Abstract. The effect of time delays on the linear stability of equilibria in an artificial neural network of Hopfield type is analyzed. The possibility of delay-induced oscillations occurring is characterized in terms of properties of the (not necessarily symmetric) connection matrix of the network.
of ordinary differential equations describes the time evolution of the voltage on the input of each neuron. Updating and propagation are assumed to occur instantaneously.
A few years later in a series of papers, the processing time in each neuron was incorporated into Hopfield's (by then well-known) equations. The resulting delay-differential equation system has been the starting point of several recent investigations (see, for example, [1] , [2] , [4] , [8] , [16] - [18] , [20] ).
In 2, we give the circuit equations as in [18] together with a careful analysis of their normalisation. This leads to a matrix equation governing linear stability of the equilibria. Under certain assumptions, this uncouples to a set of n scalar equations.
If an equilibrium solution of a delay-differential system is linearly stable when the delay is zero but there exists a value of the delay for which this solution becomes linearly unstable, then delay-induced instability occurs. We review the linearized stability analysis [2] , [18] and study delay-induced instability of the uncoupled system expressing results succinctly in terms of properties of the connection matrix. In general, we do not need to assume symmetry of the connection matrix, an assumption often made in neural network models (but see [12] ). The literature on these models is substantial (almost formidable); we cite only references directly relevant for our purposes and refer the reader to the recent survey book [10] .
In describing a network configuration, it is convenient to work with the signed directed graph of its connection matrix. The directed graph (digraph) of a real n x rt matrix A [Aj] consists of a set of vertices {1, 2,...,rt} and a set of directed edges, with edge set {(j,i)lA # 0}. Here, each vertex corresponds to a neuron, and note that a nonzero Aij is represented as an arrow from j to and is thus the appropriate direction for our purposes (although the opposite direction is more common in the matrix literature). A cycle of length k in this digraph is a set of edges (il, i2), (i2, i3),..., (i, ia) with vertices il, i.,..., i distinct. The signed digraph of A, D(A), is obtained from the digraph by attaching to each edge (j, i) the sign of The cycle is positive (resp., negative) according as the product Ai2il, Ai3i2,..., is positive (resp., negative). As in [17] , [18] , a network is called frustrated if the signed digraph of its connection matrix has a negative cycle: a negative loop is an example of a frustrated network.
These graph-theoretic ideas are used in 3 to prove our main result, namely, that frustration is essential for delay-induced instability leading to oscillation, a result suspected for symmetric networks in [18] . However, not all frustrated networks exhibit delay-induced oscillation. To discuss them further, we use a "converse" of the Perron-Frobenius theorem [6] . Finally in 4, we consider nonlinear aspects of a frustrated system to illustrate possible complicated behaviour which can result from delay-induced instability.
2. The model equations. Hopfield's circuit equations [11] with no signals from outside but with time delay as in [18] are These give the time evolution of try(t), the voltage on the input of neuron with input capacitance C. The (real) connection matrix T ITs.i] has T 0, and for = j, Tj _R (resp., -/.) when the noninverting (resp., inverting) output of neuron j is connected to the input of neuron through a resistance R.. Thus The null solution of (2.5) is asymptotically stable exactly when Re(z) < 0 for every root of (2.7). This equation is considered in [2] , [18] , where use is made of the fact that it uncouples to give n scalar equations (2.8)
for each eigenvalue Aj E or(J), where (J) denotes the spectrum of the matrix J.
Consider (2.8) in the limiting cases of small and large delay. The null solution of (2.5) is asymptotically stable for This teardrop decreases in size as -increases, giving the possibility of delay-induced instability. In many neural network models, the connection matrix J is assumed to be symmetric, in which case each element of or(J) is real; only the real axis in Fig. 2 We use the following definition [13] . Matrix [18] . Note that the connection matrix is not assumed to be symmetric; rather it is the Perron property that is important for this result. For example, any nonnegative matrix has this property. The contrapositive of this theorem is illustrated by the following. .25, or(J) {0,+x//2}, and thus for all -, when < x/, the null solution of (2.3) is linearly asymptotically stable, and when/3 > x/, it is unstable (see Fig. 2.1 [18] , [20] ). For this example, Wu [20] [3] . For our purposes, it suffices to know the values of the coefficients F and E for which all roots of (4 .1) have negative real parts as illustrated in Fig. 4 It can be shown in this case that there exists in the state space C an m-dimensional invariant manifold, the centre manifold, and that long-term behaviour of solutions to the nonlinear equation is well approximated by the flow on this manifold [9] . At a point in parameter space where the linear equation (4.5) possesses m eigcnvalues with zero real parts, there exists a splitting of the space C P (R) Q. Here P is an m-dimensional subspace spanned by the solutions of (4.5) corresponding to the m zero real-part eigenvalues, and P and Q arc invariant under the flow associated with (4.5). Further, the centre manifold introduced above is given by
MI { E C" (I)z + h(z, g), z in a ncighbourhood of zero in R }.
The flow on this centre manifold is
where (I) (a set of m n-dimensional column vectors represented as an n x m matrix) is a basis for P, h E Q, and z satisfies the ordinary differential equation
i Bz + bg((I)z + h(z, g)).
In (4.7) , B is the m x m matrix of eigcnvalues of (4.5) with zero real part, and b is determined from the solution to the equation adjoint to (4.5) . Specifically, if we let 9 (a set of m n-dimensional row vectors represented by an m x n matrix) be the basis for the invariant subspace of the adjoint problem corresponding to P, then b 9 (0).
is normalised by Although straightforward in principle, the practical implementation of this procedure, especially in the case of a centre manifold of dimension greater than 2, is far from trivial. Thus, it was necessary to use the algebraic manipulation language Maple [19] This system occuring at the coincidence of a pitchfork and a Hopf bifurcation has been studied [14] , [15] and unfolded to dr/dt cr 0.0304r 3 .3783rz , (4.14) dO/dr=0.5, dz/dt "z-.1531zr -.2513z3. All possible behaviours for (2.3) in a neighbourhood of point P* must be contained in system (4.14). Indeed, Fig. 4 .2 shows all possible phase-portraits for this threedimensional system. The planar representation is in the (r, z) plane as the zimuthal coordinate (0) decouples to quadratic order: a rotation about the z-axis must be added to the portraits for a visualization of the full flow. Stationary solutions on the z-axis of the planar system correspond to equilibria in (4.14), whereas stationary solutions off this axis are associated with periodic solutions in (4.14). As indicated in Fig. 4 .2, one of these periodic solutions is stable wherever one exists in (c,y) parameter space, except for the wedge between the 7-axis and the line labeled LCP. A secondary bifurcation is possible, for values of (a, /) along the line LCP, giving rise to a limit cycle not induced by a Hopf bifurcation. This secondary limit cycle, like the one created in the Hopf bifurcation at c 0 when y is positive, is of saddle type and as such will not directly affect the observable dynamics.
5. Discussion. We have presented relations between the destabilizing influence of time lags and the properties of the matrix of connections in a neural network model, described by (2.3). These results apply to not necessarily symmetric networks, and the Perron property of the connection matrix of the associated digraph was shown to be the essence of the "frustration" property of the network: this allows us to settle the conjecture of [18] that frustration is necessary for delay-induced oscillations to be possible. This concerns the linear stability of steady states. When the latter become unstable, a Hopf bifurcation is expected to occur, and nonlinear terms have to be considered to determine the nature of the bifurcation. We have presented an example of a three-unit, asymmetric frustrated network with no self-connection and have unfolded the codimension-two bifurcation occurring in it.
Recently, Lyapunov functionals have been used [4] , [8] Our main results show an intimate link between properties of the connection matrix (the distribution of its cigenvalues) and local stability of an equilibrium solution of (2.3) . In a sense, local stability (of the steady state) in time depends on global properties (of the network) in space.
