Abstract: Low levels of bank capital and liquidity in combination with ongoing crises in other countries are shown to increase the probability of banking crises in OECD countries. Hence global coordination of regulatory reform is vital for reducing crisis risks.
Introduction
A particular feature of the recent subprime crisis was its contemporaneous nature as problems arose simultaneously in a number of countries. Although similar patterns were also observed in past crises, the empirical literature shows a limited treatment of cross country patterns of banking crises. 2 We test for cross-country simultaneity of banking crises within the OECD using the logit methodology.
Background
Early theoretical models of bank failures and banking crises such as Diamond and Dybvig (1983) assumed bank failures were a form of "sunspot", arising from random shifts in depositor perceptions of the likelihood of a run. However, empirical work soon began to show that crises were not random within a national economy, but tended to occur during recessions (see for example Gorton (1988) ).
There are reasons to expect that a crisis in one country might also link to an increased probability of a crisis elsewhere, although this does not necessarily imply causality. Indeed, the transmission mechanism for such simultaneous crises could be common shocks to each country arising from elsewhere. These might include the development of new, unsound, financial instruments adversely affecting banking systems in several countries, tighter monetary policy in a dominant third country or a global recessions impinging on world trade and hence on solvency of corporate clients.
Channels of causality can also be envisaged. One is that a recession caused by a banking crisis in one country generates recessions and banking crises elsewhere. Causality could also arise from the behavior of investors associated with asset market exposures, where shocks to global asset markets can cause banks not only to reduce their exposure to these assets but also to other assets which are seen as having similar characteristics, generating solvency problems as prices fall. Or causality could be due to information where revelation of liquidity or solvency problems in one country's banks induces runs against other countries' banks that appear similar. Bank behaviour per se can also be at the root of simultaneous crises given international interbank exposures, which can lead to cross border systemic liquidity problems if one bank defaults, since counterparties may then be unable to service their own obligations.
Despite these points, there is little empirical work assessing whether banking crises in OECD countries are systematic at an international level, in other words whether banking crises in one country tend to increase the probability of a crisis in other countries. For example, most banking crisis prediction models (as surveyed in Davis and Karim (2008) ) employ purely domestic macroeconomic variables, albeit often capturing cross border impacts (e.g. terms of trade, exchange rates). One exception is Santor (2003) who finds banking crises are more likely following the occurrence of crises in countries in the same income group.
Empirical work on investor-driven banking crises is also generally at a national level, such as that on abnormal bank stock price behavior alongside "bad news" of banks' performance, and depositors' behavior in response to bad news (Calomiris and Mason 2001) . One of the few cross border studies focused on banking crises is Jayanti and Whyte (1996) who found significant increases in UK and Canadian banks' CD rates after the 1984 Continental Illinois failure.
Models of banking crises such as Freixas et al. (2000) typically focus on banking links and suggest a potential domino effect if one bank is unable to meet its counterparty obligations, which could be cross border. However, empirical counterparts to such research are usually at a country level (e.g. Furfine 2003) although Gersl (2007) uses BIS data to study cross border effects. However, using direct interbank exposures of banks or sectors ignores other potential causes of cross-border crisis simultaneity.
To advance understanding of banking crisis incidence, we created a variable showing the weighted incidence of ongoing crises elsewhere (WYCRISC) using 2005 GDP weights. Unlike the studies cited above, this variable is not restricted to one type of cross-border transmission.
Methodology and data
We utilise the multinomial logit, the workhorse approach to predicting crises (Demirguc Kunt and Detragiache (2005) , Davis and Karim (2008) ). There are alternative approaches but these are less tractable when looking at simultaneous crises. The logit estimates the probability a banking crisis will occur in a given country with a vector of explanatory variables X it . The banking crisis dependent variable Y it is a zero-one dummy which is one at the onset of a banking crisis, and zero elsewhere. Then we have the equation:
where β is the vector of unknown coefficients and F(β X it ) is the cumulative logistic distribution. The log likelihood function is:
Coefficients show the direction of the effect on crisis probability, although its magnitude is conditional on values of other explanatory variables at time t.
We start with a general model and utilise traditional variables, namely credit growth (DCG), M2/FX reserves (M2RES), fiscal balances (BB), GDP growth (YG), real interest rates (RIR) and inflation (INFL), as in Demirguc Kunt and Detragiache (2005) as well as banks' unweighted capital adequacy (LEV), the banks' broad liquidity/assets ratio (LIQ) and the change in real house prices (RHPG) as in Barrell et al (2010) . The latter paper estimated determinants of banking crises in 14 OECD countries over 1980-2006, and found LEV, LIQ and RHPG dominate traditional crisis indicators. Bank concentration and structure-of-supervision variables (Beck et al 2006) were not discriminators for OECD crises. This analysis forms the basis of our work here. Our initial estimation dataset includes 12 systemic and non systemic crises 3 drawn from existing datasets, which are derived consistently according to relevant criteria. 4 We use narrow liquidity (NLIQ) comprising cash, central bank and government-issued assets instead of the broader LIQ measure including private sector securities, because the latter were unreliable as a source of bank liquidity in 2007-9.
Results
We estimated our general model over 1980-2006 and assessed whether the errors are normally distributed before introducing a contemporaneous cross country variable. Nonnormality could signal an omitted common factor or crisis driver that could in turn be correlated with a contemporaneous variable. We would then have to utilise either the Pesaran (2004a) Common Correlated Effects approach or the simultaneous logit approach. Both of these would have required country-by country regressions, difficult in this case owing to the shortage of crises.
We used Pesaran's (2004b) test for cross section dependence to investigate cross equation correlations (ρ ij ) between errors and test for normality. He shows that the correlation coefficients are distributed as a standard normal variate CD where N is the cross section dimension and T is the time dimension
The test statistic for the general equation before the introduction of the contemporaneous cross country variable WYCRISC is 1.03, below the critical value for non normality of 1.96. Hence we can add contemporaneous variables without inducing bias on their parameters.
We obtain a final specification by sequential elimination of the least significant variable at each stage, with a goal of ensuring 5% significance level of the retained regressors.
The lag length for all variables, except for WYCRISC, was chosen to capture developments in the economy prior to the crisis. WYCRISC is contemporaneous as it is designed to capture ongoing crises in other countries. Table 2 shows that using the sample average cutoff of 3.2%, 75% (9 out of 12) in-sample crisis observations are called and 64% of no-crisis observations are captured correctly.
Note: estimation period 1980-2006; z-stat in parenthesis; NLIQ-narrow liquidity ratio, LEV-unweighted capital adequacy ratio, WYCRISC -GDP-weighted average of crises; YG-real GDP growth, RPHG-real house price inflation, BB-budget balance to GDP ratio, DCG-domestic credit growth, M2RES-M2 to reserves ratio, RIR-real interest rates, INFL-inflation.
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Eliminating crises in the largest countries or European countries experiencing systemic banking crises, does not affect the results. Equally, extending the estimation period to include 2007, when there were crises in the UK and US, leaves the parameters largely unchanged. The simultaneity variable becomes less significant, although it still retains a 5% significance level. 
Note: Cut off value for the extended panel is 3.5% as the number of crisis and non-crisis observations increases in the extended sample; z-tat in parenthesis
We ran additional robustness tests to check the sensitivity of our results, first towards the change in crisis dates 6 , secondly to crises duration and consequent endogeneity between the crisis itself and the explanatory variables in the post-crisis period and finally towards exclusion of borderline-systemic crises episodes, as defined in footnote 3. Table 3 illustrates that our final specification remains robust to all the above changes. Note: z-stat in parenthesis, estimation period Our final preferred specification is given by equation (4) with the corresponding zstatistics:
(-3.80) (-3.81) (3.11) Table 4 shows the increment in the probability of a crisis in one country induced by a crisis in another country for 2006. Effects feed through WYCRISC, with a greater effect the larger the weight the country takes in the average. The systemically important countries (see "average change") are the US followed by Japan and Germany, UK and France. The potential importance of a crisis event in the US is noticeable, as its average induced probability is much greater than its size would suggest 7 . The remaining large countries are less influential. The Scandinavian economies and the Netherlands are quite vulnerable to events elsewhere, and the UK is also shown to be particularly vulnerable. The table implies small countries have an incentive to induce large countries to improve their regulatory framework, and large countries have an incentive to co-operate -although the US as a dominant player may require side payments. Predictions of banking stress for 2007 are reported in Table 5 and are compared to the crisis definition from Borio and Drehmann (2009), i.e. "countries where the government had to inject capital in more than one large bank and/ or more than one large bank failed". By end-January 2009 this definition included Belgium, France, Germany, the UK, the US and the Netherlands.
We show in Table 5 that 5 out of 6 countries that had a crisis in 2008 were already showing stress (with the probability exceeding the sample average) in 2007. Our model suggests that there was a noticeable risk of a crisis in six more counties including Spain, where developments in 2010 suggest that there may be one under way.
There is a marked nonlinearity in the model which is revealed in Tables 4 and 5 , which depends both on the size and the number of countries having crises. In particular a crisis in the US produces a fourfold increase in the probability of crises in the UK, France, Germany, Belgium and the Netherlands. 
Conclusions
The risk of a financial crisis is increased markedly when other OECD countries have a crisis at the same time. Since the probability of such crises is in turn increased by low capital adequacy as well as liquidity, the results provide support not only for tighter national bank regulation but also for international agreements on harmonization of regulation at a suitably stringent level, and in particular for tighter and more effective regulation in the US.
