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1. Introduction
In this paper we present a stochastic delay model for a type of malaria, which spreads by means of vectors. The literature
on the mathematical model for malaria is vast; see for example [1,6,8] and its references. The malaria parasite is transmitted
from person to person by a female Anopheles mosquito, which takes human blood from the infected person and after an
incubation period transmits the parasite to a susceptible person. This dependence of the transmission of malaria on vector
population makes important the study of the population dynamics of the mosquito.
In this paper we consider the case of malaria due to the parasite Plasmodium vivax. This parasite is responsible for more
than 50% of the malaria cases in Africa, but it usually causes benign uncomplicated malaria. In this case we can neglect
the death of the infected people, so that the human population can be described by a so-called SIS model. The incubation
period for the parasite in the vector as well as in human body can be modeled by a delay in the evolution equation. For the
mosquito population, in order to take account of random variations of environmental conditions, on which it depends, it is
useful to consider a stochastic equation of population dynamics. In order to represent these circumstances, we consider the
equation system for the infected human population I(t) and the vector population V (t) at time t
dI(t) =
((
1− I(t))
t∫
−∞
ϕ(t − s)V (s)I(s)ds − γ I(t)
)
dt, (1)
dV (t) = (αV (t) − βV 2(t))dt + σ V (t)dW (t), (2)
where α and β are usual positive constants of logistic model for the mosquitoes, γ is a positive constant representing the
recovery rate of infective, σ is a constant of stochastic perturbation, and ϕ(t − s) is a function representing the rate of
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As it is reasonable, we suppose that ϕ(t − s) is a function of only the difference τ = t − s and
ϕ(τ ) 0 ∀τ ∈ R, suppϕ(·) = [a,b], 0 < a < b. (3)
It is easy to see that Eq. (1) will give 0  I(t)  1 (t  0) provided that 0  I(0)  1. It permits us to consider S(t) =
1 − I(t) as the population of susceptible individuals and 1 = I(t) + S(t) as the normalized total human population of the
region concerned, which can be taken as constant. In Eq. (2), W = (W (t))t0 is to be considered as a real Brownian motion
deﬁned on a stochastic base (Ω,F , P ). As (1) is an integral equation, its initial condition is given in the form
I(θ) = I(θ), −b < θ  0, (4)
where I is a function belonging to C(]−b,0],R) and such that 0 I(θ) 1 (−b  θ  0).
The paper is organized as follows. In Section 2 we study the existence and the uniqueness of invariant measure of
stochastic logistic equation. In Section 3, we prove that the solution I(t) of (1) with initial condition (4) exists for all t  0
and is unique. Furthermore, 0 I(t) 1 for all t  0. Finally, in Section 4, we give a condition for the limitation of disease.
2. Study of Eqs. (1)–(2)
We can study Eq. (2) independent on Eq. (1). The existence and uniqueness of solution are classical results so we have
Theorem 2.1. Let α, β and σ be positive constants. If V0 is a real random variable such that V0 > 0 a.s. and EV 20 < ∞, then there
exists a unique stochastic process V (t) solution to Eq. (2) with the condition
V (0) = V0, (5)
moreover, we have
V (t) > 0 a.s. EV 2 < ∞ ∀t  0. (6)
Proof. The Ito formula applied to the function
η(t) = log V (t)
gives us
dη(t) =
(
α − σ
2
2
− βeη(t)
)
dt + σ dW , (7)
and
η(0) = log V0. (8)
The function f (x) = α − σ 22 − βex is locally Lipschitz and
f (x)xmax
(
α − σ
2
2
, β + σ
2
2
− α
)
|x|,
the existence and uniqueness of solution η to the problem (7)–(8) are deduced by classical theory and moreover we have
V (t) = eη(t) > 0 a.s. (see [4,5]). 
The following theorem gives us the existence of invariant measure of Eq. (2) under condition α > σ
2
2 .
Theorem 2.2. Let α > σ
2
2 , then there exists an invariant measure μ for Eq. (2) on R whose density is
μ(dx) = f (x)dx, f (x) = C
x
exp
(
2α − σ 2
σ 2
log x− 2β
σ 2
x
)
, x > 0, (9)
where C is the positive constant deﬁned by
∞∫
−∞
f (x)dx = 1
and if, V (t) is the solution of (2), then V (t) converges (weakly), for t → ∞, to a random variable V whose law is μ.
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ψ(ξ) = C exp
(
2α − σ 2
σ 2
ξ − 2β
σ 2
eξ
)
, ξ ∈ R, (10)
where C is the constant deﬁned by
∫∞
−∞ ψ(ξ)dξ = 1, and the solution η(t) converges to a random variable whose law is
the invariant measure of (7). Now, putting x = eξ ∈ R+ , from (10) we obtain (9). Moreover, the convergence of V (t) follows
by convergence of η(t). 
Now, we prove the existence and the uniqueness of solution of Eq. (1) with initial condition (4).
We can study Eq. (1) for each ω ∈ Ω ﬁxed. In fact we can observe that if V (t) is the solution of (2), then for almost each
ω ∈ Ω , V (ω; t) is a continuous, positive real function.
We have the following theorem.
Theorem 2.3. Let be V a non-negative continuous function deﬁned on [−b,+∞[, then there exists a unique function I that satisﬁes
the (1)–(4) and moreover
0 I(t) 1 ∀t  0. (11)
Proof. Let T > 0. Set
BT =
{
u ∈ C([0, T ]) ∣∣ u(0) = I(0), 0 u(t) 1 ∀t ∈ [0, T ]}. (12)
Fixed u ∈ BT , we consider the function
F (u; t) =
0∫
−∞
ϕ(t − s)V (s)I(s)ds +
t∫
0
ϕ(t − s)V (s)u(s)ds (13)
and the following Cauchy problem{ d
dt
v(t) = (1− v(t))F (u; t) − γ v(t),
v(0) = I(0).
(14)
In virtue of hypothesis on ϕ(·), V (·), I(s) (−b < s  0), u(·), one has that F (u; t) is a non-negative continuous function.
Then the Cauchy problem admits a unique solution v(t) on [0, T ] and, by comparison theorem for differential equations, we
obtain
0 v(t) 1 ∀t ∈ [0, T ],
so v ∈ BT .
Moreover, by (13) we have∣∣F (u, t)∣∣ C1 ∀u ∈ BT , ∀t ∈ [0, T ],
with a positive constant C1. One has∣∣u(t + h) − u(t)∣∣ (C1 + γ )|h|, (15)
so u ∈ B0T ,
B0T =
{
u ∈ BT
∣∣ ∣∣u(t + h) − u(t)∣∣ (C1 + γ )|h|}. (16)
Hence, if we denote with G(·) the map that to u ∈ BT associates the solution v = G(u) of the Cauchy problem (14), we have
G
(
B0T
)⊂ B0T
on the other hand by Ascoli–Arzelá theorem, B0T is a compact subset of C([0, T ]). Applying Schauder theorem, we prove
that there exists an element u ∈ B0T such that
G(u) = u.
Then, put
I(t) =
{
I(t) for −b t  0,
u(t) for t > 0,
it is easy to prove that I(t) veriﬁes (1)–(4).
The uniqueness of solution I(t) of Eq. (1) can be proved in the same way of the uniqueness of solution of differential
equation. 
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In this section, we prove an estimation of average of I(t) for t → ∞ under the condition α > σ 22 . Denote with
M1 = M1(α,β,σ ) and M2 = M2(α,β,σ ) the average and the variance of the random variable whose law is the invari-
ant measure μ of (2), that is
M1 =
∞∫
0
xμ(dx), M2 =
∞∫
0
(x− M1)2 μ(dx). (17)
We consider a random variable V0 whose law is the invariant measure μ. It is well known that if V (t) is the solution
of (2) with initial condition V0, then ∀t  0 the law of V (t) is μ. In particular one has
EV (t) = M1, Var
(
V (t)
)= M2, t  0. (18)
We prove the following
Theorem 3.1. Let V (t) be the solution of (2) with the initial condition V (0) = V0 where V0 is a random variable whose law is the
invariant measure μ. Let I(t) be the solution of (1) with the initial condition (4). We assume that
M1
‖ϕ‖L1(R+)
γ
< 1 (19)
then
lim
t→∞ supEI(t)
M2‖ϕ‖2L1(R+)
(γ − 2M1‖ϕ‖L1(R+))2
(20)
holds.
Proof. Taking into account Theorem 3.1 the solution I(t) satisﬁes
I(t) = I(0)e−γ t +
t∫
0
(
1− I(s))
s∫
−∞
ϕ(s − r)V (r)I(r)dr e−γ (t−s) ds, 0 I(t) 1, t  0. (21)
So, we have
t∫
0
(
1− I(s))
s∫
0
ϕ(s − r)V (r)I(r)dr e−γ (t−s) ds
t∫
0
s∫
0
ϕ(s − r)V (r)I(r)dr e−γ (t−s) ds =
t∫
0
Ψ (t − r)V (r)I(r)dr,
where
Ψ (τ ) =
τ∫
0
ϕ(τ ′)e−γ (τ−τ ′) dτ ′. (22)
Then, put
F (t) = I(0)e−γ t +
t∫
0
(
1− I(s))
0∫
−∞
ϕ(s − r)V (r)I(r)dr e−γ (t−s) ds, (23)
from (21) it follows
I(t)
t∫
0
Ψ (t − s)V (s)I(s)ds + F (t). (24)
If we substitute into (24) the following relation
V (s) = M1 + V (s) − M1
and consider the average, we obtain
EI(t)
t∫
Ψ (t − s)M1EI(s)ds +
t∫
Ψ (t − s)(E[(V (s) − M1)2]) 12 (E(I(s))2) 12 ds + EF (t).0 0
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E
[(
V (s) − M1
)2]= M2,
E
(
I(s)
)2  EI(s),
one has
EI(t)
t∫
0
Ψ (t − s)(M1EI(s) +√M2(EI(s)) 12 )ds + EF (t). (25)
Then, for each  > 0, we have(
EI(t)
) 1
2  1
2
(
EI(t)
)+ 
2
,
from (25) it follows
EI(t)
(
M1 +
√
M2
2
) t∫
0
Ψ (t − s)(EI(s))ds + √M2
2
t∫
0
Ψ (t − s)ds + EF (t). (26)
We observe that
∞∫
0
Ψ (τ )dτ =
∞∫
0
τ∫
0
ϕ(τ ′)e−γ (τ−τ ′) dτ ′ dτ = 1
γ
‖ϕ‖L1(R+).
Put
y(t) = (EI(t))− 
√
M2‖ϕ‖L1(R+)
2γ − (2M1 + −1√M2 )‖ϕ‖L1(R+)
, (27)
G(t) = 
√
M2
2(1− (M1 +
√
M2
2 )
‖ϕ‖L1(R+)
γ )
( t∫
0
Ψ (τ )dτ − ‖ϕ‖L1(R+)
γ
)
. (28)
By using the functions y(t) and G(t), from (26) we obtain
y(t)
(
M1 +
√
M2
2
) t∫
0
Ψ (t − s)y(s)ds + G(t) + EF (t). (29)
Denote with L Laplace transform, for z ∈ C, Re z 0, we have
∣∣(LΨ )(z)∣∣=
∣∣∣∣∣
∞∫
0
e−zt
t∫
0
ϕ(s)e−γ (t−s) dsdt
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
0
∞∫
0
ϕ(s)e−γ re−z(r+s) dsdr
∣∣∣∣∣

∞∫
0
e−γ r
∣∣e−zr∣∣dr
∞∫
0
ϕ(s)
∣∣e−zs∣∣ds ‖ϕ‖L1(R+ )
γ
.
By using Paley–Wiener theorem (see [2,7]), if y˜(t) satisﬁes the equation
y˜(t) =
(
M1 +
√
M2
2
) t∫
0
Ψ (t − s) y˜(s)ds + G(t) + EF (t) (30)
and (
M1 +
√
M2
)‖ϕ‖L1(R+ )
< 1 (31)2 γ
E. Tornatore, S.M. Buccellato / J. Math. Anal. Appl. 360 (2009) 624–630 629then, we have
y˜(t) =
t∫
0
R(t − s)(G(s) + F (s))ds + G(t) + EF (t), (32)
where
R(t) =
+∞∑
j=1
(
M1 +
√
M2
2
) j
Ψ ∗ j(t),
Ψ ∗ j(t) =
t∫
0
Ψ ∗( j−1)(t − s)Ψ (s)ds,
Ψ ∗1(t) = Ψ (t),
and we have R ∈ L1(R+). Since
sup
st
∣∣G(s)∣∣→ 0, sup
st
∣∣F (s)∣∣→ 0 as t → ∞,
by using (29), (30), (32) we have
y(t) y˜(t) → 0 as t → ∞.
Taking into account of (27), we have
lim
t→∞ sup
(
EI(t)
)


√
M2‖ϕ‖L1(R+)
2γ − (2M1 + −1√M2 )‖ϕ‖L1(R+)
. (33)
Since, put
 =
√
M2‖ϕ‖L1(R+)
γ − M1‖ϕ‖L1(R+)
,
 =  satisﬁes (31) and we have
M2‖ϕ‖2L1(R+)
(γ − 2M1‖ϕ‖L1(R+))2
= inf
∈E

√
M2‖ϕ‖L1(R+)
2γ − (2M1 + −1√M2 )‖ϕ‖L1(R+)
,
E = { > 0 ∣∣  satisﬁes (31)},
from (33) we obtain
lim
t→∞ sup
(
EI(t)
)

M2‖ϕ‖2L1(R+)
(γ − 2M1‖ϕ‖L1(R+))2
. 
From (9) and (17) we have
M1 = C
∞∫
0
exp
(
2α − σ 2
σ 2
log x− 2β
σ 2
x
)
dx,
M2 = C
∞∫
0
(x− M1)2
x
exp
(
2α − σ 2
σ 2
log x− 2β
σ 2
x
)
dx, (34)
where
C = 1∫∞
0
1
x exp(
2α−σ 2
σ 2
log x− 2β
σ 2
x)dx
.
By using these relations we can note that if β increases then M1 decreases and if σ decreases then M2 decreases, so in
both cases the value of denominator of (20) does not increases.
The incidence of malaria in the world is increasing and almost all areas of high endemicity lie in developing countries
where inadequate drainage provides large stagnant water reservoirs which are ideal breeding sites for mosquitoes.
Then, by using coeﬃcients β and σ that express environmental variations (for vectors) the (19) can be seen as a criterion
for limitation of disease.
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