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A quantum computer is a promising addition to a classical computer due to increase
in performance on certain computational problems. A classical computer computes
by manipulating bits, which assume a value either 0 or 1, using logical gates. Simi-
larly, a quantum computation is carried out by manipulating quantum bits, so-called
qubits, using quantum gates. The main advantage of qubits is that they can be not
only in the states representing 0 and 1, but also in any superposition of these two
states.
Many different physical realizations for qubits have been proposed. One of the most
promising candidates for the hardware of quantum computing are superconducting
circuits. Here, the qubit can be represented in number of ways. For example, the
two different states can be the direction of current circulating in a superconducting
loop, or presence and absence of a photon in a transmission line.
In this thesis, we study a tunable phase gate for microwave photons. The gate is
implemented by a transmission line interrupted by three superconducting quantum
interference devices (SQUIDs), which we model as inductors. We theoretically show
that this system fulfills the requirements of a phase gate and that the tunability of
the phase shift is frequency dependent. In addition, we consider a non-ideal system
by including the effects of the capacitance associated with the SQUIDs. We find that
the capacitance has no adverse effects, and in the best case, it may even increase the
range of tunability. We also measure the phase shift at frequency of 6.3 GHz and
find that the system is well described by the theory. To our knowledge, similar phase
gate has not been experimentally studied before.
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Chapter 1
Introduction
Quantum computing has been an active area of research ever since it was proposed
in the 1980’s [1, 2, 3]. On a quantum computer, the computation is carried out
employing so-called quantum bits, or qubits. In contrast to classical bits, which can
only be in one of the two states, 0 or 1, qubits can also be in superpositions of the
two states. Hence, the qubit has much more degrees of freedom than the classical
bit. Another advantage of the qubits is that they can be in entangled states, which
allows even more freedom in finding solutions to computational problems [4].
The quantum computer is an attractive alternative to a classical computer due
to its superior performance in certain problems [5]. One such problem is the integer
factorization which has been shown to be exponentially faster on a quantum com-
puter than on a classical computer using so called Shor’s algorithm [6]. Many other
examples exist as well [7]. Simulating quantum systems is particularly interesting
application, since it cannot be done efficiently on a classical computer [8]. Quantum
simulation would be an invaluable tool especially in chemistry and material sciences,
since the behavior of many-particle systems could be accurately simulated.
Many physical realizations for qubits have been proposed [9]. For example, two
different polarizations of photons can represent states 0 and 1, or they can be repre-
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sented by the direction of current circulating in a superconductor. Superconducting
circuits offer an attractive choice, since they are fabricated in a similarly scalable
manner as integrated circuits used in the present computers. Fabrication facilities
for these already exist. In addition, the superconducting circuits can be conveniently
connected to regular electronic circuits.
A classical computer works by applying logical gates on bits. Similarly, in a
quantum computer, qubits are manipulated with quantum gates. In this thesis,
we demonstrate analytically and experimentally a phase gate for microwave fre-
quency photons. The phase gate acts on a qubit by introducing a relative phase
difference between its computational basis states |0〉 and |1〉. In the so-called
Knill–Laflamme–Milburn scheme for quantum computing, the phase gate is one
of the fundamental building blocks of the quantum computer [10].
In situ tunable phase gates for integrated quantum circuits have been previously
realized in optical systems exploiting thermo-optic [11, 12], strain-optic [13], and
electro-optic [14] effects. The first two of these methods rely on changing the index
of refraction of the material where the light propagates either by heating or straining
the material. Hence, for both of these methods, it is relatively slow to tune the phase
shift. The third method utilizes so-called Pockels effect where the refractive index
of the material is proportional to the applied electric field. Hence, much faster
tunability is achieved.
The phase gate we study in this thesis consists of three superconducting quantum
interference devices (SQUIDs) separated by transmission lines. A SQUID behaves as
an inductor and the value of its inductance depends on the magnetic flux threading
the SQUID loop. Phase shift introduced to photons propagating through this system
depends on the values of the inductances, thus the speed at which we can change the
phase shift is limited only by how fast we can change the magnetic field and by how
fast the quantum state of the SQUID can follow the change. The latter condition
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typically yields timescales in the subnanosecond range.
Quantum state preparation is another application for the phase gate. For exam-
ple, computations on a one-way quantum computer are carried out by the so-called
cluster states [15]. The phase gate can be employed in the preparation of these
states [16]. The phase gate we study in this thesis also works for any number of
photons, hence it can be used as a phase shifter for classical signals. For example,
outside of quantum computing, the phase shifter is a key component in an antenna
with tunable directionality [17].
This thesis is structured as follows: We begin Ch. 2 by showing that a SQUID
behaves as a flux-controlled inductor. Next, we summarize the previous work on
the tunable phase gate. We quantize a transmission line, analyze the behavior of a
transmission line interrupted by an inductor and finally we construct the phase gate.
In Ch. 3, we further develop the theory of the phase gate by considering arbitrary
frequencies. We show that the tunability of the phase gate is frequency dependent.
We also show that the capacitance arising from the physical structure of a SQUID
has no harmful effects on the phase gate, and in the best case, it may even increase
the range of the tunability. In Ch. 4, we describe the methods employed in the
experimental studies of the phase gate. In Ch. 5, we experimentally demonstrate
that the phase gate works as described by the theory. We summarize the thesis in
Ch. 6.
3
Chapter 2
Background
In this chapter, we introduce the necessary theoretical background for analyzing
the behavior of the phase gate. We show that a SQUID can be considered as an
flux-controlled inductor. We also summarize the previous work done on the tunable
phase gate .
2.1 Superconducting quantum interference device
as a tunable inductor
A prototypical SQUID consists of two Josephson junctions connected in a loop. The
junctions couple two superconductors through a weak link. This weak link can be
for example non-superconducting metal, a thin insulator, or a narrow region in the
superconductor. Figure 2.1 illustrates a superconductor–insulator–superconductor
(SIS) Josephson junction where the insulating layer is introduced by oxidizing the
surface of the first aluminum superconductor before the second aluminum supercon-
ductor is evaporated on the substrate material.
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Figure 2.1: Illustration of a Josephson junction where the superconductors are alu-
minum and the weak link is made out of aluminum oxide. Here ∆ϕ is the phase
difference between the macroscopic wave functions describing the first and second
superconductors.
The supercurrent carried by a Josephson junction is given by [18]
Is = Ic sin (∆ϕ) , (2.1)
where Ic is the maximum supercurrent that the junction can carry and ∆ϕ is the
phase difference between the superconductors. If there is a voltage difference V
across the junction, the time derivative of the phase difference is given by [19]
d∆ϕ
dt =
2e
~
V, (2.2)
where ~ is the reduced Planck’s constant and e is the elementary charge. Equa-
tions (2.1) and (2.2) are generally referred to as the dc and ac Josephson relations,
respectively.
If two Josephson junctions are arranged to form a SQUID, the phase differences
across the junctions (see Fig. 2.2) obey the relation [20]
−∆ϕ1 + ∆ϕ2 = 2piΦext/Φ0, (2.3)
where Φ0 = h2e is the magnetic flux quantum. Employing Eq. (2.1) we can express
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Figure 2.2: Schematic diagram of a SQUID. Here, crosses denote Josephson junc-
tions, I is the current flowing through the SQUID, ∆ϕ1 and ∆ϕ2 are the phase
differences across the top and bottom junctions, respectively, Φext is the applied
flux through the loop, and I1 and I2 are the currents flowing through the top and
bottom junctions, respectively.
the total current flowing through the top junction in Fig. 2.2 as
I1 = Ic sin (∆ϕ1) , (2.4)
and similarly the total current through the bottom junction is given by
I2 = Ic sin (∆ϕ2) . (2.5)
In the above three equations, we have made several assumptions. We have as-
sumed that the inductance of the loop is small. With non-negligible loop inductance,
we would get a contribution to the flux threading the loop proportional to the su-
percurrent circulating in the loop. We have also assumed that both junctions are
identical and hence they have the same value of the critical current Ic. Further-
more, we have neglected the quasiparticle current arising from the finite tempera-
ture. Finally, we assume a vanishing junction capacitance. We will revisit the last
assumption when we study how the junction capacitance modifies the behavior of
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the phase shifter.
Combining Eqs. (2.3), (2.4), and (2.5) we obtain
I = I1 + I2 = Ic sin (∆ϕ1) + Ic sin (∆ϕ2)
= 2Ic cos
(
∆ϕ1 −∆ϕ2
2
)
sin
(
∆ϕ1 + ∆ϕ2
2
)
= 2Ic cos
(
pi
Φext
Φ0
)
sin (γ) , (2.6)
where γ = 12 (∆ϕ1 + ∆ϕ2). Taking the time derivative of the above equation yields
dI
dt =Ic cos
(
pi
Φext
Φ0
)
cos (γ)
[
d∆ϕ1
dt +
d∆ϕ2
dt
]
=4piIc cos
(
pi
Φext
Φ0
)
cos (γ) VΦ0
, (2.7)
since the voltage V is the same across both junctions. By comparison of this with
the current-voltage relation of an inductor, we observe that for small changes of the
phase γ, the SQUID behaves as a tunable inductor with inductance LSQUID given
by
LSQUID =
Φ0
4piIc cos
(
piΦextΦ0
)
cos (γ)
. (2.8)
We can refine this expression further by requiring that the energy is minimized
in the static situation. The energy relates to the supercurrent by
EJJ =
∫
IsV dt
=
∫
Ic sin
(
∆ϕ′
) Φ0
2pi
d∆ϕ′
dt dt
= IcΦ02pi
∫ ∆ϕ
0
sin
(
∆ϕ′
) Φ0
2pid∆ϕ
′
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= IcΦ02pi [1− cos (∆ϕ)] . (2.9)
Thus the total energy of a SQUID is the sum of the energies of its two junctions.
Employing Eq. (2.3) we may write the total energy as
ESQUID =
IcΦ0
2pi [2− cos (∆ϕ1)− cos (∆ϕ2)]
= IcΦ02pi
{
2− cos
[1
2 (∆ϕ1 −∆ϕ2)
]
cos
[1
2 (∆ϕ1 + ∆ϕ2)
]}
= IcΦ02pi
[
2− cos
(
pi
Φext
Φ0
)
cos (γ)
]
. (2.10)
Here, we observe that once we have set the external flux to be constant, there
remains one free parameter γ. The sum of the phases can be adjusted such that the
energy is minimized. Extrema of the total energy are obtained for
γ = npi (2.11)
⇔ cos (γ) = ±1, (2.12)
where n is an integer. Requiring that the extrema is a minimum leads to conditions
cos
(
pi
Φext
Φ0
)
> 0 ⇒ cos (γ) = 1, (2.13)
cos
(
pi
Φext
Φ0
)
< 0 ⇒ cos (γ) = −1. (2.14)
Hence, we can express the inductance of a SQUID in a concise form
LSQUID =
Φ0
4piIc
∣∣∣cos (piΦextΦ0 )∣∣∣ . (2.15)
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2.2 Quantization of a transmission line
In this section, we discuss the quantization of a transmission line. We follow mostly
the treatment of Refs. [21, 22, 23].
2.2.1 Description in terms of the charge operator
A co-planar waveguide transmission line consists of a center conductor and a ground
plane in the vicinity of the center conductor. The center conductor carries the
signal and the purpose of the ground plane is to minimize radiative losses. The
transmission line can be modelled using a sequence of lumped elements [24] as shown
in Fig. 2.3. We consider only the case of a superconducting transmission line, thus
the resistive losses in the transmission line can be neglected. The inductors in the
discrete model typically represent the geometric inductance of the center conductor,
but in the present case, also include the kinetic inductance of the superconductor.
The capacitors model the capacitance between the center conductor and the ground
plane. We assume that the transmission line is uniform, thus every inductor has the
same inductance Ll and every capacitor has the same capacitance Cc.
We define a charge variable Qk(t) such that it is the amount of charge stored in
all of the capacitors to the left of kth inductor at time t. The voltage VCk across the
kth capacitor is given by
VCk = −
Qk−1(t)−Qk(t)
Cc
. (2.16)
If the charge in the capacitors to the left of kth inductor changes by some amount,
then the same amount of charge must flow through the kth inductor. Thus, the
relation between the current and the charge variable is
Ik = − ∂
∂t
Qk(t), (2.17)
9
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k k + 2
Figure 2.3: Lumped-element model of a lossless transmission line. The charge vari-
able Qk is defined such that it is the total charge in all capacitors to the left of
kth inductor. The current flowing through the kth inductor is Ik, and the arrows
indicate the positive direction of the current.
where the minus sign arises from the choice that the positive direction of the current
is from left to right in Fig. 2.3.
The energy ELk stored in kth inductor is given by
ELk =
1
2LlI
2
k =
Ll
2
[
∂
∂t
Qk(t)
]2
, (2.18)
and energy stored in the kth capacitor is
ECk =
1
2CcV
2
Ck
= 12Cc
[Qk−1(t)−Qk(t)]2 . (2.19)
If we consider the energy in the inductors as kinetic energy and the energy in the
capacitors as potential energy, we arrive at the discrete Lagrangian Ldisc of the
transmission line
Ldisc =
N∑
k=−N
ELk − ECk =
N∑
k=1
1
2Ll
[
∂
∂t
Qk(t)
]
2 − 12Cc [Qk+1(t)−Qk(t)]
2, (2.20)
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where N is the number of capacitors and inductors to the left or right from the
point k = 0 in the model for the transmission line. Total number of capacitors and
inductors is 2N + 1.
If the length of each discrete capacitor and inductor is ∆x, the capacitance and
inductance of each discrete element can be expressed as
Cc = ∆xc, (2.21)
Ll = ∆xl, (2.22)
where c is the capacitance per unit length, and l is the inductance per unit length.
We can approach the continuum limit of the discrete Lagrangian by letting N to
tend to infinity and ∆x to zero. The position dependency of the charge variable can
be expressed as Qk(x, t) = Q(k∆x, t), and hence the continuum Lagrangian becomes
L = lim
∆x→0
N→∞
N∑
k=−N
1
2∆xl
[
∂
∂t
Q(k∆x, t)
]2
− 12∆xc [Q(k∆x+ ∆x, t)−Q(k∆x, t)]
2
= lim
∆x→0
N→∞
N∑
k=−N
l
2
[
∂
∂t
Q(k∆x)
]2
∆x− 12c
[
Q(k∆x+ ∆x, t)−Q(k∆x, t)
∆x
]2
∆x
=
∫ ∞
−∞
 l2
[
∂
∂t
Q(x, t)
]2
− 12c
[
∂
∂x
Q(x, t)
]2 dx. (2.23)
Thus the Lagrangian density assumes the form
L = l2
[
∂
∂t
Q(x, t)
]2
− 12c
[
∂
∂x
Q(x, t)
]2
. (2.24)
The momentum conjugate to the charge variable is
φ(x) = ∂L
∂ [∂tQ(x, t)]
= l∂tQ(x, t), (2.25)
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where we introduced notation ∂t ≡ ∂∂t to denote derivation with respect to time.
The Hamiltonian density of the transmission line is given by
H = φ(x, t)∂tQ(x, t)− L = 12l [φ(x, t)]
2 + 12c
[
∂
∂x
Q(x, t)
]2
. (2.26)
Let us promote the functions Q and φ to operators and impose the equal-time
canonical commutation relations on them as
[
Qˆ(x, t), Qˆ(x′, t)
]
=
[
φˆ(x, t), φˆ(x′, t)
]
= 0, (2.27)
and
[
Qˆ(x, t), φˆ(x′, t)
]
= i~δ(x− x′). (2.28)
The Hamiltonian operator assumes the form
Hˆ =
∫ ∞
−∞
 12l
[
φˆ(x, t)
]2
+ 12c
[
∂
∂x
Qˆ(x, t)
]2 dx. (2.29)
In Heisenberg picture the equation of motion for the charge variable is given by
∂Qˆ(x, t)
∂t
= i
~
[
Hˆ(x′, t), Qˆ(x, t)
]
= i
~
∫ ∞
−∞
dx′
{ 1
2l
[
φˆ2(x′, t), Qˆ(x, t)
]
+ 12c
[(
∂x′Qˆ(x′, t)
)2
, Qˆ(x, t)
]}
=− i
~
∫ ∞
−∞
dx′ 12l
[
Qˆ(x, t), φˆ2(x′, t)
]
=− i
~
∫ ∞
−∞
dx′ 12l
{[
Qˆ(x, t), φˆ(x′, t)
]
φˆ(x′, t) + φˆ(x′, t)
[
Qˆ(x, t), φˆ(x′, t)
]}
=− i
~
∫ ∞
−∞
dx′ 12l2i~δ(x
′ − x)φˆ(x′, t)
=1
l
φˆ(x, t), (2.30)
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and the equation of motion for the conjugate momentum becomes
∂φˆ(x, t)
∂t
= i
~
[
Hˆ(x′, t), φˆ(x, t)
]
= i
~
∫ ∞
−∞
dx′
{ 1
2l
[
φˆ2(x′, t), φˆ(x, t)
]
+ 12c
[(
∂x′Qˆ(x′, t)
)2
, φˆ(x, t)
]}
=− i2c~
∫ ∞
−∞
dx′
[
φˆ(x, t),
(
∂x′Qˆ(x′, t)
)2]
=− i2c~
∫ ∞
−∞
dx′
{[
φˆ(x, t), ∂x′Qˆ(x′, t)
]
∂x′Qˆ(x′, t)
+∂x′Qˆ(x′, t)
[
φˆ(x, t), ∂x′Qˆ(x′, t)
]}
(2.31)
= i2c~
∫ ∞
−∞
dx′2∂x′ [i~δ(x− x′)] ∂x′Qˆ(x′, t)
=− 1
c
{[
δ(x− x′)∂x′Qˆ(x′, t)
]∞
−∞
−
∫ ∞
−∞
δ(x− x′)∂2x′Qˆ(x′, t)
}
=1
c
∂2xQˆ(x, t), (2.32)
where we have used integration by parts to move the derivative from the delta
function to the charge variable. Combining the two equations of motions, we obtain
∂2t Qˆ(x, t) =
1
lc
∂2xQˆ(x, t), (2.33)
∂2t φˆ(x, t) =
1
lc
∂2xφˆ(x, t), (2.34)
which are similar to the classical wave equations.
2.2.2 Description in terms of the ladder operators
In this section we show that the behavior of the transmission line can be described
with the raising and lowering operators. This proves to be useful for us in the
next section. The boundary conditions for the transmission line interrupted by an
inductor assume simple forms in terms of the ladder operators.
Since the operator Qˆ(x, t) satisfies the wave equation, we can express it as a sum
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of left and right propagating waves as
Qˆ(x, t) = QˆL
(
t+ x
v
)
+ QˆR
(
t− x
v
)
, (2.35)
where v = 1√
lc
is the speed of the wave.
In the following, we take our definition of Fourier transform to be
f˜(ω) = 12pi
∫ ∞
−∞
dxeiωxf(x), (2.36)
and the corresponding inverse Fourier transform is given by
f(x) =
∫ ∞
−∞
dωe−iωxf˜(ω). (2.37)
With Eq. (2.37), the Fourier expansion of the left and right propagating waves QˆL
and QˆR become
QˆL(t+
x
v
) =
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
aˆL(ω)e−iω(t+
x
v
), (2.38)
QˆR(t− x
v
) =
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
aˆR(ω)e−iω(t−
x
v
), (2.39)
where 1√|ω| aˆ{L,R} are the Fourier expansion coefficients, and Z0 =
√
l
c
is the charac-
teristic impedance of the transmission line. We have promoted aˆ{L,R} to operators
in accordance with the canonical quantization process. The normalization constant
has been chosen to simplify the forthcoming equations. The Fourier expansion of
the charge variable assumes the form
Qˆ(x, t) =
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
. (2.40)
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Since the amount of charge is an observable quantity, Qˆ(x, t) must be a Hermitian
operator. To this end, we compute
Qˆ†(x, t) =
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
aˆ†L(ω)eiω(t+
x
v
) + aˆ†R(ω)eiω(t−
x
v
)
]
=
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
aˆ†L(−ω)e−iω(t+
x
v
) + aˆ†R(−ω)e−iω(t−
x
v
)
]
. (2.41)
By comparing Eqs. (2.40) and (2.41), and requiring that Qˆ(x, t) = Qˆ†(x, t), we note
that the operators aˆL and aˆR satisfy relations aˆL(−ω) = aˆ†L(ω) and aˆR(−ω) = aˆ†R(ω).
These relations allow us to limit the Fourier expansion of the charge variable to
positive frequencies as is shown by
Qˆ(x, t) =
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
=
[
~
4piZ0
]1/2 ∫ ∞
0
dω 1√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
+
[
~
4piZ0
]1/2 ∫ 0
−∞
dω 1√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
=
[
~
4piZ0
]1/2 ∫ ∞
0
dω 1√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
+
[
~
4piZ0
]1/2 ∫ ∞
0
dω 1√
|ω|
[
aˆ†L(ω)eiω(t+
x
v
) + aˆ†R(ω)eiω(t−
x
v
)
]
=
[
~
4piZ0
]1/2 ∫ ∞
0
dω 1√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
) + H.c.
]
. (2.42)
Employing Eq. (2.25), the Fourier expansion of the conjugate momentum assumes
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the form
φˆ(x, t) =− il
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω ω√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
=− il
[
~
4piZ0
]1/2 ∫ ∞
0
dω
√
ω
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
) − H.c.
]
(2.43)
where on the second line, the conjugate momentum is written in terms of positive
frequencies. One arrives at the second line in similar manner as in the case of the
charge operator.
We can derive the commutation relations between the operators aˆR and aˆL by
performing Fourier transformation on the operators Qˆ(x, t) and φˆ(x, t) as
Qˆ (ω, t) = 12pi
∫ ∞
−∞
dx1
v
eiωx
1
v Qˆ (x, t)
= 12pi
[
~
4piZ0
]1/2 1
v
∫ ∞
−∞
dxeiωx 1v
∫ ∞
−∞
dω′ 1√
|ω′|
[
aˆL(ω′)e−iω
′(t+x
v
)
+aˆR(ω′)e−iω
′(t−x
v
)
]
= 12pi
[
~
4piZ0
]1/2 1
v
∫ ∞
−∞
dx
∫ ∞
−∞
dω′ 1√
|ω′|
[
aˆL(ω′)e−iω
′te−i
x
v
(ω′−ω)
+aˆR(ω′)e−iω
′te−i
x
v
(ω′+ω)
]
=
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω′ 1√
|ω′|
[
aˆL(ω′)e−iω
′tδ (ω′ − ω) + aˆR(ω′)e−iω′tδ (ω′ + ω)
]
=
[
~
4piZ0
]1/2 1√
|ω|
[
aˆL(ω)e−iωt + aˆ†R(ω)eiωt
]
, (2.44)
and
φˆ (ω, t) = 12pi
∫ ∞
−∞
dx1
v
eiωx
1
v φˆ (x, t)
16
= −il
[
~
4piZ0
]1/2
ω√
|ω|
[
aˆL(ω)e−iωt − aˆ†R(ω)eiωt
]
. (2.45)
The non-vanishing commutation relations of the transformed charge and momentum
operators are given by
[
Qˆ (ω, t) , φˆ (ω′, t)
]
=
[
Qˆ† (ω, t) , φˆ† (ω′, t)
]
= i~2pivδ (ω + ω
′) , (2.46)[
Qˆ† (ω, t) , φˆ (ω′, t)
]
=
[
Qˆ (ω, t) , φˆ† (ω′, t)
]
= i~2pivδ (ω − ω
′) . (2.47)
Hence, the commutation relations for the operators aˆR and aˆL assume forms
[aˆL (ω) , aˆR (ω′)] = ei(ω+ω
′)tpiZ0
~
√
|ω| |ω′|
{[
Qˆ (ω, t) , Qˆ† (ω′, t)
]
+ i
lω′
[
Qˆ (ω, t) , φˆ† (ω′, t)
]
+ i
lω
[
φˆ (ω, t) , Qˆ† (ω′, t)
]
− 1
l2ωω′
[
φˆ (ω, t) , φˆ† (ω′, t)
]}
= 0, (2.48)[
aˆL (ω) , aˆ†L (ω′)
]
= ei(ω−ω′)tpiZ0
~
√
|ω| |ω′|
{[
Qˆ (ω, t) , Qˆ† (ω′, t)
]
− i
lω′
[
Qˆ (ω, t) , φˆ† (ω′, t)
]
+ i
lω
[
φˆ (ω, t) , Qˆ† (ω′, t)
]
+ 1
l2ωω′
[
φˆ (ω, t) , φˆ† (ω′, t)
]}
= sgn(ω)δ (ω − ω′) , (2.49)[
aˆ†L (ω) , aˆ
†
R (ω′)
]
= e−i(ω+ω′)tpiZ0
~
√
|ω| |ω′|
{[
Qˆ† (ω, t) , Qˆ (ω′, t)
]
− i
lω′
[
Qˆ† (ω, t) , φˆ (ω′, t)
]
− i
lω
[
φˆ† (ω, t) , Qˆ (ω′, t)
]
− 1
l2ωω′
[
φˆ† (ω, t) , φˆ (ω′, t)
]}
= 0, (2.50)[
aˆR (ω) , aˆ†R (ω′)
]
= ei(ω−ω′)tpiZ0
~
√
|ω| |ω′|
{[
Qˆ† (ω, t) , Qˆ (ω′, t)
]
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− i
lω′
[
Qˆ† (ω, t) , φˆ (ω′, t)
]
+ i
lω
[
φˆ† (ω, t) , Qˆ (ω′, t)
]
− 1
l2ωω′
[
φˆ† (ω, t) , φˆ (ω′, t)
]}
= sgn(ω)δ (ω − ω′) (2.51)
and
[
aˆL (ω) , aˆ†R (ω′)
]
= ei(ω−ω′)tpiZ0
~
√
|ω| |ω′|
{[
Qˆ (ω, t) , Qˆ (ω′, t)
]
− i
lω′
[
Qˆ (ω, t) , φˆ (ω′, t)
]
+ i
lω
[
φˆ (ω, t) , Qˆ (ω′, t)
]
+ 1
l2ωω′
[
φˆ (ω, t) , φˆ (ω′, t)
]}
= ei(ω−ω′)t
√
|ω| |ω′|
( 1
ω′
+ 1
ω
)
δ (ω + ω′)
= 0. (2.52)
The above relations can be expressed in concise form for ω > 0 as
[aˆα(ω), aˆβ(ω′)] =
[
aˆ†α(ω), aˆ
†
β(ω′)
]
= 0, (2.53)[
aˆα(ω), aˆ†β(ω′)
]
= δαβδ(ω − ω′), (2.54)
where α = R,L and similarly β = R,L.
The commutation relations of operators aˆα allow us to interpret aˆ†L and aˆ
†
R as
operators creating a particle moving to left or right. The operators aˆL and aˆR
annihilate the respective particles. By substituting Eqs. (2.42) and (2.43) in to
Eq. (2.29), we can express the Hamiltonian in terms of the creation and annihilation
operators as
Hˆ =
∫ ∞
−∞
Hˆdx
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=
∫ ∞
−∞
dx
 12l
[
φˆ(x, t)
]2
+ 12c
[
∂
∂x
Qˆ(x, t)
]2
=− l~8piZ0
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
dωdω′dx ωω
′√
|ωω′|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
×
[
aˆL(ω′)e−iω
′(t+x
v
) + aˆR(ω′)e−iω
′(t−x
v
)
]
− 1
v2c
~
8piZ0
∫ ∞
−∞
∫ ∞
−∞
dωdω′ ωω
′√
|ωω′|
[
aˆL(ω)e−iω(t+
x
v
) − aˆR(ω)e−iω(t−xv )
]
×
[
aˆL(ω′)e−iω
′(t+x
v
) − aˆR(ω′)e−iω′(t−xv )
]
=− ~8piv
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
dωdω′dx ωω
′√
|ωω′|
2
[
aˆL(ω)aˆL(ω′)e−i(t+
x
v
)(ω+ω′)
+aˆR(ω)aˆR(ω′)e−i(t−
x
v
)(ω+ω′)
]
=− ~2v
∫ ∞
−∞
∫ ∞
−∞
dωdω′ ωω
′√
|ωω′|
{
aˆL(ω)aˆL(ω′)e−it(ω+ω
′)δ
(
ω + ω′
v
)
+aˆR(ω)aˆR(ω′)e−it(ω+ω
′)δ
(
ω + ω′
v
)}
=~2
∫ ∞
−∞
dω |ω| [aˆL(ω)aˆL(−ω) + aˆR(ω)aˆR(−ω)]
=~2
∫ ∞
−∞
dω |ω|
[
aˆL(ω)aˆ†L(ω) + aˆR(ω)aˆ
†
R(ω)
]
=~2
∫ 0
−∞
dω |ω|
[
aˆL(ω)aˆ†L(ω) + aˆR(ω)aˆ
†
R(ω)
]
+
~
2
∫ ∞
0
dω |ω|
[
aˆ†L(ω)aˆL(ω) + aˆ
†
R(ω)aˆR(ω) + δ (0)
]
=~
∫ ∞
0
dωω
[
aˆ†L(ω)aˆL(ω) + aˆ
†
R(ω)aˆR(ω) +
1
2δ (0)
]
, (2.55)
which we recognize as the Hamiltonian of harmonic oscillators. Here, the term δ(0)
is the so-called zero-point energy [25]. From the continuum limit of Eqs. (2.16) and
(2.17) we can define the voltage operator Vˆ (x, t) and current operator Iˆ(x, t) as
Vˆ (x, t) =− 1
c
∂xQˆ(x, t)
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=iZo
[
~
4piZ0
]1/2 ∫ ∞
0
dω ω√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) − aˆR(ω)e−iω(t−xv ) − H.c.
]
,
(2.56)
and
Iˆ(x, t) =− ∂tQˆ(x, t)
=− i
[
~
4piZ0
]1/2 ∫ ∞
0
dω ω√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
) − H.c.
]
.
(2.57)
2.3 Transmission line interrupted by an inductor
Let us consider two identical semi-infinite transmission lines denoted by a and b, and
connected by an inductor. Here, we mostly follow the treatment given in Ref. [21].
The Lagrangian density of this system is given by
L = θ (−x)
 l2
[
∂
∂t
Qa(x, t)
]2
− 12c
[
∂
∂x
Qa(x, t)
]2+ δ (x) 12L
[
∂
∂t
Qa (x, t)
]2
+ θ (x)
 l2
[
∂
∂t
Qb(x, t)
]2
− 12c
[
∂
∂x
Qb(x, t)
]2 , (2.58)
where Qa describes the transmission line a, Qb describes the transmission line b, l
is the inductance per unit length, c is the capacitance per unit length, and L is the
inductance of the inductor connecting the two transmission lines. One arrives at
this Lagrangian in a similar manner as in the case of a single infinite transmission
line. Here, the delta function term describes the energy stored in the inductor.
From here, we could in principle carry on with the canonical quantization pro-
cedure by constructing the Hamiltonian, imposing the commutation relations, and
finding the equations of motion. Since we only need the equations of motion in order
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to understand the behavior of the phase shifter, we continue with the Lagrangian
formalism.
The relevant action must be minimized with current conservation condition which
reads
∂
∂t
Qa (x, t)
∣∣∣∣∣
x=0
= ∂
∂t
Qb (x, t)
∣∣∣∣∣
x=0
. (2.59)
The equations of motion follow from the Euler–Lagrange equation given by
∂L
∂Qi
− ∂x ∂L
∂ (∂xQi)
− ∂t ∂L
∂ (∂tQi)
= 0. (2.60)
The equations of motion for Qa and Qb assume the forms
δ (x)
[1
c
∂xQa + L∂2tQa
]
+ θ (−x)
[
−1
c
∂2xQa + l∂2tQa
]
= 0, (2.61)
and
−δ (x) 1
c
∂xQb + θ (x)
[
−1
c
∂2xQb + l∂2tQb
]
= 0. (2.62)
We note that both Qa and Qb satisfy the wave equation. By adding together
Eqs. (2.61) and (2.62) we have equation
1
c
∂x (Qa −Qb) = −L∂2tQa (2.63)
for x = 0, which is simply the current–voltage relation of an inductor.
Let us promote the charge variables Qa and Qb into operators. Since the charge
operators satisfy the wave equation, we may Fourier expand these as in the case of
infinite transmission line. The Fourier expansions of Qˆa and Qˆb are given by
Qˆa (x, t) =
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
aˆL(ω)e−iω(t+
x
v
) + aˆR(ω)e−iω(t−
x
v
)
]
, (2.64)
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and
Qˆb (x, t) =
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
bˆL(ω)e−iω(t+
x
v
) + bˆR(ω)e−iω(t−
x
v
)
]
. (2.65)
Substituting the above expansions into Eq. (2.63), we obtain
−iZ0
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω ω√
|ω|
[
aˆL(ω)e−iωt − aˆR(ω)e−iωt
]
+iZ0
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω ω√
|ω|
[
bˆL(ω)e−iωt − bˆR(ω)e−iωt
]
= L
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω ω
2√
|ω|
[
aˆL(ω)e−iωt + aˆR(ω)e−iωt
]
(2.66)
(2.67)
For any ω > 0, the above equation can be written in terms of the annihilation
operators as
Z0
{
aˆL (ω)− aˆR (ω)−
[
bˆL (ω)− bˆR (ω)
]}
= iωL [aˆL (ω) + aˆR (ω)] . (2.68)
In addition to the current-voltage relation for the inductor, we have the current
conservation condition which is given in terms of the annihilation operators by
− i
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω ω√
|ω|
[
aˆL(ω)e−iωt + aˆR(ω)e−iωt
]
=− i
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω ω√
|ω|
[
bˆL(ω)e−iωt + bˆR(ω)e−iωt
]
⇒ aˆL (ω) + aˆR (ω) = bˆL (ω) + bˆR (ω) (2.69)
We use Eqs. (2.68) and (2.69) in the next section to analyze the behavior of the
22
tunable phase shifter.
2.4 Tunable phase shifter
The phase shifter consists of three inductors separated by two finite-length transmis-
sion lines as shown in Fig. 2.4. The inductors at both ends have the same inductance
L1 and the inductor in the middle has an inductance L2. Below, we show that if
the inductances L1 and L2 satisfy a certain relation, this system exhibits perfect
power transmission and that a wave propagating through the system will acquire a
phase shift which depends on the inductances L1 and L2. We consider this system as
three individual systems of a transmission line interrupted by an inductor. Thus, we
may use the equations of motion derived in the previous section for each inductor.
Equations of motion for every inductor are similar to Eq. (2.68), and hence we may
express them as
Z0
[
aˆL − aˆR −
(
bˆl,L − bˆl,R
)]
= iωL1 (aˆL + aˆR) , (2.70)
L1 L2 L1aˆR
aˆL
bˆl,R bˆr,R cˆl,R cˆr,R dˆR
bˆl,L bˆr,L cˆl,L cˆr,L dˆL
d d
Figure 2.4: Schematic drawing of the tunable phase shifter. Inductors on the left
and right have the same inductance L1, and the inductor in the middle has an
inductance L2. The inductors are separated by the distance d. The operators aˆ, bˆ, cˆ,
and dˆ denote the annihilation operators for each transmission line and the sub-
indices indicate whether the operator annihilates an left- or right-going particle at
the left or right end of the transmission line. For example, bˆl,L annihilates a particle
incoming to the first inductor at the left end of the second transmission line. The
transmission lines at the left and the right end of the figure are assumed to be
semi-infinite.
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Z0
[
bˆr,L − bˆr,R − (cˆl,L − cˆl,R)
]
= iωL2
(
bˆr,L + bˆr,R
)
, (2.71)
Z0
[
cˆr,L − cˆr,R −
(
dˆL − dˆR
)]
= iωL1 (cˆr,L + cˆr,R) . (2.72)
In addition, the operators describing the same transmission line are related by a
phase shift. The charge operator at the left end of the second transmission line in
Fig. 2.4 is given by
Qˆb,l ≡ Qˆb (x = 0, t)
=
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
bˆl,L(ω)e−iωt + bˆl,R(ω)e−iωt
]
, (2.73)
and the charge operator at the right end of the same transmission line is
Qˆb,r = Qˆb (x = d, t)
=
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
bˆl,L(ω)e−iω
d
v e−iωt + bˆl,R(ω)eiω
d
v e−iωt
]
≡
[
~
4piZ0
]1/2 ∫ ∞
−∞
dω 1√
|ω|
[
bˆr,L(ω)e−iωt + bˆr,R(ω)e−iωt
]
, (2.74)
Where the last line defines the relationship between the operators at both ends of
the transmission line. The relationships are given by
bˆr,L = bˆl,Le−iω
d
v , (2.75)
and
bˆr,R = bˆl,Reiω
d
v . (2.76)
Similar relations hold for the operators cˆl,{L,R} and cˆr,{L,R}
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For simplicity, we first assume that the angular frequency ω of the wave is such
that ω d
v
= pi2 , i.e., the length d of the transmission lines connecting the inductors L1
and L2 is a quarter of the wavelength. In Sec. 3.1, we consider a more general case.
Applying this assumption to the above relations yields
bˆr,R = ibˆl,R, (2.77)
bˆl,L = ibˆr,L, (2.78)
cˆr,R = icˆl,R, (2.79)
cˆl,L = icˆr,L. (2.80)
Furthermore, we have the current conservation for each inductor given by
aˆL + aˆR = bˆl,L + bˆl,R, (2.81)
bˆr,L + bˆr,R = cˆl,L + cˆl,R, (2.82)
cˆr,L + cˆr,R = dˆL + dˆR. (2.83)
Upon solving Eqs. (2.70–2.72) and (2.77–2.83) for dˆR in terms of aˆR and dˆL we
obtain
dˆR =
iL2L
2
1ω
3dˆL + iL2Z20ωdˆL − 2iL1Z20ωdˆL + 2Z30 aˆR
iL2L21ω
3 + 2L2L1Z0ω2 − iL2Z20ω − 2iL1Z20ω − 2Z30
. (2.84)
For this system to realize the quantum phase gate, there must be no reflections, or
in other words ∂dˆR
∂dˆL
= 0. Applying this requirement to Eq. (2.84) yields
L2L
2
1ω
2 + L2Z20 − 2L1Z20 = 0. (2.85)
Solving the above equation for ωL2 gives
ωL2 =
2ωL1Z20
L21ω
2 + Z20
. (2.86)
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If we choose a parametrization ωL1 = Z0 tan
(
θ
2
)
, where θ ∈ [0, pi], and substitute
this into the Eq. (2.86), we obtain
ωL2 =
2Z0 tan
(
θ
2
)
tan2
(
θ
2
)
+ 1
= Z0 sin (θ) . (2.87)
Substitution of the parametrization and Eq. (2.87) into Eq. (2.84) yields
dˆR = −eiθaˆR = ei(pi+θ)aˆR. (2.88)
Thus we have shown that this system realizes the quantum phase gate with tunable
phase shift between pi and 2pi. In practice, neither end point of the range can be
reached with this system because in order to obtain θ = pi we would need infinite
inductance for L1. On the other hand, the inductance of a SQUID has a finite lower
bound, Φ04piIc , as determined by Eq. (2.15), and hence we cannot reach θ = 0 either.
However, we may use several phase shifters in series to implement any phase shift
in the range [0, 2pi].
2.5 Phase shifter as a quantum phase gate
Let us consider two transmission lines denoted by a and b. Let |n〉 be the Fock
state of transmission line a and |m〉 the Fock state of b, where n and m denote the
number of photons in the transmission lines, respectively. The logical basis states
of a qubit, |0Q〉 and |1Q〉, can be represented with Fock states |nm〉 as
|0Q〉 = |10〉 , (2.89)
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and
|1Q〉 = |01〉 . (2.90)
This choice of logical states is generally referred to as the dual rail representation.
If we add the phase shifter to transmission line b, introducing a phase shift of θ,
the Fock state |m〉 = 1√
m!
(
aˆ†
)m |0〉 transforms to state e−iθm |m〉. Hence, the qubit
basis states transform as
|0Q〉 → |0Q〉 ≡ |0˜Q〉 , (2.91)
and
|1Q〉 → e−iθ |1Q〉 ≡ |1˜Q〉 . (2.92)
We can write an arbitrary qubit state |ψ〉 = c0 |0Q〉 + c1 |1Q〉 in terms of the phase
shifted basis as
|ψ〉 = c0 |0˜Q〉+ c1eiθ |1˜Q〉 , (2.93)
where c0 and c1 are complex coefficients. Thus, the phase of the coefficients vary
with opposing sign as the basis states. A phase shifted qubit state in matrix form
is given by
 c˜0
c˜1
 =
 1 0
0 eiθ

︸ ︷︷ ︸
=: R(θ)
 c0
c1

=
 c0
c1e
iθ
 , (2.94)
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where the matrix R (θ) is by definition the quantum phase gate.
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Chapter 3
Theoretical results
In this chapter we generalize the previous theoretical work by considering how the
phase gate behaves at arbitrary frequencies. In addition, we study how the capac-
itance associated with a Josephson junction modifies behavior of the phase gate.
This has been previously studied with the assumption that the phase shift due to
the transmission line connecting the two SQUIDs is pi/2 [26]. Here, we study the
more general case and show that the tunability of the phase gate depends on the
frequency. In addition, we find that the junction capacitance has no adverse effects
on the phase gate. In the best case, capacitance may increase the range of the
tunability.
3.1 Phase shift of arbitrary-frequency photons
In the previous section, we assumed that the distance between the inductors is
a quarter of the wave length of the incoming photon. Dropping this assumption
changes Eqs. (2.77–2.80) into
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bˆr,L = bˆl,Le−iϕ, (3.1)
bˆr,R = bˆl,Reiϕ, (3.2)
cˆr,L = cˆl,Le−iϕ, (3.3)
cˆr,R = cˆl,Reiϕ. (3.4)
where ϕ = ω d
v
is the phase shift due to the transmission lines of length d. Solving
Eqs. (3.1–3.4), (2.70–2.72) and (2.81–2.83) for dˆR in terms of aˆR and dˆL yields
dˆR =
2idˆLL2ωZ20 − 2idˆLL1ω2Z0(L2 + L1) sin(2ϕ)
+4aˆRZ30 + idˆLL2L21ω3 − idˆLL1ω cos(2ϕ)
(
L2L1ω
2 − 4Z20
)
{
i sin(ϕ)
(
L2L1ω
2 + iL2ωZ0 − 2Z20
)
+ Z cos(ϕ) [2Z0 − iω (L2 + 2L1)]
}
×2 {Z0 cos(ϕ)− sin(ϕ) [L1ω + iZ0]}
.
(3.5)
If we again require that no reflections occur and solve for L2 we obtain
L2 =
2L1Z0 [2Z0 cos(2ϕ)− L1ω sin(2ϕ)]
L1ω [L1ω cos(2ϕ) + 2Z0 sin(2ϕ)]− L21ω2 − 2Z20
, (3.6)
which reduces to Eq. (2.86) in the case of ϕ = pi2 . Choosing parametrization
ωL1 =
Z0 sin
(
θ
2
)
sin (ϕ) sin
(
θ
2 + ϕ
) , (3.7)
and substituting this back into Eq. (3.6) yields
ωL2 = −
2Z0 sin
(
θ
2
)
cos
(
θ
2 + 2ϕ
)
sin2(ϕ) . (3.8)
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Substituting the parametrizations into Eq. (3.5) yields
dˆR = aˆRei(2ϕ+θ). (3.9)
Thus, we have a phase shift of 2ϕ+θ which reduces to the previous case for ϕ = pi/2.
There are some limitations on the value of ϕ since the inductances must be positive
for energetically stable states of the SQUIDs. For ϕ→ pi for example, the right side
of Eq. (3.6) becomes negative. Since ϕ is proportional to the photon frequency, we
can study Eq. (3.6) as a function of photon frequency and inductance L1 as shown in
Fig. 3.1. Note that the no-reflections condition can be satisfied in a wide frequency
range. This range shifts in frequency as a function of the distance between the
SQUIDs.
In Fig. 3.2, we show the inductances as functions of the photon frequency and
the tunable phase shift θ. The frequencies for which the inductance L1 is negative
for all values of θ correspond to the value of ϕ = pi. Note that largest tunability of
the phase shifting is achieved for ϕ slightly over pi.
In Sec. 2.4, we defined the reflections from the output of the phase shifter to be
∂dˆR
∂dˆL
. Similarly we can define the transmission through the phase shifter to be ∂dˆR
∂aˆR
.
This is known as the scattering parameter S21 and it is the quantity which we can
measure in the experiments. From Eq. (3.5), we obtain
S21 =
2Z30{
i sin(ϕ)
(
L2L1ω
2 + iL2ωZ0 − 2Z20
)
+ Z cos(ϕ) [2Z0 − iω (L2 + 2L1)]
}
×{Z0 cos(ϕ)− sin(ϕ) [L1ω + iZ0]}
.
(3.10)
The magnitude and phase of the above expression are studied in Fig. 3.3. Note that
large inductances correspond to flux values near half flux quanta, where most of the
phase shifting occurs. Thus, we must achieve fairly precise control of the flux in the
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Figure 3.1: Inductance L2 from Eq. (3.6) as a function of the photon frequency and
inductance L1. Within the colored regions, we are able to satisfy the no reflections
condition. Outside these regions, L2 should be negative. Inductances above 10
nH are shown in grey color. We have chosen the characteristic impedance to be
Z0 = 50 Ω, the speed of the wave v in the transmission line to be 42% of the
speed of light in vacuum, and the length of the transmission line connecting the
inductances to be d = 6.4163 mm.
experiments in order to access the full range of the phase shifter.
By employing Eqs. (3.6) and (3.7) we obtain the phase of S21 only for such points
where we have unit transmission as shown in Fig. 3.4. As in Fig. 3.2, we observe
that the achievable tunability in the phase shift at 5 GHz is roughly pi and the
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Figure 3.2: Inductances L1 (left panel) and L2 (right panel) providing perfect power
transmission as functions of incoming photon frequency and tunable phase shift θ as
given by Eqs. (3.7) and (3.8). Only the positive values of the inductances are shown
and the values above 10 nH are shown in grey color. The parameters describing the
transmission line are the same as in Fig. 3.1.
tunability decreases with increasing frequency. We again observe that the most of
the phase shift change occurs in a rather narrow region of Φ1.
In Fig. 3.5, we fix the flux values and show the scattering parameter S21 as a
function of frequency. We observe that if the flux Φ1 is near half flux quantum,
the absolute value of S21 is close to unity only in very limited frequency ranges. In
contrast, if Φ1 is 70 percent of the flux quantum, we have almost unit transmission
in very broad frequency ranges. We stress however, that for given flux values, the
transmission is exactly unity only for a discrete set of frequencies.
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Figure 3.3: Scattering parameter S21 from Eq. (3.10). Panel (a) shows the magnitude
of S21 as a function of inductances L1 and L2. Panel (b) shows the phase of S21
as function of the inductances. Panels (c) and (d) show the magnitude and phase
of the scattering parameter as functions of the flux Φ1 threading the side SQUIDs
and the flux Φ2 threading the middle SQUID. We have chosen the critical current
Ic of the SQUIDs to be 1 µA, the characteristic impedance Z0 to be 50 Ω, the wave
velocity v in the transmission line to be 42% of the speed of light in the vacuum, the
phase shift due to transmission lines ϕ to be pi/2, and the separation between the
inductors d to be 6.4163 mm. These values yield the photon frequency ω2pi of 4.906
GHz.
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Figure 3.4: Phase of the scattering parameter S21 (a) as a function of SQUID fluxes
and (b) as a function of the SQUID inductances from Eqs. (3.6) and (3.7). Along
these curves, the absolute value of S21 is unity. Here, all parameters describing the
physical properties of the transmission line are the same as in Fig. 3.3.
3.2 Transmission line interrupted by an LC oscil-
lator
In the case of SIS Josephson junction shown in Fig. 2.1, we have two conductors
separated by a thin layer of insulating material. Thus there is significant capacitance
associated with the junction. In the experimental devices studied in this thesis, the
junction area is roughly 0.3 µm2 and the insulating aluminum-oxide layer has a
thickness of order 2 nm. Approximating the junction as a parallel plate capacitor
gives capacitance of 13 fF, hence the total capacitance of the SQUID is around 26
fF. A SQUID with 1-µA critical current will have an inductance in a range of a few
nH, thus the reactance of the capacitive component at frequencies above 10 GHz
is a considerable fraction of that of the inductive component. In this section, we
consider how the junction capacitance modifies the behavior of the phase shifter.
As in the case of an inductor interrupting the transmission line, let us first
consider a case where two semi-infinite transmission lines a and b are connected by
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Figure 3.5: Absolute value of the scattering parameter S21 as a function of frequency
with fixed fluxes through the SQUIDs. We have set Φ2 = 0.6Φ0 and Φ1 as indicated.
The parameters of the transmission lines are identical to those in Fig. 3.3.
aˆR
aˆL bˆL
bˆR
Figure 3.6: The circuit model of infinite transmission line interrupted by the parallel
connection of an inductor and capacitor. Symbols aˆL,R and bˆL,R denote creation and
annihilation operators of left and right side transmission lines respectively.
a parallel connection of an inductor and capacitor as shown in Fig. 3.6. Since the
voltage and current satisfy the wave equation, we may use Eqs. (2.56) and (2.57)
to describe the behavior of the voltage and current in the transmission lines. The
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Lagrangian of this system is given by
L = θ (−x)
{
l
2 [∂tQa(x, t)]
2 − 12c [∂xQa(x, t)]
2
}
+ δ (x)
(1
2LI
2
L −
1
2CV
2
)
+ θ (x)
{
l
2 [∂tQb(x, t)]
2 − 12c [∂xQb(x, t)]
2
}
, (3.11)
where C is the capacitance of the capacitor, IL is the current flowing through the
inductor, and V is the voltage drop across the components. The positive direction
of the current is defined to be from left to right. The current flowing through a
parallel connection of a capacitor and an inductor is divided among the components.
Suppose that the current flowing through the capacitor is IC . Total current Ia
through the parallel connection is thus Ia = IL + IC . If we employ the current–
voltage relation for a capacitor, which is given by
IC = C∂tV, (3.12)
we can express the current through the inductor as
IL = Ia − IC
= Ia − C∂tV
= ∂tQa +
C
c
∂t∂x (Qa −Qb) (3.13)
Again, we must minimize the relevant action with the requirement that the
current is conserved and the equations of motion for the charge variables Qa and Qb
follow from the Euler–Lagrange equations. The Lagrangian contains second order
derivatives, thus the Euler–Lagrange equation is given by
∂L
∂Qi
− ∂x ∂L
∂ (∂xQi)
− ∂t ∂L
∂ (∂tQi)
+ ∂t∂x
∂L
∂ (∂t∂xQi)
= 0, (3.14)
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where i labels the different charge variables. Utilizing the above equation for Qa
yields
δ (x)
{
−1
c
∂xQa +
C
c2
∂2x (Qa −Qb)− L
[
∂2tQa +
C
c
∂2t ∂x (Qa −Qb)
]
+LC
c
[
∂2t ∂xQa +
C
c
∂2t ∂
2
x (Qa −Qb)
]}
+δ′ (x)
{
C
c2
∂x (Qa −Qb) + LC
c
[
∂2tQa +
C
c
∂2t ∂x (Qa −Qb)
]}
+θ (−x)
(1
c
∂2xQa − l∂2tQa
)
= 0, (3.15)
where prime denotes the spatial derivative. The equation of motion for Qb is given
by
δ (x)
{1
c
∂xQb − C
c2
∂2x (Qa −Qb)− L
C
c
[
∂2t ∂xQa +
C
c
∂2t ∂
2
x (Qa −Qb)
]}
+δ′ (x)
[{
−C
c2
∂x (Qa −Qb)− LC
c
[
∂2tQa +
C
c
∂2t ∂x (Qa −Qb)
]}]
+θ (x)
(1
c
∂2xQb − l∂2tQb
)
= 0. (3.16)
We observe that both Qa and Qb satisfy the wave equation for x < 0 and x > 0,
respectively, as expected. By adding the equations of motion for Qb and Qa we
obtain
δ (x)
{
−1
c
∂x (Qa −Qb)− L
[
∂2tQa +
C
c
∂2t ∂x (Qa −Qb)
]}
+θ (−x)
(1
c
∂2xQa − l∂2tQa
)
+ θ (x)
(1
c
∂2xQb − l∂2tQb
)
= 0. (3.17)
For x = 0 we have equation
1
c
∂x (Qa −Qb) = −L
[
∂2tQa +
C
c
∂2t ∂x (Qa −Qb)
]
. (3.18)
Here, the left side can be recognized as the voltage across the capacitor. Up to a
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constant prefactor, the first term on the right side is the time derivative of the total
current flowing through the components and the second term is the second time
derivative of the voltage.
We can express the above equation in terms of the annihilation operators by
inserting the Fourier expansions of Qˆa and Qˆb. This yields
Z0
[
aˆL − aˆR −
(
bˆL − bˆR
)]
= iωL
{
(aˆL + aˆR)
−iωCZ0
[
aˆL − aˆR −
(
bˆL − bˆR
)]}
. (3.19)
3.3 Effect of the junction capacitance on the phase
shift
The boundary conditions for three SQUIDs interrupting a transmission line, shown
in Fig. 3.7, are similar to those in Eq. (3.19) and they are given by
Z0
[
aˆL − aˆR −
(
bˆl,L − bˆl,R
)]
= iωL1
{
(aˆL + aˆR)
−iωCZ0
[
aˆL − aˆR −
(
bˆl,L − bˆl,R
)]}
, (3.20)
Z0
[
bˆr,L − bˆr,R − (cˆl,L − cˆl,R)
]
= iωL2
{(
bˆr,L + bˆr,R
)
−iωCZ0
[
bˆr,L − bˆr,R − (cˆl,L − cˆl,R)
]}
, (3.21)
Z0
[
cˆr,L − cˆr,R −
(
dˆL − dˆR
)]
= iωL1
{
(cˆr,L + cˆr,R)
−iωCZ0
[
cˆr,L − cˆr,R −
(
dˆL − dˆR
)]}
, (3.22)
where we have employed the notation from the pure inductor case shown in Fig. 2.4
and we have assumed that all of the SQUIDs have the same capacitance C.
In addition to the above equations of motion, we have the current conservation
conditions and phase shifts due to the transmission lines given by Eqs. (2.77–2.83).
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L1 L2 L1
CC C
aˆR
aˆL
bˆl,R bˆr,R cˆl,R cˆr,R dˆR
bˆl,L bˆr,L cˆl,L cˆr,L dˆL
d d
Figure 3.7: Three LC oscillators interrupting a transmission line. Inductors on the
left and right have the same inductance L1, and the inductor in the middle has
an inductance L2. All capacitors have the same capacitance C. The inductors are
separated by the distance d. The operators aˆ, bˆ, cˆ, and dˆ are defined as in Fig. 2.4.
Solving this system of equations for dˆR yields
dˆR =
8aˆRZ30e2iϕ
(
CL2ω
2 − 1
) (
CL1ω
2 − 1
)2
+dˆLω
{
−2iL2e2iϕ
[
2Z2
(
CL1ω
2 − 1
)2
+ L21ω2
]
+L1
[
L2ω − 2iZ0
(
CL2ω
2 − 1
)] [
2Z0
(
CL1ω
2 − 1
)
+ iL1ω
]
−iL1e4iϕ
[
2Z0
(
CL2ω
2 − 1
)
− iL2ω
] [
2Z0
(
CL1ω
2 − 1
)
− iL1ω
]}
X
, (3.23)
where X is given by
X =
[
2Z0
(
CL1ω
2 − 1
)
− iL1ω
(
e2iϕ − 1
)] {
4Z20
(
CL2ω
2 − 1
) (
CL1ω
2 − 1
)
+2iωZ0
[
CL2L1ω
2
(
2 + e2iϕ
)
− L2 − L1
(
1 + e2iϕ
)]
+ L2L1ω2
(
e2iϕ − 1
)}.
(3.24)
Imposing the no-reflections condition, ∂dˆR
∂dˆL
= 0, and solving the resulting equation
for L2 yields
L2 =
2L1Z0 [2Z0 cos(2ϕ) (CL1ω2 − 1) + L1ω sin(2ϕ)]
2C2L21ω4Z20 + L1ω2 cos(2ϕ)
[
L1
(
4C2ω2Z20 − 1
)
− 4CZ20
]
−4CL1ω2Z20 + 2L1ωZ0 sin(2ϕ)
(
2CL1ω2 − 1
)
+ L21ω2 + 2Z20
. (3.25)
Note that the above expression is completely real, thus we are able to satisfy the
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Figure 3.8: Inductance L2 as a function of frequency and inductance L1 according to
Eq. (3.25). The inductance becomes negative outside of the colored regions. Values
above 10 nH are shown in gray color. Here we have chosen the physical parameters
of the transmission line as in Fig. 3.1 and the capacitance C shown in Fig. 3.7 is 50
fF.
no reflections condition with real inductances. The behavior of L2 as a function of
frequency and L1 is shown in Fig. 3.8. Comparison of this figure with Fig. 3.1 shows
that the frequencies below 7 GHz are essentially unmodified by the capacitance, but
at higher frequencies the capacitance shifts the colored regions to lower frequencies
and the regions are distorted.
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Let us parametrize L1 by
L1 =
2Z0 sin
(
θ
2
)
ω
[
2CωZ0 sin
(
θ
2
)
− cos
(
θ
2 + 2φ
)
+ cos
(
θ
2
)] . (3.26)
Substitution of the above equation into Eq. (3.25) yields
L2 =
4Z0 sin
(
θ
2
)
cos
(
θ
2 + 2φ
)
ω [2CωZ0 sin(θ + 2φ)− 2CωZ0 sin(2φ) + cos(2φ)− 1] . (3.27)
By insertion of the parametrizations into Eq. (3.23), we obtain
dˆR = ei(2ϕ+θ)aˆR, (3.28)
and again we have unit transmission with phase shift 2ϕ + θ. The behavior of the
inductances at unit transmission is shown in Fig. 3.9. At low frequencies there is no
significant difference when compared with Fig. 3.2, but at higher frequencies new
regions of positive L2 appear, suggesting that we could achieve almost full 2pi phase
tunability at certain frequencies.
Defining the transmission coefficient S21 in the same way as in the case of bare
inductors, we find
S21 ≡ ∂dˆR
∂aˆR
= 8Z
3
0e
2iϕ (cL2ω2 − 1) (cL1ω2 − 1)2
X
. (3.29)
The magnitude of the transmission coefficient as a function of the SQUID fluxes is
shown in Fig. 3.10. We observe that the region where the transmission is blocked,
is split into two regions when the effect of the capacitance is taken into account.
This is what we expect from the classical point of view: impedance of a parallel
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Figure 3.9: Inductances L1 and L2 as functions of frequency and tunable phase
shift θ. Only the positive values of the inductances are shown and the values above
10 nH are shown in gray color. The physical parameters, v, d, Z0, describing the
transmission lines are as in Fig. 3.3, and the capacitance C is set to 50 fF.
connection of inductor L and capacitor C at angular frequency ω is Z = iωL1−ω2LC ,
and hence the impedance diverges for L = 1
ω2C blocking the transmission. In our
case, the inductance is proportional to one over the absolute value of the cosine
of the flux, and hence there are two flux points within the period where the total
impedance diverges. Furthermore, we find a new region in the vicinity of Φ1 = Φ02
where the transmission is at almost unity due to the capacitance C.
In conclusion, we have theoretically shown that the phase shifter will work even
with non-vanishing junction capacitance. In the best case, the capacitance may
even allow us to achieve larger phase shifts. Note however that we have omitted
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Figure 3.10: Magnitude of the transmission coefficient S21 of the phase shifter shown
in Fig. 3.7 as a function of the fluxes Φ1 and Φ2 at angular frequency ω = 2pi×12 GHz
according to Eq. (3.29). The capacitance C is (a) 50 fF and (b) zero. The physical
parameters are chosen as in Fig. 3.3.
in our analysis all internal dissipation mechanisms in the SQUIDs. These may in
practice have a non-negligible harmful effect on the phase shifter for frequencies near
or above the resonance ω = 1
LC
.
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Chapter 4
Experimental methods
In this chapter, we describe experimental methods employed in our studies of the
phase gate. We describe the design and fabrication of the experimental samples and
the equipment used in the measurements. We also show how to circumvent certain
problems in our flux bias scheme.
4.1 Sample layout
The layout of the experimental device is shown in Fig. 4.1. The transmission line
is a coplanar waveguide (CPW) and it mostly runs in the horizontal direction. The
flux bias lines mostly run in the vertical direction. The length of the transmission
line in this particular sample is chosen such that the total phase shift due to the
transmission lines is pi at 5 GHz. The width of the center conductor of the CPW is
9 µm and width of the gap between the center conductor and ground plane is 4 µm.
These values yield a characteristic impedance Z0 = 49 Ω and the speed of the wave
in the transmission line, v, is 42% of the speed of light in vacuum [27]. The magnetic
flux threading each SQUID loop can be tuned by applying current through the flux
bias lines. It turns out that with this flux bias scheme, there is large cross coupling
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between the bias lines, i.e., current through one of the lines changes the flux through
all of the SQUIDs. In Sec. 4.4, we discuss how to circumvent this problem.
Identical SQUIDs to those in the transmission line are written as test structures
on the same chip. We measure the resistance of the SQUIDs on the test structures
at room temperature and if most of the test SQUIDs have the desired resistance we
conclude that the SQUIDs on the transmission line are likely functional. This kind
of characterization can potentially speed up the measurements since cooling down
a sample to subkelvin temperatures is time consuming.
Note that in Fig. 4.1, the transmission line is completely etched away. In this
sample, the transmission line is written with electron beam lithography (EBL) at
the same time as the SQUIDs. This way the connections between the transmission
lines and SQUIDs are galvanic. In alternative design, the transmission line is defined
at the same time as the flux bias lines and the ground plane. Only the SQUIDs are
written with EBL in this design and the connection between the SQUIDs and the
transmission lines is capacitive. Our preliminary results indicate that the former
method is more robust.
4.2 Sample fabrication
The samples studied in this thesis were fabricated by S. Saarenpää and details of the
fabrication process can be found in Ref. [28]. The fabrication begins with an oxidized
silicon wafer with a 200-nm film of sputter-deposited niobium. The wafer is covered
with a layer of photoresist which is subsequently baked. The wafer is then covered
with a mask that defines the patterns for the large structures of the sample. The
mask protects the desired parts of the photoresist when it is exposed to ultraviolet
light. Properties of the photoresist change when exposed to the ultraviolet light
such that it can be removed using the employed developer chemicals. Subsequently,
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Figure 4.1: Image of the sample layout. In the manufacturing process, the yellow-
dotted regions are etched away and the remaining black sparsely dotted regions are
occupied by superconductors. The positions of the three phase shifter SQUIDs are
indicated by the red circles. Bonding pads of the flux bias lines for the left and right
SQUIDs are at the top part of the figure and the flux bias line for middle SQUID
extends to the bottom edge of the figure. The center conductor of the transmission
line interrupted by the phase shifter is connected to the pads at the left and right
edges of the figure. The square-like features in the middle are test structures and the
lines with dots around them are alignment markers. The insets show detailed views
of the flux bias scheme for (a) the left, (b) the middle, and (c) the right SQUID.
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the niobium which is not covered by the photoresist is removed using reactive-ion
etching with a mixture of argon and SF6 gas. Then, the rest of the photoresist is
removed by solvents.
The SQUIDs are fabricated using EBL and a shadow evaporation technique. The
wafer is coated with two layers of electron beam resists, where the first layer serves
as a spacer for the second layer. The structures for the Josephson junctions and
transmission lines are written using 100-keV electrons. The parts of the resist which
has been exposed to the electron beam can be removed using another developer
chemical. Subsequently, aluminum is evaporated onto the wafer at two different
angles forming the Josephson junctions and the transmission lines. The first layer
of aluminum is oxidized before the second layer is evaporated onto the sample in
order to create the insulating layer of the Josephson junction. Finally, the rest of
the resist is removed using solvents.
4.3 Measurement setup
The measurement setup is shown in Fig. 4.2. The sample is mounted on a printed
circuit board (PCB) and bonded using aluminum wire bonds. The PCB is attached
to a Aivon sample holder. The sample is protected from external magnetic fields
with a nested magnetic shield of Amuneal high-permeability metal and aluminum.
The sample is cooled down in a BlueFors LD-250 cryostat to the phonon temperature
of 12 mK.
The scattering parameter S21 is measured using Rhode and Schwartz ZNB40
vector network analyzer (VNA). The output signal from the VNA is carried to the
sample through heavily attenuated cables. The output power of the VNA is set
to −20 dBm and there is 100 dBm of attenuators attached to the cables. The
cables contribute roughly 10 dBm in attenuation, and hence the signal power at the
48
sample is around −130 dBm. Thus, if the load is 50 Ω, the amplitude of the current
flowing into the sample is 1.4 nA, which is two orders of magnitude less than the
designed critical current of the SQUIDs. In addition, we find from Eq. (2.57) that
the amplitude of the current for a 5 GHz photon is 13 nA, and hence we operate in
the single photon regime. The output signal from the sample is amplified with two
amplifiers, one at 4-K temperature and the other one at room temperature. Both
amplifiers are manufactured by Low Noise Factory. The working frequency range of
the room temperature amplifier is from 1 to 15 GHz and 4-K amplifier is specified
from 6 to 20 GHz. In practice, our 4-K amplifier gives full amplification already at 5
GHz. The sample is protected from the amplifier noise with two Quinstar isolators,
with a pass band from 4 to 8 GHz. There is 3 dB of attenuation on the output line
before the room temperature amplifier in order to attenuate reflected signals from
the amplifier. On both sides of the room temperature amplifier there is a high-pass
filter with a pass band starting from 5 GHz.
Current to the flux bias lines is carried from room temperature to the base of
the cryostat through low-ohmic cables. Each one of the three bias lines has a low-
pass filter with pass band ending at 80 MHz. The low pass filters are at the same
temperature as the sample. The bias current for each line is sourced by Stanford
Research System SIM928 isolated voltage sources through 3.9 kΩ resistors at room
temperature. The output voltage of the SIM928 units can be adjusted at 1 mV
steps, thus the current could be adjusted in steps of 0.26 µA.
Inside the magnetic shield, there is a superconducting solenoid attached to the
sample holder. Current through the solenoid is applied using a Keithley 6430 source
measurement unit (SMU). The solenoid is used to introduce magnetic flux through
all of the SQUIDs simultaneously. This technique is employed in Sec. 4.4 to deter-
mine how strongly each of the flux bias lines couples to each SQUID.
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Figure 4.2: Schematic diagram of the measurement setup. Here, the blue line is
for the output signal from the VNA and the red line is for the output signal from
the sample. The dc lines are marked with a green color. Symbols appearing on
the diagram are explained on the right column. Different temperature regions are
indicated by the dashed lines and the phonon bath temperature is given at the
bottom right corner of each region.
4.4 Measurement of the coupling coefficients of
the flux bias lines
Since the dc resistance of a superconductor is exactly zero, an applied dc current
does not necessarily take the geometrically shortest path to the ground. In our case
this leads to severe cross coupling issues between the flux bias lines and the SQUIDs.
Since we need to be able to control the fluxes through the SQUIDs individually, we
must compensate for the cross coupling.
To this end, we measure how strongly each of the flux bias lines couples to each
of the SQUIDs. One way to resolve this is by measurement shown in Fig. 4.3. We
observe that the horizontal dark lines are periodic in current through the solenoid,
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Figure 4.3: Absolute value of the transmission coefficient S21 as a function of fre-
quency and current through the solenoid. In panel (a), all three flux bias lines are
set to zero current. In panel (b) current of 1 mA is applied to the middle flux bias
line, other two bias lines are set to zero current.
with three different periods of 0.53, 0.69, and 0.82 mA. This confirms that all three
SQUIDs are functional since we expect to see a sharp dip in transmission when the
inductance of any one of the SQUIDs reaches its maximum. Comparing panels (a)
and (b) in Fig. 4.3, we observe that applying a constant current to the flux bias line
in the middle in Fig. 4.1 shifts two of the dips and leaves one invariant. Hence, we
conclude that the middle flux bias line couples to two of the SQUIDs. By measuring
the amount of the shift at fixed bias current, we can calculate the amount of current
which corresponds to one period in flux for both SQUIDs up to a sign. Current
applied to different bias lines may flow in opposite directions past a given SQUID,
hence they may induce opposing magnetic fields. We can determine the sign of the
change in the flux by choosing arbitrarily one direction positive in Fig. 4.3, and by
choosing that the flux increases when the dips shift in the positive direction.
Repeating the above experiment for the other two flux bias lines allows us to
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determine the full inductance matrix between the flux bias lines and the SQUIDs.
However, we still do not know which set of the lines in Fig. 4.3 correspond to which
SQUID in Fig. 4.1. Since the solenoid was placed at the center of the sample, we
expect the strongest coupling between the middle SQUID and the solenoid. This
gives us an ansatz for the middle SQUID. If the left and right SUQIDs are identical,
we need to apply the same flux through both in the operation of the phase shifter,
and hence we do not focus on resolving their exact position.
We can represent the flux through all three SQUIDs as a vector
~Φ =

Φl
Φm
Φr
 , (4.1)
where Φl is the flux through the left SQUID in Fig. 4.1, Φm is the flux through
the middle SQUID, and Φr is the flux through the right SQUID. Similarly we can
represent the current applied to each one of the flux bias lines as a vector
~I =

Il
Im
Ir
 , (4.2)
where Il is the current applied to the left bias line in Fig. 4.1, Im is the current
applied to the middle bias line, and Ir is the current applied to the right bias line.
The positive direction of the current is defined to be from the bias line to the ground.
Let us define the inductance matrix A such that
~Φ = A~I ⇔ ~I = A−1~Φ. (4.3)
Thus, if A is non-singular, we can employ the above equation to calculate how much
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current we need to apply on each bias line in order to achieve a given flux bias.
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Chapter 5
Experimental results
In this chapter, we first show that we can control the individual SQUIDs in our
sample and then we show that the behavior of the sample is well described by the
theory we developed above.
5.1 Inductance matrix
We measured the cross coupling coefficients employing the method described in
Sec. 4.4 and obtain
A =

−0.93 1.47 −6.87
−4.19 −2.27 −4.67
−0.30 −0.06 −6.13
× 10−1
Φ0
mA . (5.1)
The observed values of the inductance matrix show that the right bias line in Fig. 4.1
couples almost equally strongly to the left and right SQUIDs and more weakly to
the middle SQUID. The middle bias line couples to the left and middle SQUIDs
and extremely weakly to the right SQUID. The left bias line couples mostly to the
middle SQUID and fairly weakly to the left and right SQUIDs. These values suggest
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that the supercurrent takes a non-trivial path to the ground even though the ground
plane of the sample is bonded to the PCB from several points.
The measurement of the coupling coefficients was repeated six times, but we
discarded one of the measurements, since the data contained flux jumps rendering
it useless. The relative errors of the mean we obtained for A are
∆A
|A| =

17.8 0.9 2.8
0.6 8.9 0.8
0.8 15.1 0.4
% (5.2)
The values of A given in Eq. (5.1) are not the mean of values from all measure-
ments, but these are the values we found to give the best result in a sense that we
were able to control individual SQUIDs without observing influence in the other
SQUIDs. Results of such measurement are shown in Fig. 5.1. We observe that the
spacing of the dips in |S21| as a function of the fluxes is one flux quantum and the
background signal for zero flux bias is similar for all three SQUIDs. This implies
that the values of the inductance matrix are correct, although small errors would
not be visible in this measurement. In retrospect, a measurement identical to the
one we used to determine the inductance matrix would have naturally been a better
way to verify that the values of A are correct.
The most notable features in Fig. 5.1 are the dips in |S21| as a function of
frequency. This disturbance in the background signal may be caused by a broken or
loose cable, but we can not rule out that the problem originates from the sample. The
ground planes are not optimally bonded and it is possible that the bond wires from
the sample to the PCB are broken. It should be noted that this problem with the
background signal did not appear in all of our measurements. The problem appeared
after a certain cooldown of the refrigerator and persisted in all measurements since.
However, since we study the phase shifter at fixed frequencies, the irregular
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background signal does not prevent us from determining the behavior of the system.
It does make it more difficult to study the behavior at different frequencies, since
whatever the source of the disturbance is, it does not have identical effect on all of
the SQUIDs as a function of frequency. We need to adjust the offsets of the fluxes
through the left and right SQUIDs for each frequency studied in order to match
their inductances. Without the disturbances, the offsets should be the same for all
frequencies.
Another practical difficulty we observe in Fig. 5.1 is that the SQUIDs of the
sample are not identical. Exact differences are hard to quantify due to the back-
ground signal, but we can understand qualitative differences. Figure 5.1(d) implies
that the impedance of the middle SQUID is comparable to Z0 already at much fur-
ther away from point Φ0/2 than for neither one of the side SQUIDs. This may be
due to a lower critical current, yielding higher inductance, but it may also be due
to the disturbance since for some frequencies impedance of the side SQUIDs seems
to be higher. We also observe the splitting of the dip in |S21| discussed in Sec. 3.2
suggesting that there is significant capacitive contribution to the impedance of the
SQUIDs. The left and right SQUIDs are nearly identical, which is convenient since
in the phase shifter we need the inductances of the side SQUIDs to match.
5.2 Phase shift
We begin the phase shifter measurement by adjusting the offset of the fluxes through
the left and right SQUIDs such that the magnitudes of S21 for both SQUIDs are
equal. In addition, the left SQUID has high impedance over a slightly narrower range
of flux values than the right SQUID, which is visible in Figs. 5.1(b) and 5.1(f). We
compensate this by varying the flux threading the left SQUID over a 20% narrower
region than for the right SQUID, i.e., Φ1 = Φr = 0.8Φl. Then we sweep the flux
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Figure 5.1: Magnitude of the scattering parameter S21 as a function of frequency
and flux for (a) the left, (c) middle, and (e) right SQUIDs. Panels (b), (d), and
(f) are as panels (a), (c), and (e) but the flux is varied over a much narrower range
near Φ0/2 and the frequency range has also been limited. Only the flux through the
SQUID indicated was varied, while the fluxes through the other two SQUIDs were
set to an integer multiple of Φ0.
through left and right SQUIDs together, with adjustments and compensations, and
the flux through the middle SQUID independently. The results of such experiment
are shown in Fig. 5.2. Measurements were attempted at several frequencies, but
because of the background signal, we were successful only at frequencies near 6.3
GHz. We note that the manufacturer of our measurement equipment employ a sign
convention in the Fourier transform common among electrical engineers, whereas we
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have employed the convention often preferred by physicists. The relation between
the measured S21,meas(ω) and the calculated S21,calc(ω) scattering parameter is
S21,meas(ω) = S21,calc(−ω). (5.3)
This difference has been taken into account below such that we have used negative
frequencies in the theory.
We normalize the scattering parameter by dividing the measured values with a
reference. The reference is chosen to be S21 such that flux through all of the SQUIDs
is set to an integer multiple of flux quanta. The normalization is essential in order
to remove the effect of attenuation of the signal due to the cables and attenuators,
which are not of our interest. Note that this is not an optimal way of normalizing the
signal, since even though inductances of the SQUIDs are small when the flux is near
an integer multiple of flux quanta, it is not zero. Hence, after the normalization,
the measured |S21| may assume values slight above unity.
Note that in Fig. 5.2 the magnitude of the scattering parameter is very close to
unity in a large range of flux values although it is exactly unity only along the solid
line in Fig. 5.2(b). This implies that if some losses can be tolerated in the system
with this type of phase shifter, the precise control of the flux biases is not necessary.
Without modifying our theory, we can take into account some asymmetries be-
tween the SQUIDs. Specifically, we can use a different critical current for the middle
SQUID and for the side SQUIDs in Eq. (2.15). There are evidently more asymme-
tries present, but indeed we obtain a good agreement between the theory and exper-
iments already by compensating for the different critical currents of the SQUIDs.
In Fig. 5.3, we show the magnitude and phase of S21 along the solid line in
Fig. 5.2. We observe that the measured magnitude is indeed slightly above unity.
This behavior likely arises from our normalization method. There is a certain
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Figure 5.2: Normalized scattering parameter S21 as a function of flux through the
side SQUIDs Φ1 and middle SQUID Φm at the frequency of 6.3 GHz. The exact
definition of the normalization is given in the main text. We show the measured (a)
magnitude and (c) phase of the scattering parameter together with the corresponding
theoretical predictions in panels (b) and (d). The solid line indicates flux values, for
which the theory predicts unit transmission. In the analytical calculations, we have
set the critical current of the middle SQUID to be 2.2 µA, the critical current of the
left and right SQUIDs to be one third of this, and capacitance C to be 26 fF. The
parameter τ parametrizes the solid curve and increases in linear fashion from point
(Φ1 = 0.7,Φm ≈ 0.58) to (Φ1 ≈ 0.54,Φm = 1) as shown in panel (b).
amount of random uncertainty in the measured magnitudes, and hence if we hap-
pen to measure somewhat low value for the reference, we observe normalized values
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Figure 5.3: Magnitude (black color) and phase (red color) of the scattering param-
eter S21 along the solid curve in Fig. 5.2. The experimental data are shown as
markers and the theoretical predictions as solid lines. Here, the error bars denote
the maximum of the difference between the measured value and its neighboring
points in the (Φ1,Φm)-plane.
larger than expected.
Figure 3.9 shows that the tunability of the phase shifter at 6.3 GHz should be
less than pi/2 and experimentally we find that the tunability is roughly a radian.
The observed phase shifts along the curve in Fig. 5.2 are in fair agreement with
the theory even though we have only accounted for very simple asymmetries in
our calculations. The measured phase shift has a rather large uncertainty when Φ1
approaches a half flux quantum. This is due to the relatively large experimental
step size in the flux compared with the width of the region where |S21| is near unity.
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Chapter 6
Summary
We have derived an analytical model describing the ac response of a system consist-
ing of a transmission line which is interrupted by three inductors at regular intervals.
We theoretically demonstrated that if the inductances of the three inductors satisfy
a certain relation, the incoming signal will fully propagate through the system and
it acquires a phase shift determined by the inductances. Thus, such system realizes
the quantum phase gate for microwave photon qubits encoded in the spatial degrees
of freedom. We have pointed out that a SQUID behaves as a flux-dependent induc-
tor, which allows us to externally control the inductance and hence the phase shift.
Furthermore, we demonstrated that the capacitance necessarily associated with a
Josephson junction does not prevent the phase shifter from functioning.
We have experimentally verified that the phase shifter constructed from three
SQUIDs in a transmission line does indeed have unit transmission for certain flux
biases and that the amount of the phase shift introduced to the signal propagating
through the system depends on the flux biases. We found that the experimental
phase shifter has a tunability of one radian at the signal frequency of 6.3 GHz,
which is in agreement with the theory. We also discovered that the phase shifter is
rather robust, in a sense that we observed the expected behavior even though the
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SQUIDs in the experimental sample were not identical.
In the future, more measurements are required at different frequencies in order
to experimentally determine the frequency dependency of the achievable phase shift.
In addition, more complex systems could be studied. For example, it has been shown
that if we have five SQUIDs instead of three, full 2pi tunability of the phase shift
should be achievable [26].
Already with a three-SQUID system we can achieve a tunable phase shift of
2pi by placing two phase shifters back to back. Hence, the system studied in this
thesis can be used as a building block of a quantum computer employing microwave
photons as qubits.
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