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a b s t r a c t 
Discretisation of the friction terms to ensure numerical stability and accuracy remains to be challenging for the 
development of robust numerical schemes to solve the shallow water equations (SWEs), particularly for applica- 
tions involving very shallow flows (e.g. overland flows and wet/dry fronts) over complex domain topography. 
The key challenge is to ensure relaxation of the flow towards an equilibrium state characterised by the balance 
between friction and gravity in a computationally efficient way. To overcome this numerical challenge, this pa- 
per proposes a novel approach for discretising the friction source terms in the SWEs in the context of an explicit 
finite volume method. The overall numerical scheme adopts the HLLC Riemann solver and surface reconstruction 
method (SRM) to explicitly discretise the flux and bed slope source terms. Whilst a fully implicit scheme is used 
to handle the friction source terms, solution to the implicit formulation is analytically derived to explicitly update 
the flow variables. Compared with the existing approaches, the proposed scheme effectively resolves the issue 
associated with stiff relaxation without necessity to use an iteration method and it supports efficient simulation 
using time steps controlled only by the Courant–Friedrichs–Levy (CFL) condition. The current friction term dis- 
cretisation scheme is not coupled with flux and bed slope calculation and therefore may be readily implemented 
in any other explicit finite volume SWE models. After being successfully validated against two benchmark tests 
with analytical solutions, the resulting new SWE model is applied to reproduce a rainfall-flooding event in the 
Upper Lee catchment in the UK. 
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0. Introduction 
Many real-world examples of surface water flows, such as river flows,
verland flows, flood waves and tsunamis, can be simulated by numer-
cal models solving the shallow water equations (SWEs) ( Berger et al.,
011; Di Giammarco et al., 1996; Kao and Chang, 2012; Sanders et al.,
010 ). In the past three decades, substantial progress has been made in
eveloping numerical models to solve the SWEs and numerous robust
umerical schemes have been developed and reported to address differ-
nt issues related to real-world applications, for example, capturing the
hock-like flow discontinuities (e.g. Toro, 2001 ), ensuring positivity of
ater depth for wetting and drying (e.g. Audusse et al., 2004; Liang and
arche, 2009 ) and preserving still water solutions (i.e. C -property) (e.g.
ermudez and Vazquez, 1994; Audusse et al., 2004; Hou et al., 2013;
urillo and García-Navarro, 2012a; Xing et al., 2011; Zhou et al., 2001 ).
However, proper discretisation of the friction source terms re-
ains to be a challenge for developing numerically accurate and stable
chemes to solve the SWEs for simulating very shallow flows as found in∗ Corresponding author. 
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ut in Xia et al. (2017) , inappropriate discretisation of the friction source
erms may result in 1) numerical instability that leads to the use of pro-
ibitive small time steps, and 2) inaccurate prediction of flow velocities.
In the SWE formulation, the friction terms are normally expressed
s a non-linear function of velocity and flow depth. The Manning and
hezy formulae provide examples of the most commonly used friction
aws ( Chow, 1959 ). For example, the 1D SWEs may be formulated as 
𝜕ℎ 
𝜕𝑡 
+ 𝜕ℎ𝑢 
𝜕𝑥 
= 0 , (1)
𝜕ℎ𝑢 
𝜕𝑡 
+ 
𝜕( ℎ 𝑢 2 + 1 2 𝑔 ℎ 
2 ) 
𝜕𝑥 
= − 𝑔ℎ 𝑆 𝑏 − 𝑆 𝑓 , (2)
here h is the flow depth, u is the flow velocity in the x -direction, g is
he acceleration due to gravity, S b is the bed slope, and 𝑆 𝑓 = 𝑔 𝑛 2 ℎ 
− 1 3 𝑢 |𝑢 |
s the friction source term expressed in the form of the Manning for-
ula in which n is the Manning coefficient. It is the non-linear nature of
he friction source terms and their interactions with other source terms 
ticle under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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r  hat bring in the major difficulty for developing robust discretisation
chemes. We may consider a simple example of uniform flow on a slope
o illustrate the physical behaviour of the friction terms. The direction
f the friction is always opposite to the velocity/flow direction. If the
riction is larger than the gravity component along the bed slope, the
ow will be decelerated to have a reduced velocity; subsequently the
riction, a function of flow velocity and depth, will also be reduced until
 new balance is reached between the friction and gravity component.
n the other hand, if the friction is smaller than the gravity component,
he flow velocity, and hence the friction, will increase until a new bal-
nce is reached. Therefore, the friction source terms always take effect
o relax the flow towards an equilibrium steady state characterised by
he balance between the friction and gravity along the flow direction. 
The timescale of the friction relaxation towards the equilibrium
teady state may be estimated from the Jacobian matrix of the friction
erms. For the 1D SWEs in Eqs. (1) and (2) , it is given as ( Xia et al.,
017 ) 
 𝑓 ∼
1 
ℎ −1 | 𝜕 𝑆 𝑓 
𝜕𝑢 
| = 1 2 𝑔 𝑛 2 ℎ − 4 3 |𝑢 | . (3)
Eq. (3) reveals that the relaxation time becomes small when the wa-
er depth is small, which may become much smaller than the time step
etermined by the Courant–Friedrichs–Levy (CFL) condition in an ex-
licit SWE model. Such a quick relaxation is often referred to as “stiff”
elaxation and linked to the so-called “stiff” friction source terms. To re-
olve the numerical issue related to stiff relaxation, a simple way would
e to restrict the time step length. However, this may lead to the use
f prohibitive small time steps and subsequently unrealistic long simu-
ation time. Therefore, the specific challenge is to develop an effective
umerical scheme for the friction source terms that can relax the flow
owards the correct steady state using time steps solely determined by
he CFL condition without further constraints. 
In the past three decades, numerous attempts have been made to de-
elop friction term discretisation schemes to achieve better numerical
tability. But much less attention has been given to improving numer-
cal accuracy and predicting the correct equilibrium state of the flows.
o provide stable simulations, implicit schemes have been widely used
o discretise the friction source terms (e.g. Fiedler and Ramirez, 2000;
iang et al., 2007; Cea et al., 2010; Song et al., 2011; Costabile et al.,
013; Simons et al., 2014; Busaman et al., 2015; Cea and Blade, 2015;
ousseau et al., 2015; Singh et al., 2015 ). Unlike the explicit schemes,
mplicit schemes use the velocities at the new time step to evaluate the
riction terms. In other words, the velocities are assumed to have the
alues after relaxation. In this way, the implicit schemes intrinsically
nforce the relaxation of the friction terms to take effect in the current
ime step, effectively removing the “stiffness ” of the friction terms. 
In order to simplify the numerical implementation of an implicit fric-
ion discretisation scheme, a popular way is to reformulate the friction
erms into explicit formulations. For example, the schemes reported in
iedler and Ramirez (2000) and Simons et al. (2014) expand the friction
erms using the Taylor’s series and omit the higher order terms to obtain
n explicit formulation. Other researchers (e.g. Liang et al., 2007; Cea
t al., 2010; Song et al., 2011; Costabile et al., 2013; Busaman et al.,
015; Cea and Blade, 2015; Rousseau et al., 2015; Singh et al., 2015 )
xpress the friction terms as the product of the velocity in the current
ime step and that in the new time step to obtain an explicit formula.
lthough these schemes may effectively avoid the numerical instability
aused by the stiff friction terms, they commonly relax the flows to a
rong steady state, which may consequently lead to incorrect simula-
ion results ( Xia et al., 2017 ). 
Based on the fact that the maximum effect of friction is to fully stop
he flow, certain friction discretisation schemes ( Burguete et al., 2008;
iang and Marche, 2009 ) also impose an upper bound on the friction
o that it can only reduce the velocity to zero but not change its sign
o reverse the flow. These schemes effectively force the friction to relax
he flow velocity to zero, which is not necessarily the physically correct88 teady state. The value of the physically correct steady state velocity
epends on the bed slope and is generally not zero. Furthermore, the
ow direction may be reversed during a single time step under certain
onditions. Taking the example of a flow moving uphill, the combined
ffect of friction and gravity will firstly decelerate the flow until it stops,
nd then the gravity will accelerate the flow downhill until it is balanced
y the friction. The flow direction has actually been reversed and this
rocess may theoretically happen in a single time step. 
Through a different approach, the scheme proposed by Murillo and
arcía-Navarro (2012b) integrates the discretisation of friction terms
nto the adopted Riemann solver. This approach essentially linearizes
he friction terms when integrating them over the time. Since the ap-
roach does not explicitly consider the non-linear relaxation imposed
y the friction terms, an additional fix must be implemented to ensure
umerical stability and convergence to the steady state. Another disad-
antage of this approach is that the discretisation of the friction source
erms and flux terms are fully coupled and cannot be easily applied
n other finite volume models that adopt different flux discretisation
chemes. 
Attempts have also been reported recently to develop numerical
ethods for proper relaxation of the stiff friction terms in SWE models.
n Yu and Duan (2014) , the flow velocity is adaptively set to a theo-
etical steady state value determined by the balance between the bed
nd friction slopes when the so-called kinematic wave number is larger
han a threshold. This method was further improved by also considering
he pressure gradient terms when determining the steady state velocity
 Yu and Duan, 2017 ). However, the threshold for imposing steady state
elocity, i.e. the kinematic wave number, is a case-dependent parame-
er, which restricts the robustness of the method for wider applications.
ore recently, Xia et al. (2017) introduced a fully implicit friction dis-
retisation scheme that can effectively relax the flow towards the cor-
ect steady state and allow the use of CFL time step even when it is
uch bigger than the relaxation time scale. Different from the afore-
entioned schemes that reformulate the equations into an explicit form,
ia et al. (2017) directly solved the implicit friction equations using a
ewton–Raphson iteration method. This, however, inevitably compli-
ates the numerical implementation and potentially increases the com-
utational cost. 
Due to the various limitations of the existing approaches, this pa-
er proposes a novel implicit scheme for discretising the friction source
erms of the SWEs in the context of a finite volume method. The new
cheme is able to relax the flow velocity towards the correct equilibrium
teady state using a normal time step determined by the CFL condition
ven when it is much bigger than the relaxation time scale. Meanwhile,
he new scheme calculates the friction terms explicitly without using an
teration method. It is therefore straightforward to implement and com-
utationally more efficient. The rest of the paper is organised as follows:
ection 2 presents the governing equations; Section 3 presents the nu-
erical scheme with an emphasis on friction source term discretisation;
ection 4 validates the resulting SWE model using carefully selected
est cases before it is applied to reproduce a real-world rainfall event in
ection 5 ; and finally, brief conclusions are drawn in Section 6 . 
. Governing equations 
The vectorised form of the 2D shallow water equations (SWEs) may
e written as 
𝜕 𝒒 
𝜕𝑡 
+ 𝜕 𝒇 
𝜕𝑥 
+ 𝜕 𝒈 
𝜕𝑦 
= 𝑺 𝑏 + 𝑺 𝑓 (4)
here q contains the conserved flow variables, f and g are the x - and
 -direction flux vector terms, and S b and S f are the source terms rep-
esenting respectively the bed slope and friction effects. These vector
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n  erms are given by 
 = 
⎡ ⎢ ⎢ ⎣ 
ℎ 
ℎ𝑢 
ℎ𝑣 
⎤ ⎥ ⎥ ⎦ , 𝒇 = 
⎡ ⎢ ⎢ ⎣ 
𝑢ℎ 
𝑢 2 ℎ + 1 2 𝑔 ℎ 
2 
𝑢𝑣ℎ 
⎤ ⎥ ⎥ ⎦ , 𝒈 = 
⎡ ⎢ ⎢ ⎣ 
𝑣ℎ 
𝑢𝑣ℎ 
𝑣 2 ℎ + 1 2 𝑔 ℎ 
2 
⎤ ⎥ ⎥ ⎦ , (5)
 𝑏 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 
− 𝑔ℎ 𝜕𝑏 
𝜕𝑥 
− 𝑔ℎ 𝜕𝑏 
𝜕𝑦 
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 𝑺 𝑓 = 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 
0 
− 𝜏𝑏𝑥 
𝜌
− 𝜏𝑏𝑦 
𝜌
⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, (6)
here v is the depth-averaged velocity component in the y -directions, 𝜌
s the water density, and 𝜏bx and 𝜏by are the friction stresses calculated
sing the Manning equation: 
𝑏𝑥 = 𝜌𝐶 𝑓 𝑢 
√
𝑢 2 + 𝑣 2 , 𝜏𝑏𝑦 = 𝜌𝐶 𝑓 𝑣 
√
𝑢 2 + 𝑣 2 , (7)
ith 
 𝑓 = 
𝑔 𝑛 2 
ℎ 
1 
3 
. (8)
It is worth noting that the SWEs are generally not applicable to flows
n steep slopes and modifications to the original formulation have been
roposed to resolve this issue (e.g. Juez et al., 2013, 2014; Xia and Liang,
018 ). The friction term discretisation scheme proposed in this work can
e trivially adapted for use in these modified SWEs. 
. Numerical scheme 
The above 2D SWEs are solved using a first-order Godunov-type fi-
ite volume method. The adopted numerical scheme is presented in this
ection with an emphasis on the introduction of the proposed new dis-
retisation scheme for the friction source terms. 
.1. First-order Godunov-type finite volume method 
The time-marching scheme for the finite volume method is given as
ollows 
 
𝑛 +1 = 𝒒 𝑛 − Δ𝑡 
Ω𝑖 
𝑁 ∑
𝑘 =1 
𝑭 𝑘 ( 𝒒 𝑛 ) 𝑙 𝑘 + Δ𝑡 
(
𝑹 𝑛 
𝑖 
+ 𝑺 𝑛 
𝑏𝑖 
+ 𝑺 𝑛 +1 
𝑓𝑖 
)
, (9)
n which subscripts i and k are the indices of a cell and the cell edges,
uperscript n denotes the time level, F k ( q ) contains the fluxes normal to
ell edge k, l k is the length of the cell edge k , Ωi is the cell area, and Δt is
he time step. In the current numerical scheme, the flux and slope source
erms are discretised explicitly based on the flow variables at time level
 . But the friction source terms are discretised implicitly using the flow
ariables at time level n + 1. 
.2. Calculation of flux and bed slope source terms 
In this work, the flux term F k ( q ) is calculated using an HLLC Riemann
olver, for which the details can be found in Toro (2001) . The required
iemann states are obtained using the surface reconstruction method
SRM) as proposed by Xia et al. (2017) . SRM firstly reconstructs the
ater surface elevations at the left and right-hand sides of a given cell
nterface. Considering two adjacent cells i and i + 1, the reconstructed
ater surface elevations (denoted by 𝜂) are 
𝐿 = 𝜂𝑖 + max 
[
0 , min 
(
𝑏 𝑖 +1 − 𝑏 𝑖 − 𝛿𝑏, 𝜂𝑖 +1 − 𝜂𝑖 
)]
, (10)
𝑅 = 𝜂𝑖 +1 + max 
[
0 , min 
(
𝑏 𝑖 − 𝑏 𝑖 +1 + 𝛿𝑏, 𝜂𝑖 − 𝜂𝑖 +1 
)]
, (11)
ith 
𝑏 = 𝑏 𝑖 +1∕2+ − 𝑏 𝑖 +1∕2− , (12)89 n which b i + 1/2 − and b i + 1/2 + are the bed elevations at the left and
ight-hand sides of the cell interface, which are interpolated from the
orresponding cell-centre values using a slope limited method as 
 𝑖 +1∕2− = 𝑏 𝑖 + 𝒓 𝑖 ∇ 𝑏 𝑖 and 𝑏 𝑖 +1∕2+ = 𝑏 𝑖 +1 + 𝒓 𝑖 +1 ∇ 𝑏 𝑖 +1 , (13)
here r is the distance vector from the cell centre to the cell interface
nd ∇ b is the slope limited gradient of bed elevation. In this work, the
idely used minmod slope limiter is adopted for numerically stable sim-
lations. 
The bed elevations at the left and right-hand sides of the cell interface
re then redefined using the corresponding reconstructed water surface
levations and water depths as 
 
𝑏 𝐿 = 𝜂𝐿 − ℎ 𝑖 
𝑏 𝑅 = 𝜂𝑅 − ℎ 𝑖 +1 
, (14) 
hich are then used to define a single bed elevation at the cell interface
s 
 𝑓 = max 
(
𝑏 𝐿 , 𝑏 𝑅 
)
, (15) 
ased on which the Riemann states of the flow depth are defined 
 
ℎ 𝐿 = max 
(
0 , 𝜂𝐿 − 𝑏 𝑓 
)
ℎ 𝑅 = max 
(
0 , 𝜂𝑅 − 𝑏 𝑓 
) . (16) 
The Riemann states of the discharges are subsequently deduced 
 
[ ℎ𝑢 ] 𝐿 = ℎ 𝐿 𝑢 𝑖 
[ ℎ𝑢 ] 𝑅 = ℎ 𝑅 𝑢 𝑖 +1 
, 
{ 
[ ℎ𝑣 ] 𝐿 = ℎ 𝐿 𝑣 𝑖 
[ ℎ𝑣 ] 𝑅 = ℎ 𝑅 𝑣 𝑖 +1 
, (17) 
here u i = [ hu ] i / h i and v i = [ hv ] i / h i (similarly u i + 1 and v i + 1 ) are the
epth-averaged velocities calculated at the cell centres. 
These Riemann states are then used to calculate the numerical fluxes
n Eq. (9) using an HLLC Riemann solver in the context of the first-order
odunov-type finite volume method as adopted in this work. The bed
lope source terms are calculated as 
 𝑏𝑖 = 
⎛ ⎜ ⎜ ⎝ 
0 
1 
Ω𝑖 
∑ 1 
2 
𝑔 
(
ℎ 𝑖 + ℎ 𝐿,𝑘 
)(
𝑏 𝑖 − ̄𝑏 𝑓 ,𝑘 
)
𝒏 𝑘 𝑙 𝑘 
⎞ ⎟ ⎟ ⎠ (18) 
here h L,k is the left Riemann state of the flow depth at cell edge ‘ k ’,
nd ?̄? 𝑓 ,𝑘 is defined as 
̄
 𝑓 = 𝑏 𝑓 − Δ𝑏, (19)
 
Δ𝑏 = max 
(
0 , 𝑏 𝑓 − 𝜂𝑖 
)
if ℎ 𝑖 +1 < 𝜀 ℎ 
Δ𝑏 = max 
[
0 , min 
(
𝛿𝑏, 𝑏 𝑓 − 𝜂𝑖 
)]
if ℎ 𝑖 +1 ≥ 𝜀 ℎ 
, (20) 
n which 𝜀 h = 10 − 10 is a small value to define a dry cell. The present
ux and slope discretisation schemes automatically ensure non-negative
ater depth and preserve still water solutions (i.e. C -property) for sim-
lations involving wetting and drying over rough terrain with complex
opography ( Xia et al., 2017 ). 
.3. Discretisation of the friction source terms 
In the current Godunov-type finite volume scheme, the friction
ource terms in Eq. (9) are discretised implicitly, but the actual calcula-
ion is carried out explicitly through derivation of an effective explicit
ormulation. To derive the required explicit formulation, the momentum
omponents in Eq. (9) are firstly expanded into a scalar form as 
 
𝑛 +1 
𝑥 
= 𝑞 𝑛 
𝑥 
+ Δ𝑡 𝐴 𝑥 − Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) 
− 7 3 𝑞 𝑛 +1 
𝑥 
√ (
𝑞 𝑛 +1 𝑥 
)2 + (𝑞 𝑛 +1 𝑦 )2 , (21)
 
𝑛 +1 
𝑦 
= 𝑞 𝑛 
𝑦 
+ Δ𝑡 𝐴 𝑦 − Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) 
− 7 3 𝑞 𝑛 +1 
𝑦 
√ (
𝑞 𝑛 +1 𝑥 
)2 + (𝑞 𝑛 +1 𝑦 )2 , (22)
n which q x = hu and q y = hv are the x - and y -direction components of the
nit-width discharge, and A x and A y represent the momentum compo-
ents of − 1 Ω𝑖 
∑𝑁 
𝑘 =1 𝑭 𝑘 ( 𝒒 
𝑛 ) 𝑙 𝑘 + 𝑺 𝑛 𝑏𝑖 respectively in the x - and y -directions.
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90 Eqs. (21) and (22) are obviously non-linear functions of 𝑞 𝑛 +1 
𝑥 
and
 
𝑛 +1 
𝑦 
. To find the roots for 𝑞 𝑛 +1 
𝑥 
and 𝑞 𝑛 +1 
𝑦 
, a new approach is proposed
nd implemented in this work to analytically solve Eqs (21) and (22) ,
nstead of using the Newton–Raphson iteration method as reported in
ia et al. (2017) . Firstly, Eqs (21) and (22) are reformulated into 
 
𝑛 +1 
𝑥 
[
1 + Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ (
𝑞 𝑛 +1 𝑥 
)2 + (𝑞 𝑛 +1 𝑦 )2 ] = 𝑞 𝑛 𝑥 + Δ𝑡 𝐴 𝑥 (23)
 
𝑛 +1 
𝑦 
[
1 + Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ (
𝑞 𝑛 +1 𝑥 
)2 + (𝑞 𝑛 +1 𝑦 )2 ] = 𝑞 𝑛 𝑦 + Δ𝑡 𝐴 𝑦 (24)
Dividing Eq. (23) by Eq. (24) leads to 
𝑞 𝑛 +1 
𝑥 
𝑞 𝑛 +1 𝑦 
= 
𝑞 𝑛 
𝑥 
+ Δ𝑡 𝐴 𝑥 
𝑞 𝑛 
𝑦 
+ Δ𝑡 𝐴 𝑦 
. (25)
Then by substituting (25) into (23) , we can obtain 
 
𝑛 +1 
𝑥 
⎡ ⎢ ⎢ ⎣ 1 + Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ (
𝑞 𝑛 +1 𝑥 
)2 + ( 𝑚 𝑦 
𝑚 𝑥 
) 2 (
𝑞 𝑛 +1 𝑥 
)2 ⎤ ⎥ ⎥ ⎦ = 𝑚 𝑥 , (26)
n which 
 𝑥 = 𝑞 𝑛 𝑥 + Δ𝑡 𝐴 𝑥 and 𝑚 𝑦 = 𝑞 
𝑛 
𝑦 
+ Δ𝑡 𝐴 𝑦 . (27)
If 𝑞 𝑛 +1 
𝑥 
is positive, Eq. (26) may be rewritten as 
 
𝑛 +1 
𝑥 
+ ( 𝑞 𝑛 +1 
𝑥 
) 2 Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
1 + 
( 
𝑚 𝑦 
𝑚 𝑥 
) 2 
= 𝑚 𝑥 . (28)
Otherwise, 
 
𝑛 +1 
𝑥 
− ( 𝑞 𝑛 +1 
𝑥 
) 2 Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
1 + 
( 
𝑚 𝑦 
𝑚 𝑥 
) 2 
= 𝑚 𝑥 . (29)
Eqs (28) and (29) are quadratic equations in terms of 𝑞 𝑛 +1 
𝑥 
, and each
f them has two roots. Therefore, mathematically there may be as many
s four roots for Eq. (26) (two for the positive 𝑞 𝑛 +1 
𝑥 
and two for the non-
ositive 𝑞 𝑛 +1 
𝑥 
). However, only one of these roots is physically meaningful
or hydrodynamic modelling, which must be correctly identified. The
wo roots for Eq. (28) , i.e. the positive 𝑞 𝑛 +1 
𝑥 
, are 
 
𝑛 +1 
𝑥 
= 
1 + 
√ 
1 + 4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 𝑚 𝑥 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 
−2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 (30)
 
𝑛 +1 
𝑥 
= 
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 
𝑚 𝑥 , if Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) 
− 4 3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+
𝑚 𝑥 − 𝑚 𝑥 
√ 
1+4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+ 
(
𝑚 𝑦 
ℎ 𝑛 
)2 
−2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+ 
(
𝑚 𝑦 
ℎ 𝑛 
)2 , if Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 4 3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+
 
𝑛 +1 
𝑦 
= 
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 
𝑚 𝑦 , if Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) 
− 4 3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+
𝑚 𝑦 − 𝑚 𝑦 
√ 
1+4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+ 
(
𝑚 𝑦 
ℎ 𝑛 
)2 
−2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+ 
(
𝑚 𝑦 
ℎ 𝑛 
)2 , if Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 4 3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+nd 
 
𝑛 +1 
𝑥 
= 
1 − 
√ 
1 + 4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 𝑚 𝑥 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 
−2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 (31)
And the two roots for Eq. (29) , i.e. the non-positive 𝑞 𝑛 +1 
𝑥 
, are 
 
𝑛 +1 
𝑥 
= 
1 + 
√ 
1 − 4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 𝑚 𝑥 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 
2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 (32)
nd 
 
𝑛 +1 
𝑥 
= 
1 − 
√ 
1 − 4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 𝑚 𝑥 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 
2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
1 + 
(
𝑚 𝑦 
𝑚 𝑥 
)2 (33)
Which one of the above four roots is physically admissible for hy-
rodynamic modelling depends on m x . If m x is positive, Eq. (30) is neg-
tive, which contradicts to the prescribed assumption of positive 𝑞 𝑛 +1 
𝑥 
i.e. 𝑞 𝑛 +1 
𝑥 
> 0 ); on the other hand, Eq. (31) is positive, which is consis-
ent with assumption of 𝑞 𝑛 +1 
𝑥 
> 0 . Meanwhile, Eqs (32) and (33) are both
ositive as long as they are real, which are clearly not consistent with
he assumption of 𝑞 𝑛 +1 
𝑥 
≤ 0 . Therefore, Eq. (31) provides the only phys-
cally correct root for Eq. (29) if m x > 0. Similarly, we can prove that
q. (33) gives the only admissible root for Eq. (29) if m x < 0. These two
dmissible roots can be combined into one analytical expression as 
 
𝑛 +1 
𝑥 
= 
𝑚 𝑥 − 𝑚 𝑥 
√ 
1 + 4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
𝑚 2 
𝑥 
+ 𝑚 2 
𝑦 
−2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
𝑚 2 
𝑥 
+ 𝑚 2 
𝑦 
. (34)
If h n is excessively small (e.g. near to the wet-dry front), the term
 ℎ 𝑛 ) − 
7 
3 may return an exaggerating big value ( ∼10 20 depending on the
alue water depth) that may exceed the maximum machine precision
nd thus create machine error leading to numerical stability. To avoid
his, part of ( ℎ 𝑛 ) − 
7 
3 is cast into the square root operators to facilitate sta-
le numerical implementation and the final expression for 𝑞 𝑛 +1 
𝑥 
is given
s 
 
𝑛 +1 
𝑥 
= 
𝑚 𝑥 − 𝑚 𝑥 
√ 
1 + 4Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+ 
(
𝑚 𝑦 
ℎ 𝑛 
)2 
−2Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ (
𝑚 𝑥 
ℎ 𝑛 
)2 
+ 
(
𝑚 𝑦 
ℎ 𝑛 
)2 (35)
It is also possible that the denominator may return a zero, making
q. (35) to become singular. In such a case, 𝑞 𝑛 +1 
𝑥 
= 𝑚 𝑥 is effectively the
oot to (29) . To avoid singularity in the numerical calculation, Eq. (34) is
lightly modified to become 
2 
< 10 −10 
2 
≥ 10 −10 
(36)
Similarly, the physically admissible root for Eq. (24) and the final
xpression for 𝑞 𝑛 +1 
𝑦 
can be derived and given as follows 
2 
< 10 −10 
2 
≥ 10 −10 
. (37)
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Fig. 1. Comparison of flow velocities predicted by different numerical schemes on different grids: (a) x -direction velocity for case A; (b) y -direction velocity for case 
A; (c) x -direction velocity for case B; (d) y -direction velocity for case B. The plotted velocities are normalised against the steady state velocities. 
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t  Therefore, the explicit expressions of 𝑞 𝑛 +1 
𝑥 
and 𝑞 𝑛 +1 
𝑦 
accounting for
he friction effects are given by Eq. (36) and Eq. (37) , which can be
xplicitly calculated and incorporated into the adopted Godunov-type
cheme to develop a new SWE model. 
In order to mathematically prove that the proposed numerical
cheme can effectively relax the flow velocity to the correct equilibrium
teady state, we consider Δt →∞ in Eq. (36) and Eq. (37) . By assum-
ng Δt →∞, we effectively impose that the CFL-determined time step is
uch bigger than the relaxation time scale. The resulting expressions
or 𝑞 𝑛 +1 
𝑥 
and 𝑞 𝑛 +1 
𝑦 
become 
lim 
𝑡 →∞
𝑞 𝑛 +1 
𝑥 
= 
𝐴 𝑥 √ 
𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
𝐴 2 
𝑥 
+ 𝐴 2 
𝑦 
, (38)
lim 
𝑡 →∞
𝑞 𝑛 +1 
𝑦 
= 
𝐴 𝑦 √ 
𝑔 𝑛 2 ( ℎ 𝑛 ) − 
7 
3 
√ 
𝐴 2 
𝑥 
+ 𝐴 2 
𝑦 
. (39)
Apparently, lim Δ𝑡 →∞ 𝑞 𝑛 +1 𝑥 and lim Δ𝑡 →∞ 𝑞 
𝑛 +1 
𝑦 
are the unit-width dis-
harges determined by the balance between the friction and other
erms (i.e. the flux and bed slope terms) in the SWEs. Therefore,
he physically correct equilibrium steady state can be properly re-
overed by the proposed friction discretisation scheme. It should be
lso noted that lim Δ𝑡 →∞ 𝑞 𝑛 +1 𝑥 and lim Δ𝑡 →∞ 𝑞 
𝑛 +1 
𝑦 
do not necessarily have
he same signs as 𝑞 𝑛 
𝑥 
and 𝑞 𝑛 
𝑦 
. This defies the assumption adopted by
urguete et al. (2008) and Liang and Marche (2009) , where the flow
irection cannot be reversed within a single time step. In the current fric-
ion discretisation scheme, the flow can theoretically be reversed during
 time step. 91 .4. Solution procedure 
At each time step, the solution procedure of the resulting SWE model
ay be summarised as follows: 
(1) Explicitly evaluate the flux terms and bed slope source terms us-
ing SRM as described in section 3.2 ; 
(2) Integrate the mass flux term in Eq. (9) to obtain h n + 1 ; 
(3) Integrate the momentum flux terms and the bed slope source
terms in Eq. (27) to obtain m x and m y ; 
(4) Integrate the friction source terms in Eqs. (36) and (37) to respec-
tively obtain 𝑞 𝑛 +1 
𝑥 
and 𝑞 𝑛 +1 
𝑦 
; 
(5) Update the flow variables and move to the next time step. 
.5. Stability criterion 
For the resulting SWE model as introduced in the previous sub-
ections, the time step length for numerically stable simulations is solely
etermined by the Courant–Friedrichs–Levy (CFL) condition given as 
𝑡 = CFL 
𝑑 𝑖 ||𝒖 𝑖 || + √𝑔ℎ (40) 
here d i is the minimum distance from the cell centre to the correspond-
ng cell edges and CFL denotes the CFL number that takes a non-zero
alue between 0 and 1. CFL = 1.0 is used in all of the simulations in this
ork. 
The stability criterion for the overall explicit SWE model is irrele-
ant to the friction term discretisation. This is because the flux and bed
ource terms and the friction source terms are treated separately. The
ew implicit friction term integration method proposed in this work re-
axes the flow velocity to the correct equilibrium state even when the
ime step is large ( Δt →∞), which effectively avoids further constraint
X. Xia, Q. Liang Advances in Water Resources 117 (2018) 87–97 
Fig. 2. Time steps used by different numerical schemes on different grids: (a) case A; (b) case B. The time steps are normalised against Δt ∞, calculated from u ∞ and 
v ∞ with CFL = 1.0. 
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d  n the time step length. Therefore, the time step of the overall model is
nly controlled by the CFL condition. 
. Model validation 
Two analytical test cases are considered in this section to validate
he new friction term discretisation scheme. Both test cases involve very
mall water depth to highlight the need of a proper numerical scheme to
iscretise the friction source terms for stable and accurate simulations.
t is noteworthy that the discretisation scheme for flux and slope source
erms have already been intensively tested and verified in our previous
ork ( Xia et al., 2017 ). In particular, the scheme has been proven to
erfectly preserve the lake at rest resolutions and ensure the positivity
f water depths for applications involving complex topography and wet-
ing and drying. Repeating these tests is deemed to be unnecessary and
ill not be considered herein. 
To demonstrate the advantages of the new implicit friction discreti-
ation scheme, the simulation results are compared with the analytical
olutions and also numerical solutions obtained using two alternative
chemes: 1) the iterative implicit scheme proposed by Xia et al. (2017) ,
eferred to as ‘Iterative Friction Model (IFM)’ herein; and 2) a popu-
ar implicit scheme adopted by many researchers (e.g. Busaman et al.,
015; Cea and Blade, 2015; Liang et al., 2006; Song et al., 2011 ), named
s ‘Explicit Friction Model (EFM)’ from now on. The convergence crite-
ion of IFM is chosen to be the same as that in Xia et al. (2017) , i.e.92 he iteration stops when the relative difference between the solutions in
wo iterations is less than 0.001. EFM reformulates the implicit friction
iscretisation scheme into an explicit form as 
 
𝑛 +1 
𝑥 
= 
𝑚 𝑥 
1 + Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ 
( 𝑢 𝑛 ) 2 + ( 𝑣 𝑛 ) 2 
, (41)
nd 
 
𝑛 +1 
𝑦 
= 
𝑚 𝑦 
1 + Δ𝑡𝑔 𝑛 2 ( ℎ 𝑛 ) − 
4 
3 
√ 
( 𝑢 𝑛 ) 2 + ( 𝑣 𝑛 ) 2 
. (42)
To quantitatively assess the accuracy of the numerical simulation
esults, the root mean square error (RMSE) is defined and calculated
y 
MSE = 
√ ∑𝑁 
1 
(
𝑓 𝑛 
𝑚 
− 𝑓 𝑛 
𝑡 
)2 
𝑁 
, (43) 
here N is the total number of time steps, 𝑓 𝑛 
𝑚 
is the simulated results,
nd 𝑓 𝑛 
𝑡 
is the reference solutions for a specific flow variable f at t = n .
nalytical solutions are available for comparison for both of the test
ases considered in this section. 
.1. Two-dimensional uniform flow 
The first test case to consdier is a 2D uniform flow with constant
epth and velocity over a slope. The water depth is 0.001 m and the
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Table 1 
RMSEs of the predicted velocities against the steady state solutions. 
u / u ∞ for case A v / v ∞ for case A u / u ∞ for case B v / v ∞ for case B 
Δx = 1 m, EFM 1.16E + 00 1.15E + 00 4.32E + 00 4.31E + 00 
Δx = 10 m, EFM 3.47E + 00 3.47E + 00 4.27E + 00 4.27E + 00 
Δx = 100 m, EFM 4.48E + 00 4.48E + 00 4.60E + 00 4.60E + 00 
Δx = 1 m, current 4.50E − 02 2.09E − 01 2.26E − 01 5.79E − 01 
Δx = 10 m, current 3.98E − 03 2.80E − 02 8.97E − 03 3.59E − 02 
Δx = 100 m, current 3.85E − 04 2.92E − 03 8.94E − 04 3.46E − 03 
Δx = 1 m, IFM 4.50E − 02 2.09E − 01 2.26E − 01 5.79E − 01 
Δx = 10 m, IFM 3.98E − 03 2.80E − 02 8.97E − 03 3.59E − 02 
Δx = 100 m, IFM 3.85E − 04 2.92E − 03 8.94E − 04 3.46E − 03 
Fig. 3. Geometry of the V-shaped catchment. 
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Table 2 
Discharge RMSEs calculated by different friction term discretisation schemes. 
Hillside discharge (m 3 /s) Channel outlet discharge (m 3 /s) 
EFM 0.0474 0.2391 
IFM 0.0464 0.2377 
current 0.0464 0.2377 
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EFM for both the hillside and channel outlet discharges. ed slopes in the x - and y -directions, i.e. S bx and S by , are both 0.05. The
anning coefficient is taken as 0.035 sm − 1/3 and is constant over the
ntire domain. According to Xia et al. (2017) , the steady state velocity
omponents determined by the balance between friction and gravity are
iven by 
 ∞ = 
𝑆 𝑏𝑥 √ 
𝑔 𝑛 2 ℎ − 
1 
3 
√ (
𝑆 2 
𝑏𝑥 
+ 𝑆 2 
𝑏𝑦 
) and 𝑣 ∞ = 𝑆 𝑏𝑦 √ 
𝑔 𝑛 2 ℎ − 
1 
3 
√ (
𝑆 2 
𝑏𝑥 
+ 𝑆 2 
𝑏𝑦 
) , (44)
hich give u ∞ = 0.0537 m/s and v ∞ = 0.0537 m/s based on the parame-
ers as provided. Herein, two sets of initial velocities are considered, i.e.
ase A: u 0 = 5 u ∞, v 0 = 10 v ∞ and case B: u 0 = − 5 u ∞, v 0 = − 10 v ∞. The two
ets of initial velocities have opposite signs to confirm the correct solu-
ions to the two different quadratic equations resulting from Eq. (26) .
hree different grid sizes, i.e. Δx = 1 m, 10 m and 100 m, are used in the
imulations. 
The velocities predicted by the three different friction discretisation
chemes are normalised by the theoretical steady state velocity and
ompared with each other in Fig. 1 . The current scheme and IFM are
oth able to relax the flow velocity towards the correct steady state ve-
ocity monotonically in one or two time steps in all three simulations
ith different grid resolutions. It is worth noting that, for case B, the
igns of both of the x - and y -direction steady state velocities are differ-
nt from the initial conditions (i.e. the steady state velocities are posi-
ive while the initial velocities are negative, which can be clearly seen
n Fig. 1 (c) and (d)). The change of the signs of the velocities, subse-
uently the reversal of the flow, is predicted within a single time step by
he current scheme and IFM for the coarse-grid simulations ( Δx = 10 m
nd 100 m). This confirms the previous statement that the flow direc-
ion can be theoretically reversed within a single time step. The time
teps used in the simulations are also plotted in Fig. 2 and comparable
ith Δt ∞ calculated from u ∞ and v ∞ with CFL = 1.0. This effectively
emonstrates that stable and accurate simulations are achieved using
ime steps determined solely by the CFL condition. The current scheme93 rovides numerical predictions identical to those by IFM, which is as
xpected and confirms the validity of the explicit friction formulae de-
ived in the previous section. However, the flow velocities predicted
y EFM fail to converge to the correct steady state on all three grid
onfigurations. 
The prediction accuracy of the three different schemes is quanti-
ed by calculating RMSEs, which are listed in Table 1 . For all of the
imulations, the RMSEs predicted by the current scheme and IFM are
uch smaller than those resulting from EFM. For the current scheme
nd IFM, the RMSEs decrease as the grid cell size increases, indicating
hat the flow is relaxed to the steady state with fewer time steps on
oarser grids. This is consistent with the mathematical property of the
anning’s friction terms. The relaxation scale is independent of the cell
ize as indicated by Eq. (3) , but the time step length increases as the cell
ize increases. Therefore, fewer time steps are required to converge the
ow to the steady state. 
.2. Overland flow on an idealised V-shaped catchment 
The current friction discretisation scheme is further tested through
imulating overland flow on an idealised V-shaped catchment. The
atchment comprises of two hillsides with a 0.05 slope and a channel
ith a 0.02 slope, as shown in Fig. 3 . The Manning coefficients for the
illslopes and channel are 0.015 sm − 1/3 and 0.15 sm − 1/3 , respectively.
onstant and uniform rainfall with an intensity of 10.8 mm/h falls on the
hole catchment for 1.5 h from the beginning. Except for the channel
utlet where open boundary conditions are imposed, all other bound-
ries are closed. A uniform grid of 10 m resolution is used for all of the
imulations. 
Fig. 4 presents the discharge hydrographs predicted by all of the
hree friction term discretisation schemes at the hillsides and channel
utlet, which are compared with the analytical solutions derived based
n the kinematic wave assumptions (see Di Giammarco et al., 1996 for
etails). The results produced by the current scheme and IFM are identi-
al, which are all in good agreement with the analytical solutions. How-
ver, the hillside discharge predicted by the EFM scheme presents un-
hysical oscillations at the onset stage. This is directly caused by the
mall relaxation time for the very shallow overland flow on the hillside.
n such a case, EFM cannot properly relax the flow velocity towards the
orrect steady state. The superiority of the current scheme and IFM is
urther confirmed by the calculated RMSEs listed in Table 2 . The RM-
Es resulting from the current scheme and IFM are slightly smaller than
X. Xia, Q. Liang Advances in Water Resources 117 (2018) 87–97 
Fig. 4. Rainfall induced discharge hydrographs obtained: (a) on one of the hillside; (b) at the channel outlet. 
Fig. 5. Topographic map of the Upper Lee catchment. 
Fig. 6. Time series of the mean rainfall intensity over the catchment. 
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d  . Application to a real-world rainfall-flooding event 
In this section, the model implemented with the new friction dis-
retisation scheme is applied to reproduce a rainfall-flooding event in
he Upper Lee catchment at north London, UK. The catchment covers an
rea of 1180 km 2 , as shown in Fig. 5. The records of catchment outlet
ischarge are available from a gauge station installed at the River Lee.
eavy rainfall was recorded between 5th and 11th Feb 2014, which
irectly triggered a flood event. The time series of the mean rainfall
ntensity over the whole catchment is presented in Fig. 6 , showing sev-
ral rainfall peaks. Although various uncertainties exist when assessing t  
94 ccuracy of a model for real-world applications, this test case is consid-
red to validate the numerical stability and efficiency of the proposed
umerical scheme for complex problems. 
The simulation is carried out for a total of 120 h from 00:00 on 5th
eb 2014. The whole catchment is discretised using a uniform grid of
0 m resolution, leading to 2.95 million computational cells. Zero infil-
ration is assumed due to antecedent rainfall and saturated soil condi-
ion. The Manning coefficients are set to be spatially varying according
o the land use types as shown in Fig. 7 . The Manning coefficients for
ifferent land use types are summarised in Table 3 , selected based on
he commonly used values as suggested in Chow (1959) . Since the pur-
X. Xia, Q. Liang Advances in Water Resources 117 (2018) 87–97 
Fig. 7. Land use map of the Upper Lee catchment. 
Fig. 8. Predicted flood maps at (a) t = 48 h; (b) t = 72 h; (c) t = 96 h; (d) t = 120 h. 
Table 3 
The adopted manning coefficients for different types of land use. 
Land use type Manning coefficient (sm − 1/3 ) 
Mountain 0.15 
Sub-urban 0.13 
Arable 0.125 
Grassland 0.075 
Woodland 0.16 
Urban 0.03 
Fresh water 0.015 
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95 ose of this case study is to test the numerical stability and efficiency of
he current scheme, the model is not calibrated for the simulations and
he used parameters may not represent an optimal parameter set. 
The models implemented respectively with the current friction dis-
retisation scheme and IFM are used to simulate this event. Similar to
he previous test cases, the two models predict identical simulation re-
ults, which is as expected. The predicted flood maps at different output
imes are presented in Fig. 8 . At t = 48 h, streams and river channels
nside the catchments have already been filled with water. Significant
nundation can be observed in the downstream areas. At t = 72 h, the
ood water has been further routed into the main rivers as indicated
y the extended inundation areas and the retreat of water in the upland
treams. At t = 96 h, the flood peak has passed, and smaller inundated
X. Xia, Q. Liang Advances in Water Resources 117 (2018) 87–97 
Fig. 9. Comparison between the simulated and observed discharge hydrographs 
at the catchment outlet. 
Table 4 
Runtimes consumed by the two friction term discretisation schemes. 
Model Total Runtime Runtime for friction calculation 
Current 153.0 min 4.3 min 
IFM 159.5 min 10.1 min 
Ratio 1.041 2.35 
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 reas are observed, compared with 24 h ago. The reduced water depth
t t = 120 h suggests further retreat of the flood. Overall, the simulated
ood process is consistent with the rainfall pattern, in which most of
ain has fallen before t = 96 h. The predicted discharge hydrograph at
he catchment outlet is compared with the observation in Fig. 9 . Overall
ood agreement is achieved between the numerical prediction and the
bservation except for the slightly over-estimated rising limb at the ini-
ial stage. The Nash-Sutcliffe efficiency (NSE) has been adopted herein
o quantitatively confirm the accuracy of the numerical prediction. The
SE is defined as 
𝑆𝐸 = 1 − 
∑𝑁 
1 
(
𝑄 𝑛 
𝑚 
− 𝑄 𝑛 
𝑜 
)∑𝑁 
1 
(
𝑄 𝑛 
𝑚 
− ?̄? 𝑜 
) , (45)
here N is the total number of time steps, 𝑄 𝑛 
𝑜 
is the observed discharge
t t = n , 𝑄 𝑛 
𝑚 
is the simulated discharge at t = n , and ?̄? 𝑜 is the mean ob-
erved discharge. NSE = 1 suggests perfect agreement between the pre-
iction and the observation. For this simulation, the NSE is calculated
o be 0.91, indicating that the observed discharge has been successfully
eproduced with high accuracy by the current model. 
To compare the computational efficiency, both of the numerical
chemes (i.e. the current scheme and IFM) are implemented in the same
PU-accelerated codebase, which are run in parallel on 4 NVIDIA Tesla
40 GPUs and 2 NVIDIA Tesla K80 GPUs. The runtimes are summarised
n Table 4 . Considering only the runtime for friction calculation, the
urrent scheme is 2.35 times faster than the IFM. This confirms that the
riction discretisation scheme based on the explicit formulae derived in
his work is computationally more efficient than IFM embedded with a
ewton–Raphson iteration method. 
. Conclusions 
This work presents and validates a novel implicit scheme for dis-
retising the stiff friction terms in the 2D SWEs. The scheme features
ith the following two key properties: 96 1) The scheme is able to resolve the relaxation of flow velocities to-
wards the exact steady state determined by the balance between fric-
tion and gravity along the flow direction using time steps controlled
only by the CFL condition for the overall explicit SWE model; 
2) The scheme can be implemented explicitly without necessity of using
any iteration methods. 
These properties are crucial to ensure numerically stable, efficient
nd accurate simulation of very shallow flows, such as overland flows
nd wet/dry fronts, and the associated processes including soil erosion
nd solute transport. However, existing friction discretisation schemes
sually do not simultaneously possess both of these properties. 
The current scheme has been successfully validated against two
enchmark tests with satisfactory results, confirming its superior nu-
erical stability and accuracy in comparison with the existing main-
tream approaches. The resulting SWE model is then further applied to
imulate a rainfall-flooding event in the Upper Lee catchment, UK to
urther confirm its numerical stability and computational efficiency for
he simulation of overland flows and flooding over complex real-world
opography. Although the current scheme is proposed in the context of
 Godunov-type finite volume method, in principle it can also be used
n other numerical methods, e.g. finite difference method and finite el-
ment method. 
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