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Abstract— Self-diagnosis and self-repair are some of the key
challenges in deploying robotic platforms for long-term real-
world applications. One of the issues that can occur to a robot
is miscalibration of its sensors due to aging, environmental
transients, or external disturbances. Precise calibration lies
at the core of a variety of applications, due to the need to
accurately perceive the world. However, while a lot of work
has focused on calibrating the sensors, not much has been done
towards identifying when a sensor needs to be recalibrated. This
paper focuses on a data-driven approach to learn the detection
of miscalibration in vision sensors, specifically RGB cameras.
Our contributions include a proposed miscalibration metric for
RGB cameras and a novel semi-synthetic dataset generation
pipeline based on this metric. Additionally, by training a deep
convolutional neural network, we demonstrate the effectiveness
of our pipeline to identify whether a recalibration of the
camera’s intrinsic parameters is required or not. The code
is available at http://github.com/ethz-asl/camera_
miscalib_detection.
I. INTRODUCTION
In robotics, errors in the estimation of the system’s param-
eters can adversely affect the accuracy of algorithms for state
estimation and the performance of feedback controllers. In
order to avoid systematic errors due to incorrect parameter
estimates, a common practice is to perform sophisticated
calibration of the system by a human expert [1]. Once
determined, calibration parameters are kept fixed during the
operation cycle of the robot. However, this approach is not
sustainable for a variety of real-world applications where
robots need to operate in harsh environments for extended
periods of time. The calibration parameters of the system
are prone to change over time due to component wear,
environmental transients such as temperature changes, or
external disturbances like collisions. Additionally, it may
be impractical to perform offline calibration regularly as a
means to address this issue.
An alternative solution to offline calibration is online
calibration techniques that are performed during the system’s
normal operation, such as those presented in [2], [3]. These
techniques, though promising, are computationally expensive
and have various limiting requirements, such as the type of
required motion or the storage and processing of data to
create a calibration dataset. Hence, instead of running these
methods periodically and recalibrating the robotic platform,
ideally, one would like to perform the calibration only when
the system is detected to be miscalibrated. This objective
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Fig. 1. Illustration of the subtle differences that a miscalibration detection
system needs to be sensitive to. Top left: Unrectified image; Top right:
Correctly rectified image; Bottom: Two examples of incorrectly rectified
images. The image is taken from the KITTI dataset [6].
is considered as a constituent of the fault detection and
diagnosis for a robotic system [4].
Since sensors lie at the core of any autonomous system,
it is critical to detect the sensor data faults for safety
and stable performance [5]. However, unlike sensors for
measuring attitude or temperature, calibration errors in vision
sensors do not appear as an offset or as a drift in the
sensor’s readings. Although having hardware redundancy is
a way to detect imperfections, it increases the cost and
complexity of the system. Further, due to their complex
nature, it is difficult to obtain a unified analytical solution
for identifying miscalibration in vision sensors. Fortunately,
common operating environments, both indoors and outdoors,
contain regularities that can be exploited for this purpose,
such as walls, furniture, street lamps, etc. We propose a data-
driven approach that implicitly utilizes these regularities.
In this work, our goal is not to provide a neural net-
work that detects miscalibrations for any camera. Instead,
we propose a method in which a network is tuned for a
specific camera to predict when an automatic recalibration
is necessary for that camera. However, using a learning-based
approach poses its own set of challenges. First, a large-scale
dataset for training a network to detect miscalibration is not
currently available in the public domain. Second, there is no
standard metric for measuring the degree of miscalibration
in the intrinsics of a camera. We address these challenges
and provide the following key contributions:
• A novel dataset generation pipeline to create a large-
scale dataset for camera miscalibration detection.
• A metric, average pixel position difference, for estimat-
ing the degree of miscalibration and analysis of how it
correlates with performance in a monocular odometry
task.
• A deep convolutional neural network (CNN) that pre-
dicts when the camera is miscalibrated even in previ-
ously unseen scenes.
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II. RELATED WORK
In the last decade, a variety of approaches have been
proposed for calibration of various types of range-based
sensors, inertial sensors, and vision sensors, as well as the
extrinsic calibration between them. In this section, we focus
on literature related to sensor miscalibration, the estimation
of intrinsic parameters of vision sensors, and fault detection
in multi-sensor systems.
Accurate camera calibration is an important step for a
multitude of 3D computer vision tasks. The existing calibra-
tion techniques can be broadly categorized as photogram-
metric calibration and self-calibration. In photogrammetric
calibration, the camera calibration is performed by observing
a target of known geometry in 3D space. Over the years,
various types of tags such as checkerboards [7], [8] and
fiducial markers [9] have been proposed for this purpose.
These approaches typically pose the calibration problem as
a non-linear optimization problem to minimize a reprojection
error and to estimate the most likely values of the camera
parameters. However, the need to have an apparatus and a
human expert in these techniques prevents them from being
scalable or practical for robots deployed into the real world.
On the other hand, self-calibration, as introduced in [10],
does not require a calibration object. Through a sequence of
images, these methods estimate the intrinsic parameters that
are consistent with the underlying projective reconstruction
of the observed scene. Certain approaches use camera motion
constraints, such as planar motion [11] or rotation of the cam-
era [12], in conjunction with the 3D metric reconstruction
of the scene to calibrate the camera’s intrinsic parameters.
Sturm [13] presents the concept of critical motion sequences
for a camera with constant parameters for which there
exists no unique solution for self-calibration. Wildenauer
and Hanbury [14] detect orthogonal vanishing points in the
scene to generate a hypothesis for focal length. However, the
flexibility provided by self-calibration techniques comes at
the price of computation expenses.
More recently, with the advent of deep learning [15], data-
driven approaches have also been proposed to estimate the
calibration parameters of the camera. Workman et al. [16]
propose a CNN for estimating the focal length of an image.
To train the network, they construct a dataset by combining
images and camera models estimated using 1D structure
from motion [17]. On the other hand, Lopez et al. [18]
use separate regressors, which share a common pre-trained
network architecture, to estimate tilt, roll, focal length, and
radial distortion parameters from a single image. They use
the SUN360 panorama dataset [19] to artificially generate the
training images. However, the estimation of these parameters
is highly dependent on finding the horizon in the image, an
assumption that is highly environment dependent. Unlike the
previous two approaches, which aim to estimate the camera
calibration parameters, Yin et al. [20] propose an end-to-end
multi-context deep network for removing distortions from
single fish-eye camera images. They use a scene-parsing
network to provide semantic cues during training and use
an L2 reconstruction loss for rectified image prediction.
Fault detection in multi-sensor systems can be done by
correlating the information from multiple sensors and reject-
ing measurements that do not match [21], [22], [23], [24],
[25]. These methods are generally able to detect when a
fault has occurred, however they rely on a redundant sensor
setup. When the fault estimation is done indirectly, through
an intermediary task such as localization performance, it can
be ambiguous to decide whether the sensor is at fault or if
the localization system failed.
While some of the above mentioned approaches deal
with estimating the calibration parameters through either a
geometry-based or a learning-based approach, our work is
orthogonal and does not aim to replace them. We want to
complement these methods by identifying when a camera
needs to be recalibrated. Further, we do not want to rely on
sensor redundancy since that increases the cost of the system.
Thus, our objective is to detect miscalibration in a single
camera. To the best of our knowledge, this is the first work
proposing a deep learning approach to detect miscalibration
of the intrinsic parameters for an RGB camera.
III. METHODOLOGY
In this section, we present our contributions in detail.
The dataset generation pipeline is explained in Section III-A.
In Section III-B, our novel metric for miscalibration is
defined. The neural network and its training are detailed in
Section III-C.
A. Dataset Generation
A straightforward procedure to create a dataset for camera
miscalibration detection is to manually vary the camera
parameters by using different lenses while taking any one
of the settings as the nominal one. However, this process is
time-consuming and tedious since offline calibration would
be required for every new setting. The procedure is also
limited with respect to the generation of disturbances in
the camera parameters. Some cameras have only one degree
of freedom for calibration (the distance between the lens
and the sensor), hence the calibration parameters cannot be
varied independently. Due to these limitations, we propose
an alternative solution to generate a semi-synthetic dataset
by using a set of raw images and a set of correct calibration
parameters for a given camera setup. The presented method
is based on the idea that the visual effect obtained from
rectifying an image from a miscalibrated sensor with its
initial belief of the parameters is similar to the effect of
rectifying an image from a calibrated sensor with parameters
different from the correct ones.
In our semi-synthetic dataset generation pipeline, we con-
sider the pinhole camera model with radial and tangential
distortion [26]. We denote the set of true calibration param-
eters of the camera model as Θ = {fu, fv, uc, vc,kr,kt}.
Consider the raw camera image I , which is rectified using
the parameters Θ to obtain the rectified image I ′. The
rectification map M ′ = f(Θ) used in this process relates
each pixel in the rectified image to a position in the original
Fig. 2. Top: An unrectified image from the KITTI dataset [6]. Bottom:
For illustration purposes, canny edges detected from correctly (in green)
and incorrectly (in red) rectified images are shown. A set of incorrect
rectification parameters results in pixel projections from the raw image to
be displaced relative to that with the correct parameters (indicated by the
black segments). The mean of the L2-norms of these displacements over
the image corresponds to the APPD.
Fig. 3. The network architecture used to run the experiments. All layers
except the last one use Rectified Linear Unit (ReLU) activation functions.
image. Generally, not all the pixels in the rectified image
have a corresponding position in the original one. Therefore,
we define a validity mask, R, which is the largest rectangular
region in the rectified image I ′ with only valid pixels, and
that has the same aspect ratio as the original image I . The
final sample image Iˆ is obtained by first cropping the valid
mask region R of the image I ′ and then rescaling the result
to the size of the original raw image I . An alternate way to
express the rectification is by applying the rectification map
Mˆ (which is obtained by cropping and rescaling M ′) on the
raw image I to directly obtain the final sample image Iˆ .
In general, it is difficult to obtain the true calibration
parameters of the camera. Thus, we use the values estimated
using a calibration toolbox as the correct calibration param-
eters Θ? and denote the correct rectified image and rectifi-
cation map as Iˆ? and Mˆ? respectively. To obtain samples
of miscalibrated images, we perturb each intrinsic parameter
independently to obtain Θm. This process allows generating
arbitrarily many miscalibrated images, Iˆm, and rectification
maps, Mˆm, by randomly perturbing the parameters. Thus, by
collecting only a set of raw images with a correct calibration
of the sensor, one can generate a large amount of data for
detecting camera miscalibration. Even though we consider
a pinhole camera model, this approach is also applicable to
other camera models.
B. Metric for Degree of Miscalibration
As described in Section III-A, image rectification is a
transformation parameterized by the calibration parameters.
Since these parameters are continuous, one can generate
images arbitrarily close to a correctly rectified image by ap-
plying small perturbations to the true calibration parameters.
Due to the non-linear effects and the strong correlations of
these parameters on the rectification transformation, defining
a meaningful distance metric to directly assess the quality of
different randomly chosen calibrations is difficult. Moreover,
as the rectification of an input image is typically only the first
stage of a system, the degree of miscalibration should be
considered in conjunction with the corresponding reduction
in the overall system performance. Therefore, we propose an
indirect approach using the average pixel position difference
(APPD) as a scalar metric to measure the degree of camera
miscalibration.
Using the symbols introduced in Section III-A, the nu-
meric value for the APPD, denoted by δ, is calculated using
the rectification maps Mˆ? and Mˆm obtained from using
calibration parameters Θ? and Θm respectively. Since these
maps are computed using different parameters, they relate
the same pixel coordinate in their corresponding rectified
images to a different image coordinate in the raw image. The
Euclidean distance between these two positions is referred
to as the pixel position difference. This is illustrated in
Figure 2. The APPD is the mean value of these pixel position
differences over the entire image, i.e.
δ =
1
H ×W
∑
p∈I
||Mˆ?(p)− Mˆm(p)||2,
where (H,W ) is the size of the image I and p denotes
the pixel coordinate (u, v). Even when normalized by the
number of pixels, the value still depends on the resolution.
Normalizing further by the diagonal makes it resolution-
independent. That is why we report APPD values as a
percentage of the image diagonal, i.e. they are divided by
the diagonal and scaled by a factor of 100.
C. Network Architecture and Training
The architecture of the APPD prediction network is pre-
sented in Figure 3. The input to the network is the rectified
image Iˆm, and the output is the APPD metric. To prevent
artifacts and loss of minute details due to image resizing, we
use the input at full resolution.
For each camera and corresponding correct calibration, we
train a separate network to deploy alongside the respective
camera. This can be seen as an addition to the calibration
procedure that, in a similar manner, is also pre-computed for
each camera separately. The goal of the dataset generation
process described in Section III-A is to reduce the amount
and variety of data required to train the model. With the
proposed method, it is sufficient to collect a single dataset,
with correct calibration known and without any manual
labeling.
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(a) Trained on camera 2, eval. on camera 2
Same as trained, MAE=0.0837
True calibration, MAE=0.0957
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(b) Trained on camera 3, eval. on camera 3
Same as trained, MAE=0.0684
True calibration, MAE=0.2559
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(c) Cross-evaluation between cameras
Train cam2, eval. cam3, MAE=0.1242
Train cam3, eval. cam2, MAE=0.4890
Fig. 4. APPD prediction accuracy of the trained neural network models for the two RGB cameras from KITTI [6]. The plots show the distributions of
networks predictions for given quantized APPD values. The dashed line designates perfect prediction.
During training, the perturbed parameters are sampled
such that the calculated APPD values follow an approxi-
mately uniform distribution. Additionally, 1% of the samples
are kept with the correct rectification, i.e. APPD value of
zero. We use a mean squared error loss between the network
predictions and the ground-truth labels for training. This
loss is optimized by using the Adaptive Moment Estima-
tion (ADAM) optimizer [27]. We initialize the network
parameters by Xavier’s initialization method [28] and use
dropout [29] to avoid overfitting.
IV. EXPERIMENTS AND DISCUSSION
The results from evaluating the trained models are dis-
cussed in Section IV-A. We present some generalization
results for our approach in Section IV-B. The relationship
between APPD and the intrinsic parameters is experimentally
investigated in Section IV-C. Section IV-D compares APPD
and reprojection error.
A. Detection of Miscalibrations with a Neural Network
The KITTI dataset has two RGB cameras
(cameras 2 and 3). We split the KITTI sequences from
September 26, 2011 to obtain our training and validation
sets. For testing, we use all sequences from the other four
days. We vary the focal lengths from −5% to 20%, the
optical center ±5%, and the distortion coefficients ±15%.
The dataset provides different calibration files for every day,
which were observed to be inconsistent. It is not known
whether the cameras differed physically on different days, or
if the differences in the calibrations arise from imperfections
in the calibration procedure. Therefore, there is no single
‘correct’ calibration that can be used as a reference for
calculating the true APPD value when evaluating prediction
performance. Instead, we consider two cases: (i) taking the
set of parameters corresponding to the day used for training,
and (ii) using the set corresponding to the day on which the
test image was actually recorded.
Figures 4a and 4b show the prediction quality of the
trained networks for both camera 2 and camera 3, evaluated
for the two cases described above. The mean absolute
error (MAE) for each case is also reported. It can be seen
that the models are able to generalize also to images and
environments they have not seen before. While both networks
are powerful in detecting miscalibration with respect to the
reference set of parameters that they were trained with, the
one for camera 2 performs significantly better.
This mismatch in performance is caused by the level of
similarity between the sets of correct calibration parameters
provided for each camera. The APPD ranges for the four
test days, relative to the day used for training and validation
are [0.12, 0.93] and [0.78, 2.37] for camera 2 and camera 3
respectively. It is likely that camera 3 might not have been
well-calibrated either on the training day or on some of the
other days. This result illustrates the importance of selecting
a ‘correct’ calibration, with respect to which the training
process must be defined.
As the two cameras are of the same make and brand, are
positioned solely with a horizontal offset from one another,
and operate in the same environment, the transferability
of the model trained on the data from one camera to the
other was also evaluated. The corresponding results are
shown in Figure 4c. Indeed, the model trained on camera 2
generalizes well to camera 3. Figure 4c also shows that
the reverse generalization does not hold, which stresses the
importance of the choice of reference calibration and is
another indication that camera 3 might have been slightly
less consistently calibrated.
Figure 4 further demonstrates that the trained models ex-
perience bias in the extremely low and extremely high APPD
values. This is a limitation of both training in a regression
setting and of the miscalibration sampling procedure, which
provides very few miscalibrations with APPD values close
to 0. Instead, if one targets a specific performance metric,
which can be related to APPD (see Section IV-D), then they
can determine a threshold value and rephrase the problem
into a binary classification setting.
While the presented neural network architecture is simple
and further performance improvement may be possible, the
above results indicate that a CNN can indeed be trained to be
sensitive to miscalibration artifacts. One should note that the
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Fig. 5. Plots showing the different effects of the camera’s intrinsic parameters on the APPD, when one parameter is varied, and the rest are kept fixed.
The x-axis is the multiplication factor applied to the reference parameter. The used reference calibration is from camera 2 for the KITTI sequences from
date 26.09.2011. Note that the y-axis scales in the plots for fu and fv , as well as for uc and vc, are different. This is due to the image’s aspect ratio.
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(a) Evaluated on same camera position
Boston front-center, MAE=0.0409
Singapore front-center, MAE=0.0412
0.
00
0.
25
0.
50
0.
75
1.
00
1.
25
1.
50
1.
75
2.
00
2.
25
2.
50
2.
75
True APPD value
(b) Evaluated on diff. camera positions
Boston front-left, MAE=0.0521
Boston front-right, MAE=0.0423
Fig. 6. APPD prediction accuracy when evaluating on environments
and camera positions that were not represented in the training set. The
training was performed on a subset of the nuScenes dataset [30] recorded
with the front-center camera in Boston. The plots show the distribution of
predictions for given quantized APPD values. The dashed line designates
perfect prediction.
data does not explicitly designate the regularities which are
not robust to the perturbation effects arising from disturbing a
camera setup, but the model has discovered these regularities
on its own. Moreover, even though motion distortion and
blur are not explicitly addressed by the analysis, they are
represented in both the training and test sets (as the images
are obtained from a moving vehicle), and therefore the results
account for them as well.
B. Generalization to new Environments and Cameras
The KITTI dataset is limited in the variation of its scenes
(recordings only in the city of Karlsruhe, Germany), and in
the position of the camera sensors (both oriented forward
with only a horizontal offset between them). In order to
study the potential further generalization capabilities of the
proposed method, we trained the same model on some of the
scenes recorded in Boston from the forward camera of the
nuScenes dataset [30]. Only the scenes recorded during the
day were considered.
The performance of the model was evaluated on the
other scenes of the same camera in Boston, as well as on
the forward camera in Singapore, and the forward-left and
forward-right cameras in Boston. The results can be seen
in Figure 6 and show that the accuracy is comparable in
the four cases. The sets of intrinsic calibration parameters
for the four cameras considered are almost the same and
hence much closer in terms of APPD than the ones from the
KITTI dataset (less than 10−5). This consistency between
the different sensors, as well as the higher resolution of the
images, explains why the model trained on nuScenes exhibits
better performance.
C. Relationship between APPD and Calibration Parameters
Some of the effects of the different intrinsic parameters on
the APPD value are illustrated in Figure 5. The plots are ob-
tained by individually varying one parameter while keeping
the others fixed. The difference in effect when varying fu and
uc compared to fv and vc, respectively, is due to the wide
aspect ratio (2.72) of the image. This causes parameters along
the u-axis to have a stronger effect on the distortion of the
images. Another point to observe from Figure 5 is the noise,
which is more visible at lower APPD values. This noise is
due to quantization effects causing numerical imprecision
when computing the undistortion maps. The amount of noise
can be reduced, at the cost of more computation time, by
calculating the APPD at a higher image resolution, but is
not necessary for any practical purposes.
D. Relationship between APPD and Reprojection Error
Reprojection error is a standard measure of the deterio-
ration of a robotic system’s performance in various vision-
related tasks [31]. Therefore, it is of interest to relate the
APPD metric of a misrectification to the reprojection error it
causes. As mentioned in Section III-A, the physical scenario
that we are interested in is when a camera experiences
a hardware change without the corresponding change in
intrinsic parameters. Data for such scenarios is difficult to
obtain. Therefore we propose applying the reverse process:
the physical sensor stays the same while the parameters
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Fig. 7. Plot between APPD and reprojection error for (a) when projecting
a set of points with a single set of calibration parameters and rectifying
with a variety of parameters, and (b) when projecting a set of points with
a variety of calibration parameters and rectifying with a fixed set.
are changed. We perform a few simple tests on simulated
data to further analyze the relationship between APPD and
reprojection error.
First, consider the case when the camera is kept un-
changed, but the robot’s belief of its intrinsic calibration
is changed. One can generate a set of points in front of a
virtual camera and then project them into the camera plane
using the correct intrinsic parameters of the physical camera.
These points can then be rectified with both the correct
and incorrect sets of parameters. Since point associations
are known, the reprojection error can be calculated as the
average distance between the resulting rectified projections in
the image plane. Figure 7a shows the obtained relationship.
Indeed, APPD is a good measure of the reprojection error
that arises from rectifying with a wrong calibration parameter
set.
Second, it is of interest to know how the real physical
scenario would relate with the reverse synthetic scenario in
order to evaluate if the method outlined here can be applied
to a real system. This can be achieved by repeating the
above-described point-projection and rectification procedure,
but keeping the intrinsic parameters for the rectification step
fixed while varying the set for the projection step. This
setting corresponds exactly to the physical situation but can-
not be reproduced synthetically on a real image (we cannot
‘reproject’ reality with a different set of intrinsic parameters).
The comparison between the resulting reprojection error and
APPD can be seen in Figure 7b. The result is that there
is no-longer an injective functional relationship from APPD
to reprojection error, and the dependence between the two
values is less pronounced.
APPD is easy to calculate for a real-world dataset as it is
independent of the hardware that is used to obtain the image.
Furthermore, it allows the sampling of an almost infinite
number of different intrinsic calibration parameters, which is
beneficial for training neural networks, which require large
amounts of data. Nevertheless, it might not be the most
accurate metric for detecting physical miscalibration. In fact,
as Figure 8 shows, the reprojection error as computed for
the physical scenario is better correlated with the SLAM
performance of a system. As mentioned above, the drawback
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Fig. 8. Plot between the performance of ORB-SLAM [32], evaluated on
the KITTI odometry sequence 10, and (a) reprojection error when projecting
a set of points with a single set of parameters and rectifying with a variety
of sets, and (b) the corresponding APPD.
of using reprojection error as a miscalibration metric is that
it cannot be calculated for a real-world dataset. No procedure
similar to the one in Section III-A can be constructed for the
physical miscalibration case and its corresponding reprojec-
tion error. Therefore, one would need to create a dataset
with various camera settings and the respective calibration
parameters for each one, which can be impractically time-
consuming as it needs to be repeated for each camera indi-
vidually. The variety of possible calibrations would also be
severely limited by the design of the lens, as most lenses only
have one degree of freedom. Alternatively, a fully synthetic
dataset, e.g. generated in simulation, can be used, but then
transferability to real image data would be questionable.
The advantage of using APPD is that it facilitates training
with very large sets of data that are easily obtained via the
procedure detailed in Section III-A. The type of artifacts
introduced by the dataset generation in Section III-A can
be considered similar to the ones introduced by a physical
miscalibration. By demonstrating that APPD is learnable by
a neural network, we show that it might be possible to also
learn the reprojection error.
V. CONCLUSION
We proposed a novel semi-synthetic data generation pro-
cedure that requires no data labeling and a corresponding
camera miscalibration metric called the average pixel po-
sition difference (APPD). These tools can then be used to
train a simple CNN, which we show is able to predict the
APPD values from images with no additional data necessary.
The performance of the network was evaluated on different
real-world datasets and cameras. Provided the camera’s true
intrinsic parameters remained close, the network was able to
generalize well to different cameras and environments that it
had not seen before. Such a network can then be deployed on
a real robotic platform, running at a very low frequency, to
determine if a more expensive recalibration procedure needs
to be executed.
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