Limited processing power and memory prevent realization of state of the art algorithms on the edge level. Offloading computations to the cloud comes with tradeoffs as compression techniques employed to conserve transmission bandwidth and energy adversely impact accuracy of the algorithm. In this paper, we propose collaborative processing to actively guide the output of the sensor to improve performance on the end application. We apply this methodology to smart surveillance specifically the task of object detection from video. Perceptual quality and object detection performance is characterized and improved under a variety of channel conditions.
INTRODUCTION
The internet-of-things (IoTs) platforms for visual data analytics find applications in many areas such as home, commercial, and military surveillance, robotics, autonomous vehicles, to name a few [1, 2] . A major challenge to scaling number of edge devices in these platforms is the high data volume of image sensors which strains the shared channel bandwidth. For example, a surveillance camera transmitting a 1920 x 1080 video at 30 fps will require a bandwidth of 1492 mega bits per second (Mbps). A second challenge is increased human cost and decreased operator efficiency due to many cameras [1] . Consequently, smart surveillance requires automation of subtasks such as detection, classification, or recognition of objects of interest or anomalous behavior.
The common approaches to solve the preceding challenges are often at odds with each other. For example, common compression techniques such as MJPEG are employed at the sensor to reduce data volume. Likewise Convolutional Neural Networks (CNNs) can be used at the cloud to enable machine intelligence with near human level accuracy and generalization performance [3] [4] [5] [6] . However, object detection accuracy of a CNN is adversely impacted due to video compression artifacts from MJPEG in bandwidth constrained Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. channel as illustrated in Figure 2 (a). Further, video compression also reduces confidence in true positive (and true negative) thereby degrading the separability between positive and false events, and hence, increasing the need for human intervention. The computation complexity and memory demand of the object detection CNN makes it difficult to deploy such network at the edge devices.
This paper presents edge-host collaborating processing to improve the quality of DNN processing at the host by providing feedback to the edge (sensor and conventional compression engine) and guide the device to transmit useful information for the end task with highest quality (Figure 1 ). We assume conventional CNN processing algorithm such as object detection network at the host, and augment that with computation kernels to generate desired feedback supported by multi-quality compression algorithms at the edge device [7] .
Our approach is rooted in the concept of Region-Of-Interest (ROI) based processing where ROIs are transmitted with higher quality. The ROI based processing is used many camera, where simple ROI based on motion, is detected at the edge using low-cost algorithms. However, computationally intensive nature of the object detection algorithms prevents ROI detection at the edge. For example, even a simple object detector, tiny YOLO [4] consumes 860.7 ms of latency and 2152 mJ energy for a frame on a mobile GPU (mGPU).
Instead, we propose to provide the ROI information through a feedback path from the host, for example, bounding box coordinates containing objects of interest, generated by the object detection CNN from frame ′ i ′ to the sensor node. A multi-QF MJPEG then encodes ROI and non-ROI regions of frame ′ i + 1 ′ with different Q F . We demonstrate the application of rate controllers that selects the optimal Q F values for ROI and non-ROI regions to compress the input image to meet the transmission bandwidth of the channel. As illustrated in Figure 2 (b) preserving the quality of the ROI regions increases object detection accuracy (new detection and higher confidence) at the host. The effectiveness of the host to edge feedback faces two interesting challenges. First, feedback compute latency at the host and transmission delay through the channel may cause the feedback information to be "stale" on arrival. We solve the first problem by creating a prediction module at the host that offsets the ROI information to account for feedback latency. Second, new objects of interest entering the frame in non-ROI regions can be misdetected due to lower quality. We address the second challenge by training the object detector with augmented image data containing multiple quality levels.
We characterize the performance of our approach quantitatively on the MOT Multi-Object Tracking Dataset [8] and achieve an improvement of 5% in Average Precision for the Pedestrian Detection task while operating at a bandwidth of 2 Mbps. Moreover, we show good separability between positive and negative detections by improving the Equal Error Rate (EER) by 3%. We synthesize the edge system in 28nm ASIC and estimate latency and energy consumption. Our approach adds a negligible energy overhead (19nJ) due to multi-QF implementation of MJPEG engine compared to baseline single QF design.
RELATED WORK
Object Detection: Object Detection is a challenging computer vision task as it involves both classification and accurate localization of all objects within an image. Deep learning based architectures have made huge gains possible in this task. Of these the two stage detectors first popularized by R-CNN have been widely adopted due to their competitive accuracy [5, 6] where class agnostic object proposals are generated followed by classification.
Even complex DNNs are prone to recognition errors when faced with distorted inputs. S. Dodge et. al estimate the effect of JPEG compression on the performance of CNN for the image classification task [9] . At lower quality factors, performance significantly decreases. Kang et. al observe that frame based object detection approaches such as R-CNN and its variants, when applied to object detection in video yield noisy detections even with minimal variations across successive frames. [10] .
Embedded implementations of object detectors comprised of DNNs are in their infancy right now. Nevertheless, there is a growing interest in transferring this capability to the edge. In recent years, the Low Power Image Recognition Challenge (LPIRC) has acted as a catalyst for research into this domain [11] . Winning approaches have used variants of Fast or Faster R-CNN with frame rates in the 1-2 fps mark implemented on the Jetson TK1 mobile SoB.
Host To Sensor Feedback Extensive literature exists on Adaptive Quality of Service Video Streaming with adoptions in H.263 and H.264. These approaches are primarily centered around entropy coding, error sensitivity based feedback, motion-based ROI coding [12] . We adopt an orthogonal approach wherein the ROI itself is defined as the metric for information and is encoded at a higher quality. Figure 3 shows the overall flow of the proposed approach. We create a feedback path from the output of the complex task at the host to the sensor. At the host side, an object detection module processes incoming frames and generates bounding box coordinates and confidence scores for classes of interest. To address the challenge of finite latency between the time the frame was sampled to the time the feedback arrives at the sensor, we create a prediction module at the host. The goal of the prediction module is to maintain a motion model for each detected object. Using this motion model, the predictor compensates for the feedback latency by translating the bounding box coordinates.
PROPOSED APPROACH
Object detection is performed on a frame by frame basis and thus its output does not maintain object identities across successive detections. As identified by Kang et. al. [10] , detection performance is also noisy and prone to mis-detections even with minimal scene variations across frames. We adopt approaches from object tracking literature to (a) associate detection across frames and (b) smooth predictions when faced with noisy detections or misdetections.
At the sensor side, a multi-QF JPEG encoder encodes the frame block by block. The encoder control module uses the ROI map to assign ROI/nonROI status to the block. We adopt rate controller approach of Ko et. al. [13] and use two PID controllers for controlling the QF of ROI and non-ROI regions to meet data rate constraints. Given a target frame size T, we partition the target frame size into targetframesizeROI and targetframesizenonROI. A value of 50 percent of total size T is chosen for ROI size empirically. Note that an equal distribution of size targets does not necessarily mean equal QF as ROI blocks are more sparsely distributed.
Object Detection
We adopt a two stage detector R-FCN [6] for implementation at the host due to its competitive accuracy and speed. The R-FCN network consists of a convolutional feature extractor followed by a region proposal network (RPN) which generates class agnostic proposals at multiple scales and locations (Figure 4) . A classification layer generates per class probabilities for each proposal. A regression layer generates bounding box coordinates for each proposal location. Multiple overlapping proposals are then eliminated by non-maximum suppression (NMS) both after the RPN and after the classifier. ResNet-101 [14] , a residual deep network with 100 convolutional layers is used as the backbone feature extractor. The backbone is pre-trained for the Image Classification task on ImageNet then trained for the Object Detection task on PASCAL VOC and MS COCO.
Multi-QF Training
As identified earlier, transmitting at variable quality poses problems for detection of new objects in non-ROI regions of the frame. We adopt a data-driven approach to solve this problem ( Figure 5 ). The R-FCN network is fine-tuned for images generated at multiple at JPEG quality factors. Images from the MS COCO Dataset [15] train split are augmented and used for training the R-FCN network. We divide the MS COCO Dataset into 5 partitions with each partition representing quality factors ranging from 10 to 100. The R-FCN network then is trained with a low learning rate (fine-tuned) on these images using the Caffe framework.
ROI Prediction
A flow diagram of the multi-object ROI prediction algorithm is shown in Fig. 6 . The ROI prediction module consists of two components i.e. an association module and the motion predictor. We adopt the SORT algorithm [16] for multiple object association and prediction. Association is necessary due to the fact that detector operates on a frame by frame basis. Given a set of detections D, we have predictions from multiple predictors P.
An optimal pairing can be found by casting this as a bi-partite graph matching problem and optimizing a cost function i.e. in this case the overlap between the predicted and detected bounding boxes. The Hungarian algorithm provides an optimal solution to the graph matching problem. The output of the association algorithm will result in some matched and unmatched detections. For each unmatched detection, a new predictor is created. If a certain predictor is not matched with a detection for a significant amount of time, then it is deleted. Detections and Predictions for a sample case are shown in Fig. 7 At the core of each predictor is the Kalman filter. The Kalman filter is a state prediction model that assumes Gaussian distributed state variables and a linear dynamical motion model. In our case, the visible state variables are the 4 coordinates of the bounding box while the latent state variables are the velocities of each coordinate. Detections at every frame are used to update the corresponding state variables. A missing detection at any point in time increases the uncertainty of the prediction made by the filter. This is advantageous for us in cases where a mis-detection occurs. Figure  8 compares two cases where ROI information is applied with and 
METRICS FOR EVALUATION
The accuracy of the object detection task is evaluated by considering two metrics i.e. Precision and Recall. These metrics are designed to penalize wrong classifications as well as incorrect localizations. For each bounding box generated by the object detector a confidence score per class is returned. A detection is considered correct when the confidence for the correct class is greater than a specific threshold and has sufficient overlap with the ground truth. Overlap is evaluated with the PASCAL VOC Criteria of Intersection over Union (IoU). An IoU ratio of greater than 0.5 is considered to be sufficient overlap.
Recall. The Recall Metric evaluates the coverage of the detector. It is defined as the ratio of correct detections to the sum of correct detections and missed detections and is given in equation (1) . A high value of the Recall Metric ensures that the maximum amount of objects are detected. Depending on the application, a Precision. The Precision Metric evaluates the correctness of the detector. It is defined as the ratio of correct detections to the sum of correct detections and false detections and is given in equation (2) . A high value of the Precision Metric ensures that the majority of the detections are correct. Depending on the application, a higher detection threshold can be set to increase the value of Precision.
Separability. Separability of positive and negative detections indicates the strength of the classifier. Given a set of confidence scores for positive and negative detections, a detection threshold can be set that will adjust the False Positive Rate (FPR) and True Positive Rate (TPR) of the system. A common metric for selection of detection threshold is the Equal Error Rate (EER) which gives a detection threshold at which probability of mis-classifying a positive example is equal to a mis-classifying negative example and is given by equation (3) .
Perceptual Quality. SSIM is a similarity metric for images to capture perceptual quality. In the case of objection detection, we compare the SSIM of the ground-truth objects with the detected objects, not the overall image, to understand how well the perceptual quality of the ROI are preserved. 
EXPERIMENTAL SETUP
Simulation Model for Feedback Feedback is simulated by incorporating network latencies in our simulation. At a fixed bandwidth B, the transmission latency from the edge to the host consists of the serialization latency from the edge t ser edдe and the propagation latency t pr op . The incoming frame is processed by the detector and generates bounding boxes and class probabilities after t C N N .
The ROI predictor offsets the bounding boxes to account for delays with latency t pr ed . Note that t pr ed << t C N N . The bounding box coordinates are then sent back to the host with serialization latency t ser host and propagation latency t pr op . Note t ser host << t f eedback = t ser edдe + 2 * t pr op + t C N N + t pr ed + t ser host (4)
Given a particular sampling latency t samp , determining the frame at which feedback will arrive becomes simple with the above formulation and is given by equation (5) . A value of o f f set f eedback < 1 implies feedback arrives before the next frame is sampled. High values are tolerable for static or relatively slow moving objects but are not suitable for higher degrees of motion and the introduction of new objects into non-ROI regions of the frame o f f set f eedback = t f eedback
Host Configuration At the host side, a GPU implementation of the R-FCN detector is used. For ROI prediction, we use the CPU implementation of the SORT algorithm [16] . Latency for both modules is given in Table 1 . For ROI prediction, the latency number corresponds to an average of 20 predictors.
RESULTS
Evaluation is performed on subsequence 4 of the MOT17 MultiObject Tracking Dataset. We define the ROI in this sequence as pedestrians. This sequence contains videos sampled at 30 fps and at a resolution of 1920 x 1080. At a fixed bandwidth, experiments are conducted by varying the target frame rate and sub-sampling the sequence accordingly. Normalized frame rate is calculated by dividing the target frame rate by the sampling rate. Figure 9 shows that proposed approach with adaptive feedback can increase the separability between the true positive and true negative detection by increasing the confidence of the true positives. EER is improved over baseline by 3%.
Performance Analysis-Fixed Bandwidth As the target frame decreases, frames can be sent at a higher quality. As shown in Figure  10 , Precision is improved at multiple target frame rates with our proposed approach. SSIM performance for the Adaptive approach is improved over the Uniform approach as target frame rate is increased indicating higher quality transmission of ROI. Precision is also improved by a margin of 5%.
Performance Analysis-Variable Bandwidth Performance of the adaptive approach is characterized against variable bandwidth. Bandwidth is varied from 2 Mbps to 20 Mbps. A target frame rate of 3 fps is chosen. As shown in Figure 11 , the advantage of the adaptive approach is apparent for all three metrics at 2 Mbps with improvements of 5% and 6% in Precision and Recall respectively. At higher bandwidths, quality of ROI/nonROI regions becomes the same for both approaches hence no difference in performance is observed.
Energy Consumption Analysis We synthesize the multi-QF JPEG module and PID Rate Controllers in 28 nm ASIC and estimate the latencies and energy consumed per frame. For the baseline case, we synthesize a uniform JPEG encoder. Latency and energy consumed per frame is given in Table 2 . A minimal energy overhead of 19.44 nJ is incurred at the sensor side for the multi-QF case.
Scaling Number of Edge Devices We use the measurements from the variable bit rate bandwidth experiment to project operational capacity of the network at a shared bandwidth of 20 Mbps with a performance target defined by the maximum of the evaluated metrics for the smallest bandwidth. As shown in Fig. 12 , A larger number of nodes can operate at a fixed performance target for the adaptive approach showing better scalability to large IoT platforms.
Bandwidth Overhead Bandwidth overhead is incurred as a result of sending ROI information from the host to the sensor in form of bounding box coordinates. A maximum of 50 predictors are maintained in the MOT17-04 subsequence. Using 16 bits per coordinate, maximum bandwidth overhead is calculated to be 3.12 kB per frame. For a target frame rate of 3 fps, the overhead is 74 kbps.
CONCLUSIONS
We have presented a framework that integrates task information produced from a computationally expensive algorithm at the host to guide the data collection and transmission from a resource constrained sensor under limited channel bandwidth. The proposed approach shows that collaborative processing between host and edge can enhance the quality of information processing in an IoT platform even with basic edge devices with negligible energy overhead. The future work needs to consider how such collaborative processing can be extended to future platforms with smart edge devices.
