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Abstract 
First-order convergent sequences can be classified as showing linear, boundary linear or logarithmic convergence. 
Linear convergence has a well-known characterization. This paper characterizes the remaining cases. Examples 
illustrate the range of behavior, proving the description is optimal. A power series representation yields further 
conditions for first-order convergence and uniqueness results. 
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1. Introduction 
Let (s,: 12 2 0) be a complex-valued sequence converging to s. The sequence is first-order 
convergent iff 
S 
lim 
n+l -S 
i I =(T 7 n-++m s,-s 
and, if (T = 1, the additional 
with O<lol< 1, 
condition 
(1 .la) 
(l.lb) 
holds. The value u is the asymptotic constant. Existence of the limit (l.la) forces 1 u I G 1. The 
convergence is logarithmic if u = 1, linear if 0 < I CJ ( < 1, higher order if (7 = 0; we shall use 
boundary linear for the case I u I= 1 with (T # 1. Condition (l.lb) excludes irregular behavior 
particularly associated with (T = 1 (note Lemma 2.2b). If (s,) is first-order convergent, then for 
sufficiently large n, 
s,#s and s,,_~ ZS,. (1.2) 
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The first inequality follows from existence of the limit (l.la), which implies the quotient is 
well-defined for large n. The second follows from (1 .la) for u # 1 and from (l.lb) for (T = 1. 
Interpreting the terms of the sequence as partial sums by setting s, = a, + . . . +a,, we have 
for sufficiently large it, 
a,#0 and ~,+a,+,+ ... ~0. (1.3) 
First-order convergence occurs as a natural condition for investigating acceleration of 
convergence by various nonlinear sequence transformations [2,5,6]. For example, Aitken’s 
62-transformation accelerates convergence for linearly convergent sequences, but not necessar- 
ily for logarithmically convergent sequences [6, pp. 104, 1491; a similar argument shows 
boundary linear convergence is accelerated. 
This paper characterizes first-order convergent sequences by obtaining a complete descrip- 
tion of the relation between 
lim 
n+ +m 
and (l-4) 
These two limits are necessarily equal for the linear case [2, Chapter 61, [6, p.61. This paper 
studies the boundary linear and logarithmic cases. 
Section 2 obtains a full characterization of the limits (1.4) for first-order convergence 
(Theorem 2.3). Since the linear, boundary linear and logarithmic cases show substantially 
different behavior, results for individual cases are summarized as lemmas. Examples are 
constructed to show that the hypotheses of the lemmas cannot be weakened and that they 
consequently provide optimal descriptions. 
Section 3 gives a power series representation for first-order convergent sequences. Each 
power series corresponds to an equivalence class of first-order convergent sequences, has a 
simple form (Theorem 3.1) and has an analytic structure not available for individual sequences. 
The representation is used in the last two theorems: Theorem 3.4 gives a sufficient condition 
for boundary linear and logarithmic convergence; Theorem 3.5 gives uniqueness results for 
first-order convergence. 
Limits refer to values in the finite plane Cc unless reference to the extended plane @ * is 
explicitly made. 
2. Characterization of first-order convergence 
Throughout this section we write s, = a, + * * . +a, and s for lim(s,> (if the limit exists). The 
normalized tail is defined by (a, # 0) 
&=1 2 ak=s-sn-l 
a n k=n a, 
(2.la) 
and satisfies the recursion relation 
t n+l = +tn - 1). 
n+l 
(2.lb) 
The first-order quotient is defined by (sn # s) 
Q,= “;+‘--s 
n --s 
and satisfies the recursion relation (a,, r z 0) 
D.K. Cope /Journal of Computational and Applied Mathematics 54 (1994) 51-63 53 
(2.2a) 
(2.2b) 
(Notice Q, = 1 iff a,,, = 0.) The first-order quotient and the normalized tail are related by 
(2.3a) 
(2.3b) 
Relation (2.3b) is especially important. It transforms the nonlinear recursion (2.2b) for Q, to 
the linear recursion (2.lb) for t,. 
Lemma 2.1(a) is well known; see [2, Chapter 61, [6, p.61. Theorem 3.1 provides an extension 
to uniform convergence. 
Lemma 2.1(a). Let lim(a,,+,/a,) = (Y with 1 a I < 1. Then (s,J converges and lim(Q,> = (Y. 
With respect to Lemma 2.1(b), Examples 2.4 and 2.5 satisfy the hypotheses but are such that 
lim(Q,> = 1 # a, lim(Q,> does not exist, respectively. Furthermore, the limit points of <Q,> in 
Example 2.5 are 0 and m, showing that the limit points do not necessarily include 1 and (Y 
( = - 1 in this example). The curves I z - a I= c 1 z - 11, 0 < c < + w, occurring in Lemma 
2.1(b), are the circles of Appolonius with respect to (Y, 1 [l, p.851. For 0 < c < 1, the curves are 
small circles with LY in the interior; for c = 1, the curve is the orthogonal bisector of the line 
segment between (Y and 1; for 1 < c, the curves are circles with 1 in the interior. 
Lemma 2.1(b). Let lim(a,*+ r/a,> = (Y with I a I = 1 and (Y # 1. Let (s,) converge. If lim(Q2,) 
exists (in C * >, then lim( Q,) is either (Y or 1. If <Q,J does not converge (in C * 1, then its limit 
points not equal to ICY, 1can be partitioned into sets lying on curves of the form I z - a I = c I z - 1 I. 
Each such set of limit points is dense in the corresponding curve if (Y is an irrational root of unity 
and contains at least n points if (Y is a primitive nth root of unity. Furthermore, ~0 is a limit point 
iff 0 is a limit point. 
Proof. Assume (Q,> converges in C * . 
m, 1. Then u = (Y by (2.2b). 
Assume (Q,) does not converge in 
Then lim(Q,> = ~0 contradicts (2.2b). Let lim(Q,) = (T Z 
C *. Then (2.3bl relates <Q,> and (t,>, and q = 1 - l/t 
gives a one-to-one correspondence between the limit points of (Q,> and Ct,> in C *. Let (t,,) be 
a subsequence of (t,) converging to a limit point 70 (possibly ~1. By (2.lb), (tnk+ 1> converges to 
Z(T~ - l), (t,,_l> converges to (~7~ + 1, and for any integer N, 
(t nk+N) converges to rN = +_ +U+“- +J 
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If 70 = (1 - a)-’ or 03 (corresponding to (Y or 1 as limit points for (Q,)), then TV = (1 - (Y)-’ or 
DC, for all N. If 70 # (1 - a)-’ or 0~1, the points r,,, lie on a circle in the t-plane with center at 
(1 - a)-‘. The set is dense in the circle if (Y is an irrational root of unity and contains IZ points 
if (Y is a primitive nth root of unity (so the circle contains at least II limit points as it may 
contain others). These circles in the t-plane have an equation of the form 1 t - (1 - a)-’ I= p. 
The transformation q = 1 - l/t sends these circles to the curves I q - (Y I = p I1 - (Y I I q - (Y I. 
By (2.2b), there is a subsequence (Q,,) converging to ~0 iff (Q,,_1) converges to 0. 0 
With respect to Lemma 2.1(c), Example 2.6 satisfies the hypotheses, but is such that lim(Q,) 
does not exist. 
Lemma 2.1(c). Let lim(a,+,/a,) = 1. Let (s,) converge. Then (Q,) always has 1 as a limit 
point. If lim(Q,) exists (in C * ), then lim(Q,) = 1. 
Proof. Let (t,) be the sequence of normalized tails. If lim(t,) = ~0, then lim(Q,) = 1 by (2.3b). If 
lim(t,) # m, then (t,) must have a subsequence (t,,) converging to some finite limit point TV. 
Then by repeated use of (2.lb), for any integer N, 
(tn,+N) converges to 70 - N. 
The limit points of (t,) therefore cluster at ~0. Consequently, cc) must be a limit point for (t,) 
and 1 must be a limit point for (Q,). 0 
Lemma 2.2(a). Let (s,) converge. If lim(Q,) = (T with I u I < 1 and u # 1, then lim(a,+,/a,) = u. 
Proof. Immediate from (2.2b). 0 
With respect to Lemma 2.2(b), Examples 2.4 and 2.8 satisfy the hypotheses but are such that 
lim(a,+,/a,> = f (Y or any choice of ( a I = 1, (Y # 1, and lim(a,+,/a,) does not exist, respec- 
tively. Examples where lim(a,+,/a,) = 1 are straightforward, see Theorem 3.4, part (2). 
Lemma 2.2(b). Let (s,) converge. If lim(Q,) = 1, then either 
(1) lim(a,+,/a,) does not exist, or 
(2) lim(a,+,/a,) = (Y such that I a I = 1. 
Proof. If lim(a,+,/a,) = (LI, then I a I > 1 cannot occur because (s,) converges, and I a I < 1 
cannot occur because Lemma 2.1(a) would give lim(Q,> = a. 0 
Theorem 2.3. Let (s,) converge. Then (s,) is first-order convergent iff the following conditions 
hold: 
(a) (Y = lim(a,+,/a,) exzkts with cx # 0; 
(b) if I a I = 1, then lim(Q,) exists; 
(c) if I (Y I= 1 and (Y # 1, then lim(Q,) f 1. 
In such a case, the asymptotic constant (i.e., lim(Q,)) is (Y. 
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Proof. Assume (s,) is first-order convergent with lim(Q,> = U. Then 0 < ( (T ( 6 1. If (T # 1, then 
(a) holds with cy = (T by Lemma 2.2(a); (b) and (c) hold trivially. If (T = 1, then (a) holds by the 
additional condition (l.lb) with cy = 1, (b) holds trivially and (c) vacuously. 
Conversely, assume (a), (b) and (c) hold. Then 0 < ( a I G 1 holds by (a) and by convergence of 
(s,). If 1 a I < 1, then lim(Q,> = (Y by Lemma 2.1(a). If I a I = 1 and (Y f 1, then lim(Q,) = (Y by 
(b) and (c) and Lemma 2.1(b). If (Y = 1, then lim(Q,) = 1 by (b) and (c) and Lemma 2.1(c). 0 
Example 2.4. lim(Q,) = 1; lim(a,+ ,/a,) = (Y f 1, 1 a I= 1. 
Let (Y be any value such that a g 1 and I CI I = 1. Let 
such that 
(Ia) (p,) is a positive, nonincreasing sequence with 
(lb) C yti converges; 
(lc) lim(~J&) = 0; 
(P n: it 2 0) and (.yn: n 2 0) be sequences 
lim(PJ = O,lim(P,+l/&)= 1; 
lim 
Such pairs exist: p, = (n + 1)-r, y,, = (a + 1)-l” - (n + 2)-l/2 =&T(n-3/2), 
Define a,, = P,d’ + y,, for II 2 0. Observe that (s,) converges by Dirichlet’s Theorem [3, 
p.3151. It is quickly checked that lim(a,+,/a,) = LY. Observe that the values (cT=Op,+kak)/p, 
are bounded, because C(Pn+k - Pn+k+r) is absolutely convergent by (la) and summation by 
parts gives 
The normalized tail for (s,) can be written as 
Pn 
t, = Pn(yn +yn 
[i 
$ c p.,kak)a”+ f $ yn+k]- 
nk 0 nk 0 
Inside the brackets, one term remains bounded and the other tends to ~0. It follows that 
lim(t,) = ~0, which implies lim(Q,) = 1. 
Example 2.5. lim(Q,) does not exist; lim(a,+,/a,) = cy + 1, I a I= 1. 
This example is due to [4]. Here LY = - 1. Let (p,: y1 > 0) and (yn: ~1 > 0) be sequences such 
that 
(2a) (p,) is a positive sequence with lim(P,) = 0, lim(P,+ r/P,) = 1; 
(2b) (y,J is a positive sequence such that Cy,, converges; 
Such pairs exist: /I,, = (n + 1)-l, yn = r” with 0 < r < 1. (In fact, (y,J can be taken to be the 
zero sequence if appropriate interpretation of division by 0 is allowed in the discussion below.) 
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Define a*,, = p, + yZn, aZn+, = -P, + Y~,,+~ for n > 0. Since s2,, = P, + (70 + . . . +?zn), 
S2n+l = Y” + . . . +72n+17 it follows that (s,) converges to s = CFZOyk. It is easily checked that 
lim(a,+,/a,) = - 1 (= a). Th e normalized tails for (s,) can be written 
G =2TZYk -P, + E=2n+lYk 
t,, = @, + Y2n 3 t2n+1 = 
* -P, + Y2n+l 
Then (2~) gives lim(t,,> = 0 and lim(t,,+,) = 1, and (2.3b) gives lim(Q2J = 0 and lim(Q,,+,) = 
a. 
Example 2.6. lim(Q,> does not exist; lim(a,+,/a,) = 1. 
We wish to construct a sequence (s,: II 2 0) such that 
(a) s, = a, + * * . +a, converges; 
(b) lim(a,+,/a,) = 1; 
(c) <Q,> does not converge in C *. 
By (2.3b), (c) is equivalent to the nonconvergence of (t,) in @ *, and as Lemma 2.1(c) implies 
that lim(t,) = ~0 if it converges, (c) can be replaced by the equivalent condition 
(c’) (t,) has a bounded subsequence. 
A natural approach is the simultaneous construction of (a,) and (t,) by the recursion (2.lb), 
but an immediate difficulty is that the initial value t, requires the sum of the as yet 
unconstructed sequence (a,). The following lemma takes care of this difficulty. 
Lemma 2.7. Let (b,: n 2 1) satisfy 
(3a) b,#Oforn>l. 
Let (t,: n 2 0) satisfy 
(3b) t, = (b,)-‘(t,_, - 1) for IZ > 1 with t, given. 
Let the two sequences be related by 
(3~) lim(b,b, * * * b,t,) = 0. 
Then t, = 1 + b, + b,b, + b,b,b, + * . . and (t,) is the sequence of normalized tails for the 
comergent sequence s, = a,, + . ’ ’ +a,,, where a, is any nonzero value and a,, = a,b,b, ’ * * b,, for 
n 2 1. 
Proof. The recursion (3b) is well-defined by (3a), and we have 
t, = 1 + b,t, = 1 + b, + b,b, + . . . +b,b, . . . b,_, + b,b, . . . b,t,. 
The stated expansion for t, then follows by (3c), which also proves the convergence of (s,), and 
the interpretation of (t,) as normalized tails for the indicated sequence (s,) is immediate. 0 
We shall construct sequences (b,) and (t,) which also satisfy the properties 
(3d) lim(b,) = 1; 
(3e) (t,) has a bounded subsequence. 
The sequence (s,) satisfying (3a)-(3e) then satisfies (a>, (b) and Cc), giving the desired 
counterexample. 
The construction determines the values b,, t, on segments of indices NK_ 1 < n < NK for 
O=N,<N, <N,< 00.. Bounds on t, will be noted during the construction for eventual use in 
verifying (3~). 
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Let (p,: n 2 0) be a positive nonincreasing sequence such that lim(P,+r/&> = 1 and CP, 
converges. Notice @J/3,_ 1 G 1 and that necessarily lim(np,> = 0 (Olivier’s Theorem [3, p.1241). 
Step 0. Set t, = 0 and N, = 0. 
StepK, K>l.Given N,_,>,Oand t,Km,~(-K,-K+ll. 
n =NK_r + 1. Set 
BK 
b, = - 
PK-I ’ 
t, = (bJ’(r,,_, - 1). 
Notice 
K< PK-1 , -KG -t, < F(K+ 1). 
PK K 
n=N,_,+2 ,.“, N KP, +pK + 1. Set 
(2.4) 
where pK is chosen as follows: setting o = exp(ir/(2 K)), the recursion gives (RK = - tNK_! +, 
>K) 
t N,_,+l+p 
= -[[w-l+o-2+ . . . +w-P] -@-PR, 
(2.5) 
These points lie on a circle and, as p increases, the points move clockwise from the negative 
real axis ( p = 0) to the second quadrant (p = K) to the first quadrant (I, = 2 K) to the fourth 
quadrant (p = 3K). That the last point does indeed lie in the fourth quadrant can be seen by 
direct examination: 
tN,_,+1+3K = ;(l+cOt(~))+i(~COt(~)-f_RKi. 
The real part is clearly positive and, since R, 2 K and 
cot(x) < csc(x) < 5, for 0 <x < $IT, 
we have 
qtNK_,+l+3K )+ot(&)-;-RK<K-+K<O. 
Furthermore, for 2K <p < 3K, we must have 
=min(l+RK,fjl+cot($)))>l. P-6) 
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There is a unique value of p where the positive real axis is crossed. Take pK, 2K <pK < 3K, to 
be this value, so that 
Im(4vK_l+PK+1) > 0, Im(t NG,+PK+~ > < 0. (2.7) 
Also notice that all points defined here lie on the circle described by (2.5), so 
using 0 < csc(x) < ~/(2x) for 0 <X < 3~. 
It =&-I +p,+2. Set 
b, = exp(i0,), t, = (W1(t,_l - 1) 
where 8, is chosen as follows: writing t,_, = R exp(i$) gives 
Im( t,) = R sin(@ - 0,) + sin(8,). 
By (2.7), this expression is positive when OK = 0, nonpositive when 8, = r/(2K), so the 
expression must be zero for some 8, in [O, rr/(2K)], and this is the value chosen for 0,. Since 
R cod+) a 1 by (2.6) and R sin($) > 0 by (2.7), 
Re(t,)= R COS(+-eK)-cos(eK) 
= (R cos($) - 1) cos(8,) + R sin($) sin(8,) 2 0. (2.9) 
From I t, I f I t,_, I + 1 and (2.81, 
It,,lG2K+l+$=r(K+l). (2.10) 
K 
yt = NK_I +pK + 3,. . . , NK. Set 
b,=l, t, = (b,)-I(&-, - I>, 
where NK is chosen as follows: by (2.9), the initial point is on the nonnegative real axis, and the 
recursion shifts values to the left with the process terminated at tNK E C-K - 1, - Kl. Conse- 
quently, for all points constructed in this substep and by (2.10), 
It,lG2K+l+~(K+l). 
K 
The construction is now complete. 
To check properties (3a)--(3e), first observe that on Step K, K > 1, b, takes on the following 
values: 
exp(i0,) with 8, E 0, & , 
[ 1 1. 
D.K. Cope /Journal of Computational and Applied Mathematics 54 (1994) 51-63 59 
Properties (3a) and (3d) immediately follow. For NK_1 < n < NK, notice b,_,+, = PK/PK_I and 
( b, ( = 1 otherwise. Consequently, for NK_ 1 < n G NK, 
(2.11) 
Second, observe that (3b) holds automatically by the construction of (t,) and that (3e) holds 
because each step terminates with points moving along the real axis and passing within a unit 
length of the origin. 
Finally, all points constructed during Step K, K> 1, satisfy the bound 
It,l<2K+l+~(K+l), 
K 
so that 
I b,b, . . 
which tends to 0 as K increases since lim(PK) = lim(KPK) = 0. Property (3~) holds, and the 
example is complete. 
Example 2.8. lim(Q,> = 1; lim(a,+ Ja,) does not exist. 
Define u2,, = (n + 1>-2, a2n+l = (n + 1)-3. It is clear that (s,) converges and that 
lim(a,+ l/a,> d oes not exist. The normalized tails (t,) satisfy 
t 2n = (n + l)‘((n + 1)-2 + (n + 1)-3 + (n + 2)-‘+ *. . ) 
n+l 2 
’ I 
n+l 2 
>l+ - + + . . . 
\n +2 i 1 2n >f(n+2L 
t2n+1 = ( iZ+ 
Thus lim(t,> = 03, 
3. A power series representation 
1)3((n + 1)-3 + (n + 2)-‘+ * *. ) > 
(n + 1)3 
(n + 2)2 * 
and, by (2.3b), lim(Q,> = 1. 
Let (s,: y1 2 0) be a first-order convergent sequence, s, = a, + . . . +a,, with asymptotic 
constant u. We define the normalized generating function (NGF) for (s,) to be the power series 
e bkzk, defined by b, = 5 for n 2 0. (3.1) 
k=O u" 
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Notation and relevant identities for the normalized tail and first-order quotient are 
co n 
B(Z) = c bkzk, B,(z) = c bkzk, 
k=O k=O 
Q,(Z) = Bn+l(Z) -B(z) 
42(z) -B(Z) ’ 
Q,(z> Q,+,(z) - 1 bn+z 
Q,(z)-1 =b,+l” 
Q,(z) =zF L+*(Z) 
42+1(z) ’ 
1 
Q,(Z) = l- 
L+1(4 . 
V) 
(3.3a) 
(3.3b) 
(3.4a) 
(3.4b) 
(3.5a) 
(3.5b) 
These formulas are valid at each point z where B(z) converges (so that t,(z) and Q,(z) exist). 
In particular, the formulas are valid at z = (T, where all quantities reduce to the analogous 
quantities for the original sequence: s, = B,(o), s = B(a), etc. 
We define two first-order convergent sequences to be equivalent iff they have the same 
NGF. This is an equivalence relation on the class of first-order convergent sequences, and the 
sequences in the equivalence class for an NGF are precisely the points in its domain of 
convergence where first-order convergence occurs. Theorem 3.1 provides a simple characteriza- 
tion of NGFs and describes the major component of these equivalence classes. 
Theorem 3.1. The following are equivalent: 
(1) B(z) is the NGF for some first-order convergent sequence; 
(2) lim(b,+,/b,) = 1; 
(3) (t,(z)> converges uniformly to (1 - 2) -i on compact sets in 1 z I< 1; 
(4) <Q,< z)> converges uniformly to z on compact sets in 1 z I< 1. 
In particular, first-order convergence occurs for all z such that 0 < I z I< 1. 
Proof. (1) implies (2): Let (B,(V)) be first-order convergent with asymptotic constant (T. If 
(T = 1, then lim(b,+,/b,) = 1 is simply the additional condition (l.lb). If (T # 1, then 
lim(b,+ ,/b,) = 1 follows from (3.4b) and lim(Q,<a>> =CT # 0. 
(2) implies (3): It is sufficient to show (t,(z)) converges uniformly to (1 -z>-’ on each set 
I z I <p, 0 <p < 1. Pick E > 0 such that (1 i E)P < 1. Set b,+l/b, = 1 + l ,+i. By 
thereisanNsuchthat (E,(<Eforn>N.For (z(<p, 
~t,(z)-(1-z)-‘~=~~o(~-1)zk~~~~~(1+~~+k)~~~(1+L.+1)-1 
n 
assumption, 
Pk. 
D.K Cope /Journal of Computational and Applied Mathematics 54 (1994) 51-63 61 
Notice 
eiej + . . . + terms E,+~ .** E,+~ 
II 
=(1+&1. 
Uniform convergence on I z I G p then follows from 
It,(z) - (1 -z1-‘I 4 E (cl+ 4” - lb” = (1 _ (1 +;p)(l _p) * 
k=l 
(3) implies (4): It is easily shown that if (F,(z)) converges uniformly to F(z) on a set D and 
F(z) is bounded away from zero on D, then (l/F,(z)) converges uniformly to l/F(z) on D. 
Combining this result with (3Sb) and the assumption of uniform convergence for (t,(z)) gives 
the uniform convergence of <Q,< z)) to z on compact sets in I z ( < 1. 
(4) implies (1): Take the first-order convergent sequence to be (B,(z)) for any z in 
O<lzl<l. 0 
For example, every hypergeometric function of the form ,+,F, is an NGF. Notice Theorem 
3.1 classifies power series in an “all-or-none” fashion: either a power series shows first-order 
convergence at no point of its domain of convergence or it shows first-order convergence at all 
points except the origin and possibly boundary points. 
The characterization of Theorem 2.3 provides a test for first-order convergence at boundary 
points. Theorem 3.4 gives a simpler sufficient condition and is motivated by a sufficient 
condition for ordinary convergence at the boundary (Lemma 3.3). A necessary statement of 
summation by parts is given in Lemma 3.2. Here A is the forward difference operator: 
AC, = c,,+~ -c,. 
Lemma 3.2. Let lim(c,z,“) = 0 for some z0 # 1. If C~=O(Apck)z~ converges for somep 2 0, then 
CT =o(A4~k)z,k converges for all q > 0 and the following relation holds: 
kcockz,$ = & + ;lAy’; + -** + (“;l”;!-’ + (1 :;’ >” c (A”c,)& 
ZO ZO zO k 0 
Proof. We first show that if C(APdk)z,k converges for p = 0 or p = 1, then it converges for both 
p = 0 and p = 1. By summation by parts, 
~d,z,:=d,+,(l+z,,+ .*. +z,N)- f (Ad,)(l+z,+ ... +z,k) 
k=O k=O 
= d 
N+l 
d0 
= -d,+, g + 
0 
- + & c (Adk)z;. 
1 -z. 0 k-0 
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Since dN+ I zr+ ’ + 0 by hypothesis, convergence of either series implies the convergence of 
both, giving 
P-6) 
Now suppose C(APc,)z~ converges for p > 1. Apply (3.6) with d, =Apelck, then d, = 
AP-*ck, etc. (noting Ap-‘ckz[ + 0, A “-*ckz~ + 0, etc. since ckzt + 0); then with d, = Aptlck, 
etc. The stated result follows. q 
A sequence (s,) is eventually of one sign iff either s, > 0 for sufficiently large II or s, G 0 for 
large 12. If lim(S,) = 0 and (Aps,) is eventually of one sign (p fixed), then (A*s,) is eventually of 
onesignforq=p-l,...,O. 
Lemma 3.3. Let lim(b,) = 0. If Ab, is eventually of one sign or, more generally, if C I APbk I 
converges for some p > 1, then Cb,z,k converges for ah 1 z. I= 1, z. Z 1. 
Proof. Notice C(Ab,) converges because lim(b,) exists. If Ab, is eventually of one sign, then 
C ) Ab, ( converges, so the first assumption is included in the more general case. 
Now assume C I APb, I converges for some p 2 1. Then C(Apb,)z,k converges for I to I = 1 
and, by Lemma 3.2, Cb,z,k converges for I z. I = 1, to # 1. 0 
Theorem 3.4. (1) Let lim( b,) = 0 and lim( b,, ,/b,) = 1. If A*b, is eventually of one sign, or, 
more generally, if 
then Cb,z,k shows first-order convergence for all 
(2) Let Cb, converge and lim(b,+,/b,) = 1. 
shows first-order convergence for z. = 1. 
I z. I= 1, to z 1. 
If (b,) is eventually of one sign, then Cb,z,k 
Proof. (1) Since lim(b,) = 0, C~=,(A*b,> = -Ab,. If (A*b,> is eventually of one sign, then 
CT=, lA*b, I = I Ab, I for sufficiently large n, and Cy=, I A*b,/b, I = I AbJb, I = ( b,+Jb, - 1 I + 
0. So the first assumption is included in the more general case. 
Now assume lim(CT_ I(APbk)/bn I> = 0 for some p 2 2. By Lemma 3.2, for I to ( = 1 with 
zo + 1, 
m bn+k 
t,(zo) = c ,-4 
k=O n 
1 4 zo Ap-lb p-1 
(Izozo)” + 
’ 
= ___ + b, (1 _ zo)2 + * ’ * + 
n 
1 -Lo b, (I ‘“,o,’ k=O 
c “;+kz;. 
n 
Then Aqb,/b, + 0 for q = 1, 2,. . . , p - 1 because b,+Jb, + 1. The last term tends to 0 by the 
assumption. Hence t,(z,> -+ (1 - zo>-’ and, by (3.5b), Q,<z,> * zo. 
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(2) Since b, is real-valued for large n and since b, + 1 /b, tends to 1, all the terms b, have the 
same sign for large ~1. The series for (t,(l)) consists of positive terms with initial terms 
approaching 1 as it increases. Thus t,(l) + +a and, by (3Sb), Q,(l) -+ 1. •I 
Theorem 3.1 related NGFs and the convergence of (Q,(z)> to z (and (t,(z)) to (1 -z)-~). 
Theorem 3.5 obtains a corresponding uniqueness result: if the first-order quotients for a power 
series converge, then the limit must be cz (or (1 - cz>-’ for the normalized tails). Here c is a 
scaling factor; the case c = 0 corresponds to higher-order convergence. A deleted neighbor- 
hood of the origin is a set U - (O}, where U is a neighborhood of the origin. 
Theorem 3.5. Let B(z) = CT= 0 b, t k converge on some neighborhood of the origin with b, # 0 for 
sufficiently large k. Then the following are equivalent: 
(1) lim(b,+ ,/b,J = c; 
(2) ( tn( z)) converges uniformly to (1 - cz) - ’ on some neighborhood of the origin; 
(3) (t,(z)) converges on some deleted neighborhood of the origin to a limit function not 
identically 0; 
(4) (Q,(z)) converges uniformly to cz on some neighborhood of the origin; 
(5) <Q,(z)> converges on some deleted neighborhood of the origin to a limit function not 
iden tically 1. 
Proof. (1) implies (2) by an argument similar to that of Theorem 3.1. (2) implies (3) is 
immediate. (3) implies (1) by (3.3b), 
b ntl L(z> - 1 
--= 
4 ztn+d4 ’ 
and selecting z # 0 where lim(t,(z)) # 0. (2) and (4) are equivalent by (3.5b). (4) implies (5) is 
immediate. (5) implies (1) by (3.4b) and picking z # 0 with lim(Q,(z)) # 1. q 
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