With the advent of multi-spectral thermal imagers such as EOS's ASTER high spatial resolution thermal imagery of the Earth's surface will soon be a reality. Previous high resolution sensors such as Landsat 5 had only one spectral channel in the thermal infrared and its utility to determine absolute sea surface temperatures was limited to 6-8 K for water warmer than 25 deg C. This inaccuracy resulted from insufficient knowledge of the atmospheric temperature and water vapor, inaccurate sensor calibration, and cooling effects of thin high cirrus clouds. We will present two studies of algorithms and compare their performance. The first algorithm we call "robust" since it retrieves sea surface temperatures accurately over a fairly wide range of atmospheric conditions using linear combinations of nadir and off-nadir brightness temperatures. The second we call "physics-based" because it relies on physics-based models of the atmosphere. It attempts to come up with a unique sea surface temperature which fits one set of atmospheric parameters.
Introduction
Modern multi-spectral sensors have both more bands and better calibration. Additional knowledge about the atmosphere can be derived using bands located in atmospherically interesting regions such as the water vapor band near 0.94 im and the cirrus band near 1.37 jim. Most often however the atmospheric parameters must be retrieved from the data itself. Such an approach is the split-window technique (Sobrino et al, 1993) which is used for 3 channel data from AVHRR.
An example of how different the observed top-of-atmosphere (TOA) brightness temperatures can be for different atmospheres is shown in Fig. 1 . For a given measured brightness temperature of 290 K we could have an sea surface temperature (SST) ranging from 294 to 298 K in the mid-wave (MWIR) and 292 to 301 in the long-wave (LWIR). The errors increase with higher SST. Note that the referred atmospheric cases (A, B and C) in Fig. 1 do not correspond to the cases used in section 4. The starting point (case A) is a US standard atmosphere with a columnar water vapor amount of 0.74 g/cm2 , tropospheric aerosol and no cirrus cloud. Case B is obtained by replacing the aerosol by urban aerosol with 5 km visibility. Case C adds a high visible cirrus cloud and case D increases the columnar water vapor amount of 3.5 g/cm2.
Two approaches were investigated. The first we call "robust" because it retrieves sea surface temperatures quite accurately over a fairly wide range of atmospheric conditions using linear combinations of nadir and offnadir brightness temperatures as observed in multiple spectral bands. An advantage of the robust method is that it requires no additional input about the atmosphere, e.g. meteorological information. We quantify how two looks improve the sea surface temperature accuracy. The second algorithm we call "physics-based" because it uses measured atmospheric parameters in radiative transfer computations to derive water vapor, effective atmospheric temperature and sea surface temperature simultaneously. The advantage of the "physical" method is that we can incorporate additional information, e.g. from other spectral channels and meteorological data. 
Simulation of a multi-spectral thermal image for a diffraction limited instrument
In order to test the retrievals, we constructed test data using artificial and measured temperature distributions. We also studied the effects of the system point spread function, system noise and calibration accuracy on the temperature retrieval accuracy. Assuming a diffraction limited telescope the blur spot diameter (related to the width of the point spread function) in the mid-wave channels is about half the size in the long-wave infrared. Thus a land-water boundary would appear sharper in the MWIR than in the LWIR for the same ground sampling distance (GSD).
Various image restoration methods were investigated to sharpen the LWIR imagery near land/water boundaries and to recover details lost by the increased GSD of off-nadir looks. Another approach to retrieve sub-pixel temperatures is described in another paper in this conference by J. Szymanski et al, 1999 . The flow of data from the ground up to the sensor and into the data processing chain for the simulation of multi-spectral imagery in the thermal is shown in Fig. 2 for the nadir view data. A similar data stream exists for the off-nadir views with 2,...,5 channels depending on the set of weighting coefficients. Each module will now be described in some detail.
Temperature map:
The temperature map T (x, y) was derived for two types of scenes:
1. Artificial non-uniform checkerboard patterns of different widths and with two temperatures (see Fig. 3 .a).
2. A temperature map derived from multi-fractal simulation of ponds in a variable land temperature background (see Fig. 3 .b).
Atmospheric effects simulation:
An atmospheric radiative transfer code (MODTRAN 2) was used to simulate the atmosphere. Three different standard atmospheres were used to describe most atmospheric conditions: polar, US-standard and tropical atmospheres.
Since each atmospheres has a unique water vapor profile we scaled the amount of water vapor for tropical between 1.5 and 4.2 g cm2 in eleven steps, for US-standard between 0.74 and 2.1 g cm2 in five steps and for polar between 0.09 and 0.37 g cm2 in four steps. Thus we generated 20 different atmospheric states. For each of them we considered urban (visibility is 5 km), rural (visibility is 23 km) and tropospheric (visibility is 50 km) aerosols. To apply the temperature retrieval to non-ideal situations we included cloud free conditions with and without volcanic aerosols as well as the possible existence of a cirrus cloud. The cirrus was varied in its geometrical thickness (0.2km, 0.5km Table 2 for band limits. Abbreviations: 1/f stands for correlated noise, \VGN stands for "white Gaussian noise and PSF for the system "point spread function". Before the sensor measured radiances are converted into a surface temperature we attempt to sharpen the image in such a way that the radiometric accuracy does not suffer and the noise does not increase beyond a certain limit. A number of image reconstruction methods were implemented: Maximum Entropy, Maximum Likelihood, Maximum Residual Likelihood, Goodness of Fit, Weighted Goodness of Fit, Pixon and Iterative Wiener Filtering.
2.6. Converting radiances to surface temperatures:
1 . Because we have a finite band width we cannot use the inverse Planck blackbody function. Instead we use a polynomial fit to convert the restored band-integrated radiance L,2(x, y) for the band i image to a brightness temperature map i',(x, y):
where qi,, is a polynomial fitting coefficient.
2. Compute the estimated sea surface temperature i'(x, y) with the robust linear fitting procedure or with a physics-based retrieval method.
3. Compute the root mean square error (RMSE) between the estimated SST's and the true SST over one of N = 480 atmospheric cases j for an image of N by N pixels:
A simulation program using all previously described modules was written and run for the non-uniform checker pattern in Figure 3 .a with two temperatures, 290 and 300 K. The atmosphere selected was a cirrus-free US standard atmosphere with tropospheric aerosols and a water vapor amount of 1.6 g/2. The SNR for WGN was set to 150, 100, 500, 500 and 500 for the five channels (2 in the MWIR and 3 in the LWIR) and the SNR for 1/f noise was set to 1000 for all channels. The resulting histogram of the temperature error shows a smaller standard deviation than if no image restoration was performed. This indicates that boundary pixels moved closer to the SST correct temperature. The systematic temperature error remained about the same for restored vs un-restored SST retrievals.
Robust SST retrieval algorithm
The robust SST is based on work done by Barton et al, 1989 , for the Along Tracking Scanning Radiometer (ATSR). The method uses 1 channel in the MWIR around 3.7 ,m and 2 channels in the LWIR around 10.8 and 12.0 ,am, which are affected differently by the water vapor continuum. To study the improvement for 5 channels we selected 2 in the MWIR and 3 in the LWIR. A spectral channel combination was chosen which does not make use of the water vapor continuum in the 10 to 12 pm region. We found that locating two of the 5 channels near water absorption wavelengths gave similar performance to a system which had used the split channel technique (Topliss, 1995) . Additionally, we found that the RMSE SST error was cut in half by combining radiances from two looks taken within a few minutes from each other: one at nadir and one at 60 degrees from nadir. During the daytime channel 1 is contaminated with scattered solar radiation andthus must be eliminated in the SST estimation. The basic equation for the robust SST algorithm for SST estimate T can then be written in terms of TOA brightness temperatures Tm,, as:
i:=1 or 2 where the weighting coefficients T0, a1 and b, are determined using a linear procedure. Tm,, are the TOA brightness temperatures obtained using eq.(2). Details of the algorithm have been published elsewhere (Tornow et al, 1994) . We repeat the channel band limits and used water emissivities here for completeness and further reference in Table  2 . Note that this algorithm assumes that the atmosphere is stratified the same for both looks, a condition violated in the presence of water vapor inhomogeneities and/or cirrus clouds. Table 3 . RMSE Temperature retrieval error in K using right and wrong atmospheric prior information (P1) and 8 measurements 3.1. Results:
In order to match the wide range of possible conditions we divided the atmospheric conditions into three regions: dry (0.09 -2.05 g/crn2), medium (1.84 -3.27 g/cm2) and wet (3.07 -4.19 g/cm2). For each region a set of 9 weighting coefficients for eq. (3) were computed (5 nadir looks and 3 off-nadir looks). All atmospheric states include no or high/low altitude sub-visual cirrus with up to 0.5km geometrical thicknesses the SST was between 273 and 290 K. From an unpublished report by Tornow and Borel from 1994 we repeat one salient result of the performance of the robust SST retrieval method. Table 3 illustrates the importance of using the correct prior information. There is an increase of the RMSE temperature error when the wrong prior information (which set of weighting coefficients) was selected.
Effects of degraded spatial resolutions for the off-nadir looks were not taken into account. For large weighting coefficients for off-nadir look temperature images the SST image could potentially be degraded to the spatial resolution of the off-nadir data.
Physics-based SST retrieval algorithm
In the previous section we have seen that the robust algorithm uses a linear fit to measured top-of-the-atmosphere (TOA) brightness temperatures for nadir and off-nadir (60 degrees) looks. Unfortunately the algorithm relies on a large set of atmospheric cases which is complex to compute. However, once the weighting coefficients in eq.(3) are determined the method is very simple and fast to use.
A physics-based algorithm was developed to check the consistency of the robust SST retrievals. The main idea is that the atmospherically-corrected SST temperature should be the same in all thermal channels. The measured radiance for channel i can be modeled as:
where & is the water emissivity, B2(T) is the band-averaged Planck function for band i, with the subscripts w indicating water and a indicating the atmosphere. Note we neglect the reflected down-welling radiance of the atmosphere because it is a small contribution over high-emissivity water surfaces. The columnar water vapor dependent transmission is written as r(CW). Solving eq.(4) for the estimated SST temperature T,2 for the i-th channel: 
The known quantities are the measured radiance at the sensor Lm,i and the surface emissivity the unknown quantities are the effective atmospheric temperature Ta and the columnar water vapor CW. We introduce an offset temperature here to compensate for errors introduced by the calculation of the band-averaged quantities using older LOWTRAN mode was actually used which reports data every 10 cm'). While the introduction of such a temperature offset is not very elegant, it might be a useful tuning mechanism for an operational system. Using a network of radiometers, such as the one planned to be deployed at Lake Tahoe for the vicarious calibration of MODIS and ASTER, we will be able to generate fT from coincident observations for a number of different atmospheres. For now however these offset temperatures can be calculated using the algorithm steps described below. For example if we need for a desired average water temperature, e.g. T=300 K, for each standard atmosphere using a 23 km visibility by computing the retrieved SST for the smallest RMSE temperature we simply:
where we set = 0 in eq.(5). Using this method we force the retrieved temperature error to zero for a water surface at 300 K. For the US standard atmosphere we obtained 
J. Johnson and W. Clodius found (internal communication, 1995) that the following equation is a very good approximation for the band-averaged atmospheric transmission rj (CW):
T(CW) = exp{(-9 + B(9-)C2)]
where A2 , B2 and C2 are fitting parameters obtained by varying the columnar water vapor for nadir looks. In Table 4 we list the fitting coefficients for one of the four standard atmospheres we used. The fitting coefficients were obtained by scaling the water vapor amount in each atmospheric layer and running MODTRAN 2 for these new custom profiles. Note that the relation between optical depth and columnar water amount is very nonlinear for channels K and L, which have many water absorption lines.
Algorithm steps:
1. Find pixels with water in the image. 3. Select the standard atmosphere k which is the best fit based on the smallest standard deviation crk of retrieved water temperatures T,2.
Results for single-pixel SST retrieval:
The results of the physics-based algorithm were obtained by computing a TOA radiance set of 5 band-integrated radiances for 5 different surface temperatures using one of the 480 atmospheric cases discussed in the section on the robust SST retrieval. In Table 5 we list the true SST T, the standard deviation a(T,j) over the estimated SST's and the temperature error T -T, where T is the average over T. Equation (5) was used with the transmission model of equation (4) to estimate the SST in each channel. The SST's in each channel were computed on a grid of equally spaced atmospheric temperatures over a range from 250 to 289 K in 1 K steps and for columnar water vapor amounts ranging from 0 to 4.875 g/cm2 in steps of 0.125 g/cm2. We did not attempt to use an optimization method to find the optimum solution. In Fig 4 the standard deviation of the retrieved SST is shown as a function of CW and Ta . Note, there are some isolated points on the right side of the plot which come about from the way the standard deviation is calculated. As the atmospheric parameters are changed it may happen that some atmospherically corrected radiances become negative as the atmospheric temperature increases. We just eliminated such radiances in the inverse Planck function computation and calculated the standard deviation for the remaining invertible positive radiances.
In Table 5 we specified a clear atmosphere (case A) for the left table and a 0.2 km thick low cirrus cloud for the right table (case B), both have a US standard atmosphere and rural aerosol (23 km visibility) with 1.6 g/cm2 columnar water vapor amount. For the clear atmosphere the estimated columnar water vapor amount ranged from 0.5 to 2.5 g/cm2 while the effective atmospheric temperature Ta varied from 268 to 279 K. This behavior is expected from Fig. 4 which shows a band of possible solutions minimizing For the low cirrus case the estimated columnar water vapor amounts ranged from 0.625 to 2.375 g/cm2 and the effective atmospheric temperature Ta ranged from 269 to 280 K. We repeated the calculations described above for just 4 channels and found the temperature error was higher than 1 K for higher SST's and moist atmospheres, but still less than 0.5 K for all other cases. Thus we believe we will be able to use this method for day and night time data sets. Now we investigate the effect of having a much more complex atmospheric case. Using a tropic atmosphere with high cirrus of 0.2 km thickness , urban aerosols and a water vapor amount of 3. 1 g/cm2 (atmospheric case C) , we found excellent agreement of less than 0.5 K near the nominal 300 K SST that was used to compute the 5T2 offset temperatures. The error increased to 1.1 K for a SST of 290 K and to 1.5 K for 310 K. Larger errors of 4.6 and-2.5 K were computed for SST's of 280 and 320 K. The retrieved CW was 0.125 -3.375 g/cm2 and the effective atmospheric temperature was 272-280 K. The small standard deviation a(T,) clearly indicated that a tropical atmosphere was used. One observation is that there seems to be no easy way to retrieve CW and Ta consistently for a range of SST. With 4 to 5 channels the temperature retrieval accuracy is better than 0.5 K for a range of SST's and is insensitive to the retrieved CW and Ta . A possible solution to this problem lies in using other spectral channels, e.g. near the 940 nm water vapor absorption feature, to estimate the water vapor independently. Unfortunately this is difficult over water since the water's reflectivity is very low in the near infrared. Using the atmospheric pre-corrected differential absorption (APDA) technique (Schlaepfer et al, 1998) it is possible to estimate CW over water given high sensor SNR and hazy conditions. Given such an estimate of CW it should then be possible to get a better estimate of Ta. If we however are only interested in a good estimate of SST we can use the single-pixel method with the understanding that the retrieved effective atmospheric temperature and columnar water vapor amount could be totally wrong.
Multi-pixel SST retrieval:
The results in the previous sub-section suffer from the inability to retrieve consistent CW and Ta . However for a special case it is possible to retrieve both atmospheric parameters with quite acceptable accuracy. Running the previous methods we discovered a similarity of the standard deviation a(T,) of the retrieved brightness temperatures as a function of CW and Ta for different SST's (see Figure 4) . All show an upward sweeping valley of good solutions which minimize
In Figure 5 we plot the location of the local minima for a fixed atmospheric temperature using symbols for the 5 different SST's. We can see clearly that the minima seem to converge at a particular C and Ta location that could be determined by computing intersections of curve fits to the plotted points. However, a much more elegant method was suggested which has been used to verify that the optimum CW and Ta location can be used to accurately retrieve SST's. The following additional steps need to be implemented:
1. Select a number of temperatures over a range of SST's of interest, e.g. we just used the previously discussed 5 temperatures T,3 = 280, 290, 300, 310, 320 K.
Compute a(i) as a function of CW and Ta for each temperature T,3.
A: Clear US Standard Atmosphere B: 0.2 km thick low cirrus US Std. Atm. 4. Find the optimum CW and Ta by finding the minimum of aavg(CW, Ta). In Figure 6 we plot the region where 0avg(CW,Ta) < 1 K.
5. Run the physics-based SST using the found optimal values of CW and Ta.
The retrieved atmospheric parameters and the SST RMSE are listed in Table 6 for each atmosphere type. Note the small SST RMSE of 0.185 K for the standard atmosphere case for the large range of covered SST's. The RMSE is 0.58 K for atmospheric case B. Both retrievals show the atmospheric temperature at 274 K for all atmospheres and the retrieved water vapor amount is not far from the 1.6 g/cm2 reported by MODTRAN.
Discussion
The two described SST retrieval methods have similar errors in temperature retrievals.
The robust method is insensitive to many atmospheric conditions and should be used when little information is available over a site of interest. The two-looks required by the method to achieve a good SST retrieval are challenging to realize and may lead to a spatial degradation of the SST map.
The physics-based method yields better results when the approximate atmospheric state is known and most importantly does not require a second look to improve the accuracy. The physics-based method retrieves in general very accurate SST but fails to retrieve usable CW and Ta for single-pixel SST retrievals. When multiple temperatures are present in a scene with a homogeneous atmosphere the physics-based multi-pixel SST retrieval is able retrieve meaningful CW and Ta values. Atmosphere RMSE(I',, T) CW0,t Ta Table 6 . RMSE Temperature error using multi-SST retrieval for two atmospheres. If the columnar water can be determined by other means (e.g. APDA, using sun-glint views over water) then the SST can be determined on a pixel-by-pixel basis for an in-homogeneous atmosphere. We hope to extend the physics-based method to retrieve emissivities and temperatures over land which may be possible if water bodies are present and for data which includes water vapor information.
