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Une plateforme de micro-simulation de populations et du
comportement de mobilité adaptée au calcul parallèle
Application à la Belgique
par Johan Barthélemy
Résumé : L’objectif de cette thèse est la conception d’une plateforme de
micro-simulation de populations et du comportement de mobilité. Le micro-
simulateur repose sur la méthodologie dite par agent et exploite les techniques
de calculs parrallèle afin de traiter des populations de grande taille. En parti-
culier, la génération d’agents et la modélisation de leur mobilité pour la Bel-
gique seront abordés. La première étape consiste à développer un générateur
de populations synthétiques dont les caractéristiques principales sont la non-
utilisation d’un échantillon significatif de la population et sa capacité à gérer
des incohérences dans les données disponibles. La demande de transport est
alors générée par un modèle stochastique basé sur les chaînes d’activités et qui
ne requiert qu’une quantité limitée de données. Finalement cette demande est
affectée sur le réseau routier au moyen d’une approche comportementale re-
posant sur le concept d’agents stratégiques, et non pas via un modèle classique
d’affection dynamique du trafic basée sur des méthodes de simulations.
A parallelized micro-simulation platform
for population and mobility behaviour
Application to Belgium
by Johan Barthélemy
Abstract: This thesis aims at developing an agent-based micro-simulation
framework for (large) population evolution and mobility behaviour. More
specifically we focus on the agents generation and the traffic simulation parts
of the platform, and its application to Belgium. Hence we firstly develop a
synthetic population generator whose main characteristics are its sample-free
nature, its ability to cope with moderate data inconsistencies and different
levels of aggregation. We then generate the traffic demand forecasting with a
stochastic and flexible activity-based model relying on weak data requirements.
Finally, a traffic simulation is completed by considering the assignment of the
generated demand on the road network. We give the initial developments of a
strategic agent-based alternative to the conventional simulation-based dynamic
traffic assignment models.
Thèse de doctorat en Sciences Mathématiques (Ph.D. thesis in Mathematics)
Date: 25/04/2014
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Introduction
It is far better to foresee even without
certainty than not to foresee at all.
– Henri Poincaré
Transportation plays a key role in societies. In developed and developing
countries, a large majority of individuals is travelling every day to perform
daily activities and exchange goods. As a result the transportation system of
a country is closely related to development of its economy by meeting travel
demand of people and allowing the transport and the exchange of resources
(Mathew and Krishna Rao, 2007). Nevertheless transportation is also endowed
with negatives effects: growth of transportation demand can lead to an increase
of accidents, environmental issues such as air and noise pollutions and energy
consumption.
Understanding the dynamics of transportation system has then naturally
become a major research field. The computer assisted transport simulation
has a long history since firsts attempts when developed in (Mathewson et al.,
1955). Since a couple of decades these tools have become widely accepted
amongst the research community and countless applications are grounded on
such tools (Pursula, 1999) including transportation network optimization, land
use planning, decision making for public transport policy, environmental quality
improvement, transport demand forecasting and evaluating future infrastruc-
ture improvements.
This thesis is concerned with the development of a traffic simulation within
the VirtualBelgium framework, an agent-based platform aiming at developing
understanding of the evolution of the Belgian population using agent-based
simulations and considering various aspects of this evolution such as demo-
graphics, residential choices, activity patterns, mobility, etc.
Agent-based systems
Complex systems characterized by many interacting actors occur everywhere
in our world, and mobility behaviour of individuals is clearly one of them. The
1
2 CONTENTS
complexity arises from the actors’ interactions in their environment which often
result in non-linear and emergent behaviours difficult to predict (Bazghandi,
2012). In other words, the whole system is more than the sum of its parts.
The recent advances in high performance and distributed computing paved
the way to efficient models and simulations for these systems using agent-
based models, also referred in this work as micro-simulation. The base unit of
these models, the agent, represents an actor of the considered system. Even
though there is no universally agreements on the term agent, Wooldridge (2008)
proposed the following definition.
An agent is a computer system that is situated in some environment,
and that is capable of autonomous action in this environment in
order to meet its design objective.
These models have various advantages helping us to enhance our under-
standing of a considered system (van Dam et al., 2012):
• they provide a natural description of the system by focusing on its actor;
• they are able to capture emergent phenomena and behaviours;
• and experiments are conducted in silico, a more cost-effective and time
saving approach than conventional experimentation.
Nevertheless there are challenging questions associated with agent-based mod-
els including agents generation, agents behaviour description and extreme com-
putational requirements. These issues will be discussed in this thesis for build-
ing our VirtualBelgium simulation framework.
State of the art review
As this work focuses on slightly different topics (agents generation, traffic de-
mand generation and assignment), we will present a review of the state of the
art of these specific topics at beginning of appropriate chapters.
Structure of the thesis
This document is divided into four chapters. Firstly Chapter 1 introduces the
VirtualBelgium’s base architecture, agents characteristics and gives an overview
of its structure.
Chapter 2 is then devoted to the agents creation with a sample-free synthetic
population generator. The presentation of the generation algorithm and its
application to the Belgian case is followed by convincing validation result.
In Chapter 3 we detail a flexible and stochastic activity-based model for gen-
erating travel demand and designed for nation-wide applications. The model
is formally described before putting it into practice with the Belgian synthetic
CONTENTS 3
population. Initial assessment of the model’s performance is then illustrated
by comparing the agents’ travel demand to real world observations.
Traffic flow simulation is addressed in Chapter 4, which describes a dynamic
traffic assignment model with strategic agents. The strategy, which gives to
the agents the ability to adapt their path with respect to perceived local traffic
conditions, is initially detailed and promising preliminary results are presented.
We finally conclude and give some perspectives of future works.
Contributions
Key results appearing in this document are the subject of three different papers:
the first one have been published in a peer-reviewed journal, the others are
submitted:
• J. Barthélemy and Ph. L. Toint. Synthetic population generation without
a sample. Transportation Science, 47(2), 266–279, 2013.
• J. Barthélemy and Ph. L. Toint. A stochastic and flexible activity-based
model for large population. Application to Belgium. Submitted in The
Journal of Artificial Societies and Social Simulation (February 2014).
• J. Barthélemy and T. Carletti. A dynamic traffic assignment model with
strategic agents. In preparation
Core foundations of the VirtualBelgium framework and the models presented in
this thesis are implemented in an open source project hosted on the SourgeForge
platform (http://sourceforge.net). The compatibility of the produced code
with existing open source tools has been a major concern. These implementa-
tion aspects constitute a significant part of the thesis contributions.
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Chapter 1
VirtualBelgium: a
micro-simulator for Belgium
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1.1 Introduction
This first technical chapter aims at introducing the core elements of the Virtu-
alBelgium agent-based micro-simulator in which the models developed in this
thesis are exploited.
The next section is dedicated to the description of the agents involved in
the VirtualBelgium micro-simulator and their environment. Then the organi-
sation of the traffic and socio-demographic modules is presented in Section 1.3.
Section 1.4 briefly introduces the platform and its foundations. We finally give
in Section 1.5 an overview of the structural design of VirtualBelgium before
detailing its compatibility with an agent-based framework for traffic simulation
in Section 1.6.
1.2 Agents and environment description
VirtualBelgium is an agent-based micro-simulator, focusing on simulating the
mobility behaviours and the demographic evolution of the Belgian population.
Therefore the agents will be individuals gathered in households. These house-
holds will be located in one of the 589 municipalities of Belgium displayed in
Figure 1.1. The individual agents will also evolve in an environment, namely
the Belgian municipalities and road network.
The spatial data used to generate this Belgian environment is extracted
from the OpenStreetMap project (Haklay and Weber, 2008). This collabora-
tive and open-source project aims to create a free editable map of the world and
provides contents under the Open Database License(1). It provides free down-
loads of spatial data from a large selection of themes, including roads, transit
lines, bicycle and pedestrian paths, tourist sites and land use layers. These
data have been favourably compared with proprietary datasources (Zielstra
and Hochmair, 2012).
As agent’s attributes, we have chosen characteristics wich are known to
significantly influence travel behaviour (Avery, 2011, Hubert and Toint, 2002,
Cornelis et al., 2012). Individuals’ and households’ attributes are presented
respectively in Tables 1.1 and 1.2. The generation process of these agents with
these attributes is fully described in Chapter 2.
1.3 VirtualBelgium’s modules
The mobility patterns of a given individual evolves together with his/her socio-
demographic characteristics. Therefore it is interesting to implement processes
representing an evolution process for the population of interest in order to fore-
cast the travel demand in the future as well as the socio-demographic evolution
(1)http://opendatacommons.org/licenses/odbl/
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Attribute Values
Gender male; female
Age class 0-5; 6-17; 18-39; 40-59; 60+
Age an integer in the range [0,110]
Socio-professional status student; active; inactive
Education level primary; high school; higher education; none
Driving license ownership yes; no
Activity chain a sequence of base activity
Table 1.1 – Individuals’ characteristics.
Attribute Values
Type
single man alone
single woman alone
single man with children (and possibly other adults)
single woman with children (and possibly other adults)
couple without children (and possibly other adults)
couple with children (and possibly other adults)
Children 0 to 5
Other adults 0 to 2 (mate not included)
Table 1.2 – Households’ characteristics.
Figure 1.1 – VirtualBelgium environment: the 589 Belgian municipalities.
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of Belgium. For instance, an individual agent should get older, give birth to
new agents, die, move out, find a mate, divorce, etc.
Consequently VirtualBelgium contains two complementary simulation mod-
ules’ sets, namely the traffic and the socio-demographic simulators as illustrated
in Figure 1.2. First the initial agents are generated, then the traffic simula-
tor module is executed. The socio-demographic evolution module can then be
applied to the agents to forecast a future population for which the travel de-
mand could be estimated by applying again the traffic simulator. Note that the
temporal resolution depends on the module: one tick of the traffic simulation
corresponds to one day in the agents’ life while it corresponds to one year for
the evolution module.
Agents generation
Socio-demographic
evolution
- aging
- births
- deaths
- couple dynamics
- migration
- ...
Traffic
simulation
Demand generation
(activity-based model)
Dynamic traffic assignment
(MATSim or strategic agents)
Figure 1.2 – VirtualBelgium modules.
The traffic demand generation and the dynamic traffic assignment are de-
tailed respectively in Chapter 3 and 4 and their required inputs are listed in
Appendix A. Since the scope of this thesis is focused on mobility behaviours,
the evolution processes will not be discussed in this document.
1.4 VirtualBelgium’s platform
The implementation of VirtualBelgium platform(2) has been achieved using
the standard C++ programming language and relies on the Repast for Hight
Performance Computing (HPC) 2.0 framework developed by Collier and North
(2012) at the Argonne National Laboratory (USA).
Repast HPC is an agent-based modelling system (ABMS) intended for large-
scale distributed computing platforms. This ABMS main characteristics and
how it compares to related works are summarized next (Dubitzki et al., 2012):
(2)representing more than 15,000 lines of code in its current 1.0 version
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• very large-sized model runs are supported, a feature that Drone (Koehler
and Tivnan, 2005) is missing;
• the agents are based on standard object-oriented programming tech-
niques, a more conventional approach than the finite state machines used
in the FLAME-II environment (Chin et al., 2012);
• the parallelization of more than just spatial simulations as in the SWAGES
platform (Scheutz et al., 2006) is possible;
• the framework relies on the Message Passing Interface, which is better
suited to massively parallel machines than the OpenMP-based approaches
(Massaioli et al., 2005). Indeed the latter assume a shared-memory ar-
chitecture not necessarily present across all the computing nodes of a
cluster;
• and it provides more flexible programming model than the ones based on
graphical processing units explored by (Lysenko and D’Souza, 2008).
The developed platform runs both on regular workstation or high perfor-
mance clusters running Linux systems. Submission scripts for the latter are
provided with the project, for clusters running either the SLURM(3) or Oracle
Grid Engine(4) resources manager. The installation and execution steps are
detailed in Appendix A.
VirtualBelgium is hosted on the SourceForge platform for open-source soft-
ware and can be downloaded from http://virtualbelgium.sourceforge.
net.
1.5 Overview of VirtualBelgium’s structure
An overview of VirtualBelgium’s structure, which follows the standard of agent-
based programming approach (van Dam et al., 2012), is illustrated on the class
diagram of Figure 1.3.
The agents (Individual and Household classes), their actions and the inter-
actions amongst them are ruled by a scheduler (belonging to the Model class).
These actions take place on the Belgian road network (the Network class).
In addition to the previous classes, two singleton objects take part in the
simulation. A singleton is a design pattern that restricts an object to have only
one instance of itself. This is particularly useful when exactly one instance of
object is required to coordinate actions and to be accessed across the system.
This design patter is naturally suited for the following classes:
• the Data class responsible for feeding the different modules with the re-
quired inputs;
(3)http://slurm.schedmd.com
(4)http://www.oracle.com
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• the RandomGenerator class providing various fast pseudo-random num-
ber generators. An implementation of our own generators was necessary
to insure the repeatability of the simulations on different computers. In-
deed there is no standard implementation for the built-in C++ random
generators (Press, Teukolsky, Vetterling and Flannery, 2007) which may
result in different generated pseudo-random sequences depending on the
implementation. The furnished generators are detailed in Table 1.6.
The distributed computing is then performed as follows:
• the agents are uniformly distributed across the processes and added to
their respective Model’s SharedContext;
• each process then executes iteratively the desired modules of the simula-
tion;
• at the end of each step, the inter-processes communications and synchro-
nisations are handled by Repast HPC.
The documentation of every class of the simulator is provided on-line at the
address http://virtualbelgium.sourceforge.net/doc/index.html.
1.6 Outputs and MATSim compatibility
VirtualBelgium’s traffic demand simulation described in Chapter 3 generates
several outputs(5) such as (interactive) origin-destination matrices, (animated)
maps representing the number of activities performed by the agents in every
municipality, etc. We refer the reader to the third chapter for illustrations of
these outputs.
One of the main outputs consists of a XML file describing the agenda of
every agent within the simulation. An example illustrating such an agenda
can be found in Section A.7. This generated XML output is compatible with
the open-source MATSim traffic micro-simulator currently developed jointly
at TU Berlin and ETH Zürich (Balmer et al., 2009). Consequently this well-
known and validated framework can be coupled with VirtualBelgium in order
to perform dynamic traffic assignment of the generated demand.
This traffic micro-simulation framework has been retained amongst the ex-
isting agent-based ones(6) for its open-source nature, active maintenance, sup-
port from the MATSim community, and successful applications in several lo-
cation including Switzerland (Meister et al., 2010), Tel Aviv (Bekhor et al.,
2012), the Netherlands (Horni et al., 2009) and Toronto (Gao et al., 2010b).
(5)detailed in Appendix A
(6)see the introduction of Chapter 4 for a brief literature review
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Figure 1.3 – Class diagram.
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2.1 Introduction
Micro-simulations, such as the activity-based travel demand model developed
within VirtualBelgium for transport demand forecasting, usually involve a large
number of agents. It then may be impossible or too expensive to obtain a fully
disaggregated data set describing the agents of interest. Moreover, if such a
data set were available, its use may also be problematic in some countries due
to stringent privacy laws. A way to address these issues is to construct an ar-
tificial population starting from known data about the true one. Consequently
synthetic population generation has recently received considerable attention
in the literature (Müller and Axhausen (2011) presents a good overview of the
techniques available in 2011). As it is obvious that the representativeness of the
synthetic population is critical for the simulation accuracy, a synthetic popula-
tion generator should therefore produce an artificial population approximating
the correlation structure of the true population as accurately as possible.
Techniques for synthetic population generation typically belong to either
the Synthetic Reconstruction (SR) techniques or the Combinatorial Optimiza-
tion (CO) methods. The SR methods generate a synthetic population given
joint-distributions of the population’s attributes, generally using a sample of
the population and the iterative proportional fitting procedure (IPFP) to gener-
ate the desired joint-distributions (see Wilson and Pownall, 1976 and Beckman
et al., 1996). The CO category is far less common. The CO methods divide the
area of interest in mutually exclusive zones for which a set of marginal distri-
butions of the desired attributes is available. Then a sub-set of a sample taken
over the whole population is fitted to the given set of margins for each zones.
We refer the reader to Voas and Williamson (2001) and Huang and Williamson
(2002) for a formal and complete description of these latter methods.
However, both SR and CO approaches usually make strong assumptions on
the data used in the process, and it is not always possible to ensure that they
can be satisfied in practice. In particular, this caused significant difficulties
in the generation of a synthetic population for Belgium. These difficulties
motivates the research presented here, where a new type of SR generator is
developed, obviating these data-related issues.
This chapter, based on Barthelemy and Toint (2013), is organized as follows.
In Section 2.2, we first present the standard approach for building a synthetic
population, from which the other Synthetic Reconstruction techniques are de-
rived. Section 2.3 then describes an alternative method, belonging to the SR
family, obviating the limitations of the conventional generation methods. We
next present in Section 2.4 the results of this new methodology applied to the
generation of a synthetic population for Belgium. Section 2.5 then compares
the new generator with an IPFP-based methodology. Concluding remarks are
finally discussed in Section 2.6.
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2.2 The standard approach
To date, the standard approach for building synthetic populations is based on
the method developed by Beckman et al. (1996), whose main idea consists
in merging aggregate data from a source covering the whole population with
disaggregated data from a sample in order to get a disaggregated data set for
the population of interest. Typically the aggregate data set is extracted from
an existing census and the disaggregated data set is drawn from a survey over
a sample of the population. The aggregate data consists of a set of marginal
distributions for the characteristics of interest of the true population: we refer
to these distributions and variables as the target and control variables. The
disaggregated data provides full information about the attributes of interest,
but only for a sample of agents, and is referred to as the seed.
The population synthesis procedure usually starts with identifying the rel-
evant (categorical) socio-demographic variables of the agents. Assuming that
there are n attributes of interest in the seed and denoting by V = {v1, v2, ..., vn}
the vector of variables representing these attributes, each combination of values
of vi therefore defines a socio-demographic group. The synthetic population is
then generated by a 2-steps procedure:
1. Starting from the seed, estimate the k−way joint-distribution of the true
population, where k ≤ n is the number of control variables, such that
the resulting distribution is consistent with the marginal distributions
(margins) of the target and preserves the correlation structure of the
seed.
2. Select agents from the sample and copy them to the synthetic population
in a proportion derived from the distribution computed in the previous
step.
These steps are discussed in the next two subsections, followed by a descrip-
tion of the limitations of this first approach and the proposed improvements
obviating these limitations.
2.2.1 Estimating the attributes’ joint-distribution using
IPFP
The most popular way to estimate a k−way joint-distribution table based on
known marginal distributions and a sample is the well-known iterative propor-
tional fitting procedure (IPFP) originally described by Deming and Stephan
(1940). This procedure is detailed below for k = 2, but can easily be extended
to higher dimensions.
Assume that a 2-way contingency table is built from the seed with initial
components piij ∈ IR+ were i and j respectively correspond to the level of the
first and the second variable. These piij correspond to the number of agents in
the sample for each combination of levels. Assume also that desired marginal
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distributions {xi•, x•j} (the target) are known ∀i, j. The IPFP then iteratively
updates the cells’ values depending on the marginal distributions of the target
until the margins of the computed table match the target’s ones, i.e. pi∗i• = xi•
and pi∗•j = x•j where the pi∗ij are the component values at the last iteration.
The adjustments at iteration l are computed by the equations
pil
′
ij = pi
l−1
ij .
x•j
pil−1•j
∀i, j; (2.1)
pilij = pi
l′
ij .
xi•
pil
′
i•
∀i, j. (2.2)
In order to produce an accurate estimate of the true distribution, the pro-
cedure ideally requires an initial representative sample of the true population
for building the initial multiway table (even if, technically, a multiway table
of ones can be used as a starting point of the procedure). This requirement is
important since Mosteller (1968) pointed out that the procedure preserves the
interaction structure of the sample as defined by the odd ratios
piij .pihk
piik.pihj
=
pilij .pi
l
hk
pilik.pi
l
hj
(2.3)
at each iteration l, were i 6= h and j 6= k stand for different levels for each
variable respectively. Moreover, according to Ireland and Kullback (1968), the
IPFP also produces the pi∗ij minimizing the discrimination information, also
known as the relative entropy or the Kullback-Leibler divergence, defined by∑
i
∑
j
pi∗ij ln
(
pi∗ij
piij
)
. (2.4)
Finally, Little and Wu (1991) showed that IPFP results in a maximum likeli-
hood estimator for the RAKE model which was judged "the best overall choice
... in the absence of knowledge of the form of the selection model [for fitting
to known marginals]".
2.2.2 Generating the synthetic population
Once the expected numbers of agents in every socio-demographic group are es-
timated, each sampled agent is associated with a probability of being included
in the synthetic population. This probability typically depends on the agent’s
sampling weight and the expected number of similar agents in the true pop-
ulation. Based on these probabilities, the approach of Beckman et al. (1996)
randomly draws agents from the sample using a Monte-Carlo procedure until
the expected number of agents is reached for each socio-demographic group.
When a sampled agent is drawn, then all its attributes, including the uncon-
trolled ones, are pasted to a new synthetic agent who is added to the synthetic
population.
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2.2.3 Limitations and improvements of the approach
Recent mobility surveys such as EGT (Direction Régionale de l’Équipement
d’Île-de-France, 2004), MOBEL (Hubert and Toint, 2002) or NTS (Avery, 2011)
suggest that the travel behaviour of an individual is significantly influenced by
the type and composition of his/her household. This points to a first limitation
of the conventional approach: it is very unlikely that analysts have access to
a single dataset detailing the joint-distribution of individuals’ and households’
attributes simultaneously. Since the estimation step of the algorithm described
in Section 2.2.1 is designed to deal with a single contingency table, the con-
ventional approach can consequently account either for individual-level or for
household-level control variables but not for both. In other words this process
results in a synthetic population where either the households’ or individuals’
joint-distributions match the desired ones but not both. Note that households’
distributions accuracy has often been preferred (Ye et al., 2009).
This strong limitation led several authors to propose interesting improve-
ments to this basic algorithm. Guo and Bhat (2007) designed a method to over-
come this problem by simultaneously controlling the individual- and household-
level variables. Their algorithm generates a population where the household-
level distributions are close to those estimated using the IPFP, while simulta-
neously improving the fit of person-level distributions. Arentze et al. (2007)
propose another method using relation matrices to convert distributions of in-
dividuals to distributions of households, such that marginal distributions can
be controlled at the person level as well. Ye et al. (2009) further build on these
contributions and suggest a practical heuristic approach called Iterative Pro-
portional Updating (IPU), based on adjusting households’ weights such that
both household- and individual-level distributions can be matched as closely
as possible. Control for households and individuals relationship, improvements
or alternative to the standard approaches are also investigated in Auld et al.
(2010), Pritchard and Miller (2009), Srinivasan et al. (2008) and Huynh et al.
(2013).
However, these improved approaches remain based on the IPFP (or the
IPU) and thus rely on the same assumptions on data quality, i.e. that the
aggregate data of the target is consistent in the sense that margins extracted
from available but different joint-distributions are equal. This is critical for
practical convergence of IPFP. They also assume that a significant sample of
the population of interest is available at the desired level of disaggregation,
from which synthetic agents can be extracted and duplicated. For example if
a class of agents is not represented in the seed then this particular class will
remain unpopulated in the final synthetic population. This could also be cured
by introducing small initial values in the unpopulated classes but this approach
remains unsatisfactory as it introduces unwanted bias.
These two strong requirements unfortunately limit the applicability of the
IPFP in real situations, such as the generation of a synthetic population for
Belgium at the municipality level. Indeed these requirements could not be met
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in this particular case. Firstly, a representative sample at the municipality level
(which is the desired spatial disaggregation level) is not available, and, even if it
was, the privacy issue would remain because the IPFP repeats the observations
of the sample as many times as necessary. Gargulio et al. (2010) have proposed
a sample-free generator to overcome this issue whose performance have been
favourably compared to a sample-based generator (Lenormand and Deffuant,
2013). A second problem is that all necessary informations, i.e. distributions,
are not available from a single source (which would hopefully guarantee consis-
tency), but have to be extracted from different datasets, typically produced by
different institutions and/or using different protocols or data cleaning mecha-
nisms. This results in significant differences between margins, as illustrated in
Table 2.1 (extracted from Cornélis et al., 2005) for the Charleroi district.
Joint-distribution Data Source Margins Prop.
municipality × gender × age GéDAP, 2001 405.491 1,00
municipality × household type GéDAP, 2001 380.653 0,94
municipality × education level GéDAP, 2001 426.372 1,05
municipality × activity status GéDAP, 2001 396.594 0,97
district × household type × age INS, 2001 357.884 0,88
district × education level INS, 2001 398.582 0,98
Table 2.1 – Inconsistencies between margins extracted from different sources.
In this table, the total number of inhabitants in the district is compared
among the data files used in the population synthesis. If one takes (for instance)
the first dataset as a reference, one immediately notices inconsistencies between
the different estimations with differences up to 12%, irrespective of the data
source (see last column of Table 2.1). These inconsistencies prevent the IPFP
process to converge. This could possibly be cured by considering the frequencies
rather than the number of agents themselves, but the issue of the missing
sample nevertheless remains. These difficulties motivate our proposal for an
alternative population synthesis tool which would not suffer from the lack of a
representative sample at the most disaggregated level and/or from (moderate)
inconsistencies between different data sources. This is the object of Section 3.
2.3 A new population synthesis technique
We start the presentation of our proposal by outlining its main steps before
the more formal description.
Our general philosophy is to construct individuals and households by draw-
ing their characteristics or members at random within the relevant distribution
at the most disaggregate level available, while maintaining known correlations
as well as possible. The algorithm implementing this principle, and illustrated
in Figure 2.1, consists of a 3-steps procedure for each spatial aggregation unit:
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1. a pool of individuals is generated, which we denote by Ind;
2. the households’ joint-distribution is estimated and stored in the contin-
gency table Hh;
3. the synthetic households are constructed by randomly drawing individu-
als from the individuals’ pool Ind. This is achieved while preserving the
distribution computed in the second step. Once a household has been
built, it is added to the synthetic population.
We now provide detailed information on each of these successive steps.
2.3.1 Step 1: Generating the pool of individuals
The first step aims at building the Ind pool of synthetic individuals for the area
of interest, by generating them one by one. In our method, each individual is
characterized by a vector of attributes V = (V1, . . . , Vn), whose components
may take a discrete set of values. We denote by vi the value taken by the
characteristic Vi for a particular individual. We would like to draw each vi from
known empirical distributions derived from available data. However, not every
distribution for Vi is known at the most disaggregate level, and we thus face
a hierarchy of levels. Our first step is then to merge the various distributions
available at the same disaggregation level using the IPFP technique (Frick and
Axhausen (2004) and Guo and Bhat (2007)), possibly substituting less reliable
values by their frequencies to handle inconsistent margins. This results in a
set of distributions V k, where k denotes the level of disaggregation (in our
case, municipality, district, nation). In accordance to the general principle
stated above, our idea is then to use, for each such characteristic, the most
disaggregate level available.
Specifically, a table V 0 corresponding to the numbers of individuals with the
attributes (v01 , . . . , v0n0) is first constructed from the most disaggregated data
available (at municipality level in our case). The missing attributes for each
individual in this table are then determined by finding the most disaggregate
level at which a joint distribution for the missing attribute and some already
known characteristic of the considered individual is available. The first of these
is then determined by a random draw in this (conditional) distribution. Once
all characteristics of an individual are defined, the pool Ind is updated.
Since some of the individuals’ characteristics are determined by draws from
distributions at aggregate levels, the margins extracted from the pool Ind for
these particular characteristics may be inconsistent with the known true ones.
For each attribute, a correction is then made to the agents of Ind to make
it consistent with their respective margins at the level 0. This correction is
computed by suitably shifting the attribute’s value of certain number of indi-
viduals, determined by the number of individuals with problematic attribute’s
values and the known distribution of this attribute. Only shifts between two
contiguous modality are allowed. For instance consider an attribute U whose
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Figure 2.1 – Synthetic population generator.
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modalities are u1, u2, u3 and u4, where
u1 ≤ u2 ≤ u3 ≤ u4. (3.5)
If an individual is initially characterised by u2, then the shift is either u1 or u3.
Note that these shifts can only be applied to numerical or ordinal variables.
2.3.2 Step 2: Estimating the households’ joint-distribution
We now consider the second step of our population synthesis procedure. Denote
by W = (W1, . . . ,Wm) the vector the of household-related attributes and by
wj the value taken by a particular households for the jth such attribute. Now
that a pool of individuals has been built, the next step is to find an estimator
of the households’ type contingency table, denoted by Hh, given data provided
by several different sources. Each cell of Hh thus corresponds to the number
of particular household of a type specified by a combination of the wj ’s (which
we call a household type). This problem is solved in two steps: a maximum
entropy estimate of Hh is first generated and subsequently improved by using
a tabu-search optimization process.
2.3.2.1 Entropy maximisation of the estimator
In our algorithm, the initial estimation of Hh is obtained as the solution of an
optimization problem, where the entropy is maximized under the (linear) con-
straints implied by the known margins on households’ types. This approach
has the advantages of producing a more reasonably spread-out distribution
amongst all types while keeping the constraints satisfied than would be pro-
duced by a least-squares formulation, say. The entropy maximization approach
is introduced here in an intuitive way inspired by Bierlaire (1991) and Ortúzar
and Willumsen (2001). For a more formal description, see Wilson (1974).
Consider a system consisting of a large number of distinct elements. A
full description of such a system requires the complete specification of each
micro-state of the system which involves in our case completely identifying
each household. At this stage, we are however, interested in a more aggregate
level called the meso-state, corresponding to the households’ distribution Hh.
Typically one meso-state can be associated with different micro-states. For
instance if two household heads with similar attributes are exchanged, then the
meso-state is unchanged but the associated micro-states are different. Finally,
the last and highest level of aggregation called the macro-state is the available
data on the system as a whole.
The basic idea of the method is to accept that, unless we have information on
the contrary, all micro-states consistent with the macro-state are equally likely.
This consistency is enforced, in our approach, by imposing equality constraints
given by the macro-state. If x = (x1, . . . , xp) is the vector of unknown cells of
Hh, Wilson (1970) showed that the number of micro-states E(Hh) associated
22 Chapter 2. Synthetic population generation
with the meso-state Hh is given by
E(Hh) =
(
∑
i xi)!∏
i xi!
. (3.6)
The function E(·) is called the entropy function. As it is assumed that all micro-
states are equally likely, the meso-state corresponding to the largest number
of micro-states (and thus the most likely) is that maximizing (3.6). Using
the natural logarithm and Stirling’s short approximation (Dwight, 1961 and
Kreyszig, 1972), the corresponding objective function of this problem can then
be approximated by
min
x
∑
i
xi ln(xi)− xi (3.7)
under the constraints on households types given by the macro-state.
Unfortunately, due to the inconsistent nature of the available data, as ex-
posed in Section 2.2.3, the constraints of this optimization problem are also
formally inconsistent. Our approach is then to impose only a subset Ω of them
corresponding to the data of highest quality as strict constraints, the others
being then incorporated in the objective function in a form penalizing their
violation. Each of these latter constraints p is affected with a weight defined
by npσ where σ is a penalization parameter and np is the number of households
involved in p.
Note that the problem constraints are all linear, and can therefore be repre-
sented in matrix form by the system Ax = b, where A contains the coefficients
of the variables and b the independent terms. Denoting by Aσ and bσ the matrix
and the vector derived from the subset of the scaled inconsistent constraints,
the new objective function can now be formulated as
(EN) min
x
‖Aσx− bσ‖22 +
∑
i
xi ln(xi)− xi (3.8)
and the minimization is then carried out under the constraints in the set Ω only.
This optimization problem is solved using an augmented Lagrangian algorithm,
as implemented in the (freely available) LANCELOT package (Conn et al., 1992
and Gould et al., 2003). In general the solution of this optimization problem
yields a non-integer solution, which is unsuitable for representing households’
numbers. The solution’s components of this optimisation problem are then
rounded and the value.
fEN (xˆ) =
∑
i
wi|cˆi − ci|+
∑
i
xˆi ln(xˆi)− xˆi (3.9)
is computed, where xˆ, cˆi, ci and wi denote the rounded solution of (EN), the
computed and the desired value of the ith constraint and the associated weight
depending on the quality of the associated data source, respectively. The latter
are admittedly somewhat arbitrary: we have chosen to penalize violation of
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consistent constraints ten times more than those associated with inconsistent
ones, but the results seem relatively insensitive to this choice. The value of
fEN can be seen as a performance measure describing how well the rounded
integer solution fits the whole set of initial constraints. We then loop over a set
of values for the penalization parameter σ, and the best rounded solution x∗
associated with the lowest value of fEN is determined. This solution is finally
used as the starting point of a combinatorial optimization problem using a
tabu-search algorithm in order to get a final estimation of Hh. Details on this
process are provided in the next subsection.
2.3.2.2 Improvement of the estimator using tabu-search
Tabu-search is a local-search meta-heuristic originally proposed by Glover (1986),
which can be used for solving combinatorial optimization problems. This pro-
cedure iteratively moves from one solution x to a solution x′ ∈ N (x), a neigh-
bourhood of x containing a list of candidate solutions, until a stopping criterion
(such as a given number of iterations N) has been reached. In order to avoid
cycling, the neighbourhood N (x) is modified to exclude some solutions en-
countered in previous iterations (these solutions constitute the tabu list). For
a complete description of this optimization technique, we refer the reader to
Glover (1989), Glover (1990) and Glover and Laguna (1997).
The chosen tabu list is a list T of size n, which contains the solutions visited
in the last n iterations. If we denote by xi the candidate solution at iteration
i > 0, x0 being x∗ i.e. the rounded solution computed above, N (xi) is then
defined as follow:
N (xi) = {xij± = (xi−11 , . . . , xi−1j ± 1, . . . , xi−1p ) | j = 1, . . . , p} ,
where the notation xi−1j ± 1 stands for two variations of the j-th component
around its value xi−1j . The following steps are then executed iteratively N
times:
1. define a new candidate by randomly drawing xi ∈ N (xi−1) such that
xi /∈ T ;
2. if fEN (xi) < fEN (x∗) then x∗ = xi;
3. replace the oldest component of T by xi and go back to Step 1.
This procedure results in an updated and improved estimate x∗ of Hh. Note
that the quality of the improvement depends on the size of the tabu list and
the number of iterations allowed. These parameters must therefore be chosen
to obtain a reasonable trade-off between computing cost and quality of the
estimate. However, the impact of varying these parameters appears to be small
in our application.
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2.3.3 Step 3: Households’ generation
Individuals’ and households’ distributions being estimated, the last step of
our generator consists in gathering individuals into households by randomly
drawing households’ constituent members. We proceed in two successive stages:
the first is to select a household type and the second to draw the individuals
to form a household of this type.
The selection of the household type is performed in order to keep the distri-
bution of already completed households statistically close to the estimated one.
The goal is achieved by choosing the type of the next household to assemble
such that the distribution Hh′ of the already generated households (including
the household being built) minimizes the observed χ2 distance between the Hh
and Hh′, which is given by
dχ2(Hh
′, Hh) =
p∑
i
(x′i − xi)2
x2i
.
This minimization is extremely simple because the number of household types
is very limited. Once the household type is selected, household’s members are
generated as follows: a household head is first drawn from the pool of individ-
uals Ind, and then, depending on the household’s type, additional individuals
are also drawn from the pool if relevant. All these draws from Ind are made
without replacement.
We now provide some detail on this last drawing process. If we assume that
a household is made of a head and possibly a mate, children and additional
adults, the construction starts with the selection of its head. Depending on the
household type, the head’s attributes are either obtained directly (for instance
for an isolated man) or randomly drawn according to known joint-distributions,
e.g.
• household type × head’s gender × head’s age;
• household type ×municipality type × head’s age × head’s activity status;
• household type × municipality type × head’s age × head’s education
level.
More formally, this selection procedure is organized in 3 steps:
1. Determine the desired attributes’ values (i.e. the vi’s) for the household
head:
• some can be derived directly from the current household type;
• the remaining missing attributes are either randomly drawn accord-
ing to known distributions or, if different values are feasible and
equally likely for Vi, determined in order to minimize the χ2 dis-
tance between the generated and estimated distributions.
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2. Add the head to the household being generated:
• if the corresponding individual’s class is still populated in the indi-
viduals’ pool, extract an individual from this class and make it the
household’s head;
• else find a suitable household head by random search in the con-
stituents members of the previously generated households. This last
individual is then replaced with an appropriate one randomly drawn
in the pool of the remaining individuals. If the generator fails to find
a head, then the generation is ended.
3. The estimated and generated contingency tables are updated according
to the actions performed in Step 2.
Depending on the household type, the generator may pursue the construc-
tion of the current household by selecting a head’s partner, children and addi-
tional adults. The corresponding selection procedures are similar to the head’s
one, with the only exception that individuals’ characteristics may no longer be
determined by the household type only, but are randomly drawn according to
known distributions on couple formation such as
• household type × head’s gender × head’s age × mate’s age;
• household type × head’s gender × head’s education level × mate’s edu-
cation level;
or by predefined rules (a child must be younger than his/her parents).
The household generation for the current municipality terminates if all
households have been constructed, or the generator fails to find a household
member, e.g. if the pool of individuals is empty or if it is impossible to find a
suitable individual in the previously generated households.
When the procedure stops after exhausting either the pool of individuals or
the pool of households, inconsistencies of two types may remain in the generated
population: in the first case the final number of households is smaller than
anticipated, while the final number of individuals is smaller than estimated in
the second case.
Note that the type of each household to be generated results from an opti-
mization process. If this selection has been random, we would have to generate
several populations in order to select the best one amongst them (in the sense of
statistical similarity), which can lead to heavy additional computational costs.
2.4 Generating a Belgian synthetic population
2.4.1 The application and data sources
The procedure outlined in the previous section has been used to generate a syn-
thetic population of 10,637,107 individuals gathered in 4,334,281 households for
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the 589 municipalities of Belgium in 2001. The municipalities (LAU-2 level)
themselves belong to 43 districts (NUTS-3 level) containing between 2 and 35
municipalities each. Table 2.2 presents basic statistics on these municipali-
ties. The individuals’ and households’ attributes are respectively described in
Tables 2.3 and 2.4. The maps illustrated in Figures 2.2 and 2.3 represent re-
spectively the proportions’ spatial distribution of the 60+ years old individuals
and working individuals in the synthetic population.
Min Max Mean
Individuals 85 461,115 18,059.6
Households 35 212,707 7,358.9
Table 2.2 – Basic statistics for municipalities
Attribute Values
Gender male; female
Age class 0-5; 6-17; 18-39; 40-59; 60+
Activity student; active; inactive
Education level primary; high school; higher education; none
Driving license ownership yes; no
Table 2.3 – Individuals’ characteristics
Attribute Values
Type
single man alone
single woman alone
single man with children (and other adults)
single woman with children (and other adults)
couple without children (and other adults)
couple with children (and other adults)
Number of children 0 to 5
Number of other adults 0 to 2 (mate not included)
Table 2.4 – Households’ characteristics.
Data available at the municipality or district aggregation levels is provided
from the following sources:
• Directorate-general Statistics and Economic information of the Belgian
Federal Government (2001);
• Service public fédéral Mobilité et Transports of the Belgian Federal Gov-
ernment (2000);
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• Groupe d’étude de démographie appliquée (GéDAP) centre of the Univer-
sité catholique de Louvain (2001);
• the MOBEL mobility survey (Hubert and Toint (2002)).
The generator has been implemented in a single threaded software written
in the Perl 5.10 programming language and executed on a desktop computer
running with an Intel(R) Core(TM) 2 Duo @ 3Ghz E6850 CPU and 3Gb of
RAM under a 32 bits Linux environment. The generation process uses a TABU
list of length 1000 and takes around 16 hours and 30 minutes to handle all the
589 municipalities.
2.4.2 Verification of the household generation procedure
2.4.2.1 Absolute percentage difference
Having generated a synthetic population, one is then faced with the question
of estimating its quality. As in Guo and Bhat (2007), one possible performance
measure to assess the generator accuracy is the absolute percentage difference
(APD), also known as the relative error, between the estimated contingency
tables computed in the first steps (Steps 1 and 2) of the generator and the
corresponding ones resulting from the household generation step (Step 3). This
measure is calculated for a particular cell (u1, . . . , up) as follows:
APDT,T ′(u1, . . . , up) =
∣∣∣∣T ′[u1] . . . [up]− T [u1] . . . [up]T [u1] . . . [up]
∣∣∣∣
where T and T ′ denote respectively the estimated (Steps 1 and 2) and the
generated (Step 3) tables. The lower the APD, the better the generated table
fits the estimated one. Results are reported in Table 2.5.
Estimated Generated Difference APD
Individuals 10,637,107 10,635,691 1,416 < 0.001
Households 4,334,281 4,333,448 833 < 0.001
Table 2.5 – Generated agents.
First note that the procedure was able to generate 10,635,695 individuals
gathered in 4,333,425 households, meaning that it could build a synthetic pop-
ulation where the numbers of households and individuals are very close to the
estimated ones and differs less than 0.1% for the number of agents. This is
highly encouraging.
Table 2.6 presents some basic statistics (minimum, maximum, standard de-
viation and mean) on the average APD values (AAPD, also known in the
literature as the mean absolute percentage error) of the cells of the generated
distributions computed across all the municipalities. As one can easily see, all
these statistics also seem to indicate that the generator produces an accurate
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Figure 2.2 – Percentage of 60+ years old people by municipality.
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Figure 2.3 – Percentage of working individuals by municipality.
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synthetic population. The maximum AAPD value for Hh′ is associated with
the municipality of Herstappe, which contains only 85 inhabitants gathered
in 35 households. Due to its small size, a small deviation from the desired
Hh can easily, in this case, result in a relatively large AAPD of 8.2%. Ta-
ble 2.7 presents the same statistics of Table 2.6 where we have neglected this
problematic municipality, showing it can be considered a statistical outlier.
Distribution Min Max Std dev Mean
Ind′ 0.000 0.005 < 0,001 < 0,001
Hh′ 0.000 0.082 0,003 < 0,001
Table 2.6 – AAPD statistics.
Distribution Min Max Std dev Mean
Ind′ 0.000 0.005 < 0,001 < 0,001
Hh′ 0.000 0.003 < 0,001 < 0,001
Table 2.7 – AAPD statistics without Herstappe.
At a more disaggregate level, Figures 2.4 and 2.5 illustrate the AAPDs’
repartition for the individuals’ and households’ types across the Belgian mu-
nicipalities and give some evidence of the synthetic population’s accuracy in
terms of AAPD and spatial coherence. Figures 2.6 and 2.7 give a representation
of the APD’s mean and the standard deviation of each individual and house-
hold type over the 589 municipalities. Again, these figures suggest that the
generator produces relatively small APD on average. Moreover, these APDs
are associated with small standard deviations, meaning that APD values are
relatively stable across the municipalities.
The synthetic populations associated with the worst AAPD values for the
individuals and the households are respectively those for Erezée and Herstappe.
The details of these municipalities are described in Table 2.8. They clearly in-
dicate that, even if these entities are the less accurate ones, the generated
distributions are still reasonably close to the estimated ones: in average, the
APD between the estimated and generated distributions for a given individ-
ual class is less than 0.5% while it is less than 8.2% for a given household
type. Additionally the generator produces a population having < 0.1% less
individuals and 7.9% less households than the estimated one. These results are
illustrated on Figures 2.8 and 2.9 representing the number of agents generated
against the number of estimated one for each class of agents. As one can easily
see, the contingency tables produced by the generator fit the initial ones quite
accurately, given the initial level of data inconsistencies.
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Figure 2.4 – AAPDs’ repartition for the individual’s types
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Figure 2.5 – AAPDs’ repartition for the household’s types
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Figure 2.6 – AAPDs’ mean and standard deviation for each individual type.
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Figure 2.7 – AAPDs’ mean and standard deviation for each household type.
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Figure 2.8 – Estimated vs. generated individuals for Erezée (the worst munici-
pality for this type of agent).
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Figure 2.9 – Estimated vs. generated households for Herstappe (the worst mu-
nicipality for this type of agent).
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Erezée Herstappe
Distribution (D) Ind Hh
Agents Estimated (E) 2,885 38
Agents Generated (G) 2,869 35
Difference 16 3
APD(E,G) < 0.001 0.079
AAPD(D,D′) 0.005 0.082
Table 2.8 – Erezée and Herstappe.
2.4.2.2 Freeman-Tukey goodness-of-fit test
Finally, we evaluate the goodness-of-fit of the distributions produced by house-
holds generation procedure to the estimated ones at Steps 1 and 2. This com-
parison is achieved by using the Freeman-Tukey statistic defined by
FT (T, T ′) = 4
∑
i
(√
Ti −
√
T ′i
)2
where T and T ′ are respectively the estimated and generated (household or
individual) distributions. This test, suggested by Voas and Williamson (2001),
has the advantage over the classic Pearson χ2 test that it allows the presence of
zeros in the cells of the distributions. The FT statistic follows a χ2 distribution
with a number of degrees of freedom equal to one less than the number of
cells in the compared distributions. The results of this goodness-of-fit test are
highly promising as all generated distributions were statistically similar to the
estimated ones both at a 95% and 90% levels of confidence.
2.5 Comparison with an IPFP-based generator
2.5.1 Data and parameters
In order to further assess the reliability and accuracy of our generator, we
now compare it with an IPFP-based synthetic population generator, namely
the extended IPFP generator described by Guo and Bhat (2007). The results
obtained by this generator are strongly influenced by a parameter denoted by
PDTS, whose value has been set to 0.10 for the comparison experiments. This
value is recommended by Guo and Bhat (2007) and our experience also shows
that it worked best with our data.
Assuming that the population generated in the previous subsection is a real
population, we generate two synthetic populations by using the two generators.
As the true population is known, the required data necessary for running the
two generators can easily be extracted, i.e. on one hand a significant sample of
households for each municipality and a set of margins for Guo and Bhat’s gen-
erator, and, on the other hand, various joint-distributions (as specified above)
34 Chapter 2. Synthetic population generation
at the municipality and district level for the new generator. Since the entire
true population is known, the extracted data used is clearly consistent and the
IPFP-related assumptions are met. The comparison can then be done without
loss of accuracy. All the individuals’ and households’ attributes are used as
control variables for the IPFP process. Due to its small size, the municipality
of Herstappe is not considered in this test.
The minimal size of the sample for each municipality is given by (Levy and
Lemeshow, 1999)
n ≥ z1−α/2N
z2 + (N − 1)l2 (5.10)
where N is the total number of individuals of a municipality, l the margin of
error and z1−α/2 is the reliability coefficient associated with a confidence inter-
val of (1−α)%, that is the 1−α/2-quantile of a standard normal distribution.
In our experiments, l = 0.025, α = 0.05 and z0.975 = 1.96. The samples are
drawn using the simple random methodology.
2.5.2 Results
Table 2.9 shows that both procedures are able to produce a synthetic population
having a number of agents (both households and individuals) close to the real
one. However, we observe that the new generator’s figures are closer to the
correct values.
True New Generator Guo & BhatGenerated APD Generated APD
Individuals 10,635,691 10,634,902 < 0.001 9,731,686 0.085
Households 4,333,448 4,420,209 0.020 4,126,054 0.048
Table 2.9 – Generated agents by generator.
We pursue the comparison by reporting, in Table 2.10, statistics on the
AAPD between the true and generated populations.
Hh Ind
New generator Guo & Bhat New gen Guo & Bhat
Min 0.283 0.441 0.130 0.402
Max 6.807 13.188 0.603 2.511
Mean 0.596 0.665 0.322 0.658
Std dev 0.417 0.614 0.079 0.155
Median 0.533 0.578 0.314 0.630
Table 2.10 – AAPD statistics.
These results clearly favor the new generator, an observation confirmed by a
one-way ANOVA analysis (with p-value smaller than 0.001 at a level α = 0.05),
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whose notched box-plots are shown in Figures 2.10 and 2.11. We also report in
Figures 2.12 and 2.13 the maximum value of the APD per agent type. Again
the conclusion favors the new approach, especially for the individuals.
At a more disaggregate level, Figures 2.14 and 2.15 give the same maxima
but now computed for each agent type (sorted by class size) on the worst
municipality in term of APD (separately for households and individuals) for
each generator. Note that these figures are plotted using a logarithmic scale.
As expected, the larger errors correspond to the smaller agent classes.
The goodness-of-fit of the distributions produced by both households’ gen-
eration procedures with respect to the estimated ones is considered in Table
2.11. This table gives the proportion of municipalities for which the generated
distribution of the agents’ attributes is statistically similar to the estimated
one at a 95% levels of confidence. The Freeman-Tukey statistic has been used
to test the similarity. As one can see, both generator produce individuals’ at-
tributes joint-distributions for each municipality fitting accurately the estimed
ones. This observation unfortunately no longer holds for the households’ at-
tributes joint-distributions. Indeed, while the distributions generated by the
new generator still match the estimated ones, the IPFP-based approach per-
forms poorly: less than 25% of the generated distributions adequately fit the
estimated ones.
Hh Ind
New generator 100.0% 100.0%
Guo & Bhat 23.8% 100.0%
Table 2.11 – Proportions of municipalities statistically similar to the estimation
(α = 0.05).
Considering the agent’s disaggregation level, Figures 2.16 and 2.17 illustrate
the distribution of APDs’ means and standard deviations for each individual
and household type by generator. These provide some evidence that the new
generator outperforms that of Guo and Bhat in terms of APD between the
estimated and the generated agents’ attributes joint-distributions.
Note that the true population to be reconstructed was formerly generated
by the new generator, which may introduce a bias in its favour. Consequently,
we conducted the same validation experiments with a true population generated
by Guo and Bhat’s methodology. These experiments results are highly similar
to the previous ones and further illustrate the performances of the new gen-
erator. For instance, the proportion of municipalities for which the generated
distribution of the agents’ attributes is statistically similar to the estimation
indicated in Table 2.12 (according to the Freeman-Tuckey goodness-of-fit test)
does not differ significantly from the ones previously presented in Table 2.11.
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Figure 2.10 – Notched box-plot of the AAPD for the individual’s types.
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Figure 2.11 – Notched box-plot of the AAPD for the household’s types.
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Figure 2.13 – Maximum APDs’ repartition for disaggretated household types.
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Figure 2.14 – AAPD vs. generated individuals by generator for the worst mu-
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Figure 2.15 – AAPD vs. generated households by generator for the worst mu-
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Figure 2.16 – AAPDs’ means and standard deviations for each individual type.
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Figure 2.17 – AAPDs’ means and standard deviations for each household type.
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Hh Ind
New generator 100.0% 100.0%
Guo & Bhat 33.8% 100.0%
Table 2.12 – Proportions of municipalities statistically similar to the estimation
(α = 0.05, initial population generated by the method of Guo and Bhat).
2.5.3 Sensitivity analysis
The sensitivity of the proposed method with respect to data inconsistencies is
also investigated in order to further assess the performance of the new gener-
ator. Different level of noise have been added to the data used for generating
a synthetic population for Antwerpen (the largest Belgian municipality): the
margins for all distributions have been corrupted by uniform relative random
noise at 5%, 10% and 15% levels. Given the level of inconsistency reported in
Section 2.2.3 for the population of interest, generating higher levels of incon-
sistency seemed excessive. The results are reported in Table 2.13 where the
difference in AAPD values compared to values quoted in Section 2.5.2 is ex-
plained by the more disaggregate level considered. We note that the generator
produces similar AAPD at the individual and household level when data in-
consistencies remain of the order of 10%, which is similar to the level observed
for the Belgian data. When noise increases, the individual’s AAPD seem more
stable than the household’s ones.
Noise level AAPDIndividual Household
0% 0.193 0.402
5% 0.235 0.371
10% 0.226 0.305
15% 0.246 0.906
Table 2.13 – AAPDs’ evolution for Antwerpen as a function of the noise level.
2.6 Conclusions
We have described in this chapter a new synthetic population generation tech-
nique, belonging to the class of SR methods, which is designed to overcome some
limitations of IPFP-based methods. In particular, the generator is sample-free
and can handle (moderate) data inconsistency which is common when data
is extracted from several sources. Furthermore, its sample-free nature implies
that it does not require an expensive survey to obtain the data needed for the
generation or data protected by stringent privacy laws with may apply in some
countries such as Belgium.
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Micro-simulations using synthetic data as input are obviously influenced
by the quality of the population generated, since the correlation structure of
resulting synthetic population reflects that given by the available data sets, but
not necessarily the true one. While it remains crystal-clear that every effort
should be made to invest in quality data, this is not always possible (with the
desired standards) and the question then arises whether one should simply give
up analysis or try to accommodate the available data sources. If the second
path is chosen, which is our option in this chapter, proportional care should be
taken in interpreting the results.
The generator has been used to produce a synthetic population for Belgium
at the municipality level. The results of the validation tests conducted on the
households’ generation procedure and the comparison with a more conventional
approach indicate that the methodology has real potential to produce reliable
synthetic populations. Consequently this synthetic population for Belgium will
be the baseline for generating VirtualBelgium’s agents used in the next chapter.
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3.1 Introduction
Assuming that a synthetic population of individuals is available, we can now
turn to the simulation of their traffic demand. Modelling this demand has been
achieved with different methods but the current trend is grounding this mod-
elling on activity patterns. These activity-based models form a class of travel
demand forecasting models originally based on ideas by Hägerstrand (1970)
and Chapin (1974). These were proposed as an alternative to the classical
four-stages trip-based models for travel demand forecasting, whose successive
steps are
• trip generation determining the frequency of trips origins and destinations
(i.e. the marginal distributions of origin and destination);
• trip distribution matching origins with destinations;
• modal choice computing the transportation mode;
• and route assignment.
The drawbacks of these four-stage models were by then well identified (i.e.
Dickey, 1983, Domencich and McFadden, 1975, Spear, 1977, Oppenheim, 1995).
Their main criticism is they lack a valid representation of the underlying travel
behaviour. Indeed they intrinsically ignore the travel demand as being derived
from activity participation decisions and focus only on individual trips, ignoring
the relations between all trips and activities.
On the other hand, activity-based approaches rely on the paradigm that
people travel to carry out activities they need or wish to perform. Such models
reflect the scheduling of activities performed by individuals in time and space
and the sequence of activities, also names activity chains or activity patterns,
becomes the relevant unit of analysis. This approach is now widely accepted
and continues to attract a lot of attention.
Activity-based models can be classified in at least four families. The first
two are discrete choice models (Adler and Ben-Akiva, 1979, Bhat and Kop-
pelman, 1999, Bradley et al., 2010 and Bhat et al., 2004) and mathematical
programming techniques (Gan and Recker, 2008). They have the drawbacks
that the former approach may requires an extremely large choice set in order to
capture a sufficient fraction of feasible mobility patterns, while the latter may
not be tractable as the decision processes formulation may be extremely com-
plex. This last issue also appears in structural equation modelling techniques,
another family of activity-based models, which is rather confirmatory than ex-
planatory. We refer the reader to Golob (2003) for a review of contributions
using this approach and to Hoe (2008) for an insight on its limitations. Finally,
the fourth model family exploits the advent of high performance computing: it
uses massive multi-agents micro-simulations in order to reproduce behaviours
within a complex system, such as mobility behaviours of a large population
(Kitamura et al., 1997).
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It has been noted that "micro-simulation ... is drawing attention as a new
approach to travel demand forecasting" (Miller 1996), and several operational
micro-simulators for activity scheduling are currently in use. Examples include
ALBATROSS (Arentze and Timmermans, 2000) for the Netherlands, TASHA
(a part of the ILUTE simulator, Salvini and Miller, 2005) for the Greater
Toronto Area, SAMS and AMOS (Kitamura et al., 1996). A review and com-
parison of various micro-simulators and discrete choice models for activity-
based modelling can be found in (Goran, 2001) and (Benromach et al., 2014).
These approaches typically implement the first three steps (generation, distri-
bution and modal choice) of the traditional four-stage model. The last step,
namely traffic assignment, can be handled with dynamic traffic assignment
procedures, whose adoption has been made easier by the the development of
powerful open source agent-based simulation systems such as MATSim, used by
Meister et al. (2010) in travel demand forecasting for Switzerland, Urbansim
(Waddell, 2002) and Transims (Nagel et al., 1999).
Even though all these approaches have demonstrated their usefulness, they
typically require, in addition to a complete description of the road network, an
a-priori localisation of every housing unit, service, shop,... This turns out to be
a strong requirement: indeed, if this information can often be gathered for a
particular city or even a district of a country, the geo-localisation process is far
more complex and cumbersome for a whole country and may not be feasible.
This issue motivates our interest for the design of an alternative methodology
obviating this limitation, but flexible enough to use every information available
and making it suitable for a nationwide application.
The approach taken here is the micro-simulation of the Belgian population
mobility behaviours as a part of the VirtualBelgium integrated simulator. The
proposed activity scheduling model is a three steps procedure: first, a set of fea-
sible activity chains is generated for every agent type; a chain is then assigned
to every individual agent in the simulation using a randomized model; and all
activities characteristics of the chain are finally determined based on statistical
distributions. The outputs of the model can then be processed using MAT-
Sim for dynamic traffic assignment, if required. VirtualBelgium activity-based
model mainly relies on data extracted from the Mobel and Beldam national
mobility surveys conducted in Belgium (Hubert and Toint, 2002 and Cornelis
et al., 2012) and the OpenStreetMap project (Haklay and Weber, 2008).
The remainder of this Chapter is organized as follows. Section 3.2 introduces
the concept of activity chains possibly performed by individual agents, the
underlying assumptions and data source used by this part of VirtualBelgium.
In Section 3.3, we detail the proposed method for assigning activity chains to
individual agents. We next present in Section 3.4 the results obtained with this
methodology when applied to VirtualBelgium. Concluding remarks and future
perspectives are finally discussed in Section 3.5.
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3.2 Activity chains, general assumptions and data
source
Activity chains data used by VirtualBelgium is derived from the Mobel 2001
and Beldam 2012 mobility surveys conducted in Belgium. These surveys high-
lighted 12 base activities:
d pick up/drop
m staying home
v work related visit
t work
e school
r eating outside
c shopping
p personal reason
f visiting relatives
b going for a walk
l leisure activity
o other
Each activity is also characterized by a duration and a localization within the
Belgium’s road network. Such a network is extracted from OpenStreetMap and
is defined by the pair G = (N,L), where N and L correspond respectively to
the sets of nodes and links which can be tough respectively as crossroads or
junctions and (portion of) roads. An activity localization is then a node of the
network.
Note that individuals below 5 years old (included) are discarded as it is
assumed that they always travel with their relatives and they do not have
proper activity chains.
An activity chain is then a sequence of the base activities. It is assumed that
each activity chain begins and ends at the individual’s home. These concepts
are formally described in Definition 1.
Definition 1 (Activity chain) An activity α performed by an individual is
a quadruplet (αp, αl, αs, αd) where
• αp = the purpose;
• αl = the localization;
• αs = the starting time;
• αd = the duration;
of the activity. An activity chain α∗ = (αn)n∈{1,...,k} of size k is then a sequence
α1, · · · , αk of activities such that αl1 = αlk.
The variety of observed activity chains is significant, as approximately
10,000 different such chains have been extracted from the mentioned national
surveys.
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3.3 Activity chains generation and assignment
How to assign activity chains to each individual in the VirtualBelgium simu-
lation? This section presents a proposal for performing this assignment which
does not rely on the geo-localization of each of the potential activity sites,
an information which is (unfortunately) missing in our context. We start by
outlining the main steps of our approach before a more formal description.
The first step is to generate a set of feasible activity-chains for each indi-
vidual type available. It is also required that every individual is assigned to a
house localized in the network, a task which is necessary because the synthetic
population generator only specifies the homes’ municipality. This house will
be the starting and ending point of the activity chain for each individual living
inside it. Once these preliminary steps have been performed, the assignment
of a fully characterized activity chain to an individual consists in drawing an
activity chain α∗ from the appropriate activity-chains set and finally deter-
mining the characteristics of every activity α ∈ α∗. This methodology is fully
described in the remainder of this Section.
3.3.1 Generation of activity chains patterns by individual
type
In our context, an individual is characterized by a vector of m attributes V =
(V1, . . . , Vm), whose components may take a discrete and ordered set of values
(see Table 2.3 in Section 2.4.1). Let us denote by TI , Ai and ni the set of
all individual types, the set of activity chain patterns that could be extracted
from the data relative to i ∈ TI and the size of Ai, respectively. Definition 2
introduces the concept of neighbourhood for an individual type by shifting its
attributes values.
Definition 2 (l-neighbourhood) For an individual type i and a integer l ∈
{1, . . . ,m}, the l-neighbourhood of i, denoted by N li , is the set of all individual
types obtained by at most l shifts between contiguous values of the attributes of
type i.
Depending on the data, the number of observed activity chains may be lower
than a desired minimal threshold t for a subset of individual type TJ ⊆ TI . It
is then necessary to add activity chains to the problematic Aj such that the
constraint
nj ≥ t ∀j ∈ TJ (3.1)
yields. We propose to augment Aj with the activity chains in Ak, where k ∈ N lj
and l is as small as possible.
For VirtualBelgium, a threshold value t arbitrarily set to 5 has shown to
produce reasonable diverse results. As one can observe in Figure 3.1, out of 192
individual types, 116 problematic classes were identified in the raw data and
an at most a 3-neighbourhood was required to satisfy the constraint. In our
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implementation, the N lj (l = 1, 2, 3) are generated by sequentially modifying
the following attributes:
1. gender;
2. gender and age class;
3. gender, age class and education level.
None Gender + Age class + Education0
20
40
60
80
100
120
Problematic ind. types
N variables modified
N
 in
d.
 ty
pe
s
Figure 3.1 – Number of problematic individual classes with respect to the neigh-
bourhood’s level.
3.3.2 Activity chains assignment
Once a set of activity chains Ai is available for each individual type i ∈ TI ,
the next step is to assign a chain to every individual agent. This is done by
randomly drawing an activity chain α∗ in Ai if the considered individual is of
type i, using the empirical distribution obtained from the Mobel survey. For
instance, Table 3.1 illustrates the set A of feasible activity chains and their
respective weights for a student woman between 18 and 39 years old with a
higher education degree and without a driving licence.
Pattern m e b m m f m m e m m e m b m m e r e m m l m
Weight 0.272 1.025 0.913 0.412 0.412 0.284
Table 3.1 – Weighted A for a given individual agent (Mobel).
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3.3.3 Household’s house localization
As stated previously each household and its constituent members are already
located in one of the 589 municipalities. Nevertheless, as the goal is to locate
an activity at network-node level, and since no data is available at a more
disaggregate level, the first part of the process consists in assigning each house-
hold to a node of its municipality road network Gmun = (Nmun, Lmun), where
Nmun ⊆ N and Lmun ⊆ L.
The node, randomly drawn in Nmun following a discrete uniform distribu-
tion, meaning that every node belonging to Nmun has the same probability to
be chosen (in order to preserve the population density of the municipality), will
be referred as the household house.
3.3.4 House departure time
The first step taken by an agent is to leave its home in order to perform the
first activity of the day, that means that a house departure time h must be
determined. Regarding the activity type to be performed, the time departure
distribution H varies and is approximated by a mixture distribution which
is fitted to the empirical distribution obtained from the Mobel survey. The
mixture is of the form
H ∼ f(x | p) =
l∑
i=1
wiCi(x;µi, σ
2
i | p)
where p is the activity purpose, l the number of components, wi is the weight
associated with the component Ci such that wi ≥ 0 and
∑
i wi = 1. Every
Ci considered here follows a Log-Normal distribution LN (µi, σ2i ) with location
parameter µi ∈ IR and scale parameter σ2i ∈ IR. For a detailed description of
such mixture distributions, see McLachlan and Peel (2000).
The empirical and fitted distributions are illustrated in Figures 3.2 and 3.3.
It is important to note that the number of components is determined such
that each mixture distribution obtained is statistically similar to the empirical
distribution according to the univariate Kolmogorov-Smirnov goodness-of-fit
test (Massey, 1951) at 5% significance level.
The departure time is then randomly drawn accordingly to the appropriate
distribution.
Note that directly drawing from empirical distribution has also been in-
vestigated, but this was up to 3 times slower in the conducted experiments.
As a very large number of draws is involved (in the hundred of millions), ran-
dom number generation speed becomes an essential issue to address and this
approach has been discarded.
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Figure 3.2 – House departure time (hours) : empirical and estimated cumulative
distribution functions by purpose.
3.3. Activity chains generation and assignment 51
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
departure
shopping
 
 
Model
Data
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
departure
personnal
 
 
Model
Data
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
departure
relatives visit
 
 
Model
Data
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
departure
walk
 
 
Model
Data
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
departure
leisure
 
 
Model
Data
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
departure
other
 
 
Model
Data
Figure 3.3 – House departure time (hours) : empirical and estimated cumulative
distribution functions by purpose.
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3.3.5 Activity localization
We now turn to the description of how the localization of an activity is deter-
mined inside the road network of Belgium. Given that each individual has a
house, it is possible to localize each of his/her activities in the network, the
house being the starting point of the activity chain. These activities will also
take place at a node of the network, which is determined as follows:
1. a distance d is drawn from a distribution pertaining to the considered
activity;
2. a set of nodes at distance d from the current localization is generated;
3. finally a node is drawn from the set generated at previous step.
We now give more details on these three steps.
3.3.5.1 Random draw of a distance
Similarly to the house departure time, the random draw of the distance d trav-
elled to perform an activity follows a mixture of distributions conditional to the
type of the activity which is fitted to the empirical distribution obtained from
the Mobel survey. Empirical and resulting fitted probability density functions
are illustrated in Figures 3.4 and 3.5.
3.3.5.2 Generation of a set of feasible nodes for a given activity
The next step is to generate a set of nodes at distance d from the current
localization, at which the considered activity could take place. A Dijkstra
algorithm relying on a Fibonacci heap data structure, is used to explore the
network and find these feasible nodes. For a network with n nodes and m arcs,
this algorithmic variant has the crucial advantage in our context of requiring
O(n log n + m) operations, instead of O(n2) for a more direct implementa-
tion or O((n + m) log n) for an implementation based on a k-ary heap data
structure(1) (Fredman and Tarjan, 1987). If no suitable node is found at the
desired distance, then the same procedure is applied but with a range of dis-
tances [d− , d+ ]. This error term  is increased(2) until at least one node is
discovered.
3.3.5.3 Activity node choice
If no additional data is available, the destination node αl is then randomly
chosen from a discrete uniform draw. Otherwise, the draws can be empirically
weighted in order to take information on specific activity localization at specific
nodes/municipalities (for instance using geo- localization) into account. To
(1)this computational advantage was confirmed in the conducted experiments as the Fi-
bonacci heap data structure was up to 50× faster than the others ones
(2)in practice, doubled with initial value of 250m
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Figure 3.4 – Distance (meters) : empirical and estimated cumulative distribu-
tion functions by activity type.
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Figure 3.5 – Distance (meters) : empirical and estimated cumulative distribu-
tion functions by activity type.
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illustrate our proposal, assume a road network and an activity choice resulting
in a set of 4 feasibles nodes, whose indicators for 3 types of activity are detailed
in Table 3.2 (nodes 1 and 2 belongs to the same municipality). If no indicator is
available, such as for leisure, then the line is set to na; work is a municipality-
related indicator and school is a node-related indicator used for precise geo-
localization of schools.
Indicator Node 1 Node 2 Node 3 Node 4
work 1000 1000 500 800
school 0 1 0 0
leisure na na na na
Table 3.2 – Nodes’ indicators.
The proposed technique has the advantage of using localization data when-
ever available, but also allows for a reasonable alternative, would such infor-
mation be missing.
3.3.6 Activity duration
An activity duration depends on its starting time, which is obtained by adding
the ending time of the previous activity and the trip duration performed to
reach the current localization. The time spent to carry out an activity is then
determined by
1. drawing a trip duration t to compute a starting time αs;
2. and drawing an activity duration αd conditional to s.
These two steps are detailed in the remaining of this Subsection.
3.3.6.1 Trip duration and starting time
It is clear that a trip duration t is related to its distance d. This observation,
confirmed by the data extracted from Mobel, leads us to fit a mixture of bi-
variate distributions to approximate the joint-distribution of (D,T ) where T
and D are the random variables respectively associated with the duration and
the distance of the trip. The resulting bivariate distribution is illustrated in
Figure 3.6 and is defined by
(D,T ) ∼ f(x) =
l∑
i=1
wiCi(x;µi,Σi)
where l is the number of components, wi is the weight associated with the
component Ci such that wi ≥ 0 and
∑
i wi = 1. The Ci considered here follow
a bivariate Log-Normal distribution LN (µi,Σi) with location vector
µi = (µi,1, µi,2)
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and scale matrix
Σi =
(
σi,11 σi,12
σi,21 σi,22
)
.
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Figure 3.6 – Fitted probability density function of distance (meters) × duration
(minutes).
As for the distributions of the house departure time and the distance per-
formed to reach an activity, the number of components l is determined in
order to obtain a fitted distribution that is statistically similar to the empirical
distribution according to the Fasano and Franceschini’s generalization of the
Kolmogorov-Smirnov’s goodness-of-fit test (Fasano and Franceschini, 1987) at
significance level of 5%.
The fitted distribution is illustrated in Figure 3.6. As one could expect,
there is a positive correlation between the distance and the duration of trip,
i.e. the further an individual goes, the more time he spends on the road. It
can also be noted that the variance of the duration is higher for smaller trips,
and gradually decreases as the distance increases.
Since the distance d is computed in Section 3.3.5, it follows from (Eaton,
1983) that the trip duration t can be draws from the univariate conditional
distribution of T given D = d defined by
T | D = d ∼ f(x |D = d) =
l∑
i=1
wiCi(x;µi, σi)
where l is the number of components, wi are the weights of the mixture and
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Ci follows a univariate Log-Normal distribution LN (µi, σi) such that
µi = µi,2 +
σi,12
σi,11
(d− µi,1)
and
σi = σi,22 − (σi,12)
2
σi,11
.
The starting time of αi ∈ α∗ (i > 1) is then obtained by adding the trans-
portation duration and the ending time of the previous activity of the chain,
i.e.
αsi = (α
s
i−1 + α
d
i−1) + t.
3.3.6.2 Activity duration
Since an activity duration is correlated with its starting time and purpose,
the computation of αd follow a similar process applied for determining a trip
duration, i.e. for each purpose the joint- distribution of an activity starting
time and its duration is fitted to the data. Figure 3.7 and 3.8 illustrate the
resulting joint-distributions, from which behavioural patterns can be observed.
For instance
• individuals mainly start working at 8:30 for 8 to 9 hours, but the distri-
bution also highlights the part-time worker starting at 8:30 or 13:00;
• students usually start the school between 8:00 and 8:30, and remains
there either 4 hours (on Wednesday) or 8 hours (the other school opening
days). Also the later a student arrives at school, the less time he spend
there;
• eating outside occurs at midday and in the evening. An average midday
and evening lunch takes 1:20 hour and 2:15 respectively. This indicates
that midday lunch duration is more constrained by the time budget avail-
able for the remaining activities of the day;
• shopping is mainly done before midday (between 10:00 and 11:00) and
around 16:00 i.e. after leaving or work, with a typical duration of 30
minutes to 1 hour.
These observations indicate that the fitted distributions produces consistent
behaviours.
A duration αp is then draws from the distribution pertaining to the consid-
ered activity purpose conditionally to the starting time computed previously.
Finally, the activity chain of the individual is completed by generating a
return to home after the end of the last activity.
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Figure 3.7 – Starting time × Duration (hours) : estimated probability density
functions by purpose.
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functions by purpose.
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3.4 Application on VirtualBelgium: results
Our activity-based model has been successfully applied to the Belgian synthetic
population to simulate an average day. As previously stated in Chapter 2, the
simulation involved 10,300,000 agents spread in 4,350,000 households. With
an average of 4.33 activities per individual, we have 43,300,000 activities to
characterize. The road network considered is illustrated in Figure 3.9, which is
made of 66,304 nodes and 125,889 links. It is detailed up to the OpenStreetMap
tertiary road network.
Figure 3.9 – Belgian road network - 66.304 nodes and 125.889 links.
The size of the simulation generates a substantial amount of computation,
whose efficient organization and structuration are truly challenging. The main
computational burden is the execution of many shortest-path calculations for
activity localization, as well as efficient random draws. Our current best ex-
ecution time is approximatively 11:00 hours using a cluster of 500 Intel(R)
Xeon(TM) X5650 processors’ cores and 1GB of RAM per core(3).
(3)computational resources have been provided by the Consortium des Équipements de
Calcul Intensif (CÉCI), funded by the Fonds de la Recherche Scientifique de Belgique (F.R.S.-
FNRS) under Grant No. 2.5020.11
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Figure 3.10 shows the histogram of proportions of activities starting at
each hour of the day. One can easily observe the morning and evening peaks
occurring at 8:00 and 16:00. The comparison, respectively for the cumulative
distribution function and the probability density function, between the Mobel
data and VirtualBelgium are given in Figures 3.11 and 3.12. The Kolmogorov-
Smirnov’s test indicates that these distributions are not significantly different;
the minor differences may result from correlation structures not taken into
account implying that the agents can then accumulate delays over the day. This
result is crucial since it shows that, at an aggregate level, the VirtualBelgium
agents behave as expected.
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Figure 3.10 – Histogram of the number of the number of activity starting at
each hour of the day.
The difference between VirtualBelgium and Mobel in proportion of activity
is presented at Figure 3.13. One can easily see that the differences remain very
small, with a maximum difference less than 10%. This observation seems to
validate the generation of activity chain patterns by individual type and the
assignment process.
An interesting output of the model is the origin-destination matrix that
identifies the number of trips between municipalities. The total flows for one
average day is represented in Figure 3.14. As expected, the main cities of
Belgium attract most part of the traffic flows. This can also be observed in
the maps in Figures 3.15 to 3.38 illustrating the number of activities starting
each hour of an average day by municipality. This result is encouraging as no
node indicator (as defined in Section 3.3.5.3) has been used. This is certainly
explained by the fact that these cities have a more dense road network (and
therefore have more nodes than smaller cities), thus the activity localization
process naturally favours them.
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Figure 3.11 – Comparison of the empirical and resulting cumulative distribu-
tions.
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Figure 3.12 – Comparison of the empirical and resulting probability density
distributions.
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Figure 3.13 – Difference of activity type proportions between VirtualBelgium
and Mobel.
Figure 3.14 – Origin-destination flows between municipalities.
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Figure 3.15 – Starting activities by municipality between 0:00 and 1:00.
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Figure 3.16 – Starting activities by municipality between 1:00 and 2:00.
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Figure 3.17 – Starting activities by municipality between 2:00 and 3:00.
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Figure 3.18 – Starting activities by municipality between 3:00 and 4:00.
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Figure 3.19 – Starting activities by municipality between 4:00 and 5:00.
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Figure 3.20 – Starting activities by municipality between 5:00 and 6:00.
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Figure 3.21 – Starting activities by municipality between 6:00 and 7:00.
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Figure 3.22 – Starting activities by municipality between 7:00 and 8:00.
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Figure 3.23 – Starting activities by municipality between 8:00 and 9:00.
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Figure 3.24 – Starting activities by municipality between 9:00 and 10:00.
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Figure 3.25 – Starting activities by municipality between 10:00 and 11:00.
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Figure 3.26 – Starting activities by municipality between 11:00 and 12:00.
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Figure 3.27 – Starting activities by municipality between 12:00 and 13:00.
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Figure 3.28 – Starting activities by municipality between 13:00 and 14:00.
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Figure 3.29 – Starting activities by municipality between 14:00 and 15:00.
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Figure 3.30 – Starting activities by municipality between 15:00 and 16:00.
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Figure 3.31 – Starting activities by municipality between 16:00 and 17:00.
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Figure 3.32 – Starting activities by municipality between 17:00 and 18:00.
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Figure 3.33 – Starting activities by municipality between 18:00 and 19:00.
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Figure 3.34 – Starting activities by municipality between 19:00 and 20:00.
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Figure 3.35 – Starting activities by municipality between 20:00 and 21:00.
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Figure 3.36 – Starting activities by municipality between 21:00 and 22:00.
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Figure 3.37 – Starting activities by municipality between 22:00 and 23:00.
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Figure 3.38 – Starting activities by municipality between 23:00 and 24:00.
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As the XML output of VirtualBelgium is compatible with MATSim (see
Chapter 1), it is possible to use it to perform dynamic traffic assignment. For
instance Figure 3.39 illustrate a snapshot of the beginning of the morning peak
on the Namur city road network. It is nevertheless important to note that
every agents use the same transport mode, namely the car, as no mode choice
model is currently available in VirtualBelgium.
Figure 3.39 – Snapshot of Matsim output. Red agents are stuck in a traffic
jam.
3.5 Conclusions
This Chapter detailed a flexible activity based model implemented in Vir-
tualBelgium, a large agent-based micro-simulation designed to replicate the
mobility behaviour of the Belgian population and its evolution. This work
demonstrates that assigning and fully characterized (temporally and spatially)
a sequence of activities to more than 10.000.000 agents is nowadays feasible.
The models developed in the VirtualBelgium micro-simulator are data driven
and require no a priori information about the localization of activities. Indeed
the minimal requirements are a road network and distributions of the dis-
tance and duration for each activity type. Nevertheless the methodology is
designed to easily take advantage of any new data sources available such as
precise geo-localization of schools and shopping centres, job and services indi-
cators by municipality,etc in order to weight or constraints the random draws
to specific nodes or municipalities. Moreover the results are promising as the
3.5. Conclusions 77
agents mobility behaviour is statistically similar to the ones observed in the
Mobel mobility survey. Lastly, the outputs of VirtualBelgium are compatible
with MATSim, a powerful and validated micro-simulator for traffic assignment.
Nevertheless this last result must be put into perspective. Indeed MATSim is
not able to simulate the 43,300,000 trips performed by whole VirtualBelgium
agents on the Belgian road network, even with a powerful workstation(4). It
can then be used only with a sample of the population. This last observation
lead us to propose in the next chapter a dynamic traffic assignment model with
lower computational costs.
(4)equipped with two 8-cores Intel(R) Xeon(TM) E5-2660 @ 2.2GHz processors and 128Gb
of RAM running a 64 bits Linux operating system
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4.1 Introduction
Traffic flows simulation is the natural follow up of travel demand forecasting and
represents a central part of traffic micro-simulators such as MATSim (Meister
et al., 2010), DynaMIT (Ben-Akiva et al., 1998) and AIMSUN (Barceló and
Casas, 2005) as well as the traffic modelling part of UrbanSim (Waddell, 2002)
and ILUTE (Salvini and Miller, 2005) integrated simulators. This component
is in charge of executing the daily plans of simulated individuals in a physical
environment, i.e. representing the traffic flows dynamics on a road network.
In recent decades, dynamics traffic assignment (DTA) models emerged for
solving this problem (see Chiu et al., 2011 for an extensive description of these
techniques), which either aim at reaching a steady-state of the considered sys-
tem or at simulating the agents route choice behaviours. A steady-state of the
system is achieved when it reaches either one of the following.
User equilibrium the journey times on all the routes actually used are equal,
and less than those which would be experienced by a single vehicle (or
user) on any unused route (Wardrop’s first principle, Wardrop, 1952);
Stochastic user equilibrium no user believes he can improve his travel time
by unilaterally changing routes (Daganzo and Sheffi, 1977).
DTA techniques can also be distinguished by their analytical or simulation-
based nature. Analytical methods formulate the traffic assignment as non-
linear programming and optimization problems or variational inequalities in-
stead of focusing on the agents’ behaviours. Examples of such works include
Friesz et al. (1993), Merchant and Nemhauser (1978a) and Merchant and
Nemhauser (1978b). Even though they have demonstrated their usefulness and
are grounded on sound mathematical theories, their complexity and computa-
tional cost make their application to large-scale scenarios difficult (Peeta and
Ziliaskopoulos, 2001).
Hence simulation-based methods, which explicitly model the individuals
mobility behaviours, have recently gained more attention in the literature
(Nagel and Flötteröd, 2009, Bazghandi, 2012 and Ben-Akiva et al., 2012).
The underlying idea is to compute an user equilibrium by means of iterative
simulations. These successive steps generate traffic flows until the travel time
of every agent becomes stationary, i.e. reaches a (stochastic) user equilibrium.
This class of models is more suited to an agent-based approach than the ana-
lytical ones by focusing on agents’ mobility behaviour rather than optimizing
a complex objective function. Nevertheless, due to their iterative nature they
are also endowed with computational issues. Indeed if the road network and
the number of agents involved are large, the DTA algorithms of this type may
converge slowly to an equilibrium state (Pan et al. 2012).
We can observe that both categories of DTA methods for steady-state so-
lutions are not suited to temporal networks as the agents lacks of real-time
response to network modifications. For instance if an accident occurs at some
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point of an agent’s trip, if the number of agents in the network changes, or if
the network is modified by adding/removing streets the whole optimization/it-
erative stages must be repeated to compute a new equilibrium. Moreover these
steady-states approaches rely on strong assumptions and have several limita-
tions now well identified. We refer the reader to Dehoux and Toint (1991)
for a discussion of these limitations and why these models should be avoided
in favour of purely behavioural models such as the ones proposed in PACSIM
(Cornélis and Toint, 1998), FREESIM (Rathi and Nemeth, 1986) and CAR-
SIM (Benekohal and Treiterer, 1988). The interested reader may find a recent
review of these schemes in Pel et al. (2012).
In this chapter we detail an attempt for an original behavioural DTA
model which is particularly appropriate in the context of agent-based micro-
simulation. Indeed a behaviour can be seen as one of the agent’s characteris-
tics. The proposal relies on the assumption that travellers take routing policies
rather than paths (Gao et al., 2010a), leading us to introduce the possibility
for each simulated agent to apply a strategy allowing it to possibly re-route his
path depending on perceived local traffic conditions. This re-routing process
allows the agents to directly react to any change in the road network, which
removes the need of restarting the whole simulation process and consequently
decreases the computational cost. For the sake of simplicity, we decide to
model the agents’ strategy with a simple neural network whose parameters are
determined during a preliminary learning stage. This new approach has been
applied on several networks, characterized by different congestion levels and
sizes to assess its effectiveness and robustness.
This chapter is organized as follows. Section 4.2 formally details the design
of the agents’ strategies and their optimization process. The resulting mobility
behaviour is then illustrated under various scenarios, testing the robustness of
the strategies, in Section 4.3. Finally concluding remarks and perspectives are
discussed in Section 4.4.
4.2 Methodology
This Section details a dynamic traffic assignment model relying on strategic
agents perceiving local traffic conditions and thus adapting their behaviour to
reduce their trip duration. We represent each agent as a neural network whose
inputs are the local informations about the route network and whose output is
the action to undertake: stay on the same path or modify it (keeping unchanged
the destination). Because we are interested in modelling adaptive agents able
to well perform in many different scenarios, we decide to introduce a learning
phase instead of fine tuning by hand each agent’s behaviour.
We firstly describe formally the agents’ strategy based on a neural network,
and its application on a road network. The remaining of the Section is then
devoted to the learning process of the agents, optimizing their strategies via a
genetic algorithm.
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4.2.1 A neural-network based strategy for dynamic traffic
assignment
Assume a road network G = (N,L), where N and L correspond respectively
to the sets of nodes and links which can be though respectively as crossroads
or junctions and roads and a set A of ncar agents having a source node and
a destination node within the network. Each link of the network is associated
with a cost being the time needed by an agent to go through it. Obviously this
cost is related to the capacity of the link, its free-flow speed and the number
of agents already using it. The well known BPR equation from the Bureau of
Public Roads (1964), originally designed for the United States highway network,
formulates this relation for a link l ∈ L as
S(vl) = tl
(
1 + 0.15
(
vl
cl
)4)
(2.1)
where tl, vl, cl and S(vl) correspond respectively to the free-flow travel time
(hours), the current volume of traffic (number of agents), the theoretical capac-
ity (agents/hour) and the travel time on link l (hours). Figure 4.1 illustrates the
speed reduction as a function resulting from equation (2.1) for a free flow speed
of 50 km/h. Note that a saturation state is never reached on the link when
using the BPR formulation, as the speed only reaches 0 km/h asymptotically.
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Figure 4.1 – Speed reduction with respect to the number of agents given by
the BPR equation. The link considered has a free-flow speed of 50 km/h and
a capacity of 1,500 agents/hour. As the number of agents on the link increases
and exceeds its capacity, we observe a rapid decrease of their speed, ultimately
leading to a traffic jam.
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Initially each agent plans a nominal shortest path source-destination, as-
suming he can travel at free-flow speed, i.e.
vl = 0 ∀l ∈ L.
This shortest-path computation implies that the agents have a complete knowl-
edge of the network topology and have a fully rational behaviour, which are
strong assumptions(1) (Downs and Stea, 1977). Agents choices being inde-
pendent from each other, it can result in some links being overcrowded and
therefore presenting a severe speed reduction. Hence these parts of the path
will no longer be the optimal ones.
As proposed by Bonsall (1992) we thus introduced a possibility for each
agent to apply a strategy allowing it to re-route his path or stay on it (without
modifying its source, destination and departure time) given perceived local
network conditions. This strategy is realised using a neural network: a machine
learning method used to solve a wide variety of tasks that are difficult to solve
using ordinary rule-based programming. We refer the reader to Kriesel (2007)
for a comprehensive description of these methods.
We decided to use a simple and straightforward neural network implementa-
tion, where the strategy is realised with two inputs and one output. Its simple
design is presented in Figure 4.2. The input nodes x1 and x2 respectively reads
• the normalised (2) time spent from the source up to the current position;
• and the normalised (3) number of cars in the next link on the path.
The binary output node yout gives 1 if the agent’s strategy is to change its path,
or 0 otherwise. For the sake of simplicity, there is no hidden layer between the
input and output nodes, thus the output is given by
yout = 1(w1x1 + w2x2 − θ > 0) (2.2)
where 1 is the indicator function, w1 and w2 are synapses weights and θ the
threshold of the output node. If the agent choose the re-routing, then he
computes a new shortest-path avoiding the congested link between his current
location and his destination.
This strategy seems reasonably behaviourally consistent. Previous research
works (Wachs, 1967, Ueberschaer, 1971 and Bonsall and May, 1986) highlighted
the fact that if an agent already spent a larger amount of time en-route than it
should have taken, and if he perceives congestion on the next road he intents
to take, then the agent may reconsider a re-routing to avoid it.
More sophisticated neural network could be considered by adding hidden
layers or inputs (Bonsall, 1992), such as the theoretical time saving the agent
(1)note that the user equilibrium models also rely on these assumptions
(2)normalised means divided by the nominal time one should have spent, i.e. in free flow
conditions
(3)normalised means divided by the link capacity
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Figure 4.2 – A neural network design for strategic agents. The input layer
consists of nodes x1 and x2 which are respectively weighted by w1 and w2. If
their weighted combination exceeds a threshold θ then output node is activated
and yout = 1; otherwise yout = 0. The links between nodes are called synapses.
would experiment if he re-routes its the initial path, the number of re-routing
he already achieved, the remaining distance to its destination, the next road
type and/or its length, a memory of previous choices, etc. Nevertheless we
focused on a simple strategy in our work in order to reach a trade-off between
simplicity and efficiency of the strategy.
The traffic dynamic is then performed in a synchronous way, that is all the
agents a ∈ A move at the same time, each one on a given link, by an amount
of space given by
dl,a
S(vl,a)
∆t = sa∆t (2.3)
where ∆t is the time step, S(vl,a) corresponds to the time necessary for agent
a being currently on link l to reach its end, dl,a to the remaining distance for
a to reach the end of l and sa the agent’s current speed. The time step is
event-driven and determined at each iteration as the minimum time required
by an agent to reach the next junction, i.e.
∆t = min
a∈A
S(vl,a) (2.4)
The agent minimizing ∆t has reached a node, and then computes its strategy
and decides what to do. The neural network design and traffic dynamics being
fixed, we can turn now to the details of the strategy optimization.
4.2.2 Strategy learning with genetic algorithm
In our context we aim to minimize the time needed to perform a given source-
destination trip. Stated differently, the goal is to allow the agent to choose
the best links, i.e. the less congested ones on his path taking into account
the dynamically varying traffic conditions. As previously stated, we decided to
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consider a neural network framework; the strategy parameters to be determined
are then the weights (w1, w2) and the threshold θ that define a chromosome
χ(w1, w2, θ) ∈ IR3. The chromosome is associated with a fitness value ∈ [0, 1]
that reflects how optimal it is: the higher the fitness, the lower the travel time.
Note that the standard continuous optimization methods are not applica-
ble in our context of fitness maximisation. Indeed an agent fitness depends on
number of agents he encounters on each link he passes by. Hence it is a dis-
crete optimization problem whose mathematical formulation depends on every
agent’s path and thus become intractable. Consequently we choose to solve
this optimization problem with a standard genetic algorithm.
A genetic algorithm is a heuristic search that mimics the process of nat-
ural selection in order to find an optimal solution to a given problem. This
methodology belongs to the class of evolutionary algorithms, which generate
solutions using techniques inspired by natural evolution such as mutation, se-
lection, and crossover. We refer the reader to Eiben and Smith (2003) for a
detailed overview of this methodology.
First we generate an initial population of chromosomes G0 = (χ01, . . . , χ0n)
where χ0i ’s components are randomly drawn from an Uniform distribution
U [−1, 1] and their fitness are evaluated. The following steps are then executed
to iteratively generate h populations G1, . . . , Gh, at step k ≥ 1
1. a virtual population G′k−1 formed by m elements ∈ Gk−1 is generated by
repeating m/2 times:
• randomly draw a couple of chromosomes (the parents), with replace-
ment. The draws are weighted accordingly to the chromosomes’ fit-
ness values: the higher the fitness, the larger the probability to be
selected(4);
• the parents are crossed(5) with probability qX and the offsprings
added to G′k−1;
• if the crossover is not performed, the parents are directly added to
G′k−1;
2. a mutation operator(6) acts on all element of G′k−1 with probability qM ;
3. finally the next population Gk is constructed by selecting the n best fitted
elements from the larger population Gk−1 ∪G′k−1.
The last point concerns the computation of the fitness which is achieved by
repeating Nrep times the following scheme. Every agent is randomly assigned
one origin-destination pair different from the ones assigned to it in previous
(4)this process is also known as roulette wheel selection
(5)crossing chromosomes means exchanging some of their parameters
(6)as the chromosomes’ parameters are real numbers, a continuous mutation is adopted,
i.e. we add to the parameter to be mutated a random number drawn from an Uniform
distribution U [−δ, δ] for a small δ > 0
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repetitions. One particular agent as is then provided with a strategy while all
the remaining ones will not change their path. We then compute the nominal
time needed by as to perform S times its source-destination trip and we divide
it by the actual time needed. Assuming that (l1, . . . , ld) is the sequence of links
covered by as to reach its destination, then the ratio is given by
f(as) =
d∑
i=1
tli
S(vli)
. (2.5)
Finally, the average of the ratios over the Nrep origin-destination pairs is the
fitness associated to this strategy.
Figure 4.3 illustrates the fitness function for the 2 cities scenario detailed
in Section 4.2.2.1, assuming that w1 = cosα and w2 = sinα with α ∈ [0, pi] (for
visualization purpose). It can be observed that the objective function values
present a large number of local maxima, which further justifies the use of a
genetic algorithm to explore the parameters space.
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Figure 4.3 – Fitness value as a function of θ ∈ [−1, 1] and α ∈ [0, pi] such that
w1 = cosα and w2 = sinα.
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4.2.2.1 Application
The goal of the present Chapter being to present the model more than a precise
application, we decided to apply this learning process with the parameters in
Table 4.1 to the artificial scenario 2 cities detailed in Table 4.2. Figure 4.4
illustrates the associated road network, which was artificially constructed for
agents learning purposes and consists of 2 urban centers linked by 3 roads
acting as possible bottlenecks. The origin and destination of each agents are
randomly chosen among the network nodes with uniform probability.
Parameter Value Description
S 5 stopping criterion
n 16 population size
m 8 virtual population size
qX 0.1 crossover probability
qM 0.1 mutation probability
h 10 number of generations
Nrep 2 number of origin-destinations pairs
Table 4.1 – Genetic algorithm parameters.
Scenario
Parameter 2 cities 3 cities Chicago
nodes 59 99 933
slow links (50 km/h) 182 264 354
medium links (90 km/h) 0 54 2,532
fast links (120 km/h) 0 6 64
total length (km) 196 504 13,190
network total capacity (agent/hour) 390 5,820 46,718
mean capacity per km (agent/hour) 1.9 11.5 5.7
number of agents 100 750 4,000
Table 4.2 – Scenarios characteristics.
 
 
Figure 4.4 – 2 cities network.
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The parameters of the genetic algorithm have been empirically determined
to obtain a trade-off between the solution quality and computation times. This
computation time is essentially sensitive to the Nrep and h parameters as the
total number of iterations is given by Nrep × h. Increasing the (virtual) popu-
lation size only marginally affected the solution quality. Note that the higher
the mutation and crossovers probabilities, the more the feasible solution space
is explored.
We report in Figure 4.5 the fitness evolution (maximum and average values)
as a function of the generation number. One can easily observes that a limited
number of generation steps produces a set of strategies with high fitness, close
to the optimal one. Nevertheless the number of generations has been limited to
10 since genetic algorithms are typically very computationally intensive. The
current execution time is approximately 2h30 with a Matlab implementation,
running on an 8-cores Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz with 16Gb
of RAM.
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Figure 4.5 – Fitness evolution over the generations.
4.3 Results
The goal of this Section is to present some preliminary results of the routing
model. In particular we are interested in analysing the robustness of strategies
trained in the previous section under new environments and the impact of the
proportion of strategic agents present in the population. The efficiency of the
learning process is also investigated by comparing trained agents against agents
following a nominal shortest path trip, that would be used as a baseline model,
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and agents with random strategies(7)
We conducted experiments over 3 different scenarios detailed in Table 4.2
with different proportions of strategic agents to test their adaptability to new
conditions. The scenarios attributes were chosen to explore various network
conditions in terms of mean capacity per km in order to assess the strategy
adaptability with respect to new environments. Each scenario is repeated twice:
once with agents trained on the 2 cities network and once with random strategic
agents in order to compare the resulting traffic dynamics. In addition to the
network used at the learning stage, these scenarios also involved:
• an artificial network consisting of 3 urban centres surrounded by main
roads and joined by highways;
• and the Chicago road network(8);
represented in Figures 4.6 and 4.7. Note that the original capacities of the
Chicago network have been downscaled to obtain congestion with less agents
in order to keep reasonable computation times.
The goodness of the strategy will be evaluated using 2 indicators: the ratio
of used links in the network and the fitness of the agents, i.e. the ratio defined
by equation 2.5. The former indicator is network related: more streets used
indicate a better exploitation of the network by the strategic agents as the
traffic loading is more balanced over its links, thus less traffic jam are likely
to occurs. The latter is dedicated to the agents’ satisfaction: a high value
indicates that the agent average speed is close to the one he would experience
on an empty network.
Finally, the traffic flows generated by this approach will be compared with
the ones determined by a more classical traffic assignment algorithm designed
to compute a deterministic user equilibrium.
4.3.1 Impact of the strategic agents proportion
Let us first examine how the proportion of strategic agents in the simulation
influences the average fitness of every agents. The following proportions
0%, 10%, 25%, 50%, 75% and 100%
are retained in our experiments. The evolution of the fitness is reported in
Figure 4.8. One can observe that the level of strategic agents (both optimized
and random) does have an impact on the average fitness experienced by the
agents:
• for every scenario there is an increase of the average fitness value for
proportions up to 25% optimized agents, indicating that the strategy is
efficient. Moreover a proportion up to 100% of such agents have more
(7)meaning characterized by weights and threshold randomly drawn
(8)available at http://www.bgu.ac.il/~bargera/tntp/
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Figure 4.6 – 3 cities network.
Figure 4.7 – Chicago network.
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significant and positive impact in the scenarios involving uncongested
road networks, i.e. with higher mean capacities (3 cities and Chicago).
For congested network (2 cities), if there are too many optimized agents,
then the overall performance may not increase and even drop. Indeed
when they re-route themselves, they encounter congested links again,
resulting in a lower fitness as the agents always suffer a speed reduction;
• on the other hand, agents performing random re-routing experience a
decrease of the overall performance as their proportion increases with the
exception of the 3 cities scenario. This behaviour is certainly imputable
to the uncongested nature of the network.
Moreover the trained agents always perform better than the random agents in
term of average fitness, demonstrating that the learning process is necessary
and produces efficient strategies.
Similar behavioural patterns can be observed for the ratio of used streets
with respect to the proportion of strategics agents depicted in Figure 4.9. As
previously observed, a proportion of 25% optimized agents seems to be a good
trade-off. Again agents with random strategies performed worse than agents
with optimized strategies for a majority of the conducted experiments.
These observations show that the provided strategy, optimized with a pre-
liminary learning process, is effective compared to random behaviours and even
having no strategy. Moreover these findings hold even if the learning phase has
been performed on a small network.
4.3.2 Performance profiles
In order to have a deeper insight of the agents’ behaviours over the simulation,
we propose a performance profile with 4 indicators:
• the ratio of used links with respect to the total number of streets;
• the ratio of jammed links(9);
• the distribution of the average fitness across the simulated agents;
• and the average fitness evolution.
Note that the simulation runs until half of the agents have performed 5 round-
trips between their respective origin-destination. This is just a way to avoid
cases when a single agent could have covered his path very fast by chance. On
the other hand this avoids too long simulations where extreme events of very
long travel times can arise. Figures 4.11 to 4.15 illustrate these profiles for
every scenario once we consider including a proportion of 25% optimized and
random agents.
(9)a link is said to be jammed if its speed computed by the BPR equation is reduced at
least by half with respect to its free flow value
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Figure 4.8 – Evolution of the agent’s average fitness with respect to the propor-
tion of strategic agents in various scenarios. The average fitness is computed at
the end of each simulation. The solid lines represent the agents provided with
a strategy optimized by a genetic algorithm while the dashed lines correspond
to agents with random strategies.
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Figure 4.9 – Evolution of the average ratio of used streets over the total number
of streets with respect to the proportion of strategic agents. The average ratio
is computed across the whole simulation. The solid lines represent the agents
provided with a strategy optimized by a genetic algorithm while the dashed
lines correspond to agents with random strategies.
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Figure 4.10 – Performance profile for scenario 2 cities - strategic agents.
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Figure 4.11 – Performance profile for scenario 2 cities - agents with random
strategies.
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Figure 4.12 – Performance profile for scenario 3 cities - strategic agents.
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Figure 4.13 – Performance profile for scenario 3 cities - agents with random
strategies.
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Figure 4.14 – Performance profile for scenario Chicago - strategic agents.
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Figure 4.15 – Performance profile for scenario Chicago - agents with random
strategies.
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From these profiles, and more specifically from the fitness value distribution
and evolution over time, it appears that the trained agents perform better that
the non-strategic and random ones.
Regarding the agents’ behaviour with respect to the level of traffic density,
the observations made previously are also confirmed:
• in presence of high congestion, trained strategic agents have at least a
fitness as good as the one associated with the other agents;
• similarly in uncongested conditions, strategic agents are able to better
take advantage of the network and their fitness is significantly superior
than the fitness of the non-strategic agents;
• generally the random agents have a fitness similar to the one of the non-
strategic agents except in uncongested network where they have slightly
better fitness.
Note that the ratios of used links and jammed links seems to rapidly con-
verge to an equilibrium in every simulation. The initially observed decrease
corresponds to the time needed for every agent to enter the simulation, namely
a sort of transient time in the simulation. As the number of agents on the
network remains constant, this observation comes as no surprise.
4.3.3 Agents’ robustness to network modifications
We now examine the robustness of the agents’ performances against network
modification. This has been tested by sequentially taking out links from the
3 cities network. Firstly we removed the fast links between the 3 cities; the
following removals were done randomly and in a way to keep the network’s
nodes connected(10). The final network is given in Figure 4.16.
The results of these experiments, involving a proportion of 25% strategic
agents, are illustrated in Figure 4.17. It can be observed that the proportion
of removed links does not affect too much the proportion of used streets. On
the other hand, as the network is being degraded, the strategic agents fitness
median value remains higher than the one associated with the non-strategic
agents, indicating that the strategic agents can adapt their routes to cope with
the modifications.
4.3.4 Comparison with an user-equilibrium approach
In order to assess the validity of the proposed approach, we can compare its
results to the ones generated by the Origin-based assignment (OBA) algorithm
developed by Bar-Gera (2002). This algorithm determines the classical deter-
ministic user equilibrium as defined by Wardrop (1952). The retained network
(10)in order to keep always at least one feasible path between any origin-destination pair
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Figure 4.16 – Road network of 3 cities after the removal of 20% of its links.
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Figure 4.17 – Evolution of fitness median for strategic and non strategic agents
and the ratio of used streets as a function of the proportion of removed links
from the original 3 cities network. A proportion of 25% strategic agents was
used in the conducted experiments.
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for these experiments is the well-known Sioux-Falls network(11) represented in
Figure 4.18 and detailed in Appendix C. Although this network is not con-
sidered to be a realistic one, it was used in many publications for testing and
benchmarking new methodologies.
Figure 4.18 – Sioux-Falls road network: 24 nodes, 76 links (60 km/h) and
360600 trips.
Figure 4.19 shows the impact of the proportion of strategic agents on various
indicators. It can be observed that
• as the proportion of strategic agents increases, the average fitness, the
ratio of used streets and the agents average speed slightly improve;
• and the number of time steps required for every agents to reach its desti-
nation also decreases as the proportion of strategic agent increase up to
75%.
The comparison is performed by computing the average and maximum ab-
solute deviations between the traffic flows produced by our approach and the
ones determined by the OBA algorithm. These deviations, respectively denoted
by Da and Dm, are formally defined by
Da =
∑
l∈L
|vl − v∗l |
ltot
(3.6)
and
Dm = max
l∈L
|vl − v∗l | (3.7)
(11)available at http://www.bgu.ac.il/~bargera/tntp/
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Figure 4.19 – Evolution of some performance indicators with respect to the
proportion of strategic agents in the Sioux-Falls network.
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Figure 4.20 – Average and maximum absolute deviations (in percent) between
theoretical flows computed by the Origin-based assignment algorithm and the
proposed approach as a function of the proportion of strategic agents.
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where L is the set containing the ltot network links, vl the number of agents
going through l ∈ L during the simulation and v∗l the traffic flow computed by
the OBA algorithm for the same link.
Figure 4.20 illustrates the decreases of theses deviations as a function of
the proportion of strategic agents. Indeed for a proportion of 75%, Da is less
than 0.5% while Dm is about 1.6%, showing that the solution of the proposed
approach is close to the theoretical one. Hence the solution proposed by the
genetic algorithm is very close to the optimal one.
4.4 Conclusions
In this chapter we presented an alternative to existing simulation-based dy-
namic traffic assignments models. The proposal main characteristic consists in
a strategy provided to the travelling agents. The strategic reactive agents ex-
amine in real time the possibility to re-route their path at any link intersection
they encounter to take care of instantaneous changes in the road network. The
proposed strategy consists of a neural network whose input layer relies only
on current trip duration and perceived traffic conditions in the next link on
his path. The neural network is trained on a simple congested network with
a genetic algorithm to derive its optimal parameters. The trained agents can
then use this strategy to face changing conditions. Moreover as the agents use
only local information, the overall network topology does not really matter,
thus the strategy should be able to cope with (larger) networks different from
the one used for training.
In the conducted experiments, the use of strategic agents has demonstrated
an efficient behaviour in terms of network use despite its simplicity. Their
robustness and adaptability to new environments, i.e. different networks and
congestion levels have also been demonstrated and thus indicate promising
results. A key advantage of this approach is that it does not require several
computationally expensive iterations to take account of network modifications
or changing traffic conditions. Indeed the neural network need to be trained
only once during a preliminary learning stage. As a result this model seems
well-suited to large-scale applications.
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Conclusions and further
perspectives
Oh, I survived. Brilliant. I love it
when I do that.
– Dr Who
This thesis aimed at developing VirtualBelgium, an agent-based and open-
source platform for Belgian population simulation whose architecture has been
introduced in the first Chapter. More specifically we have focused on the agents
generation and the traffic simulation parts of the platform. The implementation
of the core foundations of VirtualBelgium and its traffic simulation module
represent major contributions of this work. In the following paragraphs we
summarize our developments and suggest some possible directions for future
research.
A micro-simulation is dedicated to simulate the behaviour of a population at
the individual level to capture emergent phenomena. Hence micro-simulation
requires disaggregate data on the agents of interest which is often unavailable
due to privacy and/or cost reasons. This observation leads us in the second
chapter to develop a synthetic population generator whose main characteristics
are its sample-free nature, its ability to cope with moderate data inconsisten-
cies and different levels of aggregation. The new algorithm has been applied to
generate a synthetic population for Belgium in 2001 of 10.300.000 individuals
gathered in 4.300.000 households. The conducted validation tests have demon-
strated that our generator is able to produce reliable synthetic data which is
crucial since micro-simulations are sensitive to it. Nevertheless, investigating
the temporal evolution of the input database and the synthetic population
are interesting research perspectives. Moreover adding new attributes to the
agents or refining existing ones (such as the age classes) could improve the
VirtualBelgium models.
In the third chapter, we designed a stochastic and flexible activity-based
model for traffic demand forecasting relying on weak data requirements: only
a road network and various statistical distributions are needed. Furthermore
105
106 Chapter 4. Dynamic traffic assignment with strategic agents
no a priori information about the localization of activities is necessary, but
its flexible design easily takes advantage of any new data sources about these
localizations. Despite its simplicity, the model has demonstrated promising
results as the agents mobility behaviours are statistically similar to the ones
observed in the Mobel mobility survey. Future research works to be conducted
for increasing the quality and the reliability of the results include :
• considering a true mode choice for reaching an activity (public trans-
portation, car, walking);
• collecting data for destination choice (job and service indicators by mu-
nicipality, schools localization, land use...);
• further refining the statistical distributions and their correlations used
for determining the activities attributes;
• validating the produced origin-destination matrix by comparing it against
real data (to be collected).
A traffic simulation is completed by considering the assignment of the gen-
erated demand on the road network. For that purpose, VirtualBelgium can be
coupled with the MATSim framework, but in its current implementation this
framework was not able to cope with the 10,000,000 synthetic agents due to
the problem size. An alternative to the conventional simulation-based dynamic
traffic assignment models is proposed in the fourth chapter. The proposal main
characteristic is the neural network-based strategy provided with the agents,
giving them the ability to re-route themselves accordingly to perceived local
traffic conditions. Even tough the results tend to indicate that the strategy
is efficient, only an exploratory work has been conducted. Hence it still re-
quires further investigations and comparisons with other validated approaches
are needed before considering its implementation within VirtualBelgium. Dif-
ferent specifications of the strategy and the speed reduction function as well
as a sensitivity analysis of its learning process (by varying the network and/or
the number of strategic agents) could also be considered in the future.
In conclusion it is our hope that the work described in this thesis will
be useful in future developments of VirtualBelgium as an integrated micro-
simulator and opens new research perspectives. Indeed this research work is,
we think, just the start of a powerful prospective tool, and a lot of future
works are possible. For instance VirtualBelgium can provide a useful framework
to the research topics developed at the Namur Center for Complex Systems
(NAXYS) such as opinion and disease propagation, social network dynamics,
socio-demographic evolution of a population, residential mobility, family and
social dynamics, etc.
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Appendix A
VirtualBelgium 1.0
installation and user guide
A.1 Introduction
VirtualBelgium is an open-source project which aims at developing understand-
ing of the evolution of the Belgian population using micro-simulation and con-
siders various aspects of this evolution (demographics, residential choice, ac-
tivity patterns, mobility, ...). This document describes how to install and use
VirtualBelgium 1.0 on a 64 bits GNU/Linux operating system.
A.2 Download and directory listing
The project files are hosted at
http://sourceforge.net/projects/virtualbelgium/files/
and are organised as follow.
./ root directory, contains running scripts and a Makefile
./bin VirtualBelgium executable and configuration files
./data inputs
./doc documentation
./include header files
./licenses licenses of Repast HPC, tinyxml2 and VirtualBelgium
./logs log files of simulation runs
./outputs outputs generated by simulation runs
./scripts scripts for processing outputs
./tools tools for processing outputs
./src source files and a Makefile
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A.3 Requirements
The minimal requirement to compile, run the simulation and produce outputs
consists of the Repast HPC 2.0 framework. The raw outputs can then be
processed trough provided scripts which also have specific requirements. This
Section lists the mandatory and optional requirements.
A.3.1 Mandatory
C++ compiler
To build the project you must first have a C++ compiler installed. A common
C++ compiler is g++; you can determine if you have g++ installed by typing:
g++ -v
If g++ is installed and is on the execution path, this will give you version
information.
Make utility
The make utility manages dependencies and automates the compiling process.
To confirm that make is installed on your system and is on the execute path,
navigate to an empty directory and type:
make
If a message like
make: *** No targets specified and no makefile found. Stop.
is the response, then make is installed; otherwise install it. The make utility
executes rules defined in a Makefile file.
MPI environment
The Message Passing Interface (MPI) is a standard allowing several processes
to communicate together. MPI’s goals are high performance, scalability, and
portability. This standard remains the dominant model used in high- perfor-
mance computing today. In order to check if a MPI compiler is installed, verify
that the command
mpicxx
is not returning a message like
bash: mpicxx: unknown command...
Similarly, try to invoke the command
mpirun
to assess that an execution environment is already set up. If you do not have
an MPI implementation installed, we recommend the use of OpenMPI.
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Libraries
The following libraries need to be installed before compiling Repast HPC 1.0.1:
• libcurl ;
• Boost 1.48 (or higher): alongside with the Boost header-only libraries, it
is also necessary to have the boost-mpi, boost-system, boost-serialization
and boost-filesystem compiled libraries;
• NetCDF 4.2.1;
• NetCDF C++ 4.2.
Check your system documentation to install the required dependencies.
Repast HPC 2.0
Repast for High Performance Computing is a lean and expert-focused C++-
based modeling system that is designed for use on large computing clusters
and supercomputers. This framework is developed by Argonne National Labo-
ratory and freely available at http://repast.sourceforge.net. VirtualBel-
gium relies on the 2.0 version. Before installing Repast HPC, make sure that
the previous mandatory dependencies are installed. In order to setup Repast
HPC, download it, navigate to the directory containing the downloaded archive,
unzip it and follows the instructions given in the file INSTALL.txt.
If the make process generates an error, it is likely that the files
./src/repast_hpc/DirectedVertex.h and
./src/repast_hpc/UndirectedVertex.h
must be modified by replacing every occurrences of
getItems(...)
by
this->getItems(...)
before running the make utility again. If an error still occurs, then the Makefile
file should be edited in order to remove every references to static compilations.
A.3.2 Optionnal
The next utilities are not required to compile and execute VirtualBelgium,
but they are necessary to help debugging, generate the documentation or even
process the simulation’s outputs via the provided scripts:
• R and the rgdal library (shapefiles’ data generation);
• Python and the mapnik2 and cairo libraries (shapefiles process);
118 Appendix A. VirtualBelgium 1.0 installation and user guide
• ffmpeg (animated maps generation);
• doxygen (documentation generation);
• gdb (the GNU debugger).
Note that some outputs of VirtualBelgium are compatible with MATSim(1)
(Meister et al., 2010), an agent-based framework for transport simulation.
A.4 Compilation and execution
Workstation
To compile VirtualBelgium on a regular workstation, execute
make
invoking the Makefile’s default rule. Once the compilation is done, then launch-
ing the simulation is invoked by the script
./run.sh NP
where NP is the number of desired parallel processes.
High Performance Computers - SLURM launch script
Depending on the cluster setup, the Makefile’s default rule may have to be
tuned. For instance, we provide an option designed specifically for the Lemaitre
2 cluster of the Consortium des Équipements de Calcul Intensif (http://www.
ceci-hpc.be/). Invoking
make ucl
will compile VirtualBelgium on this particular architecture.
The script run_lemaitre2.sh can be used to submit an MPI parallel job on
a cluster operating the SLURM management system by executing the
sbatch run_lemaitre2.sh
command. Various options can be set within the script, the most important
one being
• mail-user : the mail address used for job notification;
• time : the requested run-time ;
• ntask : the number of process requested for the job ;
• mem-per-cpu : the memory requirement for the job, per process.
The job may requires the loading of several modules; check with your cluster
administrator.
(1)available at http://www.matsim.org
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High Performance Computers - SGE launch script
Depending on the cluster setup, the Makefile’s default rule may have to be
tuned. For instance, we provide an option designed specifically for the Hercules
cluster of the Consortium des Équipements de Calcul Intensif (http://www.
ceci-hpc.be/). Invoking
make
will compile VirtualBelgium on this particular architecture.
The script run_clust.sh can be used to submit an MPI parallel job on a
cluster operating the Sun Grid Engine management system by executing the
qsub run_clust.sh
command. Various options can be set within the script, the most important
one being
• M : the mail address used for job notification;
• h_cpu : the requested run-time ;
• pe openmpi : the number of process requested for the job ;
• vf : the memory requirement for the job, per process.
The job may requires the loading of several modules; check with your cluster
administrator.
Debugging
While implementing new models in VirtualBelgium, you may want to use the
a debugger. Compiling the project with
make debug
includes in the compiled binaries the debugging symbols necessary for the GNU
gdb debugger. A parallel debugging session with NP processes can then be
started by running
mpiexec -n NP xterm -e gdb ./vbel
in the ./bin directory.
A.5 VirtualBelgium configuration - model.props
VirtualBelgium contains a collection of models that can be activated and de-
activated in the configuration file
./bin/model.props
which is also responsible for setting the models parameters and inputs data.
The file is divided into 3 sections described next.
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Parameters
This section specifies the simulation and checkpointing parameters.
par.start Starting year of the simulation.
par.end Ending year of the simulation.
par.debug Debugging parameter (y = activated, not ac-
tivated otherwise).
par.act_home Code identifying the return to home activity.
Data files
The parameters in this section give the path to the various input files.
Socio-demographic data
file.ind Baseline synthetic population (individuals).
file.hh Baseline synthetic population (households).
file.age_dis_men Men age distribution by municipality.
file.age_dis_women Women age distribution by municipality.
file.mortality Death probability by age and gender.
Road network data
file.network Road network.
file.node_ins Road network’s nodes with their respective mu-
nicipality id.
file.ins_id_code Codebook for municipality name × id × INS
code × district name.
file.indicators Indicators by INS code, used for activity local-
ization.
Activity-chains data
file.act_cdb Activities codebook.
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file.act_distance Parameters of the mixture of Normal distribu-
tions for the log(distance) achieved to reach an
activity localization conditionally to the activ-
ity type.
file.act_duration Parameters of the mixture of Normal distribu-
tions for the log(duration) of an activity con-
ditionally to the activity type.
file.act_tdep_house Parameters of the mixture of Normal distribu-
tions for the log(house departure time) of an
activity conditionally to the activity type.
file.act_distance_duration Parameters of the mixture of bivariate Normal
distributions for log(distance)× log(duration)
attributes of an activity conditionally to the
activity chain size and activity type.
file.start_duration Parameters of the mixture of bivariate Normal
distributions for log(start time)×log(duration)
attributes of an activity conditionally to the
activity type.
file.dist_x_dur_trip Parameters of the mixture of bivariate Normal
distributions for log(distance)× log(duration)
of a trip.
file.start_x_end_time Parameters of the mixture of bivariate Normal
distributions for starting time× ending time
attributes of an activity conditionally to the
activity type.
Models selection
Turning on and off the models of VirtualBelgium (y = activated, not activated
otherwise).
evo.age Aging process.
evo.death Agents can die.
evo.birth Reproduction model.
evo.activity Activity-chain model for travel demand fore-
casting.
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A.6 Inputs formats for transport demand fore-
casting
In this section, we detail the formats of the required inputs for the
Synthetic population
Agents generation in VirtualBelgium requires 2 files:
• one detailing the households. One line of this file is of the form
id ins mun type n_childs n_adults list_ind
• and one for the individuals descriptions. One line of this file is of the
form
id ins mun hhtype gender spstatus dip drvlic age_cl act_chain
whose respective fields are described below.
Households description
id Numerical id of the household.
ins INS code of the household’s municipality.
mun Household’s municipality name.
type Household type. Possible values are IH (iso-
lated man) IF (isolated woman) F (family),
C (couple), M (mono-parental father) and W
(mono-parental mother).
n_childs Number of child in the household (0 to 5).
n_adults Number of adults in the household (mate not
included, 0 to 3).
list_ind Listing of the individuals’ id belonging to the
household.
Individuals description
id Numerical id of the individual.
ins INS code of the individual’s municipality.
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mun Individual’s municipality name.
hhtype Household type. Possible values are I (iso-
lated), C (couple), F (family), N (mono-parental).
gender Gender. Possible values are H (male) or F
(female).
spstatus Socio-professional status. Possible values are I
(inactive), A (active) or E (student).
dip Education level. Possible values are O (none),
P (primary school), S (secondary school) and
U (higher education).
drvlic Driving licence ownership. Possible values are
O (no) and P (yes).
age_cl Age class. Possible values are 0 (0-5), 1 (6-17),
2, (18-39), 3 (40-59) and 4 (60+).
act_chain Sequence of base activities. See the file pointed
by the parameter file.act_cdb in themodel.props
configuration file for the list of possible activi-
ties.
Distributions
The activity-based model used to derive the traffic demand relies on the mixture
of several univariate and bivariate Normal distributions. We now detail the
encoding format of such distributions.
Mixture of univariate Normal distributions
Such distributions are characterized by
• an id;
• k univariate Normal distributionsN (µi, σi) (i = 1, . . . , k) where µi and σi
are respectively the mean and standard deviation of the ith distribution;
• a set of weights such that the ith distribution is associated with weight
pi ∈ [0, 1] and
∑k
i pi = 1. These weights are also referred as the mixing
proportions.
• an upper bound max;
and are encoded in the following format:
id ; µ1 ; . . . ; µk ; σ1 ; . . . ; σk ; p1 ; . . . ; pk ; max
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Mixture of bivariate Normal distributions
Similarly to the univariate case, these distributions are characterized by
• an id;
• k bivariate Normal distributions N (µi,Σi) where
µi = (µi,1, µi,2) and Σi =
(
σi,11 σi,12
σi,21 σi,22
)
.
are respectively the mean vector and variance-covariance matrix of the
ith distribution;
• and a set of weights such that the ith distribution is associated with
weight pi ∈ [0, 1] and
∑k
i pi = 1. These weights are also referred as the
mixing proportions.
• a vector of upper bound max = (max1,max2)
and are encoded in the following format:
id ; µ1,1 ; . . . ; µk,1 ; µ1,2 ; . . . ; µk,2 ; σ1,11 ; σ1,12 ; σ1,21 ; σ1,22 ; . . . ;
σk,11 ; σk,12 ; σk,21 ; σk,22 ; . . . ; p1 ; . . . ; pk ; max1 ; max2
Network
The road network is encoded as a XML file compatible with the input format of
MATSim. An example of such file is given in Listing A.1. The necessary data
can be extracted from OpenStreetMap and converted into a network XML file
by using MATSim libraries(2).
<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE network SYSTEM
"http://www.matsim.org/files/dtd/network_v1.dtd">
<network name="example">
<nodes>
<node id="0" x="505046.8125" y="137967.7969" />
<node id="1" x="520580.9063" y="147882.7969" />
...
</nodes>
<links capperiod="01:00:00" effectivecellsize="7.5"
effectivelanewidth="3.75">
<link id="0" from="0" to="1" length="6243.0"
(2)http://www.matsim.org/docs/tutorials/8lessons/input/creating/network
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freespeed="27.77" capacity="4000.0"
permlanes="2.0" oneway="1" modes="car" />
<link id="1" from="1" to="0" length="6243.0"
freespeed="27.77" capacity="4000.0"
permlanes="2.0" oneway="1" modes="car" />
...
</links>
</network>
Listing A.1 – Network encoding (XML).
Note that length is given in meters, capacity in vehicles per hour and free-
flow speed (freespeed) in meters per second. Number of lanes of a link cor-
respond to the permlanes attributes. Every link are assumed to be one-way
(oneway="1") and can be travelled with a car (mode="car").
A.7 Outputs for travel demand forecasting
Agents’ agenda - activity_chains.xml
Listing A.2 illustrates an agent’s agenda produced by the activity based model.
This generated XML output is compatible with MATSim. Each entry act
details an activity (type, localization and ending time). The leg mode attribute
indicates which mode the individual used to reach the next activity.
<person id="9993331">
<plan selected="yes">
<act type="m" x="415857.564773" y="596350.923224"
end_time="11:25:24"/>
<leg mode="car"/>
<act type="c" x="410815.268373" y="595582.660781"
end_time="13:50:8"/>
<leg mode="car"/>
<act type="m" x="415857.564773" y="596350.923224"
end_time="14:18:41"/>
<leg mode="car"/>
<act type="l" x="416014.612566" y="595111.030150"
end_time="15:46:33"/>
<leg mode="car"/>
<act type="m" x="415857.564773" y="596350.923224"/>
</plan>
</person>
Listing A.2 – An agent’s schedule (XML).
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Activities and trips data - activity_stat
VirtualBelgium provides a complete listing of every activity associated with a
trip in a plain text file encoded in the following format:
type_act dist_trip dur_trip dur_act start_act size_chain id_chain
whose fields are detailed below.
type Numerical type of the activity. See the file
pointed by the parameter file.act_cdb in the
model.props configuration file for the list of
possible activities.
dist_trip Distance performed to reach the activity local-
ization (meters).
dur_trip Duration of the trip (seconds).
dur_act Duration of the activity (seconds).
start_act Starting time of the activity (seconds elapsed
since midnight).
size_chain Size of the activity chain to which the current
activity belongs.
id_chain Rank of the activity in its chain.
Starting activities - activity_mun_start_time
The number of starting activities by municipality for each hour of the day is
saved in a CSV file of the form:
ADMUKEY ; H0 ; H1 ; H2 ; ... ; H23
11001 ; 434 ; 314 ; 299 ; ... ; 521
...
93090 ; 1002 ; 1347 ; 1120 ; ... ; 873
where the ADMUNKEY column corresponds to the INS codes of the munici-
palities, and the H0 to H23 columns are the hours of the day. Each line of the
file represents then the evolution of the number of starting activities in a given
municipality over one day.
Ending activities - activity_mun_end_time
Similarly to the starting activities, the number of ending activities by munici-
pality for each hour of the day is saved in a comma-separated values file in the
same form as the one used for recording the number of starting activities.
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Origin-destination matrix - origin_destination
The origin-destination matrix (giving the flows between municipalities) is recorded
in a comma-separated file, in which the first column and the first line respec-
tively gives the origin and the destination of the flows. Note that the mu-
nicipalities are identified by their INS code. An example of such file is given
below.
O/D ; 11001 ; 11002 ; ... ; 93090
11001 ; 20348 ; 9925 ; ... ; 1
...
93090 ; 1 ; 84 ; ... ; 11644
Origin-destination array - origin_destination_array
The origin-destination matrix is also saved in an array format of which an
example is given hereunder.
Origin , Dest , Trips
11001 , 11001 , 20348
11001 , 11002 , 9925
...
93090 , 93090 , 11644
This file is suited to the JFlowMap software used to illustrate graphically and
interactively the flows between municipalities (see Section A.8).
A.8 Post-processing scripts
VirtualBelgium provides various scripts to post-process the raw outputs of the
simulation.
merge.sh Shell script merging the activity-based model
outputs created by the parallel processes into
a single one.
merge_shp.R R script adding the municipalities-related out-
puts from the activity-based model to a shape-
file (provided in the ./data/network directory).
maps_generation.py Python script that generates 24 maps illustrat-
ing the number of starting activities by munic-
ipality for each hour of a day. The maps are
then merged into a movie representing the evo-
lution over one day. Requires the data created
by merge_shp.R.
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od_one_municipality.pl Perl script that extracts the flows originating
and going to one municipality from the origin-
destination array created by the activity-based
model. Takes one argument: the municipality
INS code.
od_maps.sh Shell script launching the JFlowMap visualiza-
tion software(3) from Boyandin et al. (2010).
It represents graphically and interactively the
flows between origins and destinations. Takes
one argument: the name of an origin-destination
array in the ./output directory. Figure A.1 il-
lustrates a snapshot of the software.
A.9 Source documentation
Source documentation is either available on-line at
http://virtualbelgium.sourceforge.net/doc/
or in the files
./doc/html/index.html and ./doc/refman.pdf
A.10 SVN repository
The latest development version of the project is also available on a SVN repos-
itory hosted at the University of Namur (Belgium). Providing that you have a
SVN client installed on your workstation, just follow these steps to access the
repository :
1. request an user account at grt@math.unamur.be;
2. create an SSH tunnel to the Gauss server:
ssh -N -f -l 5555:localhost:3690 user@gauss.math.fundp.ac.be
and execute
svn co svn://user@localhost:5555/var/svn/virtualbelgium/
to retrieve latest development version of VirtualBelgium.
3. if the previous step does not work then execute:
svn co svn+ssh://user@gauss.math.fundp.ac.be/var/svn/virtualbelgium
−−username user
(3)available at https://code.google.com/p/jflowmap/
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Figure A.1 – Screenshot of JFlowMap, an interactive tool for representing
graphically origin-destination flows.
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Appendix B
Synthetic population
generator: technical details
B.1 Data sources
The synthetic population generator presented in Chapter 2 requires data which
is provided from the following sources:
• Directorate-general Statistics and Economic information of the Belgian
Federal Government (INS);
• Service public fédéral Mobilité et Transports of the Belgian Federal Gov-
ernment (DIV);
• Groupe d’étude de démographie appliquée (GéDAP) centre of the Univer-
sity of Louvain-la-Neuve (Belgium);
• the MOBEL mobility survey (Hubert and Toint, 2002).
We list them in the following.
Municipality characteristics
• Municipality name
• Municipality identifier (a number from 1 to 589)
• Municipality INS code
• District name
• District INS code
• Population (GéDAP, 2001):
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– total number of men
– total number of women
– total number of individuals
• Population by gender and age class (GéDAP, 2001)
• Driving licence (DIV, 2004): total number of individuals having a driving
licence by gender and age class
• Population by household type (GéDAP, 2001)
• Population by activity status
• Population by diploma (GéDAP, 2001)
• Number of households by household type and household size (INS, 2001)
• Number of households by household type and number of children (INS,
2001)
District characteristics
• District name
• District INS code
• Province name
• Population by household type and age (INS, 2001)
• Population by diploma and age (INS, 2001)
• Population by activity status and age (INS, 2001)
• Population of 6+ years old individuals by activity status and diploma
(INS, 2001)
• Population of 6+ years old individuals by gender and diploma (INS, 2001)
• Population by sex and activity (INS, 2001)
National characteristics - MOBEL
• Distribution of household’s head’s gender by age and household type
• Distribution of the age class for the household’s head by municipality
type and household type
• Distribution of the activity status for the household’s head by municipal-
ity type, age class and household type
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• Distribution of the household’s head diploma by municipality type, age
class and household type
• Distribution of the mate’s age class as a function of the head’s gender
and age class by household type
• Distribution of the mate’s diploma as a function of the head’s gender and
diploma by household type
B.2 SIF file for LANCELOT
The synthetic population generator needs to solve an optimization problem
for each municipality (Section 2.3.2). The solution is determined using an
augmented Lagrangian algorithm, as implemented in the (freely available)
LANCELOT package (Conn et al., 1992 and Gould et al., 2003). The problem
formulation in the LANCELOT syntax is given hereunder (SIF file).
***************************
* SET UP THE INITIAL DATA *
***************************
NAME =PNAME
* Problem :
* *********
* This problem arises in the determination of a synthetic
* population for Belgian municipalities. It estimates, for
* a given municipality, the number of households of the
* following types:
* type F (a couple)
* type W (a woman)
* type M (a man)
* which have a specific number of children (1 to 5) and
* additional adults (0 to 2).
*
* The data consists in
* - the number of individuals in households with 3
* to 8 members,
* - the number of F, W and N households according
* to their number of children
* - and the total number of individuals in F- and
* W/M-households.
*
* The variables are:
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*
* NF10: number of F with 1 child and 0 additional adult,
* NF11: number of F with 1 child and 1 additional adult,
* NF12: number of F with 1 child and 2 additional adults,
* NF20: number of F with 2 children and 0 additional adult,
* NF21: number of F with 2 children and 1 additional adult,
* NF32: number of F with 2 children and 2 additional adults,
* NF30: number of F with 3 children and 0 additional adult,
* NF31: number of F with 3 children and 1 additional adult,
* NF32: number of F with 3 children and 2 additional adults,
* NF40: number of F with 4 children and 0 additional adult,
* NF41: number of F with 4 children and 1 additional adult,
* NF42: number of F with 4 children and 2 additional adults,
* NF50: number of F with 5 children and 0 additional adult,
* NF51: number of F with 5 children and 1 additional adult,
* NF52: number of F with 5 children and 2 additional adults,
* NW10: number of W with 1 child and 0 additional adult,
* NW11: number of W with 1 child and 1 additional adult,
* NW12: number of W with 1 child and 2 additional adults,
* NW20: number of W with 2 children and 0 additional adult,
* NW21: number of W with 2 children and 1 additional adult,
* NW22: number of W with 2 children and 2 additional adults,
* NW30: number of W with 3 children and 0 additional adult,
* NW31: number of W with 3 children and 1 additional adult,
* NW32: number of W with 3 children and 2 additional adults,
* NM10: number of M with 1 child and 0 additional adult,
* NM11: number of M with 1 child and 1 additional adult,
* NM12: number of M with 1 child and 2 additional adults,
* NM20: number of M with 2 children and 0 additional adult,
* NM21: number of M with 2 children and 1 additional adult,
* NM32: number of M with 2 children and 2 additional adults,
* NM30: number of M with 3 children and 0 additional adult,
* NM31: number of M with 3 children and 1 additional adult,
* NM32: number of M with 3 children and 2 additional adults,
*
* all these variables being non-negative.
* The other constraints are:
*
* 1) the number of households of size 3:
*
* NF10 + NW20 + NW11 + NM20 + NM11 = M3
*
* 2) the number of households of size 4:
*
* NF20 + NF11 + NW30 + NW21 + NW12 + NM30 + NM21 + NM12 = M4
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*
* 3) the number of households of size 5:
*
* NF30 + NF21 + NF12 + NW31 + NW22 + NM31 + NM22 = M5
*
* 4) the number of households of size 6:
*
* NF40 + NF31 + NF22 + NW32 + NM32 = M6
*
* 5) the number of households of size 7:
*
* NF50 + NF41 + NF32 = M7
*
* 6) the number of households of size 8 and more:
*
* NF51 + NF42 + NF52 = M8
*
* 7) the number of F-households with 1 child:
*
* NF10 + NF11 + NF12 = M1F
*
* 8) the number of F-households with 2 children:
*
* NF20 + NF21 + NF22 = M2F
*
* 9) the number of F-households with 3 children or more:
*
* NF30 + NF31 + NF32 + NF40 + NF41 + NF42 + NF50
* + NF51 + NF52 = M3F
*
* 10) the number of W-households with 1 child:
*
* NW10 + NW11 + NW12 = M1W
*
* 11) the number of W-households with 2 children:
*
* NW20 + NW21 + NW22 = M2W
*
* 12) the number of W-households with 3 children or more:
*
* NW30 + NW31 + NW32 = M3W
*
* 13) the number of M-households with 1 child:
*
* NM10 + NM11 + NM12 = M1M
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*
* 14) the number of M-households with 2 children:
*
* NM20 + NM21 + NM22 = M2M
*
* 15) the number of M-households with 3 children or more:
*
* NM30 + NM31 + NM32 = M3M
*
* 16) the number of individuals in F-households:
*
* 3*NF10 + 4*NF11 + 5*NF12 + 4*NF20 + 5*NF21 + 6*NF22
* + 5*NF30 + 6*NF31 + 7*NF32 + 6*NF40 + 7*NF41
* + 8*NF42 + 7*NF50 + 8*NF51 + 9*NF52 = NINF
*
* 17 ) the number of individuals in N-households:
*
* 2*NW10 + 3*NW11 + 4*NW12 + 3*NW20 + 4*NW21 + 5*NW22
* + 4*NW30 + 5*NW31 + 6*NW32 + 2*NM10 + 3*NM11
* + 4*NM12 + 3*NM20 + 4*NM21 + 5*NM22 + 4*NM30
* + 5*NM31 + 6*NM32 = NINN
*
* Equations are rescaled to that their right-hand side
* is of the order of unity.
*
* Problem initial data
* Number of households according to their sizes
RE M3 ===M3===
RE M4 ===M4===
RE M5 ===M5===
RE M6 ===M6===
RE M7 ===M7===
RE M8 ===M8===
* Number of F-households according the number of children
RE M1F ===M1F==
RE M2F ===M2F==
RE M3F ===M3F==
* Number of M-households according the number of children
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RE M1M ===M1M==
RE M2M ===M2M==
RE M3M ===M3M==
* Number of W-households according the number of children
RE M1W ===M1W==
RE M2W ===M2W==
RE M3W ===M3W==
* Number of children and adults in households of type F and N
RE NINF ===NINF=
* Number of individuals in N-households
RE NINN ===NINN=
* Avoid zero right-hand sides, as their inverse is needed for
* scaling and regularization.
RA M3P1 M3 1.0
RA M4P1 M4 1.0
RA M5P1 M5 1.0
RA M6P1 M6 1.0
RA M7P1 M7 1.0
RA M8P1 M8 1.0
RA M1FP1 M1F 1.0
RA M2FP1 M2F 1.0
RA M3FP1 M3F 1.0
RA M1WP1 M1W 1.0
RA M2WP1 M2W 1.0
RA M3WP1 M3W 1.0
RA M1MP1 M1M 1.0
RA M2MP1 M2M 1.0
RA M3MP1 M3M 1.0
* The regularization parameter
RE PENPAR ===PP===
* Update the scalings for the penalty parameter
R/ PM3 M3P1 PENPAR
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R/ PM4 M4P1 PENPAR
R/ PM5 M5P1 PENPAR
R/ PM6 M6P1 PENPAR
R/ PM7 M7P1 PENPAR
R/ PM8 M8P1 PENPAR
R/ PM1F M1FP1 PENPAR
R/ PM2F M2FP1 PENPAR
R/ PM3F M3FP1 PENPAR
R/ PM1W M1WP1 PENPAR
R/ PM2W M2WP1 PENPAR
R/ PM3W M3WP1 PENPAR
R/ PM1M M1MP1 PENPAR
R/ PM2M M2MP1 PENPAR
R/ PM3M M3MP1 PENPAR
VARIABLES
NF10
NF11
NF12
NF20
NF21
NF22
NF30
NF31
NF32
NF40
NF41
NF42
NF50
NF51
NF52
NW10
NW11
NW12
NW20
NW21
NW22
NW30
NW31
NW32
NM10
NM11
NM12
NM20
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NM21
NM22
NM30
NM31
NM32
GROUPS
* Household of size 3 to 8: each of these constraints
* imposes that the total number of households
* of a given size is equal to the observed value.
N HSZ3 NF10 1.0 NW20 1.0
N HSZ3 NW11 1.0 NM20 1.0
N HSZ3 NM11 1.0
ZN HSZ3 ’SCALE’ PM3
N HSZ4 NF20 1.0 NF11 1.0
N HSZ4 NW30 1.0 NW21 1.0
N HSZ4 NW12 1.0 NM30 1.0
N HSZ4 NM21 1.0 NM12 1.0
ZN HSZ4 ’SCALE’ PM4
N HSZ5 NF30 1.0 NF21 1.0
N HSZ5 NF12 1.0 NW31 1.0
N HSZ5 NW22 1.0 NM31 1.0
N HSZ5 NM22 1.0
ZN HSZ5 ’SCALE’ PM5
N HSZ6 NF40 1.0 NF31 1.0
N HSZ6 NF22 1.0 NW32 1.0
N HSZ6 NM32 1.0
ZN HSZ6 ’SCALE’ PM6
N HSZ7 NF50 1.0 NF41 1.0
N HSZ7 NF32 1.0
ZN HSZ7 ’SCALE’ PM7
N HSZ8 NF51 1.0 NF42 1.0
N HSZ8 NF52 1.0
ZN HSZ8 ’SCALE’ PM8
* Household with 1,2 or 3+ children, for families (F),
* isolated woman (W) or isolated man (M)
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N HST1F NF10 1.0 NF11 1.0
N HST1F NF12 1.0
ZN HST1F ’SCALE’ PM1F
N HST2F NF20 1.0 NF21 1.0
N HST2F NF22 1.0
ZN HST2F ’SCALE’ PM2F
N HST3F NF30 1.0 NF31 1.0
N HST3F NF32 1.0 NF40 1.0
N HST3F NF41 1.0 NF42 1.0
N HST3F NF50 1.0 NF51 1.0
N HST3F NF52 1.0
ZN HST3F ’SCALE’ PM3F
N HST1W NW10 1.0 NW11 1.0
N HST1W NW12 1.0
ZN HST1W ’SCALE’ PM1W
N HST2W NW20 1.0 NW21 1.0
N HST2W NW22 1.0
ZN HST2F ’SCALE’ PM2W
N HST3W NW30 1.0 NW31 1.0
N HST3W NW32 1.0
ZN HST3W ’SCALE’ PM3W
N HST1M NM10 1.0 NM11 1.0
N HST1M NM12 1.0
ZN HST1M ’SCALE’ PM1M
N HST2M NM20 1.0 NM21 1.0
N HST2M NM22 1.0
ZN HST2M ’SCALE’ PM2M
N HST3M NM30 1.0 NM31 1.0
N HST3M NM32 1.0
ZN HST3M ’SCALE’ PM3M
* Number of individuals in F-households
E HINF NF10 3.0 NF11 4.0
E HINF NF12 5.0 NF20 4.0
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E HINF NF21 5.0 NF22 6.0
E HINF NF30 5.0 NF31 6.0
E HINF NF32 7.0 NF40 6.0
E HINF NF41 7.0 NF42 8.0
E HINF NF50 7.0 NF51 8.0
E HINF NF52 9.0
E HINF ’SCALE’ 0.001
* Number of individuals in N-households
E HINN NW10 2.0 NW11 3.0
E HINN NW12 4.0 NW20 3.0
E HINN NW21 4.0 NW22 5.0
E HINN NW30 4.0 NW31 5.0
E HINN NW32 6.0 NM10 2.0
E HINN NM11 3.0 NM12 4.0
E HINN NM20 3.0 NM21 4.0
E HINN NM22 5.0 NM30 4.0
E HINN NM31 5.0 NM32 6.0
E HINN ’SCALE’ 0.001
* Linear terms of the entropy function
N GNF10 NF10 -1.0
N GNF11 NF11 -1.0
N GNF12 NF12 -1.0
N GNF20 NF20 -1.0
N GNF21 NF21 -1.0
N GNF22 NF22 -1.0
N GNF30 NF30 -1.0
N GNF31 NF31 -1.0
N GNF32 NF32 -1.0
N GNF40 NF40 -1.0
N GNF41 NF41 -1.0
N GNF42 NF42 -1.0
N GNF50 NF50 -1.0
N GNF51 NF51 -1.0
N GNF52 NF52 -1.0
N GNW10 NW10 -1.0
N GNW11 NW11 -1.0
N GNW12 NW12 -1.0
N GNW20 NW20 -1.0
N GNW21 NW21 -1.0
N GNW22 NW22 -1.0
N GNW30 NW30 -1.0
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N GNW31 NW31 -1.0
N GNW32 NW32 -1.0
N GNM10 NM10 -1.0
N GNM11 NM11 -1.0
N GNM12 NM12 -1.0
N GNM20 NM20 -1.0
N GNM21 NM21 -1.0
N GNM22 NM22 -1.0
N GNM30 NM30 -1.0
N GNM31 NM31 -1.0
N GNM32 NM32 -1.0
CONSTANTS
Z =PNAME HSZ3 M3
Z =PNAME HSZ4 M4
Z =PNAME HSZ5 M5
Z =PNAME HSZ6 M6
Z =PNAME HSZ7 M7
Z =PNAME HSZ8 M8
Z =PNAME HST1F M1F
Z =PNAME HST2F M2F
Z =PNAME HST3F M3F
Z =PNAME HST1W M1W
Z =PNAME HST2W M2W
Z =PNAME HST3W M3W
Z =PNAME HST1M M1M
Z =PNAME HST2M M2M
Z =PNAME HST3M M3M
Z =PNAME HINF NINF
Z =PNAME HINN NINN
BOUNDS
XL =PNAME ’DEFAULT’ 0.01
START POINT
RM M1F/3 M1F 0.333333333
XV =PNAME NF10 =M1F/3_1
XV =PNAME NF11 =M1F/3_2
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XV =PNAME NF12 =M1F/3_3
RM M2F/3 M2F 0.333333333
XV =PNAME NF20 =M2F/3_1
XV =PNAME NF21 =M2F/3_2
XV =PNAME NF22 =M2F/3_3
RM M3F/9 M3F 0.111111111
XV =PNAME NF30 =M3F/9_1
XV =PNAME NF31 =M3F/9_2
XV =PNAME NF32 =M3F/9_3
XV =PNAME NF40 =M3F/9_4
XV =PNAME NF41 =M3F/9_5
XV =PNAME NF42 =M3F/9_6
XV =PNAME NF50 =M3F/9_7
XV =PNAME NF51 =M3F/9_8
XV =PNAME NF52 =M3F/9_9
RM M1W/3 M1W 0.333333333
XV =PNAME NW10 =M1W/3_1
XV =PNAME NW11 =M1W/3_2
XV =PNAME NW12 =M1W/3_3
RM M2W/3 M2W 0.333333333
XV =PNAME NW20 =M2W/3_1
XV =PNAME NW21 =M2W/3_2
XV =PNAME NW22 =M2W/3_3
RM M3W/3 M3W 0.333333333
XV =PNAME NW30 =M3W/3_1
XV =PNAME NW31 =M3W/3_2
XV =PNAME NW32 =M3W/3_3
RM M1M/3 M1M 0.333333333
XV =PNAME NM10 =M1M/3_1
XV =PNAME NM11 =M1M/3_2
XV =PNAME NM12 =M1M/3_3
RM M2M/3 M2M 0.333333333
XV =PNAME NM20 =M2M/3_1
XV =PNAME NM21 =M2M/3_2
XV =PNAME NM22 =M2M/3_3
RM M3M/3 M3M 0.333333333
XV =PNAME NM30 =M3M/3_1
XV =PNAME NM31 =M3M/3_2
XV =PNAME NM32 =M3M/3_3
ELEMENT TYPE
EV ENTROP X
ELEMENT USES
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T ENF10 ENTROP
V ENF10 X NF10
T ENF11 ENTROP
V ENF11 X NF11
T ENF12 ENTROP
V ENF12 X NF12
T ENF20 ENTROP
V ENF20 X NF20
T ENF21 ENTROP
V ENF21 X NF21
T ENF22 ENTROP
V ENF22 X NF22
T ENF30 ENTROP
V ENF30 X NF30
T ENF31 ENTROP
V ENF31 X NF31
T ENF32 ENTROP
V ENF32 X NF32
T ENF40 ENTROP
V ENF40 X NF40
T ENF41 ENTROP
V ENF41 X NF41
T ENF42 ENTROP
V ENF42 X NF42
T ENF50 ENTROP
V ENF50 X NF50
T ENF51 ENTROP
V ENF51 X NF51
T ENF52 ENTROP
V ENF52 X NF52
T ENW10 ENTROP
V ENW10 X NW10
T ENW11 ENTROP
V ENW11 X NW11
T ENW12 ENTROP
V ENW12 X NW12
T ENW20 ENTROP
V ENW20 X NW20
T ENW21 ENTROP
V ENW21 X NW21
T ENW22 ENTROP
V ENW22 X NW22
T ENW30 ENTROP
V ENW30 X NW30
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T ENW31 ENTROP
V ENW31 X NW31
T ENW32 ENTROP
V ENW32 X NW32
T ENM10 ENTROP
V ENM10 X NM10
T ENM11 ENTROP
V ENM11 X NM11
T ENM12 ENTROP
V ENM12 X NM12
T ENM20 ENTROP
V ENM20 X NM20
T ENM21 ENTROP
V ENM21 X NM21
T ENM22 ENTROP
V ENM22 X NM22
T ENM30 ENTROP
V ENM30 X NM30
T ENM31 ENTROP
V ENM31 X NM31
T ENM32 ENTROP
V ENM32 X NM32
GROUP TYPE
GV L2 GVAR
GROUP USES
* The original groups
T HSZ3 L2
T HSZ4 L2
T HSZ5 L2
T HSZ6 L2
T HSZ7 L2
T HSZ8 L2
T HST1F L2
T HST2F L2
T HST3F L2
T HST1W L2
T HST2W L2
T HST3W L2
T HST1M L2
T HST2M L2
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T HST3M L2
* The entropy groups
E GNF10 ENF10
E GNF11 ENF11
E GNF12 ENF12
E GNF20 ENF20
E GNF21 ENF21
E GNF22 ENF22
E GNF30 ENF30
E GNF31 ENF31
E GNF32 ENF32
E GNF40 ENF40
E GNF41 ENF41
E GNF42 ENF42
E GNF50 ENF50
E GNF51 ENF51
E GNF52 ENF52
E GNW10 ENW10
E GNW11 ENW11
E GNW12 ENW12
E GNW20 ENW20
E GNW21 ENW21
E GNW22 ENW22
E GNW30 ENW30
E GNW31 ENW31
E GNW32 ENW32
E GNM10 ENM10
E GNM11 ENM11
E GNM12 ENM12
E GNM20 ENM20
E GNM21 ENM21
E GNM22 ENM22
E GNM30 ENM30
E GNM31 ENM31
E GNM32 ENM32
OBJECT BOUND
LO =PNAME 0.0
* Solution
*LO SOLTN 0.0
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ENDATA
***********************
* SET UP THE FUNCTION *
* AND RANGE ROUTINES *
***********************
ELEMENTS =PNAME
INDIVIDUALS
T ENTROP
F X * LOG( X )
G X 1.0 + LOG( X )
H X X 1.0 / X
ENDATA
*********************
* SET UP THE GROUPS *
* ROUTINE *
*********************
GROUPS =PNAME
INDIVIDUALS
T L2
F GVAR * GVAR
G GVAR + GVAR
H 2.0
ENDATA
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Appendix C
Sioux-Falls characteristics
C.1 Road network
Origin Destination Capacity Length Speed limit(veh/km) (km) (km/h)
1 2 25900 6 60
1 3 23403 4 60
2 1 25900 6 60
2 6 4958 5 60
3 1 23403 4 60
3 4 17110 4 60
3 12 23403 4 60
4 3 17110 4 60
4 5 17782 2 60
4 11 4908 6 60
5 4 17782 2 60
5 6 4947 4 60
5 9 10000 5 60
6 2 4958 5 60
6 5 4947 4 60
6 8 4898 2 60
7 8 7841 3 60
7 18 23403 2 60
8 6 4898 2 60
8 7 7841 3 60
8 9 5050 10 60
8 16 5045 5 60
9 5 10000 5 60
9 8 5050 10 60
9 10 13915 3 60
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Origin Destination Capacity Length Speed limit(veh/km) (km) (km/h)
10 9 13915 3 60
10 11 10000 5 60
10 15 13512 6 60
10 16 4854 4 60
10 17 4993 8 60
11 4 4908 6 60
11 10 10000 5 60
11 12 4908 6 60
11 14 4876 4 60
12 3 23403 4 60
12 11 4908 6 60
12 13 25900 3 60
13 12 25900 3 60
13 24 5091 4 60
14 11 4876 4 60
14 15 5127 5 60
14 23 4924 4 60
15 10 13512 6 60
15 14 5127 5 60
15 19 14564 3 60
15 22 9599 3 60
16 8 5045 5 60
16 10 4854 4 60
16 17 5229 2 60
16 18 19679 3 60
17 10 4993 8 60
17 16 5229 2 60
17 19 4823 2 60
18 7 23403 2 60
18 16 19679 3 60
18 20 23403 4 60
19 15 14564 3 60
19 17 4823 2 60
19 20 5002 4 60
20 18 23403 4 60
20 19 5002 4 60
20 21 5059 6 60
20 22 5075 5 60
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Origin Destination Capacity Length Speed limit(veh/km) (km) (km/h)
21 20 5059 6 60
21 22 5229 2 60
21 24 4885 3 60
22 15 9599 3 60
22 20 5075 5 60
22 21 5229 2 60
22 23 5000 4 60
23 14 4924 4 60
23 22 5000 4 60
23 24 5078 2 60
24 13 5091 4 60
24 21 4885 3 60
24 23 5078 2 60
C.2 Origin-destination matrix
<TOTAL OD FLOW> 360600.0
Origin 1
1 : 0.0; 2 : 100.0; 3 : 100.0; 4 : 500.0; 5 : 200.0;
6 : 300.0; 7 : 500.0; 8 : 800.0; 9 : 500.0; 10 : 1300.0;
11 : 500.0; 12 : 200.0; 13 : 500.0; 14 : 300.0; 15 : 500.0;
16 : 500.0; 17 : 400.0; 18 : 100.0; 19 : 300.0; 20 : 300.0;
21 : 100.0; 22 : 400.0; 23 : 300.0; 24 : 100.0;
Origin 2
1 : 100.0; 2 : 0.0; 3 : 100.0; 4 : 200.0; 5 : 100.0;
6 : 400.0; 7 : 200.0; 8 : 400.0; 9 : 200.0; 10 : 600.0;
11 : 200.0; 12 : 100.0; 13 : 300.0; 14 : 100.0; 15 : 100.0;
16 : 400.0; 17 : 200.0; 18 : 0.0; 19 : 100.0; 20 : 100.0;
21 : 0.0; 22 : 100.0; 23 : 0.0; 24 : 0.0;
Origin 3
1 : 100.0; 2 : 100.0; 3 : 0.0; 4 : 200.0; 5 : 100.0;
6 : 300.0; 7 : 100.0; 8 : 200.0; 9 : 100.0; 10 : 300.0;
11 : 300.0; 12 : 200.0; 13 : 100.0; 14 : 100.0; 15 : 100.0;
16 : 200.0; 17 : 100.0; 18 : 0.0; 19 : 0.0; 20 : 0.0;
21 : 0.0; 22 : 100.0; 23 : 100.0; 24 : 0.0;
Origin 4
1 : 500.0; 2 : 200.0; 3 : 200.0; 4 : 0.0; 5 : 500.0;
6 : 400.0; 7 : 400.0; 8 : 700.0; 9 : 700.0; 10 : 1200.0;
11 : 1400.0; 12 : 600.0; 13 : 600.0; 14 : 500.0; 15 : 500.0;
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16 : 800.0; 17 : 500.0; 18 : 100.0; 19 : 200.0; 20 : 300.0;
21 : 200.0; 22 : 400.0; 23 : 500.0; 24 : 200.0;
Origin 5
1 : 200.0; 2 : 100.0; 3 : 100.0; 4 : 500.0; 5 : 0.0;
6 : 200.0; 7 : 200.0; 8 : 500.0; 9 : 800.0; 10 : 1000.0;
11 : 500.0; 12 : 200.0; 13 : 200.0; 14 : 100.0; 15 : 200.0;
16 : 500.0; 17 : 200.0; 18 : 0.0; 19 : 100.0; 20 : 100.0;
21 : 100.0; 22 : 200.0; 23 : 100.0; 24 : 0.0;
Origin 6
1 : 300.0; 2 : 400.0; 3 : 300.0; 4 : 400.0; 5 : 200.0;
6 : 0.0; 7 : 400.0; 8 : 800.0; 9 : 400.0; 10 : 800.0;
11 : 400.0; 12 : 200.0; 13 : 200.0; 14 : 100.0; 15 : 200.0;
16 : 900.0; 17 : 500.0; 18 : 100.0; 19 : 200.0; 20 : 300.0;
21 : 100.0; 22 : 200.0; 23 : 100.0; 24 : 100.0;
Origin 7
1 : 500.0; 2 : 200.0; 3 : 100.0; 4 : 400.0; 5 : 200.0;
6 : 400.0; 7 : 0.0; 8 : 1000.0; 9 : 600.0; 10 : 1900.0;
11 : 500.0; 12 : 700.0; 13 : 400.0; 14 : 200.0; 15 : 500.0;
16 : 1400.0; 17 : 1000.0; 18 : 200.0; 19 : 400.0; 20 : 500.0;
21 : 200.0; 22 : 500.0; 23 : 200.0; 24 : 100.0;
Origin 8
1 : 800.0; 2 : 400.0; 3 : 200.0; 4 : 700.0; 5 : 500.0;
6 : 800.0; 7 : 1000.0; 8 : 0.0; 9 : 800.0; 10 : 1600.0;
11 : 800.0; 12 : 600.0; 13 : 600.0; 14 : 400.0; 15 : 600.0;
16 : 2200.0; 17 : 1400.0; 18 : 300.0; 19 : 700.0; 20 : 900.0;
21 : 400.0; 22 : 500.0; 23 : 300.0; 24 : 200.0;
Origin 9
1 : 500.0; 2 : 200.0; 3 : 100.0; 4 : 700.0; 5 : 800.0;
6 : 400.0; 7 : 600.0; 8 : 800.0; 9 : 0.0; 10 : 2800.0;
11 : 1400.0; 12 : 600.0; 13 : 600.0; 14 : 600.0; 15 : 900.0;
16 : 1400.0; 17 : 900.0; 18 : 200.0; 19 : 400.0; 20 : 600.0;
21 : 300.0; 22 : 700.0; 23 : 500.0; 24 : 200.0;
Origin 10
1 : 1300.0; 2 : 600.0; 3 : 300.0; 4 : 1200.0; 5 : 1000.0;
6 : 800.0; 7 : 1900.0; 8 : 1600.0; 9 : 2800.0; 10 : 0.0;
11 : 4000.0; 12 : 2000.0; 13 : 1900.0; 14 : 2100.0; 15 : 4000.0;
16 : 4400.0; 17 : 3900.0; 18 : 700.0; 19 : 1800.0; 20 : 2500.0;
21 : 1200.0; 22 : 2600.0; 23 : 1800.0; 24 : 800.0;
Origin 11
1 : 500.0; 2 : 200.0; 3 : 300.0; 4 : 1500.0; 5 : 500.0;
6 : 400.0; 7 : 500.0; 8 : 800.0; 9 : 1400.0; 10 : 3900.0;
11 : 0.0; 12 : 1400.0; 13 : 1000.0; 14 : 1600.0; 15 : 1400.0;
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16 : 1400.0; 17 : 1000.0; 18 : 100.0; 19 : 400.0; 20 : 600.0;
21 : 400.0; 22 : 1100.0; 23 : 1300.0; 24 : 600.0;
Origin 12
1 : 200.0; 2 : 100.0; 3 : 200.0; 4 : 600.0; 5 : 200.0;
6 : 200.0; 7 : 700.0; 8 : 600.0; 9 : 600.0; 10 : 2000.0;
11 : 1400.0; 12 : 0.0; 13 : 1300.0; 14 : 700.0; 15 : 700.0;
16 : 700.0; 17 : 600.0; 18 : 200.0; 19 : 300.0; 20 : 400.0;
21 : 300.0; 22 : 700.0; 23 : 700.0; 24 : 500.0;
Origin 13
1 : 500.0; 2 : 300.0; 3 : 100.0; 4 : 600.0; 5 : 200.0;
6 : 200.0; 7 : 400.0; 8 : 600.0; 9 : 600.0; 10 : 1900.0;
11 : 1000.0; 12 : 1300.0; 13 : 0.0; 14 : 600.0; 15 : 700.0;
16 : 600.0; 17 : 500.0; 18 : 100.0; 19 : 300.0; 20 : 600.0;
21 : 600.0; 22 : 1300.0; 23 : 800.0; 24 : 800.0;
Origin 14
1 : 300.0; 2 : 100.0; 3 : 100.0; 4 : 500.0; 5 : 100.0;
6 : 100.0; 7 : 200.0; 8 : 400.0; 9 : 600.0; 10 : 2100.0;
11 : 1600.0; 12 : 700.0; 13 : 600.0; 14 : 0.0; 15 : 1300.0;
16 : 700.0; 17 : 700.0; 18 : 100.0; 19 : 300.0; 20 : 500.0;
21 : 400.0; 22 : 1200.0; 23 : 1100.0; 24 : 400.0;
Origin 15
1 : 500.0; 2 : 100.0; 3 : 100.0; 4 : 500.0; 5 : 200.0;
6 : 200.0; 7 : 500.0; 8 : 600.0; 9 : 1000.0; 10 : 4000.0;
11 : 1400.0; 12 : 700.0; 13 : 700.0; 14 : 1300.0; 15 : 0.0;
16 : 1200.0; 17 : 1500.0; 18 : 200.0; 19 : 800.0; 20 : 1100.0;
21 : 800.0; 22 : 2600.0; 23 : 1000.0; 24 : 400.0;
Origin 16
1 : 500.0; 2 : 400.0; 3 : 200.0; 4 : 800.0; 5 : 500.0;
6 : 900.0; 7 : 1400.0; 8 : 2200.0; 9 : 1400.0; 10 : 4400.0;
11 : 1400.0; 12 : 700.0; 13 : 600.0; 14 : 700.0; 15 : 1200.0;
16 : 0.0; 17 : 2800.0; 18 : 500.0; 19 : 1300.0; 20 : 1600.0;
21 : 600.0; 22 : 1200.0; 23 : 500.0; 24 : 300.0;
Origin 17
1 : 400.0; 2 : 200.0; 3 : 100.0; 4 : 500.0; 5 : 200.0;
6 : 500.0; 7 : 1000.0; 8 : 1400.0; 9 : 900.0; 10 : 3900.0;
11 : 1000.0; 12 : 600.0; 13 : 500.0; 14 : 700.0; 15 : 1500.0;
16 : 2800.0; 17 : 0.0; 18 : 600.0; 19 : 1700.0; 20 : 1700.0;
21 : 600.0; 22 : 1700.0; 23 : 600.0; 24 : 300.0;
Origin 18
1 : 100.0; 2 : 0.0; 3 : 0.0; 4 : 100.0; 5 : 0.0;
6 : 100.0; 7 : 200.0; 8 : 300.0; 9 : 200.0; 10 : 700.0;
11 : 200.0; 12 : 200.0; 13 : 100.0; 14 : 100.0; 15 : 200.0;
154 Appendix C. Sioux-Falls characteristics
16 : 500.0; 17 : 600.0; 18 : 0.0; 19 : 300.0; 20 : 400.0;
21 : 100.0; 22 : 300.0; 23 : 100.0; 24 : 0.0;
Origin 19
1 : 300.0; 2 : 100.0; 3 : 0.0; 4 : 200.0; 5 : 100.0;
6 : 200.0; 7 : 400.0; 8 : 700.0; 9 : 400.0; 10 : 1800.0;
11 : 400.0; 12 : 300.0; 13 : 300.0; 14 : 300.0; 15 : 800.0;
16 : 1300.0; 17 : 1700.0; 18 : 300.0; 19 : 0.0; 20 : 1200.0;
21 : 400.0; 22 : 1200.0; 23 : 300.0; 24 : 100.0;
Origin 20
1 : 300.0; 2 : 100.0; 3 : 0.0; 4 : 300.0; 5 : 100.0;
6 : 300.0; 7 : 500.0; 8 : 900.0; 9 : 600.0; 10 : 2500.0;
11 : 600.0; 12 : 500.0; 13 : 600.0; 14 : 500.0; 15 : 1100.0;
16 : 1600.0; 17 : 1700.0; 18 : 400.0; 19 : 1200.0; 20 : 0.0;
21 : 1200.0; 22 : 2400.0; 23 : 700.0; 24 : 400.0;
Origin 21
1 : 100.0; 2 : 0.0; 3 : 0.0; 4 : 200.0; 5 : 100.0;
6 : 100.0; 7 : 200.0; 8 : 400.0; 9 : 300.0; 10 : 1200.0;
11 : 400.0; 12 : 300.0; 13 : 600.0; 14 : 400.0; 15 : 800.0;
16 : 600.0; 17 : 600.0; 18 : 100.0; 19 : 400.0; 20 : 1200.0;
21 : 0.0; 22 : 1800.0; 23 : 700.0; 24 : 500.0;
Origin 22
1 : 400.0; 2 : 100.0; 3 : 100.0; 4 : 400.0; 5 : 200.0;
6 : 200.0; 7 : 500.0; 8 : 500.0; 9 : 700.0; 10 : 2600.0;
11 : 1100.0; 12 : 700.0; 13 : 1300.0; 14 : 1200.0; 15 : 2600.0;
16 : 1200.0; 17 : 1700.0; 18 : 300.0; 19 : 1200.0; 20 : 2400.0;
21 : 1800.0; 22 : 0.0; 23 : 2100.0; 24 : 1100.0;
Origin 23
1 : 300.0; 2 : 0.0; 3 : 100.0; 4 : 500.0; 5 : 100.0;
6 : 100.0; 7 : 200.0; 8 : 300.0; 9 : 500.0; 10 : 1800.0;
11 : 1300.0; 12 : 700.0; 13 : 800.0; 14 : 1100.0; 15 : 1000.0;
16 : 500.0; 17 : 600.0; 18 : 100.0; 19 : 300.0; 20 : 700.0;
21 : 700.0; 22 : 2100.0; 23 : 0.0; 24 : 700.0;
Origin 24
1 : 100.0; 2 : 0.0; 3 : 0.0; 4 : 200.0; 5 : 0.0;
6 : 100.0; 7 : 100.0; 8 : 200.0; 9 : 200.0; 10 : 800.0;
11 : 600.0; 12 : 500.0; 13 : 700.0; 14 : 400.0; 15 : 400.0;
16 : 300.0; 17 : 300.0; 18 : 0.0; 19 : 100.0; 20 : 400.0;
21 : 500.0; 22 : 1100.0; 23 : 700.0; 24 : 0.0;
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