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Gene networks exhibiting oscillatory dynamics are widespread in biology. The minimal regulatory
designs giving rise to oscillations have been implemented synthetically and studied by mathematical
modeling. However, most of the available analyses generally neglect the coupling of regulatory
circuits with the cellular “chassis” in which the circuits are embedded. For example, the intracellular
macromolecular composition of fast-growing bacteria changes with growth rate. As a consequence,
important parameters of gene expression, such as ribosome concentration or cell volume, are growth-
rate dependent, ultimately coupling the dynamics of genetic circuits with cell physiology. This work
addresses the effects of growth rate on the dynamics of a paradigmatic example of genetic oscillator,
the repressilator. Making use of empirical growth-rate dependences of parameters in bacteria, we
show that the repressilator dynamics can switch between oscillations and convergence to a fixed point
depending on the cellular state of growth, and thus on the nutrients it is fed. The physical support
of the circuit (type of plasmid or gene positions on the chromosome) also plays an important role in
determining the oscillation stability and the growth-rate dependence of period and amplitude. This
analysis has potential application in the field of synthetic biology, and suggests that the coupling
between endogenous genetic oscillators and cell physiology can have substantial consequences for
their functionality.
PACS numbers: 87.17.Aa,87.18.Vf,87.16.Yc,82.40.Bj
I. INTRODUCTION
Oscillatory behavior is widespread and fundamentally
important in biological systems, from circadian clocks to
cell-cycle control [1]. At the level of a single cell, oscil-
lations can be sustained by regulatory circuits, the ba-
sic components of which are nucleic acids, proteins, and
biochemical interactions [2, 3]. However, naturally oc-
curring regulatory systems are complex. Thus, our path
to rationalize their behavior has to pass through simpli-
fications and basic underlying principles [4]. The study
of minimal circuits, by mathematical modeling and ex-
perimental synthetic engineering, allows a quantitative
approach to the study of gene expression [5–8].
This simplifying approach is not only useful for study-
ing the extant regulatory circuits. Understanding the ba-
sic principles and dynamical properties of regulatory net-
works makes it possible to design and produce synthetic
circuits that can perform specific functions in a pre-
dictable manner [9–12], with potentially relevant future
biotechnological and biomedical applications [11, 13]. A
paradigmatic example of a synthetic genetic oscillator,
and one of the earliest in vivo realizations [14], is the so-
called “repressilator”, a three-gene cyclic circuit where
each gene protein-product represses the synthesis of its
successor (Fig. 1A).
From a physics standpoint it is desirable to build min-
imal, but effective and testable models, with qualita-
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tive and possibly quantitative predictive power for ex-
periments. To this end, dealing with controlled, well-
characterized, and isolated systems is necessary. Unfor-
tunately, every genetic circuit, endogenous or syntheti-
cally implemented in a living cell, cannot be truly con-
sidered isolated from cellular processes. These processes
are strongly affected by the physiological state of the
cell [15], and thus by the environmental conditions and
type/availability of nutrients. For example, the macro-
molecular composition of bacterial cells in “steady ex-
ponential” growth (i.e. constantly dividing at the same
rate [50]) changes substantially with growth rate (the rate
of cell proliferation) [16–18]. Importantly, in this case,
growth rate appears to encapsulate most of the physio-
logical changes. In other words, cells growing on differ-
ent nutrients but at similar growth rates are in many
ways equivalent, considering important global cell pa-
rameters such as concentrations of ribosomes and RNA
polymerases (the molecular machines effecting transla-
tion and transcription respectively). Such growth-rate
dependent parameters affect gene expression, coupling its
dynamics with the cell state, with relevant consequences
for genetic circuit functioning [15, 19, 20].
The emergent quantitative “laws” of bacterial physiol-
ogy, linking cell composition and growth rate, are remi-
niscent of those of thermodynamics, and were the subject
of recent advances using physical modeling [17, 18]. Pre-
viously, they were in part captured by early studies in
the 1950’s and 60’s [16]. However, to date, they are not
completely characterized. For E. coli, the best studied
bacterial species, the growth rate dependences of various
cellular parameters were evaluated phenomenologically
in a study by Klumpp and coworkers [15], compiling re-
2sults from multiple experiments. Leveraging on these em-
pirical data, they analyzed the growth-rate dependence
of the steady state protein concentration of a constitu-
tively expressed (i.e. unregulated) gene and few other
simple genetic circuits, such as the self-regulator and the
toggle switch. Their modeling strategy will be briefly
reviewed in section IIA. Beyond steady state, knowing
the empirical growth-rate dependence of gene expression
parameters allows in principle to revisit the dynamical
properties of genetic circuits, introducing the physiolog-
ical cell state as a new player.
This work addresses the growth-rate dependence of a
biological oscillator dynamics, and considers the effect
of cell state on a repressilator, integrated on either a
plasmid or the E. coli chromosome. From the physi-
cal modeling viewpoint, this entails understanding the
models and phenomenological laws that relate the cir-
cuit parameters to the cell physiological state. Incorpo-
rating these features in otherwise fairly standard mod-
els leads to predictions that are experimentally relevant.
After reviewing the conditions for oscillations and the
repressilator dynamics at fixed-growth rate (and extend-
ing some known results), we will show how the physiol-
ogy of the cell can alter qualitatively and quantitatively
the dynamical properties of the system. The main result
is that the conditions for stable oscillations, as well as
their amplitude and period are growth-rate dependent.
This implies that a genetic oscillator can display distinct
dynamical behaviors in different environments and nu-
trient conditions. Additionally, the circuit support, e.g.
type of plasmid or chromosomal position of the genes,
also contributes to its dynamics, through gene dosage.
Specifically, the range of growth rates in which oscilla-
tions are observable will vary with support, in a manner
that could be exploited both biologically and technolog-
ically. Our predictions, although based on a simplified
model, are experimentally testable in a straightforward
way on synthetically realized repressillator circuits, and
more in general set a framework for the more complex
case of endogenous oscillators in bacteria, prominently
the cell cycle and circadian clocks [21].
The paper is organized as follows. Section II reviews
the modeling strategy adopted to include the growth rate
as a variable in gene expression (Subsection IIA) and
explains how this strategy can be applied to a mathe-
matical description of the repressilator (Subsection II B).
Appendix A reviews the Cooper-Helmstetter model [22],
an empirical model of DNA replication in fast-growing
bacteria that is an essential part of our approach, and jus-
tifies in more detail some of the model assumptions pre-
sented in Section II. Section III contains the quantitative
analysis of the circuit, and in particular of the role played
by the cellular state of growth on the dynamics. More
specifically, Subsection III A analyzes the symmetric re-
pressilator, showing the possibility of a growth-mediated
switch between oscillations and convergence to a stable
fixed point. Subsection III B focuses on the asymmetric
case, with particular emphasis on the role of gene chro-
mosomal position on the circuit behavior. Finally, the
last section discusses the implications of the results from
both a biological and a physical modeling standpoint.
II. MODEL
A. Growth-rate dependence of gene expression
This section reviews the approach of Klumpp and
coworkers [15], and the necessary assumptions in order
to extend it to the analysis of circuit dynamics. This
modeling strategy constitutes the basis for our descrip-
tion of the repressilator, introduced in section II B.
In absence of regulation, the dynamics of messenger
RNA (mRNA) levels and protein concentrations, denoted
with m and p respectively, is described by two equations
m˙ =
g αm
V
− βmm
p˙ = αpm− βpp , (1)
where αm and αp are the transcription and translation
rates respectively, βm and βp the degradation rates of
mRNAs and proteins, and V the cell volume. The pa-
rameter g is the gene copy number. If the gene support is
a plasmid, g represents the (mean) plasmid copy number.
For genes integrated on the chromosome, the copy num-
ber can vary because of DNA replication, especially at
fast growth rates, when multiple copies of the genome are
replicated at the same time. This phenomenon whereby
gene dosage is modified by DNA replication is described
by the Cooper-Helmstetter model [22], and reviewed in
Appendix A1. Note that for fast E. coli growth, g in-
creases with decreasing distance ℓ from the replication
origin (illustrated in Fig. 1B), since the cell engages over-
lapping rounds of DNA replication in order to allow fast
growth [23].
In bacteria, proteins are typically stable, with a life-
time longer than the cell cycle, while mRNAs have a
lifetime of just a few minutes [24]. Therefore, the loss
of protein is mainly due to dilution through growth
and cell division, so that an effective degradation rate
βp = µ ln2 (where µ is the growth rate) can be safely
used in most cases. On the other hand, the fast time-
scale of mRNA dynamics allows a quasi-equilibrium ap-
proximation. Thus, Eq. 1 can be reduced to
p˙ =
g αmαp
βmV
− βpp. (2)
Rescaling time with the dilution rate βp, all the growth-
rate dependence can be factorized in a single term F (µ),
p˙ =
g αmαp
βmβpV
− p = p∗F (µ)− p . (3)
Normalizing the growth-rate dependence F (µ) such
that F (µ) = 1 for µ = 1 db/hr (i.e. doublings per
3hour), the parameter p∗ represents the steady-state con-
centration of the constitutive (unregulated) gene at µ =
1 db/hr. Thus, it is a measure of the degree of basal ex-
pression. Klumpp and coworkers [15], refer to this quan-
tity as the “promoter strength”. However, this terminol-
ogy might be slightly misleading, as the term actually in-
cludes non-transcriptional parameters, such as the trans-
lation efficiency or the gene copy number at µ = 1 db/hr.
Thus, we will refer to it as “basal expression” level in the
following.
In principle, all the cellular parameters in F (µ) may
display a growth-rate dependence. The volume V is
known experimentally to change with growth rate [16,
25], with faster-growing bacteria being larger than
slower-growing ones. The protein degradation rate βp is
a direct consequence of dilution due to cell growth and di-
vision, at least for stable proteins, and therefore, as previ-
ously discussed, it is a linear function of the growth rate.
By contrast, the empirical growth-rate independence of
the mRNA degradation rate βm has a less obvious in-
terpretation [15]. In order to sustain fast growth and a
large cell mass, the cellular abundance of the transcrip-
tional and translational machinery is expected to increase
at fast growth, and indeed this is what can be observed
experimentally [16]. However, the rates of transcription
and translation (αm and αp) of a gene only reflect the
availability of “free” (active but not already engaged in
any process) RNA polymerases and ribosomes. This frac-
tion can be quite hard to estimate [26], requiring several
empirical measurements, and is in general not merely
proportional to the total abundance. In fact, while the
cellular ribosome content increases strongly with growth
rate, the translation rate is apparently constant in differ-
ent nutrient conditions [15]. The gene dosage g is prob-
ably the best-characterized parameter, since it is cap-
tured by the Cooper-Helmstetter model [22]. Its increase
with growth rate is a consequence of the coupling be-
tween DNA replication and growth. To sum up, while
it is possible to try to rationalize at least some of the
growth-rate dependences of the basic parameters, there
is in general no a priori quantitative expectation (and
sometimes not even a basic intuition) for them, and thus
for F (µ). Hence, F (µ) can be fully defined only through
the empirical knowledge of the growth-rate dependences
of the different parameters.
For E. coli, the numerical values of these parameters
were collected for five growth rates µ between 0.6 db/hr
and 2.5 db/hr [15]. These values are reported in the
supplementary material of Klumpp et al. (Cell 2009, ref-
erence [15]), more specifically in Table S1. The growth-
rate dependences of the various parameters are plotted
in Figure 1 of the same paper. As a combination of these
parameters, F (µ) decreases in a weakly nonlinear fash-
ion in the available range of growth rates (interpolation
will be used in the following when needed). The growth-
rate dependence of F (µ), and thus of the concentration
of the protein product of a constitutive gene, is reported
in Figure 2D and in Figure 3 of the same reference [15].
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FIG. 1: (Color online) A. Scheme of the repressilator.
Each node represents the expression level of one gene, links
represent repressive regulatory interactions, as described by
Eq. (4). B. Scheme of the E. coli chromosome, illus-
trating the coordinate ℓ, used for the positions where a gene
can be inserted.
The empirical growth-rate dependences that define
F (µ) are based on experimental measurements of the
average cellular properties in a growing cell population.
Thus, they are in principle also dependent on the age dis-
tribution (where “age” stands for stage of the cell cycle)
of the population. However, the differences between aver-
ages calculated over a cell cycle and over a cell population
with the age distribution determined by the exponential
growth are not quantitatively significant, as discussed in
detail in Appendix A. Therefore, the available empirical
measurements of all the key parameters, which are based
on population averages, will be used throughout this pa-
per as an approximation of their cell-cycle averages.
Moreover, we will not consider explicitly the cell-cycle
dynamics of cellular parameters, which, for sufficiently
long time scales, can be averaged out using for example
effective gene dosage or effective protein dilution rate. As
a consequence, Eq. 3 can accurately describe the dynam-
ics of protein concentration on time scales longer than
the generation time [27], as it will always be the case in
the following.
4B. The repressilator
The repressilator is a genetic network consisting of
three genes, each of which encodes for a “transcription
factor” (i.e. a protein able to control the transcription
level of one or a set of target genes by binding to their
upstream genomic region) that represses the expression
of its target in a cycle of regulations (Fig. 1A). The effect
of this negative regulation can be modeled phenomeno-
logically as a multiplicative factor rescaling the target
production rate (the positive term on the right-hand side
of Eq. 3) with a non-linear function of the repressor con-
centration (called “Hill function”) [5, 6]:
R(x/k) =
1
1 + (x/k)n
, (4)
where the Hill coefficient n defines the degree of co-
operativity (determining the steepness of R), while the
dissociation constant k specifies the repressor concentra-
tion at which the production rate is half of its consti-
tutive value. With this mathematical representation of
transcriptional regulation, the repressilator circuit can
be described by three equations, one for each gene, based
on the gene expression model discussed in the previous
section:
x˙1 = x
∗
1F1(µ)R(x2/k1)− x1
x˙2 = x
∗
2F2(µ)R(x3/k2)− x2
x˙3 = x
∗
3F3(µ)R(x1/k3)− x3 , (5)
where the terms x∗i are the basal expression levels. They
represent the steady-state concentration of protein i in
absence of repression at µ = 1 db/hr. Therefore, the
“basal expression level”, as defined here for a negatively
regulated gene, is the maximal expression level that can
be achieved in a fixed growth condition (µ = 1 db/hr) in
absence of regulation [51].
The growth rate functions Fi(µ) can be gene-specific
due to the dependence of gene dosage gi on the chromo-
somal gene position.
Assuming similar dissociation constants for the three
promoters k1 ≃ k2 ≃ k3 = k, the protein concentrations
can be rescaled with k
x˙1 = x
∗
1F1(µ)R(x2)− x1
x˙2 = x
∗
2F2(µ)R(x3)− x2
x˙3 = x
∗
3F3(µ)R(x1)− x3. (6)
With these notations, the basal expression levels x∗i
have dimensionless units, as they are protein concentra-
tions rescaled with the dissociation constant k.
III. RESULTS
A. Growth rate affects qualitatively and
quantitatively the dynamics of a symmetric
repressilator
We start the analysis from the simplified case of a
symmetric repressilator, i.e. the three genes have ap-
proximately the same production/degradation rates for
mRNA and proteins, as well as the same growth-rate
dependence of parameters (this is attained for example
when all genes are integrated on a single plasmid or at a
similar distance from the origin of replication on a chro-
mosome). This is the most studied case, and was ap-
proached with different mathematical descriptions [4, 28–
30]. The symmetric approximation was originally pro-
posed to explain the behavior of the synthetic realization
in vivo [14].
In the symmetric case, the functions encoding the
growth-rate dependence F (µ) and the basal expression
levels x∗ are exactly the same for each of the three genes,
simplifying Eq. 6 to
x˙i = x
∗F (µ)R(xi+1)− xi , (7)
where i ∈ [1, 3] and x4 ≡ x1.
1. At fixed growth rate, the dynamics is determined by
basal expression and cooperativity
Before addressing the effects of the growth-rate depen-
dence of parameters, we characterize the circuit dynamics
at fixed growth conditions, for simplicity at µ = 1 db/hr
where F (µ) = 1. In general, the symmetric repressilator
can display stable oscillations, arising through a Hopf
bifurcation [28]. More specifically, Eqs. 7 have an oscil-
latory solution if the condition for cooperativity n > 2
is satisfied, as can be shown in a straightforward way
considering the symmetry of the system [31].
For a given steepness of the repression function satisfy-
ing the condition n > 2, the stability of the limit cycle is
solely determined by the basal expression x∗. The values
of x∗ that ensure stability of the oscillatory state can be
calculated using linear stability analysis and the resulting
stability diagram is shown in Fig. 2. Essentially, an in-
crease of either cooperativity or basal expression can help
the stabilization of oscillations. This result is common to
all the different repressilator descriptions proposed in the
literature [4].
Furthermore, the two parameters n and x∗ determine
the amplitude and period of oscillation (Fig. 3). The ap-
proximately linear and logarithmic dependences of ampli-
tude and period respectively that emerge from numerical
integration of Eqs. 7 can be rationalized by the follow-
ing rough but conceptually simple argument. Each gene
in the repressilator tends to oscillate between two states
corresponding to its maximally repressed state and its
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FIG. 2: (Color online) Stability diagram of the symmetric repressilator. The left panel shows the parameter space giving
rise to oscillations. The basal expression x∗ is dimensionless, measured as protein concentration at µ = 1 db/hr in absence
of repression in units of the dissociation constant k. High repression cooperativity and high basal expression levels (“strong
promoters”) can ensure stable oscillation. The right panel plots are illustrative examples of the dynamics in correspondence
with two sets of parameter values ({n = 4, x∗ = 1.8} and {n = 4, x∗ = 5}), showing the time evolution of the three protein
concentrations x1, x2, x3 (in units of k). The red continuous curve describes the dynamics of x1, the blue dashed curve x2, and
the orange dot-dashed curve x3.
maximally activated state. In a simplified situation of a
step repression function (n ≫ 1) that switches the tar-
get gene on and off after its equilibration, the protein
concentration would go from xi ≃ 0 (fully repressed) to
xi ≃ x
∗ (fully activated), thus leading to a linear depen-
dence on basal expression of the oscillation amplitude.
On the other hand, the oscillation period depends on the
timescales of gene activation and deactivation. For ex-
ample, the time τ required to go from the fully activated
state xi(t) ≃ x
∗ to xi(t) ≃ 1, when, assuming a step-like
repression function, it releases the repression of its tar-
get, is given by x∗e−τ = 1→ τ = ln(x∗). This expression
suggests that the basal expression contributes logarithmi-
cally to the deactivation timescale, which is compatible
with the dependence of the period on x∗ measured by
numerical integration shown in Fig. 3B.
2. Increasing the growth rate can destabilize oscillations
Let us now consider a specific experimental realization
of the repressillator, which uses a set of genetic compo-
nents with some intrinsic parameters. Given the basal
expression level and the cooperativity of repression, de-
fined by the specific properties of the actual genes and
promoters implementing the repressilator, the growth-
rate dependence of parameters defines a vertical path in
the stability diagram of Fig. 2, since the “effective” basal
expression F (µ) x∗ decreases nonlinearly with growth
rate. This path can cross the border of stability of the
limit cycle, defining a maximum growth rate at which
stable oscillations can be sustained. More precisely, the
basal expression level x∗ defines the position of the path
at µ = 1 db/hr, while the function F (µ) is related to
its length. In fact, given the experimentally accessible
growth rates, F (µ) identifies the span of effective basal
expressions that can be explored changing the growth
rate, and thus the upper and lower bound of the path.
Therefore, both factors contribute to establish the range
of growth rates in which oscillations are expected exper-
imentally.
Remarkably, the circuit can show qualitatively differ-
ent dynamics depending on growth rate, and hence on
nutrient conditions. Fig. 4 shows this for the case of co-
operativity n = 3. Sustained oscillations can be observed
at slow growth, while in fast-growth conditions the dy-
namics can converge to a stable fixed point. The parame-
ter range where oscillations are stable depends on where
the repressilator is integrated through the gene dosage
factor g appearing in F (µ) (see Eq. 3).
If the repressilator is integrated on a plasmid, as the
original in vivo experimental realization [14], the gene
dosage g is simply given by the plasmid copy num-
ber, which has a plasmid-specific growth-rate dependence
that can be quite strong [15, 32]. Fig. 4 compares the
parameter regions corresponding to convergence to sta-
ble oscillation or to a fixed point for a repressilator in-
tegrated on the two plasmids R1 and pBR322 for which
the copy number has been measured in different growth
media [15].
The dosage of a chromosomal gene, instead, is deter-
mined by its genomic position as set by the Cooper-
Helmstetter model (see Appendix A and Fig. 1B). There-
fore, for a repressilator integrated on the chromosome,
the normalized circuit distance ℓ from the replication ori-
gin (Ori) defines the growth-rate dependence of the dy-
namics (where ℓ = 0 represents Ori and ℓ = 1 the repli-
cation terminus, Ter, Fig 1B). It should be noticed that
the three genes composing the repressilator are assumed
here to be inserted approximately in a single chromoso-
mal location (or equivalently in different replichores, the
oppositely replicated chromosome halves, but at the same
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FIG. 3: (Color online) Amplitude and period of oscilla-
tion of a symmetric repressilator. The plots show oscil-
lation amplitude (A) and period (B) as a function of the basal
expression level for three different values of cooperativity n.
Both quantities are plotted in rescaled (dimensionless) units.
The amplitude (concentration) is rescaled by the dissociation
constant k, while the period has units of protein degradation
rate βp. For each value of n, Eqs. 7 were integrated numer-
ically with values of x∗ in the range 0.1 − 40 and step-size
0.1. For each numerical solution, the oscillation amplitude
and period were evaluated after convergence to a stable limit
cycle.
distance ℓ from Ori, see Fig. 1B). The effects of the imbal-
ance in gene dosage generated by different gene locations
on the chromosome are explored in section III B 2.
3. Period and amplitude of oscillation are growth rate
dependent
Fig. 4 shows that increasing the basal expression x∗
(which we recall also includes parameters not based on
transcription) and the steepness of the repression func-
tion n can make the limit cycle solution stable in a wide
range of conditions. However, even if a repressilator is
designed to exhibit oscillations in the experimentally ac-
cessible conditions, the growth rate is still expected to
influence the oscillation amplitude and period in a mea-
surable way (i.e. by a factor that can exceed five, Fig. 5).
Indeed, the effective basal expression F (µ) x∗ decreases
with increasing growth rate, because of the functional
form of F (µ), leading to a reduced amplitude and period
of oscillation. Integrating Eqs. 7 numerically for parame-
ter values corresponding to different growth rates allows
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FIG. 4: (Color online) The repressilator has different
dynamics in different growth conditions. At fixed re-
pression cooperativity (n = 3 in this plot), the repressilator
can show stable oscillation or convergence to a steady state
depending on the cell growth rate µ and the basal expres-
sion x∗ (in units of k). The circuit physical support (plasmid,
chromosome) defines the range of growth rates at which a
limit cycle can be observed. The cases of circuit integration
on plasmids (R1 and pBR322) and on chromosome near the
origin of replication (ℓ = 0) and between the origin and the
terminus (ℓ = 0.5) are represented in the plot.
to predict the oscillation period and amplitude for a chro-
mosomally integrated repressilator or for a plasmid im-
plementation, if the scaling of the plasmid copy number
with growth rate is known, The presence of nonlinearities
in the system makes the dependence on growth rate of
these two variables nontrivial, as represented in Fig. 5.
B. The effect of intrinsic and position-induced
asymmetry on the repressilator dynamics
Differences in intrinsic properties of the genes compos-
ing the circuit, such as affinity for RNA polymerase or
ribosome binding, or gene dosage imbalances due to the
specific gene location on the chromosome, lead to unequal
parameter values in the equations for the dynamics of xi.
This situation is generally referred to as “asymmetric”.
A certain degree of asymmetry is expected for generic
synthetic realizations of the repressilator. However, with
the exception of a few studies [29, 33], its consequences on
the dynamics have not been fully characterized theoreti-
cally [4]. In the modeling framework adopted here, intrin-
sic gene properties are summarized by the basal expres-
sion level. Additionally, using the Cooper-Helmstetter
model (see Appendix A) it is possible to account for the
position-dependent scaling of gene dosage with growth
rate.
The two possible contributions to repressilator asym-
metry, intrinsic gene properties and gene dosage, and
their effects on the dynamics can be analyzed separately.
We first address the dynamics at fixed growth rate of a re-
pressilator composed of genes with different basal expres-
7FIG. 5: (Color online) The oscillation amplitude and pe-
riod of a symmetric repressilator vary significantly
with growth rate. The plots show the scaling with growth
rate of oscillation amplitude (concentration in units of k) and
period (time in units of protein degradation rate) for a “strong
promoter” (basal expression x∗ = 70 in k units) and cooper-
ativity n = 3. The three curves correspond to integration
of the repressilator on plasmid R1, plasmid pBR322, and to
chromosomal integration of the three genes near the origin of
replication (ℓ = 0). A repressilator located near the replica-
tion terminus (ℓ = 1, not shown) follows a growth-rate depen-
dence of amplitude and period similar to the case of plasmid
pBR322.
sion levels, and subsequently explore the consequences of
position-induced asymmetry at different growth rates for
a repressilator made of genes with equal intrinsic prop-
erties, but different chromosomal location.
1. Effects of asymmetry at fixed growth rate
We consider the simplified situation in which only one
of the genes of the repressilator differs from the others
in its basal expression by a factor A, but the three genes
share the same growth rate dependence F (µ). Thus, the
single additional parameter A introduced in the model
measures the level of circuit asymmetry. The system of
equations describing the dynamics of a repressilator de-
signed this way is
x˙1 = x
∗F (µ)R(x2)− x1
x˙2 = x
∗F (µ)R(x3)− x2
x˙3 = A x
∗F (µ)R(x1)− x3 . (8)
At fixed growth rate (for simplicity we take the case
of growth rate µ = 1db/hr, where F (µ) = 1), linear sta-
bility analysis can be applied to study the fixed point
stability. As in the symmetric case described above, a
Hopf bifurcation stands between the system convergence
to a stable fixed point and the oscillatory solution. For
each repression cooperativity level n, the stability dia-
gram can be drawn as a function of the basal expression
x∗ and the asymmetry level A, as shown in Fig. 6 for
n = 3. This diagram essentially shows that a high degree
of asymmetry destabilizes the oscillations. Therefore, if
the goal is to engineer a stable oscillator, a roughly sym-
metric design is generally preferable.
However, the minimum of the boundary curve be-
tween the two asymptotic dynamical behaviors (contin-
uous purple curve in Fig. 6) does not correspond to the
symmetric case (log10(A) = 0). This result indicates that
a symmetric system showing damped oscillations (as it
is generally the case for parameter values just below the
boundary in Fig. 6) can be pushed toward a stable oscil-
lation regime by slightly increasing the basal expression
level of just one gene, if the resulting asymmetry is not
too strong.
Moreover, the presence of a gene with a different basal
expression breaks the symmetry in the dynamics of pro-
tein concentrations, making the oscillation amplitude (or
the stable fixed point) gene-specific, as shown in Fig. 6
for two parameter sets. Thus, a possible test of the effec-
tive symmetry of experimental repressilator realizations
would entail measuring the oscillation amplitude of two
fluorescently-tagged protein products of genes in the cir-
cuit. More specifically, the level of asymmetry, intro-
duced by the presence of a gene with different intrinsic
properties, affects the oscillation period and amplitude in
a predictable way and with a gene-specific signature on
the oscillation amplitude (Fig. 7). Therefore, the global
dynamical properties of the repressilator can be tuned
simply by changing the parameters relative to a single
gene.
2. The chromosomal position of genes affects the circuit
dynamical properties at varying growth rates
To isolate the effect of genomic position of genes on
the dynamics of a chromosomally integrated repressila-
tor, we consider the case of a circuit that is symmetric
in terms of intrinsic gene properties, but where a gene
is placed at a varying distance from the replication ori-
gin. This situation is illustrated in Fig. 8A, where the
genes with protein product concentrations x1 and x2 are
placed in contiguous positions, thus at approximately the
same distance ℓ12 from Ori, while the gene corresponding
to x3 is in position ℓ3. In modeling terms, the equiva-
lence of intrinsic gene properties corresponds to the as-
sumption of identical effective basal expression xiFi(µ)
at extremely slow growth, where the growth-dependence
of gene dosage gi for each gene i is irrelevant, since gi ≃ 1
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FIG. 7: (Color online) Influence of asymmetry on pe-
riod and amplitude of oscillation. The figure shows the
nonlinear effects of the asymmetry induced by the presence
of gene x3 with a basal expression level that differs by a fac-
tor A from the other genes’ basal expression x∗. The period
(upper left plot) and the gene specific oscillation amplitudes
(other plots) are shown as a function of the asymmetry level
log10(A) for three basal expression values that ensure oscilla-
tions in the whole range of asymmetry explored. The curves
are obtained by measuring period and amplitude of numerical
solutions of Eq. 8 for values of log10(A) spaced by 0.01 in the
range {−1, 3}.
for every genomic position. In other words, the following
relation is satisfied: x∗ F (µ ≃ 0) = x∗3 F3(µ ≃ 0), where
x∗ and F (µ) are the basal expression level and growth-
dependence function of genes 1 and 2, and F3(µ) differs
from F (µ) only because of the position-dependent scaling
of gene dosage with growth rate.
It is straightforward to verify that the dynamics of a
repressilator satisfying the above conditions is described
by Eq. 8 with A = 2µC∆ℓ, where ∆ℓ = ℓ12 − ℓ3 and C
is the time required for DNA replication (C ≃ 40 min
for fast growth [34]). The factor A is simply the ra-
tio between the gene copy numbers, g3/g1(2) as given
by the Cooper- Helmstetter model (Appendix A), and
encodes the growth-rate dependent level of asymmetry
induced by gene position in an otherwise symmetrical
circuit. Note that the sign of the relative position ∆ℓ
has relevance. For example, the configuration with two
genes near the replication origin and the third near the
terminus (∆ℓ = −1) leads to a quantitatively different
dynamics with respect to the opposite configuration with
∆ℓ = 1. The repressilator dynamics can be analyzed for
different values of ∆ℓ to explore the effects of gene posi-
tion.
Fig. 8B shows a stability diagram obtained moving one
gene along the chromosome while the other two genes are
near the replication origin (ℓ12 = 0), for different levels of
basal expression x∗. Analogously, the stability diagram
in Fig. 8C is obtained keeping ℓ12 = 0.5 and varying the
third gene position ℓ3. Interestingly, this analysis shows
that at fixed growth rate the repressilator can converge to
a limit cycle or to oscillations depending on where genes
are integreted on the chromosome, highlighting the im-
portance of including the chromosomal gene coordinates
as variables in genetic circuit models. The positional ef-
fect is even more evident if two gene positions are varied
(data not shown).
As discussed in the previous section, the oscillation
stability can be reinforced by increasing the basal ex-
pression of one gene. A simple way to increase the basal
expression of one gene for a chromosomally integrated
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FIG. 8: (Color online) Effect of gene-dosage induced asymmetry on oscillation stability (A) Scheme of the repressilator
chromosomal configuration analyzed here. Two genes are placed at approximately the same distance ℓ12 from the origin of
replication (possibly on opposite arms), while the third is in a different position ℓ3. This genomic configuration induces a growth-
rate dependent copy-number imbalance between genes, as a consequence of DNA replication. The difference ∆ℓ = ℓ12 − ℓ3
measures the effective asymmetry level (∆ℓ = 0 corresponds to the symmetric case) since the ratio between the gene dosages
(the factor A in Eq. 8) is 2µC∆ℓ, where C is the DNA replication time. (B,C) The region of oscillation stability is plotted as a
function of growth rate µ and relative position ∆ℓ for different values of the basal expression x∗. The genomic configurations
analyzed, and thus the values of ∆ℓ, are obtained moving one gene along the chromosome while keeping the others near the
replication origin (ℓ12 = 0) in plot B, or in a mid position (ℓ12 = 0.5) in plot C (see the corresponding schemes on the left).
The plots show how gene positions influence the range of growth rates in which stable oscillations take place. (D,E) Effect of
the relative position ∆ℓ on the oscillation amplitude, normalized with its value in the symmetric case, of the three proteins is
plotted for two different growth rates (the basal expression is x∗ = 75 in units of k). The sets of positions considered in D and
E are those shown in plot B and C respectively. The change in oscillation amplitude that can be obtained by placing the same
genes in different configurations depends on the growth conditions.
circuit is moving its position toward Ori, since this in-
creases its average gene copy number. Indeed, gene po-
sition has been used to modulate the oscillation features
in an experimental synthetic implementation of another
genetic circuit [35]. However, as we show for our case,
the effect of the displacement of a gene is growth-rate
dependent. In fact, while moving a gene from Ter to Ori
allows an increment of its gene dosage of a factor 4 for a
µ = 3 db/hr, this factor decreases with doubling time up
to 1 for slow growth. The consequence of this observa-
tion on the repressilator dynamics is evident looking at
Fig. 8B and C. The same change in configuration (change
in ∆ℓ) has different effects depending on the growth rate.
The modeling framework adopted here gives a quantita-
tive prediction of the gain in oscillation stability that can
be achieved by moving the genes along the chromosome
depending on the experimental growth conditions, giving
an experimental guideline for the best gene insertion sites
in order to obtain the desired dynamics. Finally, Fig. 8D
and E show the oscillation amplitude dependence on the
relative gene positions for the configurations described
in Fig. 8B and C respectively. This dependence changes
significantly at different growth rates, showing that the
effect of gene position is strongly influenced by the cellu-
lar environment, and thus by growth rate. This feature
is also relevant for synthetic biology, since identical ex-
periments carried out with different nutrient levels could
in principle lead to different results.
IV. DISCUSSION
To sum up, this work addresses the dynamics of a
paradigmatic bacterial oscillatory gene circuit, the re-
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pressilator, using for the first time a modeling frame-
work that accounts for relevant physiological parame-
ters, through their growth-rate dependence [15]. From
the modeling viewpoint, this framework entails assum-
ing that the parameters of the dynamical system are
in fact dependent on a hidden “super-parameter”, the
growth rate, which encapsulates cell physiology. Addi-
tional models or experiments are required in order to
obtain the dependence of each relevant parameter from
the super-parameter. For the case of E. coli, all this
information is available. The parameters change their
value following the hidden variable, which makes the phe-
nomenology of the dynamical system with respect to the
standard parameters less informative. Specifically, igno-
rance of the role of the super-parameter and its behavior
prevents from obtaining the physically relevant phase di-
agram.
A growth-rate induced “dynamical switch”. Our results
show that the dynamics is dependent on the growth rate
in a fashion that is both qualitative and quantitative.
Specifically, a symmetric repressilator will lose its oscil-
latory state with increasing growth rate unless its basal
expression is sufficiently high, and this phenomenology is
expected to be observable in a wide range of experimen-
tally accessible conditions. Indeed, the growth-mediated
switch between different dynamics shown in Fig. 4 should
be simple to observe experimentally, given the typical
values of the parameters involved. The average protein
copy numbers per cell span different orders of magnitude,
from 10−1 to 104 [24], while the values for the dissocia-
tion constants have been reported to range between a
few molecules [36] and a few thousands [37]. With these
numbers, the basal expression values (i.e. protein con-
centration at µ = 1 in units of k) analyzed here, such
as x∗ ∈ (0, 20) in the example in Fig. 4, are well in the
physiological range. This suggests that a repressilator
dynamics characterized by loss of the oscillatory behav-
ior at a critical growth rate should not be too difficult to
observe in the laboratory, and that changes in both os-
cillation period and amplitude should also be quite likely
to be measurable experimentally. [52]
Dependence of the dynamics on the physical support.
Furthermore, the growth-rate dependent behavior of the
circuit is affected by the support it is embedded in, a
plasmid or a chromosome, and for a chromosome on the
detailed coordinates of the three promoters. Fig. 4 and 5
suggest that the stability of oscillatory behavior is more
sensitive to variations in growth rate for a repressilator
integrated on plasmids than on the chromosome, as plas-
mid copy number can be strongly growth-rate dependent
(as well as variable from cell to cell). However, integra-
tion on a high copy-number plasmid can naturally in-
crease the protein concentration (hence the “promoter
strength” parameter defined by Klumpp and coworkers),
thus leading to more robust oscillations. Therefore, if
the goal is engineering a stable synthetic oscillator, there
is probably a trade-off between the advantage of an in-
creased basal expression typical of a high copy number
plasmid, and the unavoidable plasmid-specific growth-
rate dependence (and cell-to-cell variability) of the copy
number [38].
On the other hand, for chromosomally integrated re-
pressilators, the dynamics depends nontrivially on gene
position. Recently, it has been shown that the spatial
ordering of a set of “important” genes along the chro-
mosome is strongly conserved between different bacte-
rial species and largely corresponds to their expression
pattern during growth [39], pointing to a functional role
for gene chromosomal position. The example of a puta-
tive chromosome-integrated repressilator analyzed here
suggests that the dynamics of genetic networks, in fast-
growing bacteria, should be influenced by the genomic
position of its components. For example, for the repres-
silator case (Fig. 8), a variation in the relative position
of genes involved in a regulatory circuit can have dif-
ferent consequences depending on the growth rate. In
this perspective, the analysis of the phenotypic conse-
quences of chromosomal rearrangements, such as large
inversions [40], should be revisited taking into account
the growth conditions. More generally, it is tempting
to speculate that the evolutionary pressure for keeping
a certain gene order with respect to genome replication
may be partially due to natural selection of specific net-
work dynamics defined by the combination of gene posi-
tions and cell growth state.
Role of noise. Some relevant considerations can be
made about the possible role of noise in the results given
here within a purely deterministic framework. In gen-
eral, noise can strongly affect the dynamics of a repres-
silator. For example, in the in vivo realization of the
repressilator [14] only about 40% of the cells displayed
oscillations, with high cell-to-cell variability in oscilla-
tion period and amplitude. Several studies have analyzed
the possible impact of noise, focusing on the stochasticity
that arises from the discrete nature of the molecular play-
ers and from the inherent randomness of their interac-
tions (together referred to as intrinsic noise) [14, 29, 41].
The main result is that intrinsic noise can both play a
constructive role in oscillation robustness and a destruc-
tive one. The constructive phenomenon can enlarge the
parameter space of oscillations through a resonance ef-
fect [41]. The destructive one causes strong cell-to-cell
variability in oscillation amplitude and period [14].
While intrinsic noise can be a relevant factor and could
partially explain the experimentally observed variability,
the dominant source of noise might be due to fluctua-
tions in global cellular parameters (extrinsic noise), such
as ribosome or polymerases concentration. This has been
shown to be the case in E. coli, for relatively high expres-
sion (more than approximately 10 proteins per cell) [24].
Since oscillations in the repressilator generally require
strong promoters (high basal expressions), the variability
in the circuit dynamics is expected to be highly sensitive
to the extrinsic noise level, which adds up, for plasmids,
to the aforementioned cell-to-cell copy-number variation.
These considerations point to an interest in considering
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the stochastic aspects of the circuit. However, in order to
extend the mean-field model introduced here to analyze
the growth rate dependence of the cell-to-cell variabil-
ity of the repressilator dynamics, it would be necessary
to know how the extrinsic noise scales with growth rate.
Unfortunately, there are no experimental data concern-
ing this scaling, making the extension of this work to the
stochastic case premature.
Nevertheless, the possibility of a switch between dif-
ferent dynamical regimes in response to the physiologi-
cal cell state opens interesting considerations about the
robustness of this oscillatory genetic circuit. Fluctua-
tions in physiological parameters such as the growth rate
fall in the broadly-defined category of extrinsic noise. It
has been suggested that fluctuations in the growth rate,
mainly through its influence on protein dilution, can ac-
count for a considerable part of the measured extrinsic
noise [27, 42]. Our analysis suggests that fluctuations in
cell parameters linked to growth can introduce cell-to-cell
variability in the circuit dynamics (convergence to oscil-
lation or to a stable fixed point) as well as in oscillation
period and amplitude. Therefore, the reasons behind the
lack of robustness of the repressilator realized in vivo [14]
should be also searched in the variability of physiological
parameters rather than focusing exclusively on intrinsic
noise effects.
Biological outlook. Finally, we believe these findings
could be relevant from both a systems biology and a syn-
thetic biology perspective. There is a long list of endoge-
nous oscillators in bacteria [21] that are interesting for the
former discipline, and need to be understood within the
framework adopted here. The most important examples
are circadian clocks and the cell cycle itself. We previ-
ously studied the dynamics of the DnaA[53] oscillatory
circuit, which is determinant in this last process [23]. In
this case, the timescale of oscillations matches (by defini-
tion) the cell cycle time, thus the approximations defined
in section IIA are not valid. More complex models are
required, and there is no commonly accepted theoretical
framework to describe this case. However, it is interesting
to note that in the simple modeling framework adopted
here, the period of oscillation decreases with growth rate
without the need of specific additional regulation. In ab-
sence of overlapping replication rounds, this is exactly
the kind of behavior desired for an oscillator regulating
the triggering of DNA replication, such as the DnaA cir-
cuit: a shortening of the initiation time is required when
the cell volume grows faster to synchronize DNA repli-
cation and volume doubling (the situation becomes more
complex at fast growth [23]).
In contrast, circadian clocks need to be resilient to
changes in the cell doubling time, and thus in the growth
rate, in order to keep a steady 24-hour period in vari-
able environmental conditions, and thus can not mea-
sure time using the cell cycle. The consequent decou-
pling between the cell cycle and the circadian rhythm
has indeed been verified in cyanobacteria [43–45]. Our
results suggest that the dynamics of a genetic oscilla-
tor is naturally strongly connected to the cellular growth
rate. Therefore, specific regulatory mechanisms are re-
quired in order to compensate for these effects and render
a circadian oscillator insulated from the growth state. Al-
though circadian clocks appear to be primarily based on
post-translational circuits in bacteria [21], the proteins
involved are the result of a gene expression process, and
thus in principle coupled with growth rate [15]. It would
be interesting to evaluate experimentally if the promoters
regulating these proteins are more buffered as a function
of growth rate compared to others. Quantitative models
taking into account the parameter dependence on growth
rate, such as the one presented here, may be important
to pose the question of the growth-rate robustness of the
circadian cycle. For example, the circuit architectures
and the type of regulations selected by evolution to com-
pose circadian oscillators might be, at least in part, con-
strained by the implementation of the observed growth-
rate independence.
Finally, from a synthetic biology standpoint, changing
the conditions in which the cells are grown alters quanti-
tatively the characteristics of the repressilator dynamics
in a predictable manner. This offers the possibility of
external control of the circuit behavior by simply oper-
ating on macroscopic variable related to physiology such
as the type of nutrient supply or the temperature. This
way, the engineering and control of the dynamics can
be performed by tuning environmental conditions in a
model-guided way, rather then by modifying the genetic
components, which can be technically complex.
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Appendix A: Population averages vs cell-cycle
averages
A common assumption in genetic circuit modeling is
that the contribution of the cell-cycle dynamics can be
neglected, at least when one is interested in time scales
longer than the doubling time, which is often the case
given the typical high protein stability. This approxi-
mation allows the use of effective parameters obtained
averaging over the cell cycle. The contribution of protein
dilution due to growth and division is incorporated as
an effective degradation rate [27]. However, as discussed
in the text, the growth-rate dependences of gene expres-
sion parameters are derived from experimental observa-
tions of average cellular properties in a population [16],
which are also affected by the cell age distribution. A
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quantitative estimate of the age-structure effects on mea-
surements performed on an exponentially growing pop-
ulation is especially important when their growth-rate
dependence is in analysis. In fact, the fraction of cells
found at a certain cell-cycle stage is itself a function of
the growth rate.
This Appendix discusses the quantitative difference be-
tween population and cell-cycle averages for two quanti-
ties that are well characterized, the gene dosage due to
DNA replication and the cellular volume. We will show
that in these two cases population averages can be used
in dynamic models of genetic circuits without introduc-
ing significant errors. The assumption that this result
can be generalized to other quantities justifies, although
not rigorously, the use of available experimentally esti-
mated population averages in dynamic models for those
quantities whose time dependence (or even cell-cycle av-
erages) are not known [15]. This is the case for ribosome
or polymerase concentrations at different growth rates,
which are crucial to determine the growth-rate depen-
dence of transcription and translation rates in Eq. 3.
Thus, in our case, given the small quantitative dif-
ference between the two type of averages, the empirical
growth rate dependences (based on population averages)
have been used in the analysis (and thus for all the pa-
rameters quoted in the main text). The alternative use
of cell-cycle averages is possible only for the gene dosage
and volume, and does not alter significantly the results.
Indeed, as reported in [27], for a constitutive gene the
average protein concentrations calculated with respect to
an age-structured population or with respect to the cell
cycle differ by only a few percent.
1. Cooper-Helmstetter model and gene dosage
DNA replication in fast-growing bacteria such as
E. coli typically starts from a single replication ori-
gin (Ori) and proceeds bidirectionally along the circu-
lar chromosome until it reaches the replication terminus
(Ter). The Cooper-Helmstetter model [22] establishes
the relation between growth rate and replication timing
such that DNA copies are produced on time for each new-
born cell. The model is based on the empirical observa-
tion that the time necessary for chromosome replication
(called “C period”) and the time period between com-
pletion of chromosome replication and the following cell
division (D period) are approximately constant (at least
for fast-dividing cells [34], with doubling times less than
1hr). Since at time C +D the cell divides, a time lag X
before initiation is necessary to make the total replica-
tion time X +C +D an integer multiple of the doubling
time τ , “synchronizing” DNA replication and cell divi-
sion. Thus, the following relation has to be satisfied
X + C +D = (n+ 1)τ , (A1)
where n = Int[C+D
τ
] is the integer number of times that τ
divides C+D. Starting from this relation, it can be easily
FIG. 9: (Color online) Cell cycle and population average
of gene dosage. The gene dosage g averaged over the cell
cycle (dashed blue lines) and averaged over a population in
balanced exponential growth (continuous red lines) are shown
as a function of the growth rate for different chromosomal po-
sitions ℓ (normalized distance from Ori). In the physiological
range of growth rates, the two quantities do not present a
substantial quantitative difference.
shown that the number of origins present at initiation is
exactly 2n [16, 22]. More generally, we can consider a
gene at a chromosomal position defined by its normalized
distance ℓ from Ori, i.e. ℓ = 0 represents a gene in Ori
and ℓ = 1 in Ter. The copy number of this gene, g,
changes during the cell cycle following
g(t) =
{
2n
′
if 0 < t < (n′ + 1)τ − (C(1 − ℓ) +D)
2n
′+1 if (n′ + 1)τ − (C(1 − ℓ) +D) < t < τ
,
where n′ = Int[C(1−ℓ)+D
τ
]. Therefore, the gene dosage
averaged over the cell cycle (which could be measured
following a single cell lineage and averaging over time),
is given by
〈g(t)〉cell cycle =
1
τ
∫ τ
0
g(t)dt =
= 2n
′
[1− n′ + µ(C(1 − ℓ) +D)] . (A2)
On the other hand, the population age structure must
be taken into account when evaluating the average gene
dosage in a cell population. For ideal “balanced expo-
nential” growth with rate µ this distribution is given
by [27, 46]
a(t, µ) = 2 ln2 µ 2−µt. (A3)
Thus, the population average is
〈g(t)〉population =
∫ τ
0
a(t, µ)g(t)dt =
= 2µ[C(1−ℓ)+D] . (A4)
This is the expression typically used to evaluate the gene
dosage [15, 16]. As shown in Fig. 9, the difference be-
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tween cell-cycle averages (dashed blue lines) and popula-
tion averages (red continuous lines) in the physiological
range of growth rates is negligible for all gene positions.
2. Cell volume growth
Similar considerations can be carried out in the case
of the average cell volume. The functional form of the
volume increase in time during a cell cycle has long
been debated [47], with two prevailing hypotheses of lin-
ear growth (constant rate) or exponential growth (size-
dependent rate), although more complex dependences
have been proposed [48]. Recent experiments strongly
suggest an exponential growth [49], and we assumed this
functional form (note that the same reasoning could be
applied to linear growth straightforwardly, so this choice
has no consequences on any of the results). With a vol-
ume growth of the form V (t) = V02
µt, the mean volume
over a cell cycle is 〈V (t)〉cell cycle = V0/ln2, while the in-
tegration over the population leads to 〈V (t)〉population =
2 ln2 V0. All the volume growth-rate dependence is hid-
den in V0, and experimental results indicate that this de-
pendence is approximately exponential [25]. For all the
situations considered in our study, we verified that the
different numerical factors introduced by averaging over
the cell cycle or over the population do not affect signif-
icantly the growth-rate dependence of the mean volume.
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