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2010. december 2-3-én hetedik alkalommal rendezzük meg a Magyar Számítógépes 
Nyelvészeti Konferenciát. Örömömre szolgál, hogy a rendezvény – az elz évek 
hagyományaihoz hasonlóan – fokozott érdekldést váltott ki az ország nyelv- és be-
szédtechnológiai szakembereinek körében. A konferencia f célja továbbra is a nyelv- 
és beszédtechnológia területén végzett legújabb, illetve folyamatban lev kutatási 
eredményeinek ismertetése és megvitatása, továbbá az esemény lehetséget biztosít 
különféle hallgatói projektek, illetve ipari alkalmazások bemutatására is. 
 
Idén a konferenciafelhívásra szép számban beérkezett tudományos eladások közül a 
programbizottság 46-ot fogadott el, így 32 eladás és 14 poszter-, illetve laptopos 
bemutató gazdagítja a konferencia programját. 
 
Nagy örömet jelent számomra az is, hogy az idei konferencián – külön szekció kere-
tében – kiemelt figyelmet szentelünk a szemantikus keresés terén elért eredmények-
nek. A számítógépes nyelvészet egyik legintenzívebben kutatott területéhez kapcso-
lódik a MASZEKER projekt, melynek keretében a Nemzeti Kutatási és Technológiai 
Hivatal is támogatja a rendezvényt. A projekt részleteirl több eladásból, poszterbl 
és laptopos bemutatóból is informálódhat az érdekld közönség. 
 
Az eddigi alkalmakhoz hasonlóan idén is tervezzük a „Legjobb Ifjú Kutatói Díj” 
odaítélését, mellyel a fiatal korosztály tagjait kívánjuk ösztönözni arra, hogy kiemel-
ked eredményekkel járuljanak hozzá a magyarországi nyelv- és beszédtechnológiai 
kutatásokhoz. A díjat az MTA Számítástechnikai és Automatizálási Kutatóintézete 
ajánlotta fel az idei évben. 
 
Szeretnék köszönetet mondani a programbizottságnak: Vámos Tibor programbizott-
sági elnöknek, valamint Alberti Gábor, Gordos Géza, László János, Prószéky Gábor 
és Váradi Tamás programbizottsági tagoknak. Szeretném továbbá megköszönni a 
rendezbizottság (Alexin Zoltán, Almási Attila, Vincze Veronika) és a kötetszerkesz-
tk (Tanács Attila, Vincze Veronika) munkáját is. 
 
Csirik János, a rendezbizottság elnöke 
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Panaszlevelek szerkezetének gépi felismerése
Bártházi Eszter1,2, Héder Mihály3,4
1 MTA SZTAKI Géppel Támogatott Megértés Kutatócsoport, barthazi@sztaki.hu
2 SZTE BTK Nyelvtudományi Doktori Iskola, Elméleti Nyelvészet Program
3 MTA SZTAKI Internet Technológiák és Alkalmazások Központ,
mihaly.heder@sztaki.hu
4 Budapesti Műszaki és Gazdaságtudományi Egyetem
Filozófia és Tudománytörténet Tanszék
1. Bevezetés
Kutatásunk célja egy olyan rendszer fejlesztése, amely egy adott intézmény ügy-
félszolgálatára beérkezett panaszlevelek megbízható tartalmi kivonatolására ké-
pes, majd ennek továbbfejlesztéseképpen dialógus formájában képes segítségére
lenni a panaszos ügyfeleknek. Természetesen nem célunk az ügyfél–ügyintéző
kapcsolatot pusztán ember–gép kommunikációra korlátozni, ennek megvalósít-
hatósága amúgy is kétséges, a cél az, hogy az ügyintézők dolgát segítendő a
gép olyan mértékű segítséget nyújtson az ügyfélnek, amelyben még biztonsággal
kompetensnek tekinthető.
A hivatalos levelezésnek megvan a maga formátuma, vannak elvárások a szer-
kezetére, tartalmára, valamint a szókincsére vonatkozóan. A korpuszt alkotó, az
Igazságügyi és Rendészeti Minisztérium ügyfélszolgálatára érkezett panaszleve-
lek5 azonban olyan szabadon alkotott dokumentumok, amelyek írásakor a levél-
írók az esetek nagy részében nem követték a megalkotásukra vonatkozó szokásos
„előírásokat”. Ennek megfelelően a levélírók leveleikben nem kizárólag a megol-
dásra váró problémájukra szorítkoznak, a leveleket hétköznapi nyelvhasználat,
a szakkifejezések rendszertelen és pontatlan használata, valamint zavaros meg-
fogalmazás jellemzi. A zavaros megfogalmazás, valamint a többletinformációk
a gép számára inkonzisztens információt jelentenek, amely jelentősen megnehe-
zíti, ha nem ellehetetleníti a levelek megfelelő tartalmi kivonatolását. A humán
nyelvhasználó számára ez nem jelent problémát, hiszen korábbi tapasztalataira
hagyatkozva, valamint a diskurzuskontextus feldolgozásával képes megfelelő kon-
textust építeni az információk értelmezéséhez. Azt szeretnénk, ha a gép is képes
lenne rendszerezni ezeket az inkonzisztens információkat azáltal, hogy kontex-
tust, és egyúttal egyfajta interpretációt tudna rendelni hozzájuk. Ennek érde-
kében a panaszleveleket kisebb részekre, úgynevezett szerkezeti egységekre osz-
tottuk, úgymint Bemutatkozás, Probléma, Lezárás stb. A szerkezeti egységek
 Ezúton szeretném kifejezni hálás köszönetemet Németh T. Enikőnek és Vámos Ti-
bornak a tanulmányhoz fűzött értékes megjegyzéseikért és támogatásukért.
5 A korpuszért külön köszönet illeti dr. Vörös Editet, az Igazságügyi és Rendészeti
Minisztérium Társadalmi Kapcsolatok Osztályának vezetőjét.
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a bennük előforduló nyelvi információk kontextusaként szolgálnak, a tartalmi
kivonatolás pontosságát pedig azáltal növelik, hogy jelölik, hogy milyen típusú
információt hol érdemes keresni a levelekben, például a levélírót azonosító adato-
kat a Bemutatkozásban stb. Jelen tanulmányban azt szeretnénk bemutatni, hogy
a gép számára milyen felszíni jellemzők állnak rendelkezésre, amelyek alapján a
szerkezeti egységeket felismerheti.
A tanulmánnyal ugyanakkor arra is szeretnénk felhívni a figyelmet, hogy az
emberek által szabadon alkotott, szerkezeti megkötésektől mentes dokumentu-
mok kivonatolása esetén a szózsákmodell puszta alkalmazása feltehetőleg nem
mindig vezet megfelelő eredményre.
A tanulmány felépítése a következő. A Bevezetést követően a 2. pontban
bemutatjuk a szerkezeti egységeket, ezt követően pedig a 3. pontban azokat a
jellemzőket, amelyeket a szerkezeti egységek azonosítása során figyelembe vet-
tünk, továbbá az azonosítás sikerességének mértékéről számolunk be, valamint
arról, hogy milyen elképzelésünk van még az eredmények további javítására, a
hatékonyság növelésére. A 4. pontban összefoglaljuk a tanulmány eredményeit,
végül a tanulmányt a Hivatkozások listája zárja.
2. A szerkezeti egységek
A levelek szerkesztésére vonatkozóan megfigyelhető, hogy az esetek nagy részé-
ben bár a levélíró feltehetőleg a legjobb tudása szerint fogalmazza meg panaszát,
gyakran keveredik a hétköznapi és az egyes szakterületekre jellemző nyelvhasz-
nálat. A szakterminusok használata gyakran pontatlan, jelentése van, hogy eltér
az adott szakterületen belül használatos jelentéstől. A levelek megfogalmazása
zavaros, rendezetlen, és a levelek nagy hányadban tartalmaznak olyan informá-
ciókat, amelyeknek a további érdemi ügyintézésben nincs szerepük. A levelek
szerkezete sem egységes, sok esetben nem felel meg a hivatalos levelekkel szem-
ben támasztott általános szerkezeti elvárásoknak. Ennek feltehetően a levélírók
iskolázatlansága és alacsony társadalmi státusza az oka, bár erre vonatkozóan
nem állnak adatok a rendelkezésre, mivel a korpuszt a kutatócsoport anonimi-
zálva kapta.
A problémát az 1. ábra szemlélteti, amely egy panaszlevelet reprezentál. A
panaszlevélben megfigyelhető, hogy a levél írója azt kéri, hogy értesítsék a Fran-
ciaországban élő nagybátyját megromlott egészségi állapotáról, ugyanakkor a
levélben számos olyan téma is felmerül, amely a további intézkedések szempont-
jából irreleváns, mint ebben az esetben az arra vonatkozó információ, hogy az
édesapja hogy bánt vele gyermekkorában, valamint, hogy az egyik fia a levélírás
idején épp börtönbüntetését tölti.
Annak ellenére, hogy a levelek szerkezete nem egységes, mégis megfigyelhe-
tőek olyan szerkezeti részek, amelyek a korpuszban következetesen visszatérnek,
és amelyekből az egyes levelek felépülnek. A korpusz tanulmányozása alapján az
alábbi tizenegy szerkezeti egységet szükséges megkülönböztetni:
1. Megszólítás: a levélíró azt fejezi ki valamilyen módon, hogy kinek szánja
levelét, azaz kitől vár megoldást a problémájára, pl. Tisztelt [személynév/ti-
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1. ábra. Egy panaszlevél, amely az IM ügyfélszolgálatára érkezett
tulus/szervezet/stb.] (a szögletes zárójelben lévő kategóriák absztrakt címké-
ket jelölnek, amelyek a levelekben természetesen a konkrét beszédhelyzetnek
megfelelő nyelvi elemekkel vannak kitöltve);
2. Bemutatkozás: a levélíró (ideális esetben) megadja mindazokat az adato-
kat, amelyek a kizárólagos azonosításához szükségesek, pl. Alulírott [személy-
név]. . . ;
3. Cél: a levélíró még a panasza ismertetése előtt röviden, néhány szóban,
vagy egy mondatban kifejezi, hogy milyen területen vár segítséget, pl. Tárgy:
nyugdíjügy;
4. Probléma: a levélíró azt a problémáját részletezi, amelynek kapcsán meg-
oldást vár az IM részéről;
5. Javaslat: a Probléma alternatívája, erre abban az esetben találunk példát,
ha a levélíró nem egy adott probléma megoldását várja a minisztériumtól,
hanem ő maga tesz egy javaslatot valamivel kapcsolatban;
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6. Elismerés: a levélíró elismerését fejezi ki a levél címzettjének eddigi tevé-
kenységével, eredményeivel kapcsolatban, pl. Engedje meg, hogy gratulál-
jak. . . ;
7. Egyéb körülmények: a levélíró a problémájához szorosan nem, vagy egy-
általán nem kapcsolódó egyéb problémáját, életkörülményeit, egészségügyi
állapotát stb. ecseteli;
8. Elvárás: a levélíró azt fogalmazza meg, hogy milyen viselkedést, intézkedést
vár el az ügyintéző részéről, pl. Kérem, hogy a fentiek alapján. . . ;
9. Köszönet: a levélíró megköszöni az eddigi intézkedést, türelmet, illetve előre
is megköszöni a további intézkedéseket, pl. Előre is köszönöm, hogy válasz-
levelével megtisztel;
10. Lezárás: a levélíró egy adott formulával befejezi a levelét, pl. Minden jót!
11. Csatolmányra hivatkozás: a levélíró a levél egy mellékletére hivatkozik,
pl. Mellékelten megküldöm kérelmemet.
A nyelvészeti pragmatikai, valamint a számítógépes pragmatikai kutatások-
ban egyre inkább az az uralkodó nézet, hogy a nyelvi és a kontextuális infor-
mációk együttes figyelembevétele szükséges nem csak a megnyilatkozás-, de a
szójelentés megalkotásában is (l. [1,2,3,4,5,6]). A panaszlevelek esetében ilyen
kontextuális információ, hogy panaszlevélről van szó, amellyel egy magyar ál-
lampolgár az Igazságügyi Minisztériumhoz fordult, de a kellően pontos informá-
ciókinyeréshez a fent említett, a panaszlevelekre jellemző tulajdonságok miatt
ez még nem elegendő. A szerkezeti egységek kisebb, úgymond „minikontextusát”
adják a bennük előforduló nyelvi kifejezéseknek.
A kontextus korábbi, statikus értelmezésével szemben annak dinamikus jel-
legét a pragmatikában először [1] fogalmazta meg. Eszerint a kontextust nem
vehetjük előre adottnak, azt az értelmezés során kell felépíteni. A kontextus meg-
nyilatkozásról megnyilatkozásra változik, valamint az egyes kifejezések is egymás
kontextusaként szolgálnak az értelmezés során. Vannak továbbá olyan nyelvi mu-
tatók, amelyek segítik a befogadót a megfelelő kontextus felépítésében, és ezáltal
a megfelelő interpretáció megalkotásában. A szövegkörnyezet is segíti a kontextus
felépítését, hiszen bizonyos kifejezések (együttes) jelenléte leszűkítheti az adott
megnyilatkozás értelmezési lehetőségeit. Feltételezésünk szerint a szerkezeti egy-
ségek, azaz a „minikontextusok” felismerését ennek megfelelően bizonyos nyelvi
kifejezések, azok nyelvtani tulajdonságai, valamint a szerkezetre vonatkozó heu-
risztikák segíthetik (l. 3. pont).
A szerkezeti egységek tematikus kontextusként szolgálnak a bennük előfor-
duló nyelvi információ értelmezéséhez, azaz arra vonatkozóan szolgáltatnak hát-
tértudást, hogy az adott nyelvi információ az adott kontextusban kire/mire vo-
natkozik, kiről/miről szól ([7]: 481). A szerkezeti egységek megmutatják, hogy a
különböző, a levélíró panaszára, valamint elvárásaira vonatkozó lényegi informá-
ciók a levél mely részében találhatók, egyszersmind lehetővé teszik a nem lényegi
részek elhagyását.
A fent felsorolt szerkezeti egységek természetesen nem minden levélben for-
dulnak elő teljes repertoárjukban, és a sorrendjük is igen nagy változatosságot
mutat az egyes levelekben, ugyanakkor a korpuszban újra vissza-visszatérnek.
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A következő pontban a szerkezeti egységek azonosítására vonatkozó, általunk
alkalmazott módszereket, valamint ezek eredményességét ismertetjük.
3. A szerkezeti egységek azonosítása: eredmények
A korpusz létrehozása a következőképpen történt: A teljes korpusz 888 panaszle-
velet tartalmaz, amelynek 20%-án végeztünk kézi annotálást. Az így annotált 198
levélben jelöltük a szerkezeti egységeket, és absztrakt címkével láttuk el a követ-
kező entitásokat: szervezet, titulus, személy, joghivatkozás és betegség,
valamint a helységneveket a rendszer automatikusan felcímkézte. Az annotálással
összesen 1384 szerkezeti egységet kaptunk. Minden annotált szerkezeti egységet
egy rövid dokumentumként kezelve tehát lett 1384 dokumentumunk, amelyek a
szerkezeti egységeknek megfelelő tizenegy kategóriába lettek besorolva. A teljes
korpuszt annotáltuk a Szegedi Tudományegyetem által fejlesztett magyarlánc [8]
szoftverrel, amely a lemmákat és a POS-tageket adta meg. Egy további előfel-
dolgozási lépésként kiszűrtük a háromnál kevesebbszer előforduló szavakat és a
szokásos stopszavakat is, majd az előfordulási értékeket tf-idf módszer szerint
normáltuk. Végeredményként 2750 lemmát kaptunk.
A korpusznak többféle változatát készítettük el. Az első változat kizárólag
lemmákat tartalmaz, a második szintén lemmákat tartalmaz, azzal a kiegészítés-
sel, hogy az igék lemmái el vannak látva igeidő (jelen vs. múlt), valamint igemód
(kijelentő vs. felszólító) címkékkel. A harmadik változat szintúgy lemmákat tar-
talmaz, kivéve, hogy azok helyett a kifejezések helyett, amelyeket az annotálás
során absztrakt címkével láttunk el, azok absztrakt címkéje szerepel. A következő
kategorizáló megoldásokat alkalmaztuk:
– Döntési fák: itt a J48 és a REPTree algoritmusok szerint C4.5 [9] típusú
döntési fákat hoztunk létre.
– Naive Bayes [10] kategorizáló
– SMO [11] kategorizáló
A tanításhoz általában véletlenszerűen kiválasztottuk az adatok 2/3-át, majd
a maradék 1/3-dal teszteltünk, néhol azonban tízfordulós keresztvalidációt is
végeztünk. A tanításokat a weka [12] keretrendszerrel végeztük.
3.1. Lexikai jellemzők
A kiindulási kísérletünk a korpusz tanítása volt lemmák szerint, minden egyéb
információ hozzáadása nélkül, néhány standard módszerrel. A jellemző lemmák
tekintetében a J48-as fa teljesített a legjobban, a Köszönet szerkezeti egység
a kizárólagos lemmatizálással hozta a legjobb eredményt, 86%-ot,6 a többi di-
menzió csak rontott ezen. A többi szerkezeti egység tekintetében a lemmatizálás
azonban önmagában kiemelkedő eredményt nem hozott.
6 A tanulmányban szereplő százalékos értékek az F-mértékre vonatkoznak.
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3.2. Lexikai és szemantikai jellemzők
A következő kísérletünk az volt, hogy a korpuszunkban az absztrakt címkével
ellátott szavakat lecseréltük az absztrakt címkének a nevére, tehát például az
OTP-t szervezet-re cseréltük minden előfordulás esetén. Ezt a változatot tehát
lemmák, illetve egyes lemmák helyett absztrakt címkék alkották. Ez természete-
sen némileg csökkentette a teljes korpusz lemmáinak számát. Ez a kísérlet már
hozott némi javulást, ezzel értük el a legjobb eredményeket az Elvárás, a Lezá-
rás, valamint a Cél tekintetében. Az Elvárás és a Lezárás felismerését az SMO
algoritmus javította, míg a Cél felismerését a Naive Bayes, l. 1. és 2. táblázat7.
1. táblázat. Lexikai és szemantikai jellemzőkre vonatkozó kísérletek eredményei
Naive Bayes algoritmussal
TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.839 0.011 0.839 0.839 0.839 0.97 Bemutatkozas
0.571 0.007 0.727 0.571 0.64 0.931 Cel
0.789 0.007 0.833 0.789 0.811 0.983 Csatolmany
0.47 0.079 0.492 0.47 0.481 0.775 Egyebkorulmenyek
0.556 0.015 0.417 0.556 0.476 0.894 Elismeres
0.794 0.078 0.726 0.794 0.759 0.891 Elvaras
0 0 0 0 0 0.94 Javaslat
0.72 0.02 0.667 0.72 0.692 0.977 Koszonet
0.632 0.051 0.343 0.632 0.444 0.95 Lezaras
0.919 0.008 0.958 0.919 0.938 0.985 Megszolitas
0.621 0.07 0.742 0.621 0.676 0.914 Problema
0.705 0.05 0.719 0.705 0.708 0.913 Weighted Avg.
3.3. Lexikai, szemantikai és grammatikai jellemzők
A lemmák és az absztrakt címkék mellett vizsgáltuk még, hogy az igeidő (jelen
vs. múlt) milyen szerepet játszik a szerkezeti egységek felismerésében. Ennek
előzménye az volt, hogy a korpusz tanulmányozása során feltűnt, hogy azt a
problémáját, amelyre segítséget vár, a levélíró múlt időben ismerteti, míg az
Egyéb körülményekben előforduló szánalmas életkörülményekre való hivatkozás
gyakran jelen időben történik. Ennek oka feltehetően az, hogy a megoldásra
váró probléma általában egy múltban történt eseménynek vagy események soro-
zatának a közvetlen következménye, és a levélíró ezt az eseményt vagy események
sorozatát részletezi a problémája ismertetésekor, míg a levélíró szánalomra méltó
életkörülményei esetében inkább azt hangsúlyozza, hogy azok a jelenben is fenn-
állnak, mintegy tetézik a bajt. Ennek megfelelően a magyarlanc által igéknek
7 Az aláhúzás a 70% fölötti eredményeket jelöli, a vastag betűs kiemelés pedig az adott
szerkezeti egység azonosításában elért legjobb eredményt az összes szempontot és
eszközt figyelembe véve.
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2. táblázat. Lexikai és szemantikai jellemzőkre vonatkozó kísérletek eredményei
SMO algoritmussal
TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.839 0.02 0.743 0.839 0.788 0.977 Bemutatkozas
0.5 0.018 0.467 0.5 0.483 0.814 Cel
0.789 0.009 0.789 0.789 0.789 0.929 Csatolmany
0.576 0.104 0.475 0.576 0.521 0.841 Egyebkorulmenyek
0.556 0.015 0.417 0.556 0.476 0.804 Elismeres
0.814 0.064 0.767 0.814 0.79 0.938 Elvaras
0 0 0 0 0 0.471 Javaslat
0.76 0.013 0.76 0.76 0.76 0.963 Koszonet
0.684 0.015 0.65 0.684 0.667 0.975 Lezaras
0.919 0.023 0.883 0.919 0.901 0.982 Megszolitas
0.586 0.048 0.8 0.586 0.677 0.884 Problema
0.718 0.047 0.729 0.718 0.718 0.916 Weighted Avg.
ítélt tokenek mellé felvettük egy külön dimenzióként, hogy azok múlt vagy je-
len idejűek. Az eredmények azonban nem feleltek meg a várakozásoknak, egyik
algoritmussal sem hoztak jelentős javulást a puszta lemmatizáláshoz képest. To-
vábbi paraméter volt a szerkezeti egységek azonosításában az igemód, hiszen az
elvárásait a levélíró az esetek döntő többségében expliciten és felszólító módban
fogalmazza meg, míg a problémáját jellemzően kijelentő módban. Az absztrakt
címkék és az igemód a Naive Bayes algoritmussal az Elismerés felismerését ja-
vította, ám ebben az esetben is igen gyenge eredményt értünk csak el, 52%-os
pontosságot. Az Elismerés szerkezeti egység felismerésének tekintetében azonban
ez volt a legjobb eredményünk.
Mind az igeidőnél, mind az igemódnál elmondható, hogy bár a döntési fákban
előkelően közel kerültek a gyökérhez, tehát szignifikánsak, a globális pontosságon
mégsem tudtak érdemben javítani.
3.4. Lexikai és szerkezeti jellemzők
Ebben az esetben a lemmatizálást kiegészítettük a szerkezeti jellemzők teszte-
lésével is, úgymint a szerkezeti egységek levélen belüli abszolút elhelyezkedése,
valamint a szerkezeti egységek egymáshoz viszonyított elhelyezkedése. Ehhez a
következő dimenziókkal egészítettük ki a szerkezeti egységeket:
– CU_START_Q1..4 -> A levél melyik negyedében kezdődik a példány
– CU_START_D1..10 -> Melyik tizedben kezdődik a példány
– CU_LENGHT_Q1..4 -> A 100 százalék hány negyedét teszi ki a szerkezeti
egység hossza
– CU_LENGHT_Q1..10 -> A 100 százalék hány tizedét teszi ki a szerkezeti
egység hossza
– CU_PRECEDING_Megszolitas, Bemutatkozas, stb: a példány előtt ilyen
szerkezeti egységek találhatók
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– CU_FOLLOWING_Megszolitas, Bemutatkozas, stb: a példány után ilyen
szerkezeti egységek találhatók
Itt több lépésben végeztük kísérleteinket. Vizsgáltuk egyrészt (1) csak a lem-
mákat és a szerkezeti egység abszolút elhelyezkedését, (2) a lemmákat, a szer-
kezeti egység abszolút elhelyezkedését és hosszát, valamint (3) a lemmákat és
a szerkezeti egység abszolút és relatív elhelyezkedését. Ezek a kísérletek már
hoztak jelentős javulást a felismerésben. Az (1) esetben a Naive Bayes algorit-
mus hozta a Bemutatkozás és a Megszólítás szerkezeti egységek tekintetében a
legjobb eredményeket, rendre 89%-os és 96%-os felismerési pontosságot, l. 3. táb-
lázat. Az SMO algoritmus pedig a Csatolmány, valamint az Elvárás szerkezeti
egységek felismerési pontosságát maximalizálta, a Csatolmány esetében 89%-ra,
míg az Elvárás esetében 79%-ra.
3. táblázat. Lexikai és szerkezeti jellemzőkre vonatkozó kísérletek eredményei
Naive Bayes algoritmussal
TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.867 0.005 0.929 0.867 0.897 0.996 Bemutatkozas
0.722 0.04 0.419 0.722 0.531 0.965 Cel
0.947 0.02 0.667 0.947 0.783 0.991 Csatolmany
0.491 0.072 0.483 0.491 0.487 0.827 Egyebkorulmenyek
0.182 0.009 0.333 0.182 0.235 0.945 Elismeres
0.684 0.053 0.765 0.684 0.722 0.913 Elvaras
0 0 0 0 0 0.081 Javaslat
0.846 0.018 0.733 0.846 0.786 0.992 Koszonet
0.625 0.033 0.4 0.625 0.488 0.982 Lezaras
0.938 0.003 0.987 0.938 0.962 0.994 Megszolitas
0.686 0.068 0.771 0.686 0.726 0.915 Problema
0.722 0.042 0.737 0.722 0.724 0.933 Weighted Avg.
A (2) kísérlet az egyeshez hasonlóan javította a Megszólítás szerkezeti egység
felismerését (szintén 96%) a Naive Bayes algoritmus esetében, a Bemutatkozás
tekintetében azonban gyengébben szerepelt.
A (3) esetben az Egyéb körülmények és a Probléma szerkezeti egységek te-
kintetében értünk el maximum pontosságot. Az Egyéb körülmények esetében ez
55%-os pontosságot jelent, míg a Probléma esetében jobb az eredmény, 78%.
3.5. Összevont kategóriák
Érdekesnek találtuk megvizsgálni azt is, hogy a tanítás szempontjából melyek
azok a szerkezeti egységek amelyeket könnyen azonosít a gép és melyek azok,
amelyeket nehezen, és hogyan lehetne összevonni az egyes szerkezeti egységeket,
ha nagy pontosságú, de kisebb felbontású kategorizálásra lenne szükség. A kon-
fúziós mátrix megvizsgálásával az alábbi három csoport esik közel egymáshoz:
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Bemutatkozás, Megszólítás, Cél, Csatolmány (BeMegCelCsat) Probléma, Javas-
lat, Elvárás, Elismerés, Egyéb körülmények (ProElisEgyebElvarJav) Köszönet,
Lezárás (KoLe). Ezen csoportokra is lefuttattuk a kategorizáló eljárásokat a le-
xikai és a szemantikai jellemzők (azaz a lemmák és az absztrakt címkék) figye-
lembevételével, és nem meglepő módon 90% körüli eredményeket kaptunk. A
legjobb eredményt az SMO algoritmussal értük el, minden csoport esetén 85%
fölötti pontossággal, l. 4. táblázat.
4. táblázat. Az összevont kategóriák tesztelésének eredményei SMO algoritmussal
TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.887 0.056 0.881 0.887 0.884 0.925 BeMegCelCsat
0.826 0.012 0.884 0.826 0.854 0.948 KoLe
0.942 0.092 0.935 0.942 0.938 0.93 ProElisEgyebElvarJav
0.913 0.073 0.913 0.913 0.913 0.93 Weighted Avg.
3.6. Az eredmények összegzése
Az egyes szerkezeti egységek felismerésében tehát 90% fölötti pontosságot csak
a Megszólítás esetében sikerült elérni, amelynek a megformálása a legkonvencio-
nálisabb módon történik, így ez az eredmény nem is meglepő. A konvencionális
formák a mentális lexikonban egy egységként tárolódnak, előre megkomponál-
tak, így rutinszerűen működtethetők, különösebb kreativitást nem igényelnek a
beszélőtől ([13]: 23). 80% fölötti pontosságot értünk el a Bemutatkozás, a Köszö-
net, valamint a Csatolmány szerkezeti egységek felismerésében, amely szerkezeti
egységek (vagy legalábbis egy részük) megformálása szintén erősen konvencio-
nális. 70% fölötti a pontossága a Problémának és az Elvárásnak, 60% fölötti a
Célnak és a Lezárásnak és a leggyengébb, azaz 50% fölötti a pontossága az Egyéb
körülmények és az Elismerés szerkezeti egységeknek. Könnyen belátható, hogy
ezeknek a megformálása már sokkal szabadabb, az egy Lezárást kivéve, amely-
nek a definíciója feltehetően pontosításra szorul. A Javaslat szerkezeti egységre
nem volt példa a tesztadatok között.
Az egyes szerkezeti egységekre lebontva az eredményeket a következőképpen
összegezhetjük. A Bemutatkozás szerkezeti egység felismeréséhez a legnagyobb
mértékben a lemmatizálás és a szerkezeti egységek abszolút elhelyezkedése járult
hozzá, 14%-os javulást hozva az egyedüli lemmatizáláshoz képest. A Cél felisme-
réséhez az absztrakt címkék megoszlása járult hozzá a legnagyobb mértékben,
a lemmatizáláshoz képest szintén 14%-os javulást eredményezett. Az Egyéb kö-
rülmények szerkezeti egység felismerését a legnagyobb mértékben a szerkezeti
egységek abszolút és relatív elhelyezkedése, valamint hosszúsága és a lemma-
tizálás javította 11%-kal. Az Elismerés felismerésében a legjobb eredményt az
absztrakt címkék és az igemód vizsgálata hozta, a puszta lemmák figyelembe-
vételéhez képeset 10%-os javulást eredményezve, az Elvárás felismerését pedig
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az absztrakt címkék vizsgálata, valamint a szerkezeti egységek abszolút és rela-
tív elhelyezkedése a lemmatizálással együtt azonos mértékben javította a puszta
lemmatizáláshoz képest, 9%-os javulást hozva. A Köszönet szerkezeti egység felis-
merésében önmagában a lemmatizálással kaptuk a legjobb eredményt, a Lezárás
azonosításához a legnagyobb mértékben az absztrakt címkék és a lemmatizálás
járult hozzá, az egyedüli lemmatizáláshoz képest 15%-kal javítva a pontosságot.
A Megszólítás szerkezeti egység felismerésében a legjobb eredményt a lemma-
tizálással és a szerkezeti egységek abszolút elhelyezkedésével értük el, a puszta
lemmatizáláshoz képest 13%-kal jobb eredményt értünk el. A Probléma szer-
kezeti egység felismerésében a legjobb eredményt a lemmatizálás, a szerkezeti
egységek abszolút és relatív elhelyezkedése, valamint a hosszúsága hozta, 15%-os
javulást a puszta lemmatizáláshoz képest. Végül a Csatolmány felismerésében a
legjobb eredményeket az absztrakt címkék, valamint a lemmatizálás és a szerke-
zeti egységek abszolút és relatív elhelyezkedése hozta.
A szerkezeti egységek egyenkénti vizsgálati eredményeit jelentősen javítot-
ták, amikor ezeket a konfúziós mátrixból kiolvasható szisztematikus tévesztések
szerint három nagy csoportba vontuk össze. Ezek azonosításában a lemmákat és
az absztrakt címkéket vettük figyelembe. Az azonosításban a legjobb eredményt
az SMO algoritmussal értük el. Ebben az esetben viszont nem tudtuk elkülöní-
teni egymástól a Probléma és az Egyéb körülmények szerkezeti egységeket, amit
viszont szerettünk volna.
Meglátásunk szerint növelné a találati pontosság hatékonyságát, ha a szerke-
zeti egységek felismerését két lépésben végeznénk. Első lépésben az összevont ka-
tegóriák felismerése történne, majd második lépésben ezeket a szerkezetiegység-
csoportokat bontanánk tovább az egyes önálló szerkezeti egységekre. Külön ér-
demesnek tartanám megvizsgálni a következőket: ige-főnév eloszlást a KoLe cso-
portban, valamint igeidőt és igemódot vizsgálni a ProElisEgyebElvarJav csoport-
ban, ezzel javítani a Probléma és Egyéb körülmények egymástól szétválasztását,
valamint az Elvárás leválasztását. Emellett szükségesnek látszik kézi annotá-
lással jelölni az egyes szerkezeti egységekre jellemző kifejezéseket, konvenciona-
lizálódott szókapcsolatokat, ezzel segítve a szerkezeti egységek pontosabb gépi
felismerését.
4. Összefoglalás
A tanulmány elsődleges célja annak bemutatása volt, hogy milyen módon nyerhe-
tők ki a tematikus kontextusra vonatkozó információk a panaszlevelekből felszíni
jellemzők alapján. A panaszleveleket tehát szerkezeti egységekre bontottuk, ame-
lyek a bennük előforduló nyelvi információ tematikus kontextusaként szolgáltak.
Ezután azt teszteltük, hogy ezeknek a szerkezeti egységeknek a gépi felismeré-
sét milyen felszíni jellemzők segítik elő. A szokásos lexikai tulajdonságok mellett
vizsgáltuk még a kifejezések szemantikai és grammatikai tulajdonságait is, va-
lamint a szerkezeti egységek egymáshoz képesti és abszolút elhelyezkedését. A
jellemző lemmák vizsgálatához képest az extra dimenziók vizsgálata átlag 11%-os
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javulását eredményezett, amely az esetek kb. felében szignifikánsnak tekinthető.
A legjobb eredményt az összevont szerkezetiegység-csoportokkal értük el.
Célunk volt még, hogy felhívjuk a figyelmet arra, hogy szabadon alkotott szö-
vegek esetében érdemes lehet a szerkezeti jellemzők figyelembevétele, tekintve,
hogy a szövegen belüli tematikus kontextus felismerése pontosabb tartalmi kivo-
natolást tesz lehetővé.
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OpinHu: online szövegek többnyelv véleményelemzése 
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Kivonat: Az OpinHu rendszer célja internetes hírportálokon, blogokon, közös-
ségi oldalakon megjelent szövegek tartalomelemzése. A begyjtött szövegek 
automatikus véleményelemzését, témaosztályozását, névelem-felismerését és az 
ehhez kapcsolódó statisztikákat több nyelven (ezek jelenleg: angol, magyar, 
német, arab, kínai) is képes elvégezni. A cikkben részletesen bemutatjuk a vé-
leményelemzés általunk alkalmazott modelljét, valamint a felhasznált, mély 
nyelvi elemzésre támaszkodó, szabályalapú algoritmust. Ismertetjük a rendszer 
teljesítményének kiértékelésével kapcsolatos kísérleteinket is, melyeket humán 
annotátorokkal létrehozott szabványos adathalmazokon végeztünk el (SemEval-
2007, JRC korpusz). 
1   Bevezetés 
Napjainkban az online írott sajtóban, de még inkább a felhasználók által generált 
tartalmakban (blogoszféra, közösségi hálózatok stb.) nap mint nap világszerte megje-
len szövegmennyiség új lehetségeket teremt a számítógépes tartalomelemzés, ezen 
belül is az automatikus véleményelemzés (sentiment analysis, opinion mining) alkal-
mazása számára. A véleményelemzés célja a szövegekben megjelen „érzelmek, 
értékelések, álláspontok (vélemények, hiedelmek, gondolatok, érzések, ítéletek, spe-
kulációk) pozitív vagy negatív kifejezéseinek” [12] feltárása, amely hatékonyan fel-
használható cégek, brandek, politikusok, hírességek stb. online jelenlétének és meg-
ítélésének monitorozására. 
A cikkben szeretnénk bemutatni a GeoX Kft. és a Zetema Ltd1. kooperációjában 
fejlesztett OpinHu internetes tartalomelemz rendszer nyelvtechnológiai hátterét. A 
rendszer célja naponta akár több száz online forrásból több tízezer dokumentum (hí-
rek, blog- és fórumbejegyzések, Facebook és Twitter üzenetek stb.) automatikus 
letöltése és feldolgozása, amely többek között a szövegek automatikus vélemény-
elemzését, témaosztályozását, összegzését, névelemek, kulcsszavak és együtt elfor-
duló szavak kivonatolását jelenti, több különböz nyelven (ezek jelenleg: angol, ma-
gyar, német, kínai, arab.) 
A dolgozat további felépítése a következ: a következ részben röviden áttekintjük 
az automatikus véleményelemzés irodalmának számunkra legrelevánsabb eredménye-
                                                          
1 http://zetema.co.uk 
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it. A 3. részben részletesen bemutatjuk a véleményelemzésben alkalmazott modellt, 
valamint az ezt megvalósító szabályalapú véleményelemz modult. A 4. részben 
bemutatjuk két kísérlet eredményeit, melyeket a véleményelemzés teljesítményének 
kiértékelésére és ismert rendszerek teljesítményével való összevetésére végeztünk, 
végül az 5. részben összefoglaljuk eredményeinket. 
2   Irodalom 
Pang et al. [6] felügyelt gépi tanulást alkalmazó szövegosztályozó módszereket al-
kalmazott filmkritikák polaritásának elemzésére. Naiv Bayes (NB), Maximum 
Entropy (ME) és Support Vector Machine (SVM) algoritmusokkal kísérleteztek az 
IMDB weboldal filmkritikáinak felhasználásával, unigramok, bigramok és mellékne-
vek, valamint a mondatbeli pozíciók mint jegyek alkalmazásával, a negációk figye-
lembevételével. A legjobb eredményt SVM algoritmussal és csupán unigramok fel-
használásával érték el (82.9% pontosság), 69%-os baseline érték mellett (manuálisan 
kiválasztott pozitív-negatív indikátorszavak számlálása.) 
Pang és Lee [7] tovább tudta javítani ezt az eredményt kétszint elemzés alkalma-
zásával. A filmkritikák szövegében egy osztályozó elször a szubjektív mondatokat 
különítette el az objektív mondatoktól, ezután az elbbiekre alkalmaztak egy pozitív-
negatív osztályozót. A szubjektivitásosztályozót a rottentomatoes.com oldal filmkriti-
káiból származó értékel (szubjektív), ill. cselekményt bemutató (objektív) szöveg-
részleteken tanították, NB algoritmussal (92% pontosság). A hierarchikus vélemény-
osztályozó pontossága 86.4%-ot ért el. 
Wilson et al. [13] bemutatja az OpinionFinder rendszert, amely az általunk is al-
kalmazott érzelmikifejezés-modellben, a miénkhez hasonlóan mély nyelvi elemzésre 
és kifejezésszint véleményelemzésre épül (l. 3. rész.) A rendszer a dokumentum 
nyelvi elfeldolgozása (szegmentálás, szófaji egyértelmsítés, tövesítés, függségi 
elemzés, szubjektív lexikális elemek felismerése) után négy lépésben végzi el a véle-
ményelemzést. Elsként egy Naiv Bayes osztályozó megkülönbözteti a szubjektív és 
objektív mondatokat [11]. Ezután egy szabályalapú osztályozó ismeri fel a beszédak-
tusokat és közvetlen szubjektív kifejezéseket (pl. „mondta”, „véleménye szerint”, 
„attól tart” stb.) A vélemények forrásának felismerését egy Conditional Random Field 
(CRF) szekvenciafelismer modell és egy mintafelismer algoritmus kombinációja 
végzi el. Végül a véleménykifejezések (sentiment expressions) felismerését és ezek-
ben a pozitív-negatív polaritások felismerését 2 újabb osztályozó végzi el [12]. 
Godbole et al. [4] egyszer szabályalapú megközelítést alkalmaz, saját fejlesztés 
érzelmi szótárak felhasználásával. A szótárakat automatikusan, néhány kézzel meg-
adott kiinduló (seed) pozitív-negatív fogalom és WordNet [3] szinonimáik és 
antonimáik segítségével hozták létre. Részben a cikkben bemutatott rendszerhez ha-
sonlóan (l. 3. rész), Godbole et al. [4] a szövegben a felismert entitásokra vonatkozó 
érzelmeket az entitással egy mondatban elforduló felismert pozitív-negatív kifejezé-
sek számlálásával határozzák meg, a negációs kifejezések figyelembevételével, vala-
mint névmási anafora- és koreferenciafeloldás alkalmazásával. 
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3   Az OpinHu rendszer 
Ellentétben a szövegosztályozó algoritmusokat alkalmazó megközelítésekkel ([6, 7]), 
véleményelemz rendszerünk a mondatok alatti szinten, kifejezéseken mködik, így 
teljes dokumentumok véleményértékelését a bennük található szubjektív (érzelmi) 
kifejezések azonosításával és összegzésével lehet elérni, hasonlóan Wilson et al. [13] 
és Godbole et al. [4] munkájához. 
Modellünkben minden érzelmi kifejezésben azonosítható egy forrás (a vélemény 
képviselje) és egy célpont (akire vagy amire a vélemény irányul), valamint meghatá-
rozhatók polaritás- (pozitív, negatív vagy semleges/kiegyenlített) és intenzitásértékek 
(a polaritástól függetlenül mennyire ers érzelem jelenik meg). A vélemények cél-
pontjait elre meghatározott kulcsszavak halmazával detektáljuk. A szövegekben 
felismert érzelmi kifejezések polaritását egy speciális érzelmi lexikon elemeinek se-
gítségével, valamint a kontextusban felismert polaritásmódosító elemek (pl. tagadás) 
figyelembevételével számítjuk ki. 
Az ismert érzelmi kifejezésekhez a priori (tehát a kontextusban módosítható) pola-
ritást angol nyelvre a General Inquirer (GI) [8] közismert pszichológiai tartalomelem-
z szótár használatával társítottunk. Magyar, német, arab és kínai nyelvekre érzelmi 
lexikonhoz az angol GI szótár pozitív-negatív besorolású tételeinek fordításával és 
szinonimákkal való bvítésével jutottunk (1. táblázat). 
 
1. táblázat: Az érzelmi lexikonokban található címszavak száma angol, magyar, 
német, arab és kínai nyelvekre. 
Nyelv Pozitív Negatív Összesen 
Angol 2 291 4 102 6 393 
Magyar 6 034 8 438 14 472 
Német 2 242 3 406 5 648 
Arab 1 438 1 665 3 103 
Kínai 2 812 8 180 10 992 
 
A feldolgozott dokumentumok érzelmi elemzését két szempontból végezzük el: 
 
 Célponthoz kapcsolódó érzelem (target sentiment), melyet csak a kulcs-
szavakhoz kapcsolódó szubjektív kifejezések alapján számítunk. Az ér-
zelmi kifejezések és a kulcsszavak közötti kapcsolatok azonosítására a 
rendelkezésre álló nyelvi erforrások függvényében 2 különböz algorit-
mus egyikét használjuk. 
 
 Általános érzelem (overall sentiment), melyet a dokumentumban található 
összes érzelmi kifejezés feldolgozásával számítunk. Célja a szövegben ta-
lálható összes érzelem kvantifikációja, nem csak a meghatározott célpont-
hoz kapcsolódó véleményeké. 
 
A szöveg nyelvétl függen különböz szint nyelvi feldolgozást tudunk elvégez-
ni. Jelenleg minden, a rendszer által kezelt nyelven elször az alábbi elfeldolgozási 
lépéseket hajtjuk végre (1. szint): 
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 Szegmentálás (mondatok és szavak) 
 Szófaji egyértelmsítés, szótövesítés 
 Kulcsszavak, polaritást módosító és érzelmi kifejezések annotációja. 
 
Angol nyelvre ezen felül a következ feldolgozási lépéseket tudjuk végrehajtani 
(2. szint): 
 
 Névelem-felismerés 29 elre meghatározott kategóriával (Inxight 
ThingFinder2), pl. ADDRESS, ADDRESS_INTERNET, CITY, COMPANY, COUNTRY, 
CURRENCY, DATE stb. 
 Függségi elemzés a mondatok szintaktikai viszonyainak azonosítására 
(Stanford Parser [5]) 
 Koreferenciaazonosítás: az ugyanarra az entitásra referáló kifejezések azo-
nosítása (pl. Barack Obama, President Obama, Mr. Obama, he stb.), valamint 
a felhasználó által megadott kanonikus névalakkal való helyettesítése 
(OpenNLP3). 
 
Az 1. szint nyelvek (magyar, német, kínai, arab) esetében az érzelmek felismerése 
a durva, de robusztus szózsák (bag-of-words) algoritmussal mködik. Ennek lényege, 
hogy feltételezzük, hogy ha egy érzelmi kifejezés és egy kulcsszó együtt fordul el 
egy mondatban, akkor az érzelem a célpontra irányul [4]. 
A 2. szinten feldolgozható nyelveken (jelenleg: angol) a szintaktikai elemzés kifi-
nomultabb megközelítést tesz lehetvé, amellyel magasabb pontosság érhet el. A 
rendszer 16 meghatározott függségi minta segítségével próbál a mondatokban a 
felismert érzelmi kifejezések és a kulcsszavak között kapcsolatot találni, ezeket a 2. 
táblázatban foglaltuk össze. 
Angol nyelv dokumentumokra a véleményelemzésen túl a tartalomelemz rend-
szer az alábbi elemzési feladatokat képes elvégezni: 
 automatikus témaosztályozás (Autonomy Idol4) 
 automatikus tartalomkivonatolás: a szöveg rövid összefoglalása a legrele-
vánsabb 5 mondat segítségével 
 kulcsszó-elfordulási statisztikák: a célpontok online jelenlétének idbeli 
változásának figyelésére, különböz témakörökben vagy forrásokban 
(blogok, közösségi oldalak stb.) 
 a kulcsszavakhoz tartozó névelemek vagy egyéb szavak (tartalmas szavak, 
pozitív-negatív kifejezések) kinyerése a célpontokhoz kapcsolódó egyéb fo-




                                                          
2 © Inxight Software, Inc. 
3 http://opennlp.sourceforge.net/ 
4 http://www.autonomy.com/ 
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2. táblázat: Függségi minták az angol szövegek érzelmi elemzéséhez (k: kulcsszó, 
s: szubjektív (pozitív-negatív) kifejezés). 
Függségi viszony Magyarázat 
nsubj(k, s) k az s aktív ige vagy névszói állítmány alanya 
nsubj(s, k) s a k névszói állítmány alanya 
nsubjpass(s, k) k az s passzív ige alanya 
dobj(s, k) k az s ige tárgya 
agent(s, k)  k az s passzív ige ágense 
amod(k, s) s melléknév a k fnév módosítója 
appos(k, s) s fnév a k fnév appozíciós módosítója 
appos(s, k) k fnév az s fnév appozíciós módosítója 
infmod(k, s) s infinitivuszi ige a k fnév módosítója 
nn(k, s) k és s összetett fnevet alkotnak 
nn(s, k) k és s összetett fnevet alkotnak 
partmod(k, s) s a k igenévi módosítója 
poss(s, k) k az s birtokosa 
prep_*(s, k) k az s prepozíciós módosítója 
rcmod(k, s) s ige a feje a k-t módosító mellékmondatnak 
xsubj(s, k) k a vezérl alanya annak a mellékmondatnak, amelynek 
s ige a feje 
 
3.1   Alkalmazások 
Az OpinHu rendszerhez jelenleg három felhasználói felületet (dashboard) készítet-
tünk el, melyek közül kett publikusan kipróbálható. Az els dashboard a Twitter 
közösségi oldalon megjelen nyilvános üzenetek (tweetek) elemzését mutatja be 
(Twitter Streaming API, Gardenhose (~5%) minta, napi 8-12 millió tweet5). A webol-
dalon6 lehetségünk van idszakokra, illetve dátumokra lebontva megvizsgálni a 
megjelent üzenetek számát, azok polaritását, az üzenetekben megjelen fbb entitás-
kategóriákat, illetve a kapcsolódó fogalmakat (1. ábra). 
Második demonstrációs dashboard-unk7 az USA 2010 novemberi idközi kong-
resszusi, szenátusi és kormányzói választására készült. Több mint 300 politikai témá-
val foglalkozó (angol nyelv) blogon, illetve a Facebook Graph API segítségével a 
Facebook közösségi oldal nyilvános státuszüzeneteiben vizsgáltuk 2010 május óta az 
összes jelölt megítélését. A felületen nyomon követhetjük ebben az idszakban az 
adott célpontok említésének, illetve a forrásainkból összegzett megítélésének változá-
sát (2. ábra). 






























1. ábra. A Twitter közösségi oldal publikus üzeneteiben megjelen cégnevek ábrázolása cím-
kefelhben a Twitter dashboard-on (képernykép). 
 
 
2. ábra. A USA 2010-es idközi választásokra készült véleményelemz rendszer 
dashboardjának képernyképe. 
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4   Kiértékelés 
Az angol nyelv véleményelemz rendszer kiértékelésére eddigi munkánk során két 
kísérletet végeztünk el. Az els kísérlethez az EC Joint Research Center8 (JRC) által 
annotált idézeteket használtuk fel [2], ami lehetvé tette a célpontokra irányuló véle-
ményelemzés kiértékelését. A második vizsgálatban a SemEval-20079 14-es feladatá-
nak („Affective Text”) [9] standard annotált adathalmazát használtuk fel, így lehet-
ség nyílt rendszerünk teljesítményének más rendszerekkel való összehasonlításra is. 
4.1   JRC korpusz 
A korpusz 1590 db angol nyelv, különböz hírekbl származó rövid (1-3 mondatos) 
idézetet (függ beszéd) tartalmaz. Minden idézethez kézzel azonosítottak egy célpon-
tot (személy vagy intézmény), amely az idézet szövegében szerepel, majd 2 annotátor 
kézzel megjelölte, hogy az idézet a célpontra nézve pozitív, negatív vagy semleges 
polaritású. A munka során külön figyelmet szenteltek a pozitív-negatív érzelmek és a 
jó-rossz hírek fogalmának elkülönítésének [1]. 
A rendelkezésre álló korpuszon elször több adattisztítási lépést kellett elvégez-
nünk. Az 1590 idézetbl csupán 1290 esetében volt egyetértés a 2 annotátor között 
(ez 81.13%-os egyetértési arányt jelent), így a továbbiakban csak ezekkel foglalkoz-
tunk. Mivel a célpontok nem az idézetek szövegében bejelölve, hanem minden egyes 
tételhez külön megadva álltak rendelkezésre, kísérletet kellett tennünk ezek azonosí-
tására az idézetek szövegében. A megadott célpontok sajnos nem minden esetben 
voltak pontosan megtalálhatók a szövegekben, sok esetben valamilyen más névválto-
zatot, rövidítést stb. használt az eredeti szöveg, így egy egyszer heurisztikus algo-
ritmussal próbáltunk meg minél több névváltozatot felismerni (nevek tokenalapú 
részsorozatai, betszavak generálása, kötjelek és szóközök variálása stb.). Ezzel a 
módszerrel végül 1249 db idézetben sikerült az eredeti célpontot megjelölni. Utolsó 
lépésben azok közül az idézetek közül, amelyek többször is szerepeltek a korpuszban 
(feltehetleg más-más hírforrásokból idézve) egyetlen példányt tartottunk csak meg, 
így végül 1136 db, célponttal és polaritással annotált idézetet tudtunk felhasználni a 
kiértékeléshez. 
Kíváncsiak voltunk az OpinHu rendszerben alkalmazott mindhárom vélemény-
elemz algoritmus teljesítményére: általános érzelem szózsák algoritmussal (AZ), 
célpontra irányuló érzelem szózsák algoritmussal (CZ), célpontra irányuló érzelem 
függségi elemzéssel (CF). Mivel a semleges polaritású idézetek aránya igen magas 
(66.81%) volt, az algoritmusok teljesítményét kétféle módon is kiértékeltük. Els 
lépésben egyszer pontosságot (accuracy) mértünk a pozitív-negatív-semleges osztá-
lyozáshoz képest. Semlegesnek a [-0.1, 0.1] intervallumba es polaritást feltételeztük. 
A 3. táblázatban láthatók ennek a vizsgálatnak az eredményei. 
 
 
                                                          
8 http://langtech.jrc.ec.europa.eu/JRC_Resources.html 
9 http://nlp.cs.swarthmore.edu/semeval/ 
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3. táblázat: A három algoritmus egyszer pontossága (accuracy) a pozitív-negatív-
semleges osztályozáshoz képest a JRC korpuszon. 
Algoritmus Pontosság 





A második vizsgálatban elkülönítettük a semleges polaritású cikkeket, és csak a 
pozitív-negatív besorolású tételeket vizsgáltuk (377 idézet). Ezeken az adatokon pon-
tosság (precision) és fedés (recall) értékeket számítottunk. Pontosság alatt a rendszer 
által (a manuális annotációhoz képest) helyesen megadott polaritású idézetek arányát 
értjük azokban az esetekben, ahol a rendszer nem semleges ([-0.1, 0.1] intervallumba 
es) polaritást adott vissza. Fedés alatt a rendszer által eltalált esetek arányát értjük az 
összes 377 idézethez képest. Az eredmények a 4. táblázatban láthatók. 
 
4. táblázat: A három algoritmus pontossága (precision), fedése (recall), valamint az 
F-mérték a pozitív-negatív osztályozáshoz képest a JRC korpuszon. 
Algoritmus Precision Recall F1 
AZ 71,01% 57,83% 63,74% 
CZ 71,10% 54,11% 61,45% 
CF 52,17% 6,40% 11,35% 
 
A 3. táblázatból látható, hogy amennyiben használjuk a semleges kategóriát, a füg-
gségi elemzést használó algoritmus (CF) jobb, mint a szózsák algoritmus, továbbá a 
célpontra irányuló érzelemfelismerés (CZ) jobban közelít a gold standardhoz, mint az 
általános érzelemfelismerés algoritmusa (AZ). Ugyanakkor fontos észrevenni, hogy 
egyik algoritmus sem tudta meghaladni a relatív magas baseline értéket (66.81% 
semleges polaritású idézetek aránya 81.13%-os humán egyetértési ráta, tehát lehetsé-
ges fels határ mellett). 
Csak a pozitív-negatív polaritású idézeteket használva azonban megfordul a kép 
(4. táblázat). A szózsák algoritmus jobban teljesít, mint a függségi elemzést használó 
algoritmus, továbbá a célpontra irányuló, szózsák algoritmust használó módszer telje-
sítménye (F-mérték) rosszabb, mint az általános érzelemfelismer, szózsák algorit-
must használó módszeré. 
4.2   SemEval-2007 korpusz 
A 2007-es SemEval verseny 14-es feladata számára 1000 db angol nyelv címet (hír-
oldalak, újságok) láttak el a 6 alapérzelem, valamint a pozitív-negatív dimenzió men-
tén kézi annotációval. Utóbbit egy [-100..100] intervallumban értelmezett pontérték-
kel adták meg, ahol 0 semleges érzelmet, -100 ersen negatív, 100 pedig ersen pozi-
tív érzelmet jelent. A munkát 6 annotátor végezte, közöttük az egyetértés a Pearson 
egyetértési mértékkel számítva 78.01% volt [9]. A verseny számára meghatároztak 
egy ún. durva felbontású kiértékel halmazt is, melyben a [-100..100] intervallumba 
22  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
es értékeket leképezték a {-1, 0, 1} halmazra, a (-50..50) semleges intervallum hasz-
nálatával. A versenyben részt vev rendszerek teljesítményének értékelésére – hason-
lóan ahhoz, ahogy mi a JRC korpusszal tettük – meghatározták a pontosságot 
(accuracy) a pozitív-negatív-semleges osztályozás, valamint a pontosságot és a fedést 
(precision és recall) csak a pozitív és a negatív besorolású tételek esetében is (410 
cím). 
Mivel ebben az esetben nem volt annotált célpont, így csak az általános érzelmet 
felismer, szózsák algoritmust alkalmazó módszer teljesítményét tudtuk értékelni. Az 
5. táblázatban látható a SemEval-2007-ben résztvev rendszerek és a mi algoritmu-
sunk teljesítményének összevetése 3 kategória (pozitív-negatív-semleges) használatá-
val (accuracy), illetve 2 kategória (pozitív-negatív) használatával (precision, recall, F-
measure). A baseline algoritmus az els esetben a leggyakoribb, semleges osztály 
konstans hozzárendelését jelentette. 
 
 
5. táblázat: A SemEval-2007 résztvevi és a cikkben bemutatott rendszer teljesít-
ményének összevetése a SemEval-2007 „Affective Text” feladat adathalmazán durva 
felbontású (coarse-grained) kiértékeléssel. 
Rendszer Accuracy Precision Recall F1 
CLaC 55.10% 61.42% 9.20% 16.00% 
UPAR7 55.00% 57.54% 8.78% 15.24% 
SWAT 53.20% 45.71% 3.42% 6.36% 
CLaC-NB 31.20% 31.18% 66.38% 42.43% 
SICS 29.00% 28.41% 60.17% 38.60% 
OpinHu 55.20% 90.25% 51.95% 65.94% 
Baseline 59.00% n.a. n.a. n.a. 
 
 
A rendszerünkben használt szózsák algoritmus mind pontosság (accuracy), mind 
F-mérték tekintetében jobban teljesít a SemEval-2007 versenyben legjobban teljesít 
rendszerekhez képest. Az accuracy érték tekintetében a különbség nem szignifikáns 
(0.10%), a precision érték viszont kimagaslóan felülmúlja a legjobb rendszerét 
(28.83% eltérés), így az F-mérték is szignifikánsabban magasabb (23.51% különb-
ség). 
5   Összegzés 
Bemutattuk az OpinHu tartalomelemz rendszer véleményelemz komponensét, 
amely a nyelvi erforrások függvényében bag-of-words algoritmust, illetve függségi 
viszonyokon alapuló mintakeresést alkalmaz. Az angol nyelven mköd rendszer 
teljesítménye a SemEval-2007 kiértékel adathalmazon szignifikánsan meghaladta a 
korábbi rendszerek teljesítményét. 
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Videókhoz kapcsolódó kiegészít információk 
többnyelv keresése a Wikipédia segítségével 
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1 Dublin City University, Centre for Digital Video Processing, 
Dublin 9, agyarmati@computing.dcu.ie 
Kivonat: (ld. a törzsben)1 
1   Rövid kivonat 
Az egyre nagyobb mennyiségben szabadon elérhet digitális tartalmak (hang- és 
videófelvételek) akkor válnak igazán értékessé, ha a felhasználók könnyen megtalál-
hatják a számukra érdekes tartalmakat, részleteket, azaz hatékonyan lehet köztük és 
bennük keresni. 
Az 1990-es évek közepén a TREC kutatói fórum egyik céljaként tzte ki a hangzó 
szövegben való keresés hatékonyságának fejlesztését. Ehhez amerikai rádiós híradá-
sokat használtak, és csupán pár év elteltével a próbálkozásokat sikeresnek, a problé-
mát gyakorlatilag megoldottnak tekintették [1]. 
Késbb azonban felmerült az igény, hogy a viszonylag zárt szókincs, gondozott 
beszéddel felolvasott szöveget rögzít jó minség stúdiófelvételeken túl az élbe-
széddel is érdemben foglalkozzanak az információ-visszakeresés területén. Erre pél-
dául a CLEF fórum beszéd-visszakeres modulja vállalkozott [3]. 
A VideoCLEF 2009 kiírása más szemszögbl nyújtott vizsgálati lehetséget élbe-
széd és keresés kapcsolatához [2]. Az úgynevezett „Összekapcsoló feladat" (Linking 
Task) egy kulturális dokumentummsor egyes rövid, csupán pár másodperces részle-
teihez keres tartalmilag kapcsolódó oldalakat a Wikipédiában. A feladat nehézségét a 
híranyagoknál tapasztaltaknál spontánabb beszéd és változatosabb tartalom mellett 
egy nyelvi csavar adja: a dokumentumsorozat holland nyelv, míg a linkelésnél az 
angol Wikipédiából kellett keresni a legmegfelelbb oldalakat – ezáltal szimulálva 
egy haladó nyelvtanulót, aki már rendelkezik kell nyelvismerettel, hogy idegen 
nyelven is érdemes legyen tévét, videót, msorokat néznie, de még szükségét érezhe-
ti, hogy a számára érdekes vagy magyarázó kiegészít információkhoz anyanyelvén, 
vagy legalábbis egy általa magasabb szinten beszélt (értett) harmadik nyelven szeret-
ne hozzájutni (esetünkben angolul). 
Alapveten két különböz megközelítés kínálkozik. Az egyik a holland Wikipédiát 
veszi alapul, ott végzi a keresést az eredeti holland szöveg felhasználásával, majd a 
                                                          
1 Ez a kutatás a Science Foundation Ireland (SFI) által támogatott Improving Indexing for 
Search of Spontaneous Conversational Speech (IISSCoS) projekt keretében zajlik. 
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Wikipédia saját, nyelvek közötti linkjeit követve jut el a relevánsnak tartott angol 
oldalakig. A másik elbb gépi fordítással angol nyelv szöveget gyárt a msorok 
holland átirataiból, majd közvetlenül az angol Wikipédiában keresi a megfelel olda-
lakat. Az eladás e két módszert kívánja tárgyalni, bemutatni elnyeiket, hátrányaikat, 
különféle változataikat, melyek pl. az adatok használatában, kereskifejezések gene-
rálásában is különbözhetnek. Eddigi eredményeink azt mutatják, hogy a keresés 
szempontjából nem hatékony az átiratot automatikusan lefordítani, hanem inkább a 
forrásnyelven érdemes a keresést végezni. 
A felvázolt módszerek bármely nyelvre, nyelvpárra alkalmazhatók, így a magyarra 
is, akár tárgy-, akár célnyelvként, feltéve, hogy létezik az adott (a videóban használt 
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DBPedia magyar nyelvű szövegek elemzéséhez
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Kivonat A publikációban egy olyan szövegannotáló rendszer kerül be-
mutatásra, ami a Wikipédiát is felhasználja az általa ismert fogalmak
körének bőv́ıtésére. Ehhez szükséges volt a Wikipédia formális ábrázolása,
amire eddig az egyik legsikeresebb ḱısérlet a DBPedia projekt. A DBPe-
dia magyar változatának elkésźıtése után ezt a tudásbázist használtuk
fel szövegek szemantikus annotálására, több más nyelvészeti eszközzel és
doménspecifikus ontológiákkal kiegésźıtve. Így egy komplex rendszer jött
létre, ami képes magyar nyelvű szövegek elemzésére és a benne található
szavak szemantikus annotálására. A Wikipédiára épülő tudásbázisnak
köszönhetően nagy lefedettséget, mı́g a formális ábrázolás miatt megfe-
lelő pontosságot sikerült elérni. 1
Kulcsszavak: információkinyerés, természetesnyelv-feldolgozás, ontoló-
gia, DBPedia, Wikipédia, névelem-felismerés
1. Bevezetés
Az ismertetésre kerülő magyar nyelvű szemantikus szövegannotáló rendszer
elkésźıtése során több már korábban meglévő eszközt integráltunk egy egységes
keretrendszerbe, kiegésźıtve saját fejlesztésű modulokkal. A munka során elért
egyik legjelentősebb eredmény, hogy létrejött egy szabadon hozzáférhető formális
tudásbázis a Wikipédia alapján, a DBPedia magyar változata. Ez a tudásbázis
alkotja a rendszer fogalmi adatbázisának magját.
A cikkben bemutatásra kerülő rendszer egy átfogóbb projekt részét képezi.
A hosszabb távú cél egy intelligens ügyfélszolgálati megoldás, amely képes egy
szűkebb tárgyterületen gyakran előforduló problémákat automatikusan
megválaszolni. Az ehhez vezető úton első lépésként egy olyan átfogó tudásbázis
félautomatikus éṕıtését tűztük ki célul, amely kiegésźıtve kisebb doménspecifikus
ontológiákkal az ügyfélszolgálatra érkező levelekben található fogalmakra nagy-
arányú lefedettséget biztośıt. A következőkben az itt felhasználandó ontológia
feléṕıtéséről és első alkalmazásáról fogunk beszámolni egy magyar nyelvű sze-
mantikus szövegannotáló rendszer keretében.
1 A cikkben tárgyalt rendszer a ”KMOP-2007-1.1.1 Intelligens Multi-Modális
Tudásközpont” projekt keretében jött létre.
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2. Kapcsolódó munkák
Mivel még nincsen igazán hatékony tanuló algoritmus ontológiák automatikus
éṕıtésére, az ontológiák főleg kézzel készülnek (Cyc, SUMO). Egy ontológia
elkésźıtése költséges folyamat, mint egy komoly lexikoné is. Utóbbi probléma
megoldására született a Wikipédia, ami a nagyméretű közösség erejét használja
fel a világ legnagyobb lexikonjának elkésźıtéséhez és karbantartásához. A
Wikipédia az emberi tudás egy hatalmas és folyamatosan bővülő tárháza, kézen-
fekvő hát az ötlet, hogy a Wikipédia alapján éṕıtsünk formalizált tudásbázist,
ontológiát. A nehézség, hogy a Wikipédiában található információ nagy része in-
formális, természetes nyelvű szöveg. Ennek ellenére több ı́géretes ḱısérlet történt
az itt fellelhető tudás hasznośıtására. Suchanek [6] a Wikipédia cikkeire illesztett
felsźıni minták alapján próbált bőv́ıteni egy már meglévő ontológiát új tényekkel.
A hamis találatok kiszűrése érdekében a talált tényeket összevetette az on-
tológiában már megtalálhatóakkal, és ı́gy szűrte ki az inkonzisztens találatokat.
Mások [10] a Wikipédián található ćımszavak kategorizálásával foglalkoztak a
hozzájuk tartozó cikkek tartalma alapján. Cucerzan [9] pedig a Wikipédia kor-
puszát használta fel névelemek egyértelműśıtésére, összevetve a szövegben talált
névelemek kontextusát az elemhez tartozó Wikipédia-cikk tartalmával. A DB-
Pedia projekt a Wikipédiában található ćımszavakat rendezi egy ontológiába
kategorizálva azokat, és az egyes cikkekből a ćımszavakhoz tartozó fontosabb
tulajdonságokat is automatikusan meghatározzák. A tudásbázist a Wikipédián
ḱıvül más tudásbázisokban található adatokkal is bőv́ıtik a LinkedData szabvány
seǵıtségével. A DBPedia projekt ma is akt́ıv és folyamatosan fejlődik. A nagy
fogalmi lefedettség mellett a projekt köré szerveződő közösség aktivitása volt az
indok, hogy a DBPedia adatbázisát választottuk az általános témájú ontológiánk
alapjául.
Az ontológia éṕıtése mellett késźıtettünk egy többlépcsős szövegelemző rend-
szert, amely képes magyar nyelvű szövegekben az ontológiában tárolt fogalmak
beazonośıtására és ı́gy a szöveg szemantikus ćımkézésére. A szövegek automati-
kus ćımkézésének problémájával már többen foglalkoztak. A legtöbb
megközeĺıtés, mint a GATE [4], a PANKOW [3] vagy az ONTEA [7] minta-
felismerésen alapszik. Ezen algoritmusok nehezen alkalmazhatóak kiterjedt on-
tológiákra, mivel a szabályrendszer létrehozása emberi erőforrást igényel.
Ráadásul általában csak egyszerűbb összefüggéseket lehet jól léırni szabályok
seǵıtségével. A bonyolultabb vagy kevésbé gyakori megfogalmazások gyakran ki-
maradnak a szabályok közül, ezért a szabályalapú megközeĺıtések találati aránya
legtöbbször alacsony. Ezektől eltérően statisztikai módszereket és felügyelt ta-
nulást kombináló szövegannotáló rendszer a SemTag [5]. A SemTag az ontológia
elemeit a szövegkörnyezet alapján próbálja egyértelműśıteni nagy szövegkorpu-
szon késźıtett statisztikák seǵıtségével. A statisztikák késźıtésénél kihasználják
a fogalmi hierarchiában rejlő információkat. Az algoritmus tovább pontośıtható,
ha kézzel ćımkézett tańıtópéldákat is megadunk. A projekt során igen nagy
mennyiségű szöveget annotáltak, viszont a felhasznált ontológia mérete kicsi volt,
ezért a szöveg lefedettsége elég alacsony maradt, weboldalanként átlagosan alig
több mint másfél entitást ćımkéztek fel.
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Mivel célunk volt, hogy nagyméretű ontológia alapján annotáljuk a szövege-
ket, a szabályalapú módszereket elvetettük, mert nagyon sok munka lenne az on-
tológiában előforduló összes osztályhoz szabályokat felvenni. Továbbá problémás
lenne a szabályok karbantartása is, ami elengedhetetlen, ha egy olyan élő és
folyamatosan változó tudásbázist alkalmazunk, ami a Wikipédián alapul. Így
az egyértelműśıtésnél olyan módszereket kerestünk, amik az ontológiában rejlő
strukturális információk kihasználásával automatikusan oldják meg a feladatot.
A projekt jelenlegi fázisában nem volt célunk a teljes egyértelműśıtés, meg-
elégedtünk azzal, hogy a lehetséges opciók számát ember számára gyorsan fel-
fogható méretűre csökkentsük, kiválogatva néhány releváns opciót.
3. Az elemzőrendszer
Az annotálandó szövegek egy többlépcsős feldolgozási folyamaton mennek keresz-
tül, aminek része a tokenizálás, morfológiai elemzés, POS-elemzés, névelem-fel-
ismerés és az utolsó fázisban az ontológia fogalmainak beazonośıtása. A szin-
taktikai elemzésre szabadon felhasználható szoftvereket alkalmaztunk, mint a
hunmorph [8], hunpos, valamint az OpenNLP tool maximum entrópián alapuló
eszközeire [1] épülő saját elemző szoftvereket. Az elemzési lánc egyes kompo-
nensei közötti kommunikációra egy belső XML-reprezentációt alkalmazunk, ami
tartalmazza az eredeti szöveget is, és az egyes modulok ezt egésźıtik ki egymásra
épülő plusz információkkal. Az XML formátuma úgy lett kialaḱıtva, hogy a be-
menetre egyszerű szöveg vagy HTML is érkezhet és az elemzőrendszer megőrzi a
kapott szöveg formázását. A külső modulokhoz késźıtettünk egy-egy csomagoló
komponenst, ami elvégzi a transzformációt a belső XML formátum és a külső mo-
dul saját formátuma között. Az elemzőrendszer futtatható batch módban, ha egy
meglévő szövegbázist kell feldolgozni és szolgáltatásként is, ahogyan használható
HTML-oldalak valós idejű annotálására.
A rendszer feléṕıtését és a felhasznált modulok sorrendjét az 1. ábra szem-
lélteti. A beérkezett szöveget először mondatokra, illetve szavakra bontjuk. Ezt
a lépést az OpenNLP keretrendszer seǵıtségével végeztük. Az OpenNLP alap-
vetően angol nyelvre készült, de csekély módośıtásokkal és a maximum entrópia
nyelvi modellek újratańıtásával magyar nyelvre is alkalmazhatónak bizonyult. A
szavakat ezek után szintaktikailag elemeztettük a hunmorph morfológiai elemző-
vel. A szövegen a hunpos POS-taggert is lefuttattuk. Mivel a hunmorph több le-
hetséges elemzést is előálĺıt egy szóhoz, ki kellett választanunk az aktuális szöveg-
környezetnek legmegfelelőbb verziót. Ezt szintén egy maximum entrópia modellel
oldottuk meg, ahol a kontextuális jellemzők előálĺıtásához formai jegyeket és a
POS-tagger kimenetét használtuk. A jellemzők között szerepelt az aktuális szó
mondaton belüli poźıciója, az aktuális, előző és következő szó végződése, illetve
POS-tagje, a szó hossza és hogy kis- vagy nagybetűvel kezdődik-e. A hunmorph
alternat́ıvák léırására az elemzésben szereplő toldalékok nyelvtani jelöléseit és
azok darabszámát használtuk, valamint a szótő és a teljes szó hosszának különb-
ségét. Így elfogadható pontossággal sikerült a hunmorph által adott alternat́ıvák
közül a kontextusnak megfelelőt kiválasztani.
Szeged, 2010. december 2–3. 29
A szöveg annotálásakor a formai jegyek alapján jól felismerhető névelemek
azonośıtására, mint e-mail ćım vagy telefonszám, használunk mintaillesztéses
módszert is, de többnyire az ontológia alapján próbáljuk beazonośıtani az egyes
entitásokat. A felhasznált ontológia saját forrásokból, külső adatbázisokból is
táplálkozik, és jelen esetben az ontológiába nemcsak a fogalmi osztálymodellt
értjük bele és annak relációit, hanem a konkrét példányokat is. A példányok
tárolása azért fontos, hogy az elemzőrendszer alkalmazásakor a világra vonatkozó
tudás seǵıtségével pontosabban meghatározhassuk a szöveg értelmét, kiegésźıt-
hessük automatikusan további információkkal. Így következtetéseket vonhatunk
le, és végül a megfogalmazott kérdésekre sokkal pontosabb választ adhatunk.
Ha a tudásbázisban megtalálható egy fogalom, pl. Budapest, amiről tudjuk,
hogy egy város, és Magyarország fővárosa, akkor rögtön jóval több információ
áll rendelkezésünkre, mintha csak a formai jegyek és a szövegkörnyezet alapján
határoztuk volna meg, hogy egy városról van szó. Alapvető elképzelésünk az
volt, hogy létrehozunk egy széles tárgyterületet lefedő általános ontológiát, és ezt
egésźıtjük ki konkrét feladatokhoz kötődő speciális ontológiákkal. A különböző
fogalmi rendszerek és adatbázisok összefogására létrehoztunk egy saját adatbázis-
architektúrát, ami az OWL-szabvánnyal kompatibilis módon képes a fogalmak
és példányok tárolására. Annak érdekében, hogy a tudásbázis alkalmas legyen
valós idejű nyelvi elemzésre, ahol gyors válaszidőkre van szükség a nagyszámú
lekérdezés miatt, az adatbázisréteg elé egy erre a célra kifejlesztett cache réteget
is elhelyeztünk.
1. ábra. Az elemzőrendszer architektúrája.
Mivel igen sok entitást tartalmazó ontológiát használunk, fokozott problémát
jelentett az annotálás során az egyértelműśıtés, ugyanis egy hétköznapibb szóra
akár több ezer találatot is adhat a keresés, amik közül általában egy helyes meg-
oldás van az adott szövegkörnyezetben. Ugyan a projekt jelenlegi fázisában nem
volt cél a teljes egyértelműśıtés, de az mindenképpen szükséges, hogy ne szülesse-
nek százával értelmetlen, a felhasználót felesleges adatokkal ellepő találatok. Ezt
elkerülendő meghatároztuk a maximálisan megengedett többértelműségi szintet,
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vagyis egy határértéket, aminél nem adhatunk vissza több találatot egy szóra.
Hogy a találatokat szűrni tudjuk, relevanciaértékeket kellett rendelni hozzájuk.
Ezt úgy álĺıtjuk elő, hogy a talált entitásokra megszámoljuk a közvetlen és közve-
tett hivatkozásokat, és a legtöbbet hivatkozott elemek közül éṕıtjük a találati
listát. Az ontológia fogalmainak keresésénél figyelembe vesszük az osztályhierar-
chiát és a fogalmak közötti összerendeléseket is. Tehát egy
intézményre hivatkozásnak tekintjük azt is, ha a ćıme vagy az igazgatója neve
szerepel a szövegben. Az egyértelműśıtési lépéseket részletesebben a következő
lista mutatja meg:
1. Az ontológiában szereplő összes entitás összes tulajdonságára megnézzük,
hogy szerepel-e a szövegben. És azokat az objektumokat, amiknek valamelyik
tulajdonságát megtaláltuk, felvesszük a találati listára. Ráadásul az illeszke-
dést nemcsak a szavak eredeti alakjára vizsgáljuk, hanem a szótövekre és
többszavas kifejezésekre is.
2. Bizonyos mélységig (a ḱısérletekben 3-ra álĺıtottuk ezt a limitet) felvesszük
azokat az objektumokat is a találati listára, amikhez legalább az egyik talált
objektum valamilyen tulajdonság mentén kapcsolódik. Pl. ha szerepel a szö-
vegben egy utca neve, akkor az a város is, ahol az utca található, bekerül a
találati listába.
3. Sorrendezzük a találati listát a referenciák alapján. Megszámoljuk, hogy
melyik entitáshoz hány generáló szó volt. Egy közvetett úton felvett en-
titás pontszáma az őt generáló entitások pontszámának összege lesz. Ezek
után meghatározzuk azt a pontszámot, amihez már kevesebb, minimum
ezt a pontszámot elérő entitás tartozik, mint a maximálisan megengedett
többértelműségi szint. Azokat az entitásokat, amik nem érik el a ḱıvánt
ponthatárt, eltávoĺıtjuk a találati listából. Ha nincs ilyen pontszám, akkor
elhagyjuk azokat az entitásokat, amik nem közvetlenül kapcsolódnak szavak-
hoz, hanem egy másik entitás generálta őket, és nincs több pontjuk, mint az
őket generáló entitások közül a legtöbb ponttal rendelkező.
A fenti módszert még kiegésźıtettük egy kézi szűréssel, amit a doménspecifikus
ontológiáknál alkalmaztunk, hogy a felsźıni formákban nem megjelenő, belső,
adminisztrat́ıv jellemzők, mint pl. adatbázis-azonośıtó, ne adjanak hamis talála-
tokat. Itt mindössze arról van szó, hogy egyes tulajdonságoknál meg lehet adni,
hogy ne keressünk rá illeszkedő szavakat a szövegben.
4. Az ontológia
Már emĺıtésre került, hogy az ontológia általános részét a Wikipédia, illetve
a DBPedia alapján éṕıtettük. A DBPedia a Wikipédia legtöbb oldalán meg-
található ”infobox”-ok félig formalizált tartalmát használja fel az ontológia éṕı-
téséhez. Így összesen 2,6 millió egyedi entitást gyűjtöttek össze a Wikipédiáról.
Ehhez társulnak a különböző doménspecifikus ontológiák, amelyek a LinkedData
szabvány alapján csatlakoznak a DBPedia ontológiájához. Így az egész hálózat
már 4,7 milliárd információdarabkát tartalmaz [2]. A struktúra magját képező
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fogalmi hierarchia angol nyelvű, de összesen hat nyelven van összerendelés az
ontológia és a Wikipédia-cikkek között, melyek egyike a magyar.
2. ábra. Wikipédia - DBPedia összerendelés
A DBPedia létrehozásához az adta az ötletet, hogy a legtöbb Wikipédia-
oldalon a cikkek tartalmaznak úgynevezett ”infobox”-okat. Ezek általában az ol-
dal jobb felső oldalán megjelenő dobozok, amik táblázatszerűen foglalják össze az
adott cikkben található fontosabb információkat. Az infoboxok kinézetét
sablonok határozzák meg, amik témáról témára különbözőek. Így a Wikipédia-
cikkeket az infobox sablonok alapján akkor is tudjuk kategorizálni, ha a Wi-
kipédia kategóriarendszere nem megfelelő minőségű (ami sajnos igaz, különösen a
magyar nyelvű Wikipédiára). Az infoboxok nem csak a kategorizálásban seǵıtenek,
hanem a sablonok tartalmazzák az adott kategóriára leginkább jellemző tulaj-
donságokat. A DBPedia projekt során ezeket a már-már formalizált adatokat
gyűjtik össze egy RDF-en alapuló ontológiába. Az átalaḱıtás során egyrészt au-
tomatikusan is kigyűjtik az egyes cikkekhez tartozó tulajdonságokat az infobo-
xokból, de van egy kézzel szerkesztett összerendelés is, ami pontosan megmondja,
hogy az infoboxokban tárolt tulajdonságok minek felelnek meg az ontológiában.
Erre azért volt szükség, mert az automatikus kinyerés zajos adatokat produkál.
Az infoboxok nem eléggé egységes formátumúak, a Wikipédián az egyes infobox
sablonok külön-külön jöttek létre, mindegyiket más-más ember szerkeszti, és ı́gy
nincs igazán egységes elnevezési konvenció sem. Például semmi nem garantálja,
hogy egy labdarúgónál ugyanolyan ćımkével jelölik a születési dátumát, mint
egy festőnél. Az összerendelés karbantartására és bőv́ıtésére létrehoztak egy re-
gisztráció után bárki által szerkeszthető szintén wiki alapon működő oldalt, ahol
az infoboxok és az ontológia fogalmai közötti összerendelést meghatározó összes
szabály megtalálható (http://mappings.dbpedia.org/). A projekt során mi is a
kézi összerendelést bőv́ıtettük és az ez alapján létrejött ontológiát használtuk
fel. A kézi összerendelésnek megvan az az előnye is, hogy a különböző nyelveken
megtalálható tulajdonságok a közös fogalmi struktúrának köszönhetően egy az
egyben megfeleltethetők egymásnak.
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A magyar nyelvű infobox sablonok és az ontológia fogalmai közötti összeren-
delés elkésźıtésén ḱıvül (2) kisebb módośıtások az elemző program kódjában is
szükségesek voltak, hogy a magyar Wikipédia-cikkek is helyesen kerüljenek bele
a DBPedia ontológiájába. A magyar verzió eddig a leggyakrabban használt info-
box sablonokhoz tartalmaz összerendelést. Az összerendelés a wiki elven működő
oldalnak köszönhetően folyamatosan bőv́ıthető és finomı́tható. Az annotáló rend-
szerben ezt az ontológiát kiegésźıtettük saját doménspecifikus adatokkal is, ame-
lyek tartalmazzák a magyar település-adatbázist a Központi Statisztikai Hivatal
településjegyzékét a települések statisztikai adataival, Magyarországon egységes
kódrendszerével bőv́ıtve, valamint a Magyar Posta iránýıtószám-jegyzékét és a
közoktatási, felsőoktatási intézmények publikusan elérhető ćımjegyzékét. A pub-
likusan elérhető, hivatalos adatbázisok importálása folyamatosan történik azok
kódrendszerével együtt. A kódrendszernek köszönhetően, más gépi feloldozású
adatbázisokhoz is kapcsolható a rendszer.
5. Értékelés
Az eredményeket szubjekt́ıven értékeltük több példaelemzés kézi átvizsgálásával.
Jelenleg az elemzéshez felhasznált ontológia a DBPediából importált entitásokból,
a magyar települések és közoktatási intézmények adatbázisából áll. Így 300
osztályt, közel 250 000 entitást és hozzájuk kapcsolódóan 510 000 tulajdonság-
értéket tartalmaz. A tesztek során ügyfélszolgálati leveleket és rövidebb,
általánosabb témájú h́ıreket elemeztünk. Általában a szövegekre sok illeszkedő
példát talál a rendszer, és inkább a találatok szűrése okoz problémát. Sokszor ma-
gas a hamis találatok száma, de úgy gondoljuk, hogy az egyértelműśıtő algorit-
mus fejlesztésével ezen sokat tudunk jav́ıtani. A rendszer teljeśıtményét a követ-
kező egyszerű példamondattal szemléltetnénk: ”A Szilágyi Erzsébet
Gimnázium tanulói gyakran hallgatnak Rockzenét, például GunsNRosest.” A
találatokat pedig a következő táblázat mutatja:
Illeszkedő szó Tulajdonságok Talált példányok
A Settlement.VehicleCode Augsburg
A Athlete.Nationality.VehicleCode Gregor Baumgartner,
Julia Schruff
A Person.BirthPlace.VehicleCode Alexander Grimm
A Country.VehicleCode Austria
Szilágyi last name SZILÁGYI, SZIL
Szilágyi first name SZILÁGYI
Szilágyi Settlement.name Szil
Szilágyi address.settlement.name Dózsa György u. 1. Szil
Erzsébet Settlement.name ERZSÉBET
Erzsébet first name ERZSÉBET
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Illeszkedő szó Tulajdonságok Talált példányok
Erzsébet address.settlement.name Erzsébet Általános Iskola
Gimnázium School.CampusType Móra Ferenc Gimnázium
Szerb Antal Gimnázium
Eötvös József Gimnázium
hallgatnak last name HALLGAT
Rockzenét MusicGenre.Foaf:name Rockmusic
GunsNRosest Band.Foaf:name Guns N Roses
Szilágyi Erzsébet address.postal name 1016 Mészáros u. 5-7. Budapest
Szilágyi Erzsébet Gimnázium
Szilágyi Erzsébet edu institute.name Budapest Szilágyi Erzsébet
edu institute.short name Gimnázium
6. Összegzés
A munka során több különböző eszközt olvasztottunk egy egységes rendszerbe,
kiegésźıtve saját fejlesztésű komponensekkel. Emellett egy magyar nyelvű on-
tológia éṕıtésével is foglalkoztunk, és ennek keretében elkésźıtettük a DBPe-
dia magyar változatát. Az eddigiekben vázolt rendszer mélységében és funk-
cionálisan is fejlesztés alatt áll. A meglévő részek pontosságának fejlesztésénél
a legfőbb pont az egyértelműśıtés jav́ıtása a szintaktikai elemzés és főleg az on-
tológia elemeinek felismerése terén. Az egyértelműśıtésnek kiterjedt irodalma
van, és sok lehetséges megoldást vázoltak már különböző kutatók. Ezek közül
olyan módszereket szándékozunk alkalmazni, melyek nem igényelnek emberi be-
avatkozást, és ı́gy kezelni tudjuk a nagyméretű tudásbázist. Tervezzük a meglévő
ontológia finomı́tását és a rendszer kiegésźıtését úgy, hogy ne csak statikus en-
titásokat, hanem folyamatokat és azok állapotát is képes legyen kezelni. Fontos
az is, hogy relációs operat́ıv adatbázisokkal is összekapcsolható legyen a rend-
szer. Ebben az esetben már nem egy konstans, hanem egy állandóan változó
tudásbázissal van dolgunk, aminek hatékony kezelése további kih́ıvásokat rejt
magában.
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Richard Cyganiak, Sebastian Hellmann: DBpedia – A Crystallization Point for the
Web of Data. in Journal of Web Semantics: Science, Services and Agents on the
World Wide Web, Issue 7, Pages 154–165, 2009.
3. Cimiano P., Ladwig G., Staab S.: Gimme’ the Context: Context-Driven Auto-
matic Semantic Annotation With C-Pankow. in proc. of the 14th International
Conference onWorldWideWeb, New York, NY, USA. ACM Press, 2005, ISBN 1-
59593-046-9, pp. 332–341.
34 VII. Magyar Számı́tógépes Nyelvészeti Konferencia
4. Cunningham H., Maynard D., Bontcheva K., Tablan V.: GATE: A Framework
and Graphical Development Environment for Robust NLP Tools and Applications.
in proc. of the 40th Anniversary Meeting of the Association for Computational
Linguistics (ACL ’02), Philadelphia, 2002.
5. Dill S., Eiron N. et al.: A Case for Automated Large-Scale Semantic Annotation.
Journal of Web Semantics, 2003.
6. Fabian M. Suchanek, Mauro Sozio, Gerhard Weikum: SOFIE: A Self-Organizing
Framework for Information Extraction 18th International World Wide Web confe-
rence (WWW 2009), Madrid
7. Laclav́ık Michal, Seleng Martin, Ciglan Marek, Hluchy Ladislav: ONTEA: Platform
for pattern based automated semantic annotation Computing and Informatics, Vol.
28, 2009, 555–579, V 2009-Sep-16
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Kontextualizált névelem-felismerés és
relációkinyerés kórházi zárójelentésekben
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Kivonat Cikkünkben a kórházi zárójelentések szövegbányászati feldol-
gozásával foglalkozó i2b2 szervezet 2010-es, információkinyeréssel kap-
csolatos feladatára (Fourth i2b2/VA Shared-Task) készített megoldásun-
kat ismertetjük. Az első, névelem-felismerési feladatban három entitás-
típus szövegbeli előfordulásait, pontosabban egy szűk bennfoglaló nyelv-
tani egységet kellett megjelölni. A második, állításosztályozási feladatban
ezen entitások említésének jellegét (kijelentő, tagadó, spekulatív stb.)
kellett osztályozni. Végül a harmadik, relációkinyerési feladatban az egy
mondatban szereplő entitások között fennálló kapcsolat meglétét és pozi-
tív esetben a típusát kellett megállapítani. Megoldásainkban kontextusra
épülő, a rendelkezésünkre bocsátott tanítóadaton betanított – részben
szabályalapú, részben felügyelt gépi tanuláson alapuló – módszereket al-
kalmaztunk. Munkánkban elemezzük az egyes eljárások hatékonyságát és
megvizsgálunk néhány lehetséges továbbfejlesztési irányt.
1. Bevezetés
Az orvosbiológia a szövegbányászat egyik vezető alkalmazási területe, mivel szá-
mos feladattípus esetén sikerült hatékony eljárásokat fejleszteni, amelyek képesek
például kutatóbiológusokat, klinikai és kutatóorvosokat, betegbiztosítási szakér-
tőket a mindennapi munkájukban támogatni (l. pl. a [3] áttekintő tanulmányt).
A már széles körben elterjedt információ-visszakeresési megoldások mellett ma-
napság már egyre jellemzőbb az alkalmazási területtől jobban függő, és gyakran
lényegesen bonyolultabb információkinyerő módszerek gyakorlati alkalmazása,
vagy legalábbis ezek kísérleti bevezetése [7].
Három alapvető információkinyerési feladattípus a névelem-felismerés (na-
med entity recognition, NER) [11], állításosztályozás (assertion classification)
[8,21] és a relációkinyerés (relation extraction, RE) [5,8,9]. Névelem-felismerésnél
az adott feladat szempontjából releváns névelem-, vagy más szóval entitástípu-
sok előfordulásait kell egy szövegben azonosítani; orvosbiológiai alkalmazásokban
ezek többnyire fehérjék, gének, mutációk, betegségek, gyógyszerek, szimptómák,
tünetek stb. nevei. Állításosztályozásnál a feladat az entitás- és/vagy reláció-
előfordulások szemantikai értékének meghatározása, pl. az állítás, tagadás és
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spekuláció megkülönböztetése. Relációkinyerésnél az első lépésben azonosított
vagy esetleg már eleve adott, entitás-előfordulások közötti kapcsolatok meglé-
tét és típusát kell meghatározni; jellemző feladatok közé tartoznak a fehérje–
fehérje kölcsönhatások (protein-protein interaction, PPI), betegség–kezelés, ill.
gén–betegség összefüggések kinyerése.
A kórházi zárójelentések számos értékes információt tartalmaznak, amelyek
segítségére lehetnek az orvoskutatóknak gyógykezeléseknek a páciensekre gyako-
rolt hatásának tanulmányozásában, a betegségek és gyógyszerezésük hatásvizs-
gálatában, az elvégzett vizsgálatok és betegségek felderítési arányának feltér-
képezésében stb. Ahhoz azonban, hogy a szöveges zárójelentésekből — melyek
gyakran nem felelnek meg a nyelvtan és a helyesírás szabályainak, valamint szá-
mos szaknyelvi rövidítést is tartalmaznak — további kutatási célra felhasznál-
ható, statisztikailag szignifikáns mennyiségű céladathoz jussunk, ki kell nyerni a
szövegből a releváns információkat és azok kapcsolatát. Az i2b2 (Informatics for
Integrating Biology & the Bedside)3 szakcsoport 2010-ben immár negyedik alka-
lommal4 rendezett nemzetközi megmérettetést; minden évben más-más klinikai
szövegekre vonatkozó aktuális szövegbányászati problémát helyezve a verseny fó-
kuszába. A versenyen hagyományosan jól szerepelnek a magyar csapatok: 2006-
ban 2. helyezést értek el Szarvas György és kollégái [18], 2008-ban pedig a mi
csapatunk végzett az első helyen [17]. Jelen munkánkban kutatócsoportunknak a
2010-es kiírás feladataira adott megoldásait és az utólagos elemzések tanulságait
ismertetjük. Fontosnak tartjuk megjegyezni, hogy bár a versenyen angol nyelvű
szövegeken kellett dolgozni, a megoldásaink nagy része átvihető magyar nyelvű
szövegfeldolgozásra is a megfelelő nyelvi eszközök magyar verziójának behelyet-




A 2010. évi verseny három egymásra épülő feladatból állt [1]. Az első feladat
alapvetően névelem-felismerés volt, ahol három entitástípus felismerése volt a
cél:
1. általános egészségügyi probléma (medical problem): ide tartoznak betegsé-
gek, tünetek, szimptómák, sérülések, abnormalitások stb.;
2. gyógykezelés (treatment): ide tartoznak a gyógyszerek, biológiai anyagok,
gyógyszeradagolók, gyógyászati segédeszközök stb.;
3. vizsgálat (test): vizsgálati kezelések, testnedveken végzett laborvizsgálatok,
életjelfunkciók mérési eredményei.
A feladatban a szokásos, kizárólag az entitásra koncentráló névelem-annotáci-
ós feladatokon túlmutatóan az entitás előfordulásának értelmezését támogatandó
3 https://www.i2b2.org/
4 https://www.i2b2.org/NLP/Relations/
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az entitást fejként tartalmazó főnévi vagy melléknévi csoportokat kellett anno-
tálni. Emellett az ún. prepozíciós szabály szerint bővíteni kellett az annotációkat
a főnevet követő első prepozíciós szerkezettel, ha az nem tartalmazott amúgy is
annotálandó entitást. Így a „pain in chest” szerkezetet egyben kellett felismerni,
a „removal of mass”-t viszont két entitásként (l. még [1]). Az annotálás módja az
orvosbiológiai korpuszokon gyakran alkalmazott tokenszintű annotáció. Szemben
a karakterszintű annotációval, ez a jelölés emberi annotációnál kevesebb időráfor-
dítással állítható elő, ellenben kevésbé pontos jelölést tesz lehetővé, mint amilyet
a klinikai szövegek szintaktikai gyakorlata indokolna (pl. egybeírások, torlódó
szavak, szokatlan rövidítések).
2.2. Állításosztályozás
A második feladatban az egészségügyi probléma entitástípus előfordulásait kel-
lett a következő 6 szemantikai osztály valamelyikébe sorolni: megfigyelhető (ál-
lítás), nem figyelhető meg (tagadás), lehetséges, feltételezett, feltételhez kötött,
vagy mással (nem a pácienssel) kapcsolatos.
2.3. Relációkinyerés
A harmadik feladatban azt kellett meghatározni, hogy milyen kapcsolat van –
ha van egyáltalán – az egy mondatban szereplő entitások között. Itt 8 reláció
szerint kellett entitáspárokat vizsgálni. A relációk egyet kivéve (problem indicates
problem, PIP) szimmetrikusak voltak, az irányított relációnál természetesen a
megfelelő irányt is meg kellett határozni. A reláció egyértelműen meghatározta,
hogy milyen entitástípusok között állhat fent.
2.4. Kiértékelés, lebonyolítás
Minden feladatra három megoldást lehetett csapatonként beküldeni. Az első fel-
adat esetében elsődlegesen a pontos illeszkedés mikro F-mérték, pontosság, fel-
idézés hármast alapján rangsorolták a versenyzőket. Ugyanerre a három mértékre
átfedő illeszkedés szerint is kiértékelték a megoldásokat, vagyis ekkor már helyes-
nek számított az a predikció, ahol tokenszinten van átfedés a helyes és a predikált
entitások között. A két osztályozási feladatnál az összes osztályra vetített mikro
F-mérték, pontosság, felidézés szerint értékelték a beküldéseket.
A verseny lebonyolítása az alábbi módon igazodott a feladatok sorrendjéhez.
Egy-egy feladat leadási határideje között 24 óra állt a versenyzők rendelkezésére.
A névelem-felismerési feladat teljesítése után közzétették a résztvevők számára a
tesztadatokhoz tartozó helyes értékeket (ground truth), amit a második és har-
madik feladat megoldásánál így fel lehetett használni; hasonlóan nyilvánosságra
hozták az állításosztályozás megoldókulcsát is a feladat teljesítése után. Ez az
egymásra épülő kiértékelési módszer lehetővé tette az egyes részfeladatokra be-
adott megoldások egyenkénti értékelését, hiszen így nem adódtak össze a hibák.
Gyakorlati alkalmazásokban ugyanakkor az állításosztályozásnál és a relációki-
nyerésnél természetesen magasabb hibaértékkel szükséges kalkulálni, amikor a
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három részfeladatot egymásra épülve hajtják végre. A hibanövekedés nagyság-
rendjét például a [7] cikk alapján becsülhetjük meg, ahol a névelem-felismerés
és a PPI-kinyerés kombinált folyamatának hatékonyságát vizsgálták.
3. Módszerek
3.1. Lexikon és szintaktikai minták alapján működő
névelem-felismerő
Az első feladat egy többcímkés szekvenciaannotálási feladatként fogható fel, ahol
a címkék a három entitástípushoz tartoznak. A feladatkiírás logikáját követve
elsőként a fejként szereplő entitásokat határoztuk meg (illesztés), majd kiter-
jesztettük az entitás szövegkörnyezetét az előírt feltételek szerint (kiterjesztés).
Az illesztési feladatban a fejentitások felismeréséhez a tanító halmazból in-
dultunk ki. Egy entitást akkor tekintettünk jelöltnek az adott osztályhoz, ha az
átfedő pontosság – az előfordulások, amelyek átfednek az adott osztály annotá-
cióival osztva az összes előfordulással – meghaladott egy bizonyos küszöbértéket.
F-mértékre optimalizálva 0,6 bizonyult az optimális küszöbértéknek a tanító
halmazon. A lexikont hasonló kiértékelési módszerrel bővítettük az i2b2 Obesity
Challenge [20] megoldásánál általunk összeállított fogalomlexikon [17], valamint
internetes forrásokból származó adatok alapján. A kiterjesztés alapjául tehát az
így összeállított névelemlistának a tesztszövegre illeszkedő tokenjei szolgáltak.
A szövegkörnyezet kiterjesztéséhez több angol nyelvi elemző kimenetét ele-
meztük abból a szempontból, hogy ezek hogyan illeszkednek a meglehetősen kör-
mönfont annotációs irányelvekhez. Összehasonlításunkban a Stanford szintakti-
kai elemzőt5, a Charniak–Lease elemzőnek6 a McClosky-féle biológiai szövegeken
tanított modellel [12] való verzióját, az Enju elemzőt7, valamint a GENIA chun-
kert8 vizsgáltuk. Azt tapasztaltuk, hogy a jól formált mondatokon a Stanford
szintaktikai kimenete egyezett meg leginkább a versenyen elvárttal, míg a nyelv-
tanilag helytelen (pl. felsorolás jellegű) mondatoknál a GENIA chunker bizonyult
a legjobbnak.
Bizonyos esetekben azonban az elemző kimenete módosítást igényelt, hogy
megfeleljen az annotációs irányelveknek. Az egyik tipikus példa erre, hogy az
elemzők a főnévi csoportokat jellemzően nem vágják kötőszavak mentén, azaz a
„The patient experienced X and Y” mondatban az X entitást tartalmazó főnévi
csoportot az elemzők „X and Y”-ként azonosítják, míg a versenyben a legszűkebb
bennfoglaló nyelvtani egységet X-szel kell annotálni. Ilyenkor tehát kettévágjuk
a kötőszavak mentén a főnévi és melléknévi csoportokat. Szintén eltért az elem-
zők kimenete az annotációs irányelvektől a bizonyosságot jelentő határozószók
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csoportba vonták be, az állításosztályozásra való tekintettel (l. ott) ez ellenkezett
az irányelvekkel.
Az annotációs irányelveket szintaktikai gráfokra vonatkozó illeszkedési sza-
bályokra írtuk át, és ezekkel határoztuk meg az entitások szövegkörnyezetét. A
szabályok az illeszkedő fejentitást kibővítették a tartalmazó főnévi, ill. mellék-
névi csoportra, valamint további bővítést végeztek a prepozíciós szabály szerint.
A kiterjesztésnél a Stanford elemző és a GENIA chunker kimenetének unióját
vettük, ugyanis ezek akkor is átlapolódhatnak, ha a fejentitásokra diszjunktak.
Például az egészségügyi probléma entitástípus tartalmazza mind a „reflux” és „di-
sease” szavakat, de a „reflux disease” kifejezést nem. Ekkor a „The patient has
reflux disease.” mondatban mindkét szót külön entitásként felismerjük, amelyek-
nek a kiterjesztése egybeesik. Ilyen esetekben — ha az entitások azonos osztályba
tartoztak — az egyesített kiterjesztést vettük.
3.2. Állításosztályozás szabályalapú módszerrel
A második feladatot szabályalapú megközelítéssel oldottuk meg, amely az enti-
tás szövegkörnyezete alapján határozta meg az állításosztályt. Az entitást tartal-
mazó mondatot az előfordulást megelőző, tartalmazó, követő, illetve körülvevő
részre bontottuk. A tanító adat alapján azonosítottuk az egyes állításosztályokra
utaló kulcsszavakat és hogy melyik szövegrészletre vonatkozik a hatásköre, l. pél-
dául az 1. táblázatot.
1. táblázat. Példák az állításosztályokra utaló kulcsszavakra
Osztály Kulcsszó
megelőző követő körülvevő
Megfigyelhető (állítás) due to
Nem figyelhető meg (tagadás) without non
Lehetséges possible
Feltételezett if you any
Feltételhez kötött when exertion
Mással kapcsolatos wife
Korábbi kontextusalapú állításosztályozási eljárásunkat [17] használtuk fel
frázis-, illetve mondatszintű negáció, allergia és családdal kapcsolatos szöveg-
részletek, illetve hatáskörök bejelölésére, és az adott hatáskörbe eső entitásokat
rendre a nem figyelhető meg, feltételhez kötött és mással kapcsolatos osztályba
soroltuk. A különböző módszerek által adott eredmények közötti esetleges el-
lentmondás esetén a nagyobb a priori valószínűségű állításosztályt választottuk.
Azokat az entitásokat, amelyeket a fenti módszerek egyike sem sorolt be vala-
melyik osztályba sem, a megfigyelhető osztályhoz rendeltük.
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3.3. Relációkinyerés felügyelt tanulókkal
A verseny relációkinyeréssel kapcsolatos feladata többcímkés osztályzásnak te-
kinthető, ahol minden adott feltételnek megfelelő — azaz a megfelelő entitás-
osztályokba tartozó — entitáspárt valamely relációtípushoz kell hozzárendelni.
A feladatot relációtípusonként bináris osztályozók alkalmazásával oldottuk meg,
azaz összesen 9 modellt építettünk: egy-egy osztályozót a szimmetrikus reláció-
típusokra, és irányonként egy osztályozót a PIP-típusra. Végül feloldottuk az
esetleges ellentmondásokat, vagyis amikor több osztályozó is a pozitív osztályba
sorolt egy entitáspárt.
A relációtípus meghatározza, hogy milyen típusú entitások között állhatnak
fenn: 5 relációtípust definiáltak egészségügyi problémák és kezelések között, ket-
tőt egészségügyi problémák és vizsgálatok között, míg az aszimmetrikus PIP re-
láció – amelyet szétbontottunk PIP () és PIP () irányfüggő altípusokra – két
egészségügyi probléma közt állhat fent. Vegyük észre, hogy minden relációtípus
legalább egy egészségügyi probléma entitást tartalmaz (bővebb statisztikákkal
a 2. táblázat szolgál).
Két különböző megközelítést alkalmaztunk a feladat megoldására. Alapmód-
szerként egy együttes előfordulás (kollokáció) alapú módszert alkalmaztunk, ame-
lyik az entitások között gyakorta előforduló szavakat és szó n-gramokat azono-
sítja relációtípusonként, és amely az így felismert minták alapján osztályozza a
tesztpéldányokat.
A második módszer gépi tanulási problémaként közelíti meg a feladatot, és
szupport vektor gépeket (SVM) alkalmaz különböző magfüggvényekkel (kernel)
az osztályozó modellek megtanulásához, természetesen mind a 9 relációtípusra
külön modellt építve. A gépi tanulókat 10-szeres keresztvalidálással értékeltük
ki, amihez 10 nagyjából azonos méretű részre osztottuk a tanítóhalmazt. Össze-
hasonlításként az n-gram alapú módszert is kiértékeltük ily módon.
Szó n-gram alapú relációkinyerés. A (szó) n-gram alapú módszer a ta-
nító halmazon megfigyelt szósorozatok előfordulási statisztikái alapján működik.
Minden osztályra külön modellt készítettünk.
Elsőként tokenizáltuk a mondatokat, és a tokeneket az alábbi 4 tokenosz-
tályba soroltuk:
1. entitás (a tanítóhalmazon definiálva);
2. számok (csak számjegyeket tartalmazó tokenek);
3. egyéb szavak;
4. írásjelek.
Az entitások előfordulását az entitástípus címkéjével (entity blinding), míg a
számtokeneket egységesen egyazon címkével helyettesítettük, majd készítettünk
egy n-gram szótárat a tanítóhalmazon. Különböző beállításokkal futtattuk a kí-
sérleteket az n-gramok minimális és maximális hosszát, valamint az összesített
minimális előfordulás mennyiségét (minfreq)változtatva.
Egy n-gramnak valamely relációtípus szerinti osztályozási pontosságát a (tí-
pus szerinti) pozitív és az összes előfordulás arányának alapján határozzuk meg.
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2. táblázat. Relációtípusokra vonatkozó statisztikák és keresztvalidációval mért
eredmények a tanító adatokon. A pozitív példák a tanító adatokban szereplő re-
lációk, negatív példák a mondatokban található fennmaradó típushelyes entitás-
párok. Mikro F-mérték eredmények, a legjobb eredmény típusonként félkövérrel
szedve.
Reláció Statisztika Módszer
Poz Neg P/N P% kBSPS SpT SL PT APG n-gram
TERP 1 711 1 858 0,92 48% 0,78 0,74 0,83 0,74 0,83 0,68
TECP 295 3 274 0,09 8% 0,49 0,44 0,51 0,41 0,45 0,35
TRAP 1 413 2 874 0,49 33% 0,64 0,64 0,71 0,64 0,74 0,52
TRCP 294 3 993 0,07 7% 0,45 0,34 0,42 0,35 0,43 0,29
TRIP 107 4 180 0,03 2% 0,40 0,23 0,38 0,24 0,28 0,37
TRNAP 106 4 181 0,03 2% 0,44 0,27 0,37 0,23 0,37 0,27
TRWP 56 4 231 0,01 1% 0,19 0,13 0,02 0,13 0,11 0,11
PIP () 900 7 688 0,12 10% 0,49 0,00 0,55 0,00 – 0,29
PIP () 320 8 268 0,04 4% 0,17 0,00 0,27 0,00 – 0,12
Összes 5 202 40 547 0,13 11% 0,60 0,47 0,65 0,47 0,52 0,54
Egy entitást is tartalmazó, pozitív példamondatban előforduló n-gramot csak
akkor tekintünk pozitív példának, ha az entitás része az annotált relációnak.
Osztályozásnál egy mondatot akkor tekintünk pozitívnak, ha a mondatbeli
legmagasabb n-gram pontossági érték elér egy előre definiált küszöbértéket; itt
természetesen csak az n-gram szótár elemeit tekintjük. A pontosság kiszámításá-
hoz a fenti 10-szeres keresztvalidációt alkalmaztuk és minden részhalmaz 10%-án
állítottuk be a pontossági küszöbértéket.
Az optimális paraméterértékek meghatározásánál az n = 1, . . . , 4, ill.
minfreq = 4 értékek eredményezték a legjobb átlagos keresztvalidált F-mértéket.
Mondatszintű osztályozásnál futtattunk kísérleteket a maximumon kívül más
aggregáló függvénnyel is, de mindegyik hatékonysága elmaradt a maximumétól.
Kernelfüggvény alapú osztályozás SVM-mel. A szupport vektor gépek
adott tanítóhalmaz esetén azt a lineáris hipersíkot határozzák meg, amely a
legjobban szeparálja a pozitív és negatív tanító adatokat [6]. Ha a két halmaz
lineárisan nem szeparálható, akkor kernelfüggvények segítségével a feladat egy
nemlineáris, jellemzően magasabb dimenziójú térbe transzformálható, ahol már
fennállhat a szeparálhatóság [16]. A kernelfüggvény egy adott párhoz egy ha-
sonlósági értéket rendel, amely a pár közti belső szorzatként egyszerűen számol-
ható, és lehetővé teszi sokdimenziós problématerek használatát, amelyek például
a mondatok strukturális jegyeit jobban leíró, bonyolultabb nyelvtani reprezen-
tációk esetén szükségesek lehetnek.
A kernelfüggvényekkel kapcsolatos kísérleteinkben felhasználtuk azt a kernel-
összehasonlító keretrendszerünket, amelyet eredetileg fehérjeinterakciók (PPI)
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kinyeréséhez fejlesztettünk [19]. Az abban rendelkezésre álló 13 kernelfüggvény-
ből 5-tel folytattunk kísérleteket:
– a shallow linguistic (SL) [4] kizárólag felszíni nyelvtani jegyekkel operál (szó-
fajok, tokenek, lemmák stb.);
– a partial tree (PT) [13] és a spectrum tree (SpT) [10] kernelfüggvények a
mondat szintaktikai fáján dolgoznak;
– a k-band shortest path spectrum (kBSPS) [14,19], és az all-paths graph (APG)
[2] kernelek pedig a mondat függőségigráf-reprezentációja alapján definiálnak
hasonlósági függvényt.
A kernelek alkalmazása előtt át kellett alakítani a rendelkezésre bocsátott
zárójelentés-dokumentumokat és ezek mondataihoz generált nyelvtani elemzése-
ket a PPI-relációkinyerésnél de facto standardként használt XML formátumra
[15], hogy a kerneleket alkalmazni lehessen. A kernelek különböző mondatrep-
rezentációt használnak, ezért az összes reprezentációs formátummal gazdagítani
kellett a dokumentumokat. Az SL kernelhez a GENIA taggert alkalmaztuk a lem-
mák meghatározásához. A PT és SpT kernelekhez szükséges szintaktikai fákhoz
a Charniak-Lease elemzőt alkalmaztuk a McClosky-féle biológiai modellel, míg
a függőségi gráfokat a Stanford konverterrel állítottuk elő a szintaktikai fákból.
Különböző paraméterbeállításokkal futtattunk keresztvalidációs kísérleteket
a kernelekkel, hogy megtaláljuk a legjobb beállításokat, amelyekkel azután az
egész korpuszon betanítottuk a modellt, és ezt alkalmaztuk a tesztadatokon. A 2.
táblázatban összehasonlítjuk a kernelekkel elért eredményeket és az alapmód-
szerként használt n-gram alapú módszert a keresztvalidációs adatokon. Minden
kernelre csak a legjobb beállítással elért eredményt közöljük.
3. táblázat. A három feladatban elért eredmények a tesztadatokon
Feladat Módszer TP FN FP R P F
Névelem-felismerés Illesztés + kiterjesztés 24 892 20 117 16 962 0,55 0,59 0,57
Állításosztályozás Kulcsszó- és kontextusalapú szabályok 15 805 2 745 2 745 0,85 0,85 0,85
Relációkinyerés
SVM SL kernellel [4] 6 301 2 769 3 122 0,69 0,67 0,68
kBSPS kernellel [14] 447 8 623 3 772 0,05 0,11 0,07
Szó n-gram alapon 6 040 3 030 23 697 0,67 0,20 0,31
SL és kBSPS kernelek kombinációja 4 639 4 431 8 636 0,51 0,35 0,42
4. Eredmények
A 3. táblázat összefoglalja a három feladatban elért eredményeinket, amelyeket
már a helyes referenciaadatokkal ellátott tesztadatok segítségével számoltunk
ki (a szervezők által rendelkezésre bocsátott kiértékelő ugyanis pontatlan volt).
A 4. táblázatban részletesen ismertetjük a névelem-felismerési feladat eredmé-
nyeit, míg az állításosztályozás részeredményei az 5. táblázatban találhatók. A
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névelem-felismerésben 0,57 F-mértéket értünk el pontos, és 0,80-at eredményt
átfedő illeszkedés esetén. Állításosztályozásnál 0,92, míg relációkinyerésnél 0,68
volt ez az érték.
4. táblázat. Névelem-felismerési eredmények entitástípusonként a tesztadatokon
Illeszkedés Entitás TP FN FP R P F
Pontos
Egészségügyi probléma 11,4k 7,2k 5,4k 0,61 0,68 0,64
Gyógykezelés 7,3k 6,3k 5,6k 0,54 0,57 0,55
Orvosi vizsgálat 6,3k 6,6k 6,1k 0,49 0,51 0,50
Összes 24,9k 20,1k 17,0k 0,55 0,59 0,57
Átfedő
Egészségügyi probléma 14,2k 4,3k 2,1k 0,77 0,87 0,82
Gyógykezelés 10,3k 3,3k 2,4k 0,76 0,81 0,79
Orvosi vizsgálat 10,0k 2,9k 1,8k 0,77 0,84 0,81
Összes 36,3k 8,7k 6,3k 0,77 0,85 0,80
5. táblázat. Állításosztályozási eredmények a tesztadatokon
Osztály TP FP FN R P F
Megfigyelhető (állítás) 11 754 1 300 1 271 0,90 0,90 0,90
Nem figyelhető meg (tagadás) 2 934 843 675 0,81 0,78 0,79
Lehetséges 596 392 287 0,67 0,60 0,64
Feltételezett 361 55 356 0,50 0,87 0,64
Feltételhez kötött 26 131 145 0,15 0,17 0,16
Mással kapcsolatos 134 24 11 0,92 0,85 0,88
Összes 15 805 2 745 2 745 0,85 0,85 0,85
5. Diszkusszió
A 4. táblázatban a névelem-felismerésnél látható a pontos és az átfedő illeszkedés-
sel számolt eredmények közötti jelentős különbség (0,23-os eltérés F-mértékben)
arra utal, hogy az entitások hatáskörének helyes kiterjesztése gyakran nehéz fel-
adatnak bizonyult. A pontosság rendre magasabb a felidézésnél a teszthalmazon,
ami a F-mértékre vonatkozó lexikonoptimalizálásnak az eredménye.
Az állításosztályozási feladatnál az osztályozási hatékonyság a rendelkezésre
álló tanító adatok számával korrelál, l. 5. táblázat. Kivételt csak a mással kapcso-
latos osztály jelent, amely könnyen felismerhető volt egyes rovatfejlécbeli kulcs-
szavak gyakori előfordulása miatt (pl. „family history”).
44 VII. Magyar Számítógépes Nyelvészeti Konferencia
A relációkinyerésnél használt módszerek elemzésénél (2. táblázat) — egybe-
hangzóan a [19] munka megállapításaival — azt találtuk, hogy a szintaktikai
elemzési fa alapú kernelfüggvények (PT, SpT) kevésbé képesek a relációtípusra
jellemző jegyek kiemelésére, mint a felszíni jegyeken vagy függőségi gráfokon ala-
puló módszerek (SL, kBSPS és APG), ezért a további kísérletekben nem használ-
tuk fel őket. Az APG kernelt implementációjának lassú sebessége miatt voltunk
kénytelenek kizárni (10–50-szeres különbség, l. még 24 órás limit a versenyben).
Következésképpen a versenyben az SL a kBSPS kernelek, továbbá a kombináci-
ójuk és az alapmódszer által adott eredményeket vettük számításba. A kBSPS
nagyon kevés pozitív osztálycímkét predikált, és így alacsony felidézést, vala-
mint F-mértéket ért el. Az eredmények utólagos kiértékelésénél kiderült, hogy
ez a kBSPS kernel paraméterbeállításra való érzékenységének köszönhető: a 9
relációtípusból csak 2-nél adott értékelhető eredményt a keresztvalidációval leg-
jobbnak bizonyult beállítással. Ezzel ellentétben az SL, amely az alapbeállítással
is kedvező teszteredményeket produkált, lényegesen robosztusabb, ami valószínű-
leg azzal is összefügg, hogy ez a megoldás a legkevésbé érzékeny az agrammatikus
mondatokból adódó elemzési hibákra, hiszen kizárólag felszíni jegyekkel operál.
6. Összefoglalás
Munkánkban ismertettük a 2010 i2b2/VA Shared-Task nemzetközi verseny há-
rom lényegesen különböző részfeladatára elkészített megoldásainkat. Névelem-
felismerésnél először lexikonalapú illesztést, majd utána szintaktikai elemzés
alapú hatókör-kiterjesztést alkalmaztunk; állításosztályozásnál kulcsszavakon
alapuló szabályalapú rendszert fejlesztettünk ki; relációkinyerésnél egy kolloká-
cióalapú alapmódszert és több kernelfüggvényt használó SVM-et alkalmaztunk
megoldásainkban. Ugyan a versenyben elért helyezéseket a szervezők csak 2010
novemberében, a kapcsolódó konferencián hozzák nyilvánosságra, mindhárom
feladattípusnál sikerült a szakterület jelenlegi sztenderdjét legalább elérő ered-
ményeket hozni.
Az utólagos elemzések több olyan irányt mutatnak, amellyel az egyes felada-
tokra kapott eredmények pontossága esetleg javítható, amelyeket tehát a további
munkáinkban vizsgálni kívánunk:
– Névelem-felismerésnél a lexikonalapú illesztés, majd kiterjesztés helyett cél-
szerű lenne az elemzési hibákra érzéketlenebb conditional random fields
(CRF) tanuló módszer alkalmazása.
– Relációkinyerésnél számos módon javítható a hatékonyság. A kernelfüggvé-
nyek esetén a hasonlósági értékek feladatspecifikus módosításával elérhető
lenne az agrammatikus mondatok hatékonyabb kezelése. A kernelek optima-
lizálásánál a keresztvalidációs halmazon való optimalizálás helyett alterna-
tív módon a pozitív/negatív osztálycímkék tanító halmazon mért arányának
teszthalmazon való közelítésével kiszűrhetők a nyilvánvalóan téves eredmé-
nyek (l. kBSPS) — feltéve, hogy ez az arány hasonló a teszthalmazon is. Mi-
vel az adott feladatban nagyon eltért az egyes osztályok egyedszáma, ezért
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a több tanító adattal bíró osztályok felülsúlyozásával kedvezőbb mikro F-
mérték lett volna elérhető. Végül pedig a kernelek kombinálásával, akár relá-
ciótípusonként, akár mondattípusonként is lehet a teljesítményt lényegesen
javítani.
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Kivonat: A szöveges dokumentumokból történ kulcsszókinyerés számos al-
kalmazási területen hasznosítható, a katalogizáló és kivonatoló rendszerektl 
kezdve egészen az információ-visszakeres módszerekig. Különösen igaz 
mindez a tudásalapú társadalom sajátosságaiból adódóan a tudományos publi-
kációkra: [1] szerint a 2006-ban megjelen publikációk száma meghaladta az 
1,3 milliót; [8] szerint pedig az elkészült tudományos munkák közel 50%-a ol-
vasatlanul marad. A publikációk számának folyamatos és markáns növekedése 
miatt feldolgozásuk mára csupán automatikus eszközök segítségével képzelhet 
el. Jelen cikk az els magyar nyelv tudományos publikációkra kidolgozott 
kulcsszókinyer rendszert mutatja be. 
1   Bevezetés 
Kulcsszavak alatt az egyes dokumentumok tartalmát tömören és jól reprezentáló fo-
galmakat értjük, az automatikus kulcsszókinyerés alapfeladata pedig ezen fogalmak 
egy halmazának számítógépes meghatározása a dokumentum tartalma alapján. Habár 
a tudományos publikációk hatékony feldolgozhatóságához ezek szerzik által történ 
megadása hasznos lenne, legtöbb esetben mégsem találkozhatunk a cikkekhez rendelt 
kulcsszavakkal. Jelen cikkben bemutatjuk az els automatikus kulcsszókinyer rend-
szert, amelyet magyar nyelv tudományos publikációkra dolgoztunk ki. Tanított mo-
dellünk és rendszerünk kipróbálható és elérhet a Creative Commons licenc alatt a 
www.inf.u-szeged.hu/rgai/kpe url-rl. 
A szöveges dokumentumokból történ kulcsszókinyerés felhasználhatósága széles 
körökre terjed ki – a katalogizáló és kivonatoló rendszerektl kezdve egészen az 
információ-visszakeres alkalmazásokig. Különösen igaz mindez a tudás alapú társa-
dalom sajátosságaiból adódóan a tudományos publikációkra: Björk és társai [1] sze-
rint a csupán 2006-ban megjelen publikációk száma meghaladta az 1,3 milliót; Taleb 
[8] szerint pedig az elkészült tudományos munkák közel 50%-a olvasatlanul marad. A 
publikációk számának folyamatos és markáns növekedésének fényében feldolgozásuk 
mára csupán automatikus eszközök segítségével képzelhet el. 
48  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
Kulcsszókinyer rendszerünk eredményességének teszteléséhez két eltér témájú 
(politika- és neveléstudományi), szerzi kulcsszavakkal ellátott cikkeket tartalmazó 
újságra támaszkodva építettünk adatbázist. 
Az így elálló adatbázis segítségével – a korábbi kulcsszókinyeréssel foglalkozó 
munkák többségéhez hasonlóan [4, 7, 9] – mi is felügyelt tanulási feladatot fogalmaz-
tunk meg, ahol a cél a szerzi kulcsszavak szövegbl történ kinyerése volt. Mun-
kánk során az eddigi – a feladat angol nyelven történ megvalósítására kialakított – 
jellemzkészletet bvítettük ki, illetve adaptáltuk a magyar nyelv sajátosságaihoz 
alkalmazkodva. Az egyes cikkekbl kinyert kulcsszavak meghatározását ezen kibví-
tett jellemzkészlet segítségével, a bellük lehetségesnek tartott frázisok kulcsszóként 
való viselkedésének poszteriori valószínségének (különböz modellek szerint törté-
n) kiszámítását alapul véve hajtottuk végre. 
A keresztvalidáció során tapasztalt eredmények alapján kijelenthet, hogy az angol 
nyelvre szánt megközelítések – a megfelel átalakítások után – magyar nyelvre is 
átültethetk, a jellemzkészlet kiterjesztésével pedig további javulások érhetk el az 
eredményekben. 
2   Kapcsolódó munkák 
A kulcsszógenerálást végz tanuló algoritmusokat a bennük használt felügyelet mér-
tékén túl mködési alapelvük alapján különböztethetjük meg. A két nagy irányzat a 
kulcsszóajánlás és a kulcsszókinyerés. 
A kulcsszóajánló rendszerek mködési elve, hogy egy szóban forgó dokumentum 
címkéinek meghatározásához az adott dokumentumhoz bizonyos szempontok alapján 
hasonló dokumentum kulcsszavai közül választ. Az ilyen eljárások elnye, hogy a 
hasonló dokumentumból vett kulcsszó nem feltétlen van jelen a vizsgált dokumen-
tumban, vagyis támogatja az absztrakt (a vizsgált dokumentum szövegében ténylege-
sen el nem forduló) kulcsszavak generálását. Ugyanakkor az efféle eljárások hátrá-
nya is épp abból ered, hogy az ajánlott kulcsszavak a hasonló dokumentumok kulcs-
szavai közül kerülnek ki, vagyis csak a dokumentumhalmaz szintjén legalább egy 
alkalommal kulcsszóként definiált kifejezések kinyerésére képes, a kulcsszavak di-
namikájához nem tud alkalmazkodni. 
A kulcsszókinyer módszerek az elbbiekkel ellentétben az aktuálisan vizsgált do-
kumentum szövegébl nyerik ki a kulcszavakat, olyan módon, hogy egy alkalmasan 
választott stratégia mellett legenerálják a dokumentum összes potenciális 
kulcsszójelöltjét, majd ezeket egy gépi tanulási modell alapján rangsorolják, a rangsor 
els elemeit pedig kulcsszóként kezelik. Ebben az esetben már nem áll fenn az a meg-
szorítás, hogy egy tanítóhalmazbeli dokumentum tényleges kulcsszavai között szere-
pelnie kelljen a kulcsszójelölteknek, tehát az ebbe a csoportba tartozó algoritmusok 
képesek alkalmazkodni a kulcsszavak idbeli változásához. Ugyanakkor az is el-
mondható, hogy mivel a kulcsszójelöltek egytl egyig a dokumentum szövege alapján 
lettek generálva, így olyan kulcsszavak kinyerésére, amelyek a dokumentum szöve-
gében nem voltak leírva, az ilyen eljárások önmagukban nem képesek, ráadásul ha a 
cél egy teljes dokumentumhalmaz felkulcsszavazása, a szinonimák és szemantikailag 
hasonló kulcsszavak egységes kezelésének is külön figyelmet kell szentelnünk. 
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A kulcsszavak meghatározásának egyik leggyakoribb célja a tudományos publiká-
ciók kulcsszavakkal való ellátása, az idei évben a SemEval konferencia egy versenyt 
is hirdetett a témában [5]. Ezen felül számos publikáció jelent már meg a kulcsszava-
zás témakörén belül speciálisan az angol nyelv tudományos publikációk kulcsszava-
zásával foglalkozva. [4] webes keresésekkel igyekezett pontosabb eredményekre 
jutni, míg [7] a tudományos cikkek strukturáltságát és a bennük szerepl rövidítések 
fontosságát hangsúlyozta. 
3   Módszertan 
Az automatikus címkézés magyar nyelvre való adaptálásához felügyelt tanítás mellett 
végrehajtott kulcsszókinyerési módszertant alkalmaztunk. Tanuló algoritmusnak a 
generatív logisztikus regressziót választottuk a kulcsszójelöltek poszteriori valószín-
ségének meghatározására. Ebben a fejezetben részletesen bemutatjuk a jellemztér 
építését megelz elfeldolgozó lépéseket, valamint magát a jellemzteret. 
3.1   Elfeldolgozás 
Az elfeldolgozás magában foglalta a „nem hasznos” dokumentumrészek elhagyását, 
a fejezethatárok meghatározását, valamint a kulcsszójelöltek és velük kapcsolatos 
statisztikák kigyjtését. 
A PDF formában fellelhet publikációk feldolgozásának els lépése a szöveges 
tartalmuk kinyerésére irányult, melyhez a szabadon elérhet PDFBox1 konvertert 
használtunk. Következ lépésként a szöveg megtisztítását hajtottuk végre: az egyes 
dokumentumon belül túl gyakran elforduló szövegrészeket – mint amilyenek a fej-
lécben található szövegek – egyszeren eltávolítottuk a feldolgozandó szövegek kö-
zül, ily módon megtisztítva szövegeinket a fölöslegesen mondatközbe beékeld 
szövegektl. Más jelleg megközelítést igényelt a táblázatok tartalmának kezelése, 
melyek szintén képesek mondatok belsejébe beékeldni a PDF konvertálása során. 
Ezeket a tartalmakat a sorok (token- és karakter-) hosszára számított statisztikákat és 
reguláris kifejezéseket alkalmazva lehetett eredményesen eltávolítani a folyó szöveg-
bl. A következ feladat az elálló nyers szövegek nyelvi elemzése volt. A nyelvi 
elemzést a magyarlanccal [10] végeztük el, amely egyúttal a lemmatizálásért is felels 
volt. 
A szövegre irányuló elfeldolgozó lépések végeztével tehát elálltak a dokumen-
tumok tisztított, szöveges részeinek szófaji kódokkal ellátott verziói. Ezt követen 
lettek meghatározva a kulcsszójelöltek az egyes dokumentumokra. Kulcsszójelöltként 
kezeltük azokat az 1 és 4 tokenhossz közötti kifejezéseket, melyek melléknevekbl és 
fnevekbl álltak csupán, és se nem kezddtek stopszóval, se nem végzdtek stop-
szóval vagy melléknévvel. 
                                                          
1 http://pdfbox.apache.org/ 
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3.2   Jellemztér 
A jellemztér kidolgozása során a hagyományos jellemzk beépítésén túl új jellem-
zk hozzáadott értékét is megvizsgáltuk. [9] az egyes kulcsszójelölteket azok tf-idf 
mértékével, valamint a dokumentumbeli els elfordulásuk relatív pozíciójával jelle-
mezte. Cikkük megjelenése óta ezekre tekint a kulcsszókinyeréssel foglalkozó iroda-
lom standard jellemzkként. Munkájuk egy kiterjesztésében [6] már felhasználták a 
kulcsszójelöltek tokenszámát is a kifejezések kulcsszóként való elfordulásának leírá-
sára. A fenti jellemzk továbbiak mellett a mi rendszerünkben is szerepet kaptak. 
[7] angol nyelv számítástudományi publikációkon megmutatta, hogy a rövidítések 
feltérképezése segítségünkre lehet a kulcsszavak meghatározására. Ezért mi úgy jár-
tunk el, hogy kigyjtöttük a publikációk szövegeibl az összes olyan tokent, amely 
több nagybets karaktert tartalmazott, mint kisbetst, egy-egy több token hosszú 
kulcsszójelölt esetében pedig döntést hoztunk, hogy az kiterjesztése lehet-e az t 
tartalmazó dokumentum valamelyik rövidítésének, oly módon, hogy ugyanazzal a 
betvel kezddnek, majd pedig ugyanabban a sorrendben fordulnak benne el egy-
azon rövidítés beti. 
A kulcsszójelöltek dokumentumbeli elhelyezkedését az els elfordulás relatív po-
zícióján túl a pozíciókban mutatkozó szórás értéke alapján is vizsgáltuk. Miután vet-
tük egy kulcsszójelölt összes dokumentumbeli elfordulását, egyszeren kiszámítot-
tuk azok értékeiben jelentkez szórás nagyságát, és ezt az értéket adtuk meg a kérdé-
ses kulcsszóaspiránsnak az adott jellemzre nézve. Egy másik statisztikai módszerrel 
számított jellemz a PMI (Pointwise Mutual Information) [2] volt, amely a több 
tokenbl álló kifejezések alkotóelemeinek együttes elfordulási gyakoriságának mér-
tékét vizsgálni. A mérszám csak akkor adott 1 értéket, ha a kifejezés minden egyes 
tokenje kizárólag egymást követve fordult el a dokumentumon belül, valószínvé 
téve ezáltal, hogy egy többszavas kifejezéssel van dolgunk. 
A pozíciókkal kapcsolatos tulajdonságokat a tokenpozíciókon kívül szekcióbeli el-
helyezkedésre is alkalmaztuk. Hasonlóan az els elfordulás tokenhossz függvényé-
ben történ relatív meghatározásához, kiszámítottuk a szekciók arányában egy 
kulcsszójelölt relatív pozícióját. Ezen túl, hasonlóan a tf-idf mértékhez, kiszámításra 
került minden kulcsszóaspiránshoz egy sf-isf (szekciófrekvencia – invertált 
szekvenciafrekvencia) érték is, 
sf-isf(ti, dj) = sf(ti, dj) * isf(ti) (1) 
alapján, amelybl sf(ti, dj) azt mutatja meg, hogy a j-edik dokumentum szekcióinak 
milyen arányában van jelen a ti kifejezés, isf(ti) pedig azt határozza meg, hogy a kor-
puszban lév összes szekció mekkora részében szerepel ti kifejezés. 
A jellemzk egy másik fontos részhalmaza a kulcsszójelöltek nyelvi elemzésébl 
származó információkat használta föl. A szófaji kódokért felels nominális jellemz 
az adott kulcsszójelölt szófaji kódjának sorozatát tartalmazta, a magyar pártfejldés 
kifejezés esetében értéke melléknév+fnév volt. A szófajok egyszer nyilvántartásán 
túl egy másik jellemz a kulcsszójelölt összes elfordulási formáján belül annak az 
arányát írta le, hogy mekkora valószínséggel szerepelt a kifejezésben fnév. Ezeken 
túlmenen jellemzként tekintettünk arra is, hogy az adott kulcsszóaspiráns hány 
elemet tartalmazott egy elre definiált magyar nyelv stopszólistáról. A motiváció 
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ezen jellemz használata mögött az volt, hogy magas értéke egy kifejezés kulcsszó-
ként való viselkedés ellen szólhat. 
Fontosnak éreztük azt a tényt is egy kulcsszójelölttel kapcsolatban, hogy az azt tar-
talmazó mondatok közül mennyi esetében fordult el hivatkozás. Az ez alapján a 
statisztika alapján számított bináris jellemz igaz értéket vett fel, ha a 
kulcsszóaspiráns dokumentumában legalább egy olyan mondat szerepelt, amely mind 
a kulcsszójelöltet, mind pedig legalább egy hivatkozást tartalmazott. Egy további, a 
dokumentum szerkesztésébl nyerhet információ volt számunkra, hogy egy-egy 
kulcsszójelölt szerepelt-e a publikáció címében, avagy legalább egy fejezet fcím-
ében. A kulcsszójelöltekkel kapcsolatban fölhasználtuk azon információkat is, hogy 
más tanító adatbázisbeli dokumentumon az adott kifejezés szerepelt-e kulcsszóként, 
illetve, hogy a magyar nyelv Wikipédián található-e azonos névvel szócikk. 
Végül egy kifejezés kulcsszóként való szereplését egy dokumentumban nagymér-
tékben meghatározza, hogy milyen igék társaságában szerepel együtt, azaz hogy mi-
lyen kontextusban szerepel. Éppen ezért a tanítás folyamán legyjtöttük a tanítóhal-
mazban szerepl igéket és azok gyakoriságát, majd a tanítódokumentumok méretének 
függvényében meghatározott küszöbszámnál többször elforduló igékre szorítkozva 
folytattuk vizsgálódásainkat. Egy kulcsszójelölt esetében megvizsgáltuk, hogy me-
lyek azok a tanítóhalmazon legalább százszor szerepl igék, amelyekkel a saját do-
kumentumában együtt elfordultak, majd azon igéknek megfeleltethet jellemzket, 
ahol ez a mennyiség 0-tól különböz volt, egyenlvé tettük az együttes elfordulásuk 
számával. 
4   Adatbázisok 
A felügyelt tanulás végrehajtásához, valamint a kiértékelés könnyebbé tételéhez 
kulcsszavakkal ellátott magyar nyelv online folyóiratokat gyjtöttünk össze. A fel-
adat nehezebbnek bizonyult, mint azt elsre gondoltuk, hiszen sok publikációs forrás 
nem tartalmaz kulcsszavakat, mi több, a kulcsszavakat tartalmazók közül több sem 
volt végül alkalmas a feldolgozásra, azok többnyelvsége (angol-magyar) vagy a 
PDF-dokumentumok minségbeli hiányosságai miatt. Végül méréseinket a Politika-
tudományi Szemle2 archívumán, valamint a Magyar Neveléstudományi Konferencia 
2009-es konferenciakiadványa3 alapján hajtottuk végre. 
A Politikatudományi Szemle szerkesztsége a 2007-es évfolyammal kezdden 
vezette be részlegesen a megjelent cikkek kulcsszavazását, így adathalmazunkat az ez 
id alatt megjelent, kulcsszavakkal bíró cikkeik képezték. A PDF-dokumentumok 
tartalmát sima szöveges fájlba konvertáló eszköz a 86 kulcsszavazott publikáció ese-
tében 6 alkalommal nem járt sikerrel szerkesztési hibáknak köszönheten, így legvé-
gül 80 dokumentum képezte vizsgálódásunk tárgyát. 
A teljes dokumentumhalmazhoz 351 kulcsszó lett hozzárendelve összesen 412 al-
kalommal, ami átlagosan 5,15 kulcsszót jelent dokumentumonként. A kulcsszavak 
között 79 absztrakt kulcsszó volt, ami azt jelenti, hogy ennyi esetben volt egy kifeje-
                                                          
2 http://www.poltudszemle.hu/archivum,7.html 
3 http://www.nevelestudomany.hu/onk2009/ 
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zés úgy megadva kulcsszónak, hogy a publikáció szövegében nincsen megemlítve 
maga a kifejezés. Az ilyen esetek az összes kulcsszó 19,17% tették ki tehát, méghozzá 
úgy, hogy az összes absztrakt kulcsszó egyedi volt abban az értelemben, hogy nem 
volt olyan kulcsszó, amely egynél többször fordult volna el absztrakt minségében 
(nem absztraktként ettl még többször is elfordulhatott). A 80 dokumentumból ösz-
szesen 146508 kulcsszójelöltet generált rendszerünk, ami dokumentum szinten átla-
gosan 1831,35 kulcsszóaspiránst jelent. Generatív modellünk feladata minden doku-
mentumra ezeknek a jelölteknek a rangsorolása volt. 
 
1. táblázat: A leggyakoribb politikatudományi kulcsszavak listája. 
Kulcsszó Elfordulási gyakoriság Absztrakt elfordulás 
pártok 5 0 
politikai kommunikáció 5 0 
politikatudomány 5 0 
kormányzás 4 0 
média 4 0 
 
2. táblázat: Példa absztrakt kulcsszavakra. 
Kulcsszó Elfordulási gyakoriság Absztrakt elfordulás 
nacionalizmus 2 1 
választói magatartás 2 1 
kormányzat minsége 1 1 
komparativisztika 1 1 
témakisajátítás 1 1 
 
A neveléstudománnyal foglalkozó konferenciakiadvány a 2009-es Magyar Neve-
léstudományi Konferenciára elfogadott publikációk absztraktjait tartalmazta, de a 
szerzk által meghatározott szabad szavas kulcsszavakat nem minden esetben (a té-
makörök megjelölése általános volt, de azok használata nem lett volna megfelel 
számunkra). A kiadványban végül 19 darab kulcsszavazott tartalmi összefoglaló volt 
található, melyekhez összesen 63 egyedi kulcsszó volt rendelve, ami átlagosan 3,32 
szerzi kulcsszót jelent dokumentumonként. A cikkek szerzi által meghatározott 
kulcsszavak közül 19 volt jelen absztrakt minségben, a politikatudományosénál 
magasabb, 25,4%-os absztraktkulcsszó-arányt eredményezve mindezzel. A nevelés-
tudománnyal foglalkozó dokumentumok esetében a rendszerünk által generált 
kulcsszójelöltek száma 3169 volt, ami átlagosan 166,79 kifejezést jelent dokumentu-
mokként. 
5   Kísérletek 
A kiértékelés során keresztvalidációt alkalmaztunk mindkét korpusz esetében. A 
kiértékelések között egyaránt végrehajtottunk szigorú egyezésen alapulót, valamint a 
kulcsszavak speciális természetére való tekintettel emberi ellenrzést is. Mindezen 
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felül az emberi ellenrzés megbízhatóságának tesztelésére megvizsgáltuk az 
annotátorok közötti egyetértés szintjét is. 
5.1   Annotátorok közötti egyezés 
A kézi kiértékelést két nyelvész egymástól függetlenül végezte. Feladatuk az volt, 
hogy egy dokumentum automatikus kulcsszavazásának bírálatakor döntést hozzanak 
egyrészrl az eredeti szerzi kulcsszavak automatikus kulcsszavakkal való lefedettsé-
gérl, valamint az automatikus kulcsszavaknak az adott dokumentum témájába vágó-
ságáról, azaz pontosságukról. 
Az annotációk közötti egyezés mértékét a politikatudományi témájú publikációk 
esetében egy baseline, illetve a végs módszerre is teszteltük, a neveléstudományi 
cikkek esetében pedig a kiterjesztett jellemzteret használó modell kiértékelését mér-
tük. Fontos kiemelnünk, hogy ezen mérések során a két független annotátor az auto-
matikus rendszer által kinyert kulcsszavakról hozott döntéseket, így ezen döntések 
egymáshoz való hasonlóságának vizsgálatán keresztül a számukra kitzött feladat jól 
definiáltságát állt módunkban megvizsgálni. 
Az annotátorok közötti egyetértés jellemzését az azonos módon megítélt kulcssza-
vak arányán túl -mértékkel [3] is elvégeztük, mely egy olyan statisztikai mutató, 
amely a tapasztalt egyezési szintet megpróbálja korrigálni a véletlennek köszönhet 
egyezéssel. A -mérték értéke -1 és 1 között mozog, -1-et akkor veszi föl, ha az 
annotátorok jelölései teljes ellentétben állnak egymással, 1 értéke pedig akkor lesz, ha 
tökéletes összhang tapasztalható az annotátorok között. Általánosságban, a 0,4 és 0,6 
közötti érték egyezéseket közepes szintknek, a 0,6 és 0,8 értékek között mozgókat 
kielégítnek, a 0,8 és 1,0 közöttieket pedig közel tökéletes egyezésként szokás jel-
lemezni. 
 
3. táblázat: Annotátorok közötti egyetértés. 
 Egyezés -mérték 
Baseline fedés (politikatudomány) 90,42% 0,7689 
Baseline precízió (politikatudomány) 81,68% 0,55411 
Végs fedés (politikatudomány) 85,92% 0,7223 
Végs precízió (politikatudomány) 81,92% 0,6256 
Végs fedés (neveléstudomány) 92,06% 0,8382 
Végs precízió (neveléstudomány) 91,10% 0,7206 
5.2   Rendszereredmények 
A szigorú egyezés alatt az automatikusan kinyert kulcsszavak és az eredeti szerzi 
kulcsszavak szótöveinek egyezését követeltük meg az elfogadáshoz. Ebben az eset-
ben csak a szerzi kulcsszavakhoz mért pontos egyezés (fedés) mérésére volt lehet-
ség, a kizárólag az automatikus kulcsszavak között szerepl, a cikk témáját különben 
jól összegz kifejezések nem kerültek elfogadásra. 
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Éppen ezért az emberi kiértékelést is szükségesnek éreztük, hiszen könnyen el-
fordulhatott, hogy az eredeti kulcsszavak jelentéstartalmát lefed, de attól eltér for-
mában álló kifejezést nyert ki rendszerünk, ám ilyen esetekben a szigorú egyezésen 
alapuló kiértékelés hibás kifejezésként kezelte az egyébként szemantikája alapján 
elfogadható kifejezéseket is. A szigorú, valamint a megengedbb, emberi kiértékelést 
figyelembe vev rendszereredmények a 4., illetve az 5. táblázatban olvashatók. 
Baseline módszerünk jellemztere a standard módszert követte, azaz az egyes kife-
jezéseket az azt tartalmazó dokumentum alapján számított tf-idf mértékkel és doku-
mentumon belüli legkorábbi elfordulásának relatív pozíciójával jellemezte. 
 
4. táblázat: A szigorú kiértékelés eredményei. 
Rendszer Fedés 
Baseline (politikatudomány) 13,02% 
Teljes jellemztér (politikatudomány) 31,07% 
Teljes jellemztér (neveléstudomány) 30,16% 
 
5. táblázat: Kézi kiértékelés eredményei. 
Rendszer Pontosság Fedés F-mérték 
Baseline (politikatudomány) 36,79% 33,91% 0,3529 
Teljes jellemztér (politikatudomány) 49,76% 54,12% 0,5185 
Teljes jellemztér (neveléstudomány) 24,15% 46,03% 0,3168 
6   Diszkusszió 
Dolgozatunkban magyar nyelv tudományos publikációk eltér területein (politika- 
és neveléstudomány) mködképes kulcsszókinyer rendszert mutattunk be, amely 
eredményei a baseline rendszert jelentsen meghaladták, valamint az idei évben angol 
nyelv tudományos publikációkra meghirdetett hasonló témájú verseny végeredmé-
nyeit összegz cikk [5] eredményeivel összehasonlítható eredményeket produkált a 
szigorú kiértékelés alkalmazása mellett. 
A 4. táblázat eredményeibl kitnik az is, hogy a szigorú kiértékelés esetében (fe-
dés) hasonló eredmények születtek mind a politikatudományi, mind pedig a nevelés-
tudományi cikkek esetében. A 30% körül mozgó eredmények kapcsán fontos megje-
gyezni, hogy a két korpuszon belüli absztraktcímke-eloszlásoknak köszönheten a 
szigorú egyezéssel elérhet eredmények maximális értékei 80,83%, illetve 74,6% 
voltak a politikatudományi, illetve a neveléstudományi cikkekre nézve. 
Ha az eredményeket az 5. táblázatban látható emberi kiértékelés szintjén vetjük 
össze, akkor már eltérés tapasztalható – elssorban pontosság tekintetében – a két 
korpuszon elért eredményességet illeten. A politikatudományi publikációk esetében 
tapasztalható jobb eredmények annak tudhatók be, hogy azok esetében a teljes cikk 
szövege rendelkezésre állt a kulcsszavak meghatározása során, míg a neveléstudomá-
nyi dokumentumok között kizárólag a teljes publikációk absztraktjait tudtuk használ-
ni, jellemzterünknek pedig a hosszabb dokumentumok (több információ) kedveznek. 
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Az annotátorok kiértékelései közötti egyezés elemzése is érdekességeket mutat. A 
3. táblázatból kiolvasható, hogy a fedéssel kapcsolatos döntéseket minden esetben 
jóval nagyobb összhang mellett voltak képesek meghatározni, mint az automatikus 
kulcsszavak helyességére irányuló döntéseket. Az eltér típusú jelölésekben mutatko-
zó különbségeken túl megfigyelhet volt még az is, hogy a jobb minség automati-
kus címkézést nagyobb annotátorok közötti egyetértés is kísérte, hiszen ekkor a több 
jó kulcsszó miatt vélheten kevesebb kérdéses szituációban kellett dönteniük az anno-
táció során. 
Jövbeli munkaként fontosnak érezzük kulcsszókinyer rendszerünk kiterjesztését 
abban a tekintetben, hogy a dokumentum szövegében le nem írt (absztrakt) kulcssza-
vak meghatározására is képes legyen, valamint a továbbiakban a korpuszszint kohé-
zió (kulcsszavak normalizálása) szem eltt tartásával is szeretnénk foglalkozni. 
Köszönetnyilvánítás 
A cikk szerzi köszönettel tartoznak a kulcsszavak annotációját végz nyelvészeknek, 
Vincze Veronikának és Almási Attilának. A kutatást – részben – a TEXTREND kód-
nev projekt keretében az NKTH támogatta. 
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Bibliográfiai hivatkozások automatikus kinyerése1 
Váradi Tamás1, Pintér Tibor1, Mittelholcz Iván1, Peredy Márta1 
1 MTA Nyelvtudományi Intézet 
Benczúr utca 33., 1068 Budapest 
{varadi, tpinter, mittelholcz, mperedy}@nytud.hu 
Kivonat: A Magyarországon megjelentetett társadalomtudományi folyóiratok 
tanulmányaiból automatikusan kigyjtött hivatkozások adatbázisba rendezése 
jelents segítség a tudomány számára. A heterogén források által többféle 
struktúrában megjelenített adatok elemzését és azonos formátumba rendezését a 
szabad felhasználású NooJ szoftver segítségével végeztük. A folyamat valódi 
kihívása az adathalmaz elemeinek, valamint a hivatkozások típusának automa-
tikus felismerésében rejlik. A külön-külön létrehozott (ugyanakkor egymással 
kombinálható) NooJ-grammatikák szerepe a hivatkozások egyes elemeinek fel-
ismerése és annotálása. Az automatizált folyamat kimeneteként létrejöv XML-
elemek még utólagos kézimunkára szorulnak, részint a hivatkozások rossz mi-
nsége miatt (hiányos hivatkozások, szabványoktól eltér hivatkozások), ré-
szint a folyamat formalizált volta miatt (bizonyos hivatkozások automatikusan 
több hivatkozástípusba is besorolódnak). A BibTex-szabványosítás eltt egyér-
telmsít algoritmusokat és/vagy kézi ert kell használni. 
1   Háttér 
Munkánk célja a magyar társadalomtudományi folyóiratokban történ hivatkozások 
adatbázisának létrehozása és folyamatos, automatizált bvítése. Az MTA Nyelvtudo-
mányi Intézetben az OTKA támogatásával végzett munka jelentségét az adja, hogy 
Magyarországon nem létezik ilyen átfogó adatbázis (bár kétségtelen, hogy hasonlók 
léteznek, ám lefedettségben és a létrehozás módszerében projektünk ez idáig Magyar-
országon egyedülálló). Egy ilyen jelleg adatbázis nagyon hasznos szerepet tölthetne 
be a társadalomtudományi folyóiratok színvonalának, valamint a kutatók publikációs 
tevékenységének megbízható elbírálásában. 
Az adatok mennyisége és sokfélesége nélkülözhetetlenné teszi a korszer számító-
gépes technológia használatát. A magyarországi hivatkozás-adatbázisok építésének 
(MTMT adatbázis) gyakorlatában fként a kézzel történ adatbevitel van elterjedve, 
ami hosszútávon nem járható út, mivel idigényes és a manuális adatbevitel miatt 
nehézkes (nem beszélve a többletmunkáról, hiszen az adatbázisba egy már írásban 
megjelent adathalmazt írnak be – manuálisan). 
                                                          
1 Jelen munka az OTKA PUB-F, 81666 számú pályázat keretében készült. 
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2   A feladat 
A hivatkozások automatikus kigyjtésének alapveten két módja van: a mintaalapú 
szövegkinyerés (alapveten elre létrehozott karaktersorok alapján történ szegmen-
tálás és adatkinyerés) és a gépi tanulási technikákon, valamint statisztikai módszere-
ken alapuló szövegbányászat [1, 2, 3, 4, 5]. Az OTKA által támogatott projektünkben 
elssorban karakteralapú szövegfelismerést alkalmazzuk, melyet a hivatkozások ál-
landó elemeibl összeállított szótárakkal egészítünk ki (egyúttal további szótárak 
létrehozását is tervezzük). 
A munka az alábbi szakaszokra bontható: 
i. a társadalomtudományi folyóiratok körének feltérképezése, a bennük találha-
tó hivatkozások szöveges alakban történ összeállítása, 
ii. a szabad szöveg hivatkozások bibliográfiai elemeinek (pl. szerz, cím, ki-
adó, kiadás helye stb.) automatikus azonosítása és annotálása, 
iii. az adatbázis tényleges létrehozása, 
iv. az adatbázis online felületen elérhetvé tétele, 
v. az adatbázis folyamatos frissítése.  
Jelen eladásunkat a ii. kérdésnek szenteljük, amely a nyelvtechnológiai kihíváso-
kat tartalmazza. 
Jelenleg egy olyan 199 folyóiratot számoló mintán dolgozunk, amely a Magyaror-
szágon kiadott társadalomtudományi folyóiratok átfogó metszetét teszi ki. Az eddig 
összegyjtött anyag mintegy 34 ezer tanulmány, ami akár kézi munkával is feldol-
gozható lenne, ám az adatbázis folyamatos bvítésének igénye elengedhetetlenné 
teszi a referenciák kinyerésének automatizálását. 
A hivatkozások kinyerését két szakaszban végezzük. Az els lépés során a folyó-
iratszövegekbl kivesszük a hivatkozásokat, a második lépés alatt elvégezzük ezek 
annotációját. Az els lépésben a következ nehézségek merülhetnek fel, amelyek a 
ráfordított többletmunka miatt jelents mértékben lassíthatják a feldolgozást (egy 
nyomós érv a stíluslapok konzekvens betartása mellett): a referenciák nem csak szö-
vegvégi helyzetben fordulnak el, a tanulmányvégi közlés mellett gyakori a lapalji 
hivatkozás (technikailag „lábjegyzetelés”), valamint elfordul még szövegközi megje-
lenítés is (a folyó szövegben zárójelekkel elhatárolva találhatók a hivatkozott publi-
kációra vonatkozó adatok). A hivatkozásokat tehát nem egyszeren a folyóiratbeli 
tanulmányvégi pozíciójuk, hanem jellegzetes alkotóelemeik (személynevek, évszám-
ok, tipikus funkciószavak – pl.: in, szerk. – stb.) és szintaktikai felépítésük (az elemek 
sorrendje, a köztük lév írásjelek) teszik felismerhetvé. 
A második lépés a szövegbl kinyert hivatkozások feldolgozása. Ez az els fel-
adatnál jóval bonyolultabb, mivel ekkor már nem szorítkozhatunk csupán az egyes 
jellemzk felismerésére: itt a teljes hivatkozás pontos elemzésére van szükség (ami 
technikailag a folyó szövegek XML-annotációját jelenti). Az egyes elemek elemzése-
kor azonosítani kell egyrészt a hivatkozás típusát (könyv, fejezet, folyóirat stb.), más-
részt az adott típushoz tartozó jellegzetes hivatkozáselemeket (pl. név, dátum, cím, 
kiadás helye, oldalszám stb.). Ez utóbbi nem egyszer, fleg az egyes elemek közti 
elválasztóelemek folyamatos variációi, illetve a különféle stíluslapok megléte, vala-
mint az egyéni hivatkozásstílusok használata miatt [5]. Az annotációt els körben 
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XML-elemekkel, illetve azok konverziója után a BibTex-szabvány címkéivel végez-
zük (bár némely esetben – pl. a név elem – utóbbinál részletesebbek vagyunk). 
3   A megoldás 
3.1   A szoftver 
A hivatkozások szintaktikai elemzéséhez a szabad felhasználású NooJ szoftvert hasz-
náljuk, mely egy, a grammatikai elemzés támogatására létrehozott fejlesztkörnyezet 
[7]. Munkánk szempontjából a NooJ legfontosabb elnyeit a következképpen lehet 
összegezni: 
 moduláris felépítése révén alkalmas az egyes elemek lokalizálására, 
 az egyes modulok és gráfok könnyedén kombinálhatók és a célnak megfele-
len módosíthatók, 
 grafikus ábrázolásmódjának köszönheten átláthatóbb a más szövegkinye-
résre és szövegfeldolgozásra alkalmas programoknál, 
 gyors, 
 kombinálható a NooJ-ban íródott magyar szintaktikai elemzvel, 
 az elemzésbe szótárak is bevonhatók (ez fontos lehet például a magyar sze-
mély- és keresztnevek, a kiadók esetében vagy például az egyes hivatkozás-
elemek identifikálásában). 
A hivatkozások annotálása közben külön-külön NooJ-grammatikák ismerik fel a 
jellegzetes hivatkozáselemeket (pl. név, dátum, cím, kiadás helye, oldalszám stb.), 
majd ezek megfelel szintaktikai kombinációi illeszkednek a hivatkozások különféle 
típusaira. Az elemzési szempontokat tartalmazó algoritmusokból, ún. lokális gramma-
tikákból állnak, amelyek a NooJ grafikus felületén szerkeszthetk (l. az 1. és 2. ábrát). 
A gráfok – elemzésünkben – elssorban karaktersorokat meghatározó mátrixokat, 
illetve szótárakat tartalmaznak, de alkalmasak morfológiai és szintaktikai információk 
tárolására, illetve visszakérésére is. Az elemzés (részleges vagy teljes) találatairól a 
program konkordancialistát készít, amelyben az egyes találatokat a gráfokban kódolt 
XML-elemekkel lát el. 
3.2   Az eljárás 
Az annotálás automatizálása attól válik izgalmas feladattá, hogy az egy típushoz tar-
tozó hivatkozások is roppant sokfélék lehetnek. Eltér lehet a szövegelemek sorrend-
je, illetve az ezeket elválasztó írásjelek használata. 
A f kérdés tehát az, hogy melyek azok a legfbb vonások, amely alapján az embe-
ri intelligencia képes típusokba sorolni és annotálni egy-egy hivatkozást. A 
felismermodulok létrehozásakor abból a feltevésbl indulunk ki, hogy a feladatot 
pusztán felszíni formai mintákra támaszkodva, a jelentésre való bárminem hivatko-
zás nélkül kell megoldanunk. A puszta karaktersorozatok felismeréséhez a tesztek 
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folyamán nem használtunk szótárakat, ugyanakkor az egyes NooJ-modulok összeállí-
tásakor bizonyos elemeket elre bekódoltunk (pl. a hivatkozások egyes elemeinek 
felismerésében segít eds., and, &, In:, in:, in stb. formánsokat). A bibliográfiai téte-
lek egyes elemei (dátum, névkifejezés, bizonyos határoló központozó jegyek) vi-
szonylag jól felismerhetek, bár a határoló elemek inkonzekvens használata, illetve 
azok lehetséges kombinációi okoznak némi fejfájást. Mindemellett az is lényeges, 
hogy a hivatkozáson belül a cím felismerése csakis annak teljes kör szemantikai 
értelmezése révén lenne elvégezhet, ez pedig meghaladja jelenlegi tudásunkat (bár a 
többi elem felismerése nagyban segíti a cím felismerését is). 
3.3   NooJ-grammatikák 
Összhangban a hasonló témájú nemzetközi kutatásokkal [5] – a következ grammati-
kákat hoztuk létre: 
 „név” elem: keresztnév, vezetéknév, eseleges középs név elfordulásának, a 
köztük lev összeköt elemeknek, valamint a szerzség típusára (szerz, 
szerkeszt, szerkesztk) utaló elemek különféle változatai 
 évszám: a publikáció kiadásának évére utaló információk (számok és egyéb 
összeköt karakterek, valamint betk összessége) 
 kiadó neve: a kiadó(k) nevét lefed karaktersorozatok (betk és köztük lév 
kapcsolatok) 
 kiadás helye: a kiadás helyére vonatkozó karakterkombinációk összessége 
 oldalszámok: oldalszámok és határoló elemeiknek összessége 
 fejezetcím: a fejezetcím elemeit összesít gráf (a különféle változatok miatt – 
kisbet, nagybet, különféle határoló karakterek, mint a pont, vessz – a cím 
mez pontos behatárolása szinte lehetetlen) 
 könyvcím: a fejezetcímhez hasonló elemek halmaza, amelyek detektálásában 
a cím melletti elemek segítenek 
 évfolyamszámozás: az évfolyam különféle megjelenítésének módozatai 
 
Az egyes grammatikák közül a „cím” mez annotálása a legnehezebb. A benne 
megjeleníthet bármilyen karakter (bet, szám és határoló írásjelek2) miatt szinte 
lehetetlen pontos grammatikát írni. Mindaddig azonban, amíg pontosan összeállítjuk a 
mellette álló grammatikák szerkezetét, a „cím” mez is viszonylag sikeresen 
parszolható: ez azonban inkább a pozícióból, mint a grammatika helyes szerkezetébl 
adódik. 
Különböz problémák forrása lehet a hivatkozás „név” eleme is. Bár a „név” mez 
után a hivatkozások általában határolóelemmel (vessz, pont, zárójel) vannak elkülö-
nítve, az egyes határolóelemek mégsem határolnak eléggé. Ennek f oka, hogy az itt 
megjelen elemeket több helyen is használják. A helyes parszolás számára támpontot 
nyújthatna a potenciális mezk egymásutánisága is. A név elem egyértelmsítésében 
legnagyobb segítség lehetne a „név” után következ „évszám” – azaz „névnek” min-
                                                          
2 Cím esetében a többi meztl eltéren bármilyen karakter bármilyen kombinációja elkép-
zelhet. 
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sül, ami a kiadás éve eltt van –, azonban nem minden hivatkozásstílus helyezi a 
„név” után az „évszámot” (ugyanis elfordul a hivatkozás végén is). 
Egy további probléma a „név” elem bels sokszínsége, összetettsége. A többszer-
zs tanulmányok jelölése, a keresztnév iniciáléval történ jelölése – fként több ke-
resztnév esetén – és az esetleges középs név vagy iniciálé csak tovább növeli az 
elemzések bizonytalanságát. Az elemzésnek ugyanakkor fel kell készülnie a 
határolóelemek sokféleségére, illetve inkonzekvens használatára is (pl. vessz és 
pontosvessz keverése, vagy csak vessz használata). 
A „név” elem bonyolultsága sokszor túlelemzéseket is eredményez. A „név” elem 
pontosabb bontása (vezetéknév, középs név, keresztnév), valamint a lehetséges talá-
latok számának növekedése miatt a túlelemzések jelentsen megszaporod(hat)nak 
(csak reguláris kifejezések használatával, szótárak nélkül nehéz pontos találatot kap-
ni). 
Az egyes mezk pontosabb meghatározásában nagy segítség lehet a meztípusokra 
jellemz elemek beazonosítása (az viszont már problémaként merül fel, hogy a vesz-
sz, pont és pontosvessz határolóelemként is szerepelhet – ráadásul stílusonként 
változó szerepben). Különféle hivatkozásstílusok alapján végzett elemzések azt mu-
tatják, hogy a hivatkozások bels struktúrájában összesen 13-féle jelöl használható 
fel, amelyek detektálása megkönnyítheti a szabályalapú elemzést3:  
 
1. táblázat: Jelölk típusai. 
Határolóelemek Mez 
1. Vessz , név, évfolyam, szám, oldalszám *határolóelem 
2. Pont . név, oldalszám *határolóelem 
3. Pontosvessz ; név *határolóelem 
4. Kettspont : évfolyam, szám, oldalszám 
5. Gondolatjel – - évfolyam, szám, oldalszám 
6. Kötjel - évfolyam, szám, oldalszám 
7. Kerek zárójel () ( ) év, évfolyam, szám, oldalszám 
8. Szögletes zárójel [] sorozat 
9. Idézjel „” “ ” ” ” cím 
10. Három pont… cím 
11. Kérdjel ? cím 
12. Felkiáltójel ! cím 
13. Aposztróf ’ név, cím 
 
A grammatikák által lefedett mezk bizonyos, a grammatikára/hivatkozáselemre 
jellemz adatok – sztringsorok – alapján a hivatkozások egyértelmsíthetk. Ezek 
                                                          
3 Bár a reguláris kifejezések használata elterjedt módszer a hivatkozások annotálására, egyes 
tapasztalatok szerint bonyolultabb struktúrák parszolására és rendezésére teljes mértékben 
alkalmatlanok [6]. 
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elssorban a névre, kiadás évére és helyére, valamint az oldalszámra vonatkozó ada-
tok (pl. eds, vol, in, kettspont és szám kombinációja). 
Tesztjeink folyamán az alapelemek összekapcsolásával a következ hivatkozástí-
pusokat parszoltuk teljes vagy részleges lefedettséggel: könyv, fejezet/tanulmány, 
folyóirat/folyóiratcikk, konferenciakötet – eladásunk a könyv és folyóirat-tanulmány 
felismerésének részeredményeit mutatja be. A tesztelés során szabadon választott 
1027 darabból álló hivatkozásmintán a fenti elemek mellett a következ típusok for-
dultak el: eladás, lexikon/szócikk lexikonban, szótár, kézirat/megjelenés alatt, disz-
szertáció/thesis. 
A moduláris felépítés elnye, hogy az egyes grammatikák elemei beágyazhatók 
más-más grammatikákba (például a „név” mez, amely minden hivatkozástípusban 
azonos, és minden hivatkozástípusban elfordul), miáltal folyamatos fejlesztésük az 
összes hivatkozástípusra hatással van. Így a tesztek során, a találati lista lefedettségé-
nek növelése céljából azok folyamatosan módosíthatóak (pl. újabb – akár egyedi – 
hivatkozásstílus megjelenésekor). Természetesen ugyanazon elem többször is be-




1. ábra. A „chapter” (fejezet) hivatkozást parszoló grammatika ábrája: a f nodsor alatt és 
fölött lév nodok kapcsolása fakultatív. 
Mivel a hivatkozások egyes elemei formailag megegyeznek, megegyezhetnek (pl. 
a cím és az alcím, a tanulmány és az azt tartalmazó könyv szerzje), a parszolásban 
nemcsak a nodok tartalma (azaz a sztringsor és/vagy szótár), hanem az egyes elemek 
sorrendje is identifikál: pl. az 1. ábra „pubplace” eleme formailag megegyezik a 
„publisher”, vagy a „chapter” elemével, annotálásnál azonban a sorrend egyértelmsí-
ti azt (az egyes grammatikák összetettsége, a határolóelemek többszöri elfordulása 
hosszabb – és egyben bonyolultabb – hivatkozásoknál csökkenti a parszolás eredmé-
nyességét, elssorban a határolóelemek hivatkozásmezkben való elfordulása miatt). 
Azonos hivatkozástípusok többféle realizációja (többféle stíluslap, illetve egyedi 
megoldások) miatt és a lehet legjobb eredmény elérése érdekében a f hivatkozástí-
pusoknak többféle változata is megjeleníthet: ezeket az elemzés XML-kimenete 
egyértelmsíti4. Sajnos a különféle stílusok bizonyos pontjainak átfedése, illetve a 
hivatkozások szerkezetének viszonylagos strukturálatlansága (a mintegy 200 folyóirat 
                                                          
4 Az összes grammatika egyszerre futtatható, a keresés eredménye így a (részben vagy telje-
sen) annotált hivatkozás. 
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stíluskészlete közel sem nevezhet konzekvensnek – nemhogy egy folyóiraton belül, 
hanem sokszor egy tanulmányon belül sem) miatt elfordul, hogy a parszolás ered-
ményeképpen ugyanazon hivatkozás több hivatkozástípusba is besorolódik. Ezeket az 
eseteket jelenleg manuálisan tudjuk csak egyértelmsíteni, azonban a megfelel szó-
tárak alkalmazása segítség lehet (ez utóbbi összeállítása folyamatban van, elssorban 
a kiadók, a folyóiratok, valamint vezeték- és keresztnevek lexikonjainak kiépítését 
tervezzük). Az egyedi tartalmi és fleg stílusbeli megoldások miatt a grammatikákat 
folyamatosan építeni és finomítani kell: mindaddig, amíg el nem fogynak a különálló 
esetek. 
4   Az eredmények 
A tesztelések eltti kismintás pretesztelések folyamán fejlesztettük ki a jelenleg is 
használatban lév grammatikákat (amelyek még tökéletesítésre szorulnak). Tesztjein-
ket az Akadémiai Kiadó által megjelentetett, általunk szabadon kiválasztott 16 társa-
dalomtudományi folyóirat hivatkozásain végeztük. Az 57 753 db hivatkozásból vélet-
len mintavétellel kiválasztott 1027 darabos mintán5 végzett NooJ-tesztelések a követ-
kez eredményeket és tapasztalatokat hozták. 
Bár a minta nem reprezentatív (kiválasztásában nem játszottak szerepet az alapso-
kaság – mintegy 33 ezer darab hivatkozás – tulajdonságai), a tudományos folyóiratok 
leghangsúlyosabb magyarországi kiadójának társadalomtudományi kiadványait te-
kintve mindenképpen irányadó. A mintának választott hivatkozások típusai kézi sze-
lekció után a következk: 
 
2. táblázat: Teszthivatkozások tipizálása manuális annotálás után. 
Hivatkozástípusok db (N=1027) % (N=100) 
könyv (book) 411 40,0 
folyóirat-tanulmány (article) 358 34,9 
fejezet vagy tanulmány 
könyvben (chapter) 164 16,0 
egyéb bibliográfiai tétel 94 9,1 
 
A kézi válogatás után az egyes hivatkozáscsoportokon lefuttatott grammatikák a 
következ eredményt hozták. 
Az els tesztelések során azt vizsgáltuk, milyen pontossággal ismerik fel a gram-
matikák az egyes hivatkozástípusokat. A hivatkozásokon belüli parszolás eredményei 
a hivatkozás hosszától és annak bonyolultságától függen eléggé szórtak. A hosszabb 
hivatkozások (elssorban a már említett „név” és „cím” elemek összetettsége miatt) 
kevésbé pontosak, gyakoribb az egyes tételek „túlelemzése”. 
 
                                                          
5 Az ábécésorrendbe rakott 57 753 hivatkozás minden 50. elemét kiválasztva kapott 1150 té-
telbl manuálisan eltávolítottuk a nem hivatkozási elemeket, azaz a csonka tételeket, vagy a 
hivatkozások közé került nem referenciákat. Így kaptuk meg az 1027 db hivatkozást. 
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3. táblázat: Elemzések találatának pontossága. 











ság (2) % fedés (2) % 
teljes 769 192 87 119 45,31 11,31 61,98 45,31 
article 358 33 30 - 90,91 8,38 - - 
book 411 192 89 - 46,35 21,65 - - 
 
A 3. táblázatban a grammatikák pontosságát és lefedettségét foglaltuk össze. 
Elemzésünkben csak a könyv és tanulmányok találati pontosságát érintjük, mivel – a 
már említett okok miatt – egy tételhez gyakran több elemzés is tartozik (192 hivatko-
záshoz összesen 692 elemzés, tételenként átlag 3,6). Ezért kérdés, mit tekintünk he-
lyes felismerésnek: ha egy tételnek van legalább egy helyes elemzése, vagy ha min-
den elemzése helyes (a típus felismerése szempontjából). A „teljes” nyelvtan esetében 
a tesztmintán egyszerre futtattuk le a rendelkezésünkre álló grammatikákat (az 
„article” és „book” esetében csak a folyóirat-tanulmányra és könyvre írt grammatiká-
kat teszteltük). Kiértékelésénél szigorúbb módon jártunk el, csak azokat az eseteket 
fogadtuk el, ahol az adott hivatkozáshoz csak jó elemzések tartoztak. Az egyes 
grammatikák külön tesztelésénél erre nem voltunk tekintettel. Ezeknél az volt a cé-
lunk, hogy az adott ág teljesítményét önmagában nézzük, függetlenül attól, hogy 
esetleg más grammatikák (más típusba tartozóként) is felismernék az adott hivatko-
zást. 
A „T” oszlop tartalmazza a tesztanyag azon tételeinek számát, amelyekre (legalább 
egyféleképp) illeszkedik a tesztelt nyelvtan. A „jó találat (1)” oszlop a  oszlop (azaz 
a kézi annotálás eredményeit tartalmazó oszlop) hivatkozásain lefuttatott grammati-
kák találatát tartalmazza azon hivatkozásokra, ahol mindegyik elemzés jó volt a kér-
déses hivatkozásnál. A „jó találat (2)” oszlop azon elemzések számát tartalmazza, 
ahol egy tételhez tartozó elemzések legalább egyike jó. A „pontosság (1)” értékei „jó 
találat (1)” és a „T” százalékos arányát, a „fedés (1)’ értékei a „jó találat (1)” és a „” 
százalékos arányát, míg a „pontosság (2)” a „jó találat (2)” és a „T”, a „fedés (2)” a 
„jó találat (2)” és a „” százalékos arányát mutatja. 
 














teljes 45,31 11,31 61,98 45,31 18,10 24,76 
article 90,91 8,38 - - 15,35 - 
book 46,35 21,65 - - 29,51 - 
 
A teljes mintán lefuttatott elemzések értékeibl számított kiegyensúlyozás (F-
mérték) értéke csupán kis mértékben tér el mindkét elemzés esetében (bár az értékek 
viszonylag alacsonyak). Abban az esetben, ha azokat a találatokat vesszük figyelem-
be, ahol az elemzés minden eredménye jó volt (1), a teljes elemzés F-mértéke 18%, 
míg abban az esetben, ha azokkal a találatokkal foglalkozunk, ahol (a túlelemzés 
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mellett) legalább egy helyes elemzés született, a teljes elemzés F-mértéke 25%. Az 
„article” hivatkozásokon lefuttatott, folyóirat-tanulmányok parszolására írt grammati-
ka találati pontossága 15%, míg a „book” hivatkozásokon lefuttatott, könyvek 
parszolására írt grammatikáé 30%. 
Tesztjeink során a NooJ-grammatikák pontossága elmaradt a jóval idigényesebb 
manuális elemzésnél (ez is ersíti a különféle szótárak összeállítását és az elemzésbe 
történ bekapcsolását). Az egyes grammatikák sikertelenségébe belejátszott az elem-
zett hivatkozások sajátosságainak (önálló, a folyóiratra jellemz stylesheet) tükröz-
dése is. 
5   Távlatok, tervek, fejlesztések 
Bár a kismintás eltesztelések (azaz a grammatikák szerkesztése közbeni próbatesz-
tek) minden esetben sikerekkel zárultak, a viszonylag nagyobb mintán elvégzett tesz-
tek eredményei leginkább a lehetséges korrekciók kidolgozására és újabb módszerek 
kipróbálására ösztönöznek bennünket. A csupán mintaillesztés alapján mköd 
parszolás úgy tnik, a magyarországi hivatkozások esetében sem lesz sikeres (a Min-
Yuh Day és munkatársai által elvégzett tesztekhez hasonlóan [6]), az elemzésbe szó-
tárakat is be kell fzni. Szótárakat elssorban a „név”, „kiadó” és „folyóirat” mezk 
esetében tudunk használni. 
Egy további megoldás lehet a „név” mez egyszersítése (akár arra hivatkozva, 
hogy az évszám eltt álló karaktersorozatot tekintjük névnek – mindezt megszorítá-
sokkal, mivel nem minden hivatkozás szerepelteti az évszámot a szerz után –, és egy 
következ elemzés során egyértelmsítjük azt), mivel a tapasztalatok azt mutatják, 
hogy a „név” pontos parszolására való törekvés jelents mértékben megnöveli az 
elemzések számát. 
Az eddig elvégzett munkák haszna, hogy elrevetítik a további lépéseket. Amellett, 
hogy a hivatkozások adatbázisának építése a megfelel ütemben halad (feldolgoztuk a 
kiválasztott folyóiratok tartalomjegyzékét és kidolgoztuk az adatbázis struktúráját), 
tökéletesíteni kell egyrészt a meglév grammatikákat, illetve ki kell terjeszteni azokat 
a többi hivatkozástípusra is. 
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Kivonat: Eladásunkban foglalkozunk a statisztikai gépi fordítás minségének 
javításával, az egyre mélyebb hibridizáció alkalmazásával, majd az angol–
magyar kísérletek mellett olyan, morfológiailag közelebb álló nyelvpárok be-
vonásával, mint a lovári cigány nyelv és a magyar. Az eladás második felében 
egy tisztán statisztikai alapon mköd szövegannotáló rendszer létrehozásával 
és kiértékelésével foglalkozunk. 
1   Bevezetés 
Az informatika fejldése szinte az összes tudományág számára új lehetségek halma-
zát nyitotta meg, és ez nem volt másképp a nyelvészetben sem. Napjaink számítógé-
pei segítségével képesek lettünk óriási méret szöveges anyagok gyors és hatékony 
kezelésére, valamint feldolgozására. Könnyen belátható, hogy a szabályalapú mód-
szerekkel nagyon nehéz a nyelvekben kifejezett kapcsolatokban meglev törvénysze-
rségeket megfogalmazni, viszont kézenfekv megoldásnak tnik statisztikai mód-
szereket használni ezen feladatok megoldására. Jelen munkánk célja a magyar és más 
nyelvek közti átalakítások vizsgálata, gyakorlati megvalósításuk, illetve a meglév 
módszerek javítása és a témában lév lehetségek felmérése. 
2   Statisztikai gépi fordítás 
A statisztikai nyelvfeldolgozás elterjedt alkalmazása a gépi fordítás. A statisztikai 
gépi fordító (SMT) módszer nagy elnye a szabályalapú fordítással szemben, hogy az 
architektúra létrehozásához nem szükséges a nyelvek grammatikájának ismerete. A 
rendszer tanításához csupán egy kétnyelv korpuszra van szükség, amelybl statiszti-
kai megfigyelésekkel nyerjük ki a szabályokat. Az idegen nyelvpárokon elért komoly 
eredményekben bízva választottuk ezt a módszert, hogy létrehozzunk egy fordító-
rendszert – elször az angol–magyar nyelvpárhoz. 
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A fordítás során az egyetlen, amit biztosan tudunk, az a mondat, amit le szeretnénk 
fordítani (forrásnyelvi mondat). Ezért a fordítást úgy végezzük, mintha a célnyelvi 
mondatok halmazát egy zajos csatornán átengednénk, és a csatorna kimenetén össze-
hasonlítanánk a forrásnyelvi mondattal. Az a mondat lesz a rendszerünk kimenete, 
amelyik a legjobban hasonlít a fordítandó mondatra. Ez a hasonlóság lényegében egy 
valószínségi érték, amely a nyelvi modellbl és a fordítási modellbl számolható. 
Rendszerünk felépítéséhez egy angol–magyar párhuzamos korpuszt használunk, 
amely a Hunglish [3] korpusz két alkorpuszából áll: a Literature és a Magazines nev 
részekbl (a továbbiakban LitMag). A LitMag korpusz 654 939 mondatot és 9 425 
911 szót tartalmaz, így kisméret korpusznak tekinthet. 
Több módszert is megvizsgáltunk, melyek képesek párhuzamos korpuszból infor-
mációt kinyerni. Végül az IBM modellek mellett döntöttünk, mivel, hatékony, vi-
szonylag pontos, és a feladatnak nagyon jól megfelel algoritmusnak bizonyultak. 
Ezen okból kezdtük használni a Moses keretrendszert [5], amelyik implementálja 
ezeket a modelleket. Ebben a rendszerben megtalálható a párhuzamos korpusz 
elfeldolgozása, a fordítási és nyelvi modellek létrehozása, a dekódolás, valamint a 
BLEU-pontra optimalizálás. A kiértékeléshez a BiLingual Evaluation Understudy 
(BLEU) módszert használtuk, amelynek lényege, hogy a fordításokat referencia-
fordításokhoz hasonlítja, majd pontozza ket. Eredményként egy 0 és 1 közötti valós 
számot kapunk. A fentebb jelzett tanítás után alaprendszerünk 0,1085 (10,85%) 
BLEU-pontot kapott. 
Szembetn eredmény, hogy a más nyelvpárok közti fordítógépek eredményei 
sokkal jobbak az angol–magyar nyelv fordítógépekhez képest: angol–francia 32%, 
spanyol–katalán > 40%, angol–spanyol 30% [2]. Ha jobban megvizsgáljuk az ered-
ményeket, az is látszik, hogy az elbb felsorolt nyelvek között nagy hasonlóság van 
mind nyelvtanilag, mind a szavak szintjén. Kis eltérés van ugyanis a szórendben és a 
nyelvtani szerkezetekben. Ennek köszönheten a gépi fordító rendszer nagyobb biz-
tonsággal képes létrehozni a transzformációkat a két nyelv között, valamint a kapott 
fordítások is sokkal jobban fognak hasonlítani a referenciafordításokhoz. Ezzel szem-
ben a magyar és az angol nyelv között igen jelents a formai eltérés. Ennek köszön-
heten, ha ugyanazt a rendszert használjuk angol–francia vagy angol–magyar vi-
szonylatban, jelents minségi különbség figyelhet meg. A pusztán statisztikai rend-
szer helyett tehát célszer valamilyen szabályalapú elemet is tartalmazó, ún. hibrid 
rendszert alkalmazni a fordítás minségének javítása érdekében.  
3   Hibrid rendszerek 
3.1   Szótár hozzáadása a korpuszhoz 
A fordítórendszerek kiértékelésénél megfigyelhet, hogy a szóösszerendel nehezen 
találja meg az összetartozó szövegrészeket, ha azok a nyelvtani szerkezet miatt messze 
vannak egymástól, vagy nagyon eltérnek. Az els ötlet a minség javítására, hogy az 
eredeti korpuszhoz hozzáadunk egy kétnyelv szótárat. Ettl azt az eredményt reméltük, 
hogy a kifejezések pontos fordítása nem csak segít az összerendelnek megtalálni az 
összetartozó kifejezéseket a mondatban, de csökkenti a lefordítatlan szavak számát is. 
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Ehhez a feladathoz egy egyszer angol–magyar szótárat használtuk [10], melyet 
elször átalakítottunk, hogy egy kifejezésnek csak egyetlen megfelelje legyen. Így 
344 924 darab kifejezéspárt kaptunk. Az elkészült szótárat többször is beleraktuk a 
korpuszba abból a célból, hogy a helyes elfordulások minél nagyobb súllyal fordul-
janak el a fordítási modellben. Ezzel párhuzamosan viszont folyamatosan csökken 
az eredeti korpusz fontossága, csökken a többszavas kifejezések súlyozása a fordítási 
modellben, és romlik a nyelvi modell minsége. Ennek érdekében meg kell találni azt 
a számot, hogy hányszor éri meg a szótárat hozzáfzni a korpuszhoz. E célból oly 
módon tanítottuk be az SMT rendszert, hogy az eredeti korpuszhoz egyszer, kétszer, 
háromszor, négyszer és ötször hozzáadtuk a kétnyelv szótárat. Így a következ 
eredményeket kaptuk: 
 
1. táblázat: Különböz rendszerek BLEU-eredményei. 
Rendszer BLEU-érték 
Alaprendszer fordítása: 10,85% 
Alap+1xszótár rendszer fordítása: 11,18% 
Alap+2xszótár rendszer fordítása: 11,01% 
Alap+3xszótár rendszer fordítása: 10,88% 
Alap+4xszótár rendszer fordítása: 10,87% 
Alap+5xszótár rendszer fordítása: 10,87% 
 
Az 1. táblázatból látszik, hogy az alaprendszer (10,85% BLEU) értékéhez képest 
0,33%-os javulás figyelhet meg, amely mértéke a behelyezett szótárak számától 
függen folyamatosan csökken. Ez a görbe azért tetzik az els esetben, mert a szótár 
mérete összemérhet az eredeti korpusz méretével (fele az eredeti korpusznak), és 
emiatt annak ismétlése viszonylag hamar eltolja a súlyokat. A többszörös szótárhoz-
záadástól várt javuláshoz szükséges lenne egy nagyobb méret párhuzamos mondat-
szint korpusz is, de erforrási problémák miatt nem tudtunk ilyet használni. 
A teszthalmazból kiválasztott példamondat fordításait a 2. táblázat tartalmazza. Az 
els sorban az eredeti angol mondat olvasható, a másodikban ennek a referenciafordí-
tása, majd az alaprendszer, végül a több szótárral kiegészített SMT fordítások ered-
ményei.  
Rögtön az els kifejezés elemzésénél feltnik az i wonder fordításában való elté-
rés. Mind az alaprendszer, mind a legjobb eredményt nyújtó els rendszer 
csak tudnám-ra, míg a többi a kíváncsi vagyok-ra fordítja. Annak ellenére, hogy mind 
a két fordítás helyes, az automatikus kiértékel mégis más eredményt ad a két fordí-
tásra, mivel a referenciafordításban a kíváncsi vagyok szerepel. 
A következ érdekes kérdés a teaching us elemzése. A fordítás vizsgálatából kide-
rült, hogy az alaprendszer a teaching-et az a tanítást-ra fordította, ami a mondatbeli 
jelentéstl nem is áll messze. Ezzel szemben a szótárral kiegészített rendszerekben 
egységesen a tanított nekünk kifejezés érte el a legnagyobb valószínséget, amely az 
us fordítását (nekünk) jobban tükrözi. St, kissé elvont értelmezéssel az eredeti jelen-
téshez is közelebb áll, a szó szerinti fordítás viszont eltávolodott. A legnagyobb prob-
léma itt is az, hogy nem egyezik meg a referenciával, ezért sem kap nagyobb BLEU-
értéket. 
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2. táblázat: Különböz rendszerek eredményeinek összehasonlítása. 
Angol referencia-
fordítás: 
" i wonder who 'll be teaching us ? " said hermione as they 
edged into the chattering crowd . 
Magyar referen-
ciafordítás: 
- kíváncsi vagyok , ki tartja a tanfolyamot - morfondírozott 
hermione , miközben barátaival befurakodtak a tömegbe . 
Alaprendszer 
fordítása: 
- csak tudnám , ki lesz a tanítást ? - kérdezte hermione , 




- csak tudnám , ki lesz tanított nekünk ? - szólt hermione , 




- kíváncsi vagyok , aki tanított nekünk ? - szólt hermione , 




- kíváncsi vagyok , ki lesz tanított nekünk ? - szólt hermione 




- kíváncsi vagyok , ki lesz tanított nekünk ? - szólt hermione 




- kíváncsi vagyok , ki lesz tanított nekünk ? - szólt hermione 
, mikor elindult az összeverdött tömegen . 
 
A said fordításánál hasonló jelenség figyelhet meg. Az alaprendszer kérdezte, 
míg a szótáras módszerek a szólt fordítást adták, amely annak tudható be, hogy a 
szótárban ez volt a megfeleltetése. 
Nézzük a példa második részét. Látható, hogy az alaprendszer eredménye viszony-
lag gyenge (mikor  az .). Ez amiatt van, hogy a szóösszerendel a hosszabb monda-
tok második felét gyakran hozzákapcsolja valamelyik szóhoz, így torzul a fordítási 
modell. Ebbl kifolyólag a dekódoló sem tud megbirkózni a hasonló szövegrészek-
kel. Így fordulhat el, hogy a program „összecsapja” a fordítandó mondatok végét. 
Ezzel szemben a szótáras esetekben megfigyelhet változások bizonyítják a szóössze-
rendel minségének javulását. Az 1xszótár esetben már egy kerek mondatot kapunk, 
2xszótár esetben megjelenik a zsibongó tömeg, 3xszótár után pedig a mikor elindult 
az összeverdött tömegen . kifejezés lett a rendszer szerinti legjobb fordítás. 
A statisztikai gépi fordítórendszerek egyik nagy hiányosságát tükrözi, hogy az an-
golban az into prepozíció egy külön egységnek felel meg, de a fordító nem találja a 
helyes magyar fordítást. Mivel a magyar nyelv toldalékokat használ, ezért a fnévhez 
kapcsolódó különböz ragok más-más jelentéssel bíró szavakat hoznak létre, melyek 
közül a fordítómodul általában nem a helyes toldalékkal ellátottat választja ki. Ennek 
tudható be az a jelenség, hogy az into az els három esetben mintha nem is jelenne 
meg a fordításban (tömeg), a 3xszótáras rendszertl pedig megjelenik a tömegen, ami 
már ragozott alak, ám a program nem a helyes toldalékot találta meg. 
Igaz, hogy a BLEU módszerrel való kiértékelés hatékonysága vitatható, de SMT 
rendszerek összehasonlítására alkalmas. Emiatt megvizsgáltuk a különböz rendsze-
rek 1-9-gramos kifejezésekre vonatkozó BLEU %-ait (3. táblázat). Ebbl megfigyel-
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het, hogy az alaprendszerhez képest (1) a szótárral kiegészített rendszerek 1-4-gram 
esetén mind jobb eredményt értek el. Ez jól mutatja, hogy a szótárban túlnyomórészt 
egy-két, de maximum négy-öt szóból álló kifejezések voltak, és emiatt ezek fordítása 
is egyre jobb lett. Látható, hogy a legjobb eredményt elér 1xszótár (2) rendszer 
szinte az összes mérési esetben jobb lett, mint az alaprendszer, tehát ebben az esetben 
közelítettük meg legjobban a korpusz és a szótár méretének optimális arányát. E szint 
felett kezdenek az egy-két szavas kifejezések túl dominánssá válni, ami lerontja a 
magasabb n-gram értékeket. Ezért van az 5xszótár (4) esetben, hogy az 1-gram értéke 
sokkal magasabb még az 1xszótáras rendszerénél is, de már 2-gram esetén alacso-
nyabb lesz nála, míg 5-gram esetén már az alaprendszernél is. 
 
3. táblázat: Különböz rendszerek n-gramonkénti eredményeinek összehasonlítása 
(BLEU-%-ban). 
 1-gram 2-gram 3-gram 4-gram 5-gram 6-gram 7-gram 8-gram 9-gram 
1 47,05 16,29 7,07 3,54 1,94 1,14 0,74 0,57 0,46 
2 47,60 16,62 7,35 3,78 2,02 1,19 0,75 0,57 0,43 
3 47,55 16,46 7,25 3,75 2,09 1,25 0,81 0,60 0,46 
4 47,32 16,33 7,09 3,64 1,94 1,09 0,68 0,47 0,33 
5 47,74 16,43 7,19 3,63 1,93 1,08 0,68 0,51 0,39 
Sorai: 1. Alaprendszer; 2.Alap+1xszótár rendszer fordítása; 3. Alap+2xszótár rendszer fordítása;  
4. Alap+3xszótár rendszer fordítása; 5. Alap+5xszótár rendszer fordítása 
 
Az eredmények fontossága abban rejlik, hogy rámutatnak: a szóösszerendelés javí-
tásával lehet javítani a fordítórendszer minségét. 
3.2   Joshua 
Következ lépésként a további hibridizáció lehetségeit vizsgáltuk. Látható, hogy a 
távoli nyelvek fordítása esetén – amilyen például a magyar és az angol nyelvpár – az 
egytagú kifejezések közti statisztikákon felül szükségünk van más fogódzók kihasz-
nálására is. Ilyen tulajdonságok lehetnek a nyelvtani szabályok. 
A fenti célok elérésére nyújthat lehetséget a Joshua keretrendszer [6], mely nem 
pusztán szó- vagy frázisszint statisztikai valószínségi modelleket használ, hanem 
bizonyos nyelvtani jellemzk elfordulását is figyelembe veszi. A Joshua rendszer 
további nagy elnye, hogy képes ezen generatív szabályok közti fordításra oly mó-
don, hogy megadhatóak a szabályok mind a forrásnyelvre, mind a célnyelvre, vala-
mint az is megadható, hogy mekkora valószínséggel transzformálhatók át a szabá-
lyok egymásba. Ennek köszönheten alkalmasabb egymástól morfológiailag és szin-
taktikailag távoli nyelvpárok közötti fordításra. 
A feladat során a következ egyszer szabályrendszert használtuk, hogy meg tud-
juk becsülni, hogy a módszer mennyire alkalmas az elvárt feladat megoldására: 
 
 [S] ||| [X,1] ||| [X,1] ||| 0 0 0 (1) 
 [S] ||| [S,1] [X,2] ||| [S,1] [X,2] ||| 0.434294482 0 0 (2) 
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A Joshua rendszert a 2. rész 2-es bekezdésben leírt korpusszal tanítottuk be, hogy 
össze tudjuk hasonlítani a Moses rendszer eredményeivel. Az eredményt a 4. táblázat 
mutatja. 
 






A Joshua rendszer alapértelmezetten minden szót, amelyet nem tudott lefordítani, 
megjelöl az OOV (Out Of Vocabulary) jellel. Látható, hogy így a fordítás minsége 
rosszabb, mint az alaprendszeré. Ez annak tudható be, hogy például a tulajdonneveket 
is megcímzi a fordításban, és hiába lett volna helyes a fordítás, ezzel mégis elrontja 
azt. Ennek elkerülése érdekében utólag leszedtük ezeket a címkéket, és megkaptuk a 
11,06%-os értéket, amely a rendszer nagymérték javulását mutatja. 
Az 5. táblázat jól szemlélteti, hogy akár már egy egyszer szabály bevezetésével is 
hogyan változik a fordítórendszer eredménye. A „For a little while only” szerkezetet 
az alaprendszer egyszeren „egy darabig csak”-nak fordította, míg a Joshua rendszer 
a rekurziós szabály alkalmazásával megtalálta a helyes „csak egy kis ideig” fordítást. 
Ebbl a példából még az is látszik, hogy az emberi kiértékel számára mind a két 
fordítás elfogadható, de a gépi kiértékelés számára az els minimális, míg a második 
fordítás maximális értéket kapott. 
 
5. táblázat: Példafordítás a Joshua rendszerrel. 
Angol referenciafordítás: " for a little while only , " said the voice quietly . 
Magyar referenciafordítás: - csak egy kis ideig - mondta a hang csendesen . 
Alaprendszer fordítása: - egy darabig csak - mondta a hang . 
Joshua rendszer fordítása: - csak egy kis ideig nyugodtan - mondta a hang . 
 
Annak ellenére, hogy rendkívül ígéretesnek tnik ez az új rendszer, eredménye-
inkben mégis kevés helyen tüntettük fel. Ennek az az oka, hogy nagyobb korpusz 
esetén túlságosan nagy lett a rendszer erforrásigénye, amit a közeljövben szeret-
nénk megszüntetni. 
3.3   Cigány-magyar SMT rendszer 
Statisztikai fordítórendszerünket kipróbáltuk egy, a magyarhoz morfológiai gazdag-
ságában közelebb álló nyelv esetében is. Korpuszként Vesho-Farkas-féle lovári ci-
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6. táblázat: A lovári-magyar rendszerek eredményeinek összehasonlítása. 
Rendszer BLEU-érték 
Lovári-magyar (Moses) 30,53% 
Lovári-magyar (Joshua) 29,20% 
Magyar-lovári (Moses) 30,38% 
Magyar-lovári (Joshua) 35,88% 
 
A 6. táblázatból olvashatók a fordítórendszerek által elért eredmények. Megfigyel-
het, hogy a magyar–angol nyelvpárhoz képest sokkal jobb eredményt sikerült elérni, 
aminek számos oka lehet. A legszámottevbb ok, hogy a teszt- és a tanítókorpusz is 
egyaránt ugyanabból a szövegbl (az Újszövetségbl) került ki. Ebbl következik, 
hogy a létrehozott fordítógép túlságosan téma- és stílusspecifikus lett. Ismeretes, hogy 
a négy evangélium esetében több alkalommal is elfordul tartalom- és szövegismét-
ldés, amikor az evangélisták ugyanazt a történetet írják le, sokszor nagyon hasonló-
an. Emiatt fordulhat el, hogy a tesztfordítások között 100%-os fordítás is van, mert 
egyszeren más helyen ezek a mondatok benne voltak a korpuszban. 
Ennek ellenére az eredmények vizsgálatából megfigyelhet (7. táblázat), hogy a 
fordítórendszer sokkal jobb fordításokat generált, és az emberi kiértékelés számára 
sokkal olvashatóbb eredményt kaptunk, mint az angol–magyar esetben. 
 
7. táblázat: Példamondat-fordítás a különböz rendszerekkel. 
Cigány referencia-
fordítás: 
le but manusha pale tele sharadine penge gada po drom , 




a hatalmas tömeg pedig leterítette ruháit az útra , mások 
meg ágakat vagdostak a fákról és az útra szórták . 
Moses fordítása: a nép pedig le terítették ruháikat az úton , mások pedig 
ágakat phagrenas le a fa , és az úton rispisarnaslen . 
Joshua fordítása: a nép pedig le terítették ruháikat az úton , mások pedig 
ágakat phagrenas le a fa és az úton rispisarnaslen . 
4   Statisztikai szövegelemz 
Munkánk során egy másik témakörrel is foglalkoztunk, ugyanis az SMT rendszerrel 
végzett kísérleteink során szükségünk volt a korpuszunk morfológiai elemzésére, és 
ez adta az ötletet a statisztikai módszerek egy újabb felhasználási területére. A szö-
vegelemzés feladata is megfogalmazható két nyelv közti transzformációként, ha ren-
delkezésünkre áll a sima szöveget és annak elemzését tartalmazó párhuzamos korpusz 
is. 
Számos módszer létezik szövegelemzésre, melyek közül a két leggyakrabban 
használt a szabályalapú és a gépi tanuláson alapuló módszerek. Mind a két módszer-
nek számos elnye van, de a szabályalapú rendszer számára – a gépi fordításhoz 
hasonlóan – rendkívül nehéz és körülményes megfogalmazni a megfelel szabályo-
kat. A gépi tanulásos megoldásnak is megvannak a nehézségei: igaz, hogy egyes 
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szabályokra nagyon pontosan betanítható, de ha az összes szabályra szeretnénk al-
kalmazni, túl komplex és lassú rendszert kapunk. 
Ezzel szemben a statisztikai módszer a betanítás során az összes általa felismerhet 
szabályt figyelembe veszi. Ehhez csak egy megfelel és elég nagy méret korpuszra 
van szükség, cserébe egy online rendszert kapunk, ami viszonylag gyorsan képes 
ezután elemzést végezni. Ezen felbuzdulva megvizsgáltuk az SMT rendszer alkal-
mazhatóságát szövegelemzésre. 
Ennek a rendszernek a felépítéséhez a Szeged Korpusz 2.0-t használtuk [1], mely-
nek talán egyetlen hibája, hogy viszonylag kis méret. Ennek ellenére alkalmasnak 
tnt a felhasználásra. Mivel a szófaji címkék korlátozott számúak, elvben kisebb 
méret korpuszban is elég nagy gyakorisággal szerepelhetnek. A rendszert kiértékel-
tük a BLEU módszerrel (8. táblázat), és kiszámítottuk a pontosságát is (9. táblázat). 
 












A kiértékelésénél szembetnt a rendszer néhány hibája. Az els és talán legfonto-
sabb probléma a korpusz szerkezetébl fakad. Az elemzett korpuszban egymás után 
szerepelnek a szavak szótövei, amikhez hozzákapcsolódnak az elemzést tartalmazó 
címkék, de a több tagból álló kifejezések esetekben (pl. többtagú tulajdonnevek, igei 
szerkezetek) a címke csak a kifejezés utolsó szaván vagy utána helyezkedik el. Az 
egy szófaji egységbe tartozó kifejezések jelölésének hiánya a statisztikai módszerben 
félrevezet fordítási modellt eredményez. Ennek köszönheten az els rendszer a 
tulajdonnévi címkéhez hozzácsatolt egy „)_[PUNCT]” szöveget, így gyengébb 
eredményt kaptunk. Az eredmény javítása érdekében minden önálló címkét hozzácsa-
toltunk az eltte álló szóhoz, így kaptuk a 10. táblázatban látható eredményt. 
 
10. táblázat: A szövegelemz rendszer eredménye II. 
Rendszer BLEU-érték Helyes Helytelen 
Moses 90,97% 90,80% 9,20% 
Joshua 90,96% 90,72% 9,28% 
 
A 10. táblázatból látszik, hogy változatlan BLEU-értékek mellett a rendszer pon-
tossága 0,5–0,6 százalékkal javult. Ezt annak köszönhetjük, hogy nem kerültek a 
fordításba felesleges elemek, de a többtagú kifejezések fordítása továbbra sem meg-
oldott. A probléma megoldásához elengedhetetlen ezeknek a kifejezéseknek az ösz-
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szekapcsolása például a tulajdonnevek felismerésével. Nem volt célunk ilyen rendszer 
kifejlesztése, viszont az elmélet igazolása érdekében összekötöttük a korpuszban 
ezeket a kifejezéseket. A tanítás után a 11. táblázatban látható eredményt kaptuk. 
 
11. táblázat: A szövegelemz rendszer eredménye III. 
Rendszer BLEU-érték Helyes Helytelen 
Moses 90,96% 91,05% 8,95% 
Joshua 90,77% 91,07% 8,93% 
 
A 11. táblázatból megfigyelhet, hogy az összetartozó szavak összekapcsolása to-
vább javította rendszerünk pontosságát, annak ellenére, hogy BLEU-értéke alacso-
nyabb lett, mint az eldeinek. A hibás fordítások vizsgálatából kiderült, hogy a hibák 
két f csoportba sorolhatók. Az els, amikor a rendszer nem ad fordítást, hanem visz-
szaadja az eredeti szót. Az esetek túlnyomó részében ezek a szavak nem szerepelnek 
a korpuszban, így a fordítási modellben sincs megfeleltetésük. A másik hibafajta a 
helytelen elemzések halmaza. Itt is két f hibakategória különíthet el. Az egyik eset-
ben a szófajt helyesen beazonosítja, csak annak a további elemzésében ront; a súlyo-
sabb hiba pedig, mikor már a szófajt sem találja el. 
Felmerül a kérdés, hogy egyértelmsítést tartalmaz-e a rendszer és alkalmas-e rá. 
A választ maga a statisztikai módszer tulajdonsága adja. Amelyik jelenségre van 
elegend példa, arra az SMT rendszer nagyon jól fog mködni. Ha minden többér-
telm kifejezés elég sokszor szerepel a tanítóhalmazban, a rendszer helyesen fogja 
megítélni a többértelm szavakat is. Sajnos ilyen korpusz egyelre nem állt rendelke-
zésünkre, és valószínleg a közeljövben nem is fog. Mivel a felhasznált Szeged 
Korpusz viszonylag kis méret, ezért ez a rendszer nagy valószínséggel nem oldja 
meg jól az egyértelmsítést, tehát ha a kérdéses szövegkörnyezet nincs benne a kor-
puszban, általában a legvalószínbb elemzést rendeli hozzá a szóhoz. 
A 12. táblázatban egy példán keresztül bemutatott rendszer javításának további le-
hetségeit is vizsgáltuk. Az elzekben leírtakból következik, hogy megfelel méret 
korpusz segítségével bármilyen szabály jól betanítható. Mivel jelen esetben korpu-
szunk fix méret, minségi javulás akkor érhet el, ha csökkentjük a komplexitást. A 
mi esetünkben ez úgy érhet el, ha a sima szöveget csak a szófaji címkék „nyelvére” 
fordítjuk, tehát nem írjuk ki eléjük maguknak a szavaknak a szótöveit. Mivel ezekbl 
a címkékbl sokkal kevesebb van, mint a magyar szavakból, kisebb korpuszból is 
felépíthet egy relatíve pontos rendszer. Másfell: ha elhagyjuk a szótöveket az elem-
zésbl, és csak a címkékre fordítunk, sokkal nagyobb súllyal szerepel majd a szófajok 
mondatban elfoglalt sorrendje mind a nyelvi, mind a fordítási modell esetében. 
A rendszer eredményei a 13. táblázatban láthatóak. Ismét megfigyelhet a BLEU-
érték csökkenése az eredeti rendszerhez képest, ám a pontosság az eddigi legjobb lett 
(bár ezt szótövesítés nélkül oldottuk meg). A módszer azonban használható, mert ha 
egy másik rendszert a sima szöveg szótöves változatára tanítunk be, akkor hasonló jó 
hatásfokkal tudjuk fordítani, és a kapott eredményeket összekapcsolva az elemz 
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12. táblázat: Példa a szövegelemz mködésére. 
Sima szö-
veg: 
mindenképp kötelességtudó szeretnék lenni , de azért nem olyan fanatikus 
szinten , mint egyes felnttek , hogy még a családot is feláldozza a köteles-
ség miatt . 
Referencia 
elemzés: 
mindenképp_[Rg] kötelességtudó_[Afp-sn] szeret_[Vmcp1s---n] lesz_[Vmn] 
,_[Punct] de_[Ccsp] azért_[Rd] nem_[Rm] olyan_[Pd3-sn] fanatikus_[Afp-
sn] szint_[Nc-sp] ,_[Punct] mint_[Cssp] egyes_[Afp-sn] felntt_[Nc-pn] 
,_[Punct] hogy_[Cssp] még_[Rx] a_[Tf] család_[Nc-sa] is_[Ccsp] felál-
doz_[Vmip3s---y] a_[Tf] kötelesség_[Nc-sn] miatt_[St] ._[Punct] 
SMT elem-
z: 
mindenképp_[Rg] kötelességtudó_[Afp-sn] szeret_[Vmcp1s---n] lesz_[Vmn] 
,_[Punct] de_[Ccsp] azért_[Rd] nem_[Rm] olyan_[Pd3-sn] fanatikus_[Afp-
sn] szint_[Nc-sp] ,_[Punct] mint_[Cssp] egyes_[Afp-sn] felntt_[Nc-pn] 
,_[Punct] hogy_[Cssp] még_[Rx] a_[Tf] család_[Nc-sa] is_[Ccsp] felál-
doz_[Vmip3s---y] a_[Tf] kötelesség_[Nc-sn] miatt_[St] ._[Punct] 
 
 
13. táblázat: A szövegelemz rendszer eredménye IV. 
Rendszer BLEU-érték Helyes Helytelen 
Moses 88,65% 91,22% 8,77% 
Joshua 88,57% 91,09% 8,91% 
 
5   Összefoglalás 
Kutatásunkban statisztikai módszerek és kétnyelv párhuzamos korpusz segítségével 
igyekeztünk megoldani olyan feladatokat, ahol a cél megfogalmazható volt két nyelv 
közti transzformációként. Sikerült javítani az angol–magyar statisztikai gépi fordító-
rendszer minségét részben kétnyelv szótár hozzáadásával, részben a rendszer hibri-
dizációjával. Sikeresen betanítottunk egy lovári–magyar statisztikai gépi fordító rend-
szert, amely eredményei segíthetnek az angol–magyar fordító rendszerek minségét 
javítani. Eredményeink rávilágítanak, hogy bizonyos mérték hibridizáció segítségé-
vel az SMT rendszerek minsége javítható. A kutatás folyamán létrehoztunk egy 
statisztikai szövegelemz rendszert is, és megvizsgáltuk annak minségét. A kapott 
eredmények bíztatóak voltak, és rámutattak, hogy ebben a kutatási irányban is rejle-
nek további lehetségek. Az eredmények figyelmeztettek arra is, hogy önmagukban a 
statisztikai módszerek nem elégségesek ezen feladat megoldásra: mindenképp szük-
séges valamilyen hibridizáció. 
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Többszavas kifejezések kezelése a párhuzamos 
korpuszokra épül szótárkészítési módszertanban 
Héja Enik1, Sass Bálint1 
1 MTA Nyelvtudományi Intézet 
{eheja,sass.balint}@nytud.hu 
Kivonat: Jelen cikk célja annak vizsgálata, hogy a párhuzamos korpuszokból 
fordítási ekvivalensek kinyerésére használt módszer kiterjeszthet-e többszavas 
kifejezésekre is. A kísérletben a többszavas kifejezéseket kizárólag igei szerke-
zetek alkották. Els lépésként a párhuzamos korpusz forrásnyelvi és célnyelvi 
oldalából külön-külön nyertük ki az igei szerkezeteket. A jelenlegi fázisban a 
kinyerés félig automatikus módon történt: elre meghatározott forrásnyelvi 
igékhez és ezek célnyelvi fordításaihoz tartozó igei szerkezeteket kerestünk, 
melyekbl kézzel válogattuk ki a céljainknak megfeleleket. A következ lé-
pésben ezeket egytagú kifejezésekké vontuk össze a párhuzamos korpuszban. 
Az összevont igei szerkezetek már az illesztési algoritmus bemeneteként szol-
gálhattak. Eredményeink azt mutatják, hogy az alkalmazott módszer jól hasz-
nálható igei szerkezetek fordítási ekvivalenseinek detekciójára. 
1   Bevezetés 
Jelen cikkben ismertetett munka az EFNIL által finanszírozott EFNILEX1 projekt 
része. A projekt azt vizsgálja, hogy a nyelvtechnológiai módszerek és eszközök – 
különös tekintettel a párhuzamos korpuszokra – mennyiben járulhatnak hozzá a szó-
tárkészítési folyamathoz. A szótárkészítés automatikus támogatása elssorban a ke-
véssé használt nyelvek esetében bír jelentséggel, hiszen az ilyen nyelvpárokra ké-
szült szótárak iránti kereslet alacsony, így a szükséges munkálatok finanszírozása is 
korlátozott. A projekt célkitzése középméret (kb. 15,000 szócikk), általános célú 
szótárak létrehozása volt a magyar-litván, illetve a francia-holland nyelvpárokra. 
Jelenleg nem létezik olyan módszer, amely lehetvé tenné a szótárak teljesen au-
tomatikus elállítását. Ezért egy megfelel lefedettség és pontosságú lexikai erfor-
rás elállítása mindenképpen igényel emberi utószerkesztési munkálatokat is. Ennek 
fényében úgy fogalmazhatjuk meg feladatunkat, hogy célja a lexikográfusok számára 
olyan erforrásokat biztosítani, amelyek a lehet legjobban csökkentik a teljes érték, 
emberi felhasználásra alkalmas szótárak elkészítéséhez szükséges munkát. A fenti 
elvárásoknak megfelel automatikusan generált erforrásokat protoszótáraknak fog-
juk nevezni a cikk hátralev részében. Jelen írás az alábbi szerkezetet követi: a beve-
zetés után röviden ismertetjük az egytagú fordítási ekvivalensek kinyerésére használt 
                                                          
1 http://www.efnil.org/projects/efnilex 
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módszert, illetve ennek elnyeit és hátrányait (2). Ezt követen vázoljuk a munkafo-
lyamatot (3), amely két f lépésre bontható: az igei szerkezetek kinyerésére (3.1), 
valamint a protoszótár létrehozására (3.2). Majd eredményeinket mutatjuk be (4), 
végül pedig a konklúziókat és a további teendket (5). 
2   Az alkalmazott módszer – elnyök és hátrányok 
A statisztikai gépi fordítás térhódításával jelentsen megntt a párhuzamos korpuszok 
szerepe a nyelvtechnológiában. Már legalább 16 éve használnak különféle statisztikai 
algoritmusokat forrásnyelvi és célnyelvi szópárok kinyerésére, hogy így bvítsék a 
gépi fordítás bemenetéül szolgáló szótárakat (pl. [8]). 
Érdekes módon a lexikográfusok között a mai napig sem eldöntött kérdés, hogy 
érdemes-e párhuzamos korpuszokra támaszkodni az emberi felhasználásra készül 
szótárak készítése során. Például [1] szerint „Túl magas az az ár, amit akkor kéne 
fizetni, ha a szótárszerkesztk kétnyelv korpuszokat használnának. [...] Az ellenér-
vek: túl sok fordítási ekvivalens, a szerkesztés során mindegyik fordítási ekvivalens 
egyformán fontosnak tnik a lexikográfus számára, [...], a bejegyzések a legtöbb 
felhasználó számára túl sok részletet tartalmaznak.” 
Eddigi kísérleteink [4] azt mutatták, hogy ha elfeldolgozásként szóillesztést vég-
zünk, akkor a szóillesztés során kapott szópárok és ezek fordítási valószínségei már 
megfelel kiindulópontként szolgálhatnak egy kétnyelv szótárhoz. Így tehát a fenti 
ellenvetések nem állják meg a helyüket. Elször is, a forrásnyelvi szó és célnyelvi 
ekvivalense közötti fordítási valószínség, valamint a forrásnyelvi szó és célnyelvi 
megfeleljének gyakoriságai alapján szrhetjük a fordítási jelölteket, így csökkentve 
a lehetséges fordítási ekvivalensek számát. Továbbá, a fordítási valószínségek alap-
ján sorrendezhetjük a fordítási jelölteket, ami biztosítja, hogy a leggyakrabban hasz-
nált fordítás szerepeljen a szótári bejegyzés elején. Az általunk javasolt módszer 
további elnyei közé tartozik, hogy egy megfelel méret párhuzamos korpusz garan-
tálja, hogy a legfontosabb fordítási ekvivalensek szerepelni fognak a szótárban. Ezen-
felül, a párhuzamos korpusz gazdag tárháza a valódi nyelvbl vett példamondatok-
nak, amelyek alapján a lexikográfus vagy a szótárhasználó kiválaszthatja a számára 
legmegfelelbb fordítást a lehetséges fordítások közül. A fenti jellemzk miatt a java-
solt módszer különösen alkalmas aktív2 szótárak készítésének támogatására. 
A [4]-ben javasolt módszer hátránya, hogy nem kezeli a többszavas kifejezéseket, 
így jelen állapotában alkalmatlan a több szóból álló fordítási ekvivalensek kiszrésé-
re. Ennek a feladatnak a megoldását mind a forrásnyelvi, mind a célnyelvi oldalon 
kiemelten fontosnak tartjuk, hiszen a többszavas kifejezések és szokásos fordításai-
nak kinyerésével biztosíthatjuk, hogy a gyakori szófordulatok szerepeljenek a szótár-
ban. Ez teszi lehetvé, hogy a szótár alapján természetesen hangzó célnyelvi szöveget 
hozhassunk létre. Jelen cikkben a többszavas kifejezések kezelését célzó els kísérle-
tet ismertetjük. A cikkben ismertetett kísérlet célja ige + bvítmény szerkezetek fordí-
tási ekvivalenseinek automatikus felismerése a francia-holland nyelvpárra. Reménye-
                                                          
2 Az aktív szótárak célja, hogy a forrásnyelvi anyanyelvi beszélt segítsék a célnyelvi 
megnyilatkozások létrehozásában. 
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ink szerint az általunk javasolt módszer az ige+bvítmény szerkezetek fordítási ekvi-
valenseinek automatikus meghatározásával elsegíti a szótári tételek 
mikrostruktútájának kialakítását. 
3   Munkafolyamat 
A munkafolyamat két f szakaszból áll. Az els lépésben a francia és holland igei 
szerkezetek félig automatikus kinyerésével hozzuk létre a vizsgálandó igei szerkeze-
tek listáját (3.1). A második lépésben a kiválasztott többszavas igei szerkezeteket 
összevonjuk, így ezek az illesztés bemenetül szolgálhatnak. Eredményül egy többsza-
vas igei szerkezeteket tartalmazó protoszótárat kapunk (3.2). 
3.1   Francia és holland igei szerkezetek félig automatikus kinyerése 
A kísérlethez a TLT-Centrale által fejlesztett Holland Párhuzamos Korpusz (DPC – 
Dutch Parallel Corpus) francia-holland alkorpuszát használtuk [5]. Az összesen 
6,820,547 tokenes párhuzamos korpusz 186,945 illesztett egységet tartalmaz3.  
Els lépésben kézzel kiválasztottunk 20 gyakori, általunk poliszémnek gondolt 
francia igét (pl.: mettre 'tesz, helyez'). Ezek mindegyikéhez hozzárendeltünk egy-egy 
alapértelmezettnek tn holland fordítást (a mettre esetében ez a leggen). Az 1. táblá-
zatban tételesen felsoroljuk a kiválasztott francia igéket, ezek holland megfelelit, 
illetve magyar fordításukat. Megadtuk továbbá, hogy a következ lépés eredménye-
ként hányféle különböz igei szerkezetet találtunk az adott igére. 
 











donner 12 geven 31 adni 
effectuer 3 teweegbrengen 0 elidéz, véghezvisz 
enlever 0 verwijderen 1 eltávolít 
faire 31 doen 12 csinálni 
mener 2 leiden 4 vezet 
mettre 26 leggen 5 tenni 
                                                          
3 Mivel a párhuzamos korpusz tartalmaz egy-a-többhöz, illetve több-az-egyhez megfeleltetése-
ket, a mondatok száma helyett a korpusz méretét az illesztett egységek számával adjuk meg. 
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montrer 4 wijzen 1 mutatni 
obtenir 5 behalen 2 megszerezni 
offrir 1 aanbieden 2 kínálni 
ouvrir 1 openen 1 nyitni 
passer 3 vergaan 0 eltölteni 
porter 3 brengen 14 hozni 
prendre 23 nemen 23 (el)venni 
recevoir 2 krijgen 12 kapni 
rendre 3 maken 19 tesz (vmilyenné) 
rester 0 blijven 1 maradni 
tenir 4 houden 11 tartani 
traiter 1 behandelen 2 bánni 
trouver 3 vinden 6 találni 
voir 0 zien 0 látni 
 
Amint azt a táblázat is mutatja, a kiválasztott igék némelyikéhez (unlever, rester, 
voir, vergaan, zien) egyetlen feltételeinknek megfelel igei szerkezetet sem találtunk. 
A következ lépésben automatikusan kinyertük a releváns francia, illetve holland 
ige+bvítmény szerkezeteket a párhuzamos korpusz megfelel egynyelv részébl. A 
[7]-ben leírt igei szerkezetek kinyerésére szolgáló módszert alkalmaztuk. Ez a mód-
szer tagmondatokra bontott, szintaktikailag részlegesen elemzett korpuszon dolgozik. 
A tagmondatok egy igét és annak bvítményeit kell, hogy tartalmazzák, a szintaktikai 
elemzés pedig meg kell hogy állapítsa a tagmondat igéjét, a bvítmények fejét, vala-
mint a bvítmények igéhez való szintaktikai viszonyát. A szintaktikai viszonyt a 
megfelel esetrag vagy egy elöljárószó jelöli. 
A módszer a tagmondatokban az ige mellett meglév jellegzetes bvítménykerete-
ket határozza meg, a gyakori részkeretek rendszerezett összeszámlálása révén. Elnye 
abban rejlik, hogy automatikusan felismeri, hogy melyik bvítménynél lényegi elem a 
konkrét fej és melyiknél csak az ige-bvítmény viszony, azaz egyszerre képes megha-
tározni az összetett igéket és a vonzatkereteket is. A hasznot húz vmibl szerkezet 
esetén például felfedezi, hogy a lexikálisan kötött tárgy mellett egy -ból/-bl esetra-
gos vonzat szerepel az igei keretben. 
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Az algoritmus vázlata a következ. Vesszük a korpusz összes tagmondatát. Elál-
lítjuk a tagmondatoknak megfelel szerkezeteket, melyekben a bvítményi fejeket 
minden variációban, váltakozva töröljük, illetve megtartjuk. Hossz szerint csökken 
sorba rendezzük a kapott szerkezetlistát, majd sorra elhagyjuk azokat a szerkezeteket, 
melyeknek a gyakorisága 5-nél kisebb, és ezek gyakoriságát a megfelel, illeszked 
rövidebb keret gyakoriságához adjuk. A megmaradó szerkezetek gyakoriság szerint 
rendezett listája adja az összegyjtött igei szerkezeteket. 
Említettük, hogy az algoritmus bemenetként tagmondatokra bontott, szintaktikai-
lag részlegesen elemzett korpuszt vár. Jelen kísérletben mindkét elemz lépést egy-
szer szabályok használatával közelítettük a francia és a holland nyelv esetében is. 
Tagmondathatárt jelent nyilvánvalóan a mondathatár. Ezen kívül a kötszó, az alá-
rendelt tagmondatot bevezet holland te, ill. francia pour, a vonatkozó névmás és 
bizonyos írásjelek (vessz, kettspont és pontosvessz) is, amennyiben a legutóbbi 
tagmondathatár óta szerepelt a mondatban ige. Bvítményi fejek a fnevek (valamint 
a reflexív igék miatt a holland zich és a francia se); a bvítményi viszonyt pedig a szó 
eltt álló prepozíció jelzi. Prepozíció híján az ige eltt alanynak, az ige után pedig 
tárgynak vettük az adott bvítményt. 
Eredményként olyan összetett igei szerkezeteket kapunk, mint a francia mettre 
accent sur... vagy holland megfelelje, a leggen nadruk op... (magyarul mindkett: 
’hangsúlyt helyez vmire’). 
Az így kinyert kifejezésekbl kézzel válogattuk ki azokat az igei szerkezeteket, 
amelyekrl azt gondoltuk, hogy nem, vagy csak részben kompozicionálisak. Mivel 
fordítási feladatról van szó, a kompozicionalitás ebben az esetben nem önmagában, 
hanem egy másik nyelv függvényében értelmezhet. Így a nem transzparens kifejezé-
sek mellett intézményesült kifejezések kinyerésére is törekedtünk. Például bár a 
mettre l'appareil hors tension (szó szerint ’feszültségen kívül helyezni a készüléket’ – 
’áramtalanítani’) francia kifejezés kompozicionális szerkezetnek tekinthet, bekerült 
a listánkba, mivel a holland fordítás – uitschakelen – már nem rzi meg a kifejezés 
eredeti szerkezetét. Így tehát az automatikusan kinyert igei szerkezetek közül azokat 
vettük fel a listánkba, amely az alábbi kritériumok közül bármelyiknek megfelelt: 
 
(1) A kifejezés jelentése az eredeti nyelven nem transzparens (pl. faire mouche 
’célt érni’) 
(2) Ha feltételezhet, hogy az igei szerkezet fordítása nem tükörfordítás 
a. Az igei szerkezet intézményesült 
b. Az igei szerkezet magyar fordításában a fnév igemódosítóként4 jele-
nik meg (l. [3]). 
Fontos hangsúlyozni, hogy az igei minták közül a kollokációszer mintákat válasz-
tottuk ki, azaz azokat, melyek az ige mellett tartalmaztak egy konkrét fnevet is. A 
konkrét fnév az alanyeset kivételével bármilyen esetben állhat. Az igei szerkezetek 
kiválasztásakor nem törekedtünk a teljes igei vonzatkeret megrzésére, így bizonyos 
esetekben a kitöltetlen – vagyis tipikus fnévi lemma nélkül álló – esetragokat el-
                                                          
4  Igemódosítónak azokat a néveltlen névszókat tekintettük, amelyek az igekötvel nagyjából 
hasonló disztribúciót mutatnak és semleges, tagadást nem tartalmazó mondatban közvetlenül 
az ige eltt állnak. 
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hagytuk. Ennek oka egyfell, hogy az igei szerkezetek összevonásával csökkenthet-
jük az adathiány problémáját, másfell pedig az, hogy mivel az illesztés bemeneti 
korpusza nem tartalmazott sem részleges szintaktikai elemzést, sem tagmondat-
felismerést, az esetek egy jelents részében lehetetlen volt pontosan azonosítani a 
megfelel prepozíciót. 
Az illesztés bemenetéül az alábbi szintaktikai mintákra illeszked igei szerkezetek 
szolgáltak (V: ige; N_ACC: a fnévi lemma szintaktikai funkciója tárgy; ACC: kitöl-
tetlen tárgy; N_PREP: a fnévi lemma valamilyen prepozícióval szerepel; PREP: 
kitöltetlen prepozíció): 
 
(1) V + N_ACC 
(2) V + N_PREP 
(3) V + ACC + N_PREP 
(4) V + N_ACC + PREP 
(5) V + N_PREP + PREP 
(6) V + N_PREP + N_PREP + PREP 
 
A harmadik lépésben következik ezen igei szerkezetek korpuszbeli azonosítása, 
összevonása és illesztése. 
3.2   A protoszótár létrehozása 
A továbbiakban a kiválogatott többszavas igei kifejezéseket egy szóként kezeltük, és 
így közvetlenül alkalmaztuk az eredeti szavakon mköd illeszt algoritmust.  
Mint említettük, az illesztés bemeneti korpusza lemmatizált, de nem tartalmaz sem 
tagmondat-információt, sem részleges szintaktikai elemzést. Ezen munkaszakasz els 
lépése a minták felismerése a korpuszban, majd ezek összevonása egytagú kifejezés-
sé. A 126 francia igei szerkezet összesen 7805-ször, míg a 146 holland igei szerkezet 
8029-szer fordult el a párhuzamos korpuszban. 
A szóillesztést a GIZA++ szoftverrel végeztük [6], amely a szóillesztés során for-
dításjelölteket hoz létre, úgy, hogy a forrásnyelvi és célnyelvi lemmapárokhoz fordí-
tási valószínséget rendel. A fordítási valószínség a célnyelvi és forrásnyelvi szópár 
feltételes valószínségének közelítése – P(szócél|szóforrás) – az EM (expectation 
maximization) algoritmus alapján [2]. 
A protoszótárak kiindulási alapját az így kinyert fordítási jelöltek és fordítási való-
színségeik képezték. Mivel a fordítási valószínség 0-tól 1-ig bármilyen értéket 
felvehet, ebben a szakaszban még sok helytelen fordítási jelöltünk van. Ezért szükség 
van olyan szrk bevezetésére, amelyek lehetvé teszik a legjobb fordításjelöltek 
automatikus kiválasztását a lehet legtöbb helyes fordításjelölt megtartásával. Eddigi 
tapasztalataink azt mutatták [4], hogy a fordítási valószínségek és a forrásnyelvi, 
illetve célnyelvi korpuszgyakorisági adatok együttesen már jól használhatóak az 
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2. táblázat: A protoszótárban szerepl adatok. 




‘frissít’ 0.0472766 105 39 
 
A már elvégzett kiértékelések alapján (magyar-litván, magyar-szlovén) az alábbi 
általános feltételeket fogalmazhatjuk meg a protoszótárban szerepl tételekkel szem-
ben: 
 
(1) A forrásnyelvi és a célnyelvi szónak is legalább 5-ször el kell fordulnia a pár-
huzamos korpuszban. Ez a feltétel szükséges ahhoz, hogy elegend adat álljon ren-
delkezésre a fordítási valószínség becsléséhez. 
(2) Mivel a fordítási valószínség a célnyelvi szó feltételes valószínsége a forrás-
nyelvi szó mellett, további követelmény, hogy a két lemma (vagy kifejezés) gyakori-
sága ne legyen túl különböz. Gyakori célnyelvi lemmák esetében az illesztési algo-
ritmus magas fordítási valószínséget rendelhet rossz fordítási jelöltekhez is, ha a 
forrásnyelvi lemma ritkán fordul el a korpuszban és a lemmák gyakran fordulnak el 
illesztett mondatokban. A 3. táblázatban egy ilyen fordítási jelöltpárt mutatunk be. 
 
3. táblázat: Rossz fordítási jelöltpár. 







0.876763 24 577 
 
Mivel a munka célja emberi felhasználásra szánt szótárak automatikus elállítása, a 
kiértékelés során a rossz és a jó fordítási jelöltpárok helyett lexikográfiailag hasznos 
és lexikográfiailag nem hasznos fordítási jelölteket különböztettünk meg. Az egysza-
vas kifejezések kiértékelése azt mutatta, hogy a vizsgált paraméterek mellett (a for-
rásnyelvi szó és a célnyelvi szó gyakorisága legalább 5 és a fordítási valószínség 
legalább 0.5) a találatok mintegy 90%-a lexikográfiailag hasznos fordítás. Tekintve, 
hogy a pontosság fordítottan korrelál a lefedettséggel, és utólagos kézi feldolgozásra 
mindenképpen szükség van, a paraméterek olyan beállítására lesz szükség, amely kb. 
60%-os pontosságot eredményez. Egy további megfigyelés szerint a gyakoribb lem-
mák esetén már a jóval kisebb fordítási valószínséggel rendelkez párok jelents 
része is a lexikográfiailag hasznos kategóriába tartozik, így ezek figyelembevétele 
tovább növeli a lefedettséget. Mivel a jelen munkaszakasz feladata nem a megfelel 
szrési paraméterek beállítása, hanem annak vizsgálata, hogy az eredeti módszer 
kiterjeszthet-e többszavas kifejezésekre is, a paramétereket úgy állítottuk be, hogy a 
lehet legtöbb jó fordítási jelöltet megtartsuk, még akkor is, ha ez alacsony pontos-
sághoz vezet. Ezért minden olyan fordítási jelöltpárt megtartottunk, ahol a pár mind-
két tagjának gyakorisága legalább 5, a fordítási valószínséget azonban 0.02-re csök-
kentettük. A következ szakaszban eredményeinket mutatjuk be. 
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4   Eredmények 
Az eredmények részleges kiértékelése azt mutatta, hogy a használt módszer alkalmas 
igei szerkezetek fordításainak kinyerésére.  
A fenti paraméterekkel összesen 906 olyan fordítási jelöltet kaptunk, amelynek 
legalább egyik tagja többszavas kifejezés, ebbl 632 esetben a forrásnyelvi kifejezés 
többszavas. Ez 113 különböz francia igei szerkezetet jelent (a fordításjelöltek között 
127 különböz holland igei szerkezet szerepel). A részleges kiértékelés során a fran-
cia többszavas kifejezésekre koncentráltunk. 
294 fordítási jelöltpárt értékeltünk ki kézzel. A kiértékelés során a teljesen jó és a 
rossz fordítási párok mellett megkülönböztettünk részlegesen jó fordítási párokat is. 
A részlegesen jó fordítási párok esetében a jelöltpár valamelyik tagja egy fel nem 
ismert többszavas kifejezés, így csak részleges illesztés történt. A kiértékelt párok 
közül 57 fordítás volt tökéletes (19%) és 28 fordítási jelölt bizonyult részlegesen jó 
fordításnak. A választott paraméterek mellett 189 fordítási jelölt volt teljesen rossz. 
Mivel ebbl 132 csak egy mondatpárban fordult el a teljes párhuzamos korpuszban, 
a jövben egy további paraméterként azon mondatpárok számát is felvesszük, amely-
ben a fordítási jelöltek elfordulnak. Ezen szr hasznosságát támasztja alá, hogy a 
149 fordítási jelölt közül, amelyek csak egy mondatpárban fordultak el, csak 17 volt 
lexikográfiailag hasznos fordítás. 
Az eredmények kézi ellenrzése során azt találtuk, hogy a rossz fordítási jelöltek 
száma jelentsen csökkenthet lenne, ha a részleges szintaktikai elemzésre és a tag-
mondathatárra vonatkozó információkat az illesztés során is figyelembe vennénk. 
Fontos hangsúlyozni, hogy jelen cikk célja nem a lehet legnagyobb pontosság el-
érése, hanem a módszer alkalmazhatóságának vizsgálata igei szerkezetek kinyerésére. 
A paraméterek átállításával a pontosság jelentsen növelhet. A 4. és 5. táblázatban 
két példával illusztráljuk, hogy a megközelítés hogyan használható fordítások kinye-
résére. 
 
4. táblázat: Els példa. 
Kifejezésforrás Kifejezéscél P(szócél|szóforrás) Gyakforrás Gyakcél 
mettre_à_jour bijwerken 0.0649992 105 60 
FR: Comment les met-on à jour?  
NL: Hoe worden ze bijgewerkt? 
H: Hogyan lehet ezeket frissíteni? 
mettre_à_jour actualiseren 0.0472766 105 39 
FR: De plus, un PGR mis à jour doit être soumis:  
NL: Bovendien dient een geactualiseerd RMP ingediend te worden :  
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H: Ezenfelül, egy frisített PGR-t kell elküldeni: 
mettre_à_jour aanpassing 0.0372093 105 442 
FR: Mise à jour de la liste des produits admis au remboursement 
NL: Aanpassing van de lijst van de voor vergoeding aangenomen producten 
H: A költség-visszatérítésre elfogadott termékek listájának kiigazítása 
mettre_à_jour update 0.029671 105 34 
FR: Toutes les informations au sujet du changement y ont été publiés avec de 
fréquentes mises à jour . 
NL: Alle informatie met betrekking tot de omslag is erop gepubliceerd , met 
regelmatige updates. 
H:    Minden változásra vonatkozó információ ott van közzétéve, rendszeres fris-
sítésekkel. 
 
5. táblázat: Második példa. 
Kifejezésforrás Kifejezéscél P(szócél|szóforrás) Gyakforrás Gyakcél 
prendre_en_considération nemen_in_aanmerking 0.186464 93 73 
FR:   Les offres qui dérogent à cette date ne sont pas prises en considération. 
NL:  Offertes die hiervan afwijken worden niet in aanmerking genomen. 
H:    A megadott dátumoktól eltér ajánlatokat nem vesszük figyelembe. 
prendre_en_considération houden_rekening 0.166621 93 438 
FR:   Concernant votre apport financier personnel , vos revenus sont pris en considération. 
NL:   Voor uw eventuele persoonlijke financiële bijdrage wordt rekening gehouden met uw 
inkomsten. 
H:  Az Ön személyes anyagi hozzájárulásánál figyelembe vesszük a jövedelmét.  
prendre_en_considération nemen_in_overweging 0.0221903 93 35 
FR:   La date de conclusion à prendre en considération pour le choix … 
NL:   De datum van sluiting die in overweging moet worden genomen voor de keuze … 
H:   A zárás idpontja, amelyet a választáshoz figyelembe kell venni …. 
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5   Konklúziók és további teendk 
Jelen cikk célja annak vizsgálata volt, hogy a párhuzamos korpuszokból fordítási 
ekvivalensek kinyerésére használt módszer kiterjeszthet-e többszavas kifejezésekre 
is. A kísérletben a többszavas kifejezéseket kizárólag igei szerkezetek alkották. Els 
lépésként a párhuzamos korpusz célnyelvi és forrásnyelvi oldalából külön-külön 
nyertük ki az igei szerkezeteket. A jelenlegi fázisban a kinyerés félig automatikus 
módon történt: az elre meghatározott forrásnyelvi igékhez és ezek célnyelvi fordítá-
saihoz tartozó igei szerkezeteket kerestünk, melyekbl kézzel válogattuk ki a célja-
inknak megfelel igei szerkezeteket. A következ lépésben ezen igei szerkezeteket 
egytagú kifejezésekké vontuk össze a korpuszban. Így az összevont igei szerkezetek 
az illesztési algoritmus bemeneteként szolgálhattak. Annak ellenére, hogy a kiértéke-
lés során a szrésre használt paramétereknek alacsony értékeket adtunk meg, és így 
eredményeink meglehetsen alacsony pontosságúak, a kinyert igei szerkezetek egyér-
telmen mutatják, hogy a módszer jól használható igei szerkezetek fordítási ekviva-
lenseinek detekciójára. 
További feladataink közé tartozik a részleges szintaktikai elemzés és a tagmondat-
határ-felismerés minségének javítása a forrásnyelvre és a célnyelvre egyaránt, vala-
mint ezen információ figyelembevétele a szóillesztés bemeneti korpuszában is. 
A lefedettség jelentsen növelhet lenne, ha nemcsak elre kiválasztott igékhez 
tartozó igei szerkezeteket illesztenénk, hanem minden igei szerkezetet, amely gyakran 
fordul el a párhuzamos korpuszban. Célunk továbbá, hogy a célnyelvi igei szerkeze-
tek detekciójánál ne a forrásnyelvi igék feltételezett fordításából induljunk ki, hanem 
ezeket egymástól függetlenül nyerjük ki. Elvárásaink szerint egy ilyen lépés csökken-
tené a részleges illesztések számát is, és növelné a teljesen jó fordításai ekvivalensek 
arányát. 
További tervezett kutatási irány a módszer kiterjesztése a kollokációkra is. 
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Kivonat: A természetes nyelvi feldolgozásban az egyik legnehezebb problémát 
a többszavas kifejezések azonosítása és megfelel kezelése jelenti. Ezt meg-
könnyítend, a SzegedParalell angol–magyar párhuzamos korpusz egy részé-
ben kézzel bejelöltük a félig kompozicionális szerkezeteket. A szerkezeteket 
mindkét nyelven annotáltuk, lehetvé téve ezáltal az angol és magyar szerkeze-
tek automatikus párosítását. Az annotált korpusz jól használható tanuló adatbá-
zisként mind egynyelv, mind többnyelv alkalmazásokban, de a kontrasztív 
nyelvészetben, stilisztikában, illetve a nyelvoktatásban is hasznosítható. 
1   Bevezetés 
A természetes nyelvi feldolgozásban, különösen a gépi fordítás és fordítástámogatás 
területén az egyik legnehezebb problémát a többszavas kifejezések megfelel kezelé-
se jelenti. A többszavas kifejezések sikeres kezelésének els lépése, hogy felismerjük, 
többszavas kifejezéssel van dolgunk, hiszen például a többszavas kifejezések szintak-
tikai felépítése hasonlít más, produktív szerkezetek felépítéséhez (veri az ördög a 
feleségét – veri a szomszéd a kutyáját). Ennek automatikus eldöntése igen nehéz fel-
adat, a feladatot tovább nehezíti, ha a felismerés mellett különböz nyelven írt több-
szavas kifejezések megfeleltetését tzzük ki célul. A probléma nehézségét mutatja, 
hogy egy többszavas kifejezés idegen nyelv megfelelje a legritkább esetben szó 
szerinti fordítása az eredetinek. Például a félig kompozicionális szerkezetek esetén – 
melyek olyan, fnévbl és igébl álló többszavas kifejezések, ahol a szemantikai fej a 
fnév, míg az ige pusztán csak a szerkezet igeiségéért felels –, csak a kifejezés egy 
részét fordíthatjuk szó szerint (a fnévi tagot: szerzdést köt – make a contract), az 
idiómák azonban a bennük szerepl szavak szintjén semmiképpen sem feleltethetk 
meg egymásnak (ez nem az én asztalom – it’s not my cup of tea), ezért problémát 
jelent(h)e(t)nek a különféle számítógépes alkalmazások számára. Az azonosításukra 
képes algoritmusok fejlesztéséhez és teszteléséhez annotált korpuszokra van szükség. 
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2   A többszavas kifejezések 
E fejezetben bemutatjuk a többszavas kifejezések fbb tulajdonságait, amelyek meg-
nehezítik a többszavas kifejezések automatikus felismerését. Példáink az angol és a 
magyar nyelvbl származnak, ezzel is kiemelve a probléma általánosságát (azaz nyel-
vektl való függetlenségét). 
2.1   A többszavas kifejezések idioszinkratikus tulajdonságai 
A többszavas kifejezések olyan lexikai egységek, melyek több szóból állnak, és szin-
taktikai, szemantikai, pragmatikai vagy statisztikai szempontból idioszinkratikus 
sajátosságokat mutatnak [1, 4, 8]. A lexikálisan idioszinkratikus kifejezések részei 
nem helyettesíthetk más, azonos (vagy hasonló) értelm szavakkal anélkül, hogy 
elvesztenék eredeti jelentésüket [5, 7]. Például a fbe harap idiómában nem cserélhet-
jük ki a f szót pázsitra (pázsitba harap) a jelentés megrzése mellett. Hasonlóan az 
angolban: a kick the pail ’felrúgja a vödröt’ csakis szó szerint értelmezhet, míg a 
’meghal’ jelentést csak a kick the bucket idióma képes hordozni, noha a pail és bucket 
szavak önmagukban szinonimák. 
A szintaktikailag idioszinkratikus kifejezések szintaktikai tulajdonságai nem kö-
vetkeznek a részek szintaktikai tulajdonságaiból. A magyarban például a kerek perec 
kifejezés határozóként viselkedik, noha szigorúan véve egy melléknév és egy fnév 
kapcsolatáról van szó. Az all of a sudden angol többszavas kifejezés szintén határo-
zószói szerepet tölt be, azonban egy névmás, egy prepozíció, egy nével és egy mel-
léknév alkotja. 
A többszavas kifejezések jelentése többnyire nem (teljesen) kompozicionális, azaz 
nem számítható ki pusztán részeinek jelentésére és azok kapcsolódási módjára tá-
maszkodva (szemantikai idioszinkrázia). Tipikus példák az idiómák: a fenti fbe 
harap kifejezés ’meghal’ jelentése semmiképpen sem számítható ki a f, a harap és a 
–bA toldalék jelentésébl. A kompozicionalitás hiányára az is rámutat, hogy a fenti 
kifejezés helyes angol változata a kick the bucket, amely szavak szintjén semmikép-
pen sem jó fordítása az eredeti kifejezésnek, viszont jelentés szintjén tökéletesen 
megfelel egymásnak a két kifejezés. 
A pragmatikailag idioszinkratikus kifejezések többnyire egy adott helyzetben vagy 
adott körülmények között használatosak: például a Jó étvágyat! mondat jellemzen 
étkezés eltt hangzik el, a How do you do? kifejezés pedig bemutatkozáskor haszná-
latos. 
A statisztikai idioszinkrázia azt takarja, hogy a többszavas kifejezés tagjai statisz-
tikailag szignifikánsan nagy valószínséggel együttesen fordulnak el, ezeket nevezik 
kollokációknak [8]. Megjegyezzük azonban, hogy a kollokációkra nem (feltétlenül) 
jellemz a szemantikai vagy szintaktikai sajátos viselkedés. Néhány példa: a fekete-
fehér melléknév fehér-fekete sorrendben is ugyanazzal a jelentéssel rendelkezne, 
azonban jelentsen többször fordul el fekete-fehér alakban, mint fordítva, illetve az 
angol pepper and salt ’bors-só’ jelentése egyenérték a salt and pepper ’só-bors’ 
szókapcsolatéval, mégis utóbbi számít a bevett kifejezésnek. 
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Természetesen nem minden egyes idioszinkratikus tulajdonság érvényes minden 
többszavas kifejezésre: léteznek olyan többszavas kifejezések, melyek például szin-
taktikailag szabályosan viselkednek, azonban jelentésük nem kompozicionális (ilyen 
a legtöbb idióma). 
2.2   A többszavas kifejezések szintaktikai viselkedése 
A többszavas kifejezések szintaxisuk szerint lehetnek kötöttek, félig kötöttek, illetve 
produktívak [8, 11]. A kötött kifejezések nem mutatnak szintaktikai változatosságot: 
mindig ugyanabban a formában fordulnak el [5]. Ilyenek például a közmondások (l. 
alább). Az automatikus felismerést tovább nehezíti, hogy a félig kötött kifejezések 
bizonyos fokig módosíthatók: az igék például ragozhatók az idiómákon belül, az 
összetett fnevek pedig többes száma tehetk. A legnehezebb problémát a szintakti-
kailag produktív többszavas kifejezések jelentik – a félig kötött kifejezéseknél emlí-
tett módosítások mellett –, melyek szabadabban változtathatók: tagjaik módosíthatók 
(például egy jelz módosíthatja a félig kompozicionális szerkezetek fnévi tagját), st 
a szerkezet tagjai nem is feltétlenül szerepelnek egymás mellett a mondatban. 
2.3   A többszavas kifejezések típusai 
A többszavas kifejezések több csoportba sorolhatók egyrészt az ket alkotó szavak 
szófaja alapján, másrészt szintaktikai viselkedésük alapján. Az alábbiakban a magyar-
ra és angolra egyaránt jellemz, gyakran elforduló többszavas kifejezések, azaz az 
összetett szavak, idiómák, közmondások és a félig kompozicionális szerkezetek azon 
tulajdonságait ismertetjük röviden, amelyek megnehezítik azok automatikus cél- és 
forrásnyelvi megfeleltetését. 
Az összetett szavak olyan lexikai egységek, melyek két vagy több önállóan is léte-
z szóból állnak. Helyesírásukat tekintve léteznek egybeírt összetett szavak (iskola-
igazgató), kötjellel írt összetett szavak (idjárás-jelentés), illetve szóközt tartalmazó 
összetett szavak (jellemzen az angol nyelvben, például power plant, míg a magyar 
helyesírási gyakorlat az összetett szavak határterületéhez tartozónak minsíti a külön-
írt állandósult szókapcsolatokat, például kútba esés). Természetesen az összetett sza-
vak nem csak fnevek lehetnek, léteznek összetett melléknevek (red haired, nagyot-
mondó), összetett határozószók (above all, csakazértis), összetett prepozíciók (in 
front of) és összetett kötszavak (in order that, nehogy) is. A legtöbb összetett szó 
szintaktikailag szabályos viselkedést mutat, de pontos jelentésük – azaz az összetétel 
tagjai közti viszony jellege – még azonos szintaktikai felépítés esetén is változhat: a 
repceolaj repcébl készül, de a babaolaj babák számára. 
Az idiómák jelentése nem határozható meg részeinek jelentésébl [6, 8], noha 
szintaktikai viselkedésük általában véve szabályos, szemantikájuk teljességgel megjó-
solhatatlan: a fekete bárány ’a megszokottól eltéren viselked (nemkívánatos) sze-
mély’ jelentésének semmi köze sem az állathoz, sem a fekete színhez. Az idiómák 
általában mutatnak morfológiai változatosságot (például a bennük szerepl ige ragoz-
ható). 
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A közmondások a legtöbb ember által igaznak tartott állításokat fejeznek ki, legin-
kább egy teljes mondat formájában (Ki korán kel, aranyat lel). Emiatt általában 
ugyanabban a formában fordulnak el, szemben az idiómákkal. 
A félig kompozicionális fnév + ige szerkezetekben (pl.: tanácsot ad, döntést hoz, 
virágba borul) a kifejezés szemantikai tartalmát nagyrészt a fnév hordozza, ugyan-
akkor az ige vállal fszerepet a szerkezet szintaxisának kialakításában [14]. Mivel 
jelentésük nem teljesen kompozicionális, a szerkezet elemeinek egyenkénti lefordítá-
sa nem (vagy csak nagyon ritkán) eredményezi a szerkezet idegen nyelv megfelel-
jét. Emellett a félig kompozicionális szerkezetek (választ kap) szintaktikailag hasonló 
felépítéssel bírnak, mint más, produktív (kompozicionális) szerkezetek (pulóvert 
kap), illetve idiómák (vérszemet kap) [2], így azonosításuk nem valósulhat meg pusz-
tán szintaktikai mintákat figyelembe véve. Végül, mivel a szerkezet szintaktikai és 
szemantikai feje nem azonos, a szerkezet nyelvi elemzésekor célszer a fnevet és az 
igét egy komplex egységként kezelni – az angol vonzatos igékhez (phrasal verbs) 
hasonlóan. 
A fenti okokból kifolyólag a többszavas kifejezések kezelése különleges figyelmet 
érdemel a természetes nyelvi alkalmazásokban. Ennek els lépéseként azonosítani 
kell a többszavas kifejezéseket, mely célhoz különféle algoritmusok fejlesztése segít-
het hozzá. Ebben sikeresen hasznosítható egy kézzel annotált tanító adatbázis: korpu-
szunk építésekor ezt a szempontot tartottuk szem eltt. 
3   A SzegedParalell párhuzamos korpusz 
A SzegedParalell korpusz építésére két, nemzetközi viszonylatban is alkalmazott 
alternatíva merült fel: 1) a korpusz építéséhez már meglév, egynyelv annotált kor-
puszt használnak fel, annak szövegeit lefordítják a célnyelvre, majd a lefordított szö-
vegeket is feldolgozzák; 2) a korpusz építésekor két nyelven elérhet szövegeket 
keresnek, majd ezeket a nyers szövegeket mindkét nyelven annotálják. A 
SzegedParalell építése során az utóbbi megoldást választottuk, mert a fordítás hosz-
szadalmasabb és költségesebb procedúra, mint a kétnyelv szövegek gyjtése. A 
korpusz felépítését tekintve az alábbi témákból tartalmaz szövegeket. 
1. táblázat: A SzegedParalell korpusz felépítése. 
Témakör ME (db) 
tankönyvi mondatok 3.496 
Európai Unióról szóló szövegek 1.518 
kétnyelv magazinok 5.320 
irodalmi és történelmi alkotások 88.716 
egyéb 695 
összesen 99.745 
Megjegyzés: Mondatszinkronizációs egységek (ME), l. lentebb. 
Szeged, 2010. december 2–3.  95 
 
Az els korpuszrész többnyire Dévainé Angeli Mariann Angol nyelvtani gyakorla-
tok és Dohár Péter Kis angol nyelvtan cím könyvének különálló párhuzamos monda-
taiból áll, melyek az angol nyelvtan sajátosságait hivatottak reprezentálni. A nyelv-
tankönyvi mondatok mellett autentikus szövegeket is beépítettünk a párhuzamos 
korpuszba, így biztosítva az egyensúlyt a mesterkélt és a természetes nyelvi szerkeze-
tek között. Az autentikus szövegek elssorban kétnyelv magazinokból, interneten 
található általános nyelvezet, hétköznapi, gazdasági és jogi témájú szövegeket tar-
talmaznak, és változatos szókinccsel rendelkeznek. A kétnyelv magazinok 
alkorpuszát a Horizon Magazin, illetve a Resource Ingatlan Info c. újságok alkotják. 
A Horizon Magazin (a Malév fedélzeti magazinja) sokféle, hétköznapi témát ölel fel, 
mint kultúra, utazás, interjúk hírességekkel, nevezetesebb városok bemutatása, a 
Resource Ingatlan Info pedig elssorban területfejlesztésrl, építipari beruházások-
ról, logisztikáról, és az ezekhez kapcsolódó témakörökrl közöl cikkeket. A korpusz 
tartalmaz továbbá Európai Unióról1 szóló rövid ismeretterjeszt cikkeket (pl.: az EU 
történetérl, zászlójáról, himnuszáról, pénznemérl stb). 
Az irodalmi szövegeket tartalmazó korpuszrész a Hunglish korpusz [3] irodalmi 
mveinek egy részét tartalmazza. Elssorban modern angol irodalmi mveket építet-
tünk be a korpuszunkba. Továbbá a Magyar Elektronikus Könyvtár weboldalán elér-
het kétnyelv szövegeket (történelmi és irodalmi mvek) emeltünk be a korpuszba. 
Az egyéb kategóriában rövid terjedelm szövegek szerepelnek, melyek korábbi in-
ternetes gyjtések eredményei: rövid beszámoló kulturális eseményrl, tudományos 
feltárások és receptek. 
A szövegek párhuzamosítása során elször a szövegeket normalizáltuk, majd el-
lenriztük a fordítás helyességét, szükség esetén javítottuk azt. Az egyes magyar és 
angol nyelvi szövegeket külön fájlokban mentettük. A fájlok szinkronizálása után a 
parallel szövegek bekezdésszint összerendelését automatikusan végeztük, mert szak-
fordítói tapasztalatokra alapozva a forrásnyelvi és a célnyelvi szövegek egyenl szá-
mú bekezdést tartalmaznak, és ezek sorrendje nem felcserélhet. 
A mondatillesztés alapaspektusa az a fordítási tény, hogy a fordítási egységek nem 
nyúlhatnak át bekezdések határán. A mondatok illesztése a bekezdés-összerendeléssel 
szemben nem egy kölcsönösen egyértelm reláció, melynek okai: 
(1) a bekezdésben szerepl mondatok sorrendje felcserélhet, illetve 
(2) egy forrásnyelvi mondat a célnyelven több mondatnak is megfelelhet, így a 
célnyelvi egységek adott esetben túlnyúlhatnak egy mondat határán. 
A párhuzamos szövegek feldolgozása során az alábbi összerendelési lehetségek 
(mondatszinkronizációs típusok) fordultak el: 
- 1:1 egy kiindulási nyelvi mondatnak egy célnyelvi megfelelje van (egyezés) 
- 1:0 a kiindulási nyelvi mondatnak nincs tartalmi megfelelje a célnyelven 
(kihagyás) 
- 0:1 a célnyelvi mondat nem szerepel a forrásnyelvi szövegben (betoldás) 
- 1:N egy kiindulási nyelvi mondatnak több célnyelvi megfelelje van (szét-
bontás) 
- N:1 több kiindulási nyelvi mondatnak egy célnyelvi mondat felel meg (ösz-
szevonás) 
                                                          
1 A http://europa.eu.int weboldalról és a Wikipédia weboldaláról. 
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- N:M több kiindulási nyelvi mondatnak több célnyelvi mondat felel meg (ez 
többnyire szépirodalmi mvekben fordul el) 
Ezeket az egymásnak megfeleltetett egységeket mondatszinkronizációs egységek-
nek nevezzük, melyek segítségével feltérképezzük a magyar és angol nyelvi félig 
kompozicionális szerkezetek elfordulási gyakoriságát, illetve az angol és magyar 
nyelv kifejezéseinek automatikus megfeleltetése során felmerül problémákat. 
4   A korpusz annotálása 
A többszavas kifejezések természetes nyelvi feldolgozását megkönnyítend a 
SzegedParalell angol–magyar párhuzamos korpuszban [10] kézzel bejelöltük a félig 
kompozicionális szerkezeteket (rövidítve: FX) [13]. 
4.1   Az annotált korpusz 
A korpusz szövegei közül elsdlegesen az újságcikkeket, Európai Unióról szóló szö-
vegeket és a tankönyvi mondatokat annotáltuk, merthogy a félig kompozicionális 
szerkezetek nagyszámú elfordulása a sajtónyelvben és a gazdasági-politikai 
doménben várható [14], illetve a nyelvkönyvekben fordításra szánt mondatok való-
színleg nagy arányban tartalmaznak többszavas kifejezéseket (azaz olyan nyelvi 
elemeket, amelyeknek a fordítása nem szó szerinti). Az összehasonlítás végett azon-
ban néhány irodalmi szövegben is jelöltük a félig kompozicionális szerkezeteket. Így 
egyrészt a különféle témájú szövegekbl nyert adatok segítségével kvantitatívan alá 
tudjuk támasztani (vagy meg tudjuk cáfolni) a fenti feltételezéseket, másrészt pedig a 
nyelvek és domének közti összevetésbl olyan minségi jelleg kérdések megvála-
szolására is sor kerülhet, hogy miként fordítja a szépirodalmi fordítás vagy egy gaz-
dasági-jogi témájú szöveg a félig kompozicionális szerkezeteket (azaz a félig 
kompozicionális szerkezetnek szintén szerkezet felel-e meg a másik nyelvben, avagy 
szabadabban fordítják). 
Az annotált korpusz méretét a következ táblázat mutatja: 
 
2. táblázat: Az annotált korpusz felépítése és mérete. 
Téma Szövegek száma (db) ME (db) FX - magyar FX - angol 
EU 30 1518 295 (19,4%) 227 (15%) 
Újságcikkek 151 5320 477 (9%) 400 (7,5%) 
Tankönyvi 
mondatok 7 3496 85 (2,4%) 131 (3,7%) 
Irodalmi 
szövegek 3 3232 247 (7,6%) 336 (10,4%) 
Egyéb 5 695 8 (1,2%) 6 (0,8%) 
Összesen 196 14261 1112 (7,8%) 1100 (7,71%) 
 
Szeged, 2010. december 2–3.  97 
 
A korpuszban lev angol és magyar félig kompozicionális szerkezetek száma 
megközelítleg ugyanaz, emiatt a mondatszinkronizációs egységek (ME) közel 
ugyanakkora hányada tartalmaz félig kompozicionális szerkezetet (l. százalékos érté-
kek). Ez azonban nem jelenti azt, hogy minden egyes félig kompozicionális szerke-
zetnek megvan a másik nyelv megfelelje – más szóval, vannak olyan szerkezetek, 
amelyek csak a magyar, illetve csak az angol korpuszban szerepelnek. 
4.2   Annotációs elvek 
A félig kompozicionális szerkezeteket angol és magyar nyelven egyaránt annotáltuk. 
A szövegeken három annotátor dolgozott egységes annotációs útmutató alapján egy 
nyelvész szakért irányításával. Ugyanazon szöveg forrás- és célnyelvi változatában 
ugyanaz a személy jelölte be a félig kompozicionális szerkezeteket. 
Mivel a félig kompozicionális szerkezetek szintaktikailag produktívak (vö. 2.2), 
többféle formában is elfordulhattak a szövegekben. Hasonlóan a Szeged Korpusz 
korábbi annotálási elveihez [13], itt is a következ altípusokba soroltuk a szerkezete-
ket az annotáció során: 
 
Fnév + ige kombinációja (VERB): bejelentést tesz, igénybe vesz, take a look, 
pay a visit 
Igenevek (PART): gondot visel, kézbe véve, photos taken, taking part 
Fnévi változat (NOM): szerzdéskötés, bérbe vétel, service provider, decision-
maker 
Különálló szerkezet (SPLIT): eladást fog tartani, kapott tlük engedélyt, contest 
is held, effort you make 
 
A szerkezetek altípusainak megoszlása a következ táblázatban látható: 
 
3. táblázat: A félig kompozicionális szerkezetek altípusainak megoszlása. 
 VERB PART NOM SPLIT 
 angol magyar angol magyar angol magyar angol magyar 
EU 132 158 30 76 24 32 41 29 
Újságcikkek 281 330 48 86 16 23 55 38 
Tankönyvi 
mondatok 106 62 4 10 13 3 8 10 
Irodalmi 
szövegek 222 196 13 11 5 0 96 40 
Egyéb 4 7 1 0 0 0 1 1 
Összesen 745 753 96 183 58 58 201 118 
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Míg az igei és a fnévi alakok száma nagyrészt megegyezik a két nyelvben, addig 
a melléknévi igenevek és a különálló szerkezetek száma jelentsen eltér egymástól. 
Ez a különbség valószínleg nyelvtani okokra vezethet vissza: a SPLIT kategóriába 
sorolt elemek nagy része az angolban például passzív szerkezetet alkot, ahol is a 
szerkezet fnévi komponense alanyi funkciót tölt be, ezáltal nem szomszédos az igé-
vel. A PART kategória esetében pedig elfordul, hogy míg a magyarban a fnévi 
komponensnek elmódosítója van, mely megköveteli az igei komponens melléknévi 
igenév formájában való jelenlétét is, addig az angolban utómódosítót találunk, amely 
ell elmaradhat az igenév, például: 
 
az emberi jogokba vetett hit 
a belief in human rights 
 
Természetesen további részletes vizsgálatok más tendenciákra is fényt deríthetnek 
e különbségek elemzésében. 
5   A kétnyelv szerkezetek párosítása 
A kétnyelv annotáció (l. alábbi példa) lehetvé teszi az angol és magyar szerkezetek 
automatikus párosítását, mivel a mondat szinten párhuzamosított, annotált korpuszban 
egyszeren megtalálható az adott kifejezés másik nyelv megfelelje, ha a 
mondatszinkronizációs egységek egy-egy félig kompozicionális szerkezetet tartal-
maznak: 
 
A mulatozások f idszaka a 15-16. századra tehet, amikor ezek a bálok fontos 
szerepet játszottak a párválasztásban. 
Such revelry can be claimed to have reached its height in the 15th and 16th 
centuries, when the dances played an important role for those in search of a good 
match. 
 
A szerkezetek automatikus szinkronizálása természetesen külön kézi ellenrzést 
igényel, amennyiben az adott mondaton belül több félig kompozicionális szerkezet is 
elfordul. Sass Bálint [9] beszámol egy igei szerkezetek párhuzamos korpuszból való 
kinyerésére szolgáló eljárásról, mely egy korábbi, igéket és azok bvítményeit kinye-
r algoritmusra épül. A módszer lényege, hogy a tagmondatok igéit egymás mellé 
rendelve egy komplex ige jön létre, melyhez a bvítményeket halmazként rendeljük 
hozzá, felcímkézve ket aszerint, hogy melyik nyelv részkorpuszból származnak. Az 
így kapott reprezentációból az eredeti algoritmus segítségével lehet kigyjteni az 
egyes nyelvekre jellemz igei szerkezeteket. A módszer elnye, hogy nemcsak a 
szerkezet-szerkezet párokat képes megtalálni, hanem azokat az eseteket is, amikor a 
szerkezetnek ige felel meg. A módszer nyelvfüggetlen, tehát korpuszunkra is alkal-
mazható, a kézi annotációnak köszönheten pedig a kiértékelés is egyszerbb. 
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6   Eredmények 
A különböz doméneket tekintve elmondhatjuk, hogy valóban a gazdasági-jogi témá-
jú, Európai Unióról szóló szövegekben fordul el arányukban a legtöbb félig 
kompozicionális szerkezet. Ezzel ellentétben a tankönyvi példamondatok elenyész 
részében találhatunk félig kompozicionális szerkezetet, vagyis vélheten nem annyira 
a lexikai, mint inkább a nyelvtani szempontok domináltak a mondatsorok összeállítá-
sakor. További érdekesség, hogy az angol irodalmi szövegek jelentsen nagyobb 
arányban tartalmaznak félig kompozicionális szerkezetet, mint magyar megfelelik, 
ez különösen Swift Gulliver utazásai c. regényére igaz (a regény mondatainak 16%-a 
tartalmaz félig kompozicionális szerkezetet, az angol nyelv szövegek közül ez a 
legmagasabb arány). Mivel a regény 1726-ban jelent meg2, a korai XVIII. századi 
angol nyelvállapotot tükrözi, azonban – kell számú adat híján – elhamarkodott lenne 
arra a következtetésre jutni, hogy a korabeli angol nyelvben jóval több félig 
kompozicionális szerkezet szerepel, mint a mai angolban: ennek alátámasztásához 
további – nyelvtörténeti – vizsgálatokra van szükség. 
Ha a szövegek témája szerint vizsgáljuk a félig kompozicionális szerkezetek meg-
feleltetését, azt találjuk, hogy az újságcikkekben és az EU-ról szóló szövegekben 
nagy arányú a megfelelés a szerkezetek között (azaz egy magyar félig 
kompozicionális szerkezet angol párja is nagy valószínséggel félig kompozicionális 
szerkezet), azonban a szépirodalmi szövegre ez nem áll. Egyrészt az angol irodalmi 
szövegekben szám szerint jóval több a félig kompozicionális szerkezet, mint a ma-
gyar szövegekben (a Mark Twain-regény kivételével, ahol kiegyenlített a számuk), 
másrészt igen gyakori az a jelenség, hogy a félig kompozicionális szerkezetnek a 
másik nyelvi megfelelje nem szerkezet (st nem is mindig ige), például: 
 
[…] during which time, the emperor gave orders to have a bed prepared for me. 
[…] ez id folyamán, a császár parancsára, fekvhelyet készítettek nekem. 
 
Mindebbl az következik, hogy a szépirodalmi szövegek kevésbé használhatók 
mint tanító, illetve tesztadatbázis a szerkezetek automatikus szinkronizálásához, mint 
például a gazdasági-jogi jelleg szövegek vagy újságcikkek. 
Az angol és a magyar nyelv félig kompozicionális szerkezetek összehasonlításá-
val megállapítható, hogy számos forrásnyelvi félig kompozicionális szerkezetnek 
szintén egy célnyelvi szerkezet felel meg, ezáltal lehetvé válik az automatikus páro-
sítás (l. fent). Vannak azonban olyan esetek is, amikor az egyik nyelvben félig 
kompozicionális szerkezetet találunk, a másik nyelv viszont igét alkalmaz: 
 
I don't usually moan or make any special requests. 
Nem vagyok nygös, nincsenek extra kívánságaim. 
 
                                                          
2 A SzegedParalellben Vajdafy Ern 1906-os fordítása szerepel, amely azonban tudatosan 
archaizáló nyelvezet, így a keletkezésük között eltelt közel két évszázad ellenére is össze-
mérhetnek ítéltük meg a két szöveget. 
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Ennek speciális esete az, amikor jellemzen a szerkezet fnévi komponensével 
azonos tbl származó, azonos jelentés igei variáns [12] szerepel a célnyelven: 
 
It decided to welcome 10 more countries to join the EU on 1 May 2004.  
A Tanács meghozta a döntést arról, hogy 2004. május 1-jén 10 új államot vesznek 
fel az Unió tagállamai sorába. 
 
Egy másik érdekesség, hogy az angol passzív szerkezetek magyar megfeleli 
idnként a kerül igét tartalmazó félig kompozicionális szerkezetek: 
 
The song "Auld Lang Syne" was partially written by Robert Burns and published 
after his death in 1796. 
A híres „Auld Lang Syne" („Régóta már") cím dalt részben Robert Burns írta, és 
halála után, 1796-ban került kiadásra. 
 
E nyelvek közti különbségek elemzése mind a gépi fordítás, mind a fordítástudo-
mány számára haszonnal bírhat. 
7   A korpusz felhasználhatósága 
Az annotált korpusz jól használható tanuló adatbázisként más mind egynyelv, mind 
többnyelv alkalmazásokban (például többnyelv információ-visszakeresés), de a 
kontrasztív nyelvészetben, stilisztikában, illetve a nyelvoktatásban is hasznosítható. 
Az adatbázis oktatási és kutatási célokra ingyenesen elérhet a Creative Commons 
licenc alatt a www.inf.u-szeged.hu/rgai/nlp címen. 
8   Összegzés 
Cikkünkben bemutattuk a SzegedParalell angol-magyar párhuzamos korpusznak félig 
kompozicionális szerkezetekre annotált verzióját. Az elkészült adatbázis mintegy 
1100 szerkezetet tartalmaz mind angol, mind magyar nyelven (noha a forrásnyelvi 
többszavas kifejezés célnyelvi megfelelje nem minden esetben többszavas kifeje-
zés). Az annotált korpusz hasznosítható különféle, a többszavas kifejezések automati-
kus felismerésére készített algoritmusok tanításában és kiértékelésében, ezenkívül a 
gépi fordítás és a többnyelv információ-visszakeresés számára is haszonnal bírhat, 
de nyelvészek is sikeresen építhetik be kutatásaikba az itt elért eredményeket. 
Köszönetnyilvánítás 
Szeretnénk köszönetet mondani a korpusz annotátorainak áldozatos munkájukért. 
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A kutatást – részben – a MASZEKER kódnev projekt keretében az NKTH támo-
gatta. 
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Kivonat Jelen dolgozatban egy egynyelvű korpuszra kifejlesztett, igei
szerkezeteket kinyerő eljárást alkalmazunk holland-francia párhuzamos
korpuszra, a korpuszreprezentáció alkalmas átalaḱıtásával, kétnyelvű, pár-
huzamos igei szerkezetek kinyerése céljából. Az igei szerkezetek közül ki-
emelendők a vonzatos komplex igék, melyekben az ige mellett egy névszói
kollokátum, valamint vonzat is áll (pl.: részt vesz vmiben). A nyelvtech-
nológiai alkalmazások (pl.: a gépi ford́ıtás) lexikális erőforrásainak tartal-
maznia, ismernie kell ezeket a kifejezéseket, hogy magas nyelvi minőségű
kimenetet adhassanak. Ezek a szerkezetek ugyanakkor sok esetben más
nyelvre leford́ıtva teljesen más formát mutatnak. Bár a szükséges elemző
lépések során alkalmazott egyszerű közeĺıtő módszerek, valamint a fel-
adat nehézsége miatt a kinyerés pontossága nem kiemelkedő, jelen dol-
gozatból világos, hogy az algoritmus képes különféle, akár aszimmetrikus,
párhuzamos szerkezetek feltérképezésére is.
1. Bevezetés
A többszavas kifejezésekkel foglalkozó szakirodalom legnagyobb része a kételemű,
két tagból álló kifejezésekkel foglalkozik [1]. Siepmann [2, 412. oldal] szerint
általánosan elfogadott a kutatók között, hogy a kollokációk bináris egységek.
Számtalan asszociációs mértéket dolgoztak ki [3], melyekkel két tag közötti kap-
csolat szorossága mérhető. A kettőnél több tagú kifejezések kezelésével ritkábban
foglalkoznak, az ide tartozó módszerek három csoportra oszthatók [4, 5.1 feje-
zet]: egyrészt megpróbálhatjuk az asszociációs mértékeket kettőnél több elemre
kiterjeszteni; alkalmazhatunk iterat́ıv kollokációkinyerő módszereket, ahol a már
kinyert kéttagú kollokációk a következő iterációban összevont elemként egy na-
gyobb kiterjedésű kollokáció részét képezhetik; valamint a kinyert bigramokat
utólag feldolgozva is következtethetünk bizonyos többtagú kollokációk meglétére.
A többelemű kifejezések között speciális csoportot alkotnak a vonzattal is
b́ıró komplex igék. Ide tartozik a kilátásba helyez vmit vagy a részt vesz vmiben.
Ezekben a szerkezetekben négy egységet külöńıthetünk el: az igét, a vonzatot
(magyarban esetrag képviseli), a komplex ige névszói elemét, valamint e névszói
elem esetragját. A nyelvekre általában jellemző, hogy a komplex igék névszói
elemét és a vonzatot ugyanazokkal a nyelvi eszközökkel kapcsolják az igéhez,
legyen az esetrag, névutó, elöljáró, igei partikula vagy akár sorrendi megkötés,
mint az angol tárgy esetében. Emiatt ezek a ,,négyelemű kollokációk” speciális
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kezelést igényelnek: az őket megcélzó lexikai kinyerő eljárásnak fel kell ismernie,
hogy az adott bőv́ıtményi elem lexikálisan kötött módon a komplex ige része-e
(kilátásba, részt), vagy pedig vonzat, mely esetben a konkrét szó nem része a
szerkezetnek, csupán a viszonyjelölő (vmit, vmiben).
Nyilvánvalónak tűnik, hogy ezek a szerkezetek csak a vonzatukkal együtt
teljesek, csak teljes formájukban tudnak hozzájárulni nyelvtechnológiai alkal-
mazások teljeśıtményének jav́ıtásához, például tipikusan egy gépi ford́ıtóban
használt lexikai adatbázis elemeként. Mégis a korábbi kutatásokra jellemző, hogy
elfogadják helyes eredménynek a hiányos szerkezeteket is. A kollokációkutatók
sokszor megfeledkeztek arról, hogy a kollokációknak vonzatuk is lehet, amint
ez az [5] cikkben idézett zur Verfügung stellen ’rendelkezésre bocsát’ szerkezet
esetében is kitűnik. Ebben a cikkben csak az elöljáró+főnév+ige t́ıpusú szer-
kezeteket vizsgálták, ennek megfelelően a fenti szerkezet inherens részét képező
tárgy megtévesztő módon elmarad. Siepmann [2, 416. oldal] is hangsúlyozza:
,,az igei kollokációk és a vonzatok szorosan összefüggnek, számos ige+főnév kol-
lokáció a vonzatok adott disztribúcióját ḱıvánja meg . . . a vonzatuktól megfosz-
tott ige+főnév kombinációk nem tekinthetők teljes értékű szerkezetnek”.
Visszatérve a gépi ford́ıtásos példánkra, gondolhatnánk, hogy a tárgy elma-
radása nem is jelent nagy problémát, mert amit az egyik nyelv tárggyal fejez ki,
azt ,,nyilván” a másik is ugyanúgy tárggyal jeleńıti meg. Ez azonban egyáltalán
nem mindig igaz, és még kevésbé igaz az egyéb esetragokra/elöljárókra, melyek a
legváltozatosabb mintázatokban felelhetnek meg egymásnak két nyelv viszony-
latában.
Rendelkezésünkre áll egy korábban kifejlesztett nyelvfüggetlen lexikai kinyerő
eljárás, mely képes feltérképezni egy egynyelvű korpuszban található különböző
bonyolultságú igei szerkezeteket az egyszerű vonzatkeretektől (pl.: alkalmazkodik
vmihez ) a bonyolultabb, akár vonzatos, komplex igékig (pl.: vállat von, örömét
leli vmiben) [6]. Az eljárást sikerrel alkalmaztunk egy egynyelvű szótár előálĺıtása
során [7].
Egy gépi ford́ıtásban közvetlenül hasznośıtható kétnyelvű lexikai adatbázis
vagy szótár összeálĺıtásához azonban kétnyelvű, párhuzamos igei szerkezetekre
van szükség. Jelen dolgozatban azt vizsgáljuk, hogy hogyan adaptálható a [6]-
ban léırt eljárás párhuzamos korpuszra. Azaz arra a feladatra, hogy bemenetként
párhuzamos korpuszt dolgozzon fel, eredményként pedig párhuzamos igei szerke-
zeteket (igei szerkezeteket és a ford́ıtásukat) szolgáltasson. A távlati cél kétnyelvű
lexikai adatbázis létrehozása, mely az igei szerkezetek szintjén mutatja be a két
nyelv egymásnak megfelelő elemeit. Mivel az algoritmus az igei szerkezetek tel-
jes spektrumát lefedi, azt várjuk, hogy szükség esetén képes lesz párba álĺıtani
különböző feléṕıtésű szerkezeteket is: képes lesz megragadni azokat az eseteket
is, amikor az egyik nyelv egyszerű igét használ ugyanarra, amit a másik nyelv
komplex ige seǵıtségével ı́r körül.
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2. Módszer
Az eredeti lexikai kinyerő eljárás [6] tagmondatokra bontott, szintaktikailag
részlegesen elemzett korpuszt vár bemenetként. A tagmondatok egy igét és an-
nak bőv́ıtményeit kell, hogy tartalmazzák, a szintaktikai elemzésnek pedig meg
kell határoznia a tagmondat igéjét, a bőv́ıtmények fejét, valamint az ige és a
bőv́ıtmények közötti viszonyjelölőket. Az ilyen formátumú bemenetet feldolgozva
a gyakori bőv́ıtménykereteket számbavéve az algoritmus automatikusan álĺıtja
elő a jellegzetes igei szerkezetek listáját. Az eredeti algoritmus a következőképpen
működik:
1. Először is vesszük a korpuszból az összes tagmondatot. A maximum két
bőv́ıtményt tartalmazó tagmondatokból váltakozva töröljük a bőv́ıtményi
fejeket, ı́gy előálĺıtjuk a tagmondatoknak megfelelő lehetséges szerkezete-
ket. A Társasház jön létre, tagmondatból kialakuló lehetséges szerkezetek:
társasház jön létre, vmi jön létre, társasház jön vmire és vmi jön vmire. (Ezek
közül nyilván a második a ḱıvánt helyes szerkezet.) Erre az átalaḱıtásra azért
van szükség, hogy a szerkezetlistában megjelenhessenek a szabad viszony-
jelölőt (azaz esetleges vonzatot) tartalmazó szerkezetek.
2. Hossz szerint csökkenő sorba rendezzük az igei szerkezetek 1. lépés szerint
kiegésźıtett teljes listáját. Egy szerkezet hosszát a benne található esetek és
fejek össześıtett száma adja.
3. A leghosszabbtól kezdve sorra elhagyjuk azokat a szerkezeteket, melyeknek a
gyakorisága 5-nél kisebb. Az elhagyott szerkezetek gyakoriságát az első olyan
rövidebb keret gyakoriságához adjuk hozzá, mely illeszkedik az eredeti ke-
retre. (A vmi jön létre 3 hosszúságú keret például illeszkedik a társasház jön
létre 4 hosszúságú keretre.) A listán még egyszer végighaladva ellenőrizzük,
hogy az elhagyott szerkezetek gyakorisága mindig valóban a lehető legspeci-
fikusabb megmaradó szerkezethez rendelődjön hozzá.
4. Végül a megmaradó szerkezetek gyakorisági érték szerint rendezett listája
adja az összegyűjtött igei szerkezeteket.
3. A módszer alkalmazása párhuzamos korpuszra
Jelen munkálathoz a Dutch Parallel Corpus (Holland Párhuzamos Korpusz) [8]
francia-holland részét használtuk. Ez egy könnyen hozzáférhető, morfológiailag
elemzett korpusz, mely 3,2 millió holland és 3,6 millió francia tokent tartalmaz.
A nyelvválasztás lehetőséget ad arra, hogy az eredetileg magyar nyelvre használt
algoritmus nyelvfüggetlenségét alátámasszuk.
Az előfeldolgozás első lépéseként elvégeztük a tagmondatra bontást mindkét
nyelvre. Egyszerű, szabályalapú módszerünk a következő szabályokat tartalmaz-
ta. A mondathatáron ḱıvül tagmondathatárt jelentett a kötőszó, az alárendelt
tagmondatot bevezető holland te, ill. francia pour, a vonatkozó névmás és bizo-
nyos ı́rásjelek (vessző, kettőspont és pontosvessző) is, amennyiben a legutóbbi
tagmondathatár óta szerepelt a mondatban ige. A részleges szintaktikai elemzést
szintén egyszerű szabályok használatával valóśıtottuk meg. A tagmondatokban
Szeged, 2010. december 2–3. 105
lévő főnevek (illetve a reflex́ıv igék miatt a holland zich és a francia se) lettek
a bőv́ıtményi fejek, az elöljárók pedig a viszonyjelölők. A francia à elöljáró +
le névelő összevonásából keletkező au szócska szótövét a korpuszban lévő au-
ról à-ra jav́ıtottuk, ı́gy egységesen kaptuk meg az összes à elöljárós bőv́ıtményt;
hasonlóan jártunk el a de + le = du esetében is. Ha nem találtunk a fej előtt
elöljárót, akkor az ige előtt alanyként, az ige után pedig tárgyként kezeltük a
szóban forgó bőv́ıtményt.
Az ı́gy előálĺıtott két elemzett ,,félkorpuszból” a következő módon alaḱıtottuk
ki a kétnyelvű bemeneti korpuszt:
1. Az igét tartalmazó tagmondatokat ford́ıtási egységenként sorra egymáshoz
rendeltük (a ford́ıtási egység első holland tagmondatához a megfelelő ford́ıtási
egység első francia tagmondatát stb.). Ha a ford́ıtási egység nem azonos
számú tagmondatot tartalmazott, akkor a fennmaradó(ka)t figyelmen ḱıvül
hagytuk.
2. Az egymáshoz rendelt tagmondatok holland, ill. francia igéjéből egy igepárt
hoztunk létre (pl.: gaan+aller ’megy’), ez játssza majd az eredeti eljárás
igéjének szerepét.
3. A tagmondatpárban található bőv́ıtményi csoportokat (mindkét nyelvűeket)
egy halmazként soroltuk fel az igepár mellett, az egyes bőv́ıtményeket a
megfelelő nyelv kódjával megjelölve.
A fenti lépések során egyfajta metakorpuszt alaḱıtottunk tehát ki, mely
párhuzamos tagmondatokból áll, a két eredeti tagmondat igéje egy metaigét
alkot, a bőv́ıtmények pedig egy egyeśıtett halmazként állnak a metaige mellett.
A reprezentációt az 1. ábrán látható példa szemlélteti.
holland tagmondat: Ze geloofde in de grote liefde
francia tagmondat: Elle croyait au grand amour
magyar ford́ıtás: ’Hitt a nagy szerelemben’
reprezentáció: geloven+croire innl:liefde àfr:amour
1. ábra. Példa a kétnyelvű bemeneti korpuszból. Az igepárt ’+’ jel kapcsolja
össze, az elöljárókat alsóindex sorolja a megfelelő nyelvhez, kettőspont után pedig
az elöljáróhoz tartozó főnévi fej szerepel.
Ezek után az ı́gy kialaḱıtott kétnyelvű reprezentációra közvetlenül futtattuk
az eredeti algoritmust. Mindössze két apróbb szükséges változtatást tettünk meg:
– Az algoritmus eredetileg két bőv́ıtményi poźıciót kezelt, ezt most négyre
bőv́ıtettük, hogy hogy megkaphassuk azokat a párhuzamos szerkezeteket is,
melyben mindkét nyelvben 2-2 (tehát párhuzamos szerkezetenként összesen
négy) lényeges bőv́ıtmény van.
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– A három és négy poźıciót tartalmazó keretek közül a vonzatos komplex ige
formájúak hosszához hozzáadtunk egy 0,2-t. Így ezeknek a szerkezeteknek az
esélyét megnöveltük, hogy az algoritmus 3. lépésében (104. oldal) a kiesőktől
gyakoriságot örökölhessenek. E heurisztika hatására a végső listában több
vonzatos komplex igét kaptunk.
4. Kiértékelés
A bemeneti kétnyelvű metakorpuszban 20-szor vagy annál többször előforduló
1356 igepárra futtattuk az algoritmust. Bár számos egy vagy két egyszerű von-
zatot tartalmazó szerkezet is került az eredménylistára (l. 2. ábra), a kiértékelést
mégis csak a legizgalmasabb részre, a (leggyakoribb) vonzatos komplex igékre
korlátoztam.
párhuzamos szerkezet: geven+donner OBJnl aannl OBJfr àfr
holland szerkezet: geven OBJ aan
francia szerkezet: donner OBJ à
magyar megfelelő: ’ad vmit vkinek’
párhuzamos szerkezet: geloven+croire innl àfr
holland szerkezet: geloven in
francia szerkezet: croire à
magyar megfelelő: ’hisz vmiben’
2. ábra. Példák egyszerű vonzatot tartalmazó szerkezetekre. A párhuzamos
szerkezetekből egyszerűen levezethetők a holland és francia szerkezetek, ı́gy a
párhuzamos szerkezet közvetlenül megmutatja az adott igével használandó meg-
felelő elöljárót.
Összesen 67 olyan, legalább 15-ös gyakorisági értékkel b́ıró szerkezetet kap-
tunk, melyben vonzati poźıció és lexikálisan kötött bőv́ıtményi poźıció is volt. Az
alábbi szempontok alapján fogadtam el egy párhuzamos szerkezetet helyesnek:
– Ami értelmes, az helyesnek számı́t, függetlenül attól, hogy idiomatikus-e a
jelentése vagy sem.
– A holland van, ill. francia de általában az elemzés által egyáltalán nem kezelt
birtokos szerkezetek miatt jelent meg. Ezeket nem vettük figyelembe, nem
befolyásolták a szerkezetek helyességét.
– Az alany és a tárgy megállaṕıtása nem tökéletes, ezért az alany és a tárgyat
egymás helyett is elfogadtuk.
– Helyesnek fogadtuk el a szerkezetet akkor is, ha határozószó hiányzott belőle,
mivel az elemzés nem kezelte a határozószókat.
– A hiányos szerkezetek nem jók, a helyességhez szükséges minden lényeges
elem megléte.


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































108 VII. Magyar Számı́tógépes Nyelvészeti Konferencia
A fenti szempontok miatt 9 szerkezet egy másik szerkezettel egybeesett, eze-
ket kizártuk az értékelésből, sem helyesnek, sem helytelennek nem számı́tottuk.
A megmaradó 58 szerkezetből a kiértékelés során 34 bizonyult helyesnek, ez 58,6
százalékos pontosságot jelent. Ez természetesen jócskán elmarad az eredeti cikk-
ben közölt, egynyelvű, magyar korpuszon mért 94 százalékos pontossági értéktől.
Jelen feladat nyilvánvalóan jóval nehezebb: sokkal több elemet kell helyesen meg-
találni, hogy a kapott párhuzamos szerkezet valóban teljes legyen. A 34 helyes
vonzatos komplexige-szerkezetet az 1. táblázat tartalmazza.
5. Példák
A bevezető végén elővételeztük, hogy az algoritmusunk várhatóan leghasznosabb
tulajdonsága az lesz, hogy olyan párhuzamos szerkezetek felfedezésére is képes,
ahol a két nyelv teljesen más feléṕıtésű szerkezetet használ az adott jelentés
kifejezésére. Ezeket a párhuzamos szerkezeteket aszimmetrikusnak nevezzük.
Gyengén vagy ,,tartalmilag” aszimmetrikus egy párhuzamos szerkezet, ha ugyan-
annyi szabad, illetve lexikálisan kötött bőv́ıtménye van, de a bőv́ıtmények nem az
alapértelmezett módon felelnek meg egymásnak: tárgynak nem tárgy felel meg,
vagy a kötött szavaknak, illetve a viszonyjelölőknek nem a szokásos ford́ıtása sze-
repel. Erősen vagy ,,formailag” aszimmetrikus egy párhuzamos szerkezet, ha a
bőv́ıtmények közvetlenül nem feleltethetők meg egymásnak, vagy a bőv́ıtmények
száma nem is egyezik a két nyelvben. Az 1. táblázatban aszimmetrikusként meg-
jelölt szerkezetek közül a legérdekesebb a következő három:
– A 18. sorszámú szerkezet klasszikus példája az egyszerű és komplex ige meg-
felelésének: a részt vesz fogalmát a holland nyelv a magyarhoz hasonlóan
komplex igével (nemen deel(OBJ)) fejezi ki, a francia pedig egy szóval (par-
ticiper).
– A 22. sorszámú szerkezet aszimmetriáját az (is) okozza, hogy a francia tárgy
a hollandban nem tárgynak, hanem op elöljárós bőv́ıtménynek felel meg.
– A legbonyolultabb a 16. sorszámú szerkezet: itt a francia részen reflex́ıv igével
(appliquer se) találkozunk, a hollandban pedig egy létigés komplex igével
(zijn van:toepassing).
Itt térhetünk ki annak a felvetődő kérdésnek a megválaszolására, hogy ere-
detileg miért nem úgy fogtunk neki a feladatnak, hogy külön-külön ellőálĺıtottuk
volna a holland és francia szerkezeteket, majd a két szerkezettárat illesztettük
volna össze. A válasz az, hogy azért, mert ı́gy megkaphatjuk azokat a párhuzamos
szerkezeteket is, amelyek két oldala formailag egyáltalán nem hasonĺıt egymásra.
Az eredmények jól mutatják az ismert tényt, hogy a különböző nyelvek egyes
nyelvi elemei csak nagyjából felelnek meg egymásnak: sokszor van példa arra,
hogy az egymás ford́ıtásának vélt szavak csak bizonyos környezetben ford́ıtásai
egymásnak, vagy bizonyos környezetben nem ford́ıtásai egymásnak. Másképp
fogalmazva a nyelvi elemek (például igék vagy elöljárók), a kifejezések különböző
részhalmazait fedik le, és két nyelv viszonylatában ezek a részhalmazok szinte
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soha nem esnek pontosan egybe, az átfedés mértéke széles határok között válto-
zik. Mikor egy párhuzamos szerkezetben egy tartalmas szónak nem a szokásos
ford́ıtása van jelen, máris egy gyengén aszimmetrikus szerkezettel van dolgunk.
A párhuzamos szerkezetek szépen megadják az igék egy-egy ,,jelentését”, pon-
tosabban azt, hogy adott környezetben, az adott elemek mellé éppen melyik ige
illik. A szerkezet többi része sok esetben ,,szó szerinti” ford́ıtás, és pontosan az
ige az, amely kifejezésról kifejezésre más-más, nem kikövetkeztethető, megtanu-
landó, idiomatikus. Így van ez a 9. és a 13. szerkezet (l.: 1. táblázat) esetében,
mikor a ’csinál’ jelentésű francia faire az egyik kifejezésben a hasonló jelentésű
holland doen-nal áll párban, máskor pedig a szintén hasonló jelentésű maken-nel,
de nem felcserélhető módon.
Hasonlóan viselkednek az elöljárók is, gyakran kevéssé megjósolható módon.
A nagyjából -on/-en/-ön vagy -ra/re szerepű elöljárók közül valamikor az op–à
(16. szerkezet), máskor pedig az aan–à (18. szerkezet) áll párban, ugyanakkor
az op-nak a sur is megfelelhet (25. szerkezet).
6. Összefoglalás
Az ismertetett módszer korpuszvezérelt módon, kétnyelvű igei szerkezetek hasz-
nos gyűjteményét képes előálĺıtani. Lényeges tulajdonsága, hogy képes felfe-
dezni a formailag egymásra nem hasonĺıtó, de egymásnak megfelelő, egymás
ford́ıtásaiként kezelendő igei szerkezeteket. Nehéz feladat a párhuzamos szer-
kezetekben lévő számos elem mindegyikét megtalálni, ezért gyakran előfordul,
hogy a kapott szerkezetek hiányosak. Ilyen esetben kézi utószerkesztéssel lehet
jav́ıtani a hibákat.
A nyelvenkénti 3-3,5 millió szavas korpusz ilyen feladatra kicsinek számı́t,
ezért viszonylag alacsony a kapott szerkezetek száma. A párhuzamos korpuszok
előálĺıtási költsége magas, ezért a közeljövőben maximum ennél egy nagyságrend-
del nagyobb párhuzamos korpuszokra számı́thatunk. Ezek használata azonban
már jelentősen növelhetné a kinyerhető párhuzamos szerkezetek mennyiségét.
Amint a fentiekben láttuk, rendre egyszerű közeĺıtő módszereket alkalmaz-
tunk az előkésźıtő, elemző lépések során. Az e lépések során előforduló különféle
hibáktól, hiányosságoktól függetlenül egyértelművé vált a módszer képessége
az egymásnak megfelelő igei szerkezetek közvetlen megragadására. Az elemzési
lépések fejlesztése nagy mértékben jav́ıthatna a végső eredmény minőségén, de
az a jelen dolgozatból ı́gy is látszik, hogy maga az algoritmus megfelel a ḱıvánt
célnak.
Ha egy párhuzamos szerkezet két oldalán 1-1 vonzati poźıció van, akkor azok
a legtöbb esetben egymás megfelelői. Ritkán előfordulhat több ilyen poźıció (pl.:
őrizetbe vesz vkit vmi miatt), ekkor egy külön módszerrel kell meghatározni, hogy
melyik vonzati poźıció melyiknek felelhet meg, például az előforduló tartalmas
szavak élősége/élettelensége alapján. Ennek kidolgozása a jövő feladata, mint
ahogy a további, egyszerűbb t́ıpusokra kiterjedő kiértékelés elvégzése is.
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Kivonat: A számítógépes fordításra [5] és más intelligens nyelvfeldolgozási 
feladatokra [6] irányuló kutatásaink során korábban esetkeretlisták formájában 
tároltuk az igék és más régensek legalapvetbb vonzatszerkezeti tulajdonságai-
ra vonatkozó információt. Mára megérett a lehetség a eALIS elmélet  nyúj-
totta dinamikus diskurzus-szemantikai alapokon [10] arra, hogy elméleti nyel-
vészeti szempontból jóval igényesebb struktúrában (polaritásos hatás-
lánccsaládok formájában) rögzítsük a rokonítható vonzatszerkezet-változatokat 
[2], amibl sokkal több információ nyerhet ki a vonzathelyek betöltésére vo-
natkozóan [1]. Mindezt az „élethossziglani” (’lifelong’) eALIS keretbe 
ágyazva tudjuk elhelyezni, egy szövegelemz interpretáló információállapotá-
nak részeként [7]. A technológiai oldalon a Prolog nyelv alkalmazásának el-
nyeirl és mikéntjének fogásairól számolunk be.1 
1   A eALIS mint nyelvelméleti keret 
A címben szerepl eALIS elméletet a Montague-féle formális szemantika [11] és az 
abból kisarjadó, kisdiskurzusok jelentésábrázolására kidolgozott (Kamp-féle 
reprezentacionalista dinamikus szemantikai) DRT elmélet [12] továbbfejlesztéseként 
szoktuk bemutatni [6, 4]. 
Az alábbi 1. ábrán összevetjük a megemlített három jelentéselméletnek a nyelvi 
forma és a világmodell kapcsolatáról felállított modelljét. Ez alkalmat ad arra, hogy 
felvázoljuk a eALIS kidolgozása melletti dönt metaelméleti érvet. Montague elmé-
letileg igazolta, hogy nincsen szükség a nyelvi forma interpretációja során sem a 
korábban alkalmazott logikai reprezentációra, sem másfajta közvetít reprezentációra; 
de e matematikai tételt nem tudta maradéktalanul átültetni a gyakorlatba. Ez követi-
nek sem sikerült, st egyenesen kialakult egy reprezentacionalista irányzat, mely a 
                                                          
1 A szerzket e cikk megírásában az OTKA T60595 sz. projektje támogatta. Értékes megjegy-
zéseikért elssorban a eALIS ESzNy Kutatócsoport további tagjainak szeretnénk köszöne-
tet mondani: Kleiber Juditnak, Károly Mártonnak és Farkas Juditnak. 
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közvetít reprezentáció kiküszöbölhetetlenségét mutatta be nyelvi adatokon, és funk-
ciójára is magyarázatot talált [12]: a diskurzusábrázolás önálló szintjeként meghatá-
rozva azt. A eALIS-modell képes feloldani a matematikai elmélet és a nyelvi gya-
korlat közötti látszólagos ellentmondást egy további tényez, a ketts természet 
interpretálói elme reprezentációjának a bevonásával. 
 
 
1. ábra A nyelvi forma és a világmodell kapcsolatának háromféle formális modellje 
Az önálló diskurzusreprezentációs szint úgy küszöbölhet ki, ha (nyelvészetileg 
releváns) információtartalmát beágyazzuk a világmodellbe, mégpedig a hangfolyamot 
strukturált diskurzusként felfogó interpretálói elme reprezentációjának részeként. Az 
interpretálói elmék pedig nyilván részei a világmodellnek, hiszen tartalmuk éppúgy 
beszédtárgyat jelent (ki mit tud, hisz, tervez?), mint mondjuk egy lakás részletei, egy 
állat felépítése, egy város struktúrája. Ami megkülönbözteti a reprezentálandó objek-
tumok körében az elmét az utóbb említett dolgoktól, az az, hogy az elme ketts ter-
mészet a reprezentáció folyamatának szempontjából: nemcsak tárgya, de létrehozója 
is az ábrázolatoknak. 
A eALIS-modell ennek az alapgondolatnak a formalizált kidolgozását és nyelvé-
szeti alkalmazását jelenti. A mintegy 40 oldalnyi definíciós állomány 
(http://lingua.btk.pte.hu/realispapers) ismertetésére nyilván ehelyütt nincs mód; most 
a nyelvtechnológiai relevancia mellett kell érvelnünk. A dönt általános érvünk az, 
hogy az intelligens nyelvtechnológiai feladatok (például számítógépes jelentésrepre-
zentáció, illetve fordítás) végs soron a kommunikáló emberi elmék lehet legfino-
mabb modellezését kívánják meg. Idézünk néhány ezt szemléltet közismert példatí-
pust egy másik cikkünkbl [7] az alábbi (1) pontban. 
Hogy a miniszter-re való visszautalás (1a) egy angol fordításban he vagy she le-
gyen-e, annak eldöntése a szövegkontextus világában való tájékozottságot tesz szük-
ségessé. A magyar szövegben pedig az elnökre utaló az névmás jól formáltsága az 
adott helyen a diskurzus szerkesztésének módján múlik: topikváltás történik a máso-
dik mondatban [17]. 
Az (1b) azt szemlélteti, hogy egy szöveg jólformáltsága (és értelmezési lehetsége) 
múlhat olyan ontológiai ismereteken, mint a bernáthegyi és a kuvasz besorolása a 
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Az (1c) a Szegmentált DRT nev irányzat [8] egyik iskolapéldája arra, hogy egy 
szöveg mondatai között (kötszavak híján is) fel kell tárnunk a retorikai relációkat, 
melyek az idstruktúrára is befolyással lehetnek. A nyelvtechnológia szempontjából 
az most a megfigyelni való, hogy ha a második mondatban az els mondat okát is-
merjük fel, akkor fordíthatjuk angolra Past Perfect idvel; narratív retorikai reláció 
feltételezése mellett viszont nem (ami az erltetettebb eset). Az ok reláció felismerése 
viszont azt a világismeretet igényli, hogy az elesésnek a véletlen megbotlás mellett 
egy akaratlagos ellökés is lehet a kiváltója. 
a.  Megpillantottam az elnököt. Az viszont nem láthatott meg engem. 
b.  Van egy bernáthegyim, egy kuvaszom és egy papagájom. 
     b.1.  ... A két kutya gyakran felbosszantja a szegény madarat! 
     b.2.  ... *A kutya gyakran felbosszantja a két szegény madarat! 
c.  Péter elesett. Jancsi csúnyán meglökte. 
d.  A kalózvezér elásatta a rabolt kincseket. 
     ... Az emberei napokig küszködtek a fagyos földdel, 
     de még így sem sikerült kellen mély gödröket csinálniuk a hitvány ásóikkal. 
(2) 
Végül az (1d) diskurzus a cikk központi témáját jelent hatáslánccsaládok háttér-
ismeretét szemlélteti, amit egyfajta kiterjesztett lexikai tudás részének tartunk. Az 
elásat igealak explicit módon csak egy Okozó szerepl (a kalózvezér) és egy Páciens 
jelleg szerepl (a kincsek) relációját mutatja be. A második mondat kézenfekv 
értelmezése viszont feltételezi az alábbi hatáslánc felidézését (ami a jelentésábrázolás 
vagy -kivonatolás során is releváns): az Okozó közvetlen hatást (mondjuk egy kiadott 
parancs révén) az Ágensekre gyakorol (az embereire), akik Eszközeik (a hitvány 
ásók) segítségével (fagyos) földdarabokat (szintén Páciens?) ásnak ki eredeti helyük-
rl (Kezdpont?), egy vagy több gödröt létrehozva; a kincsek végül is idekerülnek az 
Okozó akaratából. Az említett szereptípusok a thematikus szerepek elméletének [15] 
az eszköztárából származnak, amelynek absztrakt szerephierarchiákra épül tovább-
fejlesztett modelljét [2, 4] vesszük alapul e projektben. 
Azt az álláspontot képviseljük tehát, hogy az intelligens nyelvtechnológiai felada-
tok olyan modellezését kívánják meg a kommunikációban álló emberi elméknek, ami 
hatalmas (és dinamikusan fejleszthet) kulturális/enciklopédikus, ontológiai és ersen 
kiterjesztett lexikai információs bázison alapul. A matematikailag formalizált 
eALIS-modell (Reciprocal and Lifelong Interpretation System) éppen ezt kínálja, 
„kölcsönös” és „élethossziglani” jellegébl adódóan: a kölcsönösség a kommunikáci-
ós interakció megragadását biztosítja, az élethossziglaniság pedig hatalmas, folyama-
tosan bvíthet adatbázisokat jelent. Egyszeren fogalmazva, a számítógépes jelen-
téskivonatolás és fordítás jövjét abban látjuk, hogy a gép egykor úgy fog majd m-
ködni, mintha a megfigyel/fordító (interpretáló) ember tevékenységét szimulálná. 
A eALIS interpretáló modelljének szimultán rekurzív definícióját röviden és in-
formálisan úgy vázolhatjuk fel, mint egy élethossziglani folyamat leírását, amelynek 
során egy kezdetben (a születés idealizált pillanatában) strukturálatlan referenshalma-
zon négy reláció terjeszkedik ki, mintegy leképezve a környez világ hatásait. Az  
horgonyzófüggvény az ugyanazon szereplre mutató referenseket társítja egymással 
(az interpretáció során leginkább a régensekhez megtalált vonzatok és a határozott 
fnévi kifejezésekhez megtalált antecedensek alapján). Egy interpretálói elmében  
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relációban áll például rengeteg olyan referens, ami W. A. Mozartra vonatkozó infor-
máció formulájában szerepel, a híres zeneszerzre utalva. A  szintfüggvény a klasz-
szikus szemantikából ismert konstans–változó megkülönböztetés általánosításakép-
pen fogható fel, e kételem reláció helyett egy gazdag részbenrendezési struktúra 
osztályaiba („világocskákba”) sorolva a külvilág entitásaira utaló referenseket és az 
interpretálói hiedelmek, vágyak, feltételezések, szándékok és tervek „fiktív” referen-
seit. A  kurzor az interpretáló koncentrált figyelmét kívánja modellezni, pillanaton-
ként változó módon kijelölve id-, tér-, topik- és eseményreferenseket. Végül a  
eventuális függvény feladata „összerakni” a referensekbl azokat a formulákat, ame-
lyek megragadni hivatottak az eseményeket és állapotokat (azaz „eventualitásokat”). 
Ez teszi lehetvé a robusztusságot: külön-külön is információt adnak a referensek, 
nemcsak egyben létezik egy-egy propozícióformula, mint a korábbi elméleteknél; így 
a hiányos mondatokhoz is rendelhet valamilyen reprezentáció. 
Az alábbi (2) eventuális formula például nagyjából egy olyasféle eseményt (eelásatás) 
ír le a DRT „nyelvén” [12], hogy Long John Silver elásatott velem valamilyen kin-
cseket egy szigeten egy bizonyos idpontban (t2010-09-11). 
Ezt a eALIS (kétváltozós)  függvénye úgy ragadja meg, hogy egy referenshez 
(pl. eelásatás) (ami ezáltal eventuális referensnek osztályozódik) és egy szerep-
paraméterhez hozzárendel egy predikátumot (pl. pelásat), egy idreferenst (tx) és 0 vagy 
több argumentumreferenst (ry). Ez idáig jóformán csak technikai újítás, a lényeg most 
jön: a szerepparaméter értékvektora választ néhány szereplt egy polaritásos 
hatáslánccsaládból, beállítva az alábbi 1. táblázat bal oldalán felsorolt összes ténye-
zt a jobb oldali lehetségek szerint. A következkben bemutatjuk, hogy ezzel a 
megközelítéssel milyen széles körben meg tudjuk ragadni az ige (vagy más régens) 
körül kibontakozó mondat(rész) grammatikai jellemzit, lehetségeit, járulékos hang-
tani és jelentéstani tulajdonságait. Mindenekeltt azonban megismerkedünk a polari-
tásos hatáslánccsaládokkal. 
 
1. táblázat: Az argumentumszerepet meghatározó paraméterek és értékeik. 
HATÓKÖRI SORREND 1, 2, 3, 4, 5, ... 
HATÁSLÁNCCSALÁDBELI SZEREP(CÍMKE) pl. Ág, Pác, Pác’, Pác”, Ok, Esz, Id, Tér 
ESETPROMINENCIA [2] centrális (), nem centr. vonzat (), szabad hat. () 
INFORMÁCIÓS SZEREP [14] {T,K}*^{F,Q}*^(M)^C  
REFERENCIALITÁSI FOKOZAT [1] +hat > [-hat,+spec] > [-spec,+ref] > [-ref,+exp] > 	 
BESZÉDAKTUSBELI RÉSZVÉTEL (SAP) [6] 1Sg > 2Sg > ... > 3Pl 
2   A polaritásos hatáslánccsaládok 
Az alábbi 2. táblázat thematikus szerepekkel megadott vonzatszerkezet-változatokat 
mutat, a termékeny ás és a nem igazán termékeny esteledik iget családjából. 
Hogy a fenti 1. táblázatban centrálisnak nevezett alanyi és tárgyi grammatikai 
funkciót mely vonzatszerepekhez társíthatjuk, azt univerzális szabályok korlátozzák 
eelásatás : pelásat t2010-09-11 rLongJohnSilver rkincsek rén rsziget (3) 
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[2, 3], az adott családra jellemz karakter rögzítésén túl, amit az alábbi 2. ábra mutat 
be vizuálisan. A lényeg az, hogy a pontsorral lehatárolt bal oldali körszeletben van-
nak a potenciális tranzitív alanyok („ágensi karakter”), a jobb oldaliban pedig a tár-
gyak („páciensi karakter”) – ez adja a polaritásos jelleget; továbbá olyan 
Alany, 
Tárgy vonzatkeret nem lehetséges, amelyben a Tárgy fell mutatna a hatásirány 
nyila az Alany felé – ez ugyanis megsértené a hatáslánc elvét. 
 
2. táblázat: Két magyar iget néhány vonzatkerete. 
CENTRÁLIS ESETKERET esteledik / ás 

   (Páciens, Id, Tér) 1. a. Esteledett. / b. Ránk esteledett (8-kor a tóparton). 

Ágens, Páciens 2. A kalózok (kétségbeesetten) ásták az agyagos földet. 

Ágens, Tér/Id 3. a-b. A kalózok felásták a szigetet / végigásták a hétvégét. 

Ágens, Kezdpont 4. A kalózok ástak egy mély gödröt. 

Ágens, Végpont 5. A kalózok ástak egy sírt. 

Ágens, Páciens’ / Pác.” 6. a-b. A kalózok elástak / kiástak egy értékes kincset. 

Ágens, Eszköz 7. – (*A kalózok kétségbeesetten ásták a hitvány ásóikat.) 

Okozó, Pác’ / 
Pác”’/Pác  
8. a-b. a-b. A vezér elásatta / kiásatta a kincset. 

Okozó, Ágens 9. ??A vezér (álló nap) ásatta az embereit. 
 
 
ás                                                                            esteledik                   Id  
 
 
                                                                                                                            
                                                     Id 
                                                           Pác’ 
               Ok          Ág       Pác           Kp       Pác’’ 
 
                                                   Tér   Vp 
                                                                      Pác 
                                                                                                                              
                                   Esz                                                                                         
                                                                                                                              Tér 
 
2. ábra. Két magyar iget (részleges) polaritásos hatáslánccsaládja: esteledik és ás. 
Az imént meghivatkozott cikkeinkben részletesen ismertetjük, hogy hogyan lehet 
néhány nyelvi adatból meghatározni egy-egy iget esetében a polaritásos 
hatáslánccsaládot. Feltételezzük, hogy az „ideális interpretáló” is hasonló módon 
figyeli meg a hatásirányt, továbbá az ágensi/páciensi karaktert a vonzatszerepek ese-
tében; ezek alapján aztán felépíti magában a polaritásos hatáslánccsaládot, ami a 
továbbiakban meghatározza, hogy milyen vonzatszerkezet-változatokat ítél majd jól 
formáltnak (ellentmondó adatok esetén esetleg módosítva a hatáslánccsalád struktúrá-
ját). A nyelvtechnológiai alkalmazás ezek után kézenfekv, összhangban az interpre-
táló szimulálásának elvével: vonzatkeretlisták helyett polaritásos hatáslánccsaládok 
formájában tároljuk a releváns lexikai információt. 
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Újdonság érték megállapításunk [2, 3] az, hogy a lehetséges vonzatszerkezet-
változatok nem (közvetlenül) a thematikus karakterbl adódnak, hanem a hatáslánc-
irányon kívül egyrészt a polaritásos hatáslánccsaládok primitív magjából, amit a 2-3. 
ábrán a legbels kör jelöl, másrészt a (pontsorral jelölt ívek által lehatárolt bal / jobb 
oldali) ágensi, illetve páciensi pólusból. E négy tényez részben véletlenszeren 
alakul ki a nyelv története során egy-egy iget esetében: ebbl adódik az alábbi 3. 
táblázatban szemléltetett különbség a tör és a szúr lehetséges vonzatkeret-változatai 
között, miközben a vonzatszerepek thematikus karakterében erltetett lenne bármi 
különbséget feltételezni (3. ábra). Arról van szó, hogy a szúrás Eszköze tranzitív 
alanyként és tárgyként egyaránt szerepelhet, míg a törés Eszköze tárgyként nem. 
 
 












3. ábra. Két hasonló magyar iget (részleges) polaritásos hatáslánccsaládja: tör és szúr. 
3. táblázat: A tör és a szúr vonzatkeret-változatai. 
tör CENTRÁLIS ESETKERET szúr 
Betört egy ablak.            primitív 
mag! 

Páciens –  
Ez a kalapács még vastagabb abla-
kot is betörne. 

Eszköz, Páciens Egy szög megszúrta a kezemet. 
                                     primitív 
mag! 
–  
Ágens, Eszköz Péter beleszúrt egy szöget az abroncsba. 
Péter betörte az ablakot egy kalapáccsal. 
Ágens, Páciens Péter kiszúrta az abroncsot egy szöggel. 
–  
Okozó, Eszköz Mari beleszúratott egy szöget  
az abroncsba. 
Mari betörette az ablakot  
(Péterrel / egy kalapáccsal). 

Okozó, Páciens Mari kiszúratta az abroncsot  
(Péterrel / egy szöggel). 
–  
Okozó, Ágens –  
 
A eALIS modelljében tehát a hagyományos thematikus szerepek [15] csupán 
címkeként szerepelnek, szemantikai karakterük a polaritásos hatáslánccsalád struktú-
rájában betöltött pozíciójuk révén definiáltatik. 
Térjünk vissza az elméleti kitér után a 2. ábrához! Az esteledik primitív magja 
üres, amint azt a T2.1.a. példamondat mutatja a fenti 2. táblázatban. Az Id és a Tér 
szabad határozói (l. a küls gyrben!) csatlakozhatnak ehhez az igethöz, illetve 
vonzatként egy sajátos Páciens (T2.1.b.), nem alanyi vagy tárgyi (azaz centrális) 
funkcióban, hanem -rA ragos alakban. Az esteledik hatáslánccsaládja ennyi. 
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Az ás-é viszont annál gazdagabban burjánzik! A legszkebb jelentés, a primitív 
mag földdarabok mozgatását írja le (T2.2.). E földmozgató tevékenység kumulálód-
hat alternatív módokon: behatottá téve egy földterületet (T2.3.a.), egy idszakot 
(T2.3.b.), vagy gödröt eredményezve a Kezdpontból távozó földdarabok helyén 
(T2.4.). A gödörásásból kiindulva is többféle jelentésbvülést tapasztalhatunk, újabb 
tranzitív vonzatkeret-változatok formájában: a gödör szolgálhat sírként (T2.5.), vagy 
kincsek rejtekhelyeként – ez utóbbi esetben az ásás tevékenysége kétféle célt is szol-
gálhat (T2.6.a-b.). Az ás polaritásos hatáslánccsaládjában a pontsorívek helyzete 
megmutatja, hogy az ásás Eszköze alanyként / tárgyként nem fejezhet ki (T2.7.), az 
Ágens tárgyi kifejezése pedig „határeset” (T2.9.). További jelentésbvülést egy Oko-
zó bevonásával érhetünk el (T2.8.a-b.; l. még (1d) és (2)), ami mellett tárgyként bár-
mely korábban szóba került tárgyat is felvehetünk (pl. sírt ásat). 
A szakaszban tárgyalt vonzatelmélet univerzális. Ennek illusztrálása végett most 
(kommentárok nélkül) bemutatjuk az egytárgyas és a kéttárgyas angol igetípus tárgy-
alternációjának és passzivizálásának lehetségeit, illetve az ezeket meghatározó pola-
ritásos hatáslánccsaládokat. 
 
4. táblázat/ábra. Két angol iget (részleges) polaritásos hatáslánccsaládja. 
  
 
load ‘rak’                              give ‘ad’ 
 
 






load ’rak’ CENTRÁLIS ESETKERET give ’ad’ 
He loaded hay onto the wagon. 
 rak-Past széna -rA a  kocsi 
’Szénát rakott a kocsira.’ 

Ágens, Páciens 
He gave a book to Mary. 
  adott egy könyv Mari 
’Adott egy könyvet Marinak.’ 
He loaded the wagon with hay. 
 rak-Past a   kocsi    -vAl széna 







He gave Mary a book. 
  adott  Mari egy könyv 
’Adott Marinak egy könyvet.’ 
The hay was loaded onto 
wagons 
a széna volt rak-PastP -rA kocsi-
Pl ’A szénát kocsikra rakták.’ 

Páciens 
The book was given to Mary. 
egy könyv volt ad-PastP -nAk 
Mari 




Mary was given a book. 
Mari volt ad-PastP egy könyv 
’Marinak adtak egy könyvet.’ 
The wagon was loaded with hay. 
a  kocsi   volt rak-PastP -vAl 
széna 
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3   A  függvény grammatikai paramétervektora 
Mint az 1. szakasz végén leszögeztük, a eALIS modelljében egy esemény vagy 
állapot reprezentációját a  eventuális függvény szervezi meg, hozzárendelve egy 
eventuális referenshez a predikátumot képvisel referenst és az argumentumokat 
képvisel referenseket (valamint egy idreferenst). 
Ami a predikátum kijelölését illeti, arra az elnyös megközelítésre szeretnénk fel-
hívni a figyelmet, hogy amennyiben az interpretáló például a fenti 2. táblázat vala-
mely mondatában szembesül az ás igetvel, nem kell egybl döntenie, hogy melyik 
vonzatkeret-változatról van szó, hanem annyit kell megállapítania, hogy a 2. ábrán 
bemutatott bal oldali családot „hívja el” az ás hangalak, rögzítve valamiféle alapje-
lentést (a potenciális bvítésekkel együtt). Az adott vonzatkeret-változat meghatáro-
zása azután egy specifikáló procedúrára van bízva. 
E specifikáció az argumentumreferensek paramétervektorának beállításával folyta-
tódik (ami technikailag a kétváltozós  függvény egyik argumentumhelyére kerül, az 
eventuális referens mellé). Ennek egyik fontos eleme, amint ezt az 1. szakasz végén 
közölt 1. táblázat 2-3. sora is mutatja, szerepcímkék segítségével kiválasztani a polari-
tásos hatáslánccsaládból a predikátummal társítandó argumentumokat, és specifikálni, 
hogy melyikük kapjon centrális funkciót, azaz alanyi / tárgyi megjelenítést. 
Az alábbi 5.a-b. táblázat egyetlen vonzatkeret-választást szemléltet a számtalan 
megengedett változatból: az Okozónak és az elásandó kincsre utaló Páciens’ címkéj 
szereplnek biztosítunk centrális grammatikai funkciót; a hatáslánc elvébl adódóan 
az már determinált, hogy az elbbi alanyként, az utóbbi tárgyként jelenítend meg. 
 
5. táblázat: Két argumentumkiosztás az ás predikátumreferens mellett. 
a.  ás  hatókör szerepcímke esetprom. inf. szerep ref. fokozat SAP 
+ref 1 Ok  T +hat 3Sg 
(+ref)F 2 Tér  F -hat, +ref 3Sg 
+ref 3 Pác’  C +hat 3Pl 
+ref 4 Ág  C +hat 1Sg 
A ’kalózvezér egy ’’lakatlan szigeten ásatta el velem a rabolt kincseket. 
?A ’kalózvezér egy ’’lakatlan szigeten ásatta velem el a rabolt kincseket. 
?A ’kalózvezér egy ’’lakatlan szigeten ásatta el a rabolt kincseket velem. 
??A ’kalózvezér egy ’’lakatlan szigeten ásatta velem a rabolt kincseket el. 
??A ’kalózvezér egy ’’lakatlan szigeten ásatta a rabolt kincseket velem el. 
???A ’kalózvezér egy ’’lakatlan szigeten ásatta a rabolt kincseket el velem. 
b.  ás  hatókör szerepcímke esetprom. inf. szerep ref. fokozat SAP 
(+ref)F  1 Tér  F +hat 3Sg 
(+ref)F 2 Ag  -hat, +ref 3Sg 
+ref 3 Ok  C +hat 3Sg 
+ref 4 Pác’  C +hat 3Sg 
?’’Madeirán ásatta el a kalózvezér a rabolt kincseket egy ’’tússzal. 
? ’’Madeirán ásatta el egy ’’tússzal a kalózvezér a rabolt kincseket. 
?? ’’Madeirán ásatta egy ’’tússzal el a kalózvezér a rabolt kincseket. 
??? ’’Madeirán ásatta el a kalózvezér egy ’’tússzal a rabolt kincseket. 
 
Az 1. táblázat azt is megmutatja, hogy egy mondatba kerül argumentum formai 
tulajdonságait számos más paraméter értékelése is befolyásolja, a thematikus szere-
pén és a grammatikai funkcióján kívül. Ezeket érdemes egyetlen paramétervektorban 
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egyesíteni, mivel ily módon minden nyelvészeti megszorítást e vektor (részben 
nyelvspecifikus, részben univerzális) jólformáltsági feltételeként fogalmazhatunk 
meg, illetve építhetünk be a gépi nyelvfeldolgozó rendszereinkbe. A fordítás problé-
mája innen nézve annak kérdése, hogy egy adott paramétervektor egyaránt jól for-
mált-e a forrás- és a célnyelvben; ha pedig nem, akkor a forrásnyelvi paramétervek-
torhoz milyen jól formált célnyelvi paramétervektor áll a legközelebb. A kérdéskör 
nyelvészeti oldaláról a [11] cikk nyújt részletes tájékoztatást; ehelyütt csak szemlél-
tetjük a lehetségeket az 5.a-b. táblázat alapján. 
A magyarban az argumentumok hatóköri sorrendje független a thematikus szere-
püktl és a grammatikai funkciójuktól. A T5.a. verzióban ilyen hatóköri sorrendet 
tekintünk: Okozó > Tér > Páciens’ > Ágens; a T5.b. verzióban pedig ilyet: Tér > 
Ágens > Okozó > Páciens’. 
Az információs szerkezeti szereposztás viszont ersen függ a hatóköri sorrendtl, 
bár a korábbi Topikfélék > Kvantorfélék > Fókusz sorrendet az újabb kutatások [14] 
„liberalizálták” (lényegében az 1. táblázat 4. sorában megadott módon). A T5.a. ver-
zióban az Okozó topik funkciót kap, a Tér argumentuma pedig fókusz funkciót. A 
T5.b-ben egy 
Tér,Ágens tükörfókusz konstrukciót szemléltetünk. A ’C’ (’komple-
mentum’) jelölés arra utal, hogy egy argumentum nem kapott semmilyen kitüntetett 
szerepet az információs szerkezetben. Az ’M’ a generatív szakirodalomban sokat 
tanulmányozott igemódosítói / igevivi pozícióra utal. Az alábbi 6. táblázatban fel-
idézzük a logikai jelentéstöbbletet adó információs szerepek jelentésrendszerét: 
 
6. táblázat: A magyar operátorjelentések rendszere.  
(Rn = R \ Rm, ahol Rm: a megemlített szereplk, R: minden olyan szerepl, amely eljátszhatta 
volna a megemlített szereplk által eljátszott szerepet) 
 P(x) P(x) 
x  Rn Qis: is kvantor 
Meglep, hogy a nvéremet is meghívtad.  
K: kontrasztív topik 
A nvéremet bezzeg meghívtad! 
x  Rn Qmind: mind kvantor 
Meghívhattál volna mindannyiunkat! 
F: azonosító–kirekeszt fókusz 
Bánt, hogy csak Annát és Beát hívtad meg. 
 
Az argumentumok referencialitási fokozatát korlátozhatja a thematikus szerep (l. 
[1]: pl. *Alakult az énekkar a klubban), de a korlátokat semlegesítheti az információs 
szerep (pl. egy fókusz funkció: A klubban alakult az énekkar). Az ezzel kapcsolatos 
nyelvspecifikus, illetve univerzális tudás is beépíthet a  függvény paramétervekto-
rának jólformáltsági feltételeibe. Új ötlet, hogy a szám / személy értéket is vegyük 
figyelembe (SAP: ‘speech act prominence’), mivel korrelációt mutat például a topik-
választással [10]. 
Ahogy az 5.a-b. táblázatok alatt megadtuk, a paramétervektor teljes specifikálását 
követen preferenciasorrendbe álló szórendi és hangsúlyozási változatok egész listája 
adódik. Gyakran több kifogástalan szórend is van, például abból adódóan, hogy a 
magyar kvantor nem feltétlenül áll az ige elé megmutatni a hatóköri elsbbségét. A 6. 
táblázat megfelel példamondata így is elhangozhatna: Meglep, hogy meghívtad a 
nvéremet is. 
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4. Implementáció: egy megvalósítás sarokkövei 
A eALIS szintaxisfelbontó hozzáállása – a szemantikai relációk felépítését nem a 
szintaxistól függetlenül, hanem a kétirányú hozzáállást keverve, együtt, közösen 
végezzük, és a szemantikai információkat is a lexikon elemeihez kötjük –, komoly 
felkészültséget és gondos tervezést követel. Ilyen bonyolultsági fokozatot csakis 
valamiféle szimbolikus programozási nyelv, a „mesterséges intelligencia” program-
nyelvek valamelyikének választásával érhetünk el. Az elzetes tapasztalatok alapján 
minderre a Prolog programozási nyelv valamelyik dialektusa alkalmas. 
Bemenet és kimenet. Egy program tervezésénél az els lépés: a bemenet és kime-
net specifikációja, vagyis a program által kiértékelt ún. „fekete doboz” függvény 
értelmezési tartományának és értékkészletének a megadása. Ez kiindulópontul szolgál 
olyan értelemben is, hogy egy részleges megvalósítás (pl. többdimenziós halmazok 
esetén) ennek részhalmazát, vagy függvényösszetétel esetén a teljes feldolgozási 
függvény valamilyen összetevjét számolja ki. 
A eALIS-megvalósítás célkitzése a szöveg és a diskurzusreprezentáció közötti 
reláció kiszámítása. Ez (Prolog-szer értelmezésben) mindkét irányú kapcsolatot 
jelenti. Ha a szöveg adott, akkor a program azt a reprezentációs kifejezést számítja ki, 
amely az adott logikai rendszerben és az interpretáló bels információállapotát leíró 
tudásbázisban (ontológiában) kiértékelhet, bizonyítható vagy hozzávehet a tudás-
bázishoz. Az ellenkez irányban: ha a tudáskezel összetev által (pl. egy kérdésre 
adott válaszként) egy logikai kifejezést kapunk, akkor végeredményben a szöveg 
képét állítja el. 
Nemdeterminizmus. Egyes helyzetekben nem eldönthet, hogy egy elemzési fo-
lyamatot milyen irányban érdemes folytatni, illetve jó okkal többféle irányban is 
folytatható lenne (pl. a vár szó elfordulása esetén, a homonímia miatt). Bizonyos szó 
vagy mondat elolvasásakor tehát még nem állapítható meg, hogy melyik értelmezés a 
helyes. A mondat vagy a diskurzus további elemeinek az elolvasása a helyzetet álta-
lában egyértelmsíti. Az ilyen helyzetek kezelésére egyértelmen a 
nemdeterminisztikus megoldások javasolhatók. A program eljárásai kiszámítják a 
relációk összes lehetséges értékét, amely értékhalmazból a hívó eljárások kiválasztják 
a számukra megfelelket, és csak azok figyelembevételével állítják el a saját ered-
ményeiket. 
Tárgygépmodell. A mi esetünkben a „tárgygépmodell” kifejezés talán tárgymo-
dellként is felfogható, hiszen nem valamilyen konkrét processzorlapka regiszter- és 
utasításkészletérl van szó, hanem az elsrend logika valamelyik részosztályának 
használatáról és a nyelvi fogalmak elsrend logikába történ leképezésérl. Ez lehet 
maga a Horn-klózok részosztálya is, de elfordulhat az is, hogy ennél bvebb osztályt 
kell választanunk (pl. következményoldali diszjunkcióval, modális operátorokkal 
kiegészítve). Ha a Horn-klózok szintjén maradunk is, külön szerencsének kell felfog-
nunk, ha az egész a tiszta Prolog következtetési mechanizmusával meghajtható – a 
feladat egyébként esetleg a Prologétól különböz rezolúciós stratégia alkalmazását is 
igényelheti [13]. 
Adatszerkezetek leírása elsrend logikában. Az elsrend logika alapveten 
típustalan. Típusfogalom mégis alkalmazható úgy, hogy az alkalmazható függvényki-
fejezések körére megkötéseket teszünk. A Prolog-szakirodalomban a fogalom a vál-
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tozók lekötési állapotát leíró ún. móddeklarációk kiterjesztéseként vált ismertté [16]. 
Bár típusos Prolog-megvalósítás létezik [9], teljes, tiszta Prologhoz használható adat-
szerkezet-megadó nyelvet eddig mégsem rögzítettek, és erre vonatkozó megvalósítás-
ról sem számol be senki. A következkben intuitíven érthet és követhet példákat 
mutatunk be adatszerkezet-megadásra. A leképezés egyik buktatója a másodrend 
szerkezetek megvalósítása elsrend eszközökkel. Erre két lehetség adódik: 
Reifikáció, vagyis a predikátumszimbólumot adatként kezeljük, így akár változó is 
felveheti értékül a futás során. Ennek feltétele, hogy a predikátumot ne kelljen predi-
kátumként kiértékelni, vagy ha mégis, akkor a kiértékelés a tételbizonyítási folyamat 
jól megfogható helyzetében történjék, amikor a predikátumot logikán túli eszközök-
kel felépítjük, és azon túl már maga is részt vehet a tételbizonyítás folyamatában. 
Logikán kívüli eszközök közvetlen alkalmazása: a Prolog-rendszerekben erre a cél-
ra szolgálnak a különböz dinamikuskifejezés-felépít eljárások (pl. a =../2). A 
megoldás hátránya, hogy nem eléggé deklaratív: a lexikális tudás ábrázolása a befog-
laló logikai rendszerre (Prolog) nézve specifikus eszközöket használ. 
Azonosítás, referensek. Referenseket olyan változókkal jelölünk, amelyek kez-
detben ismeretlenek, késbb a referens típusától függ értéket vehetnek fel. Objek-
tumreferensek azok, amelyek a világ egy egyéniségét (individuumát, pl. Petfi Sán-
dor) címzik meg. Ezek a tudásbázis valamely osztályának példányai, az ilyen osztá-
lyokat a természetes tulajdonságértékeik nem azonosítják: az adatbázis (pl. telefon-
könyv) egy másik Petfi Sándora még akkor sem egyezik meg a költvel, ha egyéb-
ként a többi adatuk is véletlenül megegyezne. Az ettl eltér adatszerkezeteket adat-
típusnak nevezzük, ezeket az értékeik egyértelmen azonosítják. Efféle típusok pél-
dául az idreferensek és a címek. 
Idreferensek használata idértékekkel lekötd változóval lehetséges. Az idrefe-
rensek leírják a múltban, jelenben és jövben történ eseményeket, tetszleges pon-
tossággal, idpontokat és idszakaszokat egyaránt. A past(date(1-0-0)) idre-
ferens például a ”tavaly ilyenkor” idmeghatározást jelenti nap pontossággal. 
Predikátumreferensek az elsrend logikában csak reifikációval használhatók. A 
eALIS predikátumreferensei a predikátummintát adják meg, amelyet a ^/2 kapcso-
lóval kapcsolunk a minta szabad változóihoz. Például az 
AG^PAT^TIME^dig(AG,PAT,TIME) predikátumreferens az „elás” háromválto-
zójú (ágens, páciens, idpont) alakját jelöli. Megjegyezzük, hogy a predikátumrefe-
renseken keresztül kötjük a mondat logikai alakját az interpretáló bels állapotát 
jelképez ontológiához. 
Az eseményreferensek a predikátummintákból az ismert logikai kapcsolók útján 
létrehozott kifejezéseket jelölik. A predikátumokból alkotott literálisok, illetve az 
ilyenekbl logikai kapcsolókkal képzett kifejezések ebben a helyzetben adatként 
viselkednek, melyek pontos szerepe (ontológiabvítés, bizonyítás stb.) a program-
környezetbl derül ki. 
Következtetéses és relációs tárgymodell. A relációs szemléletmód alatt azt értjük, 
amikor a felismerést (és a generálást is) egyetlen relációban valósítjuk meg. Ennek a 
relációnak az egyik paramétere a szóban forgó diskurzus bels reprezentációja, a 
másik paramétere a mondat szöveges alakja. Ez a szemléletmód a Prologot ismerk 
számára kézenfekvbbnek tnhet; hátránya az, hogy a mondatot szekvenciális fájl-
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szeren olvassa, amelyben a többszöri oda-vissza tekerések mindenképpen hatékony-
ságvesztést és az ábrázolástól idegen megközelítést jelentenek. 
A következtetésre alapuló ábrázolásmód a felismerés feladatát hangsúlyozza, és 
párhuzamba állítja a Horn-klózokon alkalmazott következtetési folyamattal. Vagyis: a 
Horn-féle következtetési háló forrásai a tényállítások, amelyek a mi esetünkben a 
beolvasott diskurzus elemei (szavai, morfémái, beti). Ezeken végzünk felismerési–
következtetési mveleteket, amelyek valamilyen végkövetkeztetésben (célállításban) 
érnek véget. A végkövetkeztetés célszeren egy olyan állítás lehet, amely paraméter-
ként a teljes diskurzus szerkezetének valamilyen Prolog leképezését adja eredményül. 
A „lebeg” nyelvtani elemek és referensek, valamint azok összekapcsolódása a kö-
vetkeztetéses megoldásban sokkal természetesebb. 
A következtetési hálón célszer rétegeket (vágatokat) értelmezni (I-IV.): 
I. A szóalaktani elemzés szintje. Ez a beolvasott karaktersorozaton dolgozik, és eb-
bl elállít egy szó- (morféma-) listát, valamint az egyes elemek diskurzuson, monda-
ton, szón belüli indexeit. A továbbiakban feltételezzük, hogy ez a lépés már problé-
mamentesen mködik, a szógyököket és szóösszetételeket – ahol kellett, azonosította, 
a hozzá kapcsolódó igeköt-, képz- és ragrendszer felépítését, így a nyelvtani esete-





II. A szószerkezet-átmenet szintje. Ez gyakorlatilag a régens–vonzat, az alaptag-
adjunktum, valamint az anafora–elzmény nyelvtani viszonyokat deríti fel, a lexikai 
leírásokban megjelen követel / kínál viszonyokra alapozva. 
III. Eventualitások meghatározása a polaritásos hatásláncmodell alapján, követ-
keztetésre alapuló ábrázolásban. Az egyes szófajok elfordulása implikálja a szeman-
tikai predikátum fennállását. 
 
sigma(AG^PAT^TIME^INST^CAUS^stabWithInit( 
                  AG,PAT,TIME,INST,CAUS)):- 
  noun(CAUS,_,nom,AGR), noun(PAT,_,acc,_-3), 
  verb(caus('szúr'),_PREFIX,decl,VTIME,AGR), 
  noun(INST,common,inst,_-3), 
time2verb(TIME,VTIME). 
 
IV. Eventualitások meghatározása a hatásláncmodell alapján, relációs ábrázolás-
ban. Az egyes szófajok elfordulása relációban áll a szemantikai predikátummal. 
 
sigma(AG^PAT^TIME^INST^CAUS^stabWithInit( 
                  AG,PAT,TIME,INST,CAUS)), 
  noun(CAUS,_,nom,AGR), noun(PAT,_,acc,_-3), 
  verb(caus('szúr'),_PREFIX,decl,VTIME,AGR), 
  [noun(INST,common,inst,_-3)]):- 
time2verb(TIME,VTIME). 
 
A fenti példában a „Mari kiszúratta az abroncsot egy szöggel” példamondat szúr 
igéjének predikátumkiszámító részletét láthatjuk, melyet az ontológia szintjén a 
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stabWithInit/5 predikátummal ábrázolunk. Ez a mveltetéssel és eszközzel 
történ kiszúrást fejezi ki, és az általános AG (ágens), PAT (páciens), TIME (id) 
paraméterek mellett még hivatkozik az INST (eszköz) és a CAUS (kezdeményez) 
paraméterekre is. A time2verb feltétel a stabWithInit/5 predikátum általános 
idreferense és az igeid közötti kapcsolatot számítja ki. A következtetéses modell-
ben a stabWithInit predikátum az állítás következményrészében reifikálva, míg 
az egyes szóalkotóelemekre hivatkozás a feltételrészében szerepel. Ez utóbbiak a 
relációs modellben az állítás további paramétereiként láthatók. 
A bemutatott lexikonrészletbl létrejött program egyrészt meglepen egyszer – 
lényegében a cikkben említett egyes példaigék (ás, szúr) hatásláncmodell-
változatainak rögzítését tartalmazza. A tesztsorral való meghajtás eredménye egyfell 
az elvárásokat hozta. Másfell pedig rámutatott: további szemantikai vagy környezeti 
információk feldolgozása nélkül a helyzet nem egyértelm, ami a 
nemdeterminisztikus eredmények túlburjánzásához vezet. Például a fentiekben onto-
lógiai / szemantikai szelekciós információk nélkül nem dönthet el, hogy a szög a 
szúrás eszköze vagy ágense-e: a teszteredményekben – nagyon helyesen – mindkét 
értelmezést viszontláthatjuk. A két értelmezés között csak egy szemantikus informá-
ciót is tartalmazó lexikonszerkezet tud egyértelmen választani: az ágensnek önálló 
cselekedetre képes (pl. az Agent fogalomból leszármaztatható) objektumnak kell 
lennie. 
5 Összegzés, értékelés 
Miután az 1. szakaszban bemutattuk a eALIS dinamikus diskurzusszemantikai 
interpretációs modellt [4], majd a 2.-ban a polaritásos hatáslánccsaládok lexikai-
szemantikai elméletét [2, 3], a 3.-ban pedig az utóbbi beépítését az elbbibe a  függ-
vény paramétervektora révén, a 4. szakaszban egy implementáció sarokköveit vázol-
tuk fel, részeredményekrl számolva be. Eddig alapelvek és adatformátumok rögzíté-
se és tanulmányprogramok írása történt meg. A helyzetet egyrészt bonyolítja, más-
részt megkönnyíti a kutatás korábbi szakaszában létrejött szóalak-elemzési program 
[5, 6] integrálásának igénye. Egy teljes eALIS-megvalósításról egyelre korai még 
a beszámoló, de ilyen irányba haladunk, és ez további közlemények tárgya lesz. 
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Kivonat: Ebben a cikkben bemutatjuk saját személynév-egyértelmsít rend-
szerünket, amely képes egy adott névhez mint kereskifejezéshez tartozó web-
oldalakból a különböz személyek és a hozzájuk tartozó honlapok azonosításá-
ra. Ezen megközelítés alapveten az egyes személyekhez automatikusan felis-
mert bibliográfiai jellemzk segítségével rendeli a különböz emberekhez az 
egy névhez tartozó honlapokat. Tehát a klaszterezés során nem használtuk fel 
az egyes weboldalak teljes tartalmát. Továbbá reprezentáljuk a magyar sze-
mélynév-egyértelmsít korpuszunkat is, melyen kiértékeltük rendszerünket. A 
kiértékelésre a BCubed metrikákat alkalmaztuk. 
1   Bevezetés 
Az internetfelhasználók egyik leggyakoribb tevékenysége személyek vagy hozzájuk 
kapcsolódó információk keresése az interneten. A kereskben használt 
kereskifejezések csaknem 30%-a tartalmaz valamilyen személynevet [1]. Viszont a 
nevek nagymértékben többértelmek: az amerikai népszámlálási hivatal szerint csak-
nem 100 millió emberhez alig 90.000 különböz név tartozik [2]. Ugyanez igaz ha-
zánkban is, hiszen a 9 leggyakoribb családnév több mint négymillió ember családne-
ve [3]. Ebbl kifolyólag ezen kereskifejezések eredményei az azonos nev, de kü-
lönböz személyekhez tartozó honlapokat tartalmaznak. 
A személynevek egyértelmsítése több szempontból is kihívásokkal teli (speciális 
jelentés-egyértelmsítési) feladat. Egyrészt elfordulhat, hogy az egyes nevek többér-
telmek, több ezer embernek lehet azonos utó- és/vagy vezetékneve Másrészt bizo-
nyos nevek rendkívül változékonyak, így elfordulhat, hogy egy személyhez tartozó 
nevet többféleképpen is leírhatunk. 
Az egy adott névhez tartozó honlapok különböz személyek szerinti klaszterezésé-
nek feladatát a 2007-ben elször megrendezésre kerül Web People Search nyílt 
nemzetközi verseny tzte ki céljául [4]. A rendszerek kiértékelése során a szervezk 
arra a következtetésre jutottak, hogy az egyes honlapok személyekhez való rendelése 
során igen hasznos jellemzknek bizonyultak a személyekhez tartozó különböz 
bibliográfiai attribútumok [5]. Ebben a cikkben bemutatjuk a magyar személynév-
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egyértelmsít korpuszunkat1 és egy olyan rendszert, amely alapveten az egyes 
személyekhez automatikusan felismert bibliográfiai jellemzk segítségével rendeli a 
különböz emberekhez az egy személyhez tartozó honlapokat. Tehát a klaszterezés 
során nem használtuk fel az egyes weboldalak teljes tartalmát. 
A feladat megoldása során 16 különböz jellemzt azonosítottunk automatikusan 
úgymint: családtag, mentor, egyéb név, iskola, díj, affiliáció, e-mail, telefonszám, fax, 
weboldal, születési dátum és hely, foglalkozás, diplomafokozat, nemzetiség. Ekkor 
egy adott oldalt a kinyert jellemzk által leírt vektor reprezentált, melyben az egyes 
jellemzket fontosságuk szerint súlyoztuk. Ezután definiáltunk egy hasonlósági mér-
téket, majd egy csoportba rendeltük a hasonló dokumentumokat. 
Az angol és magyar nyelv személynév-egyértelmsít rendszerünk kiértékelése 
azt mutatja, hogy megközelítésünk eredményei szignifikánsan jobbak, mint a klasszi-
kus dokumentumklasszifikációs megközelítéseké. 
2   Kapcsolódó munkák 
A webtartalom-bányászat célja az interneten elérhet szöveges dokumentumokból 
valamilyen szempont szerint hasznosnak vélt információk kinyerése. A fejldés mo-
torja a pénzügyi haszon, hiszen a kibányászhatatlannak vélt, vagy csak nagyon er-
forrás-igényesen elérhet információk, összefüggések nagyon sokat érhetnek. 
A kezdeti klasszikus webtartalom-bányászati próbálkozások 1998-'99 környékén 
jelentek meg [4, 5]. Ezek az alapveten szabályalapú rendszerek vagy kézzel elállí-
tott szabályokon, vagy egy manuálisan annotált korpusz felügyelt tanulása során 
elálló szabályokon alapultak. A következ generációs megközelítések alapveten 
gyengén felügyelt tanulási módszerek voltak. Ekkor a különböz rendszerek inputja 
egy lista volt célinformáció-párokkal. Ezen rendszerek célkitzése, hogy összegyjt-
sék azokat a párokat, amelyek kapcsolódnak egymáshoz. Ilyen párok lehettek például 
összefügg entitások, mint ország – fváros [6], híres emberek és kapcsolataik [7], 
vagy entitás – attribútum párok, mint Nobel díjazottak – év [8]. Ezen rendszerek 
általában letöltötték azokat a honlapokat, amelyek tartalmazták az aktuális párokat, 
majd szintaktikai/szemantikai szabályokat tanultak azok mondataiból. Végül egy új 
weboldalkorpuszon alkalmazták az elzetesen megtanult mintákat, hogy új párokat 
nyerjenek ki. Ezen megközelítések alapveten az internet redundanciáját használják 
ki. Azon a hipotézisen alapulnak, mely szerint az interneten a hasznos információk 
több helyen is elérhetek, ezért néhány nagyon pontos szabály segítségével a szüksé-
ges információk kinyerhetvé válnak. 
A második WePS kampány személynév-egyértelmsítési részfeladatán a beküldött 
rendszerek [5] többsége használt valamilyen elfeldolgozó lépést, mieltt az egyes 
dokumentumokat reprezentálták volna. Majd valamilyen általános klaszterez algo-
ritmust alkalmaztak. Ugyanakkor több csapat is úgy gondolta, hogy klaszterezés 
szempontjából igen sok információt tartalmazhat a különböz dokumentumokban 
található tulajdonnevek [5]. 
                                                          
1 A korpusz szabadon elérhet a Creative Commons licenc alatt. 
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3   Jellemzalapú személynév-egyértelmsítés 
Alapvet hipotézisünk az, hogy az egyes személyeket leíró biográfiai jellemzk hasz-
nosak lehetnek a klaszterez algoritmus számára. Például ha két honlapról is kiderül 
az illet születési helye és dátuma, és ezek megegyeznek, akkor majdnem biztosak 
lehetünk abban, hogy ugyanarról a személyrl van szó. Ezért 16 különböz jellemz-
osztály definiáltunk, és próbáltuk meg ezen osztályokba tartozó jellemzket automa-
tikusan kinyerni az egyes weboldalakból. Minden egyes dokumentumot az ezen jel-
lemzkbl alkotott vektortérmodell reprezentált. Végül ezt a teret klasztereztük, és 
azonosítottunk az egyes személyekhez tartozó weboldalakat. 
A jellemzk kinyerése során alapveten a HTML-oldalak szöveges részeire fóku-
száltunk, mivel úgy találtunk [9], hogy több oldal tartalmaz releváns információt 
szöveges részben, mint strukturált formában. 
3.1   Elfeldolgozás 
A rendszerünk bemenetéül egy személynévhez tartozó a Yahoo! keres által vissza-
adott weboldalak szolgáltak. Mivel úgy találtuk, hogy a weboldalakon található hasz-
nos információ nagyrészt azok szöveges részében fordul el, ezért alapveten az 
egyes oldalak szöveges bekezdéseire koncentráltunk. Ezáltal a különböz nyelvfel-
dolgozó eszközök számára zajos és nehezen feldolgozható elemeket elhagytuk. 
A weboldalakon elforduló bekezdések azonosításához a magyarlancot [12] al-
kalmaztuk minden oldal DOM fájának elemeire. Amennyiben az oldalon található 
szövegrészlet hosszabb volt 60 karakternél és több mint egy igét tartalmazott, akkor 
azt bekezdésnek jelöltük. Néhány jellemzt a saját tulajdonnév-felismer [13] rend-
szerünkkel azonosítottunk, amelyet a HVG korpuszon tanítottunk. 
3.2   B-Cubed kiértékelési metrika 
A klaszterezés kiértékelési metrikájául az B-Cubed mérték [10] kiterjesztett változatát 
használtuk, követve a WePS 3 verseny hivatalos kiértékelési útmutatóját. Ebben az 
esetben pontosságot és fedést számolunk, ugyanakkor szükséges a helyesség kiter-
jesztése azokban az esetben, amikor egy dokumentumot több klaszterbe is besoro-
lunk. Ezért definiáltuk a többszörös pontosságot és fedést:  
 
 
Ebben az esetben e és e’ két különböz elem, míg L(e) az e elemhez tartozó kate-
góriákat, C(e) pedig az e-hez tartozó klasztereket jelöli. Többszörös pontosságot csak 
abban az esetben használtunk, amennyiben e és e’ klasztereket osztott meg, továbbá 
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többszörös fedést, amennyiben e és e’ kategóriákat osztott meg. Elz értéke akkor 
volt maximális (1), amennyiben a megosztott kategóriák száma kevesebb vagy egyen-
l volt, mint a megosztott klaszterek száma. Ugyanakkor értéke akkor volt minimális 
(0), ha a két elem nem osztott meg egy kategóriát sem. A többszörös fedés értéke 
akkor volt maximális, amikor a megosztott klaszterek száma kevesebb vagy egyenl 
volt a megosztott kategóriák számával, ha pedig két elem nem osztott meg egy klasz-
tert sem, minimális értéket eredményezett. 
3.3   Jellemzkinyerés 
Néhány a WePS 2 versenyen résztvev jellemzkinyer rendszerhez hasonlóan a 
saját megközelítésünk is két fontos lépésre épült: lehetségesjellemz-kinyerési és 
jellemzverifikációs modulra. Tehát elször kinyertük a lehetséges jellemzket a 
bekezdésekbl, majd kiválasztottuk ezek közül a végsket. 
A jellemzkinyerés részprobléma megoldása során szükségesnek tnt a jellemz-
osztályok kategorizálása. Az azonos logikai osztályba tartozókat csoportosítottuk. Így 
például azonos csoportba kerültek az egyéb név, családtag és a mentor, hiszen ezek 
mind egyes személyek nevei. Ugyanakkor egy hierarchikus rendszert definiáltunk az 
összetartozó jellemzkön belül. Így egy nevet csak akkor jelöltünk mentornak, 
amennyiben az nem volt sem családnév és egyéb név sem. A jellemzk különböz 
csoportosításai az els táblázatban láthatók. 
1. táblázat: A jellemzk csoportosítása. 












A továbbiakban kitérünk az egyes jellemzk azonosításának részleteire. 
Születési dátum: amennyiben a szótövesítés után egy bekezdés tartalmazta a szü-
letik, születési dátum stb kifejezések bármelyikét, akkor lehetséges dátumokat keres-
tünk ezen szavak környezetében. Ehhez egy dátumvalidátort alkalmaztunk, amely 9 
különböz reguláris kifejezés segítségével próbálja azonosítani a különböz formá-
ban megadott dátumokat.  
Születési hely: amikor egy adott bekezdés szótövesített változata a születik, szület, 
születni, szülváros kifejezések bármelyikét tartalmazta, akkor alkalmaztuk a saját, 
HVG korpusz földrajzi név osztályon tanított tulajdonnév-felismer rendszerünket, 
hogy azonosítsuk a lehetséges szülhelyeket. Végül egy frázist születési helynek 
jelöltünk, amennyiben azt a szülhely-validátorunk elfogadta. 
Szervezetek (iskola, díj, affiliáció): mivel úgy találtuk, hogy ezen jellemzk egyes 
szervezetek nevei, ezért ezeket egy csoportba soroltuk. Ugyancsak saját tulajdonnév-
felismer eszközünket alkalmaztuk, amely ebben az esetben a HVG korpusz szerve-
zet osztályán lett tanítva. Amennyiben a tulajdonnév-felismer rendszerünk talált egy 
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szervezetet a bekezdésekben, akkor azt elször az iskola jellemz szempontjából 
vizsgáltuk. Amennyiben a kinyert szervezetnév megadott környékén elfordult vala-
mely kulcskifejezés, mint például diploma, oktatás, tudomány, akkor azt lehetséges 
iskolának jelöltük. Egy ilyen kifejezést akkor fogadtunk véglegesen el, amennyiben 
az iskolavalidátorunk azt elfogadta. Ez abban az esetben történt meg, amennyiben az 
adott kifejezés minden szava nagybetvel kezddött, néhány kötszót kivéve, mint 
például az és, továbbá tartalmaz néhány kulcskifejezést, úgymint Iskola, Akadémia, 
Egyetem, Fiskola stb. Amennyiben az adott kifejezést elvetettük, a továbbiakban díj 
jellemz szempontjából vizsgálódtunk. Így, amennyiben az aktuális kifejezés olyan 
kifejezések mellett fordul el, mint díj, nyer, év stb. akkor azt potenciális díj attribú-
tumként kezeltük. Egy ilyen kifejezést csak abban az esetben jelöltünk díj jellemz-
nek, amennyiben azt egy általunk definiált díjvalidátor elfogadott. Ez akkor történt 
meg, ha az aktuális frázis minden szava nagybetvel kezddött, kivéve néhány köt-
szót, úgymint az és, továbbá olyan kifejezéseket tartalmaz mint díj, legjobb, játékos 
stb. Amennyiben a potenciális szervezetnevet sem iskola, sem díj jellemzként nem 
sikerült azonosítanunk, akkor azt végül affiliációként jelöltük. 
Nevek (családtag, egyéb név, mentor): mivel ezen jellemzk mind valamilyen 
személyek nevei, ezért ezeket egy csoportba rendeltük. A név típusú attribútumok 
azonosítására szinten a saját fejlesztés tulajdonnév-felismer rendszerünket alkal-
maztuk, ám ezúttal a HVG korpusz név osztálycímkéjén tanított modellt alkalmaztuk. 
A modell által kinyert személynévelemet családtagnak jelöltünk, amennyiben az 
valamilyen rokonságot kifejez szó környezetében fordult el, mint például, fia, apja 
stb. (ezen kifejezések listáját a Wikipédia rokonság2 szócikkébl gyjtöttük). Azon-
ban sok esetben ez a feltétel nem teljesült, így ekkor az aktuális potenciális nevet 
lehetséges egyébnévként kezeltük. Úgy gondoltuk, hogy egy adott személy nem ad 
meg egy másik nevet azonos számú szóval, (ez a megállapítás nem feltétlenül igaz 
becenevek esetén) ugyanakkor az egyébnév mindenképp tartalmazza az eredeti név 
legalább egy részét. Tehát ha az aktuális név Kovács István volt, Kovács Józsefet 
nem fogadtuk el egyébnévnek, míg Kovács T. Istvánt igen. Amennyiben egy nevet 
nem jelöltünk sem családtag, sem egyébnévnek, akkor azt végül a mentor jellemz-
osztály szempontjából vizsgáltuk. Abban az esetben, ha az aktuális név néhány kulcs-
kifejezés környékén fordult el, úgymint edz, mentor stb. akkor azt végül mentor 
osztályba soroltuk. 
Titulus: manuálisan létrehoztunk egy 60 elembl álló listát, amely különböz tu-
dományos fokozatokat, diplomákat tartalmaz. Amennyiben az aktuális név adott 
közelségében a lista egy elemét találtuk, akkor azt titulus jellemznek jelöltük. 
Nemzetiség: összeállítottunk egy 371 elembl álló listát, mely különböz nemze-
teket tartalmaz. Ekkor minden nemzetiséget megpróbáltunk kinyerni az oldalról, 
végül a leggyakoribbat jelöltük nemzetiség attribútumnak. 
Amikor az elérhetség jellemzket próbáltuk azonosítani, akkor nem csak az olda-
lak bekezdéseit vizsgáltuk, hanem az egész oldalt, ugyanis úgy találtuk, hogy ezen 
típusú jellemzk bárhol elfordulhatnak a weboldalakon. 
                                                          
2 http://hu.wikipedia.org/wiki/Rokonság 
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Telefonszám: amennyiben egy szövegrészlet tartalmazta a tel, telefon, stb. kifeje-
zések egyikét, akkor a következ igen megenged reguláris kifejezéssel kerestünk 
lehetséges telefonszámokat: 
(((?[0-9+(][.()0-9s/-]{4,}[0-9])(? d{1,5})?) 
Amennyiben volt találat, akkor egy általunk definiált validátor segítségével válasz-
tottuk ki a telefonszámokat. 
Fax: a telefonszámhoz hasonlóan jártunk el, mivel a két jellemz meglehetsen 
hasonló. Ugyanakkor ebben az esetben a fax szó környékén vizsgálódtunk. 
E-mail: Úgy gondoltuk, hogy ha valaki közzéteszi az e-mail címét, az az esetek 
többségében egyben link is. Ezért elssorban az olyan linkeket vizsgáltuk, amelyek a 
mailto tagot tartalmazták. Ezenkívül igen gyakori, hogy az e-mail cím tartalmazza a 
személy nevét, vagy annak egy darabját. Definiáltunk egy e-mailcím-validátort, 
amely abban az esetben fogadott egy e-mail címet, ha az tartalmazta a személy nevé-
nek karaktertrigramjainak valamelyikét. Ugyanakkor definiáltunk egy stoplistát is, 
amely olyan szavakat tartalmazott, mint például webmaster, wiki, support stb. Ezen-
kívül minden elfogadott e-mail címbl kinyertük a domain címet, amit késbb az 
internetcím jellemznél használtuk fel. 
Internetcím: Úgy találtuk, hogy a személyekhez köthet internetoldalak címe tar-
talmazzák az adott személynevet, vagy annak egy darabját. Ugyanakkor ezen attribú-
tumok is jellemzen link formában fordulnak el az egyes weboldalakon. Tehát az 
internetcím-validátorunk az olyan webcímeket fogadta el, amelyek tartalmazták az 
adott nevet, vagy annak egy részét, esetleg az e-mail címbl kinyert domént. 
3.4   Weboldalak klaszterezése 
Az egy személyhez tartozó honlapok klaszterezése során úgy gondoltuk, hogy csupán 
a személyes információk alapján képesek vagyok a különböz emberekhez tartozó 
dokumentumokat osztályozni. Továbbá képesek vagyunk megállapítani, egy adott 
névhez tartozó dokumentumok hány különböz személyhez tartoznak. Ez az adat a 
klaszterezés szempontjából különösen fontos, hiszen a klaszterez algoritmusok több-
ségéhez szükséges elre definiálni a klaszterek számát. 
Az egyes jellemzkre egy súlyozást definiáltunk. A leghasznosabb attribútumok-
nak az internetcím, e-mail cím, telefonszám, fax és az egyéb név bizonyult, ezért ezek 
3 súlyt kaptak. Továbbá a születési dátum 2-es, míg a születési hely, mentor, 
affiliáció, nemzetiség, családtag, iskola és díj 1-es értéket kaptak. Ekkor minden 
dokumentumot a kinyert jellemzkbl álló vektor reprezentált. Ahhoz, hogy egy 
hatékony hasonlósági metrikát tudjunk meghatározni, elbb szükséges volt az egyes 
jellemzk normalizálása, egységes formára hozása. Ezért különböz szabályok és 
reguláris kifejezések segítségével egységesítettük azokat. 
Az alapveten weboldalakról kinyert személyes jellemzk segítségével végzett 
klaszterezés során egy alulról fölfelé történ heurisztikát alkalmaztunk. Ebben az 
esetben elször minden dokumentum egy külön klaszterben van, majd a különböz 
klasztereket addig vonjuk össze iteratívan, amíg a megállási feltételt el nem érjük. 
Minden lépésben a leghasonlóbb klaszterek kerülnek összevonásra, ahol minden 
klaszter a centroidjával van reprezentálva, és két centroid közti távolság az ket leíró 
normalizált, súlyozott vektorok euklideszi távolsága. Az algoritmus számára a megál-
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lási feltétel a legnagyobb hasonlósági mérték kevesebb mint 3-as mivolta. Tehát két 
klasztert abban az esetben nem vontunk össze, amennyiben a kett közti hasonlósági 
mérték kisebb volt 3-nál. 
Az alapveten attribútumokat használó megoldás mellett, néhány alapmódszert is 
kipróbáltunk. Ekkor az egyes nevekhez tartozó dokumentumhalmazokat, a különböz 
dokumentumokból létrejöv vektortérmodell reprezentált. Ehhez a WEKA Java cso-
magban [11] található KMeans algoritmust is alkalmaztuk. Ugyanakkor ezen megkö-
zelítésnek, mint a klaszterez algoritmusok többségének, szükséges elre definiálni a 
klaszterek számát. Mivel az adott feladat során ez az érték nem ismert, ezért különbö-
z heurisztikák segítségével próbáltuk meg megbecsülni azt. Az els esetben 
[Kmeans], az elzekben már bemutatott, alulról fölfelé történ, jellemzkön alapuló 
megközelítés által végeredményül kapott klaszterszámot adtuk meg. Másik esetben 
[Simple], a kiértékel korpuszon, az egy névhez tartozó átlagos személyek számát 
(hét) adtuk meg. Végül a [Perfekt] esetben az annotátorok által meghatározott, adott 
névhez tartozó személyek számát kapta meg a KMeans algoritmus. 
Ezen kívül még két egyszer alapmegközelítést is adtunk, melyeket az 1. ábrán 
láthatunk. Az els esetben minden dokumentumot egy klaszterbe tettünk, míg az egy 
az egyben megközelítésnél külön klaszterbe került minden egyes dokumentum.  
 
1. ábra. A két alapmegközelítés. 
4   Kiértékelés 
4.1   Korpusz 
Rendszerünk kiértékelésére létrehoztunk egy magyar nevekhez tartozó weboldalkor-
puszt, manuálisan annotált honlapokkal, amely elérhet a http://www.inf.u-
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szeged.hu/rgai/nlp/homepagewsd weboldalon. Hogy eredményeink összevethetek 
legyenek más nemzetközi eredményekkel, a tesztkorpuszt a meglév korpuszokhoz 
hasonlóan hoztuk létre. A nevek közé több közéleti szerepl került, úgymint Csányi 
Sándor (OTP vezér és színész), továbbá Magyarországon igen gyakori nevek, mint 
például a Kovács István vagy a Szabó Zsófia. Ugyanakkor arra törekedtünk, hogy 
ezen gyakori nevek közt is szerepeljenek híres személyiségek, ahogy az els esetben 
a bokszoló, míg a másodikban a színészn. Továbbá Schmitt Pál egy igazán érdekes 
kihívásnak ígérkezett, hiszen az élet különböz területein tölt be fontos pozíciókat, 
így a hozzá kapcsolódó weboldalak is igen eltérek lehetnek. 
A dokumentumhalmazban minden névhez a Yahoo!3 keres által megadott els 
100 találat került letöltésre, így a korpusz végül 960 weboldalt tartalmazott. Ezek 
közül összesen 572 oldalt kötöttek az annotátorok egy adott személyhez, vagyis egy 
névhez átlagosan 57 oldal kapcsolódott. Ugyanakkor a különböz nevek esetén igen 
nagy eltérések vannak, hiszen míg Zrínyi Miklós esetében a találatok nagy többsége 
valamilyen intézményhez köthet, addig például Schmitt Pál esetében az oldalak 
többsége a konkrét személyhez tartozik. A 10 névhez összesen 120 különböz sze-
mélyt azonosítottunk, de míg a Kovács István esetében 30 különböz egyén fordult 
el, addig a Schmitt Pálhoz tartozó weboldalak alapveten a köztársasági elnökhöz 
voltak köthetk.  
4.2   Eredmények 
A különböz megközelítések eredményei a második táblázatban láthatóak. Az algo-
ritmusokat B-Cubed pontosság, fedés és az ezekbl számított F-mértékkel értékeltük 
ki. A táblázatból kitnik, hogy az általunk megadott algoritmus érte el a legjobb 
eredményt az adott korpuszon. Míg a klaszterez eljárások közül az érte el a legjobb 
eredményt, amikor megadtuk a klaszterek pontos számát. A másik két eljárás más-
más pontosság és fedés mellett ért el azonos F-mértéket. 
2. táblázat: Eredmények. 
Megközelítés BCubed pontosság BCubed fedés F-mérték 
Jellemzk 0,59 0,64 0,59 
All_In_One 0,43 0,84 0,50 
Perfekt 0,59 0,37 0,43 
Simple 0,52 0,38 0,36 
kMeans 0,69 0,28 0,36 
One_In_One 0,93 0,24 0,35 
5   Konklúzió 
Ebben a cikkben bemutattunk az els magyar nyelv személynév-egyértelmsít 
megközelítésünket, amely hatékonyan volt képes kezelni a problémát. A kiértékelés-
                                                          
3 www.yahoo.com 
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hez létrehoztuk az els magyar nyelv személynév-egyértelmsít korpuszt. Rendsze-
rünk a weboldalak folyó szöveges részébl dolgozik és alapveten a személyek bib-
liográfiai attribútumai alapján egyértelmsíti a személyneveket. 16 különböz 
attribútumosztályt definiáltunk, amelyeket automatikus eszközökkel nyerünk ki. A 
klaszterezés 0,59 B-cubed F-mértéket ér el, ami az angol nyelvre publikált korpu-
szokkal és algoritmusokkal összevethet eredmény. 
Habár eredményeink jónak tekinthetek, a rendszernek számos továbbfejlesztési 
iránya van, amelyeket a jövben meg kívánunk valósítani. Ilyenek például a tábláza-
tos részekbl kinyerhet információkkal való kiegészítés, mélyebb szintaktikai in-
formációk figyelembevétele a validátoroknál, illetve a bekezdések f alanyainak 
azonosítása (a hibák egy része annak a hipotézisnek a következménye, hogy az egy 
oldalon talált minden bibliográfiai adat az oldal tulajdonosáé). 
Köszönetnyilvánítás 
A kutatást – részben – a TEXTREND projekt (Jedlik Ányos program) keretében az 
NKTH támogatta. 
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Kivonat: Tanulmányunkban bemutatunk egy vizsgálatot, amellyel a magyar 
WordNet használhatóságát teszteltük a gépi fordítás során alkalmazható lexiká-
lis jelentés-egyértelmsítésben. A vizsgálat során lefordítottuk angolra egy ma-
gyar szöveg tartalmas szavait a MetaMorpho gépi fordítórendszerrel, valamint 
a Magyar WordNettel való jelentés-egyértelmsítésen keresztül megfeleltettük 
ezeket a Princeton WordNet synseteinek. Egy angol nyelv referenciafordítás-
hoz képest automatikusan értékeltük ki a kapott fordításokat. A MetaMorpho 
gépi fordítórendszer magyar–angol nyelvpárra jelenlegi állapotában jobb fordí-
tásokat ad, mint a WordNet által javasolt lexikális fordítások; teljesítményét te-
hát a jelen vizsgálat alapján úgy tnik, a HuWN nem javítaná. 
1   Bevezet 
A jelentés-egyértelmsítés mint a nyelvtechnológia egyik központi feladata számos 
alkalmazásban kap fontos szerepet: a legfontosabbak ezek közül a gépi fordítás, az 
információkivonatolás, illetve az információkinyerés. A feladat, komplexitásából 
adódóan, egyelre nem tekinthet megoldottnak – sem magyarra, sem más nyelvekre 
(l. [1]). Általánosan a jelentés-egyértelmsítés folyamatát két alapvet lépésre bont-
juk: (i) valamilyen jelentéstár kiválasztása, illetve létrehozása, valamint (ii) a jelentés-
tárban szerepl jelentések hozzárendelése a kívánt szóalakokhoz valamilyen algorit-
mus segítségével. Nemzetközi szinten az egyik legelterjedtebb jelentéstár a WordNet 
(PWN – l. [5]).1 A WordNet mint általános adatbázistípus az angol nyelv Princeton 
                                                          
* Jelen tanulmány a "A Magyar és Szlovén WordNet összehasonlító kiértékelése gépi fordítás-
ban" c. projekt keretén belül született, melyet a Magyar-Szlovén Kormányközi TéT együtt-
mködés támogat 2009-2010-ben. 
1 A legkülönbözbb jelentés-egyértelmsít részfeladatokhoz (célszó jelentés-egyértelmsítése, 
automatikus kulcsszókinyerés, szemantikai szerepek címkézése stb.) nagy százalékban ennek 
az adatbázisnak különböz verzióit használják mint jelentéstárat. A Senseval versenyeken 
használt jelentés-egyértelmsített korpuszok több mint fele valamilyen WordNet-típussal lett 
annotálva. 
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WordNetre épül lexikális hálót takar, amelynek alapegysége a fogalom / jelentés 
(szakszóval synset), nem pedig a tradicionális szótárak alapegysége, a szó / lexéma. A 
wordnetek egy adott nyelv lexikalizálódott jelentéseit az egymáshoz való jelentéstani 
viszonyaik által alkotott hálóban helyezik el, a viszonyokat a háló éleiként, a jelenté-
seket ezen élek találkozási pontjaiként, csomópontjaiként szemléltetve. 
A WordNetek közismert gyengesége a poliszém szavak jelentéseinek túl finom 
megkülönböztetése, ami a gyakorlatban nagyon megnehezíti egy átlagos beszél 
számára egy szóalak valamely WordNet-beli fogalomnak való megfeleltetését. A 
WordNet-beli fogalmak elkülönítése utólag már gyakran nem tnik motiváltnak, a 
jelentésegységek sokszor átfedésben vannak egymással. Párhuzamos WordNetekben 
– mint pl. a HuWN és a PWN, ahol a magyar és angol nyelv fogalmak egyedi azo-
nosítójukon keresztül meg vannak feleltetve egymásnak – gyakori az a jelenség, hogy 
egy mindkét nyelven poliszém szó más-más aljelentéssel több párhuzamosított 
synsetet is "elfoglal" önmagában, anélkül, hogy a jelentések közötti különbségtétel 
oka nyilvánvaló volna. Így látszólag mindkét WordNetben duplázva, triplázva szere-
pel egy adott szót tartalmazó synset – fordítási szempontból mindenképp redundáns 
módon. Az alábbiak jól példázzák ezt az esetet: a Princeton Wordnet 2.0-s verziójá-
ban a give ige több mint 40 synsetben szerepel (nem kollokációban, hanem önálló 
igeként), s ebbl több mint 20 esetben egymagában szerepel a synsetben, egyéb szi-
nonima nélkül. Ezek közül a synsetek közül többnek is olyan magyar megfelelje 
van, amelyben az ad ige szintén önmagában, szinonima nélkül szerepel. Két ilyen 
synsetpár jelentését alább idézzük (a definíciót illetve egy példamondatot emelünk 
ki): 
 
  give:27 def.: estimate the duration or outcome of something 
He gave the patient three months to live. 
 ad:16 def.: Idtartamot megbecsül. 
  Az orvosok három hónapot adtak a betegnek. 
  give:40 def.: allow to have or take 
I give you two minutes to respond. 
 ad:12  def.: Valamennyi idt kiszab, illetve engedélyez vmire. 
  Öt percet adok neked arra, hogy elkészülj. 
 
A WordNetnek ez a tulajdonsága megnehezíti az egyébként is köztudottan nehéz 
jelentésannotációs feladatot2, és rontja annak az esélyét, hogy a jelentésannotációs 
feladatot végz humán annotátorok közötti egyetértés megüssön egy, a gépi jelentés-
egyértelmsítéshez elfogadható referenciamértéket. 3 
                                                          
2 "Wordsense tagging is one of the hardest annotation tasks." ([3]) 
3  Ilyen jelleg kísérletre a tavalyi évben került sor, amikor megvizsgáltuk (l. [7] és [8]), hogy – 
többek között – a Magyar WordNet igei része mennyire alkalmas arra, hogy egy szövegben a 
legpoliszémebb igék elfordulásait humán annotátorok egyértelmen beannotálják jelenté-
sekkel. A vizsgálat kiértékelése az annotátorok közötti egyetértés mértékét vette figyelembe. 
A Magyar WordNet (csakúgy, mint a többi vizsgált adatbázis) ezen a vizsgálaton gyenge 
eredményt ért el, azaz az annotátorok közötti egyetértés mértéke nem ütötte meg azt a szin-
tet, amelyet általánosan az egyértelm jelentésannotáció feltételeként szabni szoktak. 
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Nem minden jelentés-egyértelmsítési feladathoz szükséges azonban, hogy a kiér-
tékelést egy humán annotátorok által jelentésannotált tesztkorpuszhoz képest végez-
zük. A fordítás szempontjából ugyanis legitimálható módon nincs jelentsége, hogy a 
jelentéstár "megfelel" vagy "nem megfelel" jelentése vezetett-e a helyes fordítás-
hoz. A fenti esetet példáként véve mindegy, hogy az ad igét tartalmazó két synset 
közül melyiken keresztül érjük el a give angol megfelelt. A gépi fordítás olyan spe-
ciális, jelentés-egyértelmsítést igényl feladat, ahol a forrásnyelvi szó célnyelvi 
fordításának megfelel volta elegend kiértékelési szempont. A kiértékelés itt tehát 
hasonlítható a rossz matematikatanuló módszeréhez: mindegy, hogy hogyan jutunk el 
a végeredményhez, csak helyes legyen. Tanulmányunkban tehát nem közvetlenül a 
HuWN-nel végzett jelentés-egyértelmsítés kiértékelése zajlik egy humán 
annotátorok által jelentésannotált tesztkorpuszhoz képest, hanem annak kiértékelése, 
hogy a párhuzamos WordNetek alapján kapott lexikális szint fordítás hogy viszo-
nyul a gépi fordítás során kapott fordítási eredményhez. 
2   Célkitzés és módszertan 
Esettanulmányunkban azt vizsgáltuk, hogy a Magyar WordNet mint jelentés-
egyértelmsít rendszer és a vele összekötött Princeton WordNet mint angol szótár 
tud-e javítani lexikális szinten egy adott a magyar–angol irányú gépi fordítórendszer 
teljesítményén, illetve hogy szófajonként van-e releváns különbség az eredmények-
ben. 
2.1   A felhasznált erforrások 
Kísérletünkhöz a magyar–angol nyelvpárra elérhet gépi fordító szolgáltatások közül 
a legjobb teljesítményt nyújtó4 MetaMorpho rendszert választottuk. A MetaMorpho 
gépi fordítórendszer szabályalapú rendszer, de a transzfer és közvetítnyelves mód-
szerekkel szemben kizárólag direkt megfogalmazásokból áll. Ezek a direkt megfelel-
tetések azonban nem direkt módon, hanem az elkülönül generáló fázisban érvénye-
sülnek. A minták egységesen szolgálnak a nyelvtan és szótár leírására is. A fordító 
gerincét igei vonzatkeretminták adják, amelyeknek az illesztése kulcsfontosságú a 
fordítandó mondat szintaktikai elemzése szempontjából. A fordítórendszerben a szó-
faji egyértelmsítést a forrásnyelvi mondat névszói szerkezeteinek és az igei 
vonzatkeretminták illesztése biztosítja. Az igei vonzatkeretminták illesztése egyben 
poliszém igék jelentései közötti jelentés-egyértelmsítést is végez. 
A Magyar WordNet (HuWN) jelenlegi állapotában kb. 37.000 fogalmat tartalmaz, 
melyeknek nagy része fnév (mintegy 28.500 fogalom), a maradék 8.500 fogalom 
szófaji megoszlása pedig a következ: 4100 melléknév, 3400 igei, 1000 határozószó. 
A Magyar WordNet csaknem minden synsete vagy egyedi azonosítóján keresztül, 
vagy egy ún. nyelvközi relációval meg van feleltetve az angol nyelv Princeton 
WordNet 2.0-s verziójának. 
                                                          
4  A teljesítményt elzetes felmérések alapján becsültük meg. 
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A vizsgálathoz egy EU-s rövidhíreket tartalmazó párhuzamos korpuszt használ-
tunk, amely mind magyarul, mind angolul kb. 50.000 szövegszó hosszúságú. A kor-
pusz a http://ec.europa.eu/news/ weboldalról származik.5 Egy-egy rövidhír átlagosan 
10 mondatot tartalmaz. A korpusz öt domént ölel fel (mezgazdaság, pénzügy, kultú-
ra, gazdaság, munkaügy), azaz az általános szókincset hivatott lefedni. 
2.2   A munkafolyamat 
A vizsgálat a következ f lépésekbl áll: (1) a magyar nyelv korpusz fneveinek, 
igéinek és mellékneveinek jelentés-egyértelmsítése a HuWN felhasználásával, majd 
a beazonosított jelentések (synsetek) angol megfelelinek kikeresése az angol nyelv 
WordNetbl, (2) a magyar nyelv korpusz lefordítása a MetaMorpho fordítóval, majd 
a fordítás lemmatizálása, (3) az 1. és 2. lépésekbl nyert angol fordítások helyességé-
nek automatikus kiértékelése a párhuzamos korpusz angol mondataihoz képest, lem-
maszinten.6 A vizsgálat fbb lépéseit az alábbi ábra szemlélteti: 
 
1. ábra. A vizsgálat fbb lépései. 
                                                          
5 Ezúton szeretnék köszönetet mondani Héja Eniknek az általa gyjtött korpusz felhasználha-
tóvá tételéért, valamint a jelen tanulmányhoz fzött hasznos megjegyzéseiért. 
6  A vizsgálat elvégzéséhez a következ elfeldolgozó lépésekre volt szükség: (1) a Magyar 
WordNet XML formátumából a jelentés-egyértelmsít szoftvernek megfelel bemeneti fáj-
lokat készíteni, (2) a magyar nyelv korpuszt a jelentés-egyértelmsít szoftver által megkö-
vetelt bemeneti formátumra hozni, (3) a rendelkezésünkre álló magyar és angol korpuszt 
lemmatizálni, (4) a korpuszokat párhuzamosítani (szószint megfeleltetésre nem volt szük-
ség). 
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Az ábrán vastag ferde nyilak jelölik a kiértékelés automatikusan végezhet részét: 
(a fenti felsorolásban a (3)): mind a MetaMorpho gépi fordítórendszer által nyújtott 
lexikális fordításokat, mind a magyar és angol párhuzamos WordNeteken keresztül 
kapott lexikális fordításokat összevetettük fordítási egységenként (szegmensenként) a 
referenciafordításként használt, lemmatizált angol korpusszal. 
A magyar korpusz szavainak jelentés-egyértelmsítését a HuWN gráf felhasználá-
sával a Baszk Egyetem által fejlesztett, ingyenesen elérhet, nyelvfüggetlen, UKB 
nev eszközzel végeztük (l. [2]), amely a PageRank algoritmust [4] használja fel a 
jelentés-egyértelmsítés során. Az UKB az általa használt tudásbázist (jelen esetben a 
WordNetet) gráfként kezeli, melyben a csomópontokat a relatív szerkezeti jelentsé-
gükhöz mérten súlyozza. Az egyes csomópontok súlya a hozzájuk vezet relációktól 
 függ: ha i és j csomópont között van kapcsolat, akkor j súlya i súlyának arányában 
megn. A program kimenete az adott szóra a szóhoz tartozó csomópontok (itt 
WordNet synsetek) közül a legnagyobb súlyú. Agirre és Soroa [2] újítása többek 
között abban áll, hogy az egész tudásbázis gráfját felhasználják, nem csak egy 
algráfot vonnak be a jelentés-egyértelmsítésbe. 
A magyar nyelv jelentés-egyértelmsítés során a korpusz fneveit, igéit és mel-
lékneveit egyértelmsítettük, azaz az UKB minden ilyen szóhoz hozzárendelt egy-egy 
WordNet-synsetet. A WordNet-synsetek azonosítóján keresztül eljutottunk a PWN 
megfelel fogalmához, azaz a kiindulási szavunk WordNet által javasolt angol nyelv 
fordításához. A korpuszt a MetaMorpho fordítóval is lefordítottuk. A kapott gépi 
fordítást lemmatizáltuk, és kiválogattuk belle a fneveket, mellékneveket és igéket. 
A MetaMorpho fordítót a teljes korpuszszövegen futtattuk le, nem pedig lemmati-
zált alakokon, mert a fordító mintaillesztése szempontjából szükséges, hogy teljes igei 
szerkezeteket felismerhessen, és ne csak lemmákat fordító szótárként funkcionáljon a 
program (pl. egyben felismerjen olyan kollokációkat, mint az érvénybe lép). Ilyen 
szint kollokációfelismerésre a WordNet a jelen egyértelmsít algoritmus használata 
mellett nem volt alkalmas (bár pl. az említett kollokációt tartalmazza), mert az UKB 
által megkívánt korpuszbemenet lemmatizált alakokat kívánt meg, azaz az esetleges 
többszavas kifejezéseket eleve elválasztva kezelte, és próbálta egyértelmsíteni. 
A hírkorpusz szövegében elforduló fneveknek jelents hányada tulajdonnév 
(Named Entity). Ezek, a hírek aktuálpolitikai jellegébl adódóan túlnyomó többség-
gel olyan esetleges, szótárban nem szerepl nevek, amelyek, ha a kiértékelésnél fi-
gyelembe vennénk ket, torzítanák a két fordítási módszer összevethetségét.7 Ezért 
ezeket mind a WordNet, mind a MetaMorpho fordításaiból kiszrtük. 
A gépi fordítórendszer, illetve a jelentés-egyértelmsít algoritmus jellegét tekin-
tetbe véve elzetes elvárásunk az, hogy az igék esetében a MetaMorpho rendszer fog 
jobb fordítást nyújtani – lévén, hogy a fentiekben említett igei kollokációfelismerésre 
a WordNet számára a jelen vizsgálatban nem volt esély. Fnevek esetében feltételez-
het, hogy a WordNeten keresztül kapott fordítások nagyobb arányban lesznek job-
bak, mint a MetaMorpho rendszeréi, mivel az UKB egy adott szó egyértelmsítésekor 
a szó szövegkörnyezetében elforduló, vele valamilyen szemantikai viszonyban lév 
                                                          
7  A MetaMorpho rendszer ugyanis, ha nem ismer fel egy szót, visszadja azt kimenetként – 
azaz tulajdonnevek esetében automatikusan, valódi fordítási eljárás nélkül helyes kimenetet 
produkál. 
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szavakat vizsgálja, és veti össze a HuWN gráffal, és a HuWN fnévi gráfja kellen 
nagy ahhoz, hogy sikeresnek tételezzük fel ezt a mveletet. A melléknevek esetében 
kb. egyforma teljesítményre számítunk a két fordítórendszer részérl. 
3   Eredmények és kiértékelés 
Az automatikus kiértékel lépésben a két módszerrel kapott fordításokat összevetet-
tük a lemmatizált angol korpusszal, amit emberi fordításként, referenciafordításként 
kezeltünk. Mind a két gépi fordítási kimenetben (itt tág értelemben véve a WordNet 
által kínált lexikális fordításokat is gépi fordításnak nevezzük) megriztük azokat a 
szegmenshatárokat, amelyek a magyar és angol korpusz párhuzamosításakor mint 
fordításiegység-határok születtek. Így az összehasonlítás szegmensenként történt. 
Amennyiben egy adott szegmens egy lexikális egységének volt megfelelje az angol 
korpusz megfelel szegmensében, azt automatikusan jó fordításnak könyveltük el.8 
Az ilyen találat hiánya azonban nem tekinthet automatikusan rossz fordítás indikáto-
rának – hiszen egy szövegnek többfajta helyes fordítása is létezhet –, pusztán kézi 
kiértékelést tesz szükségessé. 
A vizsgálatot az a kérdés vezérelte, hogy a HuWN felhasználása a lexikális jelen-
tés-egyértelmsítésben javíthat-e lexikális szinten a magyar-angol irányú gépi fordítás 
minségén. A fordítás eredményét pontosság (precision) alapján mértük, azaz a jól 
fordított szavak és az összes lefordított szó arányára voltunk kíváncsiak, s ezt hasonlí-
tottuk össze a két módszerrel kapott fordítások esetében. Jelen vizsgálat során a fedés 
(recall) mérése nem volt alkalmazható, a következk miatt. A WordNet által kapott 
fordítások esetében meg lehet határozni, hogy a korpusz összes fnévi, melléknévi és 
igei szavának mekkora százalékára készült fordítás. Ugyanez azonban nem állapítható 
meg a MetaMorphóval készült fordítás esetében. A MetaMorpho rendszer ugyanis 
nem szavakat, hanem mondatokat fordított, s ily módon nem feleltethetk meg egy-
másnak egyértelmen a magyar szöveg és az angol fordítás szavai. A MetaMorphóval 
készült angol fordítás összesen jóval több fnevet, melléknevet, igét tartalmaz, mint a 
magyar korpusz – míg a WordNettel készült fordításra ez nem igaz, hiszen ott lexiká-
lis elemeket fordítottunk. Az arányok összehasonlítása tehát értelmetlen lenne a két 
esetben. 
A kiértékeléskor tokenek arányát vettünk figyelembe, bár ez implikálja, hogy egy 
gyakoribb elfordulású szó nagyobb súllyal szerepel a kapott pontossági értékben. 
Ennek ellenére, mivel szövegek fordítási minségérl van szó, ennek a súlyozásnak 
van létjogosultsága. 
A WordNeten keresztül kapott fordítások esetében az esetleges többszavas kifeje-
zések helyességének automatikus ellenrzésére két út is kínálkozott: a referenciafor-
dítással való összehasonlításkor egyrészt tekinthettük illeszkedésnek, ha az adott 
többszavas tagjai közvetlenül egymás mellett jelentek meg, de megengedbb esetben 
                                                          
8 E mögött az az elfeltevés húzódott meg, hogy amennyiben ugyanaz a szó szerepel az emberi 
fordítás és egy „gépi” fordítás ugyanazon fordítási egységében, jogunk van feltételezni, hogy 
ugyanannak a szónak a fordításáról van szó, nem pedig puszta véletlenrl. 
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azt is, ha a tagok bárhol szerepeltek a megfelel referenciaszegmensben.9 Alább be-
mutatjuk mindkét úton kapott eredményeket. 
1. táblázat: Az automatikus kiértékelés eredményei: a két fordítási módszer pontossága. 
 
HuWN pontossága a 
többszavas kif-ek pon-
tos illesztésével 
HuWN pontossága a 




fnév 31,69% 31,81% 32,24% 
melléknév 28,13% 28,27% 32,96% 
ige 15,22% 15,28% 20,12% 
össz.: 28,12% 28,22% 28,97% 
 
A fentiek fényében elmondhatjuk, hogy az eddig elvégzett automatikus kiértékelés 
alapján nagyságrendileg mindkét fordítási módszer hasonló eredményt nyújtott. A 
MetaMorpho rendszer mind összesítésben, mind szófajokra bontva jobban teljesített, 
mint a két párhuzamos WordNet mint lexikális fordító. Elzetes elvárásunk, miszerint 
a MetaMorpho az igei jelentés-egyértelmsít mechanizmusának köszönheten az 
igék esetében jobb fordítást nyújt majd, mint a WordNeteken keresztül kapott fordítá-
sok, annyiban is beigazolódott, hogy a két rendszer pontossága közötti nagyságrendi 
különbség az igék esetében a legnagyobb.10 Azon hipotézisünk, miszerint a fnevek 
esetében a WordNeteken keresztül kapott fordítások bizonyulhatnak jobbnak, nem 
igazolódott be, bár nyilvánvaló, hogy nagyságrendileg a fnevek esetében közelíti 
meg egymást leginkább a két módszer pontossága. 
4   További munkálatok 
Ahhoz, hogy a jelenlegi kiértékelésnél megbízhatóbb eredményt kapjunk, természete-
sen szükséges az automatikusan nem kiértékelhet fordítások (legalább egy részének) 
kézi kiértékelése. Érdekes lenne azt is megvizsgálni, hogy a két fordítórendszer hiba-
eseteiben van-e felismerhet tendencia: hasonló esetekben adnak-e rossz fordítást, 
vagy komplementer esetekben. További kutatás tárgya lehetne egyrészt az ellentétes 
irányú nyelvpáron (angol–magyar) lefuttatott hasonló kísérlet ugyanezzel a két fordí-
                                                          
9 A MetaMorpho által nyújtott fordítást lemmatizálás után tudtuk csak összevetni a referencia-
fordítással, így ebben a lépésben sajnos mindenképp külön tagokra bontódtak fel az esetleges 
többszavas kifejezések. Tagjaikat azonban külön-külön természetesen meg lehetett találni az 
angol korpusz megfelel mondatában. 
10 A Szlovén WordNet és egy szlovén-angol gépi fordító program (Presis) viszonylatában Fišer 
és Vintar [6] hasonló kísérletet végzett, amelyen valamivel jobb eredményt el a WordNet ál-
tal nyújtott fordítás. Ez valószínleg annak tudható be, hogy a Presis fordítórendszerben 
semmiféle jelentésegyértelmsítés nincs beépítve. 
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tórendszerrel, valamint más, magyar–angol / angol–magyar nyelvpárra elérhet fordí-
tók és a magyar–angol párhuzamosított WordNet teljesítményének összehasonlítása. 
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Kivonat: Jelen tanulmány a konkrét–absztrakt (vagy metaforikus) nyelvhasz-
nálat korpuszalapú elemzésének segítségével arra keresi a választ, hogy a fo-
galmi metafora hipotézis milyen mértékben járulhat hozzá a metaforikus jelen-
tések értelmezéséhez természetes nyelvi szövegekben. A kutatás céljaira egy 
300 ezer szavas magyar nyelv korpuszt hoztunk létre különböz szövegtípu-
sokból. [3] és [2] metaforaindexébl 12 ismert fogalmi metaforát választottunk 
ki, melyek mindegyikéhez két kifejezéslistát állítottunk össze – az egyik a for-
rástartományra, a másik a céltartományra jellemz kifejezéseket foglalta magá-
ban. A metaforák automatikus azonosításához Martin módszerét [17] alkalmaz-
tuk, vagyis olyan mondatokat kerestünk, amelyekben mindkét tartomány kife-
jezései szerepeltek egyazon mondaton belül. A hipotézis alapján azt feltételez-
tük, hogy ha egy mondat tartalmaz egy forrás- és egy céltartományi kifejezést 
is, akkor az metaforikus lesz. Az eredmények azt mutatják, hogy egy forrás–cél 
tartománypároson belül nem bármilyen asszociáció vezet metaforikus értelme-
zéshez, és a valóban metaforicitásra utaló relációk mibenléte leginkább az adott 
szöveg nyelvi tulajdonságain múlik.  
1   Absztrakt tudás: a kognitív metaforaelmélet és a statisztikai 
megközelítés 
A metaforamegértés kérdése szorosan kapcsolódik az absztrakt tudás reprezentáció-
jának és elsajátításának problémaköréhez. Az elvont tudás reprezentációjáról két 
radikálisan különböz, de elméletileg összeegyeztethet megközelítés uralkodik a 
kognitív tudományban: (i) a testesültség (embodiment) hipotézis, amely szerint abszt-
rakt tudásunk fogalmi metaforákra vezethet vissza; és (ii) a statisztikai tanulás hipo-
tézis, amely szerint a nyelv statisztikai tulajdonságai segítségével sajátítjuk el az el-
vont fogalmakat. 
A testesültség nézet a kognitív nyelvészet egyik alaptétele [6, 12, 13, 14, 15]. 
Kognitív nyelvészeti megközelítésben az absztrakt fogalmak mentális reprezentációja 
fizikai, elssorban az ember által közvetlenül tapasztalható jelenségeken alapul. A 
nyelvi folyamatokra vonatkozóan ez azt jelenti, hogy az elvont fogalmakat (a céltar-
tományt) kódoló nyelv produkciója és feldolgozása konkrét fogalmak (a forrástarto-
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mány) metaforikus kiterjesztésén keresztül valósulhat meg, amihez ún. fogalmi meta-
forák, azaz konkrét—absztrakt fogalmi megfeleltetések állnak a nyelvhasználó ren-
delkezésére [12, 14]. Az idt pazarol vagy védi az álláspontját kifejezések hátterében 
például az AZ ID
 PÉNZ, illetve az A VITA CSATA fogalmi metaforák állnak: a forrástar-
tományokat a pénzrl és a csatáról alkotott konkrét tapasztalatunk képezi, amelyeket 
aztán az ’id’ és a ’vita’ elvont fogalmak strukturálására használunk fel. A sokak által 
vitatott [pl. 5, 18] kognitív nyelvészeti álláspont ers verziója szerint az ember képte-
len absztrakt fogalmakról konkrét terminusok nélkül gondolkodni. 
Az absztrakt tudás mibenlétének másik magyarázata, a statisztikai tanulás elmélete 
szerint a nyelv statisztikai tulajdonságai segítségével sajátítjuk el és strukturáljuk 
absztrakt fogalmainkat [2, 16]. A nézet azt hirdeti, hogy a nyelvhasználó a számára 
ismert nyelvi szimbólumok disztribúciós tulajdonságaiból kiindulva értelmez és hasz-
nál újabb nyelvi szimbólumokat, beleértve az elvont fogalmakat kódoló nyelvet is. 
A két megközelítés elméletileg megfér egymás mellett, hiszen elképzelhet, hogy 
absztrakt tudásunk mindkét forrást felhasználva alakul ki. A testesültség és a statiszti-
kai elmélet közti különbséget tulajdonképpen arra a kérdésre vezethetjük vissza, hogy 
lehetséges-e szimbólumlehorgonyzás (jelentés kialakulása) kizárólag nyelvi szimbó-
lumokra épülve. A metaforamegértésre nézve pedig az a lényegi kérdés, hogy függet-
lenek-e az absztrakt fogalmak a konkrét fogalmaktól a nyelvhasználat során. A két 
szemlélet a különféle kognitív rendszerek és modalitások szerepét és súlyát vitatja az 
absztrakt tudásunk reprezentációjának kérdése kapcsán. 
Jelen tanulmány a konkrét–absztrakt (vagy metaforikus) nyelvhasználat korpusz-
alapú elemzésének segítségével arra keresi a választ, hogy a fogalmi metafora hipoté-
zis milyen mértékben járulhat hozzá a nem szó szerinti (vagy metaforikus) jelentések 
értelmezéséhez természetes nyelvi szövegekben. [12] és [14] metaforaindexébl 12, a 
nemzetközi szakirodalomban ismert fogalmi metaforát választottunk ki, amelyeket 
különböz szövegtípusokon teszteltünk. A hipotézis szerint egyrészt azt feltételeztük, 
hogy ha egy adott mondat tartalmaz egy elvont céltartományhoz tartozó fogalmat 
kódoló kifejezést, akkor a megfelel forrástartományhoz tartozó kifejezést is tartal-
maznia kell [17]. Másrészt, ha egy mondat tartalmaz egy forrás- és egy céltartományi 
kifejezést is, akkor a mondat nagy valószínséggel metaforikus lesz. 
2   Korábbi eredmények a testesültség hipotézis mellett és ellen 
2.1   Pszicholingvisztikai kísérletek 
Gibbs és Matlock [8] a testesültség hipotézist, pontosabban a metaforikus szimuláció 
(metaphorical simulation) jelenségét vizsgálja. Eszerint a metaforikus kifejezések 
értelmezése során egyfajta fizikai mozgásszimulációt végzünk, vagyis elképzeljük a 
metaforikusan használt szó által leírt konkrét cselekvést vagy eseményt. Kísérleti 
bizonyítékaink vannak arra, hogy például a szenzomotoros tapasztalat nagyban befo-
lyásolja az idrl szóló metaforikus kifejezések értelmezését [1], akárcsak a párkap-
csolatokat utazásként leíró szövegek megértését [8]. A szerzk értelmezése szerint a 
testi szimuláció, azaz a szó szerinti jelentés mentális aktiválódása segíti a figuratív 
nyelv feldolgozását.  
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Ezek az eredmények azt a feltételezést támasztják alá, miszerint a metaforák meg-
értésekor valóban az absztrakt céltartománynak a konkrét forrástartományra való 
leképezése történik meg. Ugyancsak ezt a feltételezést ersítik meg egyes lexikális 
döntési feladatok, melyek során azt figyelték meg, hogy az A DÜH EGY TARTÁLYBAN 
LÉV
 FELHEVÍTETT FOLYADÉK (ANGER IS A HEATED FLUID IN A CONTAINER) vagy az 
AZ OPTIMIZMUS FÉNY (OPTIMISM IS LIGHT) konceptuális metaforákat tartalmazó kife-
jezések után a kísérleti alanyok gyorsabban döntöttek arról, hogy a hség, illetve a 
fény lexémák valódi szavak-e, mint az ilyen metaforákat nem tartalmazó kifejezések 
után [7]. 
Akadnak azonban olyan vizsgálatok is, amelyek az eddig elmondottakkal ellenté-
tes következtetésre jutottak. Keysar és munkatársai [10] olyan szövegek megértésé-
nek feldolgozási idejét mérték, amelyek az A SZERELEM EGY BETEG PÁCIENS (LOVE IS 
A PATIENT), az A VITA UTAZÁS (ARGUMENT IS JOURNEY) és az A GONDOLATOK 
EMBEREK (IDEAS ARE PEOPLE) fogalmi metaforákat tartalmazták. A kísérlet olyan 
újszer metaforikus kifejezések megértését tesztelte, amelyeket vagy a már említett 
metaforatípus konvencionális példái elztek meg, vagy pedig nem metaforikus mon-
datok. Az eredmények szerint az els esetben a megértés nem volt gyorsabb, mint a 
másodikban, ami arra utal, hogy a konvencionális kifejezések feldolgozása során nem 
aktiválódtak a megfelel fogalmi leképezések. Az AZ ID
 TÉR (TIME IS SPACE) fogalmi 
metafora vizsgálatát célzó kísérletek eredményei szintén nem adnak egyértelm vá-
laszt arra a kérdésre, hogy a téri sémák feltétlenül szükségesek-e az idrl való gon-
dolkodáshoz [21]. 
2.2   Korpuszelemzések eredményei 
A korpusznyelvészeti módszereket segítségül hívó kutatók az elméleti megközelíté-
sek sokféleségének és a pszicholingvisztikai kísérletek ellentmondásos eredményei-
nek problémáját általában abban látják, hogy azok egyrészt túlságosan a metaforák 
fogalmi természetével vannak elfoglalva, és így figyelmen kívül hagyják a nyelvi 
tényezket, másrészt nem természetes nyelvi adatokat használnak a kísérletek lebo-
nyolításához, hanem nyelvi intuíciókon alapuló kitalált példákat, amelyek félreveze-
tek lehetnek. 
Stefanowitsch [20] az érzelmekkel kapcsolatos metaforák korpuszalapú elemzése 
során azt találta, hogy az ún. metaforikus sablon módszer (metaphorical pattern 
method), amely a metaforák céltartományára jellemz szavak korpuszokban való 
vizsgálatát jelenti, jóval hasznosabb lehet az elméleti kutatók által használt 
introspekciónál – két okból is: az egyik, hogy ezzel a módszerrel olyan metaforatípu-
sokat is fel lehet lelni, amelyekrl eddig nem esett szó a szakirodalomban, a másik 
pedig, hogy a gyakorisági mutatókat figyelembe véve meg lehet határozni, hogy az 
egyes céltartományokat mely leképezések jellemzik leginkább. A fogalmi metafora 
hipotézis szerint például a BOLDOGSÁG céltartományt a következ forrástartományok 
strukturálják: FENT, FÉNY, MELEGSÉG, TERMÉSZETI ER
 stb. Stefanowitsch az általa 
használt módszerrel további forrástartomány-típusokat határozott meg, amelyek szin-
tén a BOLDOGSÁG absztrakt kategóriát írják le: FOLYADÉK, ÖSSZETÖRHET
 TÁRGY, 
BETEGSÉG, AGRESSZÍV ÁLLATI VISELKEDÉS, ORGANIZMUS stb. 
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A nyelvi metaforák grammatikai viselkedésének vizsgálata is olyan fontos részle-
tekre világít rá, amelyeket a fogalmi metafora hipotézisben figyelmen kívül hagynak. 
Deignan [4] elemzéseibl kiderül, hogy a különböz szavak, kifejezések többnyire 
más-más grammatikai jellemzkkel, illetve logikai relációkkal rendelkeznek a szó 
szerinti és a metaforikus használatban. Az AZ EMBERI VISELKEDÉS ÁLLATI VISELKEDÉS 
fogalmi metafora esetén például azok a szavak, amelyek a forrástartományban szere-
pelnek, és entitásokat jelölnek, metaforikus használatukban többnyire igeként vagy 
melléknévként fordulnak el. A szerz egyéb metaforatípusok vizsgálata alapján 
számos példával mutatja meg, hogy metaforikus használatban a szavak jóval keve-
sebb grammatikai szabadsággal rendelkeznek, mint amikor szó szerinti jelentésükben 
jelennek meg. Ez azt jelenti, hogy a forrástartományban lév entitások közti logikai 
reláció nem egyszeren megismétldik a céltartományban, ahogyan azt a kognitív 
metaforaelmélet jósolná, hanem át is alakul: a szavak metaforikus jelentésükben önál-
ló életet kezdenek élni. 
Természetesen olyan elemzések is léteznek, amelyek alátámasztják a fogalmi me-
taforákon alapuló megközelítést. Martin [17] a metaforákat megelz kontextusokat 
vizsgálva azt találta, hogy azok a kontextusok jósolják be legmegbízhatóbban a cél-
metaforát, amelyek ugyanolyan típusú metaforikus kifejezéseket tartalmaznak, a 
legkevésbé pedig azok, amelyekben a forrástartomány szavai szó szerinti jelentésük-
ben fordulnak el. A szerz szerint ez az eredmény azt a korábbi kísérletet ersíti 
meg, amelyben azt találták, hogy a metaforikus kontextus felgyorsítja a célmetafora 
megértését, a forrástartomány szavainak szó szerinti jelentésben való használata pedig 
gátolja azt. 
A fentebb bemutatott korpusznyelvészeti elemzések alapján a fogalmi metafora hi-
potézist és a pszicholingvisztikai kísérleteket célzó egyik legfontosabb kritika abban 
áll, hogy nem fektetnek elég hangsúlyt a metaforikus nyelvhasználat nyelvi jellemzi-
re. Ezek az adatok azonban, mint kiderült, igen fontosak, hiszen rámutatnak, hogy 
olyan egyéb tényezk is szerepet játszanak a figuratív nyelvhasználatban, mint a 
gyakoriság, a kollokáció, a nyelvi sablonok, a grammatikai formák, továbbá a nyelvi 
és szövegtípusbeli változatosságok. 
3  A korpuszépítés 
3.1   A korpuszelemzés módszertani kérdései 
A metaforák korpuszalapú vizsgálata során több nehézséggel állunk szemben. Egy-
részt a korpusz kiválasztása önmagában is meghatározó jelentség lehet, másrészt 
pedig a metaforikus kifejezések szövegekben való azonosítása sem problémamentes. 
Ez utóbbi azért okoz nehézséget, mert a kognitív szakirodalomban tárgyalt fogalmi 
leképezések általában nincsenek sajátos nyelvi formákhoz kötve, és így nem könny 
meghatározni azokat a nyelvi jegyeket, amelyek leginkább jellemezhetik az egyes 
tartományokat. Az egyik lehetséges módszer így a kézi keresés, amely során a kuta-
tók saját nyelvi intuícióikra támaszkodva próbálják összegyjteni egy adott korpusz-
ból a szerintük metaforikusnak ítélt kifejezéseket. Mivel ez az eljárás meglehetsen 
id- és munkaigényes, legalább részben automatizált módszerekkel is érdemes pró-
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bálkozni. Ilyen módszer a forrástartomány szókincsére való rákeresés (pl. Deignan 
elemzései). Ebben az esetben összegyjtjük egy adott metaforatípus forrástartomá-
nyára potenciálisan jellemz szavakat, majd megnézzük, hogy milyen arányban for-
dulnak el ezek metaforikus értelemben. Egy harmadik módszer a céltartomány szó-
kincsére való rákeresés (pl. Stefanowitsch elemzései), amely talán azért lehet sikere-
sebb, mint az elz kett, mert azokban a metaforikus mondatokban, amelyek tartal-
maznak egy céltartományi kifejezést, általában egy forrástartományi kifejezés is meg-
jelenik, s így nagyobb az esély az ún. metaforikus sablonok fellelésére. Végül negye-
dik módszerként olyan mondatokra is rákereshetünk, amelyek egy adott metaforának 
mind a forrás-, mind pedig a céltartományára jellemz szavakat is tartalmazzák (pl. 
Martin módszere). Ennek az eljárásnak az a hátránya, hogy így csak elre meghatáro-
zott metaforikus leképezéseket tudunk tesztelni, és a Stefanowitsch-féle módszerrel 
szemben az új metaforatípusok fellelése eleve kizárt. Ezzel szemben nagy elnye, 
hogy gyorsabban megy az annotálás, így nagyobb szövegeken is alkalmazható. 
Természetesen mindegyik esetben szükség van egyrészt megfelel szólisták össze-
állítására, másrészt pedig annak explicit meghatározására, hogy mi számít metafori-
kus kifejezésnek, és mi nem. 
Az eddigi korpusznyelvészeti kutatások nagyrészt a metaforikus kifejezések nyelvi 
jellemzire voltak kíváncsiak, ezért általában az els három elemzési módszer vala-
melyikét alkalmazták. Ezzel szemben jelen tanulmány elssorban arra keresi a vá-
laszt, hogy a fogalmi metaforáknak szövegekben való automatikus megtalálása meny-
nyire sikeres a testesültség hipotézisét alapul véve. A megfelel korpusz és elemzési 
módszer kiválasztására nézve ez a következket jelentette: 
 
 többféle fogalmi metaforát tesztelni; 
 olyan korpuszt vizsgálni, amely többféle szövegtípusból áll; 
 olyan példákat találni, amelyek mind a forrás-, mind pedig a céltartomány 
jellemz szavait tartalmazzák; 
 kimerít listát összeállítani mindkét tartományra vonatkozóan. 
 
Ennek megfelelen [12] és [14] metaforaindexébl 12 széles körben ismert fogal-
mi metaforát választottunk ki, melyek közül az egyiknek mindkét irányú megvalósu-
lását külön vizsgáltuk (a több fent van/a kevesebb lent van), így tulajdonképpen 13-
féle annotáció lehetséges (a példák az általunk annotált szövegekbl származnak): 
 
1. A VÁLTOZÁS MOZGÁS (CHANGE IS MOTION): jön a hideg; rohamléptekkel köze-
ledik a szünid; mélységes szomorúság járta át a lelkem 
2. AZ IRÁNYÍTÁS FENT VAN (CONTROL IS UP): magas rangú katonatiszt; az ameri-
kai parti rség és a haditengerészet járrei felügyelik a houstoni csatornát 
3. A TÖBB FENT VAN (MORE IS UP): magasabbra kúszik az átlaghmérséklet; mér-
téken felül bosszantott az ismeretlen idétlen tréfája 
4. A KEVESEBB LENT VAN (LESS IS DOWN): mély hangját lehalkítva folytatta; le-
szállították igényüket kétszáz rúpiáról egy fémpumpára; lelohad a szerelem 
5. A HALADÁS EL
RE MOZGÁS (PROGRESS IS MOTION FORWARD): a mszaki hala-
dás [...] elrevihet bennünket ezen az úton; rendbe jönnek a dolgok 
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6. AZ ER
FORRÁSOK ÉTELEK (RESOURCES ARE FOOD): rengeteg áramot fogyaszt; 
finom artériahálózat táplálja vérrel a sebészek beható vizsgálata alatt álló ré-
giót 
7. AZ ELME GÉPEZET (THE MIND IS A MACHINE): fokozni akarják szellemi kapacitá-
sukat; kattant valami Mihail Alekszandrovics fejében 
8. AZ ID
 PÉNZ (TIME IS MONEY): nem pazarolom az idmet; mennyi idbe kerül a 
kivitelezés 
9. A DÜH H
SÉG (ANGER IS HEAT): a vita hevében elfelejtettem bemutatkozni; a 
lobbanékony helytartó milyen különös formában torolja meg  
10. A KONFLIKTUS TZ (CONFLICT IS FIRE): le akartad rombolni a templomot, s erre 
tüzelted a népet; kitört a háború 
11. AZ ELMÉLETEK ÉPÜLETEK (THEORIES ARE BUILDINGS): a genetika alapjai; az 
öreg elbb megdöntötte mind az öt bizonyítékot, és aztán (...)  maga felállított 
egy hatodikat 
12. AZ ALKOTÁS ÉPÍTÉS (CREATION IS BUILDING): alapjaiban kell átalakítanunk az 
életünket; így formálhattak jogot a meghódított területekre 
13. A POLITIKA HÁBORÚ (POLITICS IS WAR): a velejéig korrupt kormány és rendr-
ség kirabolja a népet; csakis az ellenséges propaganda állíthatja 
 
Mivel széles körben használt fogalmi metaforákat választottunk a testesültség hi-
potézisének korpuszalapú vizsgálatára, minél reprezentatívabb korpuszt kellett építe-
nünk, amiben mindegyik választott metaforatípus elég sokszor fordul el. A projekt 
eredeti célkitzései között szerepelt, hogy a metaforákat többnyelv párhuzamos 
korpuszon vizsgáljuk, ezért olyan szövegeket kellett szereznünk, melyek mind a 4 
elirányzott nyelven (magyar, angol, spanyol, olasz) elérhetk és szabadon felhasz-
nálhatók kutatási célokra. Jogtiszta szövegeket gyjteni mind a 4 nyelven meglehet-
sen nehéz, sokszor kivitelezhetetlen feladatnak bizonyult, így végül magyar nyelv 
korpuszunk csak 3 szövegtípust tartalmaz: regények, National Geographic cikkek és 
filmfeliratok az alábbi arányban: 
 
1. táblázat: A korpusz összetétele. 
Szövegtípus Szövegszavak száma 
National Geographic cikkek 68 997 
Filmfeliratok 32 148 
Regények 208 384 
Összesen 309 529 
 
Mivel a szövegek különböz formátumokban kerültek a birtokunkba, elször is 
egységesíteni kellett ket: minden dokumentumot UTF-8 karakterkódolású sima 
szöveggé alakítottunk. A korpuszt szövegszavakra és mondatokra bontottuk, majd 
minden szövegszóhoz egyértelm morfológiai elemzést rendeltünk a HunPos morfo-
lógiai egyértelmsít [9] segítségével. 
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3.2   A gold standard korpusz 
A cél tehát olyan korpusz létrehozása volt, amelyben a metaforikus mondatok meg 
vannak jelölve azzal a címkével, amelyik fogalmi metaforához tartoznak a kiválasz-
tott 13 közül. Feltételezésünk szerint az a mondat metaforikus, amelyben egyaránt 
megtalálható egy fogalmi metafora forrás- és céltartományához tartozó szó. Módsze-
reink teszteléséhez szükségünk volt egy gold standard korpuszra, melyben a metafo-
rikus mondatok kézzel be vannak jelölve. 
Erre a célra építettünk egy minikorpuszt a teljes korpusz 10 százalékából. A 
minikorpusz tehát kb. 30000 szövegszóból áll, és a teljes korpuszt arányosan repre-
zentálja. A minikorpuszt 3 részre osztottuk; mindegyik részben 2 annotátor kézzel 
bejelölte az általa metaforikusnak ítélt mondatokat. A metaforikusság meghatározásá-
hoz [19] kritériumait vettük alapul, néhány ezek közül: az állandósult kifejezéseket, 
„halott metaforákat” vagy azokat, amelyek csak etimológiai szempontból számítanak 
metaforáknak, nem vettük figyelembe (pl. a depresszió nem számít metaforikusnak); 
az igekötk számítanak (a le vagy fel mint FENT, illetve LENT forrástartományok); az 
allegóriák nem; ha egy metaforának az ellentettjét találtuk, akkor azt nem vettük bele 
az adott metaforatípusba. Ezenkívül az összes vizsgált típusnál külön-külön röviden 
össze is foglaltuk a fontosabb útmutatásokat. Például az A TÖBB FENT VAN fogalmi 
metaforánál a következ útmutatót használtuk: „Minden olyan mennyiséget jelent 
kifejezést annotálunk, amit vertikális skálán képzelünk el, pl. ár, bér, hmérséklet. 
Minden olyat annotálunk, amiben szerepel a csúcs szó: csúcstermelés, csúcstechnoló-
gia stb. Az olyan kifejezések, amelyek arról szólnak, hogy valamibl sok van, és az 
egy nagy kupacot alkot – pl. hegyekben áll, tornyosul –, nem metaforák, nem annotál-
juk.” 
Az annotátorok közötti egyetértés megállapításához a legegyszerbb egyetértési 
mértéket használtuk, ami azt számolja, hogy az esetek hány százalékában ítéltek azo-
nosan az annotátorok. Mivel rendkívül alacsony értékeket kaptunk – ami arra utal, 
hogy a metaforikusság definíciója eleve kérdéses, nehezen meghatározható –, úgy 
döntöttünk, hogy az annotátorok által metaforikusnak ítélt mondatok unióját vesszük. 
Így 155 metaforikusnak annotált mondat szerepel a gold standard 
minikorpuszunkban. 
3.3   Az automatikus azonosításhoz használt szólisták összeállítása 
A metaforák automatikus azonosításához Martin módszerét [17] alkalmaztuk, vagyis 
olyan mondatokat kerestünk, amelyekben mindkét tartomány kifejezései szerepeltek 
egyazon mondaton belül. A hipotézis alapján azt feltételeztük, hogy ha egy mondat 
tartalmaz egy forrás- és egy céltartományi kifejezést is, akkor az jó eséllyel metafori-
kus lesz. Ehhez szükségünk volt forrás- és céltartományi szavakat tartalmazó szólis-
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2. táblázat: Az AZ ELME GÉPEZET fogalmi metaforához tartozó forrás- és céltarto-











A forrás- és a céltartomány szólistáinak összeállítását három különböz módszerrel 
végeztük: a) asszociációs kísérlet alapján, b) szinonimaszótár alapján és c) referen-
ciakorpusz alapján. 
Az els módszer esetében a pszicholingvisztikai vizsgálatok körében bevett asszo-
ciációs kísérletet választottuk. 138 egyetemi diák végezte el a kísérletet, ami a követ-
kezképpen zajlott: a kiválasztott fogalmi metaforák hívószavai megjelentek a képer-
nyn, majd a kísérleti személynek egy perc állt a rendelkezésére, hogy olyan szavakat 
írjon, amelyek a tesztszóról eszébe jutnak. Például az A VÁLTOZÁS MOZGÁS metafora 
esetében a változás szó jelent meg a képernyn mint forrástartományi, és a mozgás 
szó mint céltartományi tesztszó. Az így kapott listákat normalizáltuk: kiszrtük a 
többszavas kifejezéseket, a tulajdonneveket és az ellentéteket, feloldottuk a rövidíté-
seket, majd töveltük a szavakat a Hunmorph morfológiai elemz [22] segítségével. 
A második módszer során az asszociációs kísérletbl nyert szólistákat kibvítettük 
a szavak szinonimáival a Magyar szókincstár [11] alapján. Ennek hatására a listák 
mérete természetesen sokszorosára ntt, annak ellenére, hogy a szinonimák közül a 
népnyelvi, szleng és ritkán használt szavakat kihagytuk. 
A harmadik módszer során [17] alapján tudatosan válogattunk össze szavakat 
mindegyik forrás- és céltartományhoz az elzleg kézzel annotált gold standard 
minikorpuszból. Ebbl következleg ezt a módszert a késbbiekben a korpusznak 
egy másik 10 százalékán teszteltük. 
Mindhárom szólista esetében a következ lépésben az eredeti és a morfológiailag 
egyértelmsített szövegekbl, valamint a szólistákból XML-fájlokat állítottunk el, 
amelyekben az eredeti szövegek az egyes szólistáknak megfelelen annotációkkal 
vannak ellátva, azaz a szólisták alapján feltételezett fogalmi metaforák jelölve van-
nak. Az XML-fájlok minden további korpusznyelvészeti feldolgozó lépését a GATE 
alkalmazás segítségével végeztük, amely egy könnyen kezelhet grafikus felülettel 
ellátott szövegfeldolgozó szoftvercsomag [3]. Az automatikusan annotált szöveget 
kézzel ellenriztük, és korrigáltuk a szavak többértelmségébl adódó hibákat, azaz 
kitöröltük azokat a címkéket, amelyek a szólistán szerepl szóval megegyez alakú, 
de más jelentés és/vagy szófajú szót jelöltek, pl. az A DÜH H
SÉG fogalmi metafora 
esetében az ég és nap szavaknak az 'égbolt' és '24 óra' jelentés elfordulásait. 
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3.4   Eredmények 
A három módszer eredményeit az általánosan alkalmazott pontosság és fedés alapján 
értékeltük ki. A pontosság ebben az esetben azt mutatja meg, hogy az automatikus 
felismer rendszer által metaforikusnak ítélt mondatoknak mekkora hányada tényle-
gesen metaforikus. A fedés értékébl pedig azt tudhatjuk meg, hogy az emberi elem-
zk által metaforikusnak ítélt mondatok közül hányat talált meg a rendszer. Az F-
mérték pedig ezek súlyozott harmonikus közepe, vagyis a hatékonyság végs mér-
száma. 
 
3. táblázat: A három módszer eredményei. 
Módszer Fedés Pontosság F-mérték 
Asszociáció 6/155 (3,8%) 6/80 (7,5%) 5,65% 
Szótár 28/155 (18,06%) 28/617 (4,5%) 11,28% 
Korpusz 41/131 (31,29%) 41/74 (55,4%) 43,34% 
 
Az eredményekbl azt láthatjuk, hogy az asszociációs módszerrel lényegesen ke-
vesebb olyan mondatot találtunk, amely forrás- és céltartományi kifejezést is tartal-
maz, mint a másik két módszerrel. Pontosság tekintetében az asszociációs kísérlet 
valamivel jobb eredményre vezetett, mint a szótáralapú módszer, de mindkett mesz-
sze elmarad a korpuszalapú annotáció eredményétl. Ez utóbbi módszer bizonyult a 
legeredményesebbnek a fedés tekintetében is, vagyis a metaforikusság gépi azonosí-
tásában nem célravezet az asszociációs módszeren alapuló pszicholingvisztikai 
megközelítés, ellentétben a célzott kézi válogatással. 
3.5   Problémás esetek 
Az eddigiekbl is tisztán látszik, hogy nem könny feladat egy mondatról eldönteni, 
hogy metaforikus-e vagy sem. Általános tapasztalat, hogy ha emberi ervel nehéz 
megtalálni egy szövegben bizonyos elemeket, akkor azok automatikus azonosítása 
sem fog jó eredményt hozni. Összességében ki kell mondanunk, hogy a testesültség 
elméletén alapuló feltételezésünk, miszerint egy metaforikus mondatban meg kell 
jelennie mindkét tartományi kifejezésnek, nem helytálló. Ezt ersítik a korpusz kézi 
annotálása során gyjtött példák is, melyek metaforikusak ugyan, de nem szerepel 
bennük mindkét tartományhoz tartozó kifejezés, vagyis a fedés szempontjából prob-
lémásak. 
Bizonyos mondatokban csak forrástartományi szót találunk: Aztán egy nap lelépett 
(A VÁLTOZÁS MOZGÁS). Itt csak egy mozgást kifejez szó van a mondatban, míg a 
változásra expliciten nem utal semmi, mégis pontosan tudjuk, hogy nem a járdáról 
való lelépésrl van szó, hanem az esemény szereplinek életében bekövetkezett vál-
tozásról. Más esetekben a céltartományi kifejezés szerepel ugyan a szövegben, de 
nem a célmondatban, hanem az azt megelz szövegkörnyezetben: Van Toch kapi-
tány majd megfullad a felháborodástól [...] arca bíborszínt öltött [...] feje elkékült (A 
DÜH H
SÉG). 
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Olyan esetek is léteznek, amikor legkevésbé sem a mondaton múlik annak metafo-
rikussága, hanem csupán egy szón, amely magába foglalja a forrás- és céltartományi 
jelentést is: elléptetés (A HALADÁS EL
RE MOZGÁS). 
Továbbá olyan mondatból is sok van, amelyben szerepel ugyan mindkét tartomá-
nyi kifejezés, mégsem metaforikus: Mérnökök és vezetk tanakodnak kisebb csopor-
tokban a 23 emelet magas fúrótorony tövében (AZ IRÁNYÍTÁS FENT VAN). Ez utóbbi 
mondatok felelsek az alacsony pontossági értékekért. 
4   Tanulságok, összegzés 
Mivel kutatásunk célja elssorban a fogalmi metaforák szövegekben való automati-
kus azonosítására irányult, nem tértünk ki a talált példák grammatikai elemzésére és a 
szövegek típusainak a különböz metaforákkal való összefüggéseire sem. Els ráné-
zésre azonban úgy tnik, vizsgálatunk eredményei megersítik az elzekben bemu-
tatott korpusznyelvészeti elemzések eredményeit, fként a kollokációkat és a metafo-
rikus kifejezések nyelvi formáját illeten. Erre utal az is, hogy míg az asszociációs 
kísérlet segítségével összeállított listák bejósló ereje nagyon gyenge volt, addig a 
tartományokra jellemz szavak szövegbl való célzott összeválogatása hozta a leg-
jobb eredményt, ami tehát azt jelenti, hogy nem bármilyen asszociáció vezet metafo-
rához, hanem csak bizonyos szavak, kifejezések együttes elfordulása. Például a 
pazarol és id vagy a gerjeszt és harag szavak egy mondaton belül szinte mindig 
metaforát eredményeznek. Ezenkívül a grammatikai forma fontosságát érint adato-
kat is említhetünk: az AZ ER
FORRÁSOK ÉTELEK fogalmi metaforánál a referenciakor-
pusz alapján a forrástartományt leginkább igék jellemzik (pl. fogyaszt, felfal, táplál); 
ezzel szemben az asszociációs módszerrel összegyjtött szavak többsége fnév (pl. 
edény, fagylalt, reggeli). Ez megint csak azt a Deignan [4] által kapott eredményt 
támasztja alá, miszerint a metaforikus kifejezések jelents hányadában a forrástarto-
mányt képvisel szavak többnyire igeként vagy melléknévként jelennek meg, aminek 
az lehet a magyarázata, hogy a metaforikus beszédben általában az absztrakt entitáso-
kat próbáljuk leírni, és így a konkrét forrástartományból leginkább viselkedést, tulaj-
donságokat, cselekvést leíró szavakat veszünk át. Az asszociációs kísérlet egyik 
gyenge pontja tehát az lehetett, hogy bármilyen szót figyelembe vettünk, függetlenül 
annak szófajától. 
Természetesen ezeknek a feltevéseknek az alátámasztásához a talált metaforák tel-
jesebb elemzésére van szükség. Ugyanakkor az eredeti célkitzést követve ugyan-
ezeknek a szövegeknek az angol, spanyol és olasz nyelv változatát is érdemes lesz a 
jövben megvizsgálni, és az eredményeket összevetni a magyar adatokkal, hiszen 
abból újabb következtetéseket vonhatunk le a nyelvi tényezkre és a fogalmi metafo-
rák természetére vonatkozóan. 
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Kivonat: Egy merész nyelvészeti projektrl számolunk be, a MASZEKER 
szemantikus keresést megcélzó projektrl, amelyen az Alkalmazott Logikai 
Laboratórium és a Szegedi Tudományegyetem közösen dolgozik. A cél olyan 
technológia kidolgozása, amely a jól formált kereskifejezés jelentésreprezen-
tációját illeszti a szövegekre olyan egyezést keresve, amely kifejezheti a 
kereskifejezés jelentését. Két felhasználási területre, mégpedig a szabadalmi 
keresésre, valamint néprajzi keresésre prototípus rendszert kívánunk fejleszteni. 
A technológiát nyelvfüggetlennek tervezzük, természetesen egyes komponen-
seinek nyelvfüggnek kell lenniük. Angol és magyar nyelv változatot fogunk 
fejleszteni. Magát a keresést végz rendszert kiegészítik az archívumot feldol-
gozó modulok (tematikus klaszterezés, témafügg szinonimagenerálás). 
1   Bevezetés 
Annak ellenére, hogy a Google látszólag „egyeduralkodóvá” vált a keresrendszerek 
piacán (vagy tán épp ezért) folyamatosan „forró terület” a nagyobb tudású (vagy akár 
új elv) keresk fejlesztése. Ezért az Alkalmazott Logikai Laboratórium és a Szegedi 
Tudományegyetem Informatikai Tanszékcsoportja, valamint Könyvtár- és Humán 
Információtudományi Tanszéke közös projektet (TECH_08_A2/2-2008-0092) indí-
tott az NKTH támogatásával. 
A tervezett projekt célja egy olyan, új elveken alapuló integrált keresrendszer, a 
MASZEKER kifejlesztése, amely adaptált (statisztikai és szimbolikus alapú) techno-
lógiák és újszer megoldások kombinálásán keresztül a keresést végz felhasználó 
szemantikai kompetenciáját az eddigieknél nagyobb mértékben kiaknázva teszi lehe-
tvé a természetes nyelv dokumentumtárakban (szövegekben) történ valóban tar-
talmi keresést. Egyszeren szólva: a felhasználó jól formált frázisokkal, mondatokkal 
specifikálhatja, milyen tartalmú dokumentumokat keres. 
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A projekt során kifejlesztett technológia magja nyelvfüggetlen, a rendszer prototí-
pusát pedig magyar és angol nyelv szabadalmi leírások, illetve néprajzi anyagok 
feldolgozására fejlesztjük ki. 
2   State of art 
A bevezetben említett „forró terület” látképébl minket a szemantikai keresk érde-
kelnek. Természetesen – mint annyi szakszó az informatikában – a „szemantikai” is a 
lehet legkülönbözbben értelmezhet. Sokan a szavak, szóösszetételek szintjén 
értelmezik: szavak közti jelentésösszefüggések feltárásával egészítik ki a kulcsszó 
szerinti keresést. Ilyen a már elterjedt látens szemantika algoritmusa1 (l. [5]). Elterje-
dben van a keresk valamilyen ontológiához, tezauruszhoz való kapcsolása, ilyen 
alapon mködik a magyar fejlesztés, de nemzetközi hírnevet szerz HealthMash 
keres is (l. http://www.weblib.com/products/healthmash). A MEDLINE-on mköd 
KLEIO keres (ismertett találhatunk [2]-ben) szintén ontológiákhoz van kapcsolva, 
de a névelemfelismerés (NER) technikáját is használja. A kereskifejezésben megen-
gedi, hogy a kulcsszavakhoz a felhasználó megadja annak besorolását, pl. 
PROTEIN:cat. Már ezzel is jelentsen javítja a keresés recallját, amint az idézett 
példa is illusztrál. Mi azonban szemantikai keresés alatt olyan folyamatot értünk, 
amely összefügg szövegrészek jelentése alapján ítél valamely dokumentumot rele-
vánsnak. 
A szemantikus keresk két nagy osztályba sorolhatóak (l. [1]): lehetnek statikusak 
vagy dinamikusak. A statikus keresk elre elkészítik a keresett honlapok, dokumen-
tumok szemantikus reprezentációját, és felindexelik azokat; míg a dinamikusak a 
kereskifejezés jelentésreprezentációját a keresés alatt elemzett szövegrészekre illesz-
tik. Másik általános osztályozási szempont az, hogy témafüggetlenek vagy egy téma-
területre specializáltak. Csak néhányat sorolunk itt fel, egy teljesebb áttekintés letölt-
het a www.maszeker.hu oldalról. 
A HAKIA (l. [8]) általános célú, ontológiai szemantikára (l. [9]) alapozott, statikus 
keresrendszer. Honlapok szövegei jelentésreprezentációjának alapján elre elkészíti 
a lehetséges kérdésekre adható válaszokat, amelyek közül az adekvátat a keresés 
közben csak ki kell választania. Inkább a tudáskinyerés területéhez tartozik, de a 
szemantikus keresés általában könnyen átfogalmazható tudáskinyerésre. A HAKIA 
egy erre a célra kifejlesztett, 8 500 fogalmat tartalmazó ontológiára támaszkodik. 
Ehhez csatlakozik egy kb. 100 000 szójelentést és több mint 1 000 000 szót tartalma-
zó szótár. 
A Cognition (l. [3]) egy átfogó NLP framework, amely egy témafüggetlen keres-
motort is tartalmaz; szintén statikus rendszer. Több, egy-egy területre vagy dokumen-
tumhalmazra specializált alkalmazása van, pl. a Wikipédiára, illetve a MEDLINE 
abstracts-ra is kifejlesztettek egy-egy speciális kerest. Ontológiája 7 500 fogalmat 
tartalmaz, amelyekhez 536 000 szójelentés kapcsolódik. 
A Powerset a Cognitionhoz hasonló rendszer. Sok információnk nincs róla, mivel 
a Microsoft megvette, és beépítette a fejlesztés alatt lév keresjébe (l. [10]). 
                                                          
1  Részletes ismertetése letölthet a www.maszeker.hu honlapról. 
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Az UpTake (l. [14]) egy utazási információkat szolgáltató keres, amely több mint 
5 000 honlapot indexelt fel. Jellegzetessége, hogy a felhasználóval folytatott párbe-
szédet támogat, azaz az általánosabb kéréstl a specifikusabb felé mozoghat a fel-
használó. Azt tervezik, hogy a rendszer alapjául szolgáló ontológiát tanulóalgoritmu-
sokkal bvítik. 
A GoWeb (l. [4]) az élettudományokra specializált keres. Természetes nyelv ki-
fejezést fogad el inputként, s egy tradicionális, kulcsszó szerinti keresés eredményeit 
veti alá szemantikus elemzésnek. Háttere a Gene és a MeSH ontológia. Az ered-
ményhez ezeknek az ontológiáknak releváns részleteit is megmutatja. E leírásból is 
kitnik, hogy a GoWeb dinamikus keres. 
A MEDIE (l. [2], [7]) a már említett KLEIO-hoz hasonlóan a MEDLINE-on keres; 
azonban a KLEIO-hoz képest jelents ellépés, hogy már szintaktikus és szemantikus 
elemzést alkalmaz az események kinyerésére. Egyelre csak alany-ige-tárgy alakú 
keres kifejezéseket kezel. [2] beszámol további kutatási irányokról, amelyek hason-
lóak a mieinkhez. 
3   A MASZEKER keres felépítése 
Ha a fent vázolt „tájképbe” illesztjük koncepciónkat, a következképpen foglalhatjuk 
össze: 
 általában nagyméret ontológiákra épülnek a szemantikus keresk – mi egy 
kisméret általános csúcsontológiát és ehhez csatlakozó, ugyancsak kisméret 
tárgykörfügg fels ontológiákat kívánunk használni; 
 ennek megfelelen, – bár általános technológiai vázat építünk, – témakörökre 
kiélezett, tehát vertikális rendszereket kívánunk létrehozni; 
 dinamikus kerest tervezünk, bár bizonyos esetekben nem zárkózunk el az 
elzetes szemantikai feldolgozástól és felindexeléstl sem. 
A rendszer áttekint architektúrája az 1. ábrán látható. 
Az ábrának megfelelen a releváns dokumentumok keresése a következ lépések-
bl áll: 
1. a felhasználó egy kontrollált nyelven adja meg a kereskifejezést, 
2. a szintaktikus és szemantikus elemzés elállítja a kereskifejezés jelentésrep-
rezentációját, 
3. a szavak szerinti keresés elszri az archívumot, 
4. azokra a szövegszegmensekre, amelyekben a szavak szerinti keresés találatai 
vannak, illeszti a kereskifejezés jelentésreprezentációját. 
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1. ábra. A MASZEKER rendszer áttekint architektúrája. 
3.1   Elemzés 
A szintaktikus elemzésre egy robusztus algoritmust dolgoztunk ki, amely azokat a 
részeket, amelyekkel nem tud megbirkózni, átugorja. A kereskifejezés megadására 
szolgáló kontrollált nyelvet azonban pontosan elemzi. 
A szintaktikus elemzés két lépésben történik. Egy elfeldolgozás kijelöl bizonyos 
pontokat a szövegben, pl. a felsorolás elemeinek kezdetét. Ezután egy dependencia-
nyelvtanon alapuló elemz fut végig a szövegen. A szabadalmi szövegekben sok 
kvantitatív jelz fordul el, a legváltozatosabb formában (például: aspirin crystals 20-
60 mesh in size vagy about 3-10% by weight of a polymeric mixture). Ezekre külön 
CFG nyelvtant dolgoztunk ki. 
A szintaktikus és a szemantikus elemzés párhuzamosan történik. Ennek több oka 
van, a legfontosabb az, hogy a szemantikus elemzés a szintaktikus elemzés bizonyta-
lanságait segít kezelni, azaz visszahat a szintaktikus elemzésre, st a POS-tagger 
ítéleteit is változtathatja. Ugyanis beleütköztünk olyan hibás szófaj-meghatározásba, 
amely eltorzítja a szintaktikus elemzést. Fleg az angol nyelvben sok az olyan szó, 
amely egyaránt szerepel igeként és fnévként, például az extract szó. 
A jelentésreprezentáció kialakítását davidsoni alapokon [11] kezdtük el, azaz az 
igék és az eseményszerségeket jelent fnevek jelentését reifikáljuk: maga az ese-
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mény egy token lesz, és a szereplket kötik hozzá szereprelációk. Logikailag azt 
jelenti, hogy a többargumentumú relációkat áttranszformáljuk kétargumentumúakra. 
A davidsoni közelítés több szempontból is kedvez. A szemantikus lexikon szem-
pontjából célszerbb az eseményjelentés szavakból kiindulni, amikor a jelentéskap-
csolatokat leírjuk. Rugalmasságot ad: bármikor újabb dependenssel lehet bvíteni a 
leírást, mivel nem kell a relációjelentések argumentumszámát meghatározni. Illeszke-
dik a dependenciaalapú szintaktikus elemzés eredményére – valójában az összefüggés 
fordított: a dependenciaalapon mköd szintaktikus elemz algoritmust választottuk 
az eseményalapú szemantikus szerkezethez. Robusztus is: ha nem áll rendelkezésre 
elegend információ, a részleges jelentésreprezentáció automatikusan eláll. 
Látható, hogy a szereprelációk megfelelnek a tematikus szerepeknek [11]. A kü-
lönbség annyi, hogy nem kívánunk általános tematikus szerepkészletet átvenni vagy 
alkotni, hanem témakörönként és kontextusokként definiálunk szereprelációkat (l. a 
szemantikus lexikonról szóló szekcióban az errl szóló részt). Néhány nyelvi jelen-
ségre külön kidolgoztunk reprezentációs formalizmust, például a tagadásra, a „one of 
…” jelleg kifejezésekre, a tulajdonságok kifejezésére. 
Az igénypont szakaszban a legnagyobb problémát a koordinációk, ill. a felsorolá-
sok detektálása jelenti, többször találkozunk egymásba ágyazott felsorolásokkal is. 
Jelenleg olyan algoritmuson dolgozunk, amelyek a koordinált frázisok hasonlósága 
alapján rendeli egymás mellé a megfelel frázisokat. Nemcsak morfológiai, szintakti-
kai ismérveket veszünk figyelembe, hanem szemantikusakat is. Például tipikusak 
azok a felsorolások, amelyek valamely szabadalmazandó gyógyhatású készítmény 
összetételét adják meg, ilyenkor anyagmennyiségek vannak megadva. 
A szintaktikus elemzés nemcsak párhuzamosan mködik a szemantikussal, hanem 
párhuzamosan is fejlesztjük. Ezzel elkerüljük, hogy olyan problémába ütközzünk, 
mint amilyenrl [2] beszámol, tudniillik, hogy a MEDIA esetében az elkészült HSPG 
nyelvtanhoz problémás hozzáilleszteni egy szereprelációkra alapozott jelentésrepre-
zentációt. 
3.2   Szemantikus lexikon 
Ennek megfelelen a szemantikus lexikonunkban is a szintaktikus és szemantikus 
információk párhuzamosan lesznek elrendezve, például a vonzatkeretekkel együtt a 
megfelel tematikus szerepek. A szemantikus lexikon kulcsfontosságú az elemzéshez. 
Mint írtuk, nem óriás ontológiát akarunk építeni vagy kölcsönözni. E helyett alkalma-
zunk egy általános csúcsontológiát (lényegében a DOLCE-bl [6] kölcsönözve), és 
ehhez kapcsolódnak témakörönként és kontextusokként szigetszer ontológiák. Az 
ontológiák osztályai alatt szinonimahalmazok lesznek. Így egy háromréteg lexikont 
kapunk, ahol a nyelvi elemek képezik a nagy tömeg információt, a felettük lév 
ontológia pedig definiálja azokat az osztályokat, amelyekbe a szinonimahalmazok 
tartoznak, illetve meghatározza azokat a relációkat, amelyek szerepelhetnek a jelen-
tésreprezentációban. 
[2] beszámol arról, hogy a japán fejlesztés MEDIE továbbfejlesztése is a szerep-
relációk bevonásával történik, azonban k egy általános szerepreláció-készletet kí-
vánnak alkalmazni. Mi célszerbbnek találjuk több, de egyszerbb szerepreláció-
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készletet alkalmazni. Például a kezel/treat igéhez nemcsak más vonzatok társulnak, ha 
gyógyászati készítmények alkalmazásának témakörében használjuk (treating a 
patient with a disease vagy treating a disease in a patient2), vagy az elállításukban 
(treating something with a material), hanem más szereprelációk is. A with prepozíció 
az els esetben egy „kedveztlen állapot” szerepet játszó fogalmat kapcsol az ese-
ményhez, a második esetben pedig „eszköz”-t. A példából az is látszik, hogy gyakor-
lati, alkalmazási szempontból szabadon eltérünk a nyelvészetben használt tematikus 
szerepektl, – ez is azt teszi lehetvé, hogy a szemantikus lexikon szerkezetét a má-
sodik réteg kontextusok szerint is tagolja. 
A szinonima fogalmát tágabban értelmezzük, mint szokásos: nem a kifejezések 
felcserélhetsége az ismérv, hanem az, hogy azonos szituációt/objektumot írnak-e le. 
Például a kap és ad szinonim lesz, a vonzatkeret különbözségét a szereprelációk 
egyenlítik ki. Ebbl következen a szavakat a vonzataikkal együtt kell szerepeltetni; a 
párhuzamos szintaktikai elemzés miatt a vonzathoz a nekik aktuálisan megfelel 
szereprelációkat is hozzá kell rendelni. St, amikor a vonzatok csak bizonyos osz-
tályból kerülhetnek ki, ezeket is. 
Nemcsak a szinonim kifejezések lesznek illeszthetek, hanem azok is, amelyek va-
lamilyen módon implikálják a jelentésreprezentációban szereplt. Ilyen implikációs 
viszony a fajtája reláció (például az ékszer szóhoz illeszthet a gyr), de nem csak 
ez. Ilyen a szükségszeren következik reláció is – például, ha a keres kifejezésben az 
érintkezik ige szerepel, az irritál illeszthet hozzá. Természetesen tagadás esetén a 
szükségszer következményen alapuló implikációs viszonyok megfordulnak. Tehát a 
szinonimahalmazok mind a fajtája, mind a szükségszer következmény relációk sze-
rint rendezve vannak. 
3.3   Keresés 
A kulcsszó szerinti keresés eredményéül kapott dokumentumokon folyik a szemanti-
kus keresés. Kijelöltetnek azok a szövegszakaszok, amelyekben kulcsszavak szere-
pelnek, és ezekre kísérli meg rendszerünk a kereskifejezés jelentésreprezentációjá-
nak illesztését. 
A kereskifejezés jelentésreprezentációjának illesztése elvileg háromféle módon 
hajtható végre: 
 generálható a kijelölt szövegszegmens jelentésreprezentációja, és hasonlóságot 
keresünk a kereskifejezés jelentésreprezentációjával; 
 a szövegszegmenst csak szintaktikusan elemezzük, és a szemantikus lexikon 
segítségével az algoritmus azt állapítja meg, hogy a szöveg kifejezései és a köz-
tük lév szemantikus reláció illenek-e a jelentésreprezentációra; 
 a szövegszegmens elemzését a kereskifejezés jelentésreprezentációja vezérli 
egy rekurzív algoritmussal. 
                                                          
2  Tisztán pragmatikus okokból a fenti frázisokban a with és in prepozíciókkal jelzett vonzato-
kat az igéhez kötjük, nem a fnevekhez. 
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Az els megoldás nyilvánvalóan pazarló. A harmadik változatot választjuk, bár le-
hetséges, hogy a szabadalmak igénypont szakasz közti keresés esetén a második vál-
tozatot célszer használni. 
A találatokat relevancia-sorrendbe rendezzük pontosságuk szerint. Négy nagy osz-
tályt szándékozunk megkülönböztetni: 
 teljes találat, 
 részleges találat, 
 csak kulcsszó szerinti találat, 
 ellentmondásos. 
3.4   Az archívum feldolgozása 
Mint az 1. ábra mutatja, a tulajdonképpeni keresési feladatot – annak megkönnyebbí-
tése érdekében – kiegészítettük az archívum feldolgozásával. Ez két tevékenységet 
takar: a dokumentumok tematikus klaszterezését és osztályozását és a szakterületekre 
jellemz szinonimaosztályok generálását.  
Több klaszterezési algoritmust kipróbáltunk. Választásunk a Cluto g1p módszerre 
esett, amely kísérleteinkben meglehetsen pontosnak bizonyult. A kapott eredmé-
nyek: precision 89,4%, recall 99,1%, f-measure 94%. 
A szinonimagenerálás során a mondatokból kiválogatott minták összehasonlítása 
alapján (kölcsönösinformáció-nyereség) keresünk "szemantikusan" hasonló fneve-
ket. Igaznak bizonyult az a feltevés, hogy sokszor nem szinonim szavakat talál meg 
az algoritmus, hanem antonímákat, illetve olyan klasztereket, amelyekben hasonló 
szerep fogalmak vannak (pl. egyesülés, bomlás, vegyülés, feloldódás). Az azonban a 
mi esetünkben nem baj, ha a szokottnál lazább szinonimafogalommal dolgozunk. A 
kísérletezés még kezdeti fázisban van, késbb dl el, hogyan vezérelhetjük a tanulást, 
illetve milyen mértékben van szükség emberi kontrollra. 
4   A felhasználási területekrl 
A projekt két felhasználási területet vállalt fel: a szabadalmi keresést és a néprajzi 
információkeresést. Többé-kevésbé vakon választottuk ezt a két területet, azaz nem 
jól átgondolt szakmai érvek döntöttek. Azonban sikerült két olyan területet találni, 
amelyek a lehet legnagyobb mértékben különböznek egymástól3. Míg a szabadalmi 
keresés nagy múlttal, általánosan használt keresrendszerrel, technológiával rendel-
kezik, tematikailag nagyon részletesen osztályozottak a dokumentumok, addig a nép-
rajzi területen alapvet eszközök hiányoznak – elssorban Magyarországon. Míg a 
szabadalmak legfontosabb része, az igénypont szakasz, félformális szövegnek tekint-
het, a néprajzi gyjtések feldolgozásához a szöveg normalizálásával kell kezdeni (l. 
[12]). Ugyanakkor a néprajz és a számítástudomány közös területe lett a narrációk 
kutatása, azaz a néprajzi szövegekre alkalmazható formális rendszerek kutatása. A 
                                                          
3 Mind a szabadalmi keresésre, mind a néprajzi témájúra vonatkozó helyzetfelmérés, ill. 
követelményfeltárás letölthet a www.maszeker.hu honlapról. 
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célok is különbözek: a szabadalmi kutatásban a szabadalmi bejelentéshez hasonló 
tartalmú dokumentumot kell keresni4, a néprajzban motívumok, típusok szerint kell 
keresni. Igaz, ez utóbbiak definiálása is kutatási feladat. 
A fenti különbségekbl adottan az általunk fejlesztett technológia különböz mó-
don lesz hasznosítva e két területen. 
 A szabadalmi keresés területén az Európai Szabadalmi Hivatal (EPO) által ren-
delkezésre bocsátott speciális keres programot (EPOQUENet) használnak. Ez 
természetesen kulcsszavak szerint keres. A szemantikus keresést végz modul az 
EPOQUNet találataiból alkotott archívumon fog mködni. Képes lesz az igény-
pont szakaszt teljesen feldolgozni. Arra nem vállalkozunk, hogy következteté-
sekkel megállapítsuk a talált dokumentum viszonyát a benyújtotthoz5, – ez mér-
hetetlen nagyságú és komplexitású világtudást kívánna meg. Azonban súlyt fek-
tetünk arra, hogy a szabadalmak szövegét, ill. találatainkat strukturáltan jelenít-
sük meg, hogy a kerest segítse annak áttekintésében. 
 A néprajznál viszont maga a korpusz összeállítása is feladat, jelenleg magyar 
nyelv hiedelem-, táltosszöveg és mesegyjteményünk van, amely nyelvészeti 
feldolgozása megtörtént (l. [12] [13]). A néprajzos kutatóknak már az is nagy 
eredménynek számít, hogy kollokációkeres programot tudnak futtatni az anya-
gon (motívumkeresés). Most úgy látjuk, hogy a néprajzi keresésnél a legfonto-
sabb annak feldolgozása lesz, hogy az egyes motívumok milyen hierarchiát al-
kotnak (pl. a segít lehet segít állat, vagy még specifikusabban segít kutya), és 
az, hogy milyen megfogalmazásokból lehet következtetni ezek elfordulására. 
Például a varázstárgyat ad jelentés frázisok alanya segít. 
A szemantikus keresés technológiájának kidolgozásánál a szabadalmi keresésre 
koncentrálunk, a néprajzi keresésnél a már kifejlesztett technológiát alkalmazzuk. 
Viszont a tematikus osztályozó modult a néprajzi anyagokon teszteljük, és szerepe a 
néprajzi információkeresésben lesz. 
5   A projekt állása 
Ebben az évben egy 0. prototípus kerül megvalósításra, amely a fontos funkciókat 
végrehajtja, de még az algoritmusok finomhangolása nem történik meg – azaz számos 
ritkábban elforduló nyelvi fordulattal nem fog megbirkózni. Hasonlóképpen a sze-
mantikus lexikon sem a végleges szerkezetben fog rendelkezésre állni, s csak korláto-
zott tartalommal.  
A 0. prototípus kifejlesztése nemcsak azt a célt szolgálja, hogy az algoritmusainkat 
teszteljük és finomítsuk, hanem azt is, hogy a jövend felhasználókkal – jelen esetben 
a szabadalmi hivatal munkatársaival és a néprajzi korpuszokat feldolgozó munkatár-
sakkal egyeztessük a keresés mködését, a kereskifejezés megadási módjait és az 
eredmény bemutatását. Ugyanis nemcsak magát a keresés technológiáját dolgozzuk 
ki, hanem olyan felhasználói interfész felületeket, amelyek a szemantikus kereséshez 
                                                          
4  Nagyon elnagyolt leírás, vannak különböz, de lényegileg ehhez hasonló keresési feladatok 
is. 
5  A szabadalmak elbírálásánál ennek több fokozatát definiálták. 
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illenek. Különösen izgalmas probléma megmutatni az egyes találatoknál azt, hogyan 
illik a dokumentum szövege a találatra. Erre a funkcióra a szöveg grafikus megjelení-
tését tervezzük. 
A jöv évre tervezünk egy fejlettebb prototípus változatot, amely már teljes fegy-
vertárral mutatja be a kifejlesztésre kerül technológiát. 
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Nyelvészeti problémák a szabadalmak feldolgozásában 
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Kivonat: A szabadalmak számos olyan sajátossággal bírnak, amelyek azok 
nyelvi elemzését – az általános tématerület szövegekhez képest – jelentsen 
megnehezítik. Szintaktikailag bonyolult felépítés szerkezetek, beágyazott 
mondatok, összetételek és felsorolások szép számmal találhatók bennük, igen 
sok bennük a visszautalás (anafora), és az elliptikus tagmondatok, vonatkozó 
mellékmondatok és utómódosítók használata is jellemz. A szabadalmak szó-
kincse is jellegzetes: a terminus technicusokon kívül bizonyos szófordulatok je-
lenléte is tipikusnak mondható. Mindezen jellemzkbl adódó problémák keze-
lésére különféle szabályalapú módszereket dolgoztunk ki, melyeket az eladás-
ban ismertetünk. 
1   Bevezetés 
Az ALL és a Szegedi Tudományegyetem egy közös projekt keretében vállalta egy 
szemantikus keresrendszer kifejlesztését, amely elsdlegesen az angol és magyar 
nyelv szabadalmakban való keresést célozza meg, ugyanakkor a készül rendszer 
könnyen adaptálható lesz más területekre is. Mivel a szabadalmak rendkívül sok tu-
dományterületet fednek le, melyek mindegyike sajátos jellemzkkel bír (mind stilisz-
tikai, mind terminológiai szempontból, mind pedig a szabadalmak felépítését tekint-
ve), a projekt keretein belül egy adott osztályozási jelzettel ellátott szabadalmak fel-
dolgozására összpontosítunk, nevezetesen az A61K (orvostudományi) osztályra. 
A szabadalmak számos olyan sajátossággal bírnak, amelyek azok nyelvi elemzését 
– az általános tématerület szövegekhez képest – jelentsen megnehezítik. Az el-
adásban e sajátosságokat, az ezekbl adódó problémákat és a rájuk adott megoldáso-
kat ismertetjük. 
2   A szabadalmak felépítése 
A szabadalmak egységes szerkezettel bírnak. A címlap tartalmazza az úgynevezett 
bibliográfiai adatokat, amelyben megtalálható többek között a szabadalom iktatási 
száma, a benyújtás idpontja, a szerzk és a feltalálók neve. Az els oldalon szerepel 
még a találmány néhány soros összefoglalója, amelyet ábrákkal is ki lehet egészíteni. 
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Itt található a cím is, amely meghatározza a találmány tárgyát, majd a leíró részben 
annak pontos jellemzit fejtik ki a szerzk különös tekintettel a találmánnyal megol-
dandó feladatra, az alkalmazási területekre, példákkal, ábrákkal, táblázatokkal szem-
léltetve. Az igénypontok pedig a szabadalmak oltalmi körét határozzák meg, azaz azt, 
hogy mit szeretnének a feltalálók levédetni. 
A találmányt az úgynevezett figénypont azonosítja a legáltalánosabban. A 
figénypontban megtalálható a találmánynak a célul kitzött feladat megoldásához 
elengedhetetlenül szükséges minden jellemzje (l. [7]). Emiatt a továbbiakban elsd-
legesen a figénypontok nyelvi feldolgozására összpontosítunk. 
A figénypont szerkezete eléggé kötött. Ez már abból is adódik, hogy a 
figénypont hossza csak egy mondat lehet: a legtöbb problémának ez a forrása, mert 
mindent ebbe az egy mondatba próbálnak beletömöríteni. A figénypont mindig azzal 
kezddik, hogy milyen kategóriába tartózik a levédetni kívánt szabadalom, például 
módszer, eljárás, eszköz, összetétel. Eztán következik ezek kifejtése: milyen lépés-
bl/anyagokból áll a figénypont elején említett dolog, és ezeket az alpontokat rekur-
zívan továbbfejtik. 
3   A szabadalmak nyelvi jellemzi 
Mint már említettük, a szabadalmak terminológiai és stilisztikai szempontból is eltér-
nek az általános doménbl vett szövegektl. Mind a magyar, mind az angol szaba-
dalmakra jellemz, hogy nyelvezetük tömör, lényegre tör. Szintaktikailag bonyolult 
felépítés szerkezetek, beágyazott mondatok, összetételek és felsorolások szép 
számmal találhatók bennük. A megfogalmazásban pontosságra törekednek a szerzk, 
igyekeznek kimerít leírást adni a találmányról, ugyanakkor megfigyelhet az a ten-
dencia is, hogy – az esetleges késbbi jogviták elkerülése végett – bizonyos általáno-
sító stratégiákat alkalmaznak, így lehetvé válik a jellemzk és az alkalmazási terüle-
tek bvítése, illetve a késbbiekben esetleg relevánssá váló esetek hozzáadása („bele-
értése” a szabadalomba) [7]. Ilyen nyelvi stratégiára hozunk néhány példát: 
 
 a kimerítnek látszó felsorolások végén szerepl stb.; 
 a felsorolások eltt szerepl pl. vagy például; 
 megenged vagy használata; 
 általános jelentéstartalmú határozók használata (rendszerint, általában). 
 
E stratégiák némileg párhuzamot mutatnak a bizonytalanságot jelöl kifejezésekkel 
(angol terminológiával élve a hedge, illetve weasel kifejezésekkel [2]), míg azonban 
például a Wikipédia szócikkein belül ezen általánosító, kétértelm és nem kimerít 
leírást adó kifejezések használata nemkívánatosnak minsül, addig a szabadalmak 
nyelvezetében a fenti okok miatt ez teljességgel megszokott stratégia. 
Mivel a figénypontnak tartalmaznia kell minden szükséges, a szabadalom lénye-
gét érint információt, továbbá a hagyományoknak megfelelen a figénypont egyet-
len mondatból áll, ezért nem várható el, hogy a figénypontot egy egyszer, könnyen 
feldolgozható mondat alkossa [7]. Szintaktikai szempontból jellemezve a mondatokat 
elmondhatjuk, hogy igen hosszú, többszörösen összetett mondatok alkotják a szaba-
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dalmak szövegét – egy-egy figénypont (azaz egy mondat) akár több oldal hosszúsá-
gú is lehet. Ebbl adódóan igen sok bennük a visszautalás (anafora), és az elliptikus 
tagmondatok, felsorolások, vonatkozó mellékmondatok és utómódosítók használata is 
jellemz. A mondatok pontos szintaktikai elemzését a fentiek mellett az is nehezíti, 
hogy a központozás nem túl következetes. A fentiek miatt [7] szerint a szabadalmak 
külön nyelvtannal (szintaxissal) bírnak, mely nem esik egybe a(z angol) nyelvtannal. 
A szabadalmak szókincse is jellegzetes: a terminus technicusokon kívül bizonyos 
szófordulatok (azzal jellemezve) jelenléte is tipikusnak mondható, melyek nem feltét-
lenül találhatók meg egy általános célú szótárban, így ezeket külön fel kell venni, 
illetve a kezelésükre külön szabályokat kell írni. A szabadalmak értelmezését az is 
megnehezítheti, hogy – mivel a leírt találmány új – a találmány leírására használt 
szavak is új értelmezésben használtatnak a szabadalomban [7]. 
4   Nyelvi problémák a szabadalmakban 
A szabadalmak nyelvi sajátosságaiból adódó, az általános doménre felkészített nyelvi 
elemzk számára [5] problémát jelent esetek a következk: 
 
 rendkívül hosszú mondatok (kulcsok és utómódosítók) 
 adjunktumok 
 sajátos fordulatok 
 összetételek  
 felsorolások 
 kvantitatív szerkezetek 
 kémiai névelemek 
 
A fenti problémák kezelésére különféle szabályalapú módszereket dolgoztunk ki, 
melyeket az alábbiakban ismertetünk részletesen.  
4.1   Kulcsok 
Egy szabadalom figénypontja általában egy többszörösen összetett, nagyon nehezen 
elemezhet mondat sok alá- és mellérendeléssel. Ezeknek a nem ritkán több mint száz 
szavas mondatoknak a gépi elemzése a jelenlegi elemzk segítségével nem lehetsé-
ges. Olyan megoldást kellett találnunk, amely segítségével e mondatokat olyan elemi 
mondattöredékekre tudjuk bontani, melyek elemezhetek gépi algoritmusok segítsé-
gével. Ezért az utómódosítók, valamint a mellékmondatok kezdetét kulcsokkal jelez-
tük. 
Kulcs alatt általánosan a feldolgozott szövegnek azokat a szakaszait értjük, ahol a 
módosító-módosított fnév viszony jelenléte pusztán formai alapon felismerhet. A 
kulcsok egy els és egy második részbl épülnek fel. 
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1. ábra. A kulcsok felépítése. 
 
 Egyszer kulcs: Az egymást követ kulcsok jelölésére szolgál abban az 
esetben, ha a kulcs els részéhez nem kapcsolódik távoli második típusú 
kulcs. Például: substance which, group consisting. 
 Összetett kulcs: Összetett kulcsról beszélünk, ha a kulcs els és második 
tagja nem közvetlenül követi egymást, vagy a kulcs els részéhez több má-
sodik rész is tartozik. Például: the process comprising the steps of deforming 
the films ( 18 ) to form a multiplicity of recesses ( 16 ), filling the recesses. 
 Beágyazott kulcs: Minden olyan esetben alkalmazandó, ahol nem érvénye-
síthet a következ szabály: „Összetett kulcs második részét mindig az eltte 
álló összetett kulcs els részéhez kell kötni”. A beágyazott kulcsok egymás-
sal sorfolytonosan balról jobbra, kettesével kötendk össze és feldolgozásuk 
megelzi az összetett kulcsét. Például: A method for the treatment of 
systemic infection diseases, such as pneumonia, tuberculosis, peritonitis, 
endocarditis, pyelonephritis, meningitis or septicemia, caused by bacterial 
or protozoal infection, comprising:. 
 
A kulcsokat két osztályba soroljuk felismerhetségük alapján: 
 
1. Egymást követ kulcs, ezen kulcspárok egésze (els és második részük is) 
egybl felismerhet. A következ esetekben tekinthet kulcsnak két egymást 
követ token (a lenti felsorolásban a Stanford szófaji egyértelmsít [5] jelö-
lésrendszerét használjuk): 
 
 N + postModifier 
 N + to + VB/VBP 
 N + JJ + Prep  
 N + (WDT|WP|WP$) 
 
2. Csak az elemzés késbbi részében felismerhet kulcspárok, ezen kulcspárok-
nál csak a kulcs második része ismerhet föl pusztán formai jelek alapján. E 
kulcsok els része az elemzés késbbi részében ismerhet föl, illetve kere-
send meg. A következ esetekben tekinthet kulcsnak (kulcs második ré-
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172  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
 which, ha eltte , vagy ; van, vagy and tokenek állnak 
 Minden VBN szófaji kóddal rendelkez token, ha megelzi egy , vagy ; 
 A következ szavak: comprising|having|consisting|being|including , ha 
megelzi ket egy , vagy ; vagy az and 
4.2   Adjunktumok 
A köznyelvhez képest szerencsére igen kevés az adjunktumok száma a szabadalmak 
igen kötött nyelvezetének köszönheten (csak azt mondják, ami feltétlenül szükséges, 
azt viszont pontosan). Néhány esetben azonban különös figyelmet igényelt az 
adjunktumok kezelése. 
Az optionally gyakorlatilag vagy-szer logikai operátorként viselkedik (valami 
vagy megtörténik, vagy nem), ezért a szemantikai elemzés során erre hangsúlyt kell 
fektetni. Egy példa: 
 
C.sub.6-C.sub.10-arylthio which is optionally substituted by nitro, amino, C.sub.1-
C.sub.6-alkyl or C.sub.1-C.sub.4-alkoxy 
 
A példában a C.sub.6-C.sub.10-arylthio helyett állhat vagy nitro, vagy amino, 
vagy C.sub.1-C.sub.6-alkyl vagy C.sub.1-C.sub.4-alkoxy. 
 
Egy másik lehetséges problémaforrás, hogy a szabad határozó néha az ige és a 
vonzata között helyezkedik el: 
 
consisting essentially of a purified mineral composition and optional excipients 
 
Ez a vonzatkeret illesztése miatt okozhat problémákat, de néhány szabály segítsé-
gével áthidalható, szemantikai szinten pedig az ilyen módon az igéhez kapcsolódó 
legtöbb határozó jelentése elhanyagolható a mondat szempontjából. 
A PP-bvítmények (during a sport activity, without a tabletting excipient…) vagy 
az eltte lev NP részei (ill. a fnévi fej bvítményei), vagy pedig az igéhez kapcso-
lódnak. Ennek eldöntése igen nehéz, sokszor még az ember számára sem egyértelm. 
A fnevekhez készítend vonzatkerettárat kellett ilyen esetekben segítségül hívni (ha 
a fnévi fejhez egy adott prepozíciót tartalmazó PP kapcsolódik, akkor a fnév b-
vítményeként kezeljük, ha nem, akkor az igéhez tartozóként), vö. [4]. 
Bizonyos, jelzket módosító határozószavak (pharmaceutically, substantially, 
dermatologically, therapeutically…) gyakran kollokációszeren viselkednek: 
 
a dermatologically acceptable carrier 
a therapeutically effective amount of a compound of Formula I 
a pharmaceutically acceptable salt thereof 
 
Ezeket egységként vettük fel a szótárban. 
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4.3   Sajátos fordulatok 
A szabadalmak szókincsének jellegzetes elemei bizonyos szófordulatok (said, a 
plurality of, azzal jellemezve…), melyek nem feltétlenül találhatók meg egy általános 
célú szótárban, így ezeket külön fel kell venni, illetve a kezelésükre külön szabályo-
kat kell írni. Például a fenti said jelz anaforikusan utal vissza egy, a szabadalmi 
igénypont szövegében már korábban megemlített entitásra, így anaforikus elemként 
érdemes kezelni. 
Az a plurality of típusú szerkezetek szemantikailag átlátszóak, noha szintaktikailag 
a plurality számít a kifejezés fejének, szemantikai szinten az of prepozíció bvítmé-
nye játszik csak fontos szerepet: 
 
A vitamin supplement to temporarily enhance the abilities of a individual during a 
sport activity comprising a plurality of B family vitamins and one or more other 
vitamins, minerals, and/or natural ingredients. 
 
Ebbl következen a mondat szemantikai reprezentációjában az a plurality of 
nyelvi kifejezés nem is szerepel. 
Az azzal jellemezve típusú szófordulatokat külön elemként szerepeltetjük a szótár-
ban. 
4.4   Összetételek 
Az elemzés során problémát okozhatnak a halmozott NP-szerkezetek, ezen belül is 
különösen az elmódosítók. Mint fentebb említettük, a szabadalmi szövegekre kifeje-
zetten jellemz a tömörség, az informativitásra való törekvés, ami – többek között – a 
rendkívül hosszú mondatokban, szószerkezetekben nyilvánulhat meg. Ráadásul az 
angol nyelvben a fnévi elmódosítók számának csupán az érthetségi korlátok szab-
nak határt. A több, közvetlenül egymás után álló fnév a gépi elemzés során elssor-
ban szegmentálási problémát jelenthet. 
Többek között az N + ADJ + N szerkezet magNP-k okozhatnak ilyen problémát, 
mivel a szerkezeti elemzésük többféleképpen történhet. Alapveten kétféle variáció 
állhat fenn: a középs elem, azaz a melléknévi alak vagy az eltte álló fnévhez kap-
csolódhat szorosabban, vagy az utána állóhoz. Az utóbbi esetben az N + ADJ szerke-
zet NP-nek az els fnév az elmódosítója: [N + [ADJ + N]. A gépi elemz általá-
ban ezt a szegmentálási variációt használja alapértelmezésként. 
Azonban vannak esetek, amikor az N + ADJ + N szerkezet mellékneve – bár szin-
tén az utána álló fnév elmódosítója – az eltte álló fnévhez szorosabban kapcso-
lódik, mivel a vele alkotott jelzi módosító feje. (Itt az els fnév az elmódosító 
elmódosítója): 
 
[[ N + ADJ] + N], pl. [[silicone conditioning] oil]. 
 
Ilyen esetekben a szintaktikai elemzés során a melléknév után kell részekre bonta-
ni az NP-t. (Amennyiben nével áll a második fnév eltt, egyértelm, hogy a mel-
léknevet az eltte álló fnévhez kell kapcsolni.) 
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A szóban forgó melléknévi alakok lehetnek –ing végzdések, illetve past 
participle alakúak. Az elbbiek többnyire tárgyas igébl képzett folyamatos mellék-
névi igenevek, pl. containing, vagy tárgyas igébl képzett melléknevek, pl. (pH-
)responsive, (bio-)absorbable, de lehetnek egyszer melléknevek is, pl. (sodium-
)free. A past participle alakúak szintén tárgyas igébl képzettek: (diabetes-
)associated, (lipoprotein receptor-)related. 
A fentebbieken kívül kétértelmek lehetnek még az ADJ + ADJ + N szerkezet 
szóösszetételek is, amelyeket [ADJ + [ADJ + N]] szerkezetként (pl. substituted lower 
alkyl, inorganic metal oxide) és [[ ADJ + ADJ] + N] szerkezetként (vascular-related 
diseases) is lehet értelmezni. 
A melléknevet tartalmazó elmódosítókban az els elem lehet számosságra utaló 
elem is, ami szintén azt a problémát veti fel, hogy hova kapcsoljuk az utána álló mel-
léknevet abban az esetben, ha nincs kötjel az elemek között, pl. penta-substituted 
C1-C12 alkyl, three- to seven-membered alkylene bridge. 
4.5   Felsorolások 
Mivel a szabadalmak figénypontjai egymondatosak lehetnek csak, ezért a szerzk 
abba az egy mondatba próbálnak mindent belesríteni. Ez a felsorolások kezelésének 
tekintetében is sok bonyodalmat okoz. A felsorolásokat formailag viszonylag könny 
felismerni, mert elemeit vessz, pontosvessz vagy kötszó választja el (habár sok 
esetben ez hiányzik). A szintaktikai elemzés szempontjából viszont gyakran nehéz 
eldönteni, hogy a felsorolást elválasztó elemek után található szó vagy szócsoport 
minek a bvítménye. Ez amiatt történhet meg, hogy a fösszetevk felsorolása mellett 
párhuzamosan történik meg az azokban található alösszetevk leírása, amelyek szin-
tén tovább bonthatók. Esetenként így akár 3-4 szint mélység is lehet egy-egy felso-
rolás. Általában a vesszvel azonos szinten lév elemeket sorolunk fel, a pontosvesz-
sz pedig legalább egy szinttel megy feljebb – de a ”legalább egy” és az ”azonos 
szinten” sajnos nem elég pontos támpont egy parser létrehozása szempontjából, mert 
kivételek is lehetnek. Erre példa az alábbi szabadalomrészlet:  
 
R1 and R2 are each selected independently from the group consisting of hydrogen, 
hydroxyl, amino, ..., alkoxy of 1-6 carbon atoms, alkylthio, aryloxy,  ... 
 
A fenti példában az tapasztalható, hogy a consisting vonzata a hydrogen, hydroxyl, 
amino, alkoxy of 1-6 carbon atoms, aryloxy stb. Ez számunkra teljesen evidens, de a 
felsorolásokkal kapcsolatban felállított szabályok szerint a parser logikusan az 
alkylthio és az azt követ felsoroláselemeket az alkoxy szóhoz köti, pedig valószín-
leg azok is a consisting szóhoz tartoznak. Az atoms utáni vessz tehát nem azonos 
szintet, hanem egy szinttel feljebb való ugrást feltételez. A problémán itt még az sem 
segítene, ha minden, felsorolásban található elem eltt megismételjük a prepozíciót, 
mert itt mindkét esetben az of lenne az. 
A felsorolások végén található and vagy or kötszó pedig azt jelenti, hogy az adott 
felsorolás utolsó eleme fogja követni. Ez sok esetben igaz, de találtunk egy többszö-
rösen mellérendelt mondatkezdetet is: 
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A means for allaying drunkenness, preventing and removing alcohol intoxication 
and hangover syndrome and a method for allaying drunkenness, preventing and 
removing alcohol intoxication and hangover syndrome by using this means, 
comprising: 
 
A fenti példában a removing utáni felsorolás okoz problémát: a preventing és 
removing tárgyas vonzata az alcohol intoxication és a hangover syndrome. Azonban 
ezekhez még hozzá van kötve szintén az and kötszóval a method is, amely az elem-
z számára természetesen ugyanolyan, mint az alcohol intoxication, így azokhoz köti 
testvérként. Itt semmi sem jelzi a feljebb ugrást, ami ráadásul kétszint: nem a means 
for vonzata a method, hanem a gyökérhez köthet a means mellé. 
4.6   Kvantitatív szerkezetek 
A biokémiai szabadalmakban fontos szerepük van a mennyiségjelzknek, amelyek 
feladata, hogy a figénypontokban minél pontosabban leírják egy kémiai összetétel 
összetevinek pontos mennyiségét. Mivel a figénypontok a mérvadóak a szabadal-
maztatás során, a szerzk nemcsak az elbb említett pontosságra törekednek, hanem 
arra is, hogy hasonló összetételt se lehessen alkalmazni, így gyakran használnak 
olyan szerkezeteket, amelyek az összetevk mennyiségét a körülbelül eltaggal mó-
dosítják. Így a figénypontokban egyszerre jelenik meg a pontosság igénye, és a 
mennyiségmegjelölések kis mérték elhomályosítása (vö. 3. fejezet). 
A szabadalmak mennyiségei rögzített szerkezettel rendelkeznek: általában -tól/-ig 
tartományt fejeznek ki, például from about 1 gram to about 5 grams of Arginine. Az 
ilyen típusú mennyiségjelzk szintaktikai szempontból nem okoznak problémát: álta-
lában mindegyik egy megadott mintára illeszkedik, így azok kinyerése viszonylag 
könnyen megoldható. Szemantikai szempontból viszont az ilyen típusú szerkezetek 
problémát okozhatnak. Ha egy szabadalmi keresbe beírjuk, hogy olyan összetétele-
ket keresünk, amelyben 0,5 gramm Arginine található, akkor az beleesik-e a fent 
említett példába, azaz a kb. 1 grammtól kb. 5 grammig terjed tartományba? A körül-
belül szónak így meg kell adni egy viszonylag széles tartományt, amelybe biztosan 
belefér a keresett elem, de felesleges találatokat nem ad. Ennek a problémának a 
megoldása további fejlesztések eredményeképpen várható. 
A mennyiségjelzs szerkezetek esetében a felismerési problémát az okozza leg-
többször, hogy a mennyiséget kifejez tag túl messzire kerül a hozzá tartozó fnévtl, 
így azok összekötése nehézzé válik. Vannak olyan esetek, amikor csak a be ige rago-
zott alakjai kerülnek be a mennyiségjelz és a hozzá tartozó fnév közé: 
 
the weight ratio of xanthan to guar gum [being] from 1:3 to 1:10 
the weight ratio of crystals to carrier [is] 2-99% 
 
Ezen esetekben a be elhagyásával a mennyiségjelz könnyen összeköthet. Azon-
ban vannak olyan esetek, ahol a mennyiségjelzk és a hozzájuk tartozó fnevek na-
gyon messzire elkerülnek egymástól. Az alábbi két példa is ezt szemlélteti: 
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the sodium bicarbonate being incorporated in the toothpaste in an amount of at 
least 60% by weight 
the ratio of the components is as follows (wt. %): TBL natural minerals 33-62 
vegetable stock 34-61 water the balance. 
 
Az els esetben a legalább 60 tömeg% a nátrium-bikarbonátra vonatkozik, de kö-
zéjük beékeldik még az, hogy ez az arány miben található, nevezetesen a fogkrém-
ben. A második egy elég extrém példa, és szerencsére ritka is. Itt a mértékegység 
zárójelben kikerül elre, és egy felsorolásban következik utána az összetevk listája, 
majd azok mennyisége (már mértékegység nélkül). A természetes ásványok tömeg-
százaléka 33-62, a zöldségéé 34-61, a többi pedig víz. A felsorolásoknál tovább ne-
hezíti a dolgot, hogy ebben az esetben sincs vessz a felsorolások tagjai között. 
Gyakori probléma még, hogy a szöveges formátum nem mindig megfelel: például 
táblázatokból egyszer szövegek keletkeznek, a sorok és oszlopok összemosódásával. 
Ezekben az esetekben a mennyiségeket még nehezebb összekapcsolni a fnévvel. 
Erre példa az alábbi táblázat, amelynek szöveges változatát alatta közöljük: 
 
particle size percentage 
5 m or more and less than 100 m 5 to 30% 
100 m or more and less than 300 m 10 to 40% 
300 m or more and less than 500 m 10 to 50% 




particle size percentage 5 m or more and less than 100 m 5 to 30% 100 m or 
more and less than 300 m 10 to 40% 300 m or more and less than 500 m 10 to 
50% 500 m or more and less than 1000 m balance 
 
Ebben a példában a részecskemérethez tartoznak az alatta lév elemek, és a száza-
lékhoz az abban az oszlopban található mértékek, a folyó szövegben viszont ezt nehéz 
összepárosítani. 
A kvantitatív szerkezetek felismerésében egy másik nagyobb problémát a létez 
mértékegységek nagy száma jelenti. További probléma, hogy a mértékegységek 
gyak-ran rövidített alakjukban szerepelnek, melyek igen gyakran csak 1-2 karakterbl 
áll-nak, ami többértelmségekhez vezethet (pl. az mg betsor – kis- és nagybetket 
nem megkülönböztetve – lehet a magnézium vegyjele is és milligramm is, a C pedig 
lehet Celsius-fok és a szén vegyjele is, vö. [1, 6]). 
4.7   A névelemek annotációja során felmerült problémák 
A szabadalmak annotálásakor olyan névelemeket kerestünk, amelyek a kémia terüle-
téhez tartoznak, és amelyekre a felhasználó nagy valószínséggel rákereshet. Három 
kategóriát vettünk fel: 1) kémiai elemek (nitrogén, oxigén), elemcsoportok (halogé-
nek, alkáli földfémek), vegyületek (Na2O, CaO) és egyéb olyan kifejezések, amelyek 
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az annotáló számára elég specifikusak voltak ahhoz, hogy ebbe a halmazba kerülhes-
senek; 2) egyéb, biokémiai szempontból fontos kifejezések: pl. általános anyagnevek 
(ginzeng, cukor, só stb.), vegyületfajták (szénhidrogének) és egyéb olyan kifejezések, 
amelyek kémiai szempontból kereskifejezések lehetnek; 3) konkrét betegségek 
(Alzheimer-kór, tuberkolózis), betegségcsoportok (gyulladásos betegségek, immun-
hiányos betegségek) és tünetek (másnaposság). 
A kifejlesztett NER modul futásának eredménye a következkre irányította a fi-
gyelmet: 
 
1. A program bizonyos esetekben nem különíti el a névelemek fnévi és jelzi 
használatát, amire példa az antibiotic szó, mely az angolban fnévként és melléknév-
ként is szerepelhet, és a szabadalmakban is kétféleképpen fordul el (vö. an antibiotic 
medication – a total amount of antibiotic and antihistamine). Az annotálás során a 
fnévi szerepben lév elemeket jelöltük. 
 
2. Az annotálás els körében úgy jártunk el, hogy csak azokat az elemeket vettük 
fel NE-nek, amelyek valamely képlettel (egyértelmen) azonosíthatók voltak. Így 
fordult el pl. az anyagnevek esetében, hogy egy adott alakban elforduló szót egy-
szer NE-nek jelöltünk, más esetben viszont nem. Erre a legjobb példa az alcohol szó, 
mely egyes szabadalmakban valamilyen kémiai szempontból jól beazonosítható ve-
gyület részét képezi (cetylstearyl alcohol), máskor viszont csupán mint szeszesital 
szerepel (pl. az alcohol intoxicationben). 
A szabadalmakban való keresés és az annotálási elvek nagyobb fokú összehango-
lása érdekében a jelölési elveket módosítottuk, két kémiainévelem-kategóriát vettünk 
fel (lásd fentebb), s így az alcoholt már minden esetben jelöltük. 
 
3. Többször elfordult, hogy a program – pl. a szabadalmakban elforduló helyes-
írási hibák miatt – nem megfelelen szegmentált bizonyos elemeket (pl. 
…alkarylamino, fluoro, chloro, bromo iodo and trifluoromethyl…), ezért két, egyéb-
ként különálló NE-t egynek tekintett. Ezekben az esetekben a jelölést a valós tarta-
lomból kiindulva (és a nyelvhelyességnek megfelelen) végeztük el. 
 
4. Szófaji problémák: 
 
a) A program minden olyan elemet, amely a szótárjában NE-ként szerepel, alkal-
mas jelöltnek tekint és kiemel. Pl. a water-soluble, sodium-free, wax-like 
(vízoldékony, nátriummentes, viasszer) kifejezések a magyarban egyértelmen nem 
számítanak névelemnek, második tagjuk pedig az úgynevezett HALFLEX mellékne-
vek közé tartozik [8]. A program úgy jár el, hogy ha talál NE-t, és az kötjellel kap-
csolódik egy másik elemhez, akkor az NE határát kiterjeszti, és annak részeként keze-
li a kapcsolódó elemet is, ami ezekben az esetekben nem megfelel eljárás. A kézi 
annotálás során ezeket az elemeket nem jelöltük. 
 
b) Egy másik esete annak, hogy a program NE-ként jelöl meg bizonyos, egyébként 
nem jelölend elemeket pl. a carboxylic és az enantiomeric jelzk, amelyekben sze-
repel egy-egy, a szótárprogramba felvett NE, a carboxyl vagy az enantiomer, de ami-
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att, hogy a program kiterjesztéses elven mködik, a teljes kifejezést NE-nek jelöli. Az 
annotálás során ezeket az elemeket nem jelöltük. 
 
c) Harmadik példa a nem megfelel jelölésre az O-glycosidically. A szótárprogram 
a nagy O-t NE-ként kezeli, és mivel az a) ponthoz hasonlóan, kötjellel kapcsolódik 
az utána következ taghoz, a kettt egy NE-nek veszi, ami szintén nem megfelel, 
mivel a teljes kifejezés egy határozószó. A kifejezés itt sem lett megjelölve. 
5   A korpusz 
A nyelvészeti problémák feltárásához és a kidolgozott algoritmusok és módszerek 
ellenrzéséhez nélkülözhetetlen volt összeállítanunk és kézzel annotálnunk egy kor-
puszt. A korpusz 313 szabadalmat tartalmaz az IPC osztályozási rendszer A61K be-
sorolású szabadalmai közül. Mivel a kutatás jelen fázisában a szabadalmak f igény-
pontjait tanulmányozzuk így ezekben jelöltük be kézzel az alábbiakat: 1) kvantitatív 
szerkezetek mintái; 2) perdurant jelentés kifejezések; 3) kulcsok; 4) kémiai névele-
mek és 5) felsorolások és felsorolásjelzk. 
A korpuszon az annotálás Microsoft Wordben történt, majd e dokumentumokat 
konvertáltuk TXT-be és az annotációkat pedig UIMA-ba [3]. Így könnyen elemezhet-
tük és felhasználhattuk a kézzel jelölt korpuszt. 
6   Eredmények 
A kulcsok felismerésére létrehozott program mködésének kidolgozásához, valamint 
a program ellenrzésére egy 60 szabadalomból álló korpuszban jelöltük be kézzel a 
kulcsokat. A mintakorpusszal összehasonlítva a kulcsok azonosítására kidolgozott 
eljárást az alábbi mérszámokat kaptuk. 
 
1. táblázat: A kulcsok felismerésének eredményei. 
 Pontosság Fedés F-mérték 
Kulcsok megszorítás nélkül 
(teljes kulcs): 
75.47% 75.59% 75.53% 
Csak a kulcs els része: 70.61% 71.09% 70.85% 
Csak a kulcs második része: 78.27 % 78.042 % 78.16% 
 
A fenti értékekbl is látszik, hogy az algoritmus a kulcsok els felének detektálá-
sakor hibázik többet, míg a kulcsok második felét valamivel jobban képes detektálni. 
A kapott értékek növelése egy bizonyos szintig megoldható további szabályok beve-
zetésével. További eredményeink: a kémiai névelemek felismerésében 95,25%-os F-
mértéket, míg a magNP-k azonosításában 92,59%-os F-mértéket értünk el. 
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7   Összegzés 
A tanulmányban bemutattuk a szabadalmak nyelvi sajátosságait és az azokból fakadó 
elemzési problémákat. Utóbbiakra számos szabályalapú megoldást dolgoztunk ki, 
melyek segítségével az elemz algoritmusunk mind pontosság, mind fedés terén (azaz 
F-mértéket tekintve is) számottev javulást mutatott. A jövben az algoritmus további 
tökéletesítése, illetve a most még nem megoldott problémák (pl. felsorolások) kielégí-
t kezelése a célunk. 
Köszönetnyilvánítás 
A kutatást – részben – a MASZEKER kódnev projekt keretében az NKTH támogat-
ta. 
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Szeged, Árpád tér 2. 
{aklausz, vinczev, nagyagoston}@inf.u-szeged.hu, 
vizipal@gmail.com 
Kivonat: Orvostudományi tárgyú, angol nyelv szabadalmi szövegekben el-
forduló igék s fnevek vonzatkereteit vizsgáltuk. Az elfordulási gyakoriságuk 
alapján összeállítottunk egy kifejezetten az orvostudományi tárgyú szabadalmi 
szövegekre jellemz vonzatkerettárat, amely hasznosítható a hasonló tárgyú 
szövegekre alkalmazandó szintaktikai és szemantikai elemzk építésében. 
1   Bevezetés 
Az ALL és a Szegedi Tudományegyetem egy közös projekt keretében vállalta egy 
szemantikus keresrendszer kifejlesztését, amely elsdlegesen az angol és magyar 
nyelv szabadalmakban való keresést célozza meg. A rendszer kialakításához a sza-
badalmi szövegek sajátságai miatt a meglev nyelvi elemzk testre szabása szüksé-
ges, ezért célunk volt egy olyan igei és fnévi vonzatkerettár kialakítása, melyet a 
késbbiek során egyéb, orvostudományi tárgyú (szabadalmi) szövegek elemzéséhez 
is fel tudunk használni mind szintaktikai, mind szemantikai szinten. 
Megvizsgáltuk, hogy a különféle igék a különféle vonzatkereteikkel milyen gyak-
ran fordulnak el ezen orvostudományi szakszövegekben. Az eredményt egy általá-
nos célú szótárban (az online Google Dictionaryben [2]) található igékkel és vonzat-
kereteikkel hasonlítottuk össze. Arra voltunk kíváncsiak, hogy a szótárban található 
igék és vonzatkereteik mennyire fedik le a 60 szabadalomból álló mintakorpuszunk-
ban szereplket, azaz egy általános célú szótár vonzatkeretei mennyire alkalmazhatók 
egy speciális tematikájú szövegre. 
2  Igék (és vonzatkereteik) kigyjtése a szabadalmakból, illetve egy 
általános célú szótárból 
Ebben a részben az igék és a vonzatkeretek kigyjtésének lépéseit ismertetjük a sza-
badalmi szövegekbl és a rendelkezésre álló szótárállományból. 
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2.1   A gépileg beazonosított igék kézi ellenrzése 
Els lépésként – a Stanford elemzt [6] használva – gépileg beazonosítottuk a szaba-
dalmi szövegekben az igéket, majd az igének minsített elemeket kézzel is ellenriz-
tük, amire több okból is szükség volt. Egyrészt a POS-tagger idnként olyan szóala-
kokat is igének jelölt, amelyeknek egyik lehetséges szófaji kódja valóban ige, azon-
ban az adott szövegkörnyezetben más szófajú szóként fordultak el. Másrészt pedig 
arra is volt példa, hogy a gépileg megtalált szavak ugyan igei alakban fordultak el, 
azonban fnévi vagy melléknévi szerepük volt. Fnévi szerepben az ún. gerundként 
(magyarra -ás, -és vég fnévként fordítandó, angolban -ing végzdés igealakként) 
fordultak el, s állhattak alanyként, tárgyként (pl. a method comprising administering 
a pharmaceutical composition), és esetenként határozóként is (pl. a method for 
inhibiting thrombosis, capable of reducing lung volume). Melléknévként szerepelhet-
tek a fnévi szerkezet elmódosítójaként – egyrészt -ing-es alakban (folyamatos mel-
léknévi igenévként, pl. a protecting group), másrészt az ige 3. alakjának formájában 
(past participle, pl. protected amino group, alkylene-substituted amino). 
A fentebb említett különböz elemek esetében el kellett döntenünk, hogy igeként 
kezeljük-e ket. Figyelembe véve a szemantikai és szintaktikai sajátosságaikat, kü-
lönböz módokon jártunk el. Mivel a gerundnak például egyaránt van fnévi és igei 
jellege is, szóba jöhetett az igeként történ kezelése. És emellett is döntöttünk, hiszen 
a gerund alakok automatikusan öröklik annak az igének a vonzatkereteit, amelyekbl 
képezve lettek, tehát egy igei vonzatkerettár építése szempontjából releváns informá-
ciókat hordoznak. 
Azonban azokat a particípium alakokat, amelyek elmódosító funkciójú melléknév 
szerepét töltötték be (a protecting group, protected amino group), nem vettük fel az 
igei vonzatkerettárunkba. Ugyanis – bár ezek is öröklik az ige eredeti vonzatait – 
ezen szószerkezetek esetében a szintaktikai viszonyt kifejez prepozíció a felszínen 
nem jelenik meg (pl. a treat with heat szerkezet heat treated-ként jelenik meg), és az 
elmaradó prepozíció kezelése problémákat vethet fel az elemz számára. Másrészt 
pedig a melléknév és az azt megelz tárgy gyakran kötjellel van egymáshoz kap-
csolva (electron-withdrawing groups), vagyis ezekben az esetekben már összetett 
szónak, vagyis egyetlen lexikai elemnek is lehet tekinteni ket. 
A kézi ellenrzés során egyéb esetek is voltak, melyekben nem volt evidens, hogy 
egy adott szóalakot igeként célszer-e kezelni vagy sem. Ilyenek voltak bizonyos 
utómódosítók igébl képzett elemei (pl. a method comprising administering a 
pharmaceutical composition), többszavas kifejezések igei elemei (pl. as follows), az 
alany és állítmány nélküli mellékmondatok, azaz melléknévi szószerkezetek -ing-es 
alakja (pl. when treating…), a szenved szerkezet maradványaként álló, s 
alanykomplementumként funkcionáló igei 3. alakok (past participle) (pl. when 
administered to). Ezekben az esetekben egyedi elbírálást alkalmaztunk. Vagyis ha 
úgy ítéltük meg, hogy ezen kifejezések szignifikánsan magas számban fordulnak el a 
szabadalmi szövegekben, akkor felvettük ket a vonzatkerettárunkba. Így jártunk el 
például a külön szótári tételt is alkotó, lexikalizálódott elemekkel kapcsolatban, (pl. 
as follows, provided that, according to), amelyek leggyakrabban kötszóként vagy 
elöljárószóként funkcionálnak. 
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2.2   Vonzatkeretek kigyjtése 
Az igék kézi ellenrzése után a vonzatkeretek kigyjtése következett – szintén kézi-
leg, (ezt gépileg – a szabadalmi szövegekre testreszabott nagy pontosságú szintaktikai 
elemz híján – nem lehetett megoldani). A vonzatkeret fogalmát – praktikussági 
okokból – tágan értelmeztük: az ige kötelez vonzatainak összességén kívül az egyéb, 
szorosan összetartozó elemekbl álló kifejezéseket is idevettünk (amelyeket alább 
részletesebben tárgyalunk), és felvettük a kerettárunkba, hiszen célunk volt egy, a 
szintaktikai és szemantikai elemzéshez gyakorlatban jól használható eszköz kialakítá-
sa. 
A vonzatkerettárunk összeállításakor elssorban természetesen az ige kötelez b-
vítményeire fókuszáltunk. Az igéknek a tranzitív és nem tranzitív alakjait egyetlen 
igének és egy elemnek tekintettük a vonzatkerettárunkban, annak ellenére, hogy kü-
lönböz a vonzatkeretük, pl. a substitute ige lehet tárgyas és tárgyatlan is. Tárgyas 
formájában a vonzatkerete: V N, vagy V N for N; tárgyatlan formájában: V, vagy V for 
N. Ezeket a vonzatkereteket tehát mind felvettük a substitute igéhez. 
Mivel minden angol igének, így a szabadalmakban szerepl összes igének is van 
(nyelvtani) alanya, ezt a vonzatot default elemnek tekintettük, s nem vettük fel egyet-
len ige vonzatkeretéhez sem. 
Kérdést vetett fel, hogy a (közel) azonos jelentéssel bíró és formailag is csak mi-
nimálisan eltér alakú prepozíciókat (pl. combine together/together with, depend 
on/upon) különálló vonzatkeretként célszer-e kezelni. Mivel az automatikus szintak-
tikai elemzés nem szemantikai jellemzkbl indul ki, úgy döntöttünk, hogy különálló 
vonzatkeretekként kezeljük ket. 
Hasonló kérdéskörbe tartozó problémát vetett fel a from prepozíció esetenkénti 
megjelenési formája: a remove, ill. a vaporize vonzataként néhány esetben therefrom-
ként jelent meg (drying said plasticized granules to remove substantially all the 
solvent therefrom), ami a from there szerkezet módosult formája. A therefrom megje-
lenési alakot nem vettük fel külön vonzatkeretként, mivel a from that szinonimájaként 
kezelend. Az elemz algoritmus implementálásakor emiatt a therefrom és thereof 
szóalakokra fokozott figyelmet kell fordítani, mert a tapasztalatok alapján a Stanford 
parser tévesen fnévnek tekinti e szóalakokat, valójában pedig határozószavak, és 
nyelvtani szerepüket tekintve PP-k, a there alkotóelem pedig anaforikusan utal vissza 
egy korábbi összetevre. 
A kötelez bvítményeken kívül olyan szókapcsolatokat is felvettünk a 
vonzatkerettárunkba, amelyek ugyan nem kötelez vonzatai az igének, azonban meg-
ítélésünk szerint kiemelkeden jellemzek a szabadalmakra. Ilyenek voltak bizonyos 
szabad határozók (pl. célhatározói to infinitivus alakok). 
A vonzatkeretek kigyjtése után megszámoltuk, hogy az adott ige az egyes von-
zatkereteivel hányszor fordul el és meghatároztuk, hogy ez az elfordulási szám 
gyakorinak számít-e a többi vonzatkeret elfordulásához képest viszonyítva (pl. meg-
néztük, hogy a consist ige hányszor fordul el összesen, és ebbl hányszor fordul el 
in + fnév vonzattal). Erre azért volt szükség, mert a különböz igék összességében 
nem azonos gyakorisággal (és nem azonos számú vonzatkerettel) fordultak el a 
korpuszban, így nem tudtunk meghatározni egy általános érvény küszöbértéket, 
amely felett gyakorinak minsítünk egy adott vonzatkeretet. 
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2.3   Igék és vonzatkereteik kigyjtése a Google Dictionarybl 
Következ lépésként a szabadalmakból kigyjtött igéket a Google Dictionarybl is 
kigyjtöttük, vonzatkereteikkel együtt. (A vonzatkerettárunkban is a szótár jelöléseit 
követtük, mely szerint – az általános használattól eltéren – a V-ed az ige 3. alakját 
(past participle) jelöli). Az internetes szótár nem volt egészen következetes a vonzat-
kereteket illeten, hiszen olyan szerkezeteket is különálló vonzatnak vett, amelyek 
valójában ugyanannak a vonzatnak különböz (szabályszeren képezhet) alakjai. Pl. 
az ige + fnév (V N) vonzatkeret és az ‘-ing’-es alak + fnév (V-ing N) különböz 
vonzatkeretként fordul el, holott ez a kett valójában ugyanaz a vonzat (hiszen az 
-ing-es alak automatikusan képezhet az elsbl). Így a második képletet (V-ing N) 
redundánsnak tekintettük, s ezért nem vettük fel külön vonzatkeretként a kerettárba. 
A szenved szerkezetet jelöl vonzatkeret (‘be’ V-ed) szintén redundáns elemként 
jelent meg a Google Dictionary vonzatkerettárában (hiszen ez is automatikusan elál-
lítható az alapértelmezettnek tekintett aktív igei szerkezetekbl), azonban – az -ing-es 
alakokkal ellentétben – ezeket különálló vonzatkeretnek tekintettük, mert a passzív 
igei alak eléggé szabadalomspecifikus; ezenkívül bizonyos esetekben a ‘be’ V-ed 
‘by’ alakot is felvettük jelentéstani okokból, pl. characterized by, substituted by. 
3   Az igei vonzatok két halmazának összevetése, orvostudományi 
szakszövegekre alkalmazható vonzatkerettár összeállítása 
A következ fázisban összevetettük a szabadalmak igei vonzatkereteit a Google 
Dictionarybl nyert vonzatkeretekkel, és megvizsgáltuk, hogy mennyire feleltethetk 
meg egymásnak. Mint az várható volt, a kett nem volt tökéletes fedésben. Háromféle 
eset fordult el: a szabadalmakban szerepl igék 
 
a) a korpuszban szerepl vonzatukkal együtt megtalálhatók voltak a Google 
Dictionaryben is (pl. adhere, impregnate, regard). (Némely esetben ugyan a sza-
badalmakban szerepl amerikai angol helyesírású szó helyett a brit angol helyes-
írású verziót találtuk meg (pl. analyse vs. analyze), de ezeket természetesen talá-
latnak tekintettük.) 
 
b) szerepeltek ugyan a Google Dictionaryben, azonban a korpuszban elforduló 
vonzatkeretük(kel) nem. Ezekben az esetekben be kellett illesztenünk a kerettár-
ba egy-egy új vonzatkeretet (pl. a bind ige ‘to’ + fnév vonzatkeretét); s voltak 
esetek, amikor több új vonzatkeretet is fel kellett vennünk a listára (pl. a combine 
ige esetében ötöt). 
 
c) egyáltalán nem szerepeltek a Google Dictionaryben. Ezek túlnyomó többsé-
ge orvosi/kémiai terminus technicus volt, pl. acidify, benzofuse, coprecipitate. 
(Azonban olyan általánosabb jelentés igékkel is találkoztunk a korpuszban, me-
lyeknek a szótárból (igeként) történ hiányzása némileg meglep volt: pl. a 
potentiate ige hiánya, ill. a passage szóalak kizárólag fnévként történ szereplé-
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se). Ezeket az igéket természetesen egy az egyben felvettük az igei listára a kor-
puszban szerepl vonzatukkal. 
 
Mivel a b) és c) pontban leírt esetekre számos példa elfordult, evidenssé vált az – 
amit sejteni lehetett elre is –, hogy az orvostudományi szabadalmi szövegeknek 
megvan a saját szakszókincsük, és bizonyos nyelvtani fordulatok is elsdlegesen 
rájuk jellemzk és nem a köznyelvre, vagyis általános célú szótárt nem lehet megfele-
len alkalmazni orvostudományi szabadalmi szövegekre. (Ez nyilván jelents infor-
máció a szintaktikai (és szemantikai) elemz kialakításához). 
Ennek fényében tehát a Google Dictionarybl nyert vonzatkerettárat jelents mér-
tékben ki kellett egészítenünk a szabadalmi szövegekbl kigyjtött vonzatokkal, s 
ezáltal kialakítottunk egy, specifikusan az orvostudományi szabadalmakra alkalmaz-
ható vonzatkerettárat. 
4   Eredmények 
Az elkészült vonzatkerettár 220 igét tartalmaz, melyeknek összesen 1498 vonzatkere-
tük lett felvéve (ebbl 93 nem szerepelt a Google Dictionaryben, ezeket a szabadal-
mak szövege alapján illesztettük be). 
A köznyelvi szóhasználathoz hasonlóan a szabadalmi szövegekben is a legtöbb ige 
egy vonzatkereten belül egy vagy két vonzattal rendelkezik, s a háromvonzatos ige 
(pl. inject N through N to N) ritka. 
Ha viszont a vonzatkeretek számát vizsgáljuk, a következket találjuk. A szaba-
dalmakban elforduló igék Google Dictionaryben szerepl megfelelit tekintve a 
legtöbb vonzatkerettel rendelkezk a következk: come (24), make (24), take (22), 
stand (21), leave (20). Viszont a nagyszámú vonzatkeretek ellenére újabbakkal kellett 
kiegészítenünk ezen igéknek a szabadalmakra testre szabott vonzatkeretlistáját, hi-
szen a referenciaszótárunk vonzatkeretei csak elenyész mértékben fedték le a szaba-
dalmakban szerepl vonzatkereteket: a legtöbbjük esetében csak egy vagy két olyan 
vonzatkeretet találtunk a Google Dictionaryben, amely a szabadalmakban találhatóval 
megegyezett. Azonban arra is volt példa, hogy a referenciaszótárunkban található 
nagyszámú vonzatkeretbl egyik sem egyezett meg a szabadalmakban találhatókkal. 
Például a take a Google Dictionaryben huszonkétféle vonzatkerettel szerepel, de a 
szabadalmakban csak egy 23. vonzatkerettel fordul el: (be taken together (with) N). 
Tehát – többek között – a fentebbi igék esetében egy vagy két vonzatkerettel ki kellett 
egészítenünk a Google Dictionarybl nyert – és egyébként gazdag – vonzatkeretlistát. 
Ezzel szemben a szabadalmi szövegekben az igék jóval kevesebb ténylegesen el-
forduló vonzatkeretét figyelhettük meg. Hat vonzatkerettel két ige rendelkezik: az 
add és a combine. Öt vonzatkerettel a comprise és a form igék, néggyel a define, 
select és determine, három vonzatkerettel 11 ige, két vonzatkerettel 46 ige, 1 vonzat-
kerettel (amely általában egyetlen tárgyi vonzatot tartalmaz és így az ige tranzitív 
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1. táblázat: A legtöbb vonzatkerettel rendelkez igék vonzatai. 
add: be V-ed to N combine: V N with N 
 V N  V with N 
 V to N  V together 
 V N to N  be V-ed together with N 
 be V-ed in N  be V-ed with N 
 V to N N  be V-ed 
 
A (szabadalmi szövegekben) a legtöbb vonzatkerettel rendelkez, fentebb említett 
add és combine ige a Google Dictionaryben is viszonylag nagy számú vonzatkerettel 
rendelkezett (9, illetve 6), azonban mivel ezek nem vágtak egybe a szabadalmakban 
elforduló vonzatkeretekkel, a vonzatkeretlistánkat ki kellett egészíteni (az add ige 
vonzatkereteit kettvel, a combine igéét pedig öttel). 
A szótárba összesen 16 darab új, vonzatkeretes igét kellett felvenni: ezek olyan 
szavak voltak, amelyek – többségükben kémiai, illetve orvosi szakszavak lévén – 
nem voltak megtalálhatók a Google Dictionaryben. Ilyen volt például az admix 
(admix N with N), solubilize (solubilize N) vagy anellate (be anellated with N). 
39 ige esetében fordult el, hogy a szabadalmakban a Google által hozzájuk ren-
delt vonzatkereteik nem szerepeltek, de valamilyen más, azaz új vonzatkerettel vi-
szont igen. Ilyen igékre példa a prescribe, amely a szabadalmakban prescribe to N N, 
vagy az engineer, amely be engineered to N alakban fordult csak el. A köznyelvben 
leggyakoribbnak tekinthet igék, például a take esetében is ez volt a helyzet, amint 
már fentebb utaltunk erre. 
A legtöbb új vonzatkeretet a combine kapta, egészen pontosan ötöt, pl. a be 
combined together with N alakot. Ezen kívül három új vonzatkeretet kellett felvenni a 
define (pl. be defined as), determine, rack és select igékhez. A többi igét legfeljebb 
kett új vonzatkerettel kellett kibvíteni. 
5   Megfigyelések a vonzatkerettáron 
5.1   Kompozicionalitás 
A korpuszban elforduló igéket és vonzatkereteiket érdemes például a 
kompozicionalitás szempontjából megvizsgálni. (Minden igei vonzatkeretet kigyj-
töttünk függetlenül attól, hogy azok az igével kompozicionális szerkezetet alkotnak-
e.) Az itt elforduló vonzatkeretek legtöbbször kompozicionális szerkezetet alkotnak 
az igével (vagyis az összetétel jelentését egyértelmen meghatározza az összetevi-
nek (az igének és vonzatának) jelentése és az összetétel módja), pl. dilute with N, be 
added to N, impart from N to N. 
Azonban elfordultak nem kompozicionális szerkezetek is: például a stand for 
elöljárós ige ‘jelent’, ‘helyettesít’ értelemben nem kompozicionális: R2 and R3 
independently stand for H, C1-6 alkyl, C2-6 alkenyl.. Ezt az elöljárós igei alakot a 
stand ige vonzatkerettárába vettük fel (V for N). A kevés ilyen jelleg példa arra utal, 
hogy az (orvostudományi) szabadalmi szövegekre valószínleg nem jellemzek a 
nem kompozicionális igei szerkezetek (melyek – az angol nyelvben – lehetnek idió-
mák, illetve a elöljárós igék (‘phrasal verbs’)). 
186  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
5.2   Módbeli segédigék 
Módbeli segédigékkel kapcsolatosan azt figyeltük meg, hogy pl. a segédigeként és 
figeként egyaránt funkcionálni képes do és have igéket tekintve eltérek a tapaszta-
latok: a do kizárólag segédigeként szerepelt, míg a have kizárólag figeként fordult 
el a szabadalmi szövegekben. A do mint fige elfordulási hiánya – legalábbis rész-
ben – szintén a kompozicionalitás kérdésével lehet összefüggésben. Ugyanis fige-
ként általános szövegekben igen gyakran nem kompozicionális szerkezetekben (pl. do 
away with), vagy félig kompozicionális szerkezetekben fordul el (pl. do a favour), 
amely szerkezetek viszont – mint fentebb említettük – határozottan nem jellemzek e 
szabadalmi szövegekre. A have segédigeként történ elfordulásának hiányát pedig 
az magyarázhatja, hogy ilyen funkciójában olyan igeidket, illetve -módokat (pl. a 
különféle befejezett igeidk, mveltet) fejez ki, melyek szintén nem jellemzik a 
szabadalmi szövegeket. 
5.3   Egyéb jellemzk 
Az általános nyelvvel szemben a tudományos szövegekre erteljesebben jellemz 
további jelenség a vonzatok sorrendiségével kapcsolatos. Például a prescribe ige két 
vonzata általában a következ sorrendben szokott az ige után állni: V N to N (felír 
vmit vkinek), vagy a V N N (felír vkinek vmit). Azonban a szabadalmi szövegekben 
megfigyelhet, hogy a hosszabb és komplikáltabb tárgy a könnyebb érthetség ked-
véért a (to prepozícióval kifejezett) részeshatározó mögé kerül: V to N N (pl. 
prescribing to the patient a therapeutically effective amount of quazepam). (Az angol 
nyelvészeti terminológiában heavy NP shift-nek nevezik ezt a jelenséget.) 
A fentebbieken kívül a jövben még érdemes lenne megvizsgálni például azt, hogy 
a vonzatkerettárba jelenleg fel nem vett, elmódosítói szerep, particípiumos szerke-
zetek és vonzataik hogyan építhetk be a vonzatkerettárba – a kötjelezeléssel össze-
függésben (pl. diabetes-associated disorders); illetve a többszavas igei kifejezések 
(vagy félig kompozicionális szerkezetek, l. [10], pl. come into contact with N) kezelé-
si módját is érdemes tovább fejleszteni. 
6   Összevetés más igei vonzatkerettárakkal 
Az angol nyelvre már készültek korábban is igei vonzatkerettárak, illetve olyan kor-
puszok, amelyek tartalmaznak a vonzatkeretre vonatkozó információt. Ilyen például a 
VerbNet [3, 4, 5], a Proposition Bank [8] és a FrameNet [1]. A Proposition Bank a 
Penn Treebank szintaktikai szerkezeteihez rendel szemantikai szerepeket, a VerbNet 
a kibvített Levin-féle [7] igeosztályok szintaktikai kereteit, az argumentumok sze-
mantikai szerepeit és a rájuk vonatkozó szelekciós megkötéseket tartalmazza, a 
FrameNet pedig a szemantikai keretek fell közelítve adja meg az adott keretbe il-
leszked igéket és azok argumentumainak szintaktikai és szemantikai tulajdonságait. 
Noha a fenti adatbázisok is részletes információkat tartalmaznak az igei vonzatke-
retekre nézve, mégsem ezeket választottuk vizsgálatunk alapjául, mivel ezek elsdle-
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gesen a szemantikai szerepekre koncentrálnak, minket pedig elssorban a szintaxis 
érdekelt. Azonban az egyes igékhez tartozó bejegyzések összevetése mindenképpen 
hasznos tanulságokkal szolgálhat. Példaként tekintsük a substitute igét! 
Az általunk kialakított vonzatkerettárban a substitute (helyettesít) igének két von-
zata szerepel: a) valamit: a régi entitás, melyet lecserélünk, és b) valamivel: az új 
entitás, amellyel helyettesítjük a régit (V N for N).  
Nézzük meg, hogy a tematikus szerepekre koncentráló adatbázisok milyen kategó-
riákkal dolgoznak, és ott milyen jellemzkkel jelenik meg a substitute ige. 
A FrameNet a tematikus szerepeket alapvet és opcionális alcsoportokra osztja. A 
substitute igével kifejezett esemény jellemzésére a következ alapvet szerepeket 
határozza meg: ágens (aki a cselekvést végrehajtja), új entitás (amellyel az ágens 
betöltet egy szerepet), régi entitás (amely korábban betöltötte az adott szerepet). Az 
esemény opcionális szerepliként pedig olyan szereplket, illetve szerepeket nevez 
meg, amelyek szabad határozóként funkcionálnak (vagyis nem kötelez vonzatai az 
igének), pl: eszköz, mód, szerep, hely, cél, ok, id stb. A Proposition Bank négy sze-
repet (argumentumot) határoz meg: ágens, egyes számú téma (Theme1), kettes számú 
téma (Theme2), és kedvezményezett / beneficiens; s nem jelöli meg ezek közül a 
kötelezeket. A VerbNet a substitute igének szintén két kötelez vonzatát jelöli meg: 
téma 1 (THEME 1) és téma 2 (THEME 2). 
A fentebbi vonzatkerettárak két fontosabb szempontból térnek el a szabadalmakra 
készített vonzatkerettárunktól. Egyrészt tárgykörükben térnek el egymástól: a fenteb-
bi adatbázisok általános doménben alkalmazhatók, míg az általunk készített kerettár 
specifikus doménre készült. Másrészt pedig míg ez utóbbi a szintaxisra helyezi a 
hangsúlyt, a fentebbi vonzatkerettárak a szemantikai információkra fókuszálnak. Ez 
utóbbiakat a késbbiekben érdemes lehet beépíteni a szabadalmakra készített 
vonzatkerettárban szerepl argumentumok reprezentációjába. Mivel a kötelez b-
vítmények és a tematikus szerepek között egy az egyhez megfeleltetés figyelhet 
meg, vagyis minden kötelez vonzatnak egy és csakis egy tematikus szerepe lehet, 
viszonylag gyors és egyszer a kett közötti megfeleltetés. 
Amennyiben csak a fbb szemantikai szerepekre szeretnénk koncentrálni, célszer 
a Proposition Banket, illetve a VerbNetet használni, amelyeknek az az elnye is meg-
van, hogy – mivel kevesebb adattal operálnak e rendszerek – gyorsabb megoldásokat 
kaphatunk. Amennyiben azonban részletesebb szemantikai reprezentációra törek-
szünk, az összetettebb rendszer FrameNetet érdemes használnunk. Ez azért is lenne 
elnyösebb a számunkra, mert olyan elemekhez is szeretnénk tematikus szerepet 
hozzárendelni, amelyeket a fentebb említett két másik rendszer nem tartalmaz. Ezek 
az elemek a szabad határozók, melyek tematikus szerepének leelemzése hosszadalma-
sabb folyamat, hiszen – a kötelez bvítményekkel ellentétben – egy-egy szabad 
határozónak többféle tematikus szerepe is lehet. 
7   Fnévi vonzatkerettár 
Az igei vonzatkerettáron kívül a fnévi vonzatkerettár is elkészült a szóban forgó 
szabadalmi korpusz alapján, a fenti elveket alkalmazva. A könnyebb kezelhetség 
végett a fneveken belül elkülönítettük a perdurantokat (idbeli történést, esemény-
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szerséget jelöl fnevek, l. [9], amelyek több szempontból hasonlítanak az igékhez. 
Egyrészt hasonló a jelentésük, mivel eseményt fejeznek ki. Másrészt fontos azon 
jellemzjük is, hogy szinte bármennyi és bármilyen szabad határozóval rendelkezhet-
nek. A perdurant jelentés fneveket szemantikailag is egy kategóriába soroltuk az 
igékkel a reprezentáció során, hiszen a method for treating Alzheimer’s disease és a 
method for the treatment of Alzheimer’s disease jelentésében nincs különbség. 
A vonzatkerettár szempontjából azért volt fontos megkülönböztetni a perdurant 
fneveket a nem perdurant fnevektl, mert az utóbbiaknál csak a Google 
Dictionaryben szerepl vonzatokat illesztettük, míg az elbbieknél szabad prepozíci-
ós szerkezeteket is megengedtünk. Ez sokat javított a program hatékonyságán, mert 
volt olyan fnév is, amelynek 4 bvítménye is volt, ez pedig a storage: 
 
storage (1) of the composition (2) for ten days (3) in an open Petri dish (4) at 
40°C.±2°C. 
 
Ezen esetekben, ha csak a vonzatkerettárat vennék alapul, akkor a (2-4) bvítmé-
nyeket az eltte álló igéhez tettük volna. Általában véve igaz, hogy bármilyen fnév-
nek lehet of prepozícióval kezdd vonzata, ezért azokat alapértelmezés szerint kivet-
tük a vonzatkerettárból. Kevés olyan nem perdurant jelentés fnévvel találkoztunk, 
ami szabadalomspecifikus lett volna. Ezek egyike volt a nagyon gyakran elforduló 
means, amelynek a Google Dictionary szerint csak to+inf vonzata lehet, de a szaba-
dalmakban gyakran elfordult a for is. 
A fnévi vonzatkerettárban 117 db fnév található összesen 162 vonzatkerettel. 
8   Összegzés 
Ebben a munkában beszámoltunk egy orvostudományi szabadalmak szövegein alapu-
ló igei és fnévi vonzatkerettár létrehozásáról. Kiindulási alapnak egy általános célú 
szótárt, a Google Dictionary vonzatkereteit tekintettük. A vonzatkerettár létrehozása 
során kiderült, hogy léteznek szabadalomspecifikus igék, illetve 
szabadalomspecifikus vonzatkeretek, melyeket az általános célú szótár nem tartalma-
zott, így ezeket külön fel kellett vennünk, azaz az általános célú szótár csak korláto-
zottan használható a szabadalmak elemzésére. A vonzatkerettárakat a késbbiekben 
szeretnénk szemantikai jelleg információval is bvíteni, és ezáltal a vonzatokhoz 
tematikus szerepeket társítani. Az elkészült adatbázis eredményesen hasznosítható a 
szabadalmi szövegekre fejlesztett szintaktikai és szemantikai elemz fejlesztésében. 
Köszönetnyilvánítás 
A kutatást – részben – a MASZEKER kódnev projekt keretében az NKTH támogat-
ta. 
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Egy vertikális keresőrendszer késźıtése
Orosz György
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e-mail: oroszgy@itk.ppke.hu
Kivonat A tanulmányban egy nýılt forrású alapokra épülő, nyelvi esz-
közökkel felvértezett vertikális keresőrendszer éṕıtésének lépéseit muta-
tom be. Az eljárás során sor kerül létező rendszerek összehasonĺıtására,
egy kiválasztott kereső vizsgálatára, illetve a nyelvi modulok éṕıtésének
bemutatására. A késźıtett rendszert összevetem az eredetivel teljeśıtmény
és relevancia szempontjából, majd megmutatom, hogy milyen területe-
ken sikerült érdemben jav́ıtanom a működésen.
Kulcsszavak: információ-visszakeresés, keresőrendszerek, nyelvi kereső
1. Bevezetés
Keresőrendszerek használata mára már mindennapi rutinunk részét képezi. In-
ternetes keresőkben egyre-másra tűnnek fel nyelvi eszközök, melyek célja, hogy
minél pontosabb találatokkal szolgáljanak a felhasználóknak. Ezek az eszközök
– nagy mennyiségű adatról lévén szó – többségében statisztikai alapúak.
Vertikális keresésről beszélünk akkor, ha a keresés az internet egy szeletén
vagy valamilyen kritérium mentén szűḱıtett korpuszon történik. Ez a kritérium
leggyakrabban egy témakör, de lehet fájlformátum, dokumentumt́ıpus stb. is. A
továbbiakban bemutatom, hogy vizsgálataim alapján milyen lehetőségek ḱınál-
koznak egy nyelvi vertikális kereső éṕıtésére.
Először áttekintem a nýılt forráskódú keresőrendszereket, megvizsgálom, mi-
lyen feltételek szükségesek egyáltalán egy ilyen projekt sikeréhez. Ezen elvárások
mentén összehasonĺıtom a keresőket, majd egy választott képességeit megismerve
a Magyar Országgyűlés plenáris üléseinek annotált korpuszához [5] késźıtek ver-
tikális keresőt. Bemutatom a fejlesztés lépéseit, az integrált, illetve létrehozott új
modulok képességeit, továbbá a késźıtés során megfogalmazott tapasztalatokat.
Végül megmutatom, hogy az új rendszer hogyan teljeśıt: az egyes eszközökkel
hol és milyen mértékben sikerült jav́ıtani az eredeti kereső működésén, különös
tekintettel a relevancia szerinti eredményességen.
2. Keresőrendszerek összevetése
Munkám célja, hogy egy nyelvi eszközöket is használó általános célú vertikális
keresőrendszert hozzak létre, majd vizsgáljam ennek működését. Ehhez alapul
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egy létező nýılt forráskódú keresőt kerestem. A következőkben áttekintem, mi-
lyen alternat́ıvák ḱınálkoztak.
2.1. Szempontok
Mielőtt elkezdtem volna a keresők közötti böngészést és azok tanulmányozását,
megfogalmaztam azon szempontokat, melyek mentén a létező rendszereket vizs-
gálni ḱıvánom:
– továbbfejlesztéshez használható API létezése, minősége
– projekt állapota: stabil verzió, akt́ıv fejlesztők, dokumentáltság,
– integrált NLP eszözök száma, minősége,
– támogatott karakterkódolások (magyar nyelvű dokumentumok feldolgozásá-
hoz szükséges legalább egy az alábbiakból: UTF-8, ISO 8859-2, WINDOWS
CP-1250) volta.
2.2. Vizsgált keresőrendszerek
Munkám során igyekeztem a lehető legtöbb rendszert górcső alá venni. Ezek
felkutatásához elsősorban az alábbi dokumentumokat vettem alapul:
– Emmanuel Eckard és Jean-Cédric Chappelierés - Free Software for research
in Information Retrieval and Textual Clustering [4]
– Christian Middleton és Ricardo Baeza-Yates - A Comparison of Open Source
Search Engines [2]
Így a következő rendszereket vizsgáltam: OpenFTS1, Terrier2, Lucene3, Data-
park Search Engine4, Egothor5, Xapian6, ht://Dig7 és Lemur/Indri8. Az Eg-
othor, OpenFTS és a ht://Dig alkalmazásokat már munkám elején elvetettem,
hiszen ezek fejlesztése évekkel ezelőtt abbamaradt, vagy fejlesztési dokumentált-
ságuk egyáltalán nem kieléǵıtő.
A Terrier JAVA nyelven ı́ródott, ı́gy UTF-8 támogatása biztośıtott, továbbá
jól dokumentált API-val rendelkezik. Indexelés folyamán a rendszer egy pipeline-
on keresztül dolgozza fel az indexelendő kifejezéseket, mely jól használható
(nyelvtechnológiai) modulok sorba kötéséhez. Fejlesztése folyamatos, a támogatás
biztośıtott. Szótövező használatára – az emĺıtett csővezeték-kialaḱıtás miatt – ad
lehetőséget, de más nyelvi modulokat nem használ.
A Lucene egy teljes értékű keresőrendszer, mely szintén JAVA nyelven ı́ró-
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dokumentált alkalmazásprogramozási felülettel rendelkezik. Legfőbb erőssége,
hogy jól skálázható és nagy teljeśıtményű indexelő program biztośıtja az adatok
gyors feldolgozását. Képes dátumok szerinti keresésre, mezők kezelésére, egy-
szerre több indexben való keresésre, továbbá többféle lekérdezést́ıpust is támogat.
A projekt rendḱıvül jól támogatott, dokumentált. Nyelvi eszközök kapcsán az
mondható el róla, hogy többféle szótövezőt és azok integrálását is támogatja.
A Datapark Search Engine egy C nyelven ı́ródott kereső, melynek API-ja
csak kis mértékben enged beavatkozni a rendszer működésébe. Ezt is elsősorban
olyan esetekben használják, amikor a szoftvert egy komplex programba vagy web-
oldalba éṕıtik be. Némi dokumentáció is fellelhető a világhálón, de ez koránt-
sem teljes. Több karakterkészletet is támogat, viszont nyelvi eszközökkel csak
nehézkesen gyaraṕıtható. Szótövezés csak Aspell, illetve Ispell alkalmazásokon
keresztül valóśıtható meg, illetve szinonimák és mozaikszavak felismeréséhez
szótárfájlok használatával biztośıt lehetőséget.
A Xapian egy olyan eszközkészlet, melyet C++ nyelven ı́rtak és támogatja
Unicode karakterek használatát. Egy ráépülő népszerű keresőrendszer azOmega,
mely integrált nyelvi eszközzel rendelkezik, úgymint szótövező (magyar nyelvű
is!) és keresés közbeni szinonimahasználat. Képes még több adatbázis egyidejű
indexként való használatára. A projekt jól dokumentált és folyamatosan karban-
tartott. A kereső alkalmazásprogramozási felületét is úgy tervezték, késźıtették,
hogy elsősorban a program beágyazását tegye lehetővé, nem pedig a bőv́ıtését.
A Lemur eszközkészlet a Carnegie Mellon University és a University of Mas-
sachusetts támogatásával készült. Céljuk egy olyan keretrendszer létrehozása
volt, mely nyelvmodellezési és adatbányászati kutatásokhoz jól használható. A
program C++ nyelven ı́ródott, de rendelkezik API-val más nyelvekhez is. Az
angol nyelvi szövegeken ḱıvül ḱınait és arabot is támogat (nyelvi eszközökkel is),
továbbá beéṕıtett angol szótövezőkkel és mozaikszó-felismerővel is rendelkezik.
A rendszer a dokumentumok feldolgozását pipeline-szerűen végzi, melyhez jól
használható API-t biztośıt, továbbá képes több indexfájl egyidejű használatára
is. Beéṕıtett nyelvi eszközei: angol nyelvű szótövező (2 db), arab nyelvű tövező,
betűszó-felismerés és stopwordtámogatás. Az Indri egy olyan keresőrendszer,
mely a Lemur eszközkészletére épül. A fentieken ḱıvül fontos tulajdonsága, hogy
támogatja az UTF-8 kódolású dokumentumokat is.
A fentebb részletezett szempontok alapján az Indri keresőrendszer tűnt a leg-
jobb választásnak, ı́gy a továbbiakban az ezzel való munkámat és eredményeimet
mutatom be.
3. Integráció
A kereső késźıtése során a célom az volt, hogy megvizsgáljam, hogy egy létező
rendszer nyelvi eszközökkel való kiegésźıtésére milyen lehetőségek mutatkoz-
nak, illetve milyen eredményességgel lehetséges ez a munka. A fejlesztéshez a
Magyar Országgyűlés plenáris üléseinek annotált korpuszát vettem alapul. Ezt
tanulmányozva késźıtettem el a meglévő nyelvi eszközök integrációját, illetve
hoztam létre újakat. Abból a hipotézisből indultam ki, hogy egy jól illeszkedő
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lemmatizáló9 modul és egy kontrollált szinonimaszótár1 csak jav́ıthat a kereső
eredményességén. Ezeken ḱıvül a következő eszközöket késźıttetem el és in-
tegráltam az Indribe dátum szerinti, mértékegységek szerinti kereshetőség és
személyek/felszólalók keresése. Az alábbiakban áttekintem a fejlesztés során ta-
pasztalt nehézségeket, az ezekre adott megoldásokat illetve a használt módsze-
reket.
3.1. Létező modulok integrációja
Az alábbiakban bemutatom, milyen létező eszközöket és hogyan használtam a
keresőrendszer fejlesztéséhez.
A kapott lemmatizáló modul beéṕıtése, a korábban emĺıtett pipeline-szerű
feldolgozásnak köszönhetően, különösebb nehézségek nélkül működött. Az egyet-
len probléma a modul és a rendszer különböző karakterkódolásai közti konverzió
volt, amit az iconv alkalmazás seǵıtségével oldottam meg. A kereső az inde-
xelés folyamatában a dokumentumot mint szavak halmazát kezeli, és egy szóhoz
egyetlen tövet enged tárolni. Így – mivel lehetőségem sem volt egy-egy szó kon-
textusának a vizsgálatára – minden szóhoz annak leggyakoribb és egyben leg-
valósźınűbb szótövét tároltam. (Ezzel nyilván rontva a rendszer teljeśıtményét
a fedést illetően.) Az Indri képes arra, hogy az index létrehozásakor megje-
gyezze a késźıtéskor használt lemmatizálót, ı́gy lekérdezéskor a keresőkifejezésen
képes ugyanazt futtatni. Ebből kifolyólag az indexelés/lekérdezés folyamataiba,
a tövező integrálása céljából összesen egy helyen volt szükséges beavatkozni.
A szinonimaszótár integrálása során azt találtam, hogy ennek a funkciónak
a rendszer általi automatikus használata – a generált nagy mennyiségű zajos adat
miatt – jelentősen ronthat [6] a kereső eredményességén. Így úgy döntöttem, hogy
oly módon teszem elérhetővé ezt az eszközt, hogy a felhasználó kontrollálhassa
annak kimenetét. Ennek módja a következő volt: az Indri lekérdezőnyelvét bőv́ı-
tettem egy új operátorral (~), melynek használatakor az utána álló szó vagy ki-
fejezés szinonimáival kiegésźıtheti a felhasználó a keresőkifejezést. A felhasználói
interfész létrehozásakor a kereső lekérdezőnyelvére tudtam támaszkodni, hiszen
az több operátort is biztośıt rokon értelmű szavak összevonására a kifejezés
kiértékelése során. Hasonlóan a tövezőhöz, a modul integrációja során az egyetlen
technikai probléma a karakterkódolások közötti konverzió volt.
A tiltólistás szavak használata egy elterjedt módszer keresőrendszerek
használata során a nem ḱıvánt – jelentős információtartalommal nem b́ıró – sza-
vak keresésbőli szűrésére. Az általam használt alkalmazás két úton engedi szűrni
az ilyen szavakat: egyszerű felsorolással, illetve egy, a pipeline-ba illeszkedő modul
ı́rásával. Az előbbit választva a szűrni ḱıvánt szavak listájának alapjául egy sza-
badon elérhető kis méretű adatbázist10 használtam, melyet a korpuszból kinyert
szóhalmazzal bőv́ıtettem. Itt a kiválasztás emberi erővel történt az előforduló
szavak leggyakoribb 1%-án.
9 A rendszer elkésźıtéséhez a MorphoLogic Kft. moduljait használtam.
10 http://snowball.tartarus.org/algorithms/hungarian/stop.txt
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3.2. Saját fejlesztésű modulok
A rendelkezésre álló korpusz vizsgálata során azt láttam, hogy a dokumentu-
mokban számos olyan információtartalom áll rendelkezésre, melyek kereshetővé
tétele – feltételezésem szerint – jav́ıt a keresések pontosságán. Ezen információk
egy része az annotált korpuszban már jelölve volt, mı́g másokat a késźıtett alkal-
mazás tett jelöltté. Így a keresőben most lehetőség nýılik a dokumentumokban
fellelhető dátumok és mértékegységek egységes keresésére. Ezen ḱıvül a korpusz
struktúrájában rendelkezésre álltak a felszólalások adatai, ı́gy az egyes felszólalók
neve is. Ezt az információt felhasználva lehetőség nýılik személyekre való ke-
resésre is.
A korpuszban található dátumok használata során azt tapasztaltam, hogy
számos helyen sokféle t́ıpusú és formájú dátumokat használ az ı́ró. Így célom
az volt, hogy a késźıtendő modul működése testreszabható legyen, és a lehető
legtöbbféle formában megjelenő egységeket legyen képes felismerni, kereshetővé
tenni. A korpuszban található dátumokat az alábbi csoportokra osztottam: pon-
tosság szerint létezik évszázad pontos, évtized szerint pontos, évre pontos, hónap
vagy évszak pontos, napra pontos, órára, percre, napszakra stb.-re pontos. Kör-
nyezetfüggőség szerint létezik környezetfüggő11, illetve környezetfüggetlen12.
Az Indri rendelkezik dátumok kezelésének képességével. Ez a funkció nem
csak az index létrehozásakor elérhető, hanem lekérdezésekkor is kitűnően hasz-
nálható (pl.: időintervallum lekérdezések futtatása). Indexeléskor a rendszer csak
olyan dátumokat képes tárolni az adatbázisban, amiket a felhasználó a feldol-
gozandó dokumentumban dátummezőként előre jelzett. (Ezek közül is csak a
környezetfüggetlen, napra pontos, és angolszász helyeśırásúakat.) Az általam
adott megoldás két részből áll. Az első egy olyan előfeldolgozó alkalmazás, mely
az annotált korpuszban újabb annotációkat vezet be, mı́g a második ezeket a
jelöléseket feldolgozva rögźıti azokat az indexbe az eredeti dátumkezelő funkció
felületét használva. Ahhoz, hogy minél több dátumformát kezeljen a program,
ezek megadásait a felhasználó kezébe adtam. Így egy konfigurációs fájl használa-
tával a rendszer az ott megadott formákból egy-egy felismerő reguláris kifejezést
késźıt, melynek seǵıtségével jelöli és értelmezi a dátumokat. A megoldás saj-
nos magában hordozza a reguláris kifejezések korlátait, ı́gy az alábbi jelenlévő
korlátok továbbra is élnek:
– csak környezetfüggetlen és napra pontos dátumokat vagyunk képes feldol-
gozni,
– gondolnunk kell a dátumok ragozott alakjára, és a konfigurációs fájlban meg-
adni az ezeknek megfelelő dátumformákat,
– nem használhatunk ütköző13 dátumformákat.
11 Környezetfüggőnek nevezek olyan dátumokat, melyek csak a szövegkörnyezetükben
értelmezhetőek pl.: tegnap, előző héten.
12 Környezetfüggetlennek nevezek minden olyan dátumot, mely önmagában is
értelmezhető pl.: 1986.04.30.
13 Ütközőnek nevezek két dátumformát, ha létezik olyan dátum, ami mindkét formának
megfelel.
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Mennyiségek használatának kialaḱıtásakor támaszkodhattam az Indri azon
funkciójára, hogy rendelkezik ún. numerikus mezők kezelésének lehetőségével. A
megvalóśıtott kiegésźıtő modul a dátumfelismeréshez hasonlóan két részből áll.
Az első rész azt hivatott szolgálni, hogy a forrásfájlokban újabb annotációkat
hozzon létre, melyek mennyiségeket jelölnek. Az előzőekhez képest itt annyival
nehezebb a feladat, hogy tudnunk kell különbséget tennünk különböző mértékek
között. Ezt úgy sikerült elérnem, hogy az annotálás folyamán különböző mértékek
más-más ćımkével jelölődnek.
A magyar nyelvben a jelzős szerkezeteknek kötött a formája: a jelző meg-
előzi a jelzett szót. Mivel ı́gy tekinthetünk egy mennyiségi kifejezésre is, ezért
feltételeztem, hogy egy mértékegység feldolgozásakor az azt megelőző szóval vagy
számmal összetartoznak. A felismerő modul ebből az alapötletből kiindulva mű-
ködik, azonban akadnak olyan esetek, mikor ez a hipotézis nem alkalmazható.
Egy ilyen gyakori eset, amikor a mértékegységről mint fogalomról ı́r a szerző.
Pl.: ” . . . az euró bevezetése. . . ” Egy másik nehézség, amivel a program fej-
lesztése során találkoztam, az, hogy az országgyűlési naplókban gyakoriak az
olyan pénzösszegeket kifejező mennyiségek, melyekben vegyesen használnak be-
tűvel és számmal ı́rt mennyiséget, pl.:
”
70 milliárd forint”. A rendszer végül úgy
lett kialaḱıtva, hogy intelligensen felismerje és kezelje az ilyen formákat is.
A második modul, mely beépül a szövegfeldolgozási láncba, a mezők fel-
dolgozásáért, reprezentálásáért felelős. Ez túllépve az eredeti kereső korlátain
képes valós értékeket is tárolni, továbbá fontos tulajdonsága, hogy egységes (SI)
formában reprezentálja az azonos t́ıpusú mértékeket. A késźıtett modul egy gya-
korlatban is sokat alkalmazható funkcionalitása, hogy képes betűvel ı́rt – magyar
nyelven megfogalmazott – számok felismerésére, átváltására. A modul nem kezel
olyan törtszámokat, melyek hagyományos – tehát nem tizedes – alakban fordul-
nak elő. Az intervallumként megadott értékeknél a program a várttól eltérően
működik, mivel csak az intervallum egy végét teszi kereshetővé.
A felsorolt eszközök elkésźıtésén ḱıvül a kereső által nyújtott funkciókkal élve
lehetővé tettem még a dokumentumokban fellelhető (annotált) nevek, szemé-
lyek, felszólalások, felszólalók visszakeresését. Ennek megvalóśıtásához fel-
használtam az Indri indexelőjének azon funkcióját, hogy képes mezőket tárolni
az indexben. Rendelkezésemre állt a korpuszban nagy mennyiségű annotált név-
elem14 (főleg személynevek), ı́gy ezek indexelése kézenfekvő volt. Ezek az ele-
mek jellemző módon a felszólalásoknál vannak jelölve (a felszólaló személye),
de ezeken ḱıvül az egyes beszédekben hivatkozott személynevek is sok esetben
elérhetőek.
4. Eredmények
Ebben a fejezetben célom, hogy megvizsgáljam a kiegésźıtett keresőrendszert, és
több szempont mentén összehasonĺıtsam az Indrivel. Nyilvánvalóan nem tudom
az összes új modul hatását teljes körűen mérni, mert néhányuk olyan új funkci-
14 Named Entity
196 VII. Magyar Számı́tógépes Nyelvészeti Konferencia
onalitást ad az eszköznek, melyek nem vagy alig összehasonĺıthatóak az eredeti
program működésével.
4.1. Teljeśıtmény
Első lépésben azt vizsgáltam meg, hogy a keresőrendszer teljeśıtménye hogyan
változik az általam késźıtett eszközök hatására. Ez három helyen érhető tetten:
– indexelési idő változása,
– index méretének változása,
– keresési idő változása.
1. ábra. Indexelési idő az adathalmaz méretének függvényében
Indexelési idő. Az indexelési idő mérésénél a módszer az volt, hogy a do-
kumentumhalmazt valamilyen szempontok mentén csoportośıtom, és mérem a
rendszer indexeléssel töltött idejét az egyes halmazokon. Az ábrán jól látszik,
hogy a szótövezés jelentősen lasśıtotta az indexelés folyamatát, viszont az is
megállaṕıtható, hogy a tiltólistás szavak szűrésével ez a teljeśıtménybeli vissza-
esés mérsékelhető.
Index mérete. Inkrementális indexelést végezve azt vizsgáltam, hogy hogyan
változnak a késźıtett indexek méretei, az eszközök használatának, illetve az adat-
mennyiség függvényében. Ennek a mérésnek az eredményét szemlélteti a 2. ábra.
Mint arra számı́tottam, az index mérete csökkent szótövezés és stopword-
szűrés esetén. Tiltólistás szavak szűrésének alkalmazásakor, ez annak az egy-
szerű ténynek a következménye, hogy kevesebb kifejezés kerül az indexbe. Szó-
tövezéskor pedig egy szó különböző ragozott alakjai ugyanahhoz a kifejezéshez
tárolódnak. Az ı́gy nyert tárhelynövekedés a program eredeti működéséhez vi-
szonýıtva (átlagosan):
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2. ábra. Index mérete az adathalmaz méretének függvényében
– szótövezéssel 22%,
– tiltólistás szavak szűrésével 6%,
– szótövezéssel és tiltólistás szavak szűrésével 28%.
Így tehát megállaṕıtható, hogy e két eszköz használatával érzékelhetően lehet
jav́ıtani egy keresőrendszer tárhelygazdálkodásán.
4.2. Relevancia
Módszer. A használt keresőrendszer eredménye egy rendezett lista, ı́gy az
eredményesség mérésére az F-mérték csak korlátozott mértékben alkalmas. A
kereső működéséhez jobban illeszkedő metrikák közül [1,3] az egyik legjobb tu-





R , ahol N a találati listában szereplő elemek száma,
rel(x) értéke 1, ha az x-edik elem a listában releváns, egyébként 0, P (x) a pon-
tosság a találati lista első x elemére szűḱıtve, R pedig a tárban található releváns
dokumentumok számossága. A metrika szerint egy lekérdezés akkor 100%-os, ha
az összes releváns elemet visszaadja, és ezek a találati lista legelején vannak
(tehát nincs olyan dokumentum, ami nem releváns és megelőz egy relevánsnak
mondottat). Látható, hogy ez a módszer nem érzékeny a zaj növekedésére, ha
az a találati lista végén történik.
A mérésekhez minden esetben megfogalmaztam egy természetes nyelvű in-
formációigényt, majd azt az adott eszközökkel a lehető legpontosabban kódoltam.
Mindehhez elkülöńıtettem a korpusz egy részhalmazát, mely elemeiről tudtam,
hogy melyik milyen információigényhez hogyan kapcsolódik. A teszteket két in-
dexen futtattam, összesen háromfélét16:
15 A továbbiakban MAP.
16 A továbbiakban 1., 2., illetve 3. mérés.
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1. egyszerű17 indexen, nyelvi eszközöket nélkülöző lekérdezéseket,
2. tövezett indexen a szótövezés és szinonimahasználat által nyújtott lehetősé-
geket használó lekérdezéseket,
3. tövezett indexen az előbbieken ḱıvül az intelligens dátum- és mértékkeresés,
illetve a személyek keresése használatával megfogalmazott lekérdezéseket.
A mérések késźıtése során felmerülő probléma, hogy hogyan is lehet ob-
jekt́ıven leképezni az információigényt a kereső lekérdezőnyelvére. Érdekes kér-
dés, hogy mit feltételezek a felhasználóról:
– Mit tud a rendszerről? Mennyire ismeri a kereső lekérdezőnyelvét?
– Milyen forrásból fogalmazza meg a keresőkifejezést? (Az információigényt
reprezentáló kérdés szavaiból vagy annak tágabb kontextusából?
– Milyen, a kérdéshez kapcsolódó többletinformációval rendelkezik a felhasz-
náló?)
– Hány lekérdezést engedek futtatni? (Egy lekérdezés eredményének felhasz-
nálásával esetleg jobb keresőkifejezést lehet megfogalmazni.)
A tesztek futtatása során azzal a feltételezéssel éltem, hogy a felhasználó a le-
hető legteljesebben ismeri a lekérdezőnyelvet, illetve adott esetben rendelkezik a
kérdéshez kapcsolódó plusz információval, és ezeket akár tágabb kontextusban
is képes megfogalmazni. Viszont megszoŕıtásként csak egy lekérdezést futtattam
egy-egy információigény megválaszolására.
Mérési eredmények. Korábbi méréseim [6] során már megmutattam, hogy
szótövező használata érzékelhetően tudja növelni a kereső relevancia szerinti
eredményességét, persze egyes esetekben (pontatlan keresőkifejezések használa-
takor) a zaj is növekszik. Méréseim megerőśıtettek abban a feltevésben, miszerint
a lemmatizálással kombinált megfelelően kontrollált szinonimahasználat jelentős
mértékű javulást tud eredményezni. A tesztek során az 1. mérésben az Indri
eredményessége a MAP metrikával 71%-os volt. Ez azt jelenti, hogy az esetek
nagy részében a releváns elemek a találati lista elején foglaltak helyet. Ezen si-
került jav́ıtani a 2. mérés folyamán, ami ezzel a metrikával 81%-os eredményt
jelent. Szinonimákat használva azt tapasztaltam, hogy a keresőkifejezés nagyobb
információtartalommal b́ıró szavaira alkalmazva jelentősen tud jav́ıtani az ered-
ményeken (akár 20-50%-ot is). Ellenben egy-egy olyan szó esetén, mely a korpuszt
tekintve gyakorinak mondható (pl.: beszéd, felszólalás), szinonimákat használni
nem érdemes, mert ezekkel csak több zajt generálunk. A 3. esetről általánosan el-
mondható, hogy összességében itt is sikerült még további javulást eredményezni,
ı́gy az emĺıtett módszerrel 85%-os eredményt kaptam. Mint várható volt, itt
azon keresések eredményességén sikerült érdemben jav́ıtanom, amik valamilyen
személlyel, mennyiséggel, időponttal kapcsolatos információt tartalmaztak. El-
mondható még, hogy ha a felhasználó az információigényéhez kapcsolódóan több-
lettudással rendelkezik, úgymint ’kinek a felszólalásában található a ḱıvánt in-
formáció?’, ’kb. mikorra tehető a felszólalás időpontja?’, ’milyen időpontok kap-
17 szótövezést nem használó indexelővel késźıtett
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csolódnak a kérdéshez?’, ’milyen mennyiségek (és milyen nagyságrendben) hoz-
hatóak kapcsolatba a kérdéssel?’, akkor további javulással számolhatunk. Összes-
ségében megállaṕıthatom, hogy a használt eszközökkel egy felhasználóbarátabb,
relevánsabb találatokat produkáló rendszert sikerült éṕıtenem.
5. Összefoglalás
A cikkben bemutattam, hogy miként sikerült egy nýılt forráskódú keresőrendszert
nyelvi eszközökkel bőv́ıteni: várakozásaimnak megfelelően csak kisebb techni-
kai akadályokba ütközött a rendszer bőv́ıtése. Az eredeti tervvel ellentétben
nem volt lehetséges NLP-eszközök teljes integrációja kizárólag az Indri API-ját
használva, ı́gy egyes esetekben módośıtanom kellett a rendszer belső működését.
Mindenképpen sikernek könyvelem el, hogy a rendszer új, eddig nem elérhető
eszközökkel bővült, továbbá azt, hogy ezek jav́ıtanak, jav́ıthatnak a kereső ered-
ményességén. Az indexelési időben felmerült negat́ıv eredményekről elmondható,
hogy azok a végfelhasználót nem érintik, tehát érdemben nem rontottam a rend-
szer teljeśıtményén.
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Környezetfüggetlen és sztochasztikus nyelvtanok 
összehasonlítása többnyelv gépi beszédfelismerési 
feladatban 
Mozsolics Tamás, Tarján Balázs, Mihajlik Péter, Fegyó Tibor 
Távközlési és Médiainformatikai Tanszék,  
Budapesti Mszaki és Gazdaságtudományi Egyetem 
{mozsolics, tarjanb, mihajlik, fegyo}@tmit.bme.hu 
Kivonat: A szituációs beszédfelismerés egyik legfontosabb eleme a szituáció-
hoz jól alkalmazkodó beszédfelismer hálózat tervezése. Ezért megvizsgáltunk 
néhány hálózatépítési módszert, hogy összehasonlítsuk teljesítményüket. Az 
építés és tesztelés folyamatát összesen hat nyelven végeztük el: angol, francia, 
magyar, német, olasz és spanyol. Tesztelés céljából a telefonos hálózaton ke-
resztül az utcáról vagy jármbl rögzített, tájékozódási célú kérdésekbl és ki-
jelentésekbl álló adatbázist használtunk. Magyar, német, olasz és spanyol 
nyelvekre összehasonlítottuk a fonéma- és grafémaalapú tervezési technikákat, 
s a magyar modellt különböz paraméterek változtatása mentén is vizsgáltuk. A 
hálózatokat saját fejlesztés, WFST-s modellez rendszeren építettük, saját fel-
ismern futtattuk és HTK-val értékeltük ki. 
1   Bevezetés 
A TELEAUTO projekt célja egy olyan tájékozódási szolgáltatás biztosítása az autó-
sok számára, ahol a gépkocsivezet szóban kérhet segítséget egy céllal kapcsolatban, 
ahová el szeretne jutni. A kéréseket egy küls helyszínen, egy kétszintes kiszolgáló 
rendszer várja, s rájuk els körben egy számítógép próbál válaszolni, s amennyiben 
ez sikertelen, akkor a gépi rendszer továbbküldi a kérést a diszpécsernek. Válaszként 
mindkét esetben a kívánt cél GPS- (Global Positioning System) koordinátáit kapja az 
autóban található navigációs eszköz vissza. 
Ebben a cikkben mi a projekt gépi kiszolgáló moduljának tervezésével s megvaló-
sításával foglalkozunk. A gépi modul lelke az automatikus beszédfelismer szoftver 
(ASR: Automatic Speech Recogniser), mely úgy mködik, hogy egy elre betöltött 
ún. beszédfelismer hálózat mondataihoz illeszti a bejöv kérést, s ezek közül kivá-
lasztja a legjobban illeszkedt. A beszédfelismer hálózat az adott szituációban álta-
lunk várt mondatok gyjteménye, melybl a beszédfelismer szoftver mindig egyet 
választ. Ahhoz, hogy a gépi alapú kiszolgálás hatékony legyen, alapveten két dolog-
hoz, az autó akusztikai környezetéhez és a beszédszituációhoz kell jól alkalmazkodni. 
Ezek közül az els jelfeldolgozási, konkrétan szrési, a második pedig a beszédfelis-
mer hálózat építéséhez kapcsolódó feladat. A cikk ez utóbbit tárgyalja. 
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2   Nyelvi modell építése 
A kitzött feladatból látható, hogy a projektben található gépi beszédfelismertl nem 
várjuk el, hogy adott nyelven bármit megértsen, st azt sem, hogy pontosan megértse 
a kérés minden részletét, elég, ha a célpontot jól megérti. Nincs szükség általános 
szöveget leíró beszédfelismer hálózatra, st egy adott szituációra optimalizált modell 
sokkal hatékonyabb lehet. Mivel a téma elég speciális, általában nem áll rendelkezés-
re adatbázis a szituációban elforduló mondatokról, így nekünk kell azt összegyjteni 
minden nyelvre. 
2.1   Szituációhoz tartozó mondatok gyjtése 
Nézzünk meg néhány célpontkeresésre irányuló, várható példamondatot magyar 
nyelvre: 
 
„Hol van a közelben McDonald's?” 
„Hol van egy könyvesbolt?” 
„Hol lehet egy OTP-automata?” 
„Hol van a közelben kórház?” 
„Hol található a közelben Tesco?” 
„Hol van a Holokauszt Múzeum?” 
 
Elméletileg persze végtelenféle mondat lehet, s biztosan nem tudjuk összegyjteni 
mindet, de minél többet sikerül, annál jobb lesz a modell. Szerencsére az a megfigye-
lés, hogy az elforduló kérések szerkezete független a konkrét célponttól jelentsen 
csökkenti a variáció számát, hisz nem kell az összes Hol van? típusú kérdést felsorol-
ni, s így idt, munkát, memóriát spórolhatunk. Ketté kell tehát választani a gyjtési 
feladatot tipikus mondatszerkezetek és célpontok gyjtésére. Ennek tükrében az elz 
példa mondatszerkezetei, illetve célállomásai (a [cél] változó) így festenek: 
 
„Hol van a közelben [cél]?” 
„Hol van egy [cél]?” 
„Hol lehet egy [cél]?” 
„Hol van a közelben [cél]?” 
„Hol található a közelben [cél]?” 








Ez a fajta szétválasztás több szempontból elnyös. Egyrészt megkönnyíti a terve-
zést és bvítést, másrészt a külön célállomás (POI: Point Of Interest) lista kompatibi-
lis a diszpécserközpont adatbázisával, mivel gépi felismeréskor lényegében csak a 
célpontok pontos felismerésére törekszünk, ezen célok szavai könnyen felcímkézhe-
tk (l. /POI címkék a célpontok szavai után), megkönnyítve a gépi felismerést, lé-
nyegkiemelést. Ekkor egy Hol van a közelben McDonald's/POI? típusú találatból 
könnyedén kiemelhet a célállomásra vonatkozó rész, illetve ezen részek jelenlét-
ében/hiányában könnyedén eldönthet, hogy lehet-e az adott gépi felismerésnek 
használható eredménye-e vagy sem. A gyakorlatban a nyelvi modellek ehhez a szitu-
ációhoz lényegében az itt leírt módon készültek, annyi különbséggel, hogy a mondat-
szerkezetek egy hatékonyabb leíró formátumban, a Phoenix cég Parser nev rendsze-
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rében (l. [6]) definiált GRA formátumban lettek a mondatszerkezetek definiálva, 
illetve a célpontlista, több különálló kategóriára lett bontva, pl.: bevásárlás, szállók, 
étkezdék. Készítsünk az elz példánkból GRA-modellt. Ehhez elször rendezzük 
egymás mellé a hasonló mondat szerkezeteket, s ebbl a GRA-modell: 
 
„Hol van a [cél]?” 
„Hol van a közelben [cél]?” 
„Hol van egy [cél]?” 
„Hol lehet egy [cél]?” 
„Hol található a közelben [cél]?” 
[varhato_keres]  
    (Hol VAN NEVELO [cel]?) 
VAN 
    (van)(lehet)(található) 
NEVELO 
    (a)(a közelben)(egy) ; 
 
A GRA-modellben a [ ] zárójelbe tett kifejezés a makró definíciót jelent, a makró „ 
; ” jellel zárul. Az egyes makrókban definiálhatunk változókat a változatok leírására, 
ezeket csupa nagybetvel írjuk, s még a makrón belül kifejtjük. A makrók, illetve 
változók által leírt egyes változatok ( ) zárójelbe kerülnek. A „*” jel, azt jelenti, hogy 
„vele vagy nélküle”, tehát mindkét eset elfordulhat. A GRA formátum láthatóan 
nem támogatja az ékezetes karakterek használatát változó- és makródefiníciók esetén. 
2.2   A CFG és az N-gram modellek 
A CFG (Context Free Grammar) lényegében a 2.1. bekezdésben leírt módon össze-
gyjtött mondatszerkezetekbl épített aciklikus modell, melybe behelyettesítjük a 
POI-listát. 
Az N-gram modell a CFG-tl eltéren már ciklikus felépítés, melynek átmeneti 
valószínségei ebben az esetben a CFG-ben összegyjtött mondatokból mint tanító-
szövegbl lettek tanítva egy simítási eljárást követen. Mindezt a CMU Logios nev 
szoftverével végeztük el. 
Ez a modell szerkezetébl adódóan elvileg toleránsabb az adott szituáció olyan 
nem várt mondataival szemben, ahol a várt szavak szerepelnek ugyan, de a várttól 
kissé eltér sorrendben és/vagy kissé eltér mondathossz mellett. 
2.3   Emberi nyelv – gépi nyelv 
Mi, emberek a beszédrl szóegységekben gondolkodunk, s így a mondandónkat szó-
sorozatok formájában fogalmazzuk meg. Ez számunkra természetes, így modelljein-
ket is szó-, vagy morfémaalapon készítjük. Viszont a számítógép szóalapú hálózathoz 
nem tud pontosan illeszteni. Ennek oka, hogy a szó mint alapegység számát és hosz-
szát tekintve túl variábilis, illetve egy-egy mondat relatíve kevés szóból, illetve mor-
fémából épül fel. 
A beszédfelismerésre használható hatékony gépi modell – a beszéd sztochasztikus 
jellegébl adódóan – valószínség-számítás alapú, s rejtett Markov-modellek (HMM: 
Hidden Markov Model) az elemei. Ilyen szövegkörnyezetben az illeszkedés jelentése, 
hasonló valószínségi paramétervektorok birtoklása. Mivel az emberi nyelv, avagy a 
hálózattervezés hatékony szintje (szavak szintje), s a gépi nyelv, avagy a gépi beszéd-
felismerés hatékony szintje (HMM-ek szintje) nem esik egybe, ezért a megtervezett 
hálózatainkat át kell vinni a HMM-szintre a felismer szoftverbe töltést megelzen. 
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Ez a transzformáció három lépésben végezhet el, melyeket fonetikus átírásnak, kör-
nyezetfüggsítésnek, illetve nyelvimodell-beillesztésnek nevezik. Trigráf alatt – a 
trifón analógiára – a szomszédjaitól mint környezettl függ grafémát értjük. 
 
 
1. ábra. A nyelvi modellezés 4 szintje. 
3   WFST Framework 
A WFST Framework egy olyan egységes matematikai keretrendszer, melynek elemei 
speciális, címkézett és súlyozott irányított gráfok ún. WFST-k (Weighted Finite State 
Transducer) s a rajtuk végezhet mveletek. Ebben a matematikai modellben a háló-
zatoptimalizálás és a 2.3. bekezdésben látott szintlépések is elvégezhetk, l. [1, 2]. 
Egy beszédfelismer hálózat mint WFST szerkezetileg optimális, ha determiniszti-
kus, vagyis egy adott bemeneti sorozat egyértelmen meghatározza, hogy merre men-
jünk benne, minimális, vagyis a lehet legtömörebben épített és súlyaiban sztochasz-
tikus, vagyis egynem, kiugró értékektl mentes. A beszédfelismer hálózat építését 
teljes egészében a 2. ábrán látható mveletsor írja le. 
 
2. ábra. A nyelvi modelljeinkhez használt nyelv független WFST-mveletsor. 
Ahol, a G (Grammar) transzducer a szószint nyelvi modellünk, az L (Library) a 
nyelvi modellben szerepl szavak fonetikus vagy grafémás átiratait tartalmazó szótár, 
a C az ún. környezetfüggsít (Context-Dependency) transzducer és a H (HMM-
Library) az adott nyelv trifónjainak/trigráfjainak HMM-es átiratait tartalmazó szótár. 
Az o jelöli az ún. kompozíció mveletet, mellyel az egyes szintlépések elvégezhetk. 
A det gráfok determinizálásához hasonlóan a WFST egy olyan átépítését jelenti olyan 
ekvivalens WFST-vé, melyben a bemeneti szimbólumsorozatnak megfelel haladás 
mindig egyértelm. Sajnos ez a determinizált tulajdonságú ekvivalens WFST-k eseté-
ben nem mindig létezik, l. [5]. A min alatt itt olyan mveletek csoportját értem, mely-
lyel az eredeti WFST-vel ekvivalens tömörebb WFST állítható el. Ez lehet 
gráfminimalizáció és címkéket okosabban rendez/összevonó algoritmus is. A wpush 
a súlyok egyenletesebb eloszlását biztosítja a WFST-nkben. 
A 2. ábrán látható mveletsor fontos tulajdonsága, hogy nyelvfüggetlen, ezért csak 
a H, C, L és G transzducereket kell elállítanunk minden nyelvre. Aciklikus nyelvi 
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modell esetén (pl.: CFG) a fonémaszint modell determinizációja minimalizációval 
helyettesíthet a még tömörebb hálózat érdekében. Mivel az [1, 2] irodalmak egyér-
telmen leírják, hogy kell a H, C és L transzducereket felépíteni, ezért koncentrálunk 
mi is elssorban ebben a cikkben a G nyelvi modell építésének ismertetésére. 
4   Nyelvfügg kihívások 
Annak ellenére, hogy a 3. fejezetben megmutattuk, hogy a modellezési módszer 
nyelvfüggetlen, a tudásforrások összeállításánál akadnak nyelvfügg részproblémák, 
mint pl.: helyhatározó és tárgyragok a magyarban, vagy a különböz nem szavak 
néveli a németben. 
4.1   Hely-és tárgyragok a magyar nyelvben 
A TELEAUTO-s szituációra összegyjtött mondatszerkezetek java részében a cél-
pontok, tárgyként vagy helyhatározóként szerepelnek, hisz valamelyik áruházhoz, 
reptérre, moziba mennénk, s éjjel-nappalit keresünk. 
Az természetesen ésszertlen elvárás lenne, hogy több tízezer POI-nak összes ra-
gozott alakját kézzel állítsuk el. Szerencsére ezen ragok (tipikusan a -t, -ba/be, -ra/re 
és -hoz/hez/höz) megfelel alakjának kiválasztása jól automatizálható. Tekintsük át 
pl. a -ba/be ragok közötti választásra megadott alábbi szabályokat: 
 
;a magánhangzók osztályozása 
mghL == a á o ó u ú; mély 
mghH == e é i í ö  ü  
            ; magas 
;a ba/be ragozás szabályai 
;1. hasonulások 
e[ba] = é b e; 
mghL-e[ba] = é b a; 
mghL,msh-e[ba] = é b a; 
a[ba] = á b a; 
az[ba] = a b a; 
ez[ba] = e b e; 
 
;2. az utolsó magánhangzó 
dönt 
mghL-[ba] = b a; 
mghL,msh-[ba] = b a; 
mghL,msh,msh-[ba] = b a; 
mghH-[ba] = b e; 
mghH,msh-[ba] = b e; 
mghH,msh,msh-[ba] = b e; 
;3.a korábbi mélymagánhangzó 
dominanciája 
mghL,mghH-[ba] = b a; 
mghL,mghH,msh-[ba] = b a; 
mghL,msh,mghH-[ba] = b a; 
 mghL,msh,mghH,msh-[ba] = b a; 
 
melyek közül a szabályok hosszúságuk szerinti sorrendben kerülnek sorra, tehát a 
szoftverek elször mindig a hosszabbakat próbálják illeszteni. A módszer elve, hogy 
a magánhangzókat két osztályra, mély és magas magánhangzókra (mghL és mghH 
változók), s a szavak -ba/be ragot közvetlen megelz része alapján (– eltti rész) hoz 
döntést. Nézzünk meg néhány példát: 
 
mozi[ba] = mghL,msh,mghH-[ba] = b a 
pizzéria[ba] = a[ba] = á b a 
IKEA[ba] = a[ba] = á b a 
parkoló[ba] = mghL-[ba] = b a 
Debrecen[ba] = mghH,msh-[ba] = b e 
edzterem[ba] = mghH,msh-[ba] = b e 
Allee[ba] = mghL,msh-e[ba] = é b a 
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Ezt a megoldást a magyar nyelvi modellekhez készített szótárakból egy 266 szavas 
részszótáron teszteltük, s csak 15-ször hibázott, ami kb. 95% pontosságnak felel meg. 
 
5   Tesztelés 
A beszédfelismer hálózat építéséhez és teszteléséhez használt források fontosabb 
adatai kiolvashatók az 1. táblázatból. 
A hat nyelven készített modellek építésekor nyelvenként átlagosan körülbelül 
25000 mondat szerkezetet sikerült összegyjteni/generálni. Az összehasonlítós tesz-
tek nagyjából 500 POI-val készültek, átlagosan 900 szavas teljes szótárméret mellett. 
A teszteléshez összesen 56 beszél által felmondott, nagyjából 500 felvétel állt ren-
delkezésünkre. Ezek mindegyike valós körülmények között, gépkocsiban felvett, 
telefonos beszélgetés minség felvétel volt. A felvételeket nyelvenként számos, 
különböz nem, korú, natív beszéltl rögzítettünk. 
5.1   Felismerési pontossági jellemzk 
A tesztelés táblázataiban tipikusan az alább ismertetett 5 paraméter jelenik meg. 
Az SACC, illetve SACC,POI azt mutatja meg, hogy a mondatok, illetve az POI-kkal 
kapcsolatos mondatrészek hány százalékát sikerült hibátlanul felismerni. Hasonlóan 
értelmezhetk a WACC, illetve WACC,POI paraméterek az elhangzott szavakra. 
Azt, hogy a felismerési id hogyan arányul a tesztszöveg idbeli hosszához, mutat-
ja meg az RTF, az ún. Real-Time Factor, tehát pl. ha RTF=0.2, akkor az elhangzási 




1. táblázat: A teszteléshez használt modellek és felvételek fbb paraméterei. 
nyelvi modell angol francia magyar német olasz spanyol összes 
mondatszerkezetek 36746 4066 18782 68296 5425 17604 25153 
POI-k száma 501 501 518 519 506 529 512 
szótárméret 624 727 1886 677 689 748 892 
átírás adatai angol francia magyar német olasz spanyol átlag 
fonémák száma 44 35 38 39 57 25 39,66 
grafémák száma -- -- 33 31 29 33 31,50 
akuszt. modell angol francia magyar német olasz spanyol átlag 
tanítószöveg[óra] 17,8 57,9 28,9 62,1 93,7 56,5 52,81 
tesztfelvételek angol francia magyar német olasz spanyol összes 
száma 57 40 266 26 70 28 487 
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5.2   Hardver- és szoftverkörnyezet 
2. táblázat: A fonetikus átírásokhoz használt szoftverek és szótárak 6 nyelvre. 
angol francia magyar német olasz spanyol 
M-Phon Liaphon M-Phon Txt2pho M-Phon Txt2pho 
 
A teszteléshez használt hardver egy T7300 nev Core2Duo architektúrájú, 2 GHz-es 
processzorú laptop volt, 2 GB RAM-mal, 32 bites Windows operációs rendszer alatt. 
A beszédfelismer hálózatokat a saját készítés M-System nev szoftverrendszerrel 
építettük, s a szintén saját VOXerver nev felismern futtattuk le, majd az eredmé-
nyeket HTK-val (l. [4]) értékeltük ki. A fonetikus átíráshoz a 2. táblázatban látható 
szoftvereket és szótárakat használtuk. 
5.3   Teszttípusok 
5.3.1   CFG vs. N-gram 
 
Ebben a tesztben fonémaalapú CFG- és N-gram-modelleket hasonlítottunk össze 6 
különböz nyelven. Mivel a modellek nagyjából hasonló kondíciók mellett 500 POI 
készültek, ez a teszt alkalmas a nyelvek osztályozására is e feladat kapcsán. A teszt 
eredményeit a 3. táblázatban foglaltuk össze. 
Ha a két modellt akarjuk egymáshoz hasonlítani, akkor elssorban a táblázat utolsó 
oszlopát érdemes megvizsgálni, ugyanis itt szerepelnek az eredményeknek a felvéte-
lek számával súlyozott átlagai. Ezek alapján elmondható, hogy a két megoldás között 
nincs különösebben nagy különbség. Az N-gram-megoldás a f paraméterekben 
WACC,POI és SACC,POI 1-1.5%-al túlteljesíti a CFG-t pontosságban, cserébe a feldolgo-
zási id kb. 28%-kal n. 
Ha a különböz nyelvek egymáshoz képesti viszonyát tekintjük, akkor az angol az 
egyetlen, melynek paraméterei kb. 10%-nál jobban eltérnek a többitl. Ennek okai 
egyrészt a rendelkezésre álló relatíve kisebb adatbázis (l. 1. táblázat), másrészt az 
angol nyelv beszélt és írott alakja közötti hatalmas eltérés, mely a fonetikus átírás 
során nehezen leküzdhet feladat elé állítja a mérnököket. 
 
3. táblázat: A fonémaalapú CFG- és N-gram-modellek eredményei 6 nyelvre. 
CFG   angol  francia magyar    német  olasz  spanyol átlag 
WACC [%] 55,16 73,86 78,16 68,71 73,11 79,78 73,98 
WACC,POI [%] 46,53 79,34 74,68 84,78 76,81 80,60 72,95 
SACC [%]     16,07 40,00 57,42 34,62 37,14 46,43 46,39 
SACC,POI [%] 36,36 72,50 72,33 76,92 71,43 82,14 68,81 
RTF [*tvalós] 0,344 0,108 0,164 0,191 0,072 0,140 0,167 
N-gram   angol  francia magyar    német  olasz  spanyol átlag 
WACC [%] 51,92 71,59 76,74 71,78 73,37 84,70 73,12 
WACC,POI [%] 48,51 75,21 75,78 84,78 80,43 86,57 74,31 
SACC [%]     14,29 37,50 52,36 26,92 31,43 53,57 42,39 
SACC,POI [%] 36,36 72,50 72,98 73,08 77,14 78,57 69,58 
RTF [*tvalós] 0,508 0,170 0,171 0,290 0,117 0,266 0,214 
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5.3.2   Szituációs modellek vs. POI-lista 
Egy jogosan felmerül kérdés lehet, hogy mennyivel kapnánk rosszabb eredményt, ha 
egyszeren a POI-listából, a szituációhoz alkalmazkodó mondatszerkezetek nélkül 
építenénk fonémaalapú beszédfelismer hálózatot. 
Összevetettük hát ezt a szólistás hálózatot a korábbi két modellel magyar nyelv 
esetében, s ez a teszt a 4. táblázatban látható eredményeket hozta. Ha kiolvassuk a f 
paraméterek (WACC,POI és SACC,POI) értékeit, láthatjuk, hogy a szituációkhoz alkalmaz-
kodó mondatszerkezetek alkalmazásával kb. 2.5-3-szor pontosabb felismerés lehetsé-
ges. 
4. táblázat: A POI-listából épített fonémaalapú modell összevetése a CFG- és N-gram-
modellekkel, magyar nyelvre. 
CFG   szólista  CFG  N-gram    
WACC [%] 12,18 78,16 76,74 
WACC,POI [%] 24,27 74,68 75,78 
SACC [%]     00,00 57,42 52,36 
SACC,POI [%] 30,08 72,33 72,98 
RTF [*tvalós] 0,201 0,164 0,171 
5.3.3   Fonémás vs. grafémás 
Ezek a tesztek csak négy nyelven (magyar, olasz, német és spanyol) készültek, mivel 
a grafémás modellek csak olyan nyelvek esetében mködnek jól, ahol a kiejtés és az 
írott alak között elég szoros kapcsolat van. 
Az 1. táblázatból látható, hogy a nyelveknek átlagosan kisebb a grafémakészlet 
nagysága, mint a fonémáké, ezért a grafémás modellektl tömörebb felépítést s vala-
mivel pontatlanabb nyelvleírást, s ezáltal némileg pontatlanabb felismerési eredmé-
nyeket vártunk. 
A POI-k vonatkozásában sok külföldi eredet szó lehetséges egy adott nyelvterüle-
ten, pl. a magyar modell teszteléséhez használt tesztfelvételeink esetében a 412 POI-
hoz kapcsolódó szavunkból 55 (kb. 15%) volt külföldi (pl.: Erste, McDonald's, Re-
nault), ezért a fonéma- és grafémaalapú modellek összehasonlítása csak úgy lehetett 
fair, ha mindkét esetben kivételszótárat használunk a külföldi eredet szavakra. 
Ezen szótárak közötti eltérés csak annyi, hogy míg a fonémaalapú megoldásnál az 
idegen szavak magyar kiejtése, addig a grafémaalapú megoldásnál azoknak megfelel 
grafémás alak szerepel a kivételek között pl.: a „Rossmann” szó átiratai 
Rossmann = r o sz m a n ;    //fonema alapu kivetel szotar 
Rossmann = r o s s z m a n ; //grafema alapu kivetel szotar 
magyar modellek esetében. 
 
5. táblázat: A grafémaalapú CFG-modellek eredményei 4 nyelvre. 
CFG   angol  francia magyar     német  olasz  spanyol átlag 
WACC [%]     --     -- 77,17 63,80 77,28 79,78 76,49 
WACC,POI [%]     --     -- 72,02 82,61 84,78 83,58 75,85 
SACC [%]         --     -- 59,40 23,08 38,57 39,29 51,80 
SACC,POI [%]     --     -- 72,08 73,08 77,14 78,57 73,52 
RTF [*tvalós]     --     -- 0,137 0,235 0,092 0,163 0,137 
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A teszt során kapott eredmények az 5. táblázatban láthatók. A nyelvek közül kett 
(magyar és német) eredményei valamivel rosszabbak, a spanyolé nagyjából egyforma, 
az olaszé pedig meglep módon jóval jobb lett, mint a fonémás változaté. Ez utóbbi 
oka valószínleg a saját kezleg összegyjtött olasz átírási szabályok hiányosságai-
ban keresend. 
A két módszer átlagos pontosságáról a 6. táblázat alapján elmondható, hogy az 
nagyjából egyforma, s a fonetikus megoldás elnye felteheten egy jobb olasz foneti-
kus átírási megoldás mellett sem több néhány %-nál. 
Kivételszótárat mindenképpen ajánlott használni grafémás esetben is, hiányukban 
az adott 4 nyelvre nagyjából 10%-os idegen szó arány mellett a tesztfelvételeken 
átlagosan 5%-kal rosszabb SACC,POI, WACC,POI  eredményt kaptunk a fonémás megol-
dáshoz képest. 
 







WACC [%] 76,49 76,74 
WACC,POI [%] 75,85 76,16 
SACC [%] 51,80 51,47 
SACC,POI [%] 73,52 73.18 
RTF [*tvalós] 0,137 0,148 
5.3.4   A felismerési pontosság függése a POI-k számától 
Fontos kérdés, hogy a POI-k számának növelésével, hogyan alakulnak a felismerési 
pontossági értékek. Nyilvánvalóan csökkeni fognak, hisz a POI-k növekedésével 
egyre több hasonló nev célpontot kapunk, melyek között egyre nehezebb választani. 
Nem mindegy azonban, hogy ez a csökkenés milyen függvény szerint és milyen 
ütemben történik. Ennek vizsgálatához az 5.3.1. bekezdés fonetikus magyar CFG-
modelljének POI-készletét bvítettük 5 lépésben egészen 5000-ig. 
 
7. táblázat: A felismerési pontosság jellemzinek alakulása az 500<NPOI<5000 tartományban, 
magyar CFG-modell esetén. 
POI-k száma 500  1000   1500      3000   4000  5000   
WACC [%] 77,28 76,71 76,63 75,18 73,41 72,35 
WACC,POI [%] 72,41 71,03 69,77 67,09 65,47 61,95 
SACC [%]     56,25 54,90 54,90 53,54 49,21 46,85 
SACC,POI [%] 70,75 69,29 68,90 67,33 65,60 63,05 
 
A tesztek eredményei kiolvashatók a 7. táblázatból. Az itt látható 4 pontossági pa-
raméter közül minket leginkább a WACC,POI és SACC,POI alakulása érdekel, hisz az elb-
bi azt adja meg, hogy az esetek hány százalékában találunk a POI-hoz kapcsolódó 
szavakat, illetve hány százalékban találjuk meg az egyes POI-khoz tartozó összes 
szót. Ezen jellemzk alakulásának könnyítése végett, az 500<NPOI<5000 tartomány-
ban a mért értékeket analitikus tesztfüggvényekkel közelítettük regressziót alkalmaz-
va. A lineáris regressziós tesztfüggvények (lásd a 4. ábrát) mindkét esetben, pontos-
ságban felülteljesítették az exponenciális, illetve hatványkitevs társaikat, ezért kije-
lenthet, hogy a vizsgálati tartományban az NPOI értékének növelésével a WACC,POI és 
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SACC,POI felismerési pontosságok egyenletes ütemben csökkennek. A közelít egyene-
sek pontos egyenletei megtalálhatók a 8. táblázatban. Ezen egyenletek alapján a POI-
k számának 1000-rel növelése 2,21% WACC,POI, illetve 1,57% SACC,POI csökkenéssel 
jár.  
Mondhatjuk persze, hogy még 5000 POI sem túl sok, s hogy az autók navigációs 
rendszere ennél nyilván többet tartalmaz. Ennek ellenére a POI-k száma jól kordában 
tartható, ha minden esetben az autótól egy bizonyos hatósugarú körben lev célokra 
szkítjük a keresést. 
 
8. táblázat: A WACC,POI és SACC,POI  felismerési pontosságot közelít lineáris regressziós 
egyenesek egyenletei az 500<NPOI<5000 tartományban, magyar CFG-modell esetén. 
   regressziós egyenes egyenlete  
WACC,POI [%] 73.6610 – 0.002209 · NPOI 




3. ábra. A WACC,POI és SACC,POI felismerési pontosságot közelít lineáris regressziós egye-
nesek az 500<NPOI<5000 tartományban, magyar CFG modell esetén. 
5.3.5   A felismerési hiba szórása az egyes szituációkban 
Az 5.3.1-5.3.4. bekezdésekben kaptunk átlagos felismerési pontossági adatokat egy-
egy adott nyelvre készített adott típusú modell esetén. Eddig arról viszont nem volt 
szó, hogy mekkora eltérések lehetnek egy-egy eltér szituációban (eltér jel-zaj vi-
szony, zavaró környezeti zajok, pl. mentautó hangja) ezen átlagértékektl. 
Ennek szemléltetéséhez a fonémaalapú magyar CFG-modellt szituációnként is le-
teszteltük. Az eredetileg 27 felvételsorból összevontuk az 5 legkisebbet, melyekhez 
5-nél kevesebb felvétel tartozott, s elállítottuk 23 különböz szituáció átlagos 
WERR,POI  (=1-WACC,POI ) és SERR,POI (=1-SACC,POI) paramétereit. 
 
9. táblázat: A fonémaalapú magyar CFG-modell 23 különböz szituáció alapján számított 
statisztikus paraméterei. 
 átlag terjedelem szórás 
WERR,POI [%] 26,51 100 20,56 
SERR,POI [%] 28,63 100 21,44 
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Ezen tesztelés a 9. táblázatban összefoglalt eredményei alapján elmondható, hogy a 
WERR,POI  és SERR,POI paraméterek a [0%,100%] tartományban mozogtak, átlagos érté-
kük (ahogy azt már korábbról is ismertük) 26.5-28.5% volt, s az egyes szituációkban 
ettl 20.5-21.5%-kal tértek el átlagosan. 
A koncentráltságról a 4. ábrán látható eloszlási függvények segítségével tájéko-
zódhatunk. Az ábrán az átlót követ függvény képviseli az egyenletes hibamegoszlást 
az egyes szituációk között, az alattuk futó konvex alakú függvények pedig a mért 
eloszlás függvények. Ezek alapján pl. a 23-ból a 6 legrosszabb eredmény felels az 
összes WERR,POI és SERR,POI  hibák 50%-áért, a 7 legrosszabb pedig a hibák 60%-áért. 
 
 
4. ábra. Az összes hiba eloszlása a fonémaalapú magyar CFG-modell 23 különböz 
szituációjában. 
5.3.6   A felismerési pontosság függése a mondatszerkezetek számától 
Miután az 5.3.2. bekezdésben láthattuk, hogy hasznos, hogy POI-listánkat az adott 
szituációhoz illeszked mondatszerkezetekbe illesztjük, érdemes lenne megvizsgálni, 
hogy ezen szerkezetek variációinak száma, hogy hat a felismerési pontosságra. 
A 10. táblázatból látható, hogy a mondatszerkezetek számának, s ezáltal közvetve 
a találati arány csökkenésével az N-gram felismerési pontosság elnye, rugalmas 
szerkezeti felépítésének köszönheten, a korábbi 1-2%-ról 5-6%-ra emelkedett. 
 
10. táblázat: A felismerési pontosság alakulása a mondatszerkezetek számának csökkenésé-
vel fonémaalapú magyar CFG és N-gram esetén. 
fonéma CFG       
rel. mondatszerkezetszám 1,000 0,841 0,682 0,540 
WACC,POI [%] 72,41 71,90 55,22 45,38 
SACC,POI [%] 70,75 70,36 56,18 42,74 
fonéma N-gram     
rel. mondatszerkezetszám 1,000 0,841 0,682 0,540 
WACC,POI [%] 73,18 70,08 61,44 49,41 
SACC,POI [%] 70,97 68,13 60,24 47,22 
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6   Összefoglalás 
A TELEAUTO projekt beszédalapú tájékozódást segít szolgáltatás készítését tzte 
ki céljául autóvezetk számára, növelve ezzel biztonságukat és komfortérzetüket. 
Segítségkéréskor egy küls központot hívhatunk, s egyszer hétköznapi kérésekért 
cserébe az autónk navigációs rendszere a kívánt cél koordinátáit kapja vissza. 
Ennek a rendszernek fontos eleme egy automatikus beszédfelismer rendszer, 
mely jó esetben jelentsen csökkenti a diszpécserek munkamennyiségét, azáltal, hogy 
a beérkez kérdések jelents hányadát megválaszolja. Mivel a felismer szoftver a 
beérkezett kéréseket egy elre betöltött beszédfelismer hálózathoz hasonlítja, a 
megoldás kulcsa ennek a hálózatnak a tervezésében rejlik. 
Bemutattuk a WFST Framework nev matematikai modellt, s annak keretein belül 
történ beszédfelismer hálózatépítés elnyeit, mely szerint egyszer, nyelvfüggetlen 
megoldást kapunk az emberi és gépnyelv közötti alapegység transzformációra sza-
vakról egészen a HMM-ekig, illetve a beszédfelismer hálózat optimalizálására is. 
Szemléltettük a magyar nyelvben a tárgy- és helyragok illesztésének problémáját, 
mint egy nyelvfügg kihívást, s hatékony automatikus módszert adtunk a megoldásá-
hoz. 
Ismertettünk két nyelvi modell típust, a CFG-t és az N-gram-ot. Megmutattuk, 
hogy mindkét megoldás hasonlóan jó, az N-gram kicsit több erforrásért cserébe 
kicsit pontosabb eredményt ad, fleg abban az esetben, ha az eredeti várakozásoktól 
eltér hosszúságú vagy szerkezet kérdésekre kell válaszolni. Tervezett hálózatoknak 
mindkét megoldásnál két f eleme van. Egyrészt az elérni kívánt pontok (POI-k) 
listája, melynek bvítése a felismerési pontosságot lineáris ütemben csökkenti, illetve 
a szituációhoz illeszked mondatszerkezetek, melyek hiányában a hibák száma drasz-
tikusan nne. 
Bemutattuk és teszteltük a grafémaalapú tervezést mint a fonéma alapú rendszer al-
ternatíváját olyan nyelvekre, ahol az írott és beszélt nyelv kapcsolata szoros. Ez kis 
hibanövekedés mellett rengeteg energiát spórol meg, melyet nyelvenként a küls 
fonetikus átíró szoftverek tesztelésére és rendszerbe illesztésére, vagy átírási szabá-
lyok gyjtésére és tesztelésére fordítanánk. Fontos, hogy a grafémaalapú módszerrel 
modellezett nyelvekhez illeszked kivételszótárakat alkalmazzunk a modellezett 
nyelvhez képest idegen POI-vonatkozású szavakra. 
A különböz nyelvekre készített modellek teszteléskor láthattuk, hogy az adott 6 
nyelvre, az angolt kivéve, megoldásunk egyformán jól mködik. Remélhetleg a 
jövben a rendelkezésünkre álló, az akusztikus modelltanításra használható adatbázis 
bvülésével az angol modellünk eredményei is felzárkóznak a többiéhez. 
Köszönetnyilvánítás 
Ez a kutatás az OM-00102/2007 számú "TELEAUTO" projekt keretén belül készült. 
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Magyar nyelv nagyszótáras beszédfelismerési 
feladatok adatelégtelenségi problémáinak csökkentése 
nyelvimodell-interpoláció alkalmazásával 
Tarján Balázs1, Mihajlik Péter1,2 
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2 THINKTech Kutatási Központ Nonprofit Kft. 
Kivonat: A lineáris interpolációt elterjedten alkalmazzák in-domain és out-of-
domain nyelvi modellek egyesítésére folyamatos, nagyszótáras gépi beszéd-
felismerési feladatokon. Nyelvünk gazdag morfológiája azonban szükségessé 
teszi, hogy morfémaalapon is megvizsgáljuk a módszer hatékonyságát, és ösz-
szevessük az interpolációs és a tanítókorpuszok sima egyesítésével kapható 
eredményeket. Cikkünkben bemutatunk egy új megközelítést morfémaalapú 
nyelvi modellek interpolációjára, mellyel 3gram modellek esetén sikerült meg-
javítani a korpuszegyesítéses módszer eredményét. A nyelvimodell-
komplexitást 4gramra növelve azonban az interpolációval nyerhet elny elt-
nik, így megítélésünk szerint a morfémaalapú interpolációra vonatkozóan to-
vábbi vizsgálatok szükségesek. Kísérleteink során sikerült 12% alá csökkenteni 
a szóhibaarányt a tesztelési célokra használt hangoskönyvrészleten, mely leg-
jobb tudomásunk szerint az eddigi legalacsonyabb eredmény magyar nyelv, 
nagyszótáras feladaton. 
1   Bevezetés 
A nagyszótáras beszédfelismer rendszerek pontosságát dönten befolyásolja a nyel-
vi modell mérete és minsége. Minél nagyobb és a felismerési feladathoz jól illeszke-
d szövegkorpusz áll rendelkezésünkre a rendszer tanításához, annál precízebben 
írható le a szótári elemek kapcsolata az n-gram modellben. Azonban a gyakorlati 
tapasztalat szerint jó minség tanítóanyagok csak korlátozott mennyiségben hozzá-
férhetk, így a nyelvi modell robosztusságát gyakran a feladathoz nem vagy csak 
lazán kapcsolódó tanítóadat bevonásával kell növelni. 
Több megoldás is létezik arra, hogy különböz szöveges tudásforrások egy közös 
nyelvi modellben hasznosuljanak. Szokás a rendelkezésre álló szövegeket egyszeren 
összemásolni, és az így létrejött korpusszal tanítani egy n-gram modellt. Az eljárás 
hátránya, hogy egy nagyméret kiegészít korpusz könnyedén elnyomhatja a kisebb, 
de a feladat szempontjából releváns tanítószöveg szókapcsolati statisztikáit. Erre kínál 
megoldást a nyelvimodell-interpoláció, mellyel különböz nyelvi modellek n-gram 
becslései egyesíthetek tetszlegesen megválasztott súlyozó tényezvel. A 
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nyelvimodell-interpolációs technikák közül az egyik legegyszerbb, ám igen haté-
kony eljárás a nyelvi modellek ún. lineáris interpolációja [6]. Megvalósítása az 
alábbi képlet alapján történik. (4) 
 
(1) 
Ahol w jelöli az interpolált modell megbecsülend szótári elemét, h az eltörténe-
tet, S a forrásmodellek összességét, míg  és  a s-edik modellhez tartozó 
interpolációs súlyt, valamint nyelvimodell-becslést. Új modell generálásakor ér-
tékek változtatásával tudjuk az egyes forrásmodellek részvételi súlyát változtatni. Az 
interpolációban részt vev modellek optimális arányának megállapítása általában in-
domain szöveg perplexitásvizsgálatán alapul. 
A lineáris interpoláció kiforrott és elterjedten használt technikának számít szóalapú 
nyelvi modellek esetén. Azonban a morfológiailag gazdag nyelveknél – mint amilyen 
a magyar – a jelents szóalaki változatosság miatt fellép adatelégtelenség megkérd-
jelezi a szóalapú megközelítés létjogosultságát. Összehasonlító kísérletek bizonyítják, 
hogy magyar nyelven szóalapú helyett morfémaalapú nyelvi modelleket használva 
szignifikáns felismerésipontosság-növekedés érhet el [9, 11]. Felvetdik tehát a 
kérdés, hogy morfémákra cserélve az egyesítend nyelvi modellek alapját, vajon a 
szóalapú megközelítéshez hasonló mértékben növekszik-e a felismerési pontosság, 
illetve ha nem, milyen módon növelhet mégis a morféma alapon interpolált nyelvi 
modellek teljesítképessége. 
Kísérleteink során megvizsgáljuk, milyen módszerekkel interpolálhatók hatéko-
nyan a morfémaalapú nyelvi modellek, és összevetjük a szóalapú nyelvimodell-
interpolációs eredményekkel. Emellett, hogy az interpoláció hatékonyságát általában 
is értékelni tudjuk, összehasonlítjuk az interpolált és az egyszer korpuszegyesítéses 
modellek eredményeit is. Cikkünk további részében elször a kísérletekhez használt 
tanító-, illetve tesztadatbázist ismertetjük, majd kitérünk az akusztikus és nyelvi mo-
dellek tanításánál alkalmazott módszerek bemutatására. A felismerési feladat részletes 
áttekintése után kiértékeljük a különböz interpolációs technikákat egy e célból létre-
hozott tesztanyagon, míg végül összefoglalását adjuk kísérleteink legfontosabb kö-
vetkezményeinek. 
2   Felismerési feladat és módszertan 
A bevezetésben felvetett kérdések megválaszolásához elször egy olyan felismerési 
feladatot kellett találnunk, mely alkalmas a különféle interpolációs módszerek vizsgá-
latára. Választásunk egy beszédfelismerési kísérletekhez már korábban is felhasznált 
[12] hangoskönyvre esett, mely Krúdy Gyula Szindbád történeteinek felvételét tar-
talmazza Gáspár Sándor eladásában. Fontos szempont volt, hogy olyan feladatot 
válasszunk, melyhez könnyen elérhet jól illeszked tanítószöveg, illetve hogy egy a 
feladattól távolabb álló, de mfajában kötd, nagyobb méret tanítókorpusz is 
gyjthet legyen hozzá. Emellett további elnye a hangoskönyvnek, hogy a felvétele-
ken a háttérzaj és a beszéd spontán jegyeibl adódó artikulációs pontatlanságok hatá-
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sa elhanyagolható, így biztosított, hogy a felismerési pontosságok változása valóban a 
nyelvi modellek eltér teljesítményéhez köthet. A rendelkezésünkre álló felvételt a 
[12]-ben leírtakkal megegyez módon két részre osztottuk. A nagyobbik, 186 perces 
részt az akusztikus modell tanításához használtuk fel, míg a kisebbik, 26 perceset a 
felismer hálózatok tesztelésére. 
2.1   Akusztikus modell tanítása 
Akusztikusmodell-tanításhoz a hangoskönyv teszteléshez nem használt része, össze-
sen 186 perc állt rendelkezésre. Figyelembe véve, hogy ez a több mint 3 óra egyetlen 
beszéltl származik, úgy döntöttünk, hogy egy új, beszélfügg akusztikus modellt 
tanítunk. Elször egy, az MRBA [13] beszédadatbázison tanított beszélfüggetlen 
akusztikus modell segítségével kényszerített felismerést hajtottunk végre a tanító-
anyagon, melyhez felhasználtuk az érintett Szindbád-novellák szövegét is. Ezután a 
kényszerített felismerés kimenete alapján háromállapotú, balról-jobbra struktúrájú, 
környezetfügg rejtett Markov-modelleket tanítottunk. A létrejött akusztikus modell 
1400 egyenként 7 Gauss-függvénybl álló állapotot tartalmaz. A felismerési kísérle-
tek során mindvégig ezt az akusztikus modellt használtuk. 
2.2   Tanítószövegek gyjtése és elkészítése 
Mint a bevezetben kitértünk rá, a nyelvimodell-interpolációs technikát gyakorta 
használják arra, hogy egy, a feladathoz jól illeszked kisebb és egy feladathoz csak 
lazán köt nagyobb nyelvi modell elnyeit egyesítsék. Esetünkben a feladathoz jól 
illeszked modell tanításához tanítószövegként Krúdy Gyula mveinek gyjteménye 
szolgált. A létrehozott korpusz 1,4 millió szót tartalmaz, forrása a Magyar Elektroni-
kus Könyvtár [8]. Ez az általunk jól illeszked (JI) korpusznak keresztelt szöveg 
nem tartalmazza sem a tesztanyag, sem az akusztikusmodell-tanításhoz használt fel-
vételek leiratát. A JI korpusz kiegészítéséhez három forrásból gyjtöttünk, további 
összesen 16,6 millió szót tartalmazó tanítószöveget: Magyar Elektronikus Könyvtár, 
Digitális Irodalmi Akadémia [3], Elektronikus Periodika Archívum és Adatbázis [4]. 
Ez a tanítószöveg – melyre a továbbiakban gyengén illeszked (GYI) korpuszként 
fogunk hivatkozni – Krúdy Gyula kortársainak és hozzá stílusban közel álló szerzk 
szépirodalmi mveire épül. 
Szóalapú tanítószöveg-elállítás 
Egy beszédfelismerési alkalmazás a szöveges tanítóadatok elfeldolgozását követeli 
meg. A rendszer tanításához felhasznált szépirodalmi szövegek olyan elemeket is 
tartalmaznak, melyeket nem lehet, vagy eredeti alakjukban nem lehet beszédhangok-
kal leírni. Ennek megfelelen az írásjeleket eltávolítottunk a tanítószövegbl, míg a 
számokat szöveges átiratukkal helyettesítettük. Végül minden karaktert kisbetsre 
alakítottunk. Az így elállt elfeldolgozott tanítószöveget használtuk a szóalapú nyel-
vi modellek tanításához. 
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Morfémaalapú tanítószöveg-elállítás 
A morfémaalapú tanítószövegek elállításához további lépések szükségesek. Elször 
speciális szóhatárjelöl karaktereket (<w>) helyeztünk a szövegbe, melyeket külön 
morfémaként kezeltünk a nyelvi modellben. Szerepük abba rejlik, hogy segítségükkel 
vissza tudjuk állítani a morfémaalapú kimenetben a szóhatárokat. Ezután létre kellett 
hozni egy, a szavakat morfémák sorozatára átíró szótárat. Cikkünkben felhasznált 
morfémaalapú tanítószövegek az ún. Morfessor Baseline (MB) statisztikai szegmen-
táló eljárással [2] készültek. A MB egy felügyelet nélküli, nyelvfüggetlen morféma-
szegmentáló eljárás, melyet kifejezetten beszédfelismerési célokra fejlesztettek ki finn 
kutatók. Segítségével csupán a szótár megadásával összerendelhetk a szavak mor-
fémabontásukkal. A szóhatárjelöl szimbólummal ellátott, elfeldolgozott tanítószö-
vegben ezután már csak a szavakat kellett morfémaszegmentálásukkal helyettesíteni. 
Kétféle elv szerint hoztuk létre a tanítószövegekhez tartozó morfémakészleteket. 
Elször a két tanítószöveghez tartozó szótáron egymástól függetlenül alkalmaztuk a 
MB szegmentálást. Ezt a megoldást független szótáras (FSZ) megközelítésnek ne-
veztük el. Bár morfémaalapú hálózatok interpolációjával kapcsolatban nemzetközileg 
is kevés a tapasztalat, a független szótáras megoldás alkalmazása felvet egy problé-
mát. Ha a statisztikai feldolgozó egymástól függetlenül szegmentálja az interpolálan-
dó nyelvi modellek szótárát, akkor nagy valószínséggel merben eltér morféma-
készlet keletkezik. Ennek következtében a nyelvi modellek összefzése során kevés 
közös n-gram lesz a két szótárban, ami ronthatja az interpoláció hatásfokát. 
A probléma kezelésére több módszert kidolgoztunk, melyek közül egy ún. közös 
szótáras (KSZ) megközelítés vált be a legjobban. Ennek lényege, hogy a két tanító-
szöveg szótárát egyesítettük, majd ezen a közös szótáron futtattuk a statisztikai szeg-
mentálást. A két tanítószövegben így minden közös szó ugyanarra a morfémasorozat-
ra íródott át, ezzel biztosítva a lehet legtöbb közös n-gramot nyelvi modellekben. A 
kétféle módszert csak interpolációban részt vev nyelvi modellek esetén alkalmaztuk. 
Korpuszegyesítés esetén a szótár a két részkorpusz közös szótárának adódik, így az itt 
alkalmazott szó-morféma átírás megegyezik a közös szótáras módszernél kapottal. A 
tanítószövegekkel kapcsolatos részletes statisztikákért lásd az 1. táblázatot. 
























JI 1,4 152 18 36 1559 4,9 
GYI 16,6 800 64 65 2905 2,6 
Egyesített 18,0 840 – 66 2121 1,9 
2.3   Nyelvi modellek tanítása 
Mind a JI, GYI, mind az egyesített korpuszból készült nyelvi modellek módosított 
Kneser-Ney simítás [1] használatával készültek az SRI-LM [10] nyelvi modellez 
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toolkit segítségével. Modellmetszést egyetlen esetben sem alkalmaztuk. Az interpolált 
nyelvi modellek elállításához azt az elterjedten használt technikát [7] alkalmaztuk, 
mely szerint egy kisebb méret, in-domain (JI) és egy nagyobb méret, out-of-
domain (GYI) nyelvi modellt tanítottunk egymástól függetlenül, majd ezeket az SRI-
LM toolkit-be épített lineáris interpolációs eljárás segítségével különböz arányban 
egyesítettük. A tanítókorpuszokra vonatkozó perplexitásértékek és szótáron kívüli 
szóarányok jól illusztrálják (1. táblázat), hogy bár a GYI korpusz kevésbé illeszkedik 
jól a tesztanyaghoz, több, a tesztanyagban elforduló szót képes modellezni, mint a 
JI. 
3   Felismerési eredmények 
A tesztfelvétel lényegkiemeléséhez 39 dimenziós, delta és delta-delta értékkel kiegé-
szített mel-frekvenciás kepsztrális komponenseken alapuló jellemzvektorokat hoz-
tunk létre és ún. vak csatornakiegyenlít eljárást is alkalmaztunk. A súlyozott véges 
állapotú átalakítókra (WFST) épül felismerhálózatok generálását és optimalizálását 
az Mtool keretrendszer programjaival végeztük, míg a tesztelés során alkalmazott 
egyutas mintaillesztéshez a VOXerver [5] nev WFST-dekódert használtuk. A felis-
mer rendszerek teljesítményének értékeléséhez szóhibaarányt (WER) számoltunk. 
Az egyes rendszerekkel elérhet WER értékek összehasonlításához a (2) képletben 








csökkenés WER  Relatív  (2) 
3.1   Szóalapú 3gram eredmények 
Az 1.1 ábrán látható, hogyan alakul a tesztanyagon vizsgálva a különböz interpolá-
ciós súllyal készült szóalapú 3gram nyelvi modellek perplexitása. A súly értéke a 
GYI korpuszból készült modell részarányát jelöli. Megfigyelhet, hogy a kiegészít 
korpusz részarányának növelése egy pontig csökkenti a perplexitást, majd a 0,3-as 








1.1 ábra. Szóperplexitás az interpolációs súly 
függvényében. 








1.2 ábra. Szóhibaarány az interpolációs súly 
függvényében. 
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értéktl kezdve az újra növekedni kezd. Hasonló tendencia figyelhet meg a 1.2 áb-
rán, mely a szóhibaarányokat ábrázolja a súly függvényében. Mindkét grafikonon 
szaggatott vonal jelöli a korpuszegyesítéses módszerrel elérhet perplexitást, illetve 
szóhibaarányt. Az a tény, hogy a folytonos vonal nagy része a szaggatott vonal alatt 
halad, szemléletesen mutatja, hogy szóalapú modellek esetén az interpoláció hatéko-
nyabb, mint a korpuszok egyszer egyesítése. Az elérhet legnagyobb pontosság 
esetén az interpolációval kapható relatív WER-csökkenés 3%-ot tesz ki. 
3.2   Morfémaalapú 3gram eredmények 
A morfémaalapú nyelvi modellek elállításához két különböz szegmentálási mód-
szert is alkalmaztunk. Az els ún. független szótáras (FSZ) esetén nem készítjük fel a 
nyelvi modelleket az interpolációra, így azok morfémakészlete egymástól független 
optimalizálás eredménye (2. ábra). Ezt a megközelítést alkalmazva láthatóan egyet-
len interpolációs súly esetén sem tudjuk javítani a korpuszegyesítéssel kapható 
szóhibaarányt. Ezzel szemben, ha a morfémaszegmentálás az általunk bevezetett 
közös szótáras (KSZ) módszerrel történik, akkor szóalapú eredményekhez hasonlóan 
csökkenteni lehet interpolációval a szóhibaarányt. A korpuszegyesítéses módszerhez 
képest mérhet maximális relatív WER-csökkenés (7%) felülmúlja a szó alapon kap-
hatót. 
3.3   Morfémaalapú 4gram eredmények 
Korábbi kutatásaink során többször tapasztaltuk, hogy morfémaalapú nyelvi modelle-
zéskor 3-ról 4gram-ra növelve a nyelvi modell komplexitását szignifikánsan növeke-
dett a felismerési pontosság [9, 11]. Ezért fontosnak láttuk morfémaalapon a 4gram 
modellek vizsgálatát is. Némi meglepetésre 4gram nyelvi modellek interpolációjakor 
nem sikerült javítani a korpuszegyesítéssel kapható felismerési eredményen. Azonban 
a közös szótáras (KSZ) megoldás itt is felülmúlja a független szótárasat (FSZ) felis-
merési pontosság tekintetében. (3. ábra) 











2. ábra. Morfémaalapú 3gram szóhibaarányok az interpolációs súly függvényében. 
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4   Összefoglalás 
Cikkünkben a nyelvi modellek lineáris interpolációjának alkalmazási lehetségeit 
vizsgáltuk elssorban morfémaalapú beszédfelismer rendszerek esetén. Felismerési 
feladatként egy képzett beszéltl származó hangoskönyvrészletet használtunk, 
melyhez egy kisebb in-domain és egy nagyobb out-of-domain tanítószöveget gyjtöt-
tünk. Az idealisztikus körülményeknek hála, sikerült 12% alá szorítani rendszerünk 
szóhibaarányát, mely legjobb tudomásunk szerint az eddig publikált legalacsonyabb 
érték nagyszótáras, folyamatos magyar nyelv beszédfelismerési feladaton. 
Az interpolációval és a tanítókorpuszok sima egyesítésével kapható eredményeket 
folyamatosan összevetettük, hogy képet kapjunk az interpolációval járó elnyökrl. 
Hagyományos szóalapú interpolációval 3%-os WER-javulást tudtunk regisztrálni. Ez 
a javulás 7%-osra ntt 3gram morfémaalapú felismervel, ám csak abban az esetben, 
ha az általunk bevezetett új, a morfémaszegmentálást a tanítókorpuszok közös szótá-
rán végz módszerrel hajtottuk végre. Ha a szótárakon függetlenül végeztük a mor-
fémabontást, az interpoláció hatástalan eljárásnak bizonyult. Növelve a morfémaalapú 
nyelvi modell komplexitását 3-ról 4gramra, eltnt az interpolációval kapható elny, 
és a korpuszegyesítéses módszerrel nagyobb felismerési pontosságot értünk el. 
Jelen kísérletünkben nagyobb komplexitású morfémaalapú nyelvi modell esetén a 
lineáris interpoláció nem növelte a pontosságot a standard eljáráshoz képest. Annak 
eldöntéséhez, hogy ez a megfigyelés általános érvény, vagy csupán a felismerési 
feladat sajátosságaiból következik, további vizsgálatok szükségesek. Éppen ezért a 
késbbiekben vizsgálni szeretnénk a lineáris interpolációt olyan feladatokon, melyek-
hez a mostaninál nagyobb tesztanyag érhet el, így kiküszöbölve a mérési hibát. Illet-
ve ki szeretnénk próbálni a közös szótáras morfémainterpolációt olyan esetekre is, 
amikor a jelenleginél sokkal kevesebb adat áll rendelkezésre in-domain nyelvi modell 
tanításához. 











3. ábra. Morfémaalapú 4gram szóhibaarányok az interpolációs súly függvényében. 
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Kulcsszókeresési kísérletek hangzó híranyagokon 
beszédhang alapú felismerési technikákkal 
Gosztolya Gábor1, Tóth László1 
1MTA-SZTE Mesterséges Intelligencia Tanszéki Kutatócsoport, 
Szeged 
{ggabor, tothl}@inf.u-szeged.hu 
Kivonat: A beszédadatbázisok kereshetvé tételéhez szöveges címkékkel kell 
azokat ellátni. A kézenfekv megoldás szószint átirat készíttetése lenne 
nagyszótáras beszédfelismervel. A felismerk azonban zárt szótárral dolgoz-
nak, így elfordulhat, hogy számunkra fontos keresési kifejezéseket (tulajdon-
neveket, névelemeket) esélyünk sem lesz megtalálni, pusztán mert azok nem 
szerepelnek a felismer szótárában. Jelen cikkben olyan megoldásokat hasonlí-
tunk össze, amelyek csupán beszédhang szinten végzik el az elzetes indexá-
lást, így tetszleges keresési kifejezésre (hangsorozatra) képesek rákeresni. A 
vizsgált módszerek találati pontossága gyakorlati szempontból is használható-
nak ígérkezik, köszönheten az eleve magas beszédhang-felismerési pontos-
ságnak. A futási idt tekintve azonban még a leggyorsabb módszer is sokkal 
lassabbnak bizonyul, mint ami egy ilyen alkalmazástól elvárt lenne. Ezért a ké-
sbbiekben kifinomult indexálási technikák bevetésére lesz szükség. 
1   Bevezetés 
A beszédadatbázisok kereshetvé tételének legkézenfekvbbnek tn módja egy 
beszédfelismer lefuttatása a hanganyagon: ez elvileg szöveges átiratot készít a felvé-
telekrl, amelyeken ezután már a hagyományos szöveges keresési és indexálási mód-
szereket alkalmazhatjuk. A gyakorlatban azonban az általános célú, nagyszótáras 
felismerk még elég nagy hibaaránnyal dolgoznak (magyar nyelvre 80% körüli szó-
pontosság a legjobb ismert eredmény [13]). Nyilvánvaló módon a hibásan felismert 
szavakat a szöveges keresés során biztosan elveszítjük. Ezen a problémán lehet vala-
melyest segíteni oly módon, hogy nemcsak a legvalószínbb átiratot generáltatjuk le a 
felismervel, hanem ún. „N-best” kimenetet készítünk, amelyben a bizonytalan pon-
tokon több lehetséges illeszked szó is szerepel (de ezzel a keresési idt és a „vakri-
asztás” esélyét is növeljük). A hibásan felismert szavak mellett van azonban egy 
másik, kevésbé nyilvánvaló probléma is a fent leírt technológiával: az, hogy a beszéd-
felismerk mindig egy zárt szótárral dolgoznak, így a szótárukban nem szerepl sza-
vakat soha nem fogják megtalálni. A zárt szótár problematikája legfképpen a fne-
vek, azon belül is a tulajdonnevek, illetve tágabban véve a névelemek kategóriáját 
érinti: ezek azok a szófajok, amelyeken belül folyamatosan keletkeznek új szavak, 
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vagy legalábbis eltérbe kerülnek olyan szavak, amelyek a szótár összeállításakor 
nem forogtak közszájon, s így a szótárba sem kerültek be. Viszonylag újonnan kelet-
kezett köznévre lehet példa a „teljesítményvolumen-korlátozás”, névelemre pedig egy 
újonnan bejegyzett cégnév, pl. „Sokasara Kft.”. A háttérbl elbukkanó, majd újra 
eltn tulajdonnév esetét példázza Biszku Béla neve, amely egy hétig naponta szere-
pelt a híradókban, eltte viszont évekig nem, és azóta ismét nem. A beszédfelismerk 
szótárát, illetve nyelvi modelljét statisztikai úton, nagyméret szöveges korpuszok 
alapján automatikusan szokás összeállítani. Amennyiben tehát egy szó vagy névelem 
nem fordult el a tanítókorpuszban – akár mert még nem létezett, akár mert „lappan-
gott” –, akkor az a szó nem kerül be a felismer szótárába, és így felismerni sem fogja 
tudni azt. Az ilyen szavakat OOV – „out of vocabulary” – névvel illeti a szakiroda-
lom. Egy alaposan összeállított nyelvi modell mellett ezek az OOV szavak viszonylag 
ritkák, így például egy diktálási feladatnál csak kevés hibát okoznak. Teljesen más 
azonban a helyzet, ha nem diktálásról, hanem hanganyagokban való keresésrl van 
szó. Kereséskor ugyanis jóval gyakrabban írunk be fneveket, illetve névelemeket, 
mint amilyen azoknak a természetes szövegekben való elfordulási gyakorisága. A 
Yahoo vizsgálatai szerint a webes keresjükbe beírt keresési kifejezések 70%-a f-
név, amelynek több mint fele (40%) tulajdonnév [2]. A Microsoft hasonló elemzése 
szerint a keresések 71%-a tartalmaz névelemet [4], egy harmadik tanulmány szerint a 
webes keresések 11-17 százaléka irányul személynévre [1]. Mindez azt mutatja, hogy 
kereséskor pont azok a szavak fontosak, amelyeknél a legnagyobb a kockázata annak, 
hogy a beszédfelismer nem ismeri ket. Természetesen elvileg megoldható a felis-
mer nyelvi modelljének folyamatos bvítése, ekkor azonban a teljes felismerést is 
újra és újra le kell futtatni, ami nehézkes és nagyon idigényes. 
Az OOV szavak elkerülésére a felismer elzetes lefuttatásával szemben elvileg 
lehetséges az a megoldás is, hogy a felismert csak a keresési kulcsszó megadása után 
futtatjuk le, természetesen csak az adott szóra. Nagyon nagy adatbázis esetén azonban 
ez nem járható út, mert még az egyetlen szóval történ teljes felismertetés is túl soká-
ig tart. Olyan megoldást kell tehát találnunk, amely bizonyos szintig elvégzi a felis-
merést, de a szószint valószínségek kiszámításánál hamarabb megáll. Ennek egyik 
módja lehet, ha nem szavakkal indexáltatjuk a beszédkorpuszt, hanem annál kisebb 
egységekkel, például beszédhangokkal. A felhasználó által beadott keresési kifejezést 
tehát a felismer beszédhang szint kimenetében fogjuk keresni. Sajnos ennek a 
módszernek is megvan a maga hátránya: a beszédhang-felismerési pontosságok a 
szószint pontosságnál jóval rosszabbak, általában 50-70% közé esnek. Emiatt tehát 
egy hibákkal ersebben terhelt kimenetben kell keresnünk, és a környezet (szószint) 
sem segít, emiatt magas lesz például a vakriasztások száma rövid szavak esetén. A 
keresés maga is bonyolultabb, és emiatt lassabb lesz, mint szószint címkézés esetén. 
Az irodalomban emiatt a szóalapú és a beszédhang alapú technikák kombinált hasz-
nálatát tartják a legjobbnak [6]. 
Jelen cikkben többféle beszédhang alapú keresési technikát hasonlítunk össze hír-
adófelvételekben való keresési feladaton. A híradós felvételeknek csak a hírközl 
által bemondott blokkjaiban keresünk, azaz alapveten jó hangminség és szépen 
artikulált beszédrl van szó, aminek köszönheten viszonylag magas, 80% fölötti  
beszédhang-felismerési pontosságot sikerült elérnünk. A cikkben bemutatjuk magát a 
beszédkorpuszt, valamint a felismerésben használt neuronhálós technológiát. Ezután 
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kiindulási alapként két olyan kulcsszókeres módszert is kipróbálunk, amelyek a 
neuronháló adatkeret szint kimenetén dolgoznak, tehát a lokális valószínségek 
letárolásától eltekintve gyakorlatilag a teljes felismerést lefuttatják az adott kulcsszó-
val. Mint említettük, ez a megoldás viszonylag lassú, ezért kipróbálunk egy olyan 
algoritmust, amely a felismer által kiadott N-best beszédhanghálóban dinamikus 
programozással, a tévesztési mátrixot figyelembe vev szerkesztési távolság alapján 
keresi meg a kulcsszó feltételezett elfordulásait. A negyedik algoritmus pedig csak a 
felismer által kiadott legvalószínbb fonémasorozatot dolgozza fel, így várhatóan 
pontatlanabb, de gyorsabb, mint a teljes hálón dolgozó megoldás. 
2   A felhasznált beszédadatbázis és feldolgozása 
A kulcsszódetektálási kísérletekhez 70 híradót rögzítettünk nyolc tévécsatornáról 
(ATV, Hálózat TV, Hír TV, M1, M2, RTL, Tv2). A felvételeket néhány mondatos 
blokkokra vágtuk és három kategóriába soroltuk minség szerint: a „tiszta” kategóri-
ába kerültek azok a felvételek, amelyeken szépen artikulált beszéd hallható, és a hát-
térzaj minimális. Tipikusan ide tartoznak a stúdióban, a msorvezetktl elhangzó 
részletek. „Zajos” besorolást kaptak a tervezett beszédet tartalmazó, de magasabb 
zajszint felvételek – jellemzen a küls helyszínen tartózkodó riporterek bejelentke-
zése. Végezetül, a „spontán” címkét kapták a spontán beszédet tartalmazó blokkok – 
ezek tipikusan a riportalanyok szájából elhangzó mondatok. Jelen cikkben csak a 
tiszta besorolású felvételeket használtuk fel, abból kiindulva, hogy többnyire minden 
hír eltt elhangzik egy stúdiós felvezet, így ezek kereshetvé tételével a teljes hír-
blokkot is meg lehet találni. A 70 híradót 44-9-17 arányban osztottuk fel betanítási 
(train), fejlesztési (development) és tesztel (test) blokkokra, ügyelve arra, hogy a 
tévécsatornák mindegyikébl kerüljön mindegyik részhalmazba. Idtartamot tekintve 
kb. 5 és fél óra - 1 óra - 2 óra arányban oszlanak el a felvételek a blokkok között. A 
felvételek mindegyikét legépeltük, az ortografikus átiratot utólagosan is ellenriztük. 
A leiratok fonetikus átiratát egy egyszer fonetikus átíróval készítettük el, amely csak 
egyetlen átiratot rendel minden szóhoz, és csak egyszer hasonulási szabályokat 
használ. 
3   Nagy pontosságú beszédhang-felismerés neuronhálókkal 
Kísérleteinkben a beszédfelismert szószint nyelvi modell nélkül fogjuk futtatni, 
azaz pusztán a fonetikai szint kimenete alapján szeretnénk a keresend kifejezések 
elfordulásait megtalálni. Ezért érthet módon rendkívül sok múlik azon, hogy a 
fonetikai kimenet mennyire pontos. Angol nyelvre a TIMIT beszédadatbázison vé-
gezték a legtöbb beszédhang szint felismerési kísérletet, és az eredmények azt mu-
tatják, hogy neuronhálós technikákkal jobb eredményeket lehet elérni ezen a téren, 
mint a hagyományos rejtett Markov-modelles (HMM) megoldásokkal [11, 7]. Ezért 
kísérleteinkben mi is egy neuronhálót használtunk a beszédjel adatkereteinek foneti-
kai címke-valószínségekkel való ellátására. A késbbiekben bemutatandó 
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kulcsszókeres algoritmusok egy része közvetlenül ezeket a keretszint valószínségi 
értékeket használja fel. Más részük viszont beszédhang szint felismerési kimenetet, 
azaz beszédhang-sztringet vagy hálót igényel bemenetként. A felismerés lefuttatásá-
hoz a neuronháló kimenete integrálható a hagyományos rejtett Markov-modellbe, így 
kapjuk az úgynevezett hibrid HMM/ANN rendszereket [3]. Mi a közismert HTK 
rendszert [18] módosítottuk úgy, hogy képes legyen a neuronháló által nyújtott loká-
lis valószínségekbl felismerést végezni. Ily módon a hagyományos (Gauss-
görbékkel dolgozó) és a hibrid modell közvetlen összehasonlítására is lehetségünk 
nyílt. 
A beszédjelek fonetikai címkézésére, illetve a keresend kulcsszavak fonetikai át-
írására 52 címkét használtunk, ezek lényegében megfelelnek a magyar nyelv hang-
készletének. A beszédtechnológiában az akusztikus modellezésben azonban igen 
elterjedt megoldás az úgynevezett környezetfügg vagy trifón modellek használata. 
Ennek lényege, hogy a címkézést tovább finomítjuk oly módon, hogy az egyes han-
gok különböz hangkörnyezetben elforduló változatai különböz címkéket kapnak. 
Ezzel megkönnyítjük az algoritmusok számára a címkék elkülönítését, így a felisme-
rési pontosság javul. A módszer hátránya, hogy a modellek száma megn, így a taní-
tás és a felismerés is lassabb lesz, és a trifón címkék kezelése speciális problémákat is 
okoz. Szerencsére a HTK csomag fel van készítve a trifón modellek készítésére, így 
alapmodellként egy monofón és egy trifón HMM modellt is tanítottunk a korábban 
ismertetett adatbázison. Akusztikus jellemzként a szokványos 13 mel-kepsztrális 
(MFCC) együtthatót használtuk, azok els és második deriváltjaival. Az egyes be-
szédhangokhoz háromállapotú modelleket rendeltünk, a HTK trifón-készít algorit-
musa ezeket 1073 környezetfügg állapotra („szenonra”) képezte le. Nyelvi modell-
ként csak egy szimpla beszédhangbigramot alkalmaztunk. A monofón, illetve trifón 
modellekkel kapott beszédhang-felismerési pontosságokat az 1. táblázatban láthatjuk. 
A neuronháló betanításához adatkeret szint fonetikai címkézésre van szükség, ezt 
az elzekben betanított HMM-ek segítségével, kényszerített illesztéssel állítottuk 
el. Háromféle címkézéssel is kísérleteztünk: az egyik esetben a monofón címkét 
rendeltük minden kerethez, azaz az 52 címke egyikét. A második esetben a monofón 
modell állapotának azonosítójára tanítottunk, ez esetben 3*52=153 elembl állt a 
címkekészlet. Végezetül, a harmadik kísérletben a trifón modell állapotazonosítóit 
taníttattuk a hálóval, ez esetben az osztályok száma 1073 volt. A rejtett neuronok 
száma minden esetben 5000-re volt állítva, és egyszer packpropagation tanítást vé-
geztünk. Inputként a hálózat 9 egymás melletti MFCC-vektort használt. 
Viszonylag új felfedezés, hogy a neuronháló pontossága tovább javítható, ha a ki-
meneteire egy újabb hálót tanítunk [10, 5]. Ez a második háló a kontextus segítségé-
vel képes az els háló hibáin javítani, és részben a hangkapcsolatok modellezését is 
átveszi a bigram nyelvi modelltl. Ezt a technikát „kétfázisú” megoldásnak fogjuk 
nevezni a továbbiakban. Az 1. táblázatban soroltuk fel a különböz neuronháló-
címkézési és -tanítási stratégiákkal kapott modellek beszédhang-felismerési pontossá-
gát. Az eredmények megersítik azt a korábbi megfigyelésünket [16], hogy a 
monofón tanítású hibrid körülbelül olyan teljesítményre képes, mint a hagyományos 
trifón HMM. Ha pedig a neuronhálót a trifón címkékhez igazítjuk, akkor további 
jelents pontosságnövekedést tudunk elérni. A legjobb rendszer 83%-os pontossága 
alapján bíztunk abban, hogy a kulcsszavak megtalálása is lehetséges lesz pusztán a 
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fonetikai kimenet alapján. A következ fejezetben az e célból bevetett algoritmusokat 
ismertetjük. 
 
1. táblázat: Beszédhang-felismerési pontosság a különböz akusztikus modellek-
kel. 
Akusztikus modell Pontosság 
HMM, monofón 67,18% 
HMM, trifón 75,38% 
Hibrid, monofón, 1 állapot 75,56% 
Hibrid, monofón, 3 állapot 76,93% 
Kétfázisú hibrid, monofón, 1 állapot 77,46% 
Kétfázisú hibrid, monofón, 3 állapot 79,18% 
Kétfázisú hibrid, trifón 83,33% 
4   Kulcsszókeresési megközelítések 
A kulcsszókeresési probléma egy információ-visszakeresési (information retrieval, 
IR) feladat: adott hanganyagban keressük egy adott kulcsszóhalmaz elfordulásait. 
Egy kulcsszókeresési eljárás tehát találatok egy listáját adja vissza, melyek jellemz-
en rendelkeznek valószínséggel is, mely alapján rangsorolhatók. Ezt a rangsort 
azonban, néhány más információ-visszakeresési problémával ellentétben, nem a fel-
használónak adott felsorolás sorba rendezésére használjuk, hanem a találatok további 
szrésére (melyet pl. a FOM kiértékelési metrika is kihasznál, l. 5.1 alfejezet). 
Érdemes megjegyeznünk, hogy az angol nyelv szakirodalomban a probléma 
megnevezésére két kifejezés is elterjedt: keyword spotting, illetve spoken term 
detection (STD). A legtöbb szerz egyetért abban, hogy vannak különbségek a két 
terület között, de abban már nem, hogy pontosan mik is ezek: a legkorábbi különb-
ségtétel szerint a keyword spotting magában a hanganyagban keres, míg az STD 
valamilyen köztes reprezentációban. Más források szerint a f eltérés a kulcsszavak 
szótárának zártságában (keyword spotting) vagy nyíltságában (STD) van; végül kü-
lönbséget szokás tenni a pontosság mérésére szolgáló metrikák használata alapján is 
(keyword spotting: FOM, spoken term detection: ATWV; részletesebben l. 5.1 alfeje-
zet) [17]. Az angol terminológia bizonytalansága miatt mi egységesen a 
kulcsszókeresés kifejezést használjuk. 
A kulcsszókeresési problémában jelenleg több megközelítésnek is van létjogosult-
sága. Mivel a keresett kulcsszóval ellentétben a felvételek, amelyekben keresünk, 
elre ismertek, azok feldolgozását bizonyos mértékig elre elvégezhetjük. Az egyes 
megközelítések közötti alapvet különbség az, hogy a teljes feldolgozás mekkora 
része történik ebben az elkészít szakaszban. A feldolgozás bizonyos lépései a kere-
sett kulcsszó ismerete nélkül csak közelítleg végezhetek el; amennyiben ezeket is 
az elkészít szakaszhoz soroljuk, azzal a keresési rész idigényét csökkentjük, 
azonban egyúttal információt is veszítünk, mely könnyen vezethet a pontosság ki-
sebb-nagyobb mérték csökkenéséhez. A következkben áttekintjük a legelterjedtebb 
megközelítéseket. 
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4.1   Viterbi-keresés 
A jelenlegi beszédfelismerési technikákhoz legközelebb álló megközelítésben a kere-
sett kifejezést a beszédfelismerésben megszokott módon, a keretszint valószínsé-
geket aggregálva próbáljuk ráilleszteni a bemondásokra. Találatot akkor jelzünk, ha 
az illeszkedés valószínsége egy bizonyos küszöb fölé esik. Ekkor tehát az elkészít 
részbe soroljuk a bemondásokon végzett szokásos mveleteket egészen a jellemzki-
nyerési és fonémavalószínség-számítási fázisokig; ezek után a keretszint fonéma-
valószínségeket tároljuk el. 
A megközelítés elnye, hogy szinte kizárólag a beszédfelismerésben szokásos 
technikákat alkalmazza, melyek azon a területen már hatékonynak bizonyultak. 
Ugyanígy, a késbbiekben a beszédfelismerés területén bevezetett pontosságnövelési 
technikák is könnyen átvehetk. Hátránya viszont egyrészt a bemondásokhoz eltáro-
landó adatmennyiség nagysága, másrészt a keresés nagy mveletigénye. 
Ebben a cikkben ezt a megközelítést két konkrét implementációval valósítottuk 
meg; az els egy dinamikus táblatöltéses eljárás, mely az egyes keretszint fonémava-
lószínségeket kombinálja össze. A keresés végeredménye azon nem átfed hipotézi-
sek listája, melyek (fonémaszámmal normált) valószínsége egy bizonyos küszöb 
fölé esik. Algoritmusunk futási ideje két okból is lényegesen magasabb az optimális-
nál: egyrészt implementációja Matlabban történt, másrészt a konkrét megvalósításban 
minden kulcsszóra teljesen külön keresést végzünk azok párhuzamosítása helyett. 
Alternatív megoldásként a HTK beszédfelismer rendszerrel [18] is készítettünk 
egy kulcsszókeres modellt. Mivel egy beszédfelismernek minden jelszakaszhoz 
kell outputot adnia, ezért kulcsszókeresésre úgy használható fel, ha a szótárába a 
kulcsszavak mellé ún. „filler” vagy „garbage” elemeket veszünk fel; mi a legegysze-
rbb megoldásként a beszédhangmodelleket használtuk ilyen célra. Ilyenkor a rend-
szer beszúrási büntetésének állításával hangolhatjuk be a találatok és a vakriasztások 
arányát. 
4.2   Hálóalapú keresés 
Az elz megközelítés két jelents hátrányán (nagy eltárolt adatmennyiség, idigé-
nyes keresés) javíthatunk, ha további lépéseket sorolunk át az elkészít szakaszba. 
Erre a legelterjedtebb megoldás a hálóalapú keresés: ennek során a keretszint való-
színségeken fonéma N-gram nyelvtant használva hagyományos beszédfelismerést 
végzünk, majd a talált legjobb hipotézisek gráfját tároljuk el, a keresend kifejezése-
ket pedig erre a hálóra (lattice) illesztjük (l. 1. ábra). E megoldás kétségtelen elnye, 
hogy a bemondásonként eltárolandó adatmennyiség lényegesen kevesebb, valamint – 
a háló méretétl függen – a keresés is gyorsabb lehet. Hátránya viszont, hogy nagy-
mértékben támaszkodik a fonémafelismerés pontosságára: az ekkor elkövetett hibákat 
a késbbi lépésekben már nehezen vagy egyáltalán nem lehet korrigálni. Mivel az, 
hogy a keresett kifejezés összes fonémáját hibátlanul azonosítsuk, igen valószíntlen, 
a keresés során bizonyos büntetésekkel beszúrást, törlést és csere mveletet is meg 
szokás engedni (bár ez lassítja a keresést). Emellett, a fonémafelismerés hibáit ellen-
súlyozandó, annak tévesztési mátrixa alapján fonémánként eltér büntetsúly rendel-
het a beszúrás és törlés mveletekhez, fonémapáronként eltér pedig a cseréhez. 
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1. ábra. Példa fonémahálóra; a csúcsok idpontoknak felelnek meg, az élek címkéi 
az adott szakaszhoz rendelt fonémák. „sil” a csendet, „-” a zárhangok zárfázisát jelöli. 
Cikkünkben ezt a megközelítést egy küls rendszer használatával képviseltettük: a 
Brnói Mszaki Egyetem LatticeSTD rendszerét használtuk [12]. Az elfeldolgozást 
és az elkészít szakaszt a HTK [18] rendszerrel végeztük, a hálót fonéma 2-gram 
nyelvtant használva generáltattuk le, a háló méretét – a HTK rendszer megfelel 
programjának, a HVite-nek N-best paraméterét használva – 3-ra állítottuk. 
4.3   Legvalószínbb fonémasorozaton alapuló keresés 
A legvalószínbb találatok hálóban tárolása még mindig elég bonyolult adatreprezen-
tációt igényel, melyben a keresés is idigényes. A bemondás eltárolt modelljének 
további egyszersítésével mindkét hátulütn javíthatunk. Kézenfekv egyszersítés, 
ha csak a beszédfelismerési keresés során legvalószínbbnek talált fonémasorozatot 
tároljuk el (természetesen a fonémák közti határok helyével és az egyes fonéma-
elfordulások valószínségével együtt) a legjobb hipotéziseket leíró háló helyett. 
Ennek egyértelm elnye a reprezentáció egyszersége, amely a keresési algoritmus 
idigényét is csökkenti. Az egyszer adatformátum lehetvé teheti olyan reprezentá-
ció használatát is, mellyel a keresés nagymértékben felgyorsítható (indexálás). To-
vábbi elny, hogy az eltárolt adatok mennyisége a hálóban tároltnál egy nagyság-
renddel kisebb. A megközelítés hátránya viszont, hogy a beszédfelismerési keresés 
során szuboptimálisnak bizonyult utak elhagyásával információt veszítünk, és még a 
hálóalapú keresésnél is nagyobb mértékben hagyatkozunk a fonémaosztályozóra. 
Ezt a megközelítést is egy saját implementációjú keres módszer (egy dinamikus 
táblatöltési eljárás) képviseli. A hálóban kereséshez hasonlóan itt is megengedünk 
beszúrást, cserét és törlést is, melyeket szintén a fonémafelismerés tévesztési mátrixá-
ból számolunk. A keresés végeredménye azon nem átfed hipotézisek listája, melyek 
(fonémaszámmal normált) valószínsége egy bizonyos küszöb fölé esik. Ennek a 
módszernek az implementálása is Matlabban történt, így futási ideje mindenképpen 
magasabb, mint egy gépközeli (C++, Java) megvalósításé lenne, emellett itt is az 
egyes kulcsszavak keresése a többitl függetlenül történik. 
5   Tesztelés és eredmények 
A kulcsszókeresési probléma és az alkalmazott algoritmusok leírása után most ráté-
rünk a tesztkörnyezet ismertetésére: bevezetjük a pontosság- és sebességmérésre 
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használt metrikákat, vázoljuk a tesztelés menetét, végül prezentáljuk és elemezzük az 
elért eredményeket. 
5.1   Kiértékelési metodikák 
A kulcsszókeresési probléma egy információ-visszakeresési probléma, emiatt hagyo-
mányos IR-metrikákkal: pontossággal (precision) és fedéssel (recall) is mérhet egy 
adott algoritmus-konfiguráció teljesítménye [15, 17]. A legtöbb információ-
visszakeresési területen a két metrikát azok (parametrikus) harmonikus közepével, az 
F-mértékkel (F-measure) szokás egyetlen értékké aggregálni, azonban a 
kulcsszókeresés területén más metrikák terjedtek el. Leggyakrabban a Figure-of-
Merit (FOM) mérszámot használják, mely az óránként és kulcsszavanként 1, 2, … 
10 hibás találat megengedése esetén elért fedési értékek számtani közepe. A másik 
elterjedt mérszámot az amerikai National Institute of Standards and Technology 
(NIST) vezette be 2006-os kulcsszókeresési versenyén: ez az aktuális 
kulcsszósúlyozott érték (Actual Term-Weighted Value, ATWV), mely a következ-
képpen definiált: 
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ahol PMiss(t) az adott kulcsszó eltévesztésének, PFA(t) pedig hibás találatának valószí-
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ahol Ncorr(t) az adott kulcsszó helyes találatainak, Ntrue(t) a valós elfordulásainak, 
NFA(t) a hamis találatainak száma, Tspeech pedig az átfésülend felvételek összhossza 
másodpercben [8, 9].  értéke általában 1000. Egy tökéletesen mköd rendszer 
ATWV pontszáma 1,0, egy olyané, amely egyáltalán nem ad vissza találatokat, 0,0. 
Feltételezve, hogy Tspeech lényegesen nagyobb, mint Ntrue(t), egy olyan rendszer, amely 
az összes elfordulást megtalálja, de minden kifejezésre óránként 3,6 hamis találatot 
produkál, szintén 0,0 értéket fog kapni, így ez a metrika jóval szigorúbb, mint a FOM. 
További különbség, hogy az ATWV az összes visszaadott találatot figyelembe veszi, 
míg FOM esetén csak a valószínbbeket (melyek megtartásával a hamis találatok 
száma még óránként és kulcsszavanként 1, 2, …, 10 alatt marad). A tesztek során 
elssorban az ATWV metrikát alkalmaztuk, de az adott konfigurációhoz tartozó FOM 
pontszámot is feltüntettük. 
Az egyes módszerek teljesítménye mellett fontos tényez azok futási ideje is. Ezt 
általában egyórányi hanganyagra és egy kulcsszóra vetített, másodpercben mért id-
igényben szokás megadni [9, 17], így mi is ezt az utat követtük. 
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5.2   A tesztelés menete 
A tesztelést 25 darab, 2-6 szótagos kulcsszóval végeztük, melyek kell számban for-
dultak el az adatbázisban, és amelyeket valószín keresési kifejezéseknek ítéltünk. 
Figyelembe véve a magyar nyelv agglutináló voltát, azt is helyes találatnak értékel-
tük, amennyiben a szövegben elforduló szó teljes egészében tartalmazza a keresett 
kulcsszót, vagy annak olyan alakját, melyben a szóvégi magánhangzó meghosszab-
bodott (pl. az „Amerika” kulcsszó esetén az „Amerikában” is helyes találat). A hír-
adós felvételekbl körülbelül egyórányi anyagot (a fejlesztési részt) a rendszerek 
fejlesztése, paramétereik finomhangolása során vettünk igénybe; az így optimalizált 
kereseljárások teljesítményét pedig a mintegy kétórányi tesztfelvételhalmazon mér-
tük le. 
A módszerek hatékonyságának mérésére az ATWV metrikát alkalmaztuk. Mivel a 
két saját módszer esetében a találati listára akkor veszünk fel egy lehetséges találatot, 
ha valószínsége egy bizonyos határ fölött van, ennek a küszöbnek a kiválasztása sem 
triviális; ezt úgy tettük meg, hogy minden lehetséges küszöbértékre kapott listára 
kiszámoltuk az ATWV metrikát a felvételek fejlesztési részén, és azt a küszöböt vá-
lasztottuk, amely a maximális értékhez vezetett. Ezek után a végs 
tesztfelvételhalmazon ezt a küszöböt alkalmazva számítottuk ki az ATWV értéket. Az 
érdekesség kedvéért feltüntettük az MTWV metrikát is: ezt úgy kapjuk, hogy az ösz-
szes lehetséges küszöbérték használatával megszrt találatlistára kiszámítjuk az 
ATWV-t, majd vesszük ezek maximumát. Mivel ezt a tesztfelvételekre tettük meg, ez 
lényegében azt mutatja meg, hogy optimálisra választott küszöb esetén mekkora 
ATWV értéket érhetnénk el. 
Harmadikként kiszámítottuk a FOM százalékot is. Megjegyzend, hogy a HTK és 
az általunk tesztelt, hálóban keres módszer (LatticeSTD) elég szk találati listát ad 
vissza: a hamis riasztások száma gyakran az óránként és kulcsszavanként 2-t sem éri 
el, míg a valós FOM érték meghatározásához szükséges az összes találat megadása 
felvételóránként és kulcsszavanként 10 hamis riasztásig; ebbl következen ennél a 
két rendszernél a feltüntetett FOM százalékok csak tájékoztató jellegek, a valós 
pontszám ezeknél felteheten valamivel (2-3 százalékponttal) magasabb. 
Az eljárások futási idejét az adatbázis tesztelésre fenntartott részén mértük (egy 3,0 
GHz-es Intel Core2 Duo számítógépen 2GB RAM-mal), és egyórányi felvételre és 
egy kulcsszóra igénybe vett másodpercben fejeztük ki. Azon rendszerek esetében, 
melyek futási ideje függ a paraméterbeállítástól is (HTK, LatticeSTD), csak olyan 
paramétereket használtunk, melyekkel a lefutást még „kivárhatónak” ítéltük. 
5.3   Eredmények 
A 2. táblázatban láthatók az egyes módszerek által elért eredmények. Az elkészít 
fázis során kipróbáltuk mind az egyszerbb (egyállapotú) monofón, mint a bonyolul-
tabb, de pontosabb trifón modellt; az utóbbi modelleket a Viterbi-keresés általunk 
tesztelt implementációja már nem tudta kezelni, így ezt az eljárást csak monofón 
modellel próbáltuk ki. (A fennmaradó módszerek közül a HTK képes trifónokkal is 
dolgozni, a hálóalapú és a legjobb fonémasorozatban keres módszerek esetén pedig 
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ez a kérdés csak az elkészít szakaszt érinti, maguk a kereseljárások már csak az 52 
önálló fonémát tartalmazó hálót, illetve sorozatot kapják meg.) 
 
2. táblázat: Az egyes keresési megközelítések teszteredményei monofón és trifón 
fonémamodellt alkalmazva. 
 Monofón fonémamodell Trifón fonémamodell 
Keresési módszer ATWV MTWV FOM ATWV MTWV FOM 
Viterbi 0,54 0,60 89,98% – – – 
HTK 0,52 0,58 90,42% 0,62 0,63 88,93% 
Hálóalapú (LatticeSTD) 0,48 0,48 73,24% 0,65 0,65 82,64% 
Legjobb fon.sorozatban 0,46 0,52 85,03% 0,43 0,58 88,37% 
 
Az eredmények alapján a módszerek már a gyakorlatban is használható pontossá-
got adnak. Az is látható, hogy trifón modellt használva lényegesen javulnak az egyes 
módszerek teljesítményei: a növekedés jóval nagyobb, mint amit a fonémaszint 
pontosság 77,46%-ról 83,33%-ra emelkedésétl várnánk, ami valószínleg annak 
tudható be, hogy a tárgyalt kulcsszókeresési módszerek alapveten a fonémaosztályo-
zóra hagyatkoznak. Az egyes megközelítések teljesítményét összevetve jól látható, 
hogy ahogy egyre több részfeladatot helyezünk át az elkészít szakaszba, és ennél-
fogva egyre kevesebb információ alapján végezzük a keresést, úgy csökken a keresés 
hatékonysága. A 3. táblázatból (mely az egyes megközelítések idigényét tartalmazza 
másodpercben, egy kulcsszóra és egy órányi hanganyagra vetítve) azonban az is kivi-
láglik, hogy mindez együtt jár a keresési id jelents csökkenésével is. Megjegyzen-
d, hogy a HTK-val és a hálóalapú keresrendszerrel ellentétben (melyek C++-ban 
íródtak) a két saját eljárás Matlabban íródott, így nem igazán futási idre optimalizált. 
További hátrányuk, hogy a kulcsszavak keresése egymástól függetlenül történik, míg 
például a HTK rendszer a 25 kulcsszót párhuzamosan illesztette a bemondásokra. 
Valószínleg ez a magyarázata a HTK kiugró gyorsaságának monofón fonémamodell 
esetén, azonban a gyakorlatban ritka az a szituáció, mikor egynél több kifejezést 
keresnénk párhuzamosan. 
 
3. táblázat: Az egyes keresési megközelítések (elkészít szakaszt nem tartalmazó) 







Viterbi 122,29 – 
HTK 2,25 21,30 
Hálóalapú (LatticeSTD) 34,91 34,87 
Legjobb fonémasorozatban 10,75 10,75 
 
Látványos az ATWV és MTWV értékek szignifikáns különbsége a Viterbi és a 
legjobb fonémasorozatban keresés módszerek esetén, míg ez a differencia a HTK 
rendszernél (trifón esetben legalábbis) igen kicsi, a LatticeSTD esetében pedig nulla. 
Ebbl arra következtethetünk, hogy a két saját módszernél az egyik adatbázison (a 
234  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
fejlesztési részen) megállapított küszöb nem stabil, más felvételhalmazon (esetünkben 
a tesztelési részen) jóval az optimális alatt teljesít, ami felveti valamilyen más kü-
szöbszámítási módszer (pl. a keresett kulcsszó fonémaszáma helyett a találat idtar-
tama alapján normalizálás) szükségességét. 
Összességében azt mondhatjuk, hogy míg az egyes rendszerek pontossága már el-
éri a gyakorlati felhasználás szintjét, idigényük még meghaladja a tolerálható mérté-
ket. Például egyhónapnyi híradófelvételben egyetlen kulcsszó megtalálása a leggyor-
sabb eljárásnak is majdnem három percébe kerülne, ami egy átlagos felhasználó 
szempontjából egyértelmen túl sok. Emiatt további programozási és indexálási trük-
köket szoktak bevetni, amelyek további részeredményeket leszámolva növelik ugyan 
a tárigényt, de gyorsítják a visszakeresést. Például a szerkesztési távolság számítása 
(a cserélési, törlési és beszúrási lehetségek végigvizsgálata) gyorsítható oly módon, 
hogy az összes lehetséges (max k. hosszú) részstring távolságát elre kiszámítjuk és 
eltároljuk [14]. 
6   Konklúzió 
Cikkünkben egy nagypontosságú fonémafelismerre alapozva különféle 
kulcsszókeresési algoritmusokat hasonlítottunk össze. Várakozásainknak megfelelen 
azt találtuk, hogy ha a számítások egyre nagyobb részét toljuk át az elkészít fázis-
ba, annál gyorsabb lesz ugyan a keresés, de a pontosság is egyre romlik. Mindezzel 
együtt is úgy véljük, hogy az elért pontosságértékek gyakorlatilag is használhatóak 
lehetnek – a futási idkön viszont feltétlenül csökkenteni kell. Ezért további fejlesz-
tésként különféle kifinomult indexálási technikák bevetése lenne a legfontosabb. 
Szerencsére jelenleg ez nagyon aktív kutatási terület, és az irodalom számos megol-
dást kínál erre a problémára. További érdekes kutatási lehetség lenne a nagyobb 
egységekkel (pl. szótagok) történ indexálással való kiegészítés, valamint – mint 
bevezetnkben említettük – a szószint rendszerekkel való kombinálás, hiszen az 
általunk javasolt módszerek fleg az OOV szavak esetén ígérnek jelents javulást. 
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Kivonat: A beszédfolyam automatikus, szavaknak vagy néhány szóból álló 
szócsoportoknak megfelel szintaktikai egységekre való tagolásában bizonyí-
tottan fontos szerepe van a prozódiai jegyeknek, az alapfrekvenciának és az in-
tenzitásnak. A prozódiai jegyek mellett a magánhangzó minsége is alkalmaz-
ható lehet, elssorban a szótag eleji–nem szótag eleji szótagok osztályozására, 
másodsorban pedig a szóhatár meghatározására is. A jelen kutatásban azt vizs-
gáljuk, lehetséges-e a magánhangzó-minség alapján a redukálódott magán-
hangzók automatikus elkülönítése spontán beszédben, illetve magánhangzó-
minség alapján elvégezhet-e a hangsúlyos szótagok automatikus detektálása. 
1   Bevezetés 
A beszédfolyam automatikus, szavaknak vagy néhány szóból álló szócsoportoknak 
megfelel szintaktikai egységekre való tagolásában bizonyítottan fontos szerepe van a 
prozódiai jegyeknek, az alapfrekvenciának és az intenzitásnak [30]. A prozódiai je-
gyek mellett a magánhangzó minsége is alkalmazható lehet, elssorban a szótag 
eleji–nem szótag eleji szótagok osztályozására, másodsorban pedig a szóhatár megha-
tározására is [7, 22, 25, 29, 33]. Ha a magánhangzó az eredeti minségében realizáló-
dik, akkor a hangsúlyos szótag megjelenésének esélye növekszik, míg ha a magán-
hangzó redukálódott formában realizálódik, akkor a hangsúlyos szótag megjelenésé-
nek esélye csökken [17, 33]. A magánhangzó redukciójáról akkor beszélünk, amikor 
annak képzésekor az artikulációs konfiguráció a centrális irányba tolódik el, megvál-
toztatva ezzel a magánhangzó minségét. A jelenség a spontán beszéd esetében foko-
zottabban nyilvánul meg [1]. 
Az izolált szavas beszédfelismerésben a szóhatárokat egyértelmen jelzi a szünet 
jelenléte. A folyamatos felolvasásban a szünet mellett a szupraszegmentális akuszti-
kai jellemzk is hozzájárulnak a szóhatárok pontos gépi meghatározásához. A spon-
tán beszédben azonban a szavak között szinte alig jelennek meg szünetek, a beszéd 
folyamatos és megakadásokkal tarkított (1. ábra). A korábbi kutatások kimutatták, 
hogy a humán beszédpercepció szegmentálási eredménye csökken spontán beszédben 
(felolvasásban 90%-os [2], míg spontán beszédben 70%-os), és az sem egyértelm, 
hogy a kísérletben részt vevk milyen akusztikai, szemantikai, pragmatikai jellemzk 
Szeged, 2010. december 2–3.  237 
 
alapján jelölték be a megnyilatkozási egységet a szövegben [12]. Az akusztikai kuta-
tások eredményei azt mutatják, hogy a spontán beszédben az artikulációs megvalósí-
tás túlnyomórészt ösztönös, a beszél nincs feltétlenül tudatában annak, hogy mely 
szegmentális vagy szupraszegmentális tényezt alkalmazza tagoló funkcióban, illet-
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1. ábra. Egy felolvasott mondat részének és egy spontánbeszéd-megnyilatkozás részének 
akusztikai képe és annotációja. 
A gépi felismerés számára a spontán beszédben azonban nem csak a 
megnyilatkozáshatárok felismerése jelenthet nehézséget, hanem már a szóhatárok 
bejelölése is. Az egyes idegennyelv-oktatásra irányuló kutatásokban például kimutat-
ták, hogy a szavak szegmentálásának eredménye idegen nyelvben romlik az anya-
nyelvi szegmentálási eredményekhez képest. A romlás a nem ismert szavak miatt 
történt [31]. A spontán beszéd gépi felismerésében nagyon nehézkes a szemantikai, 
pragmatikai jellemzket beépítése, illetve a szegmentális és szupraszegmentális jel-
lemzk sem egyértelmek, emiatt a spontán beszédben megjelen szavak határainak 
meghatározása ezért igen nehéz feladat. 
Kutatásunkban arra is keressük a választ, hogy lehetséges-e a szótagok automati-
kus osztályozása spontán beszédben a magánhangzó minségét meghatározó spektrá-
lis jellemzk alapján. Az osztályozást rejtett Markov-modellel (HMM), valamint 
szupport vektor gépekkel (SVM) végezzük. 
2   Anyag, módszer, kísérleti személyek 
A jelen kutatásban a BEA [15] korpuszból 19 magyar beszél spontán beszédét dol-
goztuk fel (8 férfi és 11 n). Minden hangfájlnak elkészítettük a fonetikus átiratát. Az 
annotáció során a beszédhangokat kézzel szegmentáltuk a hangszínképük alapján a 
PRAAT beszédelemz szoftverben. A jelen kutatásban a következ magánhangzókat 
elemeztük: , a, , e [i], [i], [o], [o], [u], [u]. A beszédhangot akkor jelöltük 
az annotáció során svá magánhangzónak, (i) ha a beszédhang a centrálishoz közeli 
formánsstruktúrával rendelkezett (2. ábra), illetve (ii) ha a beszédhang a lehallgatás 
során svának hatott. 
















































2. ábra. Az [] magánhangzó és a svá [] magánhangzó spektrogramja (ugyanazon 
beszéltl) 
A szegmentálás során az annotációban azt is jelöltük, hogy a magánhangzó hang-
súlyos vagy hangsúlytalan szótagon realizálódott. A magyar nyelvben mindig a szó 
els szótagjára esik a hangsúly [20, 32]. Azt, hogy egy szótag valóban hangsúlyos 
vagy sem, a szótag F0- és intenzitásértékével ellenriztük [30]. 
A svát akkor jelöltük -val, ha az egységes, osztatlan beszédhangként szerepelt a 
hangfelismerésben. Nagy karakterrel jelöltük a svá variációkat: [A], [E], [O], ha a 
svát mint az eredeti magánhangzótól függ realizációt szerepeltettük a modellben. A 
kutatásban 4000 magánhangzót annotáltunk. A tanításhoz 2500, a teszteléséhez 1500 
magánhangzót használtunk. A csoportosításra használt modellek mködésének kiér-
tékelésére és összehasonlítására meghatároztuk az osztályozás pontosságát. A pontos-
ság (Acc) azt jellemzi, hogy az osztályozó algoritmus milyen mértékben azonosítja 
helyesen a beszédhangokat: 
Acc=helyesen osztályozott elfordulások / összes elfordulás száma *100% 
2.1   A rejtett Markov-modell 
A rejtett Markov-modellezéskor az akusztikai elfeldolgozás tekintetében a beszéd-
felismerésben a beszédhangok akusztikai modellezéséhez használt elfeldolgozási 
láncot meghagyjuk, és a gyakran alkalmazott MFC (mel-frekvenciás kepsztrális) 
együtthatókat számítjuk 39 elem jellemzvektorokat létrehozva. Ezek a jellemz-
vektorok delta és delta-delta együtthatókat is tartalmaznak. A modellkomplexitást 
legfeljebb 16 komponenst tartalmazó Gauss keverék (GMM) srségfüggvényig 
növeljük. Az alkalmazott modellek topológiájuk tekintetében minden esetben 3 álla-
potú balról-jobbra modellek voltak. 
A mintaillesztési megközelítést azonban kissé módosítjuk: felismeréskor nem szó-
sorozatokat illesztünk, hanem beszédhangsorozatokat, az osztályozhatóság szempont-
jából a vizsgálatunkban érdektelen beszédhangokat azonban töltelékmodellbe vonjuk 
össze. Ha tehát például egyes magánhangzók és a svá irányába tolódott realizációik 
elkülönítése (osztályozása) a cél, akkor a magánhangzókra és a svá variánsaikra kü-
lön-külön modellek készülnek, minden egyéb beszédhangot töltelékmodellbe vonunk 
össze, hasonlóan a kulcsszavas beszédfelismeréshez. 
A rejtett Markov-modell által idben dinamikus vetemítéssel végzett mintaillesz-
tést kétféle módon valósítjuk meg: az els esetben hagyományos módon a teljes be-
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szédmintára illesztünk. Ennek során problémaként jelentkezhet, hogy a töltelékmo-
dellek viszonylagos univerzalitása (általános beszédhangmodell) miatt a mintaillesz-
tés idben pontatlan, különösen hosszú beszédminták esetén. Tapasztalataink szerint 
ez jelentsen növelheti a törléses-beszúrásos hibák számát. Ha ilyet tapasztaltunk, 
akkor második mintaillesztési megközelítésként célzottan az osztályozandó magán-
hangzót tartalmazó részt vágtuk ki közvetlen környezetével együtt, mintegy 100 ms 
hosszú átmeneti részt meghagyva a magánhangzó eltt és után. Az osztályozás ezután 
következett, a nyelvi modell azonban kötelez jelleggel 3 modellbl álló illesztési 
szekvenciát engedélyezett csak, amely töltelékmodellel indít és azzal is zárul. A kö-
zépen elhelyezked magánhangzó pedig osztályozandó, az egyes variánsok egyenl 
valószínséggel szerepeltek. Ez a megközelítés kizárja a törléses hibát, és csak he-
lyettesítési hiba fordulhat el. Ha az osztályozást környezetbl kivágottan végezzük, 
akkor a modellek betanítása is ugyanezen stratégiával, tehát környezetbl kivágottan 
történik. A szerzk a magánhangzók osztályozását hangsúlyos/hangsúlytalan szem-
pontból is vizsgálták ugyanezen megközelítésben. A rejtett Markov-modell alapú 
osztályozókat HTK környezetben valósítottuk meg [35]. 
2.2   SVM (Support Vector gépek) 
Az SVM (Support Vector Machine) a felügyelt tanulási módszerek családjába tarto-
zik, célja egy olyan szeparáló hipersík keresése, amely jól választja el egymástól a két 
osztály elemeit (lehet többosztályos is). Az SVM-ek mködésének lényege, hogy az 
eredeti megfogalmazásában még komplex nemlineáris megoldást igényl feladatot, 
azaz a feladatból származó mintákat, nemlineáris transzformációk segítségével egy, a 
bemeneti mintatér dimenziójánál több dimenziós térbe transzformálja, ahol az már 
lineárisan megoldható. A módszer egyik legnagyobb elnye, hogy egy garantált fels 
korlátot ad az approximáció általánosítási hibájára. Egy másik fontos jellemzje, 
hogy a tanulási algoritmus törekszik a modell méretének minimalizálására (ritka mo-
dellt alkot), ami a hiba rovására történik, de mértéke egy paraméterrel szabályozható 
[8, 34]. A hagyományos SVM alkalmazásának legnagyobb akadálya a módszer nagy 
algoritmikus komplexitása és a nagy memóriaigény, ami tipikusan a nagy adatmeny-
nyiség kezelését teszi lehetetlenné. A probléma megoldására számos megoldás szüle-
tett. Ezek az algoritmusok többnyire iteratív megoldások, melyek a nagy optimalizá-
lási feladatot kisebb feladatok sorozatára bontják [3]. A nemlineáris osztályozáshoz a 
legelterjedtebbet, a radiális bázis (RBF – Radial Basis Function) kernelfüggvényt 
alkalmaztuk. A hangsúlyos/hangsúlytalan szótagok osztályozását elvégz algoritmus 
megvalósítása a MATLAB programban történt. Az osztályozáshoz az OSU SVM 
függvénykészletet használtuk [27]. Az SVM tanításához a magánhangzókból kinyert 
MFC-jellemzket használtuk. 
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3   Eredmények 
3.1   A magánhangzó és a redukálódott magánhangzó osztályozása 
A semleges magánhangzók akusztikai realizációi jóval változatosabbak, mint a ma-
gánhangzókéi [5, 24]. A szegmentális és szupraszegmentális modellekben fontos 
szerephez juthat a svá automatikus felismerése, hiszen a folyamatos szófelismerésben 
a magánhangzó nem redukálódott, teljes realizációja jelezheti a szó kezdetét a be-
szédben [9, 25, 26]. Kopecký [22] a beszédfelismer rendszerébe beépítette a svá 
fonémát, amely a rendszer felismerési pontosságának javulását eredményezte. 
A magánhangzókat és a svá-realizációkat 3-állapotú HMM-mel modelleztük. A ta-
nítás során “V” szimbólummal jelöltük a magánhangzókat, és “S” szimbólummal a 
svá-realizációkat. Mind a két modellt rendre 2, 4, 8, 16 Gauss kibocsátási valószín-
séget leíró függvénnyel tanítottuk. A nyelvtanban mindkét hangmodellt (“V”, “S”) 
egyenl súllyal rögzítettük (azaz egyenl valószínség mellett). A legjobb felismerési 
eredményt a 4 Gauss-os modell adta (1. táblázat). 
 
1. táblázat: A magánhangzók és a svák felismerési eredményei (4 Gauss). 
 Összesen Acc [%] 
“V” 706 79,46 
“S” 157 71,97 
 
A semleges magánhangzókra tanított HMM-modell nem veszi figyelembe az ere-
deti magánhangzót, illetve a szótag hangsúlyosságát. Az eredmények azt mutatják, 
hogy a spontán beszéden tanított HMM-modellel a svá-realizációk 71,97%-át osztá-
lyozta helyesen a rendszer. Az eredménybl arra következtethetünk, hogy a semleges 
magánhangzó rendelkezik egy jól meghatározható spektrális karakterrel, amely meg-
különbözteti a többi magánhangzótól. A svá akusztikai realizációi között azonban 
további kisebb csoportok vannak, amelyek lehetséges svá-alcsoportokra utalnak. 
Ilyen csoport lehet az, amelyik átfedésben lehet a magánhangzókkal is. 
3.2   A magánhangzók és az egységes svá modell 
Flemming [10] kimutatta, hogy a svá fonéma realizációinak lehetnek különböz al-
csoportjai: közép-centrális svá és kontextusfügg svá. A svá-realizációk variációinak 
egy része a kontextus hatására megváltozik, és egy sajátos kontextusfügg hangmin-
séget hoz létre, amely a svának egy akusztikai alcsoportja lehet [29]. A nemzetközi és 
a hazai szakirodalom sem egységes abban, hogy milyen tényleges okai vannak a svá 
variáltságának, illetve melyek a lehetséges svá-alcsoportok. Flemming szerint nyil-
vánvaló, hogy a semleges magánhangzónak két típusa létezik, azonban a levonható 
következtetések nem egyértelmek. A magánhangzó redukciója jelezheti a hangsúly-
talan és hangsúlyos szótag közötti szembenállást is, ami az angol nyelvben szabály-
szernek tekinthet. A közép-centrális svá a hangsúlytalan alacsony nyelvállású ma-
gánhangzóból jön létre kismérték redukció során, éppen ezért nem minden magán-
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hangzó-minségbl keletkezhet. A svá nem közép-centrális variánsai a magas nyelv-
állású magánhangzókból jönnek létre a redukció során. 
Annak érdekében, hogy a svá-realizációk egységességét megvizsgáljuk, illetve 
hogy meghatározzuk, melyik magánhangzó minséghez esik a legközelebb, négy 
HMM-modellt építettünk. Három modellt készítettünk a három leggyakrabban el-
forduló magánhangzóra ,  és egy egységes modellt a semleges magánhangzóra 
“S”. A három magánhangzó-minséget és a svá-realizációkat 3-állapotú HMM-mel 
modelleztük. A tanítás során [], [], [] szimbólummal jelöltük a magánhangzókat, 
és “S” szimbólummal a svá-realizációkat. Mind a négy modellt 2, 4, 8, 16 Gauss 
kibocsátási valószínséget leíró függvénnyel tanítottuk. A legjobb felismerési ered-
ményt a 4 Gauss-os modell adta (2.a. táblázat). 
 
2.a. táblázat: Az [], [] és [] magánhangzók, és az egységes svá “S”. 
 Összesen Acc [%] 
S 140 65 
[] 167 70,65 
[] 225 75,11 
[] 115 73,04 
 
Az eredmények azt mutatják, hogy a svá magánhangzók helyes osztályozásának 
eredménye 7%-kal romlott ezzel az eljárással. A 2.b. táblázatban a négy modell té-
vesztési mátrixa mutatja, hogy a svá magánhangzó az [] modellhez van a legköze-
lebb, mivel az [] hangok 18%-át téveszti össze a rendszer a svá magánhangzóval. 
 
2.b. táblázat: Az [], [] és [] magánhangzók, és az egységes svá “S” tévesztési 
mátrixa. 
Magánhang-
zók [] [] [] [] 
[] 118 9 10 16 
[] 15 91 8 18 
[] 16 13 169 19 
[] 12 7 4 84 
A nagyobb tévesztési arány oka az lehet, hogy az [] vokális artikulációs konfigu-
rációja közel esik a semleges magánhangzóéhoz, illetve az [] idtartama alacso-
nyabb, mint az [] és [] idtartama [13, 14]. Ennek igazolására kimértük a spontán 
beszédben elforduló [], [], [] és a redukálódott magánhangzók idtartamát. A svá 
idtartama szignifikánsan rövidebb, mint a magánhangzóké. A svá magánhangzó 
idtartama átlagosan 53 ms, míg a magánhangzóké 84 ms (ANOVA: F(1, 2917 ) = 
252,757;. p = 0,000**). Ez a tendencia megegyezik a nemzetközi és hazai szakiroda-
lomban leírtakkal [4, 10, 14, 33]. 
Az adatok szerint a három magánhangzó idtartama közül az [] magánhangzóé 
áll a legközelebb a svá idtartamához. Az [] magánhangzó idtartama (77 ms) szig-
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nifikánsan rövidebb, mint az [] (83 ms) vagy az [] (90 ms) idtartama (ANOVA: 
F(2, 2313) = 19,86 p = 0,000**; csoportok közötti különbség (post hoc test) p > 
0,000**). 
A magánhangzók realizációi átfedésben vannak egymással és a redukálódott magán-
hangzókkal is az els két formánsértéket tekintve. Bondarko et al. [4] kimutatta, hogy 
a magánhangzó átmeneti része minden magánhangzó esetében meghatározható mind 
az olvasott, mind a spontán beszédben, azonban a magánhangzó tisztafázisa a spontán 
beszédben sokszor eltnik a magánhangzók redukálódása miatt. A jelen kutatás adatai 
szerint az [] magánhangzó idtartama jelentsen rövidebb, mint az [] és [] magán-
hangzóé, ami utal a magánhangzó ejtésekor bekövetkezett célalulmúlásra, ez pedig a 
magánhangzó tisztafázisának redukciójához vezethet: így az [] magánhangzó redu-
kálódása olykor ersebb lehet. Eredményeinket alátámasztja Padget [28] kutatása is, 
amelyben 9 beszél beszédében a magánhangzók redukálódását vizsgálta. Azt találta, 
hogy az [] és az [] magánhangzót nehezebben lehet elkülöníteni a többi magán-
hangzótól mind felolvasásban, mind spontán beszédben. 
3.3   A magánhangzók és a magánhangzófügg svá 
A helyettesít funkcióban realizálódott svá akusztikai képe feltételezésünk szerint 
függ az eredetileg kiejteni kívánt magánhangzó artikulációs konfigurációjától is, 
amely helyett megjelenik a beszéd során. Ha a svá realizációi függenek a helyettesí-
tett magánhangzó minségétl, akkor a svá-realizációk modellezhetek a helyettesí-
tett magánhangzó minsége mentén. A svá-realizációnak a következ alcsoportjai 
léteznek: az [] magánhangzót helyettesít svá [A], az [] magánhangzót helyettesít 
svá [E], az [] magánhangzót helyettesít svá [O]. A tanítás során [], [], []-val 
jelöltük az eredeti minségben realizálódott magánhangzókat, míg [A], [E], [O]-val a 
helyettesített magánhangzó minségétl függ svá-realizációkat. Mind a hat modellt 
2, 4, 8, 16 Gauss kibocsátási valószínséget leíró függvénnyel tanítottuk. A nyelvtan-
ban mind a hat hangmodellt egyenl súllyal szerepeltettük (azaz osztályozáskor egy-
formán valószínek voltak). A legjobb felismerési eredményt ismét a 4 Gauss-os 
modell adta (3. táblázat). 
 
3. táblázat: Az [], [], [] és az [A], [E], [O] osztályozásának eredményei. 
 Összesen Acc [%] 
[] 169 65,08 
[A] 47 68,08 
[] 227 69,60 
[E] 65 63,07 
[] 116 61,20 
[O] 29 62,06 
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Az eredmények azt mutatják, hogy az osztályozó az [] magánhangzó helyett reali-
zálódó [A] svát osztályozta a legjobb arányban. Az [] magánhangzót és az [] ma-
gánhangzó helyett realizálódott svát az algoritmus nem tudta elválasztani olyan pon-
tosan a többi modelltl. Az osztályozás legnagyobb nehézsége ebben az esetben az 
[] magánhangzó és a helyette realizálódott svá minségének variabilitása és az id-
tartamának csökkenése. A véletlen találgatásnál sokszorosan jobb eredmények min-
denesetre alátámasztják, hogy a svá realizációja helyettesít funkcióban függ a he-
lyettesített magánhangzó eredeti célkonfigurációjától. 
3.4   Veláris  palatális magánhangzó és veláris  palatális svá 
A magánhangzófügg svá jobb osztályozhatóságának vizsgálata érdekében megpró-
báltunk modelleket összevonni. Korábban megjegyeztük, hogy számos nemzetközi 
tanulmány foglalkozik a svá-realizációk csoportosítási lehetségével. A tanulmányok 
többsége a magánhangzó F2 dimenziójának és idtartamának módosulását tartja a 
magánhangzó-redukálódás akusztikai paraméterének, ezért a modelleket az F2 di-
menzióban vontuk össze. Ha a svá veláris magánhangzó helyett realizálódik, akkor a 
redukálódott magánhangzóra a veláris magánhangzó-minség lesz jellemz a svá-
realizációkon belül. Ha a svá palatális magánhangzó helyett realizálódik, akkor a 
redukálódott magánhangzóra a palatális magánhangzó-minség lesz jellemz a svá-
realizációkon belül. Elssorban a svá-realizációk palatális és veláris alcsoportjainak 
elkülöníthetségét teszteltük. Jason [18] a svá lehetséges palatális  veláris alcsoport-
ját HMM modellel tanította és tesztelte fonetikailag variábilis, angol nyelv, egy 
beszéltl származó korpuszon. Eredményei alátámasztották, hogy a svá-
realizációknak létezik egy veláris és egy palatális alcsoportja. Azt is kimutatta, hogy a 
svá magánhangzók kezdeti fázisukban különíthetek el egymástól, míg a végs fázi-
sukban nem. 
A redukálódott magánhangzók realizációiban ugyanúgy létezik veláris  palatális 
különbség, ahogy a magánhangzók realizációiban. A palatális svá realizációk az 
F1/F2 térben közelebb vannak a palatális magánhangzókhoz: magasabb F2-értékkel 
realizálódnak. 
A négy magánhangzó-minséget 3-állapotú HMM-mel modelleztük. A tanítás so-
rán VV-vel jelöltük a veláris magánhangzókat, PV-vel a palatális magánhangzókat, 
VS-sel a veláris svákat és PS-sel a palatális svákat. Mind a négy modellt 2, 4, 8, 16 
Gauss kibocsátási valószínséget leíró függvénnyel tanítottuk. A legjobb felismerési 
eredményt a 4 Gauss-os modell adta (4.a táblázat). 
 
4.a. táblázat: Az osztályozás eredményei a VV, PV, VS és PS modellekre. 
 Összesen [db] Acc [%] 
Veláris mgh. 318 56,91 
Palatális mgh. 375 53,86 
Veláris svá 76 63,15 
Palatális svá 66 40,90 
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Az eredmények azt mutatják, hogy a svá-realizációk felbonthatóak veláris és pala-
tális svá-realizációkra, amely alátámasztja a formánsok alapján leírt megállapításokat. 
Az osztályozásban a veláris svá modell adta a legjobb eredményt (63,15%). A palatá-
lis svák viszonylag alacsony osztályozási képessége azzal magyarázható, hogy a 
palatális magánhangzó realizációinak artikulációs tere jóval nagyobb, mint a veláris 
magánhangzóké, ezért jóval magasabb a realizációk variációinak a száma is (azaz a 
modell nagyobb szórást enged meg, és emiatt relatíve pontatlanabb modellezést tesz 
csak lehetvé). Az eredményeinket alátámasztják Bunnel [6] eredményei is: Bunnel 
megállapította, hogy a palatális svák felismerési eredménye jobb, mint a veláris 
sváké. Az osztályozási feladatot a veláris és a palatális svá elkülönítésére egyszersít-
ve jól látható, hogy a veláris svá felismerése sokkal biztosabb (4.b táblázat). 
 
4.b. táblázat: Az osztályozás eredménye a VS és PS modellekre környezetbl  
kiragadott modellezési technikával. 
 Összesen [db] Acc [%] 
Veláris svá 89 79,77 
Palatális svá 69 66,66 
 
Ez visszavezethet arra, hogy a veláris svá sokkal egységesebb kategóriát képez, 
ami megegyezik a nemzetközi szakirodalomban leírtakkal [11]. HarmegniesPoch-
Olivé [16] kimutatták, hogy a redukálódás markánsabban jelenik meg a palatális 
magánhangzók esetében, mint a veláris magánhangzók esetében. 
A nemzetközi eredmények és a jelen kutatás eredményei azt mutatják, hogy a 
svának helyettesít funkcióban két alcsoportja különíthet el: a palatális és a veláris 
svá. 
3.5   A modellek kiértékelése 
A jelen tanulmányban használt HMM modellek közül az egységes svát és az egységes 
magánhangzót modellez 3-állapotú HMM-ek pontossága volt a legjobb (78%), 4 
Gauss kibocsátási valószínséget leíró függvénnyel, ami azt jelenti, hogy ezekkel a 
modelleken osztályozta helyesen a legtöbb hangot az algoritmus (5. táblázat). A leg-
kevesebb helyes találatot az eredeti minség magánhangzót és a helyettesített ma-
gánhangzó-minségtl függ svát modellez 3-állapotú HMM-ek adták (69,46%). A 
veláris és palatális svákat modellez 3-állapotú HMM-ek pontossága 74%. 
 
5. táblázat: A tanított modellek pontossága. 
A tanított modellek Acc [%] 
Eredeti magánhangzó-minség és 
 a helyettesített magánhangzó-minségtl függ svá 69,46 
Veláris palatális magánhangzó és veláris palatális svá 
(monofon) 70,35 
Veláris palatális magánhangzó és veláris palatális svá (környe-
zetbl kiragadva) 74,05 
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Egységes svá és magánhangzók [],[], [] 75,86 
Egységes magánhangzó és egységes svá 78,09 
3.6   Hangsúlyos  hangsúlytalan szótagok osztályozása a magánhangzó 
minségének segítségével 
A hangsúlyos és hangsúlytalan szótagok osztályozásához gondosan felszegmentált 
anyagon, 3-állapotú HMM-eket tanítottunk. A hangsúlyos szótagokat „XA”-val, a 
hangsúlytalan szótagokat „XT”-vel jelöltük. Mind a két modellt 2, 4, 8, 16 Gauss 
kibocsátási valószínséget leíró függvénnyel tanítottuk. A nyelvtanban mind a két 
hangmodellt egyenl súllyal szerepeltettük (azaz egyenl valószínség mellett). A 
legjobb felismerési eredményt a 8 Gauss-os modell adta (6.a. táblázat). 
 
6.a. táblázat: A XA és a XT osztályozásának eredményei. 
Szótagok Összesen [db] Acc [%] 
XA 309 82,80 
XT 855 70,72 
 
Az eredmények szerint a hangsúlytalan szótagok osztályozása kevésbé pontos, ami 
arra utal, hogy ez az osztály nem egységes a modellezett szótagok hangminsége 
szempontjából. 
Az SVM-mel tanított és tesztelt magánhangzó-minségen alapuló osztályozó pon-
tossága 54%. A szókezd pozícióban lév magánhangzókat mindössze 56%-ban, míg 
a nem szókezd pozícióban lév magánhangzókat 58%-ban osztályozta helyesen az 
algoritmus (6.b. táblázat). 
 
6.b. táblázat: A szókezd és nem szókezd pozícióban lév magánhangzók  
osztályozási eredménye (Acc) SVM-mel. 
 Szókezd Nem szókezd 
Szókezd 61% 39% 
Nem szókezd 42% 58% 
 
Az SVM-mel végzett osztályozásban is a szókezd pozícióban lév magánhangzók 
eredménye jobb. 
A hangsúlytalan szótag modellezésében ronthatja az osztályozási eredményeket, 
hogy a hangsúlytalan szótagban a magánhangzó minsége nem egységes. A hang-
súlytalan szótagban a magánhangzó megjelenhet redukálódott magánhangzóként, 
illetve az eredeti magánhangzó artikulációs konfigurációnak megfelel minségben 
is. Ennek igazolására három HMM-et építettünk. A kísérlet során modelleztük a 
hangsúlyos szótagban realizálódott magánhangzót (XA), a hangsúlytalan szótagban 
realizálódott eredeti magánhangzó-minséghez közeli magánhangzót (XT) és a hang-
súlytalan szótagon megjelen redukálódott magánhangzót (XS). Ezeket a magán-
hangzó-minségeket 3-állapotú HMM-ekkel modelleztük. Mind a három modellt 
ismét rendre 2, 4, 8, 16 Gauss kibocsátási valószínséget leíró függvénnyel tanítottuk. 
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Az osztályozás nyelvtanában mind a három hangmodellt egyenl súllyal rögzítettük 
(azaz egyenl valószínség mellett). A legjobb felismerési eredményt a 8 Gauss-os 
modell adta (6.c. táblázat). 
 
6.c. táblázat. A három magánhangzó-minség (XA,XT,XS)  
osztályozási eredménye. 
Magánhangzó-
minségek Összesen [db] Acc [%] 
XA 299 80,70 
XT 646 68,80 
XS 218 73,20 
 
A modellek átlagos osztályozási pontossága lényegesen nem változott az elbbi 
esethez képest, a hangsúlytalan szótagok helyes osztályozása (közösen az XT- és az 
XS-modell) ismét közel 71%-os. A hangsúlytalan modell kettéválasztása az eredeti 
hangminséghez közeli magánhangzóra és redukálódott magánhangzóra viszont azt 
mutatja, hogy ha a magánhangzó redukálódik is, akkor valamelyest kisebb eséllyel 
osztályozza az osztályozó hangsúlyosnak. Meg kell jegyeznünk, hogy a hibák na-
gyobb része törlésbl és nem tévesztésbl származott, ilyenkor az osztályozó egy-
szeren átugrik egy szótagot (vagy ha úgy tetszik, összevonja azt az eltte-mögötte 
állóval). 
4   Következtetések 
A jelen tanulmány célja az volt, hogy a helyettesít funkcióban lév svá-realizációkat 
spektrális jellemzik alapján modellezze HMM-ekkel magyar nyelv spontán be-
szédben. 
Az elemzések során bemutattuk, hogy (i) a [] és a svá-realizációk MFC-
együtthatók alapján elfeldolgozva HMM-ekkel modellezhetek a magyar nyelv 
spontán beszédben; (ii) a svá-variációk realizációi függnek az általuk helyettesített 
magánhangzó artikulációs konfigurációjától. Ezen megállapítások igazolására hat 
különböz modellt építettünk, amelyek reprezentálták a „svá” és a lehetséges svá-
alcsoportok realizációit. Jóllehet az osztályozás során globális pontosság szempontjá-
ból a legjobb eredményt az osztatlan svá, az eredeti minségben realizálódott magán-
hangzó modellhalmaz adta, a svá-realizációk közötti leghatékonyabb osztályozást a 
veláris és palatális svá-alcsoportra épített HMM-ek adták (79%). 
A vizsgálat során összehasonlítottuk az eredeti minségben realizálódott magán-
hangzók és a redukálódott magánhangzók akusztikai szerkezetét (idtartam és for-
mánsszerkezet). Az eredmények azt mutatták, hogy az [] magánhangzó artikulációs 
konfigurációjában közelebb áll a svá artikulációs konfigurációjához a spontán be-
szédben, mint a vizsgálatban szerepl többi magánhangzó. Ennek oka az, hogy az [ 
artikulációs konfigurációja és idtartama jóval nagyobb variációt mutat, mint a vizs-
gálatban szerepl többi magánhangzóé. 
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A svá realizációk lehetséges alcsoportjait HMM-ekkel modelleztük. A hipotézi-
sünk és a nemzetközi szakirodalom szerint a svá-realizációk alapveten két csoportra 
bonthatók, méghozzá palatális és veláris svá-variációkra. Az eredmények azt mutat-
ták, hogy a svá-realizációknak ez a két alcsoportja létezik: veláris és palatális svá. 
Ennek oka az, hogy a helyettesít funkcióban lév svá függ az általa helyettesített 
magánhangzó minségétl: a veláris magánhangzó redukálódása közben megrzi az 
alapvet veláris spektrális jegyeket, ahogy a palatális svá is megrzi a palatális ma-
gánhangzó spektrális jellemzit. Ez természetesen nem zárja ki azt, hogy a svá-
realizációk esetleg más dimenziókban is elválaszthatók egymástól. 
A hangsúlyos és hangsúlytalan szótagokban realizálódott különböz magánhang-
zó-minségeket HMM-ekkel modelleztük MFC-elfeldolgozás alapján. A hangsúlyos 
és a hangsúlytalan szótagok osztályozásának eredménye 73,76% volt. A hangsúlyos 
szótagok felismerése ezen belül 82,8%-kal a leghatékonyabb volt. A svá-modell be-
építése összességében javított a hangsúlyos és hangsúlytalan szótagok csoportosításá-
ban. A magánhangzó-minséggel modellezett hangsúlyos és hangsúlytalan szótagok 
felismerésének eredménye jobbnak bizonyult a hasonló nemzetközi kutatások ered-
ményeihez képest (vö.[19, 23]). 
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Spontán beszédben rejl nem verbális hangjelenségek – 
érzelmek, hanggesztusok – vizsgálata 
Vicsi Klára, Sztahó Dávid, Kiss Gábor, Czira Anita 
Budapesti Mszaki és Gazdaságtudományi Egyetem, 
Távközlési és Médiainformatikai Tanszék, Beszédakusztikai Laboratórium, 
1111  Budapest, Sztoczek u. 2. 
{vicsi, sztaho}@tmit.bme.hu 
Kivonat: Ebben a cikkben azokat a vizsgálatokat tárgyaljuk, amelyek a spon-
tán beszéd nem verbális hangjelenségeinek a kutatására vonatkoznak. Elssor-
ban a nyelvi tartalommal együtt megjelen érzelmi, hangulati tartalom jellegze-
tességeit, feldolgozási nehézségeit tárgyaljuk, amelyek prozódiai jellemzkkel 
jutnak kifejezésre a beszédben a nyelvi tartalommal összefonódva. Továbbá 
csoportosítva tárgyaljuk azokat a nyelvi tartalomtól elhatárolt, attól független 
hangi jelenségeket, amelyek a spontán beszédben elfordulnak, és bemutatjuk 
az általunk létrehozott hanggesztustárat. 
1   Bevezetés 
Az emberi beszédkommunikációban a beszédinformáció feldolgozása két egymástól 
elkülönült módon történik. Az egyik feldolgozási mód esetében az üzenet nyelvi 
tartalmát dolgozzuk fel (verbális csatorna); a másik információfeldolgozási mód (a 
nem verbális csatorna) ahol a beszél általános érzelmi, egészségi állapotát, hangula-
tát érzékeljük [1]. Az utóbbi évtizedben óriási erfeszítések történtek a verbális csa-
torna mködésének megértésére. A nem verbális csatorna jelentsége ez idáig kisebb 
volt, és mködését kevésbé értjük. 
 
1. ábra. Az emberi kommunikáció két egymástól elkülönült feldolgozási  
csatornája. 
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Az emberi beszéddel a beszédtartalmon túl sok mást is ki lehet fejezni. Ezeket a 
beszél különböz beszédformákkal (változatok) tudja érzékeltetni. A hangszínezet, 
az intonáció, a ritmusváltozások mind széles körben használatosak arra, hogy a beszé-
l érzelmi, hangulati vagy egészségi állapotát is egyidejleg kifejezzék. 
Korábban a beszédtartalom vizsgálatakor rendszerint olvasott, vagy szépen kiejtett 
beszéd volt a vizsgálat alapja, viszont a beszédtechnológiai alkalmazásokban a való-
ságos spontán beszéd feldolgozása szükséges! 
Spontán társalgásban számos nem nyelvi elem fordul el, amelyek hozzájárulnak 
ahhoz, hogy a beszélgetpartnerek jobban megértsék egymást. A beszédkommuniká-
cióban a lelki állapot, az érzelem, az egyetértés vagy egyet nem értés közvetítése azt a 
célt szolgálja, hogy a beszélgetpartnert informáljuk, még ha ezeket az információkat 
szavakkal nem is fejezünk ki a társalgás során. A spontán társalgás jelfeldolgozás 
szempontjából történ megismeréséhez elengedhetetlenül szükséges ezeknek a nem 
verbális jelenségeknek a kutatása. 
A BME TMIT Beszédakusztikai Laboratóriumban éppen ezért, ezeket a beszédben 
rejl nem verbális információkat hordozó hangjelenségeket vizsgáljuk. Ezek a nem 
verbális hangjelenségek a következk: 
 
1. Nyelvi tartalommal együtt megjelen érzelmi, hangulati tartalom, amely pro-
zódiai jellemzkkel jut kifejezésre a beszédben a nyelvi tartalommal összefonódva. 
Ilyenek például a szomorúság, izgatottság, idegesség, vidámság stb. vagy akár az 
egyetértés és az egyet nem értés prozódiai jellemzkkel való kifejezése. 
2. A nyelvi tartalomtól elhatárolt, attól független hangi események, amelyek 
további csoportokra bonthatók: 
2.1. jelentést kifejez hangjelenségek – ezek a hanggesztusok. Ilyenek 
például a sírás, a nevetés, a különböz érzelmet kifejez felkiáltások. 
2.2. jelentéssel nem rendelkez hangjelenségek: 
2.2.1. Kitöltött szünetek 
2.2.2. Egyéb hangjelenségek, mint pl. levegvétel, hangos nyelés, 
a krákogás, köhögés, egyéb testi hangok stb. 
 
Mindezen hangesemények jelen vannak a spontán beszédben, és szerepük van az 
információátadásban. Megismerésük elengedhetetlen a természetes gépi beszéd-
elállítás és a gépi spontánbeszéd-felismerés megvalósításához. 
Ebben a cikkben összefoglaljuk azokat a vizsgálatokat, amelyek a nyelvi tarta-
lommal együtt megjelen érzelmi, hangulati tartalomra vonatkoznak, azokra, amelyek 
prozódiai jellemzkkel jutnak kifejezésre a beszédben a nyelvi tartalommal összefo-
nódva. Továbbá csoportosítva tárgyaljuk azokat a nyelvi tartalomtól elhatárolt, attól 
független hangi jelenségeket, amelyek a spontán beszédben elfordulnak, és bemutat-
juk az általunk létrehozott hanggesztustárat. Mindezen vizsgálatokhoz igen nagy 
mennyiség spontán hanganyag gyjtésére és feldolgozására volt szükség. 
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2   Módszer, adatbázisok 
Vizsgálataink során 5 különböz spontán vagy közel spontánbeszéd-adatbázist dol-
goztunk fel, amelyeket magunk vettünk fel, vagy médiából gyjtöttünk. Ezek az aláb-
biak: 
Magyar Telefonos Ügyfélszolgálati Beszéd Adatbázis (MTÜBA) 
Ügyfél és diszpécser beszélgetése került rögzítésre, az adatbázis 1100 ilyen felvé-
telbl áll. 
Maptask adatbázis 
Az adatbázis 1113 „rövid” .wav fájlt tartalmaz, 10 különböz személlyel rögzített 
spontán beszéd útkeresés témában. 
Balázs-show felvételek 
135 percnyi msorid. 44 ni és 99 férfibeszél hanganyaga került feldolgozásra. 
Joshi Bharat-felvételek 
Szintén egy beszélgets msor, 61 percnyi msoridvel. 
Mozi 
Végül pedig egy spanyol „Torrente” cím 3 részes akcióvígjátékból gesztusok és 
egyéb nem verbális hangesemények kerültek kigyjtésre. 
A hanganyagok feldolgozása frázisegységenként [2] több szinten történt (lásd 2. 
ábra). Els szinten frázisonként bejelölésre került az adott frázisban kifejezésre jutó 
érzelem. A következ szinten/eken a nyelvi tartalom került bejegyzésre beszélnként 
külön-külön. Az utolsó szinten a szövegben már csillaggal jelzett helyeknél lév 
hangi események idtartama és típusa lett bejelölve. 
 
2.ábra. Az adatbázisok többszint feldolgozása. 1. Frázisonkénti érzelembejelölés 
(N: semleges, U:szünet); 2.3. Nyelvi tartalom bejelölése; 4. Nem verbális hangi ese-
mények (T:kitöltött szünet ’t’ hang után, ÖH kitöltött szünet ’öh’-t ejtve) 
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Ezen adatbázisok vizsgálatával a társalgás során elforduló különböz nem verbá-
lis hangjelenségeket gyjtöttük, amelyeket csoportosítottunk, és akusztikailag ele-
meztünk. 
3   Nyelvi tartalommal együtt megjelen érzelmi tartalom 
Csak néhány éve kezddött meg a beszéd különböz, nem verbális tartalmának, f-
ként a hangulat kifejezésének, az érzelemnek a vizsgálata. Már korábban is érdekelte 
ez a kifejezési forma a kutatókat, de vizsgálataik során számos nehézségbe ütköztek, 
mivel a probléma igen összetett. A beszédben kifejezésre kerül érzelmek vizsgálatá-
nak számos nehézsége van, melyek közül a leglényegesebbeket az alábbiakban sorol-
juk fel. 
Statisztikai feldolgozásra, elegend érzelmet kifejez spontán beszédanyag gyjté-
se nehéz. Az irodalomban található ugyan néhány kutatási leírás, amely a beszéd 
emóciótartalmának vizsgálatával és az emóció automatikus, gépi felismerésével fog-
lalkozik, de ezek az eredmények mind laboratóriumi körülmények között elhangzó 
tiszta beszédre vonatkoznak [3, 4, 5, 6]. A publikációk legtöbbjében szimulált emó-
ciótartalmú beszédet használnak, leggyakrabban mvészek bemondásmintáit. A valós 
szituációkban elhangzó, spontán beszédre jellemz adatok jelentsen különböznek a 
színészek által produkált beszédtl [7]. A beszédtechnológiai alkalmazásokban a 
valóságos spontán beszéd feldolgozása szükséges. Az utóbbi években már megjelent 
néhány olyan publikáció, amely a spontán hétköznapi beszéd vizsgálatával [8] és 
információtartalmainak felismerésével [9] foglalkozik. 
Problémát jelent továbbá az érzelmi kategóriák változatos megjelenése a beszéd-
ben. Az emóció jellemzésére a pszichológiában, nyelvészetben és audiovizuális jel-
feldolgozásban hagyományos emóciókategóriákat használnak, úgymint boldogság, 
szomorúság, düh, meglepetés, undor. Eredetileg az MPEG-4 szabványban [10] e 
kategóriákat az arcmimika jellemzésére szolgáló virtuális paraméterek (facial 
animation parameters, FAPs) megjelenítésére használták. A beszédtechnológiai szak-
emberek ezeket a kategóriákat vették át a beszédben rejl érzelem vizsgálatára is. Ha 
ezt összevetjük a valós helyzettel, az látszik, hogy a spontán beszédben sokkal válto-
zatosabb az érzelmi kategóriák tárháza, és ezek a téma szerint ersen változhatnak is. 
Kutatási céllal a spontán beszédben leggyakrabban elforduló érzelmi kategóriákat 
gyjtöttek ki a PHYSTA 2001 adatbázisból [11]. Ez az adatbázis spontán társalgást, 
televíziós beszélgetmsorok, és különböz vallási msorok gyjteményét tartalmaz-
za (298 egység, 1 egység 10-60 s hosszú). A kiválasztott leggyakoribb érzelem és 
azok gyakorisága a 1 sz. táblázatban látható. 
1. táblázat: Érzelmek csoportosítása és gyakoriságuk a PHYSTA 2001 spontán au-
diovizuális adatbázisban. 
Címke Használati gyakoriság Csoport  
Semleges 273  Nem ersen érzelemvezérelt  
Dühös 114  Ersen negatív  
Szomorú   94  Ersen negatív  
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Örvendez   44  Nem orientáltan pozitív  
Boldog   37  Nem orientáltan pozitív 
Jókedély   26  Nem orientáltan pozitív 
Aggódó   19  Ersen negatív  
Csalódott   17  Nem ersen érzelemvezérelt 
Izgatott   17  Orientáltan pozitív  
Félelem   13  Ersen negatív  
Magabiztos   13  Nem ersen érzelemvezérelt 
Érdekld   12  Nem ersen érzelemvezérelt 
Gyengéd   10  Orientáltan pozitív 
Elégedett     4  Nem ersen érzelemvezérelt 
Szeretetteljes     3  Orientáltan pozitív 
 
További problémát jelent a beszédben kifejezésre kerül érzelmek vizsgálatánál, 
hogy a szemantikus tartalom (verbális csatorna) és a beszél hangulatának, általános 
érzelmi állapotának a tükrözdése (nem verbális csatorna) egyazon beszédfolyamat-
ban valósul meg, és a szemantikus tartalom hozzájárul a beszéd emóciótartalmának a 
felismeréséhez is. Nyelvi tartalom nélkül az emberi emóciófelismerés sem jobb, mint 
60-65%, a korábbi percepciós kutatások szerint [12]. Az említett munkában ugyan-
azon szemantikai tartalmú mondatok különböz érzelmekkel kerültek bemondásra két 
csoportban, színészekkel és átlagemberekkel (3 mondat, mondatonként 8 érzelem, 15 
személlyel). 
 
3. ábra. Az átlagemberek bemondásainak érzelmek szerinti felismerése percepciós 
teszttel mérve. 
Ezeket a mondatokat meghallgattatták érzelem szerinti megítélésre 20 személlyel. 
A szubjektív lehallgatás eredményeit a 3. ábra mutatja.  
A színészek és átlagemberek bemondásával kapott szubjektív lehallgatási eredmé-
nyek között szignifikáns eltérés nem volt. 
A helyzetet tovább bonyolítja, hogy az érzelmeinket a kommunikáció során, több 
érzékszervi csatornán keresztül juttatjuk el a másik félhez, e csatornák közül a legje-
lentsebb, a beszédhang maga, és az arcmimika (de még a testbeszéd, brpír és egyéb 
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tényezk is szerepet játszhatnak az érzelem kifejezésében). Agyunk az összes érzék-
szervi csatornán keresztül kapott információ együttesérl dönt [6]. Például egyes 
érzelmeket hallva az ember maga sem tud különbséget tenni a két érzelem között, de 
látva az arckifejezést, már könnyebben dönt. Az is megfigyelhet, hogy az ember 
érzelemfelismerési képessége csupán az arckifejezést látva meglepen jó. Az, hogy a 
hangi információ ad több információt vagy pedig a kép az érzelem felismeréséhez, az 
attól függ, hogy a hangi információban a nyelvi tartalom is benne van, vagy nincs. 
Amennyiben a hangi információ nyelvi tartalmat is ad, akkor csak hangi információ 
alapján lényegesen jobb a felismerés, mint csak az arckifejezés alapján. Ha viszont a 
hangi információ nyelvi tartalmat nem ad, pl. idegen nyelv esetén, akkor az arckifeje-
zés alapján lesz jobb felismerés [13]. 
A hang- és képinformációt kombinálva javul a legjobban a felismerés minsége, 
eddig az automatikus felismerésben a kutatóknak megközelítleg 80% körüli felisme-
rést sikerült elérniük a kombinált információ felhasználásával [5]. 
Továbbiakban célunk csak a hang alapján történ érzelem kifejezés jellemz pa-
ramétereinek a vizsgálata. A fenti felsorolt nehézségek talán magyarázatul szolgálnak 
arra, hogy az eddig elért kutatások, kizárólag hang alapján, 60% körüli gépi felisme-
rést értek el legjobb esetben is [1, 3, 6, 12]). 
3.1   Beszédérzelmek jellemz vektorai a szakirodalomban 
A gépi érzelem-felismerés során a meglév hanganyagból jellemzvektorokat nye-
rünk ki, és ezeket használjuk fel az automatikus felismer tanításához, majd ezekkel 
hajtjuk végre a felismerést. Ehhez persze tudni kell, hogy mik azok a jellemzk, ame-
lyek jól leírják az emberi beszéd érzelmi tartalmát. Tehát elször a beszédérzelem 
jellemzit kell definiálni, kategorizálni. 
A beszéd semleges érzelem kifejezésekor is rendkívül változatos, két különböz 
személy ugyanazt a mondatot másképp ejti ki, továbbá ugyanazt a mondatot, ugyanaz 
a személy sem ejti kétszer ugyanúgy. A kiejtett hangok fizikai paraméterei függhet-
nek a beszél egészségi, fizikai állapotától is (megfázás, stressz, fáradtság, torokbe-
tegségek). Mindezekhez hozzájárul még az a tény, hogy a beszél a szándékától, 
érzelmi állapotától függen is változtathat egy mondat hangzásán, ezzel is kifejezve 
érzelmi állapotát. A beszédhang fizikai jellemzi tehát ugyanannál a szemantikai 
tartalomnál is sokfélék lehetnek. 
Ez megnehezíti az érzelem gépi felismerését, hiszen meg kell tudnunk mondani, 
hogy mely változások játszanak fontos szerepet az érzelemkifejezésben, és melyek 
nem. A mai napig az ide vonatkozó szakirodalom egyik f kérdése, hogy az automa-
tikus érzelemfelismeréshez milyen jellemzket kell kigyjteni, amelyek alapján majd 
a felismerés mködni fog. 
Az irodalomban összefoglalóan az alábbi érzelmekre jellemz fizikai paraméterek-
kel találkozhatunk [14, 15]: 
Alapszint adatok a jellemzvektorokban 
Az úgynevezett alapszint jellemzk közé tartoznak a keretenkénti alaphang-
frekvenciaértékek, a hangintenzitás-értékek, valamint a beszédhangok idtartama. 
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Az alaphang ersen beszélfügg, személyenként és idben változó érték. Mégis 
az irodalomban érzelmet tükröz alapszint jellemznek tekintik. 
A beszédhangok intenzitása és annak deriváltja is fontos paraméter, kifejezi a 
nyomatékokat, a hangsúlyokat. A témával foglalkozó cikkek mind besorolják a vizs-
gálandó paraméterek közé. 
A harmadik alacsony szint jellemz a szótagok, beszédhangok idtartama. Ezek 
meghatározzák a beszéd tempóját, ritmusváltásait. 
 
Származtatott adatok a jellemzvektorokban 
A származtatott jellemzket az alapszintekbl képezzük, azok valamilyen válto-
zását, statisztikáját tekintve, melyet jellemzen egy mondatnyi hosszúságú beszédre 
számítanak ki. A cikkek szerint ezek a származtatott jellemzk meghatározzák az 
egyén beszédének prozódiai jegyeit. Információt hordoznak az intonációról, a tempó-
ról és a hangerrl. Ilyen származtatott jellemzk az alaphang és az intenzitás maxi-
muma, minimuma, átlagértéke, deriváltja, értéktartománya egy hosszabb közlésre, 
például egy mondatra. 
Újabban már a színképi jellemzket például a mel skálás frekvenciatartomány 
együtthatóit (MFCC-együtthatók) is besorolják az érzelmek jellemz paraméterei 
közé [12]. 
A származtatott jellemzk, amelyet az irodalomban mondategységekre számítottak 
ki, folyamatos spontán beszédben nem igazán vezettek eredményre, mivel a hosszabb 
összetett mondat szerkezete függvényében a mondat más-más részében jelenik meg 
az érzelem kifejezése. 
Éppen ezért, a legújabb kutatások szerint [2] az érzelem kifejezésének alapegysé-
geként a frázist tekintjük. Amennyiben frázisonként vizsgáljuk az érzelmek kifejezé-
sét, akkor nagyobb részben már ki tudjuk küszöbölni a mondat szerkezetétl való 
függést, ugyanakkor a frázis már elég hosszú beszédegység ahhoz, hogy érzelmet 
tükrözhessen. 
A kérdés tehát az, hogy milyen fizikai paraméterek és azok milyen kombinációi 
tükrözik az egyes érzelmeket a frázisokban. 
3.2   Beszédérzelmek jellemz vektorai frázisokban 
Jellemz vektorok vizsgálatát az összegyjtött 5 spontán adatbázis felhasználásával 
végeztük el. Ezeknek az adatbázisoknak a feldolgozása során már kiderült, hogy 
csupán a tiszta érzelmek jelölése sem egyértelm feladat, és rendszerint az annotátort 
a döntésben a szövegkörnyezet nagymértékben befolyásolja. Amennyiben azokat a 
prozódiai jellemzvektorokat akarjuk meghatározni, amelyek az érzelmi, hangulati 
tartalmat hordozzák a beszédben a nyelvi tartalom nélkül, akkor olyan mintákat kell 
elemeznünk, amelyek biztosan hordoznak ilyen információt. Az elemzéshez szüksé-
ges minták kiválasztása a szövegtartalomból kiragadott frázisok szubjektív lehallgatá-
sával történt. (20 egyetemi hallgató, férfiak, nk vegyesen). Azokat a frázisokat tar-
tottuk meg a további vizsgálatokhoz, amelyek esetében a hallgatók legalább 70%-a 
egy adott érzelemre ítélt. Így spontán 43 beszél 1000 frázisát választottuk ki és osz-
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tottuk be 6 különböz érzelmi kategóriába, amelyek a semleges, bánatos, haragos-
ideges, meglepett, nevetve beszél, örömöt kifejez. 
Az alapszint jellemzket vizsgálva a kiválasztott hanganyagon, az volt a tapaszta-
lat, hogy az alapfrekvencia és az intenzitás idbeli változása egy frázison belül jel-
lemz a különböz érzelmekre. 
A vizsgálati anyagban a különböz hosszúságú frázisok lineárisan vetemítésre ke-
rültek úgy, hogy mindegyik minta „n”hosszúságú lett, majd a mért adatokat 
normáltuk a frázisban mért els átlagadat értékére úgy, hogy a mintavételezési pon-
toknál mért adatokból az els minta értéke levonásra került. Végül az érzelem szerinti 
csoportok frázisonkénti értékei átlagolásra kerültek, vagyis minden érzelemre elké-
szült az adott “érzelemre jellemz átlagos hangminta-dinamika” mind alapfrek-
venciában, mind összintenzitásban. 
Az alapfrekvencia dinamikája n=19 értékek esetén a 4. ábrán láthatók, ahol az 
alapfrekvencia szórás értékei 5-10 Hz közötti értékeknek adódtak. Az alapfrekvencia 
dinamika érzelem szerint szépen elkülönül az alábbiak szerint. 
 
4. ábra. A különböz érzelmek átlagos alapfrekvencia-dinamikája. Vízszintes ten-
gelyen a mintavételezési pontok láthatók. 
Bánatos:  
Alapfrekvencia folyamatos és nagymérték csökkenését figyelhetjük meg. Majd 
körülbelül a frázis felénél, 60Hz-es csökkenés után egy stagnálást, majd a végén 
újabb csökkenést. 
Haragos: 
Az elején n az alapfrekvencia, majd folyamatosan csökken. 
Meglepett: 
Az elején nagymérték alapfrekvencia-növekedés látható, majd valamelyes csök-
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Semleges: 
Az alapfrekvencia folyamatos szabályos csökkenése figyelhet meg, bár annak 
mértéke nem igazán jelents. 
Nevetve beszél: 
Az alapfrekvencia csökkenése, majd körülbelül a frázis felétl alacsony növekedé-
se jellemzi. 
Öröm: 
Elején az alapfrekvencia lényeges csökkenése figyelhet meg a frázis felétl kö-
rülbelül 50Hz, majd utána stagnál, igen hasonlóan a nevetve beszél kategóriához. 
Tehát a kísérlet alapján kijelenthet, hogy egy frázison belül az alapfrekvencia di-
namikája jól jellemzi az érzelmeket. 
 
A kísérlet tanulsága szerint alapveten az egyes érzelemkategóriák intenzitásának 
dinamikái nem különülnek el olyan szépen, mint az alapfrekvencia változásának 
esetében, amint ez az 5. ábra alapján látható. Itt az értékek nem az els mintavételezé-
si helytl kerültek ábrázolásra, hanem a másodiktól, emiatt az utolsó mintavételezési 
hely sorszáma a 18-as. 
 
5. ábra. A különböz érzelmek átlagos intenzitásdinamikája. Vízszintes tengelyen 
a mintavételezési pontok láthatók. 
A szórásértékek körülbelül 3dB értékek voltak. Ez itt relatíve magas érték. Amit 
érdemes megfigyelni az az, hogy a „bánatos” érzelemnél jól látható és a többi érze-
lemtl elkülönült az intenzitás csökkenése, stagnálása, majd újabb csökkenése, illetve 
a „haragos” érzelemnél az intenzitás növekedése körülbelül a frázis feléig. A „semle-
ges” érzelemnél az elején kicsi növekedés figyelhet meg, majd az érték folyamatos 
csökkenése. A „nevetve beszél” és a „vidám” érzelmeknél az intenzitás folyamatos 
változása figyelhet meg. 
Az intenzitásértékek kevésbé tükrözik a különböz érzelmeket, bár azért jellemz 
dinamikajegyek az intenzitásnál is fellelhetk. 
Érzelmekre jellemz lényeges színképi változás az id függvényében a frázison 
belül nem tapasztalható, ugyanakkor egy frázisra átlagolt színképi paraméterek már 
érzelemre jellemz eltéréseket mutatnak. 
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Összefoglalva, a 43 beszél 6 különböz spontán beszédben felvett érzelmi kate-
góriáinak statisztikai vizsgálata alapján elmondható, hogy az alapfrekvencia és az 
intenzitás frázison belüli idbeli változása, valamint egy frázis egészére átlagolt szín-
képi paraméterek együttesen jellemzik a különböz érzelmeket. Az, hogy meg tudjuk 
mondani, melyik paraméter mikor és milyen súllyal járul hozzá a komplex érzelmi 
jellemzés kialakításához, még további kutatást igényel. Ezen jellemz vektorok alap-
ján végzett automatikus érzelem-felismerési kísérletekrl jelen kötetben egy másik 
cikk fog beszámolni. 
4   A nyelvi tartalomtól független hangi események 
Az 5 felsorolt adatbázisban jelölésre kerültek azok a hangesemények is, amelyek a 
nyelvi tartalomtól elhatároltan, attól függetlenül jelentek meg. Ezek a jelentést kifeje-
z hangjelenségek, vagyis a hanggesztusok, valamint a jelentéssel nem rendelkez 
hangjelenségek, kitöltött szünetek, testhangok. Bejelölésre kerültek még olyan a be-
szélget partnerektl származó hangok, amelyek nem vokális eredetek, mint például 
a csók vagy taps. Az 5 adatbázisban elforduló hangjelenségeket a 2. táblázatban 
soroljuk fel. 
2. táblázat: A nyelvi tartalomtól elhatárolt, attól független hangi események. 
Hanggesztusok Kitöltött szünetek
L – nevetés(15) A: – [A:] (25) 
S –sírás(0)  d’2 – [(ho)d’2], [(pEdi)g2], 
[(ho)d’2],   [(E)d’2],(72) 
[jO], [jOj] (15) h2 – [hA:t 2:] (47) 
[nO]!  (16) ER – er… (18) 
[(h\)u:h\O] (4) k2: – [(ki:vA:no)k2:],[(tSO)k2:], 
[(mond’u)k2:] (7) 
[h\A:t] (31) 2: – [2:] (66) 
[h\y]?, [h\yF]? (8) 2:x: – [2:x:] (15) 
yep (67) 2F: – [2F:], [2h\F:], [2yFh\:] (30) 
[F:] (9) 2: – extrém hosszú[2:] (67) 
h\F – hum! (csukott szájjal) (76) r2: – [(Omiko)r2:] (7) 
[ps]! (1) t2: – [(mEr)t2:], [(tEh\A:)t2:] (72) 
egyéb – (hahaha, há, fú, hóhó, phöhö,  
éé, hoppá, ú, húha, ajaja, háhá, nya, a, au) (36) 
 
 
Nem vokális eredet hang Testhangok 
KISS – csók hangja (3) B – böfögés (2) 
SLAP – tapsolás (2) CO – köhögés (32) 
 MO – csámcsogás (2) 
 HIC –csuklás (4) 
 BR – lélegzés (7) 
 S – szipogás (11) 
 SN – trüsszentés (1) 
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A kijelölt hangeseményeket kivágtuk és csoportokba gyjtöttük. Megadtuk a cso-
portonként jellemz akusztikai jellemzket. Így hoztunk létre egy ún. 
HANGGESZTUSTÁRAT, amelybe a hanggesztusokon kívül a 2. táblázat összes 
hangeseményét feltüntettük. A tárban a kigyjtött hangesemények gyjteménye talál-
ható, az akusztikai jellegzetességeikkel együtt, továbbá egy-egy jellemz minta hang-
képe (spektrogram, alaphang, intenzitás, dinamika, harmonikus-zörej arány dB-ben), 














Recording10-19-2009-130758ME1 0-tól 0.656-ig (s)
 
6. ábra. A [h\y] meglepdésgesztus adatai a hanggesztustárban. Balra: harmoni-
kus-zörej arány dB-ben az id függvényében, jobbra: amplitúdó-id függvény, alatta 
spektrogram. 
Távlati cél, annyi hanggesztus példa összegyjtése egy-egy fajtából, hogy alkalmas 
legyen az adott hanggesztus akusztikai modelljének a felépítésére, ami majd az auto-
matikus spontánbeszéd-felismerést fogja segíteni. 
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Érzelmek automatikus osztályozása spontán beszédben 
Sztahó Dávid, Imre Viktor, Vicsi Klára 
Budapest Mszaki és Gazdaságtudományi Egyetem 
Távközlési és Médiainformatikai Tanszék, Beszédakusztikai Laboratórium 
1111 Budapest, Stoczek utca 2. 
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Kivonat: A Budapesti Mszaki és Gazdaságtudományi Egyetem Beszédakusz-
tikai Laboratóriumában automatikus érzelemfelismerésre, valamint automatikus 
beszéddetekcióra, illetve beszédszegmentálásra irányuló vizsgálatok folynak. A 
cikk ismerteti az érzelem felismerése során felhasznált különböz akusztikai 
jellemzkkel kapott eredményeket, valamint a szupport vektor gép alapú gépi 
tanulási eljáráshoz használt spontán beszédet tartalmazó adatbázisokat. A be-
széddetektálás, illetve beszédszegmentálás eredményeinek bemutatása során 
ismertetjük a rejtett Markov-modelleken alapuló felismerési eljárást, valamint a 
felhasznált telefonos adatbázist. Célunk egy olyan detektáló eljárás kidolgozá-
sa, amelyet alkalmazva, a szegmentált beszéden a fentebb említett érzelmi osz-
tályozást el tudjuk végezni. 
1   Bevezetés 
Az automatikus érzelemfelismerés összetett probléma. Ahhoz, hogy valós idben meg 
lehessen valósítani, magán az érzelemfelismerésen kívül a beszéd valós idej detektá-
lásával és szegmentálásával is szembe kell nézni. Ennek a problémának a megoldása 
szintén kritikus fontosságú, ugyanis az elre elkészített és megfelel beszédegysé-
gekkel betanított érzelemfelismer mködése e nélkül nem megvalósítható. 
Ezért a Budapesti Mszaki és Gazdaságtudományi Egyetem Beszédakusztikai La-
boratóriumában automatikus érzelemfelismerésre, valamint automatikus 
beszéddetekcióra, illetve beszédszegmentálásra irányuló vizsgálatokat végzünk. 
Adatbázisokat hoztunk létre, szegmentáltunk, illetve annotáltunk, amelyekkel a fenti 
feladatok elvégzésére alkalmas rendszereket kísérleteztünk ki. 
Az emberek érzelemfelismerési képessége nyolc érzelem esetén (hét érzelem + 
semleges) 60-65%-ra adódik abban az esetben, amikor a nyelvi tartalom a döntésben 
nem játszik közre [1]. Ennél jobb felismerési eredményt egy géptl sem várhatunk el. 
További kérdés, hogy a felismerésben milyen akusztikai jellemzk játszanak közre. A 
cikkben az irodalomban [2, 3] megtalálható alapvet jellemzkön kívül egyéb spekt-
rális jellemzket is felhasználunk. A beszédfelismerésben leggyakrabban alkalmazott 
alapegység a szavak, illetve a mondatok szintje. Az általunk választott alapvet id-
tartam azonban a korábbi eredményeink alapján [4] a frázis. Ezen belül kívánjuk az 
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érzelmeket felismerni. Ennek megfelelen az automatikus beszéddetektáló, illetve 
-szegmentáló eljárásnál is ekkora egységet tekintünk a felismerés alapegységének. 
2   Beszéddetektálás 
A valós idej érzelemfelismerés problémája több összetevbl áll. Az audiojelben a 
spontán beszéd detektálása, valamint annak tagolása kiemelt tényez. Az általunk 
használt felismerési egység a frázis. Ebben a fejezetben bemutatjuk az automatikus 
beszéddetektáló eljárását, valamint a felhasznált adatbázist. 
2.1   Telefonsávú felvételek beszéddetektáláshoz 
A beszéddetektálási rendszer betanításához, teszteléséhez olyan beszédadatbázisra 
volt szükség, amely a felhasználási körülményekhez hasonló hanganyagot tartalmaz. 
A felhasznált adatbázist a BME Távközlési és Médiainformatikai Tanszék Beszéd-
technológiai Laboratóriumának dolgozói és hallgatói készítették mobiltelefonnal. A 
felvételeket három különböz zajszintre lehet osztani. Vannak tiszta beszédjelet tar-
talmazó, nagyjából zajmentes környezetben készült felvételek. A zajjal terhelt beszél-
getések további két részre bonthatóak: közepesen zajos, ahol a beszéd még jól érthe-
t, de különböz háttérzajok fordulnak el (autózaj, utcai zajos, háttérbeszéd); az 
ersen zajos felvételekben a beszéd már nehezen érthet. 
1. táblázat: Felvételek száma osztályok szerint. 




2. táblázat: Alkalmazott jelölések az adatbázis annotálása során. 
Sor neve Hangtípus Jelölés 
beszéd beszéd b 
nem beszéd u 
zaj gépjármzaj a 
gesztusok g 
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A felvételek a felhasználás alapján is két csoportra oszthatóak: a kötött beszédet 
tartalmazó felvételek idben jól elkülönül különálló mondatokat, míg a célzottan 
beszéddetektálásra készült felvételek egybefügg, spontán beszédet tartalmaznak. 
A felvételek annotálása során a frázisszint címkézést a Praat szoftver felhasználá-
sával végeztük el [5], amelyre egy mintát az 1. ábrán mutatunk be. A címkefájl két 
sort tartalmaz, a „beszéd” és „zaj” sávot. A beszédsávban a beszéd-nem beszéd része-
ket, és azok határait jelöltük. A zajsávban a különböz háttérzajokat és azok határait 
adtuk meg. A megkülönböztetett zajtípusokat a 2. táblázat tartalmazza. 
 
1. ábra. Példa a kézi szegmentálásra. 
2.2   Beszéddetektálási eljárás 
Az automatikus felismerés rejtett Markov-modellek segítségével történt. Ehhez a 
HTK Toolkit-et [6] alkalmaztuk, amely egy beszédfelismer keretrendszer, rejtett 
Markov-modell megvalósítással. 
Az eljárás lényege, hogy a különböz zajtípusokra, valamint a beszéd (frázis) sza-
kaszokra külön Markov-modelleket építünk, a 2.1. részben bemutatott adatbázis se-
gítségével, amelyhez elször egy akusztikai elfeldolgozást kell végezni. A 
beszéddetekció során, szintén egy akusztikai elfeldolgozás után, az egymás utáni 
idszakaszokra kapott legvalószínbb Markov-modellek alapján lehetséges a beszéd 
szakaszok határainak bejelölése. Az eljárás erssége az, hogy a felismert idszakasz 
hossza nem elre meghatározott, hanem változó hosszúságú lehet. 
Az akusztikai elfeldolgozás során a következ jellemzket használtuk fel a 3. táb-
lázatban megadott számítási paraméterekkel. Ezután a kiszámított jellemzket 50 ms-
os ablakot alkalmazva kétszer deriváltuk. A végs tanítóvektorba az alapjellemzk, 
valamint az els, illetve második deriváltak kerültek. 
A Markov-modellek építése során különböz hosszúságú (állapotszámú) modelle-
ket alkalmaztunk a beszédre, valamint a zajokra. Elkísérletek alapján beszéd esetén 
11 állapotú Markov-modelleket, zaj esetén 5 állapotú Markov-modelleket, valamint 
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csend esetén 3 állapotú Markov-modellek lettek elkészítve. Így a beszédrészeket az 
automatikus felismer nem darabolja fel apró részekre, valamint a kevesebb állapot-
számú zajmodellek segítségével a rövidebb idtartamú zajok is detektálhatóak. 
3. táblázat: Felhasznált akusztikai jellemzk. 
Jellemz Idablak Lépésköz 
Alaphang 75 ms 10 ms 




500 és 250 ms 10 ms 
 
A tanításra és tesztelésre következetesen elkülönített minták kerültek felhasználás-
ra. Ez azt jelenti, hogy minden tesztet ugyanazon mintacsoporton végeztünk el, 
amelynek mintáit véletlenszeren, de a változatosságot figyelembe véve válogattuk 
ki. Így extrém zajos, valamint normál minség, enyhén zajos (felhúzott ablak, ko-
csiban, nem kihangosítóval készült) minták is szerepeltek a tanító adatbázisban, va-
lamint a tesztel adatbázisban is. 
A minség kiértékelésére egy egyszer, a döntést meggyorsító indexet használ-
tunk. Két mátrixot számoltunk, melyekben beszúrási és tévesztési statisztikák szere-
pelnek. A beszúrási mátrix sorai azt mondják meg, hogy az eredetileg adott akusztikai 
osztálynak jelölt idintervallumok alatt hány darab jelölés található meg, tehát egy 
eredeti szakaszhoz mennyi felismert szakasz tartozik. A tévesztési mátrix sorai ehhez 
hasonlóan: az eredeti akusztikai osztály egyes intervallumaihoz mint (változó hosszú-
ságú) idegységhez vesszük az ezen intervallumok alatt lév jelölések idtartamát, 
tehát az eredeti szakaszokhoz idarányosan mennyi felismert idintervallum tartozik. 
Ezek a mátrixok azonban bizonyos esetekben elég nagyok lehetnek, például sok 
címketípus esetén. Ez azzal a következménnyel jár, hogy nehezen átláthatóak, sok 
ideig tart, míg megállapítja valaki, hogy els közelítésben mennyire jó a felismerés. 
Ennek a kiküszöbölésére, az átláthatóság kedvéért egy egyszer indexszámítást vezet-
tünk be. Ez két részbl áll: egyrészt az úgynevezett beszédindex, másrészt a zajindex. 
Ezeknek súlyozott összegébl adódik az összesített index, melyben a zajindex csak 
negyed súllyal szerepel. Ennek értelme az, hogy a végs felismerés céljából elhanya-
golható, hogy a zajt milyen arányban találjuk el helyesen, ha a beszédet viszont annál 
jobban, mivel az automatikus felismerés végs célja a beszéd detektálása. 
A beszédindex két összetevbl áll össze: beszúrási arány, valamint a tévesztési 
arány. 
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Látható, hogy a tévesztési arány maximuma 1, míg a beszúrási arány lényegében 
akármekkora lehet, így a beszédindexnek sem 100 a maximuma. Ahhoz, hogy legyen 
maximum, 100-nál törést kellett bevezetni, vagyis ha a beszúrási arány 1-nél na-
gyobb, akkor a beszédindexet maximalizáljuk. Az eredmények értékelésekor látható, 
hogy ez a változtatás a kiértékelhetséget nem rontja. 80-as beszédindex körül már 
elfogadható felismerés adódik. 
A késbbiekben egy, a zajos beszéd jelölésére szolgáló osztály ezt a számítási mó-
dot a következképpen módosította: nem számít, hogy zajos beszéd és beszéd között 
mit döntünk, így ezeket ezután egyben kezeltük. 
A zajindex az elzekben elmondottakkal azonosan kerül kiszámításra az egyes 
zajokra, majd a végs index pedig ezeknek az átlaga. Az összesített index pedig: 
 
2.3   Eredmények 
A tesztsorozat megkezdésekor a következ osztályok voltak felvéve tanításra: b (be-
széd), u (csend/szünet), a (autózaj), g (gesztus), k (háttérbeszéd), s (szélzaj), t (telefo-
nos jelzés), r (recsegés), i (sziréna). 
A szirénahangot az els teszteléskor rögtön eltávolítottuk a tanított osztályok kö-
zül, mivel összesen egyetlen hangfájlban szerepelt, és abban is rövid ideig. A p (pa-
pírzörgés) és h (ütés/ütdés) hangokat a recsegéshez vontuk, elégtelen mennyiség 
minta miatt, valamint a hangok akusztikai hasonlósága miatt. A tesztek során bevezet-
tünk egy légzés címkét is, amely a telefonban jól hallhatóan a beszéltl származó 
belégzési zörejeket fogja össze. Az 1. tesztsorozatban 100, 250, 500 és 750 millisze-
kundumos ablakokkal számolt mel-frekvenciás kepsztrális együtthatók, az intenzitás 
és az alaphang értékek szerepeltek, valamint ezek els, illetve második deriváltja. A 
legjobb eredményeket az 500 ms-os ablakmérettel számolt MFCC paraméterek esetén 
kaptuk (5. táblázat). 
4. táblázat: Osztályokhoz rendelt Markov-modellek hossza. 
Állapotszám Címkék (osztályok) 
11 állapotú modell b, k 
5 állapotú modell a, g, s, t, r, u, l 
 
A legrosszabb minség hangfájlok esetében (autóban, kihangosítóval) az osztá-
lyozási eredmények is rossz minségek lettek. Szinte egyáltalán nem ismert fel be-
szédet a rendszer ezekben a fájlokban. Ennek javítása érdekében bevezettünk egy 
zajos beszéd osztályt ("z" címkével jelölve). Az így kapott eredmények és az eredeti 
modellekkel kapott eredmények az 5. táblázatban láthatóak. 
Az osztályozás további javításának érdekében többféle megközelítés szerint igye-
keztünk módosítani a modelleket. A vélelmezett bonyolultság (akusztikai osztály 
összetettsége), az osztályozás alapján hibásnak vélt címkék, valamint az egyes hang-
minták átlagos hossza alapján hoztuk létre a modellek különböz csoportjait, ame-
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lyekhez ezután különböz állapotszámú Markov-modelleket rendeltünk. Az így ka-
pott osztálycsoportokat, valamint a hozzájuk tartozó felismerés eredményét a 6. és 7. 
táblázat mutatja. 
 
5. táblázat: A legjobb, 500 ms-os idablakkal kapott osztályozási eredmények a  
különböz indexek szerint [%]-ban. 
 Eredeti modellek esetén Zajos beszédmodell bevezetése után 
Hangfelvétel-
azonosító 
Beszédindex Zajindex Összindex Beszédindex Zajindex Összindex 
01 0,69 63,95 16,51 46,81 63,3 50,93 
02 11,36 24,29 14,59 32,74 24,29 30,6 
03 100 33,7 83,42 100 35,58 83,89 
04 83,62 29,39 70,07 68,43 29,07 58,59 
05 100 15,34 78,84 82,64 9,8 64,43 
06 98,75 22,9 79,79 98,88 23,34 79,99 
07 67,22 33,4 58,76 76,8 33,28 65,92 
08 83,61 33,1 70,98 84,22 32,71 71,34 
09 76,31 0,46 57,35 80,06 0,58 60,19 
10 84,55 36,79 72,61 88,82 38,24 76,17 
 
6. táblázat: A módosított osztálycsoportosítás eredménye. 
Állapotszám Osztályok 
14 b, z, k 
11 s, a, u 
5 g, r 




7. táblázat: A módosított osztálycsoportokkal kapott felismerési eredmény [%]-
ban. 
Hangfelvétel azonosító Beszédindex Zajindex Összindex 
01 49,65 57,96 51,73 
02 16,75 28,95 19,79 
03 100 38,34 84,58 
04 87,23 17,75 69,86 
05 82,64 8,61 64,13 
06 100 29,2 82,3 
07 65,2 30,09 56,42 
08 86,91 37,24 74,49 
09 83,24 0,58 62,57 
10 88,1 36,89 75,3 
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2. ábra. Példa az automatikus osztályozás eredményére. 
3   Érzelemfelismerés 
3.1   Érzelmi adatbázis 
Az érzelemfelismerés megvalósításához folyamatos beszélgetéseket tartalmazó spon-
tán telefonos felvételek, különböz talkshow-k felvételei kerültek összegyjtésre, 
valamint annotálásra. A folyamatos beszéd frázisegységekre lett feltagolva, a frázisok 
pedig érzelem szerint lettek annotálva, mely során a legjellemzbb érzelmi minták 
kerültek bejelölésre. A folyamatos feldolgozás során az derült ki, hogy a szövegkör-
nyezet figyelembevétele nélkül a frázis egységek érzelmi osztályozása számos eset-
ben nem egyértelm. Ezért a bejelölést végz személyeknek ezután csupán az érze-
lemmel töltött részeket kellett megjelölni, azok osztályozását külön szubjektív teszt-
sorozat során több lehallgató végezte el. Így végül 2540 érzelmes szakasz szubjektív 
lehallgatását 30 személy végezte el, amelyek után végül 43 beszéltl, összesen 985 
érzelmes szakasz lett kiválasztva, 6 érzelem szerint. A kiválasztás során csupán azo-
kat a hangmintákat válogattuk ki, amelyeknél a szubjektív lehallgatás során 70%-os 
egyezés volt a döntésekben. Az érzelmek az alábbiak voltak: semleges, szomorú, 
meglepett, dühös/ideges, nevetés beszéd közben, valamint boldog. A kategóriák kö-
zötti eloszlást a 8. táblázat mutatja. 
8. táblázat: A 30 lehallgató személy által kiválasztott érzelmes minták száma. 
Érzelemtípus Frázisok száma (a lehallgatók 




Nevetve beszél 42 
Szomorú 54 
Meglepett 43 
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3.2   Érzelemfelismerési eljárás 
Az érzelemfelismerési kísérletek során végül 4 érzelmet használtunk fel, mivel ezek-
hez volt elegend hangminta, amellyel tanítani lehetett. A 10. táblázat alapján ezek a 
következk: semleges, harag/ideges, öröm és nevetve beszél együtt, szomorú. Az 
automatikus osztályozáshoz szupport vektor gépeket alkalmaztunk, amelyhez az 
SVMLib [7] szabadon letölthet C# programozási nyelv könyvtárcsomagját hasz-
náltuk. A kísérletek célja az volt, hogy megvizsgáljuk, milyen akusztikai jellemzk 
szükségesek az érzelem felismeréséhez. 
A következ jellemzket vizsgáltuk meg: 
 az alaphang átlaga, maximuma, tartománya és szórása (jelölés: F0) 
 az alaphang deriváltjának átlaga, maximuma, tartománya és szórása (jelölés: 
F0) 
 az intenzitás átlaga, maximuma, tartománya és szórása (jelölés: EN) 
 az intenzitás deriváltjának átlaga, maximuma, tartománya és szórása (jelölés: 
EN) 
 12 mel-frekvenciás kepsztrális együttható átlaga, maximuma, tartománya és 
szórása (jelölés: MFCCi) 
 harmonicity értékek átlaga, maximuma, tartománya és szórása (jelölés: HARM) 
 
Minden jellemzt 10 ms-os lépésközzel nyertünk ki, majd frázisonként számoltuk 
ki a megfelel statisztikai jellemzt. Így egy frázisra egy ilyen érték adódott, ezekbl 
állt végül el a hangmintához tartozó jellemzvektor. 
3.3   Eredmények 
A tesztek során a következ osztályjelölések szerepelnek: harag/ideges: A, boldog: J, 
semleges: N, szomorú: S. A 9. táblázat(csoport) négy kísérleti összeállítás eredmé-
nyeit tartalmazza. 
9. táblázat: Automatikus felismerési eredmények [%]-ban négy jellemzvektor-
összeállítás esetén. 
jellemzvektor: F0, F0, EN, EN 
 
 A J N S 
A 51 15 5 4 
J 18 32 17 2 
N 6 9 57 3 
S 15 4 13 7 
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jellemzvektor: F0, F0, EN, EN, HARM, 
  
 A J N S 
A 46 13 10 6 
J 17 30 16 6 
N 7 8 56 4 
S 12 7 12 8 
Felismerési eredmény: 54,26 
 
jellemzvektor: F0, F0, EN, EN, MFCCi 
 
 A J N S 
A 57 13 4 1 
J 12 37 13 7 
N 4 12 55 4 
S 5 17 5 12 
Felismerési eredmény: 62,40 
 
jellemzvektor: F0, F0, EN, EN, HARM, MFCCi 
 A J N S 
A 61 9 4 1 
J 11 41 11 6 
N 3 12 56 4 
S 5 16 5 13 
Felismerési eredmény: 66,27 
 
A felismerési eredmények azt mutatják, hogy az alapjellemzkön kívül (alaphang, 
intenzitás) a mel-frekvenciás mel-kepsztrum jellemzk nagy szerepet játszanak az 
automatikus felismerésben. A harmonicity értékek ezt még javítani tudják. Ám mivel 
a minták száma jelenleg még nem kielégít, ezért ahhoz, hogy ezeket az eredménye-
ket megbízhatóbbá tegyük, folyamatos adatbázisgyjtés és -feldolgozás szükséges. 
Annak ellenére, hogy a tesztek során az alaphang és intenzitás értékek normáltan 
szerepeltek a jellemzvektorban, érdemes megnézni az eredményeket akkor, ha a 
hangmintákat külön válogatjuk ni, illetve férfi mintákra. Ennek eredménye látható a 
10. táblázatban. Habár a felismerés enyhe javulást mutat, a hangminták nem kielégít 
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10. táblázat: Automatikus felismerés eredménye [%]-ban ni és férfi hangminták 




 A J N S 
A 17 0 4 1 
J 1 7 2 7 
N 2 2 18 0 
S 1 5 0 14 
 




 A J N S 
A 46 6 1 0 
J 9 31 11 1 
N 1 9 40 3 
S 3 8 6 2 
 
Felismerési eredmény: 67,23 
4   Kvázi valós idej beszédfelismerési eljárás terve spontán 
beszédben 
Beszédkommunikáció közben, fként hosszú beszélgetés esetén, a beszél személy 
érzelmi állapota folyamatosan változik. Annak érdekében, hogy a beszél mentális 
állapotát követni tudjuk, a folyamatos beszélgetést szakaszokra kell tagolnunk. Jelen 
esetünkben a frázist választottuk a szegmentálás alapegységének. 
Az automatikus frázisszint szegmentálást a megvalósítandó valós idej felisme-
rben a már fentebb bemutatott beszéddetektáló végzi. Az egybeépített automatikus 
felismer blokkvázlata a 3. ábrán látható. Az ábrán a fentebb bemutatott két különálló 
felismer akusztikai feldolgozása külön szerepel, mivel azokat két különálló modul 
végzi. A végs szoftverben azonban sebességoptimalizálási célból ezt egyetlen modul 
fogja végezni. 
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3. ábra. Az automatikus érzelemfelismer blokk vázlata spontán beszéd esetén. 
5   Összefoglalás 
A cikkben bemutatásra került egy olyan automatikus érzelemfelismerési eljárás, 
amely spontán zajos környezet beszédben, valós idben képes érzelmek felismerésé-
re kizárólag a beszéd prozódiai jellemzi alapján. 
Ehhez kifejlesztettünk egy olyan rejtett Markov-modelleken alapuló eljárást, amely 
a hanganyagot frázisegységekre szegmentálja, és osztályozza beszédosztályra, vala-
mint egyéb akusztikai környezeti zajosztályokra. Így oldva meg a beszéd-nem beszéd 
detektálást és a frázisszint szegmentálást. 
A beszéddetektálási eredmények kiértékelése során megállapítható, hogy a detek-
táló eljárás alkalmazható spontán beszédre. A kapott beszédindex-eredmény nem 
kiemelkeden zajos felvételek esetén eléri a 80 %-ot, ami, ahogy az eredményeket 
bemutató ábrán is látható, elfogadható teljesítmény. 
A detektáló, fázisszegmentáló eljárást követi az érzelemfelismer eljárás. Négy ér-
zelemre szubjektív lehallgatással kiválogatott hangminták betanítása esetén a szup-
port vektor gép alapú automatikus felismer 66%-ban osztályozta megfelelen az 
érzelmes hangmintákat. 
Köszönetnyilvánítás 
Ez a kutatás a Jedlik OM-00102/2007 számú "TELEAUTO" projekt és a TÁMOP-
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Ismeretlen kifejezések és a szófaji egyértelmsítés 
Zsibrita János1, Vincze Veronika1, Farkas Richárd2 
1 Szegedi Tudományegyetem, Informatikai Tanszékcsoport 
Szeged, Árpád tér 2. 
{zsibrita, vinczev}@inf.u-szeged.hu 
2 MTA-SZTE, Mesterséges Intelligencia Tanszéki Kutatócsoport 
Szeged, Tisza Lajos krt. 103. III. lépcsház 
rfarkas@inf.u-szeged.hu 
Kivonat: A jelenleg használt magyar morfológiai elemz és szófaji egyértel-
msít eszközök számos esetben nem mködnek megfelelen, elssorban az 
ismeretlen (szótárban nem szerepl) szavak és kifejezések kezelése miatt. El-
adásunkban bemutatunk egy új (teljesen JAVA-ban implementált) szófaji 
egyértelmsít rendszert („magyarlanc”), amely a morphdb.hu nyelvi erfor-
rásra épül morfológiai elemzn és számos, ismeretlen kifejezések kezelésére 
kidolgozott szabályon alapul. 
1   Bevezetés 
Ebben a munkában bemutatjuk a magyarlanc-nak keresztelt szegmentáló és szófaji 
egyértelmsít rendszerünket. A rendszer a morphdb.hu nyelvi erforrásra [8] épül, 
de számos ponton kiegészíti (alternatívája) a hunpos rendszernek [4]. A legfontosabb 
eltérések: 
 a harmonizált KR-MSD kódrendszert használja [3], így a Szeged Korpu-
szon [1] közvetlenül tanítottuk, 
 relatív szótöveket ad eredményül, 
 teljesen JAVA nyelven implementált, így könnyen integrálható nagy 
(akár webszerver) alkalmazásokba, 
 számos szabályt tartalmaz ismeretlen kifejezések kezelésére. 
A következ fejezetekben röviden bemutatjuk az egész elemz láncot, majd az 
utolsó pontot tárgyaljuk részletesen. 
2   Kapcsolódó munkák 
Számos magyar nyelvre kidolgozott szófaji egyértelmsít rendszer látott már napvi-
lágot. A Szegedi Tudományegyetemen két szófaji egyértelmsít is készült korábban: 
egy, a rejtett Markov-modellre épül statisztikai módszer, illetve a szabályalapú 
RGLearn algoritmus [5]. A két módszert kombinálták a TnT taggerrel is: a hibrid 
algoritmus körülbelül 1%-os javulást eredményez a szófaji egyértelmsítésben a 
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Szeged Korpusz 2.0-n mérve. A BME MOKK fejlesztése a hunpos, egy ingyenes és 
nyílt forráskódú HMM-alapú szófaji egyértelmsít [4], egy nyílt forráskódú imple-
mentációja a TnT-nek. Itt az elsdleges cél az ismeretlen szavak morfológiai kódjá-
nak minél pontosabb megállapítása volt. A hunpos OCaml nyelven készült, egy ma-
gasrend nyelven, mely támogatja a tömör, könnyen érthet kódolási stílust1. A 
HuMOR morfológiai elemzre2 is épült egy ismeretlen szavakat elemz rendszer: a 
szimbolikus megszorításokon alapuló részleges elemz a Magyar Nemzeti Szöveg-
tárból3 nyert statisztikai információval egészül ki [7]. Ezen – kifejezetten szófaji 
egyértelmsítésre mint célfeladatra kidolgozott – rendszerek mellett a szófaji egyér-
telmsítt mint köztes lépést használják a magasabb rend magyar szintaktikai elem-
zk is, mint például az MTA Nyelvtudományi Intézetében magyarra átültetett NooJ4 
és a MorphoLogic kft. MetaMorpho MorphoParse-ja5. 
A bonyolultabb morfológiával rendelkez nyelvek esetében a HMM-alapú egyér-
telmsítés versenyképesnek bizonyul a többek között SVM vagy CRF módszereken 
alapuló tanuló algoritmusok jelenlegi generációjával szemben. A magyarban, mint 
más ersen ragozó nyelvekben igen fontos megrizni a részletes morfológiai infor-
mációkat a szófaji kódokban annak érdekében, hogy a magasabb rend feldolgozási 
feladatokban is hasznosíthatóak legyenek. Ez az angolban használatosnál jóval na-
gyobb kódhalmazhoz vezet (kódrendszertl függen akár 1000 körüli is lehet a cím-
kék száma az angol treebankekben rendszerint alkalmazott 36-hoz képest), azonban 
ez nem válik a tanítás és az egyértelmsítés hátrányára, noha a nem generatív model-
lek tanító folyamatát számítási szempontból megdrágítja. 
3   magyarlanc 
A magyarlanc programcsomag6 magyar nyelv szövegek alap nyelvi elemzésére 
szolgál. A csomag tisztán JAVA nyelv modulokat tartalmaz, ami biztosítja a plat-
formfüggetlenséget és a nagyobb rendszerekbe (például webszerverek) történ integ-
rálhatóságot. A csomag magában foglal egy angol/magyar nyelvdetektort, magyar 
nyelvre adaptált mondat- és tokenszegmentálót7, illetve egy szófaji elemzt. 






6 A rendszer nyílt forráskódú, a Creative Commons licenc alatt szabadon hozzáférhet: 
http://www.inf.u-szeged.hu/rgai/magyarlanc 
7 Kiindulási alapként a morphadorner rendszer szegmentálóit használtuk: 
http://morphadorner.northwestern.edu/ 
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3.1   Szófaji elemz 
A szófaji elemz (lemmatizáló és POS-tagger) a Stanford POS-tagger8 egy módosított 
változata, amely az ismeretlen szavakra a morfológiai elemz által adott lehetséges 
elemzéseket használja fel (az eredeti implementáció az ismeretlen szavakra az összes 
lehetséges morfológiai kódból választ). A POS-taggert a Szeged Treebanken [1] 
tanítottuk az automatikus morfológiai elemzéseket bemenetként felhasználva. A taní-
tás folyamán egy csökkentett MSD-kódhalmazt (42 kóddal) használtuk, hogy a lehet-
séges címkék számát kezelhet korlátok közé szorítsuk. A csökkentett kódhalmazban 
a szófaji alkategóriákat csak akkor vettük fel, ha a megkülönböztetés egyes szóalakok 
esetén szükségesnek látszott a Szeged Korpusz alapján (például megkülönböztetjük a 
fneveken belül a részes és birtokos esetben állókat). A kódhalmaz redukálásánál azt 
az irányelvet követtük, hogy a csökkentett kódkészletet használó szófaji egyértelm-
sít modul kimenete egyértelmen megfeleltethet legyen az eredeti MSD-kódoknak. 
Tehát például az Nc-sd és Nc-sg kódok redukált alakja különbözik, míg a Nc-sd és 
Nc-sd---s3 ugyanarra a kódra redukálódik, mert soha nem fordulhat el, hogy egy 
szóalaknak ez a két kód lehetséges elemzése (és a szófaji egyértelmsítnek döntenie 
kell köztük). 
3.2   Morfológiai elemz 
Ahogyan az elz fejezetben bemutattuk, azon szóalakok esetén, amelyek nem szere-
peltek a tanító adatbázisban, egy morfológiai elemz meghatározza a lehetséges 
elemzések halmazát, majd a szófaji egyértelmsít modulnak ezen halmazból kell 
választania. Az alkalmazott morfológiai elemz a morphdb.hu nyelvi erforrás [8] 
egy új változatára épül. Az új verzióban a KR és MSD kódrendszer harmonizált ver-
ziója található meg [3]. A nyelvi erforrást mint bemenetet használva, Gyepesi 
György szoftvercsomagja egy véges állapotú (karakterátmeneteket használó) automa-
tát állít el. Az elemzés eredménye egy KR-kódhalmaz, mely visszaírási információ-
kat is tartalmaz. A morfológiai kódharmonizációnak és a visszaírási információknak 
köszönheten ezek a kódok egyértelmen megfeleltethetek egy MSD-kódnak és a 
hozzá tartozó relatív szótnek. A megfeleltetést végrehajtva már közvetlenül használ-
hatjuk a morfológiai elemzt a szófaji elemz tanítására és kiértékelésére a Szeged 
Korpuszon. 
Természetesen egyetlen nyelvi erforrás sem lehet tökéletes fedés. A következ 
fejezetben bemutatunk néhány egyszer megoldást azoknak az eseteknek a kezelésé-
re, amelyekre a morphdb.hu erforrásra épül automata nem ad egyetlen morfológiai 
elemzést sem. 
                                                          
8 http://nlp.stanford.edu/software/tagger.shtml 
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4   Ismeretlen szóalakok kezelése 
Ismeretlen szóalakok kezelésére kidolgoztunk néhány egyszer megoldást (amelyek a 
magyarlanc-ba beépítésre kerültek). A Szeged Korpusz 2.5-ben 143612 különbö-
z szóalak fordul el. A morphdb.hu jelen verzióira épült automata ezeknek nagyság-
rendileg (l. következ alfejezet) 75%-ára ad legalább egy elemzést. A fejezetben 
bemutatásra kerül egyszer módszerek segítségével az ismeretlen szavak (amelyekre 
az eredeti automata nem ad elemzést) háromnegyedére kapunk elemzést. 
4.1   Tulajdonnév gazetteer a morfológiai elemzéshez 
Els lépésben megvizsgáltuk azt is, hogy milyen hatásai vannak az alap nyelvi erfor-
rás (morphdb.hu) tulajdonnevekkel történ felbvítésének, ugyanis az ismeretlen 
szavak nagy része tulajdonnév. Az alábbi táblázatban láthatóak a Szeged Korpuszon 
tanított és kiértékelt POS-tagger eredményei, amelyek csak a morfológiai elemzhöz 
felhasznált tulajdonnév gazetteerben térnek el egymástól (a kiértékelési módszertan 
pontos leírását l. az 5.3 fejezetben). 
 
1. táblázat: Különböz méret tulajdonnév gazetteerek eredményei. 
#tulajdonnév Ismeretlen szavak fnév (P/R/F) összes szófaj (P/R/F) 
498 24,79% 70,50/85,53/77,29 77,04/79,11/78,06 
339133 19,47% 72,89/88,87/80,09 79,43/79,65/79,54 
 
A felbvített alapszótárral 111199 szóalakra kapunk legalább egy elemzést 
(80,53% az ismert szavak aránya) és a szófaji egyértelmsít rendszereknek mind a 
pontosságát, mind fedését javította. Az alább bemutatásra kerül kísérleteink során 
minden esetben ezt a felbvített alapszótárból kiinduló morfológiai elemzt használ-
tuk. 
4.2   Arab és római számok 
Az ismeretlen esetek egy jelents részét az arab és római számok képezték. Ezek nyílt 
tokenosztályt alkotnak. A véges állapotú automata kiegészíthet lenne speciális álla-
potokkal és átmeneti szabályokkal ezeknek a felismerésére, ami tulajdonképpen egy 
független automatát jelentene. A magyarlanc-ban egyszer reguláris kifejezések-
kel ismerjük fel ezeket (megjegyezzük, hogy kifejezéseink nem kiterjesztettek, így 
reguláris nyelvet generálnak, azaz ekvivalensek egy determinisztikus véges állapotú 
automatával). A kidolgozott reguláris kifejezések megkülönböztetik a sorszámneve-
ket, a tszámneveket, a törtszámneveket és osztószámneveket, valamint ezek nyelvta-
ni eseteit is, és összesen 5708 szóalakra adnak elemzést (az ismeretlen szóalakok 
21,23%-a). 
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4.3   Összetett szavak 
Az összetett szavak szótárban történ felsorolása soha nem lesz tökéletes fedés, míg 
az összetétel tagjai általában ismertek (pl. szárny+fesz+táv). Elemzésükkor ki lehet 
ezt használni, oly módon, hogy ismert összetevkre bontjuk azt és ellenrizzük, hogy 
érvényes összetételrl van-e szó (például a vírusgazda szó vírusra és gazdára történ 
felbontása után mindkét összetev értelmes, de a futár fut+ár felbontása nem értel-
mes). A balról jobbra haladó véges állapotú automatás morfológiai elemzk is alkal-
massá tehetk az összetett szavak elemzésére, például ha megsokszorozzuk az állapo-
tokat és megkülönböztetjük a táv elemzéseit aszerint, hogy a szó elején vagyunk vagy 
már egy elemzett fnév vagy ige megelzi azt. 
Az általunk javasolt eljárás ennél jóval egyszerbb és hatékonyabb. Amennyiben 
egy szóalakra nincs elemzésünk, megvizsgáljuk, hogy az összetett szó-e. Ehhez meg-
keressük a szó minden lehetséges (legfeljebb háromtagú) felbontását. Azokat a fel-
bontásokat tekintjük lehetségesnek, ahol minden egyes összetevnek van legalább 
egy elemzése az eredeti automata szerint. Vannak azonban olyan 
pszeudoösszetételek, amelyek nem érvényesek. Ezek kiszrésére szakérti szabályo-
kat adtunk meg, mint például: ha az els összetevnek csak igei elemzése van, és a 
másodiknak nincs igei elemzése, akkor nem érvényes az összetétel. Az eljárás végén 
minden érvényes összetételt lehetséges elemzésként ajánlunk fel az utolsó összetev 
morfológiai kódjával, illetve az utolsó összetevt lemmatizáljuk (például a részrehaj-
lónak szóalak esetén a lemma részrehajló). 
A Szeged Korpuszon ezzel a módszerrel 12012 olyan szó helyes elemzését kaptuk 
meg a lehetséges elemzések között, amelyet az eredeti automata nem elemzett (az 
ismeretlen szavak 44,67%-a), és mindössze 1654 szóra (ismeretlen szavak 6,15%-a) 
ad a módszer helytelenül összetett szavas elemzést. 
4.4   Kötjelet tartalmazó tulajdonnevek 
Az összetételek egy speciális esete, amikor kötjellel képzünk egy ismeretlen szóból 
(általában tulajdonnév) és ismert köznévbl álló összetételt (például Bush-kormány), 
ahol tehát már nem is szükséges minden összetev „ismerete”. Egy utófeldolgozó 
lépésben minden olyan szót megvizsgálunk, amely tartalmaz kötjelet. Amennyiben a 
kötjel utáni rész egy fnév, feltehetjük, hogy ez egy tulajdonnév-köznév összetétel, 
és fnévnek jelöljük a köznév morfológiai kódjaival és relatív lemmájával (a Telenor-
csoporttal-nak Telenor-csoport lesz a lemmája). 
Hasonló módon, ha a kötjel után egy lehetséges fnévi toldalék áll, akkor feltesz-
szük, hogy a kötjel eltti rész egy tulajdonnév, és fnévnek jelöljük a toldalék által 
megadott esettel és a kötjel eltti résszel mint szót (például a Vodafone-nak szóalak 
lemmája Vodafone). Mivel az összes lehetséges fnévi toldalékot nem akartuk felso-
rolni, más módszerhez folyamodtunk: a különböz morfofonológiai osztályokra vá-
lasztottunk egy-egy fnevet (lány, némber, sün, fal, holló, felh, kalap, kert, köd, 
néni) és ellenrizzük, hogy a toldalékot a mintafnév után írva fnévi elemzést ka-
punk-e. Elfordulhatnak azonban pszeudotoldalékok is a kötjel után (például Ray-
Ban). Ezek nagy része morfofonológiai és hangrendi összeférhetetlenségi szabályok 
alapján kiszrhet. 
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A kötjeles esetek vizsgálatával a Szeged Korpuszon 1085 esetben kapunk helyes 
elemzést (az ismeretlen szavak 3,17%-a). 
5   Szófaji egyértelmsítés és többszavas kifejezések 
A szófaji egyértelmsítés kapcsán egy érdekes kérdés, hogy mi az elvárt elemzése a 
többszavas kifejezéseknek. Szemléletes példa a Magyar Nemzeti Bank frázis, amely 
egy darab fnévként szerepel a korpuszban, Np-sn MSD-kóddal. Ha az ilyen és ehhez 
hasonló kifejezések szavait külön-külön vizsgálnánk, akkor a frázis minden egyes 
szavához tartozna egy-egy lemma és az ahhoz tartozó szófaji kód. E példát vizsgálva 
a Magyar és a Nemzeti szavakra egyaránt melléknévi elemzést kapnánk (Afp-sn), míg 
a Bank egy fnévi (köznév, Nc-sn) szófaji kóddal lenne ellátva. A jelenlegi nyelvi 
elemz megoldások azt a stratégiát követik, hogy els lépésben minden tokenre meg-
határozzák annak morfológiai elemzését (a POS-tagger kimenete), majd egy késbbi 
(általában független) lépés feladata a frázisok azonosítása. 
Mivel korábbi névelem-felismerési kísérleteinkbl [2] azt tapasztaltuk, hogy a szó-
faji kódok hozzáadott információtartalma a névelem-felismeréshez elhanyagolhatóan 
kicsi, ezért egy újszer megközelítést javaslunk: els lépésben egy modul vonja össze 
a kifejezéseket, majd ezeken végezzük el a szófaji egyértelmsítést. Ily módon a 
Magyar Nemzeti Bank kifejezésrl mint egyetlen egységrl kell döntést hoznia egy 
szófaji egyértelmsítnek, ami intuitíve kézenfekvbbnek látszik (ez a szintaktikai 
egység ugyanúgy viselkedik, mint bármely más fnév). 
5.1   Frázishatárok azonosítása 
Megvizsgáltuk, hogy ha a nyelvi elemz els lépésben meghatározza a frázisokat, 
majd ezeken hajtja végre a szófaji egyértelmsítést, jobb eredményeket érhetünk-e el, 
mint a hagyományos megközelítéssel. 
A frázisok azonosításához szekvenciális tanulást (CRF, Conditional Random 
Fields [6]) használtunk. A rendszer a Szeged Korpuszban jelölt frázisokon (olyan 
termek, amelyek tartalmaznak szóközt) tanult9. A frázisok esetünkben a több tokenbl 
álló tulajdonnevek, de a módszer tetszlegesen kiterjeszthet (a tanító adatbázis mó-
dosításával), bármely, egy logikai egységet alkotó tokensorozat összevonására, mint 
például mennyiségek (3 millió Ft) vagy dátumok (2012. december 21.). 
A frázishatár-jelöl tanuló algoritmus egyszer jellemzk halmazát (kb. 100 ezer 
dimenzió) használta fel. A felhasznált jellemzcsoportok az alábbiak voltak (részlete-
sen l. [2]): 
 felszíni jellemzk (a szóalakra mint betsorozatra vonatkozó informáci-
ók) 
 környezeti jellemzk 
 gyakorisági adatok 
                                                          
9 A Szeged Korpusz 2.0-ban a több tokenbl álló tulajdonnevek egyetlen tokenként vannak 
jelölve, és a lehetséges morfológiai kódok és lemmák is frázisszinten lettek meghatározva. 
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 tulajdonnévszótárak 
 egyértelm tulajdonnevek listája 
 
Ezen egyszer jegyeknek felhasználásával már 90% körüli pontosságú eredmény 
érhet el. Az így kapott modell segítségével ismeretlen (korábban nem látott) szöve-
gekbl tudjuk detektálni az összevonandó frázisokat. 
5.2   Szófaji egyértelmsítés a frázisokon 
Ha már ismertük az összevonandó frázisokat, minden frázist lecseréltünk annak utol-
só szavára, tehát a Magyar Nemzeti Banknak-ot egyszeren Banknak-ra cseréltük. Ezt 
követte a szófaji egyértelmsítés és a lemmák meghatározása. 
Vegyük az alábbi példamondatot: Levélben fordult az Országos Magyar Méhészeti 
Egyesülethez. Egy egyszer elemzés során az eredmény: [levél/N, fordul/V, 
az/Tf, országos/A, magyar/A, méhészeti/A, egyesület/N, 
./.] lenne, melyben ugyan ha külön-külön vesszük a szavakat, akkor valóban he-
lyes az elemzés, de a valamely szervezetre utaló jelentéstartalom teljesen elvész. 
A fent ismertetett módszer alapján, ha sikerült helyesen felismerni frázisként az 
Országos Magyar Méhészeti Egyesülethez tokensorozatot, akkor az elemzés eredmé-
nye: [levél/N, fordul/V, az/Tf, Országos Magyar Méhészeti 
Egyesület/N, ./.], ahol a szervezetre való utalás nem vész el, illetve a szerve-
zetet jelöl valamennyi token egy egységet alkot, és fnévi kóddal kerül az elemzés 
eredményébe. 
5.3   Kiértékelési módszertan 
Ahhoz, hogy a standard megközelítéssel összevethet legyen a módszer, elször 
automatikusan lemmatizáltuk a Szeged Korpuszt (magyarlanc felhasználásával), 
és a szótöveken tanítottunk egy frázishatár-felismer CRF rendszert, minden egyéb 
paraméterében a korábban bemutatott módszerrel megegyez módon. Az így – immár 
lemmákon – tanult modell lemmatizált szövegek frázishatárainak meghatározására 
lesz alkalmas. 
Ebben a megközelítésben tehát elször szófajilag egyértelmsítjük a mondatokat, 
majd ennek eredményét felhasználva célozzuk meg a frázisok azonosítását (intuitíve a 
szótárakon alapuló frázishatár-felismernek jobban kell teljesítenie a szótövek isme-
retében). Az elz példa szerint, ha a rendszernek sikerül detektálnia az orszá-
gos/A, magyar/A, méhészeti/A, egyesület/N lemmasorozatot mint 
egy négy szóból álló frázist, akkor a tokensorozat a második lépésben összevonódik, 
így az a késbbiekben egy frázist fog alkotni. A frázis utolsó szava lemmatizált for-
mában fog szerepelni a frázisban, a többi token azonban az eredeti formában kerül be, 
szófaji kódként pedig a frázis utolsó tokenjének szófaji kódja kerül az elemzésbe: 
Országos Magyar Méhészeti Egyesület/N. 
Tehát a nyelvi elemzés kimeneteként mindkét módszernél szófajilag elemzett és 
frázishatárokkal annotált mondatot várunk el. A szófaji egyértelmsítt és a frázisha-
282  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
tár-felismert is a Szeged Korpusz egy véletlenül választott 80%-án tanítottuk, majd a 
kiértékelést a maradék 20%-on végeztük el. A kétfajta megközelítést két különböz 
módon értékeltük ki. Az egyik esetben a névelem-felismerésben használatos frázis-
szint pontosság/fedés/F-mértéket számoltuk ki. Ebben az esetben ha egy frázishatár 
nem jól lett meghatározva vagy annak típusa nem egyezett, azt mind hibás illesztés-
nek tekintettük. A másik kiértékelés tokenalapon történt, itt az egy egységként azono-
sított (és szófajilag egyértelmsített) többszavas frázisokat tokenekre bontottuk, és 
minden token a frázis szófaji kódját kapta meg (ezt a szétbontást az etalon és a 
predikált halmazon is végrehajtottuk). 
5.4   Eredmények 
Az alábbi táblázat tartalmazza a kétfajta frázishatár- és szófaji egyértelmsít mód-
szer eredményeit, valamint a 4. fejezetben tárgyalt utófeldolgozási lépések hozzáadott 
értékét. 
 
2. táblázat: Szófaji egyértelmsít rendszerek eredményei. 






N 83.50/92.72/87.87 90.41/95.45/92.87 
A 93.92/89.66/91.74 94.04/89.67/91.81 
összesen 88.40/89.61/89.01 90.93/90.64/90.79 
1. frázishatár 
2. POS-tagger 
N 89.00/95.07/91.93 90.49/95.75/93.04 
A 95.07/89.58/92.24 95.11/89.58/92.26 
összesen 90.38/90.27/90.33 91.06/90.79/90.93 
1. frázishatár 
2. POS-tagger 
     +utófeldolgozás 
N 88.96/95.19/91.97 90.50/96.04/93.19 
A 95.05/89.61/92.25 95.10/89.62/92.28 
összesen 92.25/90.31/90.36 91.15/90.88/91.02 
 
Az eredmények alapján mindkét kiértékel módszer szerint a frázishatárok elze-
tes detektálása, majd a frázisok egy egységként történ kezelése szignifikánsan jobb 
eredményt ér el (McNemar-teszt alapján), mint a klasszikus megközelítés. Ez els-
sorban a fnevek és melléknevek pontosságának javulásának köszönhet, ami arra 
enged következtetni, hogy a frázisösszevonásokkal sok tévesen fnév-
nek/melléknévnek jelölt tokent javítani tudunk (például a Magyar Nemzeti Bank 
esetében a két melléknévi token helyett – ha a frázishatárokat sikerül azonosítani és a 
frázist fnévnek jelölni – két fnévi jelölésünk lesz). 
Az ismeretlen szavak elemzésére adott utófeldolgozási megoldásaink hozzáadott 
értéke a végs rendszerhez a tokenalapú kiértékelés alapján szignifikáns. A fnevek 
és a melléknevek esetén ezek alkalmazásával a fedés n, míg a pontosság tulajdon-
képpen nem változik. Elbbi természetesen annak a következménye, hogy több fne-
vet és melléknevet azonosítunk utófeldolgozással, mint a nélkül. 
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6   Konklúzió 
Ebben a munkában bemutattuk a magyarlanc nyelvi elemz rendszert. Ennek 
jellegzetességei, hogy JAVA nyelven implementálódott, szabadon hozzáférhet, 
MSD-kód és relatív szót alapú, számos utófeldolgozási lépést tartalmaz ismeretlen 
szavak kezelésére, a frázishatárok felismerését is elvégzi (méghozzá a szófaji egyér-
telmsítés eltt). 
A végs rendszer a klasszikus szófaji egyértelmsít modulnál 1,3%-kal jobb F-
mértéket ér el a Szeged Korpuszon. 
Köszönetnyilvánítás 
A kutatást – részben – a TEXTREND és a MASZEKER kódnev projektek keretében 
az NKTH támogatta. 
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Obi-ugor morfológiai elemzk és korpuszok 
Fejes László1, Novák Attila2 
1MTA Nyelvtudományi Intézet 
1068 Budapest, Benczúr utca 33. 
fejes@nytud.hu 
2MorphoLogic 
1116 Budapest, Kardhegy utca 5. 
novak@morphologic.hu 
Kivonat: Cikkünkben a végéhez közeled OTKA NF 71707 projekt keretein 
belül létrehozott obi-ugor számítógépes morfológiákat, annotált korpuszokat, a 
használatukat lehetvé tev webfelületet és azokat a problémákat mutatjuk be, 
amelyek a fejlesztés során felmerültek. 
1   Bevezetés 
A kisebb uráli nyelvek veszélyeztetettek, ezért dokumentálásuk nemzetközi jelent-
ség feladat. A magyarországi uralisztika ezen a területen jelents hagyományokkal 
rendelkezik: a 19. század közepétl kezdve magyar kutatók rendszeresen gyjtöttek 
szövegeket, szótári anyagokat, és ezek alapján készítettek grammatikai vázlatokat is. 
Végéhez közeled projektünkben (OTKA NF 71707) a korábban gyjtött obi-ugor 
szövegek számítógépes feldolgozásával morfológiailag annotált korpuszokat hoztunk 
létre. 
A projekt a két obi-ugor nyelv három nyelvjárását öleli fel, és az alábbi négy f 
modulra oszlik:  
Vogul (manysi) északi nyelvjárás: Kálmán Béla gyjtése (WT) [6] 
Vogul (manysi) északi nyelvjárás: Munkácsi Bernát gyjtése (VNGY) [7] 
Osztják (hanti) szinjai nyelvjárás: Ruttkay-Miklián Eszter gyjtése 
Osztják (hanti) kazimi nyelvjárás: különböz gyjtések [12, 15, 14] 
A modulokban egy-egy gyjtés, illetve nyelvjárás feldolgozására vállalkoztunk. 
Ezt az indokolja, hogy a számítógépes elemzés megköveteli a lehet legegységesebb 
korpuszok használatát: a sokszín korpuszokhoz megengedbb elemzt kellene épí-
teni, ami viszont óhatatlanul a téves elemzések megszaporodásával járna együtt. Ép-
pen ezért minden egyes tér- és idbeli nyelvváltozathoz önálló elemzt építettünk. 
Az elkészült elemzk és korpuszok egy része már online hozzáférhet, és folyama-
tosan tesszük közzé az újabb elkészült erforrásokat [16]. 
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2   Az elemzk építése 
A hanti nyelvjárások közötti igen jelents különbségek miatt a két hanti elemzt 
egymástól függetlenül, az alapoktól építettük fel. A két manysi gyjtés esetében 
ugyanazon nyelvjárás két idben eltér nyelvállapotát két igen eltér transzkripcióval 
rögzítették: ez indokolta, hogy itt is két külön morfológiát hoztunk létre. A Kálmán 
jelen projekt keretében feldolgozott szövegeihez készült elemz esetében támaszkod-
hattunk egy korábbi projekt keretében Kálmán által máshol [5] publikált szövegekhez 
készült elemznkre. Munkácsi szövegei esetében azonban ismét az alapoktól kellett 
kezdenünk a munkát. 
A manysi elemzk ttárát az adott kiadványokhoz készült szójegyzék [6], illetve 
szótár [9] alapján készítettük el. A hanti ttárak alapjául elssorban Steinitz szótára 
[13] szolgált. A szövegek feldolgozása során az egyik legfbb problémát a szövegek 
bels inkonzisztenciája és a szótárak pontatlansága okozta. A másik probléma a 
nyelvtanok ([5, 6, 8, 12, 13]) vázlatszersége és felületessége volt: ezek ritkán adtak 
elég támpontot a morfofonológiai jelenségeknek a számítógépes implementációhoz 
szükséges pontos leírásához. Cikkünkben bvebben kitérünk néhány olyan nyelvtani 
problémára, amelyek megoldása jelents kihívást jelentett. 
A ttárak és a szövegek nagy részének digitalizálása begépelés útján történt, a 
Munkácsi–Kálmán szótárat [9] pedig (ez a Munkácsi által gyjtött és publikált szöve-
gek szóanyagát fedi le) OCR-rel digitalizáltuk. A Munkácsi–Kálmán szótárban al-
kalmazott manysi átírás számtalan szokatlan karaktert tartalmaz (magánhangzóbet-
ket több különböz ékezettel, fels indexben álló gammákat stb.), ezért az OCR prog-
ramot egyedileg kellett betanítani a feladatra. Ráadásul a szótárban szerepl dlt 
bets cirill karakterek egy része (a, c, e, m, n, o, p, x, y) megkülönböztethetetlen a 
manysi címszavakban álló dlt bets latin karakterektl, ezért ennek a megkülönböz-
tetésnek a felismerését nem bíztuk az OCR programra, hanem az összes ilyen karak-
tert cirillként ismertettük fel a programmal, és utólag automatikusan konvertáltuk 
manysi részekben álló karaktereket. Konverzió után az OCR-hibákat kézzel javítot-
tuk. A szótárban a tipográfia alapján programmal azonosítottuk a címszavakat és a 
magyar, német, illetve helyenként orosz nyelv fordításokat, a nyelvjárásra vonatkozó 
adatokat, így képezte a szótár a Munkácsi-szövegek feldolgozására készül manysi 
elemz ttárának alapját. A szótár és Munkácsi szövegkiadásai más manysi nyelvjá-
rások szóanyagát is tartalmazzák. Jelen projektben azonban csak a legbvebben ada-
tolt északi nyelvjárás feldolgozására vállalkoztunk. 
3   A morfológiai elemzk jellemzi 
A projekt keretében elkészült morfológiai elemzk mindegyike a MorphoLogic Hu-
mor elemzmotorjára épül. A morfológiai adatbázisok létrehozására a korábban már 
számos más nyelv (elsként a magyar) számítógépes morfológiájának létrehozásához 
használt morfológiaiadatbázis-leíró keretrendszert használtuk ([10, 11]). A Humor 
elemz morfémaallomorfok felszíni alakjainak egy véges állapotú automata által leírt 
szónyelvtannak és a lokális szomszédossági megszorításoknak is megfelel sorozatait 
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ismeri fel a bemenetén kapott szóalakban, és az ezeknek megfelel morfémasorozato-
kat jeleníti meg elemzésként. A rendszert kiegészítettük egy olyan mechanizmussal, 
amely az eredetileg a morfológia forrásttárában tárolt különböz nyelv glosszákat 
is az elemzésekhez csatolja, így a rendszer egyben szemantikai címkézést is végez. 
Az elemzkhöz készített webes felületen így az elemzések magyar és angol (illetve a 
manysi elemzk esetében emellett még német) nyelv glosszákkal együtt jelennek 
meg. Ez lehetvé teszi, hogy a szövegeket a nyelvet nem beszél kutatók is értelmez-
ni, illetve egyértelmsíteni tudják. 
A keretrendszerben a tövek és a toldalékok leírására különböz formalizmus szol-
gál, de mindkettben általában csak morfémák és megjósolhatatlan lexikai jegyek 
redundanciamentes leírása szerepel. Az elemz által használt allomorfokat és a mor-
fok szomszédossági megszorításait leíró teljes jegyegyütteseket az elemz 
lexikonának kompilálásakor a keretrendszer állítja el a morfológia forrásának részét 
képez szabályrendszer felhasználásával. A forráslexikonban allomorfok, illetve 
toldalékolt alakok csak akkor szerepelnek, ha olyan mértékben rendhagyóak, hogy 
szabállyal való elállításuknak nem láttuk értelmét. 
A jelen projekt keretében feldolgozott nyelvek és korpuszok esetében azonban jó-
val gyakoribb eset volt, hogy a lexikonba allomorfokat, írásváltozatokat kellett fel-
vennünk, mint például a sztenderd mai magyar szövegek elemzésére készített elem-
znk esetében, mert itt nagyságrendekkel több a lejegyzési következetlenség, illetve a 
nyelvek kevésbé sztenderdizált voltából adódóan is jóval nagyobb a változatosság. 
Az alábbi táblázat ezt szemlélteti. 
 
elemz lexikálisan megadott allomorffal vagy  
toldalékolt alakkal rendelkez tövek aránya 
mai magyar: 274/139859 0.20% 
manysi WT 475/4209 11.29% 
manysi VNGY 3705/16526 22.42% 
szinjai hanti 314/2606 12.05% 
kazimi hanti 301/1958 15.37% 
 
A következ táblázatban összefoglaltuk az egyes nyelveken, nyelvváltozatokon 
rendelkezésünkre álló, illetve feldolgozott korpuszok és az elkészült elemzk meny-
nyiségi jellemzit.  
 
Nyelv korpusz tlexikon toldaléklexikon 






  zárt nyílt zárt nyílt   





909 15617 1900 34665 297 2944 
szinjai hanti 151500 
(6539) 
256 2350 615 7894 140 813 
kazimi hanti 19228 209 1749 689 6756 150 1491 
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A táblázatban külön oszlopban soroltuk fel a nyílt (fnév, melléknév, ige, határo-
zószó) és a zárt szófajosztályokba (többi szófaji kategória) tartozó tövek számát. A 
tövek elkülönült jelentései külön tételként jelennek meg a ttárakban. A táblázatból 
kitnik, hogy a hanti elemzk esetében az egyes morfémáknak átlagosan több mint 3 
allomorfja van, ami az alább részletezett szótagszerkezeti megszorításokból, az azok 
megvalósítására a beszélk által alkalmazott stratégiák változatosságából, valamint a 
lejegyzésekben tapasztalható ingadozásából adódik. A megadott korpuszméreteknél 
néhol szerepl zárójeles szám egy olyan alaposabban ellenrzött részkorpusz méreté-
re utal, amelyeken belül igyekeztünk minden lejegyzési hibát kijavítani, és az elemz 
által teljes lefedést biztosítani. 
A toldaléklexikonokban toldalékkapcsolatok is szerepelnek, illetve az 
inflexióstoldalék-sorozatok nagy részét a keretrendszer offline kigenerálja, így az 
elemz gyorsabban mködik, mert a teljes sorozatot egy lépésben találja meg elem-
zéskor a lexikonában. Ebbl adódik a mögöttes toldalékok és az elemz kigenerált 
allomorflexikonjának mérete közötti sokszoros különbség. 
4   A morfológiai elemzk jelentsége 
A morfológiai elemzk használatával elállítható, morfológiailag annotált korpuszok 
jelentségérl itt nem kívánunk szólni, ezek haszna minden szakmabeli számára nyil-
vánvaló. Azt azonban jeleznünk kell, hogy a projekt sajnos még nem foglalta magá-
ban egy komplex korpuszkezel fejlesztését, így az ilyesféle lehetségek – például 
kifinomult keresrendszer hiányában – korlátozottak. 
Fontosnak érezzük azonban szólni a morfológiai elemz fejlesztése során nyert ta-
pasztalatok jelentségérl. 
Az obi-ugor nyelvek kutatásának lehetségei – bár ma is él nyelvekrl van szó – 
nagyjából a holt nyelvek kutatásának lehetségeihez hasonlíthatók. Él nyelvhez 
hasonlóan csak az éppen terepen lev nyelvész kutathatja, ilyen jelleg munkára 
azonban ritkán nyílik alkalom, s mivel a terepmunkás is tisztában van az alkalom 
különleges voltával, idejét leginkább nyelvi anyag (szövegek) rögzítésére fordítja. 
Maga a nyelvészeti kutatás elssorban ezekre a szövegekre épül, azaz az obi-ugor 
nyelvészet szorosan összefonódik az obi-ugor filológiával. Mivel egy-egy nyelvjárás-
ról, illetve annak idbeli állapotáról mindig igen korlátozott adatunk van, és az egyik 
nyelvjárásban vagy állapotban megfigyelt szabályszerségeket nem vetíthetjük át 
automatikusan más nyelvjárásokra és állapotokra, az adatok kezelése nagy óvatossá-
got és pontosságot igényel. 
A számítástechnika eltti korszakban az adatok gyjtése, kezelése, feldolgozása 
rengeteg hibalehetséget rejtett magában. Nem csupán az adatok rögzítésekor kerül-
hetett hiba a rendszerbe, az adatokat is kézzel másolták, a sajátos jelek kezelése a 
nyomda számára is nehézséget jelentett. A hibákat nehéz volt kiszrni, hiszen a ki-
adott szövegekben, a szótárakban és a nyelvtanokban szerepl adatok többé nem 
„találkoztak” egymással. Egy lexikai jelleg tanulmány már nyilvánvalóan a szótárra 
épült, nem ment vissza a szövegekhez. Azok a hibák, melyek a szövegek feldolgozá-
sakor és a szótár készítésekor keletkeztek, torzították a nyelvrl alkotott képet. 
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A számítógépes morfológiai elemzk nagy elnye, hogy a korpuszban és a ttá-
rakban lev adatok, illetve az explicit módon, képletszeren megfogalmazott 
morfofonetikai és morfológiai szabályok interakcióban vannak egymással, a közöttük 
lev ellentmondások az esetek nagy részében szükségszeren nyilvánvalóvá válnak. 
Az általunk épített manysi elemzkben mindig az adott szövegkorpuszhoz kiadott 
szójegyzékeket, illetve szótárat használtuk. Mindhárom esetben kiderült, hogy a szó-
jegyzékek, illetve a szótár hibásak, illetve hiányosak. A szavak nem ugyanabban az 
alakban szerepelnek a szótárban, mint a szövegekben (jellemz például a magán-
hangzók hosszúságának eltér jelölése, de gyakori a puszta helyesírási következetlen-
ség, pl. a kötjel használatában való ingadozás is), vagy nem szerepel a szövegben 
elforduló összes alakváltozat. Egyes szavak teljesen hiányoznak, különösen gyakori 
ez a képzett szavak esetében (olyanoknál, melyek alapszava szótározva van), illetve a 
tulajdonneveknél. Vannak esetek, amikor a szótár szerint a szó nem dokumentált az 
általunk vizsgált északi nyelvjárásban, szövegeinkben azonban mégis szerepel. Az 
összetett szavak szótározása is meglehetsen rapszodikus: egyes transzparens összeté-
telek szerepelnek a szótárban, miközben sajátos jelentés összetételek hiányoznak. 
Az elemzk fejlesztése során véletlenül bukkanunk olyan esetekre, amikor a szó 
ugyan szótározva van, de nem minden, a szövegekben dokumentált jelentésében. Az 
ilyen esetek módszeres felderítésére majd a teljes korpuszok egyértelmsítése fog 
lehetséget teremteni. 
A hanti korpuszok esetében a feldolgozott szövegekhez nem készültek szójegyzé-
kek, ezeket mi magunk hozzuk létre. A Steinitz-féle szótárral [13] való egybevetés 
ugyan fontos szerepet játszott, de mindkét korpuszunkban jócskán találtunk olyan 
töveket, melyek Steinitznél nem, vagy más alakban szerepeltek. 
Pusztán az a tény, hogy a szövegek digitalizálva vannak, lehetséget teremt a le-
jegyzés egyenetlenségeinek korrigálására. Így például az alakváltozatok megjelenésé-
nek aránya utalhat arra, hogy mikor lehet szó valódi alakváltozatokról, és mikor való-
színbb, hogy egyes írott „alakváltozatok” csupán sajtóhiba eredményei. A szöveg 
feldolgozásának késbb stádiumában más lejegyzési egyenetlenségek kiküszöbölésé-
re is sor kerülhet, így például a hol külön, hol összetett szóként leírt szószekvenciák 
lejegyzése egységesíthet. A szövegek digitalizálásának köszönhet, hogy felfedez-
tük: a Munkácsi–Kálmán szótárban [9] olyan szóalakok is szerepelnek, amelyek a 
szövegben [7] nem – ezek felteheten Munkácsi kéziratos cédulaanyagából kerültek a 
szótárba. Ennél azonban sokkal érdekesebb, hogy a szótárban olyan példamondatok is 
vannak, melyek a kiadott szövegekben nem lelhetk fel. Ennek alapján azt gyanítjuk, 
hogy Munkácsi cédulái jelents korpuszt, ha nem is szövegeket, de elszigetelt monda-
tokat tartalmaz. Okkal feltételezhetjük, hogy ezen példamondatoknak töredéke került 
csak be a szótárba. Sikerült tehát (újra)felfedeznünk egy olyan 19. századi manysi 
forrásanyagot, mely idközben kiesett a kutatás látókörébl, és a morfológiai elemzés 
fejlesztése nélkül talán örökké „elveszett” volna. A cédulaanyag ilyen típusú feldol-
gozására egy további projekt folyamán kerülhet sor, mindenesetre ezt is feladataink 
között tarjuk számon. 
A morfológiai elemz építése során ersen támaszkodtunk a szóban forgó nyelvjá-
rásokat leíró nyelvtani vázlatokra. Ezek – érthet módon – nem olyan egzakt leíráso-
kat tartalmaznak, melyek azonnal alkalmasak szabályokba kódolásra, de mindeneset-
re jó kiindulópontul szolgálnak. A morfofonológiai váltakozások közül az obi-ugor 
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nyelvekben a legjelentsebbek a jól formált szótagok építését célzó szabályok. Ezt 
minden nyelvváltozatban vegyes stratégiával érik el: részben mássalhangzók törlésé-
vel, részben magánhangzók (elssorban svá) betoldásával. A helyzetet nagyban bo-
nyolítja, hogy a szonoránsok eltti svábetoldás helyett gyakran a szonoráns válik 
szótagalkotóvá – legalábbis a lejegyzésben ez szerepel. Vannak azonban helyzetek, 
amikor a lejegyzés sem a svá betoldását, sem a szonoráns szótagalkotóvá válását nem 
jelzi. Kezdetben azt feltételeztük, hogy ezekben az esetekben egyszeren a lejegyzés 
pontatlanságáról van szó. 
Késbbi megfigyeléseink azonban ezt megkérdjelezik. Nem egy esetben svá eltt 
a tnek az az alakváltozata jelenik meg, amelynek szabályszeren magánhangzóval 
kezdd toldalék eltt nem lenne szabad megjelennie. Úgy tnik, a rosszul formált 
szótagszerkezet kiküszöbölésére két szabály is aktivizálódik, holott az egyik bven 
elegend lenne. Ennek megfelelen az elemzben azokat a toldalékokat, amelyek 
szonoránssal kezddnek, akár svá-betoldásos alakjukban, akár svá nélkül jelennek 
meg, sem magán-, sem mássalhangzós kezdetként nem jelöljük meg, így mindkét 
talakváltozathoz kapcsolódhatnak. 
Más esetekben viszont nem toldódik be svá, a tnek mégis az az alakváltozata je-
lenik meg, amelyet csak magánhangzós toldalékok eltt várnánk. Nehéz eldönteni, 
hogy ilyen esetekben nem egyszer sajtóhibáról van-e szó. Amióta azonban felfigyel-
tünk a problémára, több független forrást is felfedeztünk, melyek azt a benyomásun-
kat ersítik meg, hogy ez igenis elfordulhat. Pillanatnyilag azt a megoldást követjük, 
hogy a mássalhangzóval kezdd toldalékok eltti mássalhangzókapcsolat-
egyszersödések fakultatívak: az elemzéskor nem várjuk el a svá-betoldást, ám a 
szóalak-generátor a svát mindig betoldja. 
Elképzelhet azonban, hogy szabályaink túlságosan megengedek. Elfordulhat 
például, hogy az általunk homonimként kezelt toldalékok a morfofonológiai váltako-
zásokban eltér viselkedést mutatnak. Ezt azonban csak a kutatás egy késbbi szaka-
szában, az egyértelmsítés elvégzése után lehet vizsgálni: az, hogy valójában melyik 
morfémának milyen allomorfjai jelenhetnek meg a különböz környezetekben, csak a 
már egyértelmsített szövegeken vizsgálható. Ám ekkor sem lesz könny elkülöníteni 
a sajtóhibákat a valódi alternánsoktól. 
Az els obi-ugor elemz készítése során elssorban a nem els szótagban található 
magánhangzók minsége, illetve a svá betoldása és be nem toldása kapcsán vetett fel 
kérdéseket. A problémák megoldása céljából több kutatás indult el, köztük akusztikai 
vizsgálatok is: ezekrl több eladás és cikk is született ([1, 2, 3, 4]). A jelenlegi prob-
lémák inkább fonológiaelméleti kérdéseket állítanak a központba: hogyan lehetséges 
az, hogy miközben egy nyelv radikális váltakozásokat vezet be a rosszul formált 
szótagok kiküszöbölésére, ezzel egy idben nagyfokú toleranciát is mutat ezen rosz-
szul formált alakokkal szemben. E kérdéssel kapcsolatban is újabb tanulmányok sora 
várható. 
5   Online morfológiák 
A projekt keretében készült morfológiák és a korpuszt alkotó szövegek a projekt 
végére webes felületen keresztül válnak elérhetvé [16]. Az elemzk esetében a kivá-
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lasztott szöveget a megfelel ablakba másolva a felhasználó megkapja a szövegben 
szerepl szavak lehetséges morfológiai elemzéseit és az elemzésekben szerepl t-
morfémák jelentését. Virtuális billentyzet segítségével maga is gépelhet be szövege-
ket. Az elemzéseket megjelenít webes felület egyben kézi egyértelmsít eszközként 
is szolgál: a többértelm szavak elemzései pop-up ablakban jelennek meg, ha az ege-
ret egy többértelm szó fölé mozgatjuk, ezek közül egérrel választhatunk. Az elké-
szült elemzések, illetve azok egyértelmsített változata elmenthet, az elmentett vál-
tozatot a böngészbe betöltve, az esetlegesen félbehagyott egyértelmsít munka 
késbb folytatható. 
A webes felületen keresztül nemcsak morfológiai elemzk, hanem szóalak-
generátorok is elérhetk az egyes nyelvekhez. Az alábbi képernyképek illusztrálják 
a szövegbeírás, a virtuális billentyzet, az egyértelmsít felület és a szóalak-
generátor használatát. Ha egy adott morfémasorozat több formában is megjelenhet, 
akkor a generátor kimenete az elemz többértelm kimenetének megjelenítéséhez 
hasonlóan jelenik meg a webes felületen, a lehetséges szóalakváltozatok itt is az 








1. Bakró-Nagy M., Fejes L.: Schwa or not schwa? Synchronic and diachronic speculations on 
an Ob-Ugric vowel. FUSAC, Vancouver. 2008. június 8. 
2. Fejes L.: A vogul morfológiai elemz(k) felé. Fonológiai és morfológiai megfigyelések. 
Obi-ugorok a 21. században (CD-ROM). MTA Nyelvtudományi Intézet, Budapest (2006) 
http://fgroszt.nytud.hu/publikaciok/obi-ugorok/text/nyelv2.html 
3. Fejes L.: Az északi-manysi vokalizmus néhány kérdése. MTA Nyelvtudományi Intézet, 
2008. május 8. http://nytud.hu/~fejes/pdf/manysiV/manysi_V-k_ea.pdf 
4. Fejes L.: On the acoustics of the Northern Mansi Vowel System. Posztereladás a 17. 
Manchesteri Fonológiai Találkozón. 2009. május 29. 
 http://fgrtort.nytud.hu/images/stories/fejes/fejes_manchester_poster.pdf 
5. Kálmán B.: Chrestomathia Vogulica. Tankönyvkiadó, Budapest (1989) 
6. Kálmán B.: Wogulische Texte mit einem Glossar. Akadémiai Kiadó, Budapest (1976) 
7. Munkácsi B.: Vogul népköltési gyjtemény. 1–4. Budapest (1892–1921) 
8. Munkácsi B.: A vogul nyelvjárások szóragozásukban ismertetve. Budapest (1894) 
9. Munkácsi B., Kálmán B.: Wogulisches Wörterbuch. Akadémiai Kiadó, Budapest (1986) 
10. Novák A.: Milyen a jó Humor? In: Magyar Számítógépes Nyelvészeti Konferencia 
(MSZNY 2003). Szegedi Tudományegyetem, Szeged (2003) 138–145 
11. Prószéky G., Novák A.: Computational Morphologies for Small Uralic Languages. In: 
Arppe, A., Carlson, L., Lindén, K., Piitulainen, J., Suominen, M., Vainio, M., Westerlund, 
H,. Yli-Jyrä, A. (szerk.): Inquiries into Words, Constraints and Contexts. Festschrift in the 
Honour of Kimmo Koskenniemi on his 60th Birthday. Gummerus 
Printing, Saarijärvi/CSLI Publications, Stanford (2005) 116–125 
12. Rédei K.: Nord-ostjakische Texte (Kazym Dialekt) mit Skizze der Grammatik. 
Vandenhoeck and Ruprecht, Göttingen (1968) 
13. Steinitz, W.: Dialektologisches und Etymologisches Wörterbuch des Ostjakischen Sprache. 
Akademie-Verlag, Berlin (1966) 
14. Steinitz, W.: Ostjakologische Arbeiten. Beiträge zur Sprachwissenschaft und Ethnographie. 
Herausgegeben von Gert Sauer und Renate Steinitz. Bd. I–IV. Akadémiai Kiadó – 
Akademie-Verlag, Budapest – Berlin (1980) 
15. , . . (.): -  ` ... (`  -  
...)   `  `` ` ` 
`.  »``«, -` (2002) 
16. http://www.morphologic.hu/urali/index.php 
292  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
A magyar frazeológiai adatbázis létrehozása és az ebbl 
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Kivonat: A munka során létrehozott magyar frazeológiai adatbázis lineáris el-
rendezés frazémagyjtemény, a definícióikkal együtt tartalmazza a magyar 
nyelv leggyakoribb kollokációit, szólásait, közmondásait és helyzetmondatait. 
E gyjteménybl a definíciók elemzésével, kulcsszavak felhasználásával gépi 
transzformációval állítottuk el a frazémák szinonimikus elrendezését. A 
transzformáció során els lépésként a frazémadefiníciókat tanulmányoztuk, és 
definiáltunk 850 kulcsfogalomsort, melyek mindegyike 2-8 szinonim szó alko-
tott. Az egyes kulcsfogalomsorok alá a frazémák besorolását úgy végeztük, 
hogy a kulcsfogalomsor szinonim szavait illesztettük az egyes frazémák definí-
ciójára. Az automatikus elrendezést manuálisan javítottuk és finomítottuk (pl. 
az aspektusbeli jellemzk figyelembe vételével). 
1   Bevezetés 
Korábbi cikkünkben bemutattuk a magyar szavak jelentéshasonlóságának automati-
kus feltérképezési lehetségeit [3]. Jelen cikkünkben frazémák hasonló osztályozásá-
ra tett kísérletünket vázoljuk fel. Az automatikus szövegfeldolgozás nem nélkülözheti 
a szavaknál nagyobb lexikai egységek, a frazémák helyes kezelését. Frazéma gyjt-
fogalom alatt értünk minden olyan többelem szósort, melynek szavai együttesen 
mást jelentenek, mint várnánk a szavak puszta kompozíciójából. A régebbi magyar 
szakirodalom terminológiája nem volt egységes, számos elnevezés volt használatos: 
közmondás, példabeszéd, közbeszéd, közmondat, közszólás, közhasonlat, közpéldabe-
széd, közpéldaszó, példaszó, példázat, aggszó, rólabeszéd, szólásmód, szójárás, szó-
lásmondás, szokásmondás, mondás, ahogy erre Tolnai Vilmos felhívja figyelmünket 
[10]. Voigt Vilmos A magyar folklór cím könyvben a Kisepikai mfajok között 
tárgyalja a szavaknál nagyobb nyelvi egységeket, és a néprajzi szakirodalomban be-
vett proverbium terminust használja [11]. 
Az ezredforduló után szerencsés módon szinte egy idben több magyar 
frazémaszótár is napvilágot látott [2, 4, 5, 9, 8]. A puszta leltározást többirányú fel-
dolgozásnak kell követnie. Az egyik lehetséges feldolgozás a magyar frazémakincs 
szinonimikus elrendezése. Erre a feladatra Tolnai Vilmos már 1935-ben felhívta a 
figyelmet ezekkel a szavakkal: ,,A szóláskutatás feladata … a hasonlóértelm szólá-
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sok csoportosítása, a szólás-szinonimika, melyben nem az alak, hanem az alkalmazás 
jelentése az osztályozás alapja, pl.: halálos beteg: nem sokáig viszi, hálni jár belé a 
lélek, nem lesz többé ember belle, ütött az utolsó órája.’’ [10]. A szerz még a 
frazémák fogalomköri elrendezését is sürgeti ezekkel a szavakkal: ,,Feladatunk a 
fogalmi körök szerint való csoportosítás. Pl.: szólások háziállatainkról; az év napjai-
hoz fzd mondások; az idjárás jóslatai; a mveldéstörténet tárgyi csoportjai.’’ 
[01]. Az ilyen jelleg hiányt az elméleti háttér feltárása után [1] pótolták a Bárdosi 
Vilmos szótáraiban található fogalomköri mutatók [2, 4]. 
2   A frazéma-adatbázis létrehozása és jellemzje 
A magyar frazeológiai adatbázis több mint 25.000 frazémát tartalmaz, két nagy gyj-
temény [2, 4, 7] frazémáinak összefésülésével hoztuk létre. E lineáris elrendezés 
gyjtemény a definícióikkal együtt tartalmazza a magyar nyelv leggyakoribb 
kollokációit, szólásait, közmondásait és helyzetmondatait. 
 
A magyar frazéma-adatbázis szerkezete 
 
1. a frazéma; 2. a frazéma típusa [egyszavas ekvivalenssel rendelkez szókapcsolat | 
kollokáció | helyzetmondat | szólás | közmondás]; 3. a stílusminsítés [bizalmas | 
durva | gúnyos | hivatalos | népi | régi | ritka | rosszalló | szépít | szleng | tájnyelvi | 
tréfás | választékos]; 4. a definíció 
 
A frazémák típusának jelzése 
 
A frazéma-adatbázisban megjelöltük a frazéma típusát. Az alábbi kategóriákat hatá-
roztuk meg, és megadjuk, hogy az adott kategóriából kerekítve hány darab található 
az adatbázisunkban. 
 
EK – Szókapcsolat, melynek van egyetlen szóból álló ekvivalense (260 darab) 
Pl.: gazdasági növény: haszonnövény 
költöz madár: vándormadár 
Krisztus földi helytartója: pápa 
 
KO – Kollokáció (1650 darab) 
Pl.: elveszti a fogadást 
kezet fog <vkivel> 
szoros eredmény 
 
HMO – Helyzetmondat (4300 darab) 
Pl.: Eszed tokja! 
Meglesz ennek még a böjtje! 
Sokra megyek vele! 
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HMI – Helyzetmondat alesete, mely az írott nyelvhasználatra jellemz (15 darab) 
Pl.: Isten dicsségére állíttatta: 
Kihajolni veszélyes! 
Minden külön értesítés helyett. 
 
HMM – Helyzetmondat alesete: népmesékre jellemz fordulat (10 darab) 
Pl.: Boldogan éltek, míg meg nem haltak. 
Hol volt, hol nem volt. 
Szerencséd, hogy öreganyádnak szólítottál. 
 
MSZ – Helyzetmondat alesete: megszólítás, köszönés (60 darab) 




SZO – Szólás (18850 darab) 
Pl.: a szavakon lovagol 
egy húron pendül <vkivel> 
szélmalomharcot folytat 
 
SZH – Szólás alesete: szóláshasonlat (750 darab) 
Pl: Áll, mintha gyökeret vert volna a lába. 
Úgy hasonlítanak egymásra, mint két tojás. 
Olyan a bre, mint a rinocérosznak. 
 
KM – Közmondás (950 darab) 
Pl: A rest kétszer fárad! 
Ahol nincs, ott ne keress! 
Reggeli vendég nem sokáig marad (népi) 
 
A stilisztikai minsítések 
 
A frazéma-adatbázisban, ahol szükséges volt, a frazémákat stilisztikai minsítéssel 
láttuk el. Az alábbiakban közöljük a leggyakoribb minsítéseket, példákkal, és feltün-
tetjük, hogy az adott stílusminsítéssel hány frazémát láttunk el. 
 
BIZ – a bizalmas nyelvhasználatra jellemz (3050 darab) 
Pl.: Akárcsak a falnak beszélnék! 
csinálja a cirkuszt 
nincs egy megveszekedett vasa sem 
 
DUR – a durva, trágár nyelvhasználatra jellemz (350 darab) 
Pl.: Hallgat, mint szar a fben. 
kitapossa a belét <vkinek> 
vén szatyor 
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GÚNY – gúnyos jelentés, jelentésárnyalatú frazéma (350 darab) 
Pl: egy kézlegyintéssel intéz el <vmit> 
feltalálta a spanyolviaszt 
Nagy az Isten állatkertje, és sok bolond lakik benne. 
 
HIV – a hivatalos, sajtónyelvi nyelv jellegzetes frazémája (50 darab) 
Pl.: benyújtja a lemondását 
halottá nyilvánít <vkit> 
késedelmet szenved 
 
NÉP – a népi és a tájnyelv jellegzetes frazémája (1250 darab) 
Pl.: Guba gubához, suba, subához 
Hencidától Boncidáig folyt a sárga lé. 
Mennél koszosabb a malac, annál jobban vakaródzik. 
 
RÉG – a régi nyelvben használatos, ma már elavult frazéma (950 darab) 
Pl.: Gyepre legény! 
tetézve adja vissza a csapott vékát 
Üres gyomornak nem kell prédikáció. 
 
RIT – ritkán használt, nem gyakori frazéma (800 darab) 
Pl.: magával hord <vmit>, mint a csiga a házát 
ráfordítja a kulcsot <vkire> 
zászlós bajusz 
 
ROSSZ – rosszalló stílusérték frazéma (80 darab) 
Pl.: a színfalak mögött 
egy követ fúj <vkivel> 
tartja a markát 
 
SZÉP – szépít, eufemisztikus frazéma (100 darab) 
Pl.: a szerelem papnje 
magához szólít <vkit> az Úr 
testi szükséglet 
 
SZLE – a szlengben használatos frazéma (1150 darab) 
Pl.: eldobja az agyát 
lemegy hídba 
tökig nyomja a gázt 
 
TRÉF – a tréfás stílusérték frazéma (650 darab) 
Pl.: Ha a hegy nem megy Mohamedhez, Mohamed megy a hegyhez. 
Kismise, nagymise, utoljára semmise. 
Semmi baja, csak a torka véres. 
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VÁL – a választékos, az emelkedettebb nyelvhasználatban, az irodalom nyelvében 
elforduló frazéma (1500 darab) 
Pl.: búnak ereszti a fejét 
kiissza a méregpoharat 
pusztába kiáltott szó 
 
A többjelentés frazémák feldolgozása 
 
A nyelvben nem csak a szavak, hanem a frazémák is sok esetben többjelentések. 
Éppen ezért minden frazéma mellett pontosan feltüntetjük minden jelentését. Így vált 
lehetségessé, hogy a frazémát az adott jelentésének megfelel szinonimikus csoportba 
soroljuk be. Mintaképpen bemutatunk néhány többjelentés frazémát és közreadjuk 
az egyes jelentésekhez tartozó definíciókat. 
 
1. benne van a buliban = elnyös munka, vállalkozás részese 
2. benne van a buliban = együtt szórakozik a társasággal 
 
1. elkészíti a talajt = a szükséges mezgazdasági munkálatokat a talajon elre el-
végzi 
2. elkészíti a talajt = (átvitt értelemben) tevékenységével v. hatásával vkit, vmit 
fogékonnyá, alkalmassá tesz vmire 
 
1. felszaggatja a sebet = a rajta lev kötést és vart letépi 
2. felszaggatja a sebet = (átvitt értelemben, választékos) vmely már-már elfelejtett 
lelki fájdalmat felújít, felszínre hoz 
 
1. Isten malmai lassan rölnek. = {ha késn is, de utoléri a gonosz embert a méltó 
büntetés} 
2. Isten malmai lassan rölnek. = (tréf) {vmely hivatalban lassan intézik az ügye-
ket} 
 
1. jártatja a pofáját = dicsekszik 
2. jártatja a pofáját = (gyakran badarságokat fecsegve) feleslegesen és sokat be-
szél 
 
1. jó füle van = élesen hall; kifogástalan zenei hallása van 
2. jó füle van = (átvitt értelemben) azt is meghallja, amit nem neki szántak 
 
1. kitér a hitébl = régi vallását elhagyja és esetleg más felekezet tagja lesz 
2. kitér a hitébl = (tréf) (vminek hallatán) nagyon bosszús, dühös lesz v. nagyon 
megbotránkozik 
 
1. kitöri a nyakát = baleset (különösen lezuhanás) következtében szörnyethal 
2. kitöri a nyakát = (nagyra tör v. hatalmon lev személy) vállalkozására csúnyán 
ráfizet  
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1. komoly szándékai vannak = komolyan gondol a házasságkötésre 
2. komoly szándékai vannak = nagyon szeretne vmit, ersen törekszik vmire 
 
1. kosarat ad = <n> a férfi házassági ajánlatát visszautasítja 
2. kosarat ad = vmely ajánlatot visszautasít, elhárít magától 
 
1. Néha még a kapanyél is elsül. = {veszélyre való figyelmeztetés kifejezése: a ve-
szélytelennek látszó dolgok is veszélyessé válhatnak} 
2. Néha még a kapanyél is elsül. = {bizonytalanság kifejezése: semmi sem lehetet-
len} 
 
1. nem a mai világba való <vki> v. <vmi> = élhetetlen, gyámoltalan, ügyetlen 
személy 
2. nem a mai világba való <vki> v. <vmi> = túlhaladott, korszertlen dolog 
 
1. nem fér a fejébe <vmi> = nem tud megérteni, fölfogni, megtanulni <vmit> 
2. nem fér a fejébe <vmi> = nem tud elfogadni, elképzelni <vmit> 
 
3   A kulcsfogalmak rendszere és a kulcsfogalmak szinonimáinak 
illesztése a definíciókra 
A frazéma-adatbázisban található definíciók szemantikai elemzése után 850 
kulcsfogalomsort határoztunk meg. A kulcsfogalomsorok szinonim szavakból épül-
nek föl. Példa kulcsfogalomsorokra (feltüntetve a sorszámukat is): 
 
456: HARAGSZIK, MEGHARAGSZIK, MEGSÉRT






774:  RAVASZ, AGYAFÚRT, FORTÉLYOS, CSELES, HUNCUT 
 
812:  SZÍVESEN, ÖRÖMMEL, KÉSZSÉGESEN 
 
Minta a magyar szinonimikus frazémaszótárból 
 
Az automatikus illesztés után manuális szerkesztés következett, melyek során az 
illesztés hibáit javítottuk. Ugyancsak kézzel dolgoztuk fel és bontottuk szét igei as-
pektus szerint a frazémákat. Egy-egy kulcsfogalomsor összetartozó, aspektusbeli 
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480 IHLET 
a múzsa csókja 
isteni sugallat 
* IHLETET KAP 
homlokon csókol a múzsa <vkit> (tréf) 
megszáll a szentlélek <vkit> (tréf) 
 
593 MUNKANÉLKÜLI, ÁLLÁSTALAN 
állás nélküli 
maga ura 
senkinek sem parancsol 
munka nélküli 
pénztáros az ingyen uszodában (szleng) 
* MUNKANÉLKÜLIVÉ VÁLIK, ELBOCSÁTJÁK, KIRÚGJÁK, FELMONDANAK <VKINEK> 
kirepül az állásából (biz) 
lapátra kerül (biz) 
repül az állásából (biz)  
 
801 SÁPADT, FALFEHÉR 
annyi vére sincs, amennyivel egy szúnyog jóllakhatna 
fehér, mint a meszelt fal 
fehér, mint a kísértet (nép) 
fehér, mint a lárva (nép) 
minden csepp vér kiszaladt az arcából 
nincs rajta emberi szín 
olyan a képe, mintha megette volna a szappant 
olyan a színe, mint a fagyos ing (nép) 
olyan fehér, mint akit a meszesgödörbl húztak ki 
olyan, mint a napon sült málé (rég) 
pápista a színe 
sápadt, mint a holdvilág 
sápadt, mint a hulla 
szép, mint a tejbetök 
* ELSÁPAD, ELFEHÉREDIK 
kifut az arcából a vér 
kiszalad az arcából a vér 
 
821 SZABAD, ÖNÁLLÓ, FÜGGETLEN 
a maga embere 
a maga ura 
kirepült már a fészekbl (biz) 
maga gazdája 
maga kenyerén van (nép) 
megáll a maga lábán 
nem szorul senkire 
senki nem parancsol neki 
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szabad, mint a madár 
* ÖNÁLLÓSODIK 
szárnyra kel (vál) 
* FELSZABADUL, MEGSZABADUL 
széttöri az igát 
letépi a láncait 
szétzúzza a láncokat 
 
Meggyzdésünk, hogy a munka során létrehozott frazéma-adatbázis és a belle 
generált frazéma-szinonimaszótár a magyar frazeológiai kincs mélyebb összefüggése-
inek feltárása mellett magyar nyelv szövegek automatikus feldolgozásához, szeman-
tikai elemzéséhez is hatékonyan használható fel. 
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Kivonat A dolgozat célja a Budapesti Szociolingvisztikai Interjú társal-
gási moduljainak lexikai és szintaktikai elemzése nyelvtechnológiai mód-
szerekkel. Az elemzés a gépi eljárással annotált szövegeket elsősorban
statisztikai módszerekkel vizsgálja. A BUSZI társalgási nyelvhasználatát
a Magyar Nemzeti Szövegtárból vett minta segítségével az írott nyelv-
használat jellemzőivel veti össze. Ahol erre mód nyílik, a BUSZI2 által
vizsgált társadalmi csoportok közötti lexikális és mondatszerkesztésbeli
nyelvhasználati különbségeket is vizsgálunk.
Kulcsszavak: beszélt nyelv, korpusz-összehasonlítás, korpuszhomogeni-
tás, jellemzőszó-vizsgálat, mondatszerkesztés, szintaktikai elemzés
1. Bevezetés
A BUSZI 2 [7] öt foglalkozás szerinti társadalmi csoport nyelvhasználatát vizs-
gálja a szociolingvisztikai interjú Labov által kidolgozott módszerével. Ennek
fontos eleme az irányított társalgás, melynek során a gondosan kiképzett te-
repmunkások kötelező, illetve tetszőlegesen választott témákat beszéltek meg az
adatközlőkkel. A magnóra felvett anyag lejegyzése alapjában véve a helyesírási
szabályokat követte, de a BUSZI vizsgálati kérdéseit tartalmazó szociolingviszti-
kai változók, illetve a beszéd prozódiai és paralingvisztikai kisérőjelenségei gon-
dos megörökítését is. Az eredetileg házi norma szerint kidolgozott annotáció az
anyag tartalmi felülvizsgálata után XML-szabványos alakra lett átalakítva.
A tanulmány két fő részre tagolódik. A 2. részben a lexikai vizsgálatok ered-
ményeit mutatjuk be. A szokásos gyakorisági listák mellett, kísérletet teszünk a
szövegváltozat egyedi jellemzőit tükröző lexikai mintázatok feltárására, valamint
azok korszerű módszerrel történő vizualizációjára is. A 3. rész a szintaktikai elem-
zéseket tartalmazza, melyekhez az adatbázis reguláris lekérdező nyelvén definiált
lokális grammatikákat használtunk fel. A szófajok és a felszíni szerkezeti min-
ták statisztikai síkon megragadható jellegzetességeit az írott nyelvhasználattal,
illetve a BUSZI2 adatközlő csoport egymás közötti összehasonlításával mutatjuk
be. Rövid összefoglalás zárja a dolgozatot a 4. részben.
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2. Lexikai vizsgálatok
2.1. Szókincs-gazdagsági vizsgálatok
A lexikai vizsgálatok legegyszerűbb változata a szövegek szókincsére irányul. Szá-
mos lehetséges mérőszám alkalmazható (pl. típus/token arány, hapax-gyakoriság,
dislegomenon-gyakoriság), melyek több alkalmazásban is gyakran használato-
sak, például szerző-, illetve műfaj-azonosításban [5], de megbízhatóságuk éppen
az egyszerűségük miatt alacsony. Az egyes szövegtípusok szókincsére vonatkozó
néhány szembetűnő különbség azért kiolvasható belőlük. A mérőszámok közül
néhány nagyon egyszerű statisztikát foglal össze a 2.1. táblázat. A kvóták kód-
jai az alábbi adatközlőcsoportokra vonatkoznak: KV1: tanárok; KV2: egyetemi
hallgatók; KV3: bolti eladók; KV4: gyári munkások; KV5: szakmunkástanulók.
1. táblázat. Szóstatisztikai adatok a különböző szövegeken.
Jellemző Korpusz
MNSz Buszi KV1 KV2 KV3 KV4 KV5
1. szóalak 224128 173331 36846 29278 40994 37116 29097
2. szótípus 52876 26449 8971 6776 8639 8601 6560
3. típus/token 0.236 0.1526 0.2435 0.2314 0.2107 0.2317 0.2255
4. normált szóalak 25000
5. szótípus 10140 6704 6048 5866 6283 5935
6. típus/token .4056 .2682 .2419 .2346 .2513 .2374
7. főnév 6813 4109 3535 3299 3808 3070
8. ige 3904 4231 3869 4544 4362 4396
9. Fn/Ige 1.7451 .97116 .91367 .7260 .8729 .6983
10. Hapax 4402 2416 2082 1912 2189 2021
11. Dislegomenon 1014 564 538 522 577 548
A 3. sor magasabb típus/token aránya abszolút mértékben gazdagabb szókin-
cset tükröz (többféle szó fordul elő adott nagyságú szövegben), viszont a korpusz
növelésével a típusok száma nem nő arányosan, ezért a normált korpuszméret-
ből (25 ezer szó) számított érték (6. sor) mutatja pontosan az írott és beszéd
változat közötti eltérést ezen mutató tekintetében. Jól látható, hogy az MNSz
szövegeit szignifikánsan magasabb érték jellemzi. Szembetűnő az eltérés a fő-
név/ige használatban is, itt a beszélt nyelvi szövegre mutatható ki egyértelműen
az igék használatának magasabb aránya a főnevekhez képest. Az egyszer, illetve
kétszer használatos szótövek (10., 11. sor) előfordulási gyakoriságának különb-
sége is egyértelműen jelzi a írott változat nagyobb lexikális gazdagságát.
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Fontos megjegyezni, hogy ugyan a kvóták között is jelentkezik különbség a
mérőszámokban, megbízható eredményekhez azonban részletesebb vizsgálatokra,
illetve nagyobb mennyiségű szövegre lenne szükség.
2.2. Jellemzőszó-vizsgálatok eredményei
Számos lehetséges módszer közül (l. pl. [3]) az alábbiakban egy olyan eljárás ered-
ményeit mutatjuk be, amely az egyes korpuszok gyakorisági profiljainak össze-
hasonlításával határozza meg az adott szövegre jellemző lexikai elemeket. Ebben
az összehasonlításban azok a nyelvi elemek szerepelnek a rangsor elején, amelyek
a két összehasonlított korpuszban jellegzetesek, mindig a másikhoz viszonyítva,
vagyis az eljárás egy közös listát generál, melyet utána kvalitatív vizsgálatnak
lehet alávetni.
A vizsgálatban először a két korpusz nyers gyakorisági listáit állítjuk elő,
majd minden, a listában szereplő szóra log-likelihood statisztikát számolunk [4].
Az így kapott eredmények szerint rendezzük újra a gyakorisági listát, így a lista
elején megkapjuk az egyik vagy másik korpuszra jellemző szavak halmazát.
Az alábbi táblázatokban szereplő listákban az első oszlop a számított súlyér-
ték, a második a szó(tő), harmadik az egyik (C1), illetve másik (C2) korpuszbeli
gyakorisági érték.
1. MNSz vs. teljes Buszi
6143.08381829616 hát C1: 107 C2: 4232
3341.37775731983 igen C1: 118 C2: 2512
3273.87396188346 én C1: 307 C2: 2991
2688.3186152523 nem C1: 2873 C2: 6672
2277.40930049444 van C1: 2274 C2: 5438
1962.18484387733 a C1: 21240 C2: 9687
1435.46798174574 szóval C1: 21 C2: 973
2. KV1 vs. KV5
326.999757436891 hát C1: 376 C2: 1044
91.7885470809332 akko C1: 0.5 C2: 70
84.3856052479682 meg C1: 146 C2: 347
68.5496070494782 szóval C1: 46 C2: 162
3. KV5 vs. KV1
88.3354097204393 gyerek C1: 108 C2: 12
53.6296019468509 ugye C1: 59 C2: 5
49.7205434485945 a C1: 1550 C2: 1182
47.4355156652772 gimnázium C1: 40 C2: 1
42.7362191531778 tanít C1: 50 C2: 5
42.0983293946033 tanár C1: 36 C2: 1
Az eljárás eredményei elnagyolva, de nagyon szemléletesen ábrázolhatók „szó-
felhők” formájában, melyet az 1. ábra illusztrál.
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1. ábra. Teljes Buszi vs. MNSz.
2.3. Korpuszok homogenitásának és hasonlóságának vizsgálata
Korpuszok hasonlóságának vizsgálata, illetve mérése leginkább nyelvtechnológiai
alkalmazások kontextusában merül fel és arra vonatkozóan adhat hasznos infor-
mációt, hogy meghatározott típusú szövegekre fejlesztett alkalmazások milyen
ráfordítással alakíthatók át újabb szövegek kezelésére. Ha a szövegek hasonlóak,
a ráfordítás feltehetően kisebb. Általánosságban ennél többet nem is nagyon
lehet állítani, egyrészt a lehetséges mértékek is nagyon sokfélék, másrészt meg-
bízhatóságuk is jelentősen függ az adott szövegektől, illetve alkalmazásoktól.
A hasonlóság kérdése szervesen összefügg egy adott korpusz homogenitásának
kérdésével, hiszen nyilván nem egyértelmű, mit fejezne ki egy ilyen mérték abban
az esetben, ha egy homogén korpuszt hasonlítunk össze egy általános, nagy vál-
tozatosságot mutató heterogén korpusszal (a kérdés részletes tárgyalását l. [3]).
Ideális esetben ugyanazt a mértéket lehet használni korpuszon belüli és korpu-
szok közötti „távolságok” mérésére, melyek így közvetlenül összehasonlíthatók. A
jelen vizsgálatokban alkalmazott perplexitásmérték használható ilyen módon, de
természetesen, mint minden más egydimenziós mérték, csak durva közelítésként
értelmezhető egy alapvetően többdimenziós összehasonlítási feladatban.
A perplexitás annak mérésére szolgáló érték, hogy mennyire pontosan tu-
dunk modellezni egy ismeretlen valószínűségi eloszlást a rendelkezésre álló tanító
adatok alapján. Minél magasabb értéket kapunk a perplexitásra, annál bizony-
talanabbak vagyunk az ismeretlen eloszlás tekintetében, annál kevésbé tudjuk
megjósolni az ismeretlen eloszlás által generált adatokat. Szövegek vizsgálatára
az alábbi módon tudjuk felhasználni: a szöveg egy meghatározott részét (pl. 90%)
használjuk fel tanító adatként, melyből például egy trigram (szóhármas) alapú
statisztikai nyelvi modellt építünk (vagyis szóhármasok előfordulási gyakorisága
alapján számoljuk ki a mondatok valószínűségét). Ezek után lemérjük, hogy a
készült modell alapján milyen pontosan tudjuk megjósolni a tesztadatként (a
maradék 10%) szereplő szövegrész mondatait. Minél nagyobb perplexitásértéket
kapunk, annál távolabb áll a tanító és tesztszöveg egymástól, minél kisebbet,
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annál homogénebb és annál jobban hasonlít a két szövegrész egymásra. Infor-
málisan, a perplexitásra kapott számérték annak a szóhalmaznak a nagyságát
határozza meg, amelyből (trigram nyelvmodell esetén) a megelőző két szó isme-
retében a következő szót választhatjuk. Minél kisebb ez a halmaz, modellünk
annál megszorítottabb [2].
2. táblázat. Perplexitásértékek a különböző szövegeken.
Tanító korpusz Tesztkorpusz
MNSz Buszi KV1 KV2 KV3 KV4 KV5
1. MNSz 733.618 – – – – – –
2. Buszi – 121.52 – – – – –
3. KV1 – – 123.835 123.462 113.633 118.273 107.597
4. KV2 – – 122.666 115.782 – – –
5. KV3 – – 124.402 – 101.542 – –
6. KV4 – – 130.106 – – 108.828 –
7. KV5 – – 127.512 117.237 110.695 116.796 89.401
Az itt végzett vizsgálatok sztenderd tízszeres keresztvalidációval készültek,
a CMU-Cambridge Statistical Language Modeling Toolkit [1] segítségével, a
morfológiai variábilitásból eredő eleve magas értékeket kiküszöbölendő a szo-
kásos gyakorlatnak megfelelően szótövesített szövegekkel. A kapott eredmények
a 2.3. táblázatban láthatók. Az egyes sorokban szereplő szövegekből készült a
nyelvmodell, az oszlopok jelzik a tesztadatot. Abban a cellában, ahol mindkét,
a sorban és oszlopban szereplő szöveg azonos, ott az adott korpusz homogeni-
tására vonatkozó érték szerepel, a további cellákban pedig a különböző korpu-
szok hasonlóságát jellemző érték jelenik meg. Mivel a vizsgálat illusztratív, nem
törekszik kimerítő jellemzésre, inkább a szembetűnő jellegzetességekhez kíván
kvantitatív mérőszámot rendelni, ezért nem minden cellában szerepel (az egyéb-
ként minden esetben számítható) mutató. Néhány összehasonlítás a szövegek
jellegéből következően nem hordoz lényeges információt, így azokat eleve nem
érdemes elvégezni. Mivel az itt szereplő MNSz-minta jól láthatóan igen hetero-
gén, nagy variábilitású szövegeket tartalmaz, a Buszi-szövegekkel való összeha-
sonlítás nem eredményezne újabb információt azon túl, hogy az írott szöveg a
beszélthez képest sokkal változatosabb, ez pedig a homogenitásadatokból is egy-
értelműen látszik már. A Buszi-szövegek vizsgálatában pedig informatívabb az
egyes kvóták anyagát egymással összehasonlítani, mint a teljes Buszi-anyagot a
kvóták anyagával; ez utóbbi esetben sem kapunk az előbbi vizsgálathoz képest
új információt.
Az egyes korpuszrészek, kvóták homogenitására vonatkozó értékből kiolvas-
ható, hogy az adott kvótához tartozó beszélőknek mennyire változatos a nyelv-
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használata. A kvóták egymással történő összehasonlításából kapott értékek arra
adnak választ, hogy a kvóták szövegei mennyire állnak közel egymáshoz, illetve
az egyik szöveg milyen mértékig „foglalja magában” a másikat. A KV1 és KV2
korpusz például ebben az összehasonlításban viszonylag távol esik egymástól,
míg ha a KV5 korpuszhoz hasonlítjuk például a KV1 korpuszt, akkor jelentős
távolságot kapunk, fordított irányban pedig alacsonyat, vagyis a KV1 korpuszból
épített modell „magában foglalja” a KV5 korpuszt is.
3. Szintaktikai elemzések
3.1. Mondathossz
A szintaktikai vizsgálatok alapegysége a mondat, így minden szintaktikai elem-
zés a mondathatárok megállapításával kell, hogy kezdődjön. Az írott nyelvi kor-
puszban ez nem jelent problémát, a beszélt nyelvi korpuszt tanulmányozva azon-
ban talán a korpusz elemzésének legbizonytalanabb pontja éppen ez. A beszélők
ugyanis (szemben az írott szövegek létrehozóival) nem jelzik egyértelműen, hogy
hol van szerintük a mondataik vége. A BUSZI-korpusz tagolásánál a szöveget
annotáló személyek anyanyelvi intuíciójuk alapján állapították meg a mondat-
határokat.
A két korpusz közti első szembetűnő különbséget a 3. táblázat mutatja.
Az írott nyelvi anyag átlagos mondathossza (17,1 szó) kétszerese a BUSZI-
adatközlők élő beszédbeli mondatainak (8,5 szó). A BUSZI-terepmunkások meg-
szólalásainak célja elsősorban az adatközlők beszédének terelgetése volt, így nem
meglepő, hogy az ő megszólalásaik még rövidebb mondatokra tagolódnak. (A tel-
jes BUSZI-beli átlagos mondathossz 6,5 szó.)
3. táblázat. Átlagos mondathossz.
BUSZI MNSZ
terepmunkások (tm ) adatközlők (ak)
átlagos mondathossz 4,6 8,5 17,1
Ragozott igealakok – tagmondatok. A mondatszerkezet szempontjából a
legfontosabb eltérés a ragozott igealakok számában figyelhető meg. A BUSZI-
ban másfélszer annyi ragozott ige van (15%), mint az MNSZ-ben (10%), l. alább
4. táblázat. Ez az adat utal arra az alább alaposan vizsgált tényre, hogy az írott
nyelv több információt sűrít a főnévi csoportokba jelzős szerkezetek segítségével,
míg a beszélt nyelv több alárendelt mondatot, és így több ragozott igét hasz-
nál. Figyelembe véve, hogy tagmondatonként egy ragozott igével számolhatunk,
megállapítható a tagmondatok átlagos hossza. A BUSZI-ban 6,7, az MNSZ-ben
306 VII. Magyar Számítógépes Nyelvészeti Konferencia
10 szó adódik. Ezeket az értékeket összevetve a feljebb említett átlagos mon-
dathosszal (BUSZI: 6,5; MNSZ: 17,1) azt kapjuk, hogy a BUSZI mondatai jel-
lemzően egy tagmondatból állnak, hiszen az átlagos mondat- és tagmondathossz
gyakorlatilag azonos, míg az MNSZ mondatai 1,7-szer hosszabbak, mint a tag-
mondatai, tehát a tipikus mondat két tagmondatból áll.
A bővítmények száma. Az NP-k számát a tagmondatok számához (azaz a
ragozott igékhez) viszonyítva, azt látjuk, hogy míg a BUSZI-ban kettőnél ke-
vesebb NP jut egy tagmondatra, addig az MNSZ-ben 3,5, vagyis az írott nyelv
mondatai több bővítményt tartalmaznak. (L. alább 3.1. pont és a 4. táblázat.)
3.2. Szófajstatisztika
Már a legdurvább statisztikai elemzés, a különböző szófajú szavak számának
összevetése is sokat elárul a beszélt nyelvi és az írott nyelvi korpusz mondat-
szerkezeti különbségeiről. A 4. táblázat a különböző szófajú szavak megoszlását
mutatja a két korpuszban. Láthatjuk, hogy a legtöbb esetben az adatközlők és a
terepmunkások szófajarányai közel azonosak még a diskurzusban betöltött eltérő
szerepek ellenére is, míg az írott nyelvi szófajmegoszlás jelentősen eltér. Megje-
gyezzük, hogy a dolgozatban alább közölt statisztikai eltérések, ha külön nem










N-ek száma 12,5 11904 14,0 24345 29,0 87479
Pro-k száma 13,7 13013 12,9 22388 5,5 16667
számnév 2,3 2200 3,7 6435 3,6 10861
egy-ek száma 1,0 917 1,4 2457 0,6 1930
Det-ek száma 6,4 6094 7,0 12058 12,3 37135
A-k száma 5,6 5315 5,6 9649 10,7 32149
Adv-ok száma 20,5 19533 20,0 34722 7,6 22879
finit V-k száma 15,2 14477 15,3 26570 9,9 29943
mn-i igenevek 0,5 512 0,5 946 3,3 9840
fn-i igenevek 1,7 1616 1,7 3010 1,0 3096
hat-i igenevek 0,2 146 0,2 331 0,3 896
kötőszók 10,9 10393 12,2 21086 7,5 22651
névutó 0,7 634 0,9 1567 1,6 4778
indulatszó 1,5 1461 0,4 644 0,0 116
egyéb 7,3 6919 4,1 7120 6,9 20881
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3.3. A főnévi csoport
Az alábbiakban a főnévi csoportok szerkezetével foglalkozunk részletesebben,
ugyanis a közölni kívánt tartalom átadásának két véglete közül az egyik az,
amikor minden egyes információdarabnak egy-egy tagmondat felel meg, míg a
másik véglet a tömörített szöveg, amelyben az információ minél nagyobb részét
egy mondatba kívánja foglalni a beszélő (vagy a szöveg írója), és ezért a tartalom
jelentős része a mondaton belüli főnévi csoportokban jelzői szerkezetekbe sűrítve
jelenik meg.
A beszélt és az írott nyelvi korpusz főnévi csoportjainak összehasonlításakor
fő hipotézisünk tehát az, hogy az írott nyelvben sokkal inkább megfigyelhető az
információ főnévi csoportokba tömörítése, mint a beszélt nyelvben.
A főnévi csoport feje. A főnévi csoport feje főnév vagy névmás lehet és meg-
fordítva, minden főnévre, illetve névmásra épül egy teljes főnévi csoport. Az 5.
táblázatban a főnévi csoportok számát a főnevek plusz névmások számával azo-
nosítottam, ami annyiban pontatlan, hogy a jelzőkkel bővített főnévi csoportból
olykor el van hagyva a főnévi fej, illetve a mutató névmás nem mindig alkot
önálló főnévi csoportot (pl. ezt a kutyát). Ezekről az esetekről alább még lesz
szó. A főnévi csoportok jellemzően a mondat ragozott igéjének bővítményeiként
jelennek meg a mondatban, de melléknévi csoportok (pl.: büszke a fiára), más
főnévi csoportok (pl.: a fiú a távcsővel, a fiúnak a távcsöve) és igenevek (pl.: a
kertben játszó gyerek, uszodában úszni) bővítményei is lehetnek.
Összességében több főnévi csoport van az MNSZ-ben, mint a BUSZI-ban. A
főnevek és névmások összesített aránya a teljes szószámhoz képest rendre 35%,
illetve 26%. Ez az adat máris mutatja, hogy az írott nyelvi korpuszban nagyobb
szerepe van a főnévi csoportoknak, mint a beszélt nyelvben, összhangban azzal
a 3.1. pontban említett adattal, hogy a ragozott igék relatív száma viszont a
beszélt nyelvben magasabb.
Fontos további jellemzője a beszélt nyelvi korpusznak, hogy a főnévi csopor-
tok között sokkal nagyobb arányban vannak a névmások, mint az írott nyelvben.
Míg az írott nyelvben a félreértés elkerülése végett érdemes egy teljes leírással
egyértelműsíteni, hogy mire utalunk, addig a beszélt nyelv sokkal inkább támasz-
kodhat az egyértelműsítés nem nyelvi eszközeire is (pl. mutatás), illetve esetleges
félreértés esetén lehetőség lenne visszakérdezni, így a figyelem középpontjában
álló (széliens) individuumokra elegendő csupán névmással utalni. A főnévi, il-
letve névmási fejek aránya a BUSZI-ban közelítőleg 50-50%, míg az MNSZ-ben
84-16% a főnevek javára.
Az adatokhoz három pontosító megjegyzést kell fűznünk. Egyrészt meg kell
jegyeznünk, hogy a jelzővel bővített NP főnévi feje olykor elmaradhat (pl. a sárga
tulipánból helyett a sárgából), a nem alanyesetű melléknevek csak ilyen esetekben
jelennek meg, ezért az esetragos melléknevek és főnevek számának összevetéséből
látható, hogy milyen gyakran maradhat el a főnévi fej a főnévi csoportokból. A
BUSZI-ban ez az arány 7,2%-nek adódik a terepmunkások és 6,4%-nek az adat-
közlők esetében, míg csupán 3,5% az MNSZ-ben. Az ellipszisek valódi száma
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5. táblázat. Főnévi csoportok.
BUSZI MNSZ
A főnévi csoport feje tm ak
főnevek aránya (%) 47,8 52,1 84,0
névmások aránya (%) 52,2 47,9 16,0
A főnévi csoportok száma
a szószámhoz képest (%) 26,2 26,6 34,5
a finit igék számához képest (%) 1,7 1,8 3,5
azonban ennél alacsonyabb, ugyanis bizonyos főnévként és melléknévként is ért-
hető szavak melléknévként vannak megjelölve a korpuszban, és ezért például az
a törpéket főnévi csoportban a törpe esetragos melléknévként számolódik. Az
ebből fakadó hiba vélhetőleg egyformán érinti a BUSZI és az MNSZ korpuszt,
így ha a kapott értékek nem is pontosak, arányuk jól mutatja, hogy az MNSZ
NP-i teljesebbek, nemcsak hogy ritkábban fejezhetők ki névmással, de a főnévi
fej is kevésbé hagyható el belőlük.
Másrészt, mint említettük az NP-k, bár leggyakrabban a mondat ragozott
igéjének bővítményei, de nem feltétlenül azok, és ezek az esetek torzítják az egy
ragozott igére eső NP-k számára kapott értéket. Harmadrészt a mutató névmá-
sok (ez, az ) összes előfordulásainak a BUSZI-ban mintegy 20%-a, az MNSZ-ben
27%-a nem önálló NP-ként, hanem egy határozott főnévi csoporttal együtt fordul
elő, ezeket tehát le kell vonnunk az önálló főnévi csoportként elszámolt névmá-
sok közül. Ez a kis korrekció azonban a névmások és főnevek arányára kapott
értékeket lényegében nem módosítja.
Jelzős szerkezetek. Feltevésünk szerint az írott nyelvi korpuszban több és
összetettebb jelzős szerkezeteket találunk, mint a beszélt nyelvben. Ezt vizsgáljuk
alább a névelőt is tartalmazó NP-ken a melléknévi, majd a melléknévi igeneves
jelzők esetén.
Halmozott melléknévi jelzők
A BUSZI-ban a névelős főnévi csoportoknak kb. 58%-a bővítetlen, az MNSZ-
ben hasonló, de ennél valamivel alacsonyabb, 54% az arány. Az egy melléknévi
jelzőt tartalmazók közel kétszer annyian vannak az MNSZ-ben, mint a BUSZI-
ban, a két melléknévvel bővítettek már 2,5-szer, a hárommal bővítettek négyszer
annyian. Négy melléknévi jelzőt tartalmazó NP a BUSZI-ban már nem található.
Melléknévi igenevek
Amelléknévi igenevek használata sokkal gyakoribb az MNSZ-ben, mint a BUSZI-
ban, az adatokkal azonban óvatosnak kell lennünk, mert a melléknévi igenevek
közül sok valójában már melléknévként lexikalizálódott (pl.: elvált), elkülöníté-
sükre azonban az annotáció nem ad lehetőséget.
A jelző + főnév szerkezetek között a melléknévi igenévi jelző a BUSZI-ban
kb. 11%-ban, míg az MNSZ-ben kétszer olyan gyakran, 22%-ban fordul elő.
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6. táblázat. A bővítetlen és a melléknevekkel bővített névelős főnévi kifejezések
százalékos aránya a névelők összes számához képest.
BUSZI MNSZ
Halmozott mn.-i jelzők tm ak
névelő+főnév 60,0 57,3 54,2
ne+mn+fn 8,60 8,77 17,07
ne+2mn+fn 0,90 0,86 2,36
ne+3mn+fn 0,06 0,06 0,23
ne+4mn+fn 0,00 0,00 0,01
7. táblázat. A melléknévi igenevek százalékos aránya a szavak számához viszo-
nyítva.
BUSZI MNSZ







folyamatos 0,3 293 0,3 600 1,9 5806
befejezett 0,2 214 0,2 340 1,3 3922
beálló 0 5 0 6 0 112
8. táblázat. A melléknévi és melléknévi igenévi jelzők aránya.
BUSZI MNSZ
Igenévi/melléknévi jelzők tm ak
melléknévi igenév+fn 11,2 10,1 21,8
melléknév+fn 88,8 89,9 78,2
A melléknévi igenevek használata jó módja az információ NP-n belüli tö-
mörítésének, mivel az ige nemcsak magában, hanem bővítményeivel együtt is
megjelenhet így jelzőként. A 9. táblázat adatai alátámasztják azt a feltételezést,
hogy az írott nyelvi szöveg sokkal inkább él ezzel a lehetőséggel, ugyanis mintegy
négyszer olyan gyakran van bővítménye az igenévi jelzőnek az MNSZ-ben, mint
a BUSZI-ban.
9. táblázat. A bővítményes melléknévi igenévi jelzők százalékos aránya mellék-
névi igenévi jelzők között.
BUSZI MNSZ







bővítmény+m. igenév+fn 11,5 25 10,5 43 41,3 2271
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Birtokos szerkezet. A kétféle birtokos szerkezet, az alanyesetű, illetve a -nAk
ragos birtokost tartalmazó, megoszlása eltér a két korpuszban. A birtokot közvet-
lenül megelőző, nem névmási birtokost tartalmazó szerkezeteket (pl. a kutyának
a szőre vs. a kutya szőre) vizsgálva kitűnik, hogy a -nAk ragos (datívuszos)
birtokos aránya a beszélt nyelvben lényegesen nagyobb. A BUSZI-adatközlők
között több, mint hússzor gyakoribb, mint az MNSZ-ben (10. táblázat). Ez szin-
tén arra utal, hogy az írott nyelv sokkal inkább a tömörségre törekszik: ha az
adott szerkezet egyértelmű, akkor fölösleges a kitett raggal redundánsan megje-
lölni a birtokost. A kötetlen beszéd kevésbé "spórol". Továbbá egy közel kétszeres
szorzókülönbség a terepmunkások és az adatközlők adatai között is mutatkozik.
10. táblázat. A birtokot közvetlenül megelőző birtokosok között a datívusz ará-
nya.
BUSZI MNSZ







alanyesetű birtokos 89,6 146,81 5,211 99,1 5101
részesesetű birtokos 10,4 17,18 5,48 0,9 44
Többszörös birtokos szerkezetek a BUSZI-ban nem fordulnak elő, míg az
MNSZ-ben igen, a birtokos szerkezetek 6%-ában.
3.4. Vonatkozói mellékmondatok
A BUSZI korpusz azt bizonyítja, hogy az amely és a mely vonatkozó névmás a
beszélt nyelvből mára szinte teljesen eltűnt. Az adatközlők közül a mely-t senki,
az amely-t csak a tanárok és az egyetemisták használták, így az adatközlők által
használt összes vonatkozó névmásnak csak 0,7%-a volt amely, míg az MNSZ
referenciakorpuszban a mely és az amely együttesen 41%-ot tesz ki. Az amelyik
viszont az írott nyelvből hiányzik (0,4%), míg a BUSZI-ban több, mint 3%-ot
képvisel. A beszélt nyelvben ugyanis az amelyik nem csak kiválasztó értelemben
szerepel, hanem az ami és az amely helyett is, l. (1). A vonatkozó névmások
BUSZI-beli használatáról részletesen ír [6].
(1) s az Árpád Gimnáziumnak akkor még volt egy ööö nagyon jól működő
cserkész csapata, amelyik különböző rendezvényeket ööö gyártott, rende-
zett
A vonatkozó névmások összes száma megadja a vonatkozói mellékmondatok
számát. A vonatkozói mellékmondatok összes NP-hez képesti aránya az MNSZ-
ben alacsonyabb, 2,9%, míg a BUSZI-ban a terepmunkások esetében 4,1%, az
adatközlőknél 4,3%, vagyis a beszélt nyelv feltevésünknek megfelelően, valóban
gyakrabban fogalmazza a mondanivalót külön tagmondatba.
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11. táblázat. A vonatkozó névmások előfordulásai.
BUSZI MNSZ







aki/ami-k száma 92,4 970,96 1,1978 58,8 1799
amely-ek száma 4,2 44,0 6,13 33,1 1011
mely-ek száma 0,3 3,0 0,0 7,7 236
amelyik -ek száma 3,1 33,3 3,67 0,4 12
A vonatkozói mellékmondatok közül csak a mondatkezdő pozícióban állókat
vizsgálva szintén érdekes különbségek adódtak a két korpusz között. A vonatko-
zói mellékmondatok topikalizációval kerülnek a mondat élére. Ha a vonatkozói
mellékmondatnak névmási feje van a mondatban, akkor ez a névmás mindig a
mutató névmás (az ). Az MNSZ-ben azonban a vonatkozói mellékmondat név-
mási feje az esetek felében el van hagyva, pl. (2-a), míg a BUSZI-ban szinte
mindig megjelenik, pl. (2-b).
(2) a. Aki erre jár és körül akar nézni , azt szívesen fogadjuk (MNSZ)
b. Aki hisz Istenbe, az hisz pap nékül is (BUSZI)
A 12. táblázat első két sora mutatja ezt az eredményt. A terepmunkások szöve-
gében összesen 8 olyan mondat fordult elő, amelybe a mondat eleji vonatkozói
mellékmondat után beilleszthető a mellékmondat az névmási feje, és ebből csu-
pán egyszer maradt el az az, míg az adatközlők esetében 19 esetből egyszer sem.
Ezzel szemben az MNSZ-ben 43 esetből 21-ben el volt hagyva az az. A névmás
hiányát tekinthetnénk az elhagyott hangsúlytalan személyes névmási fej eseté-
nek, ám ekkor az itteni eredmények ellentmondanának a hogy-os tagmondatok
fejével kapcsolatban tapasztalt tendenciának, mely szerint az írott nyelv sokkal
inkább a hangsúlyos az névmást használja, míg a beszélt nyelvben gyakrabban
előfordul fejként a hangsúlytalan személyes névmás is, és ez utóbbi lenne az,
ami (alany- és tárgyesetben) elhagyható. Az adatok helyes értelmezése az, hogy
a vonatkozói mellékmondatot már önmagában, a névmási fej nélkül is referáló
bővítményként tudjuk értelmezni, és ekkor a névmási fejre nincs szükség. A mon-
datkezdő vonatkozói mellékmondat után mégis gyakran és legfőképpen a beszélt
nyelvben megjelenő az inkább topikismétlő névmásnak tekinthető.
A mondatkezdő vonatkozói mellékmondatoknak a következő csoportja a
visszautaló típus, lásd a 12. táblázat 3. sorát. A BUSZI-ban ugyanis a mondat
eleji vonatkozói mellékmondat gyakran nem az adott főmondat valamely frá-
zisának bővítménye, hanem az előző mondat valamely szereplőjére utal vissza,
például (3). Ezekben az esetekben a vonatkozó névmás szintén referenciális kife-
jezésként viselkedik, tulajdonképpen személyes névmási funkcióban jelenik meg.
A terepmunkások beszédében a mondatkezdő vonatkozói mellékmondatok 27%-
a, az adatközlők beszédében ezek 42%-a utalt előző mondatbeli szereplőre, míg
az MNSZ-ben csupán 9%.
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12. táblázat. A mondatkezdő vonatkozói mellékmondatok típusai.
BUSZI MNSZ







vmm + az 21 2,7 38,0 19 31,9 22
vmm + elhagyott az 3,0 1 0,0 0 30,4 21
visszautaló vmm 27,3 9 42,0 21 8,7 6
kettőspontos értelmezés 3 1 0 0 13 9
egyéb 45,5 15 20 10 15,9 11
(3) Előtte Zuglóban laktunk a nagymamáméknál. Aki most ott lakik szintén
egyedül
Végül az MNSZ-ben több példát is találunk (13%) a mondatkezdő vonatkozó
mellékmondat kettőspontos értelmezésére, pl. (4), míg a BUSZI-ban összesen
egy ilyen mondat szerepelt. A kettőspontos értelmezés az Ami . . . , az az, hogy
. . . mondat rövidített változatának tekinthető, ezt a tömörítést jellemzően az
írott nyelv alkalmazza.
(4) Ami még ennél is fontosabb: a televíziók nem a háború valóságos emberi
vonatkozásaira voltak kíváncsiak
4. Összefoglalás és további feladatok
A tanulmányban az írott és beszélt nyelvhasználat néhány jellemző különbségét
illusztráltuk lexikai és szintaktikai elemzés alapján. Viszonylag egyszerű eszkö-
zökkel kaptunk nem triviális eredményeket, melyek alapul szolgálhatnak további
nyelvi elemzéseknek.
A beszélt nyelvi korpusz méretének és a mondatelemzés mélységének a nö-
velésével részletesebb vizsgálatok is elvégezhetők, mint például a BUSZI kvóták
közötti különbségek nyelvstatisztikai elemzése vagy a szórendre vonatkozó elem-
zések.
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ján jelölik a szövegbeli elfordulásokat, így a névelemek elfordulásaihoz hoz-
zárendelhetek azok egyedi azonosítói. Az illesztett névelemek határainak kor-
rekcióját, valamint a hibásan illesztett kifejezések kiszrését a feltételes vélet-
len mezk módszerén alapuló statisztikai rendszerrel végeztük el. Módszerünk 
összehasonlítva más megközelítésekkel a magyar tulajdonnevek felismerésében 
közel azonos, a biológiai névelemek felismerésében pedig jobb eredményt ért 
el, mint a klasszikus névelem-felismer módszerek. 
1   Bevezetés 
Jelen munkánkban egy hibrid névelem-felismer rendszert mutatunk be, amely ötvözi 
a szótáralapú névelem-azonosítás elnyeit a gépi tanulási módszerek rugalmasságá-
val. A névelem-felismerés során a szövegben megtalálható olyan elemeket azonosít-
juk, amelyek valamilyen egyedi névvel rendelkez objektumot jelölnek. Ilyenek a 
tulajdonnevek, amelyek személyt, földrajzi helyet vagy szervezetet jelölnek. Ezeken 
kívül a különböz tudományterületeknek – mint például a biológiának – rendszerint 
saját névelemtípusai vannak. 
A biológiai szövegek feldolgozásában különösen fontos a névelem-felismerés al-
kalmazása. A szövegben megtalálható gének, fehérjék és egyéb biológiai névelemek 
közötti relációk, valamint a gazdagabb információtartalommal bíró biológiai esemé-
nyek kinyerésének alapja a névelemek azonosítása, amely a jelenlegi rendszerekben a 
szótárakban található entitásnevek segítségével történik. 
Mind a biológiai névelemekhez, mind a magyar tulajdonnevekhez rendelkezésre 
állnak szótárak, amelyek a kifejezések elfordulásainak jelents hányadát lefedik. A 
kizárólag szótárakat alkalmazó névelem-felismer rendszerek jó fedést biztosítanak, 
ám a pontosság a szótár méretével csökken. Ennek kiküszöbölésére rendszerint szak-
értk által alkotott utófeldolgozási szabályokat alkalmaznak. 
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Bemutatunk egy módszert, amely alapveten szótárillesztést hajt végre, de gépi ta-
nuló rendszerek alkalmazásával a névelemek környezetének figyelembevételével 
kiszrhetik a hibásan jelölt névelemeket, illetve korrigálhatjuk a névelemek határait, 
anélkül, hogy elveszítenénk azok pontos azonosításának lehetségét. 
Kísérleteink folyamán magyar nyelv hírekben és angol nyelv biológiai szöve-
gekben jelöltünk névelemeket szótárilleszt módszer segítségével. A rendelkezésünk-
re álló tanító adatbázisok segítségével a névelemjelöltek és a környezetükben találha-
tó szavakból jellemzket nyertünk ki, amelyeket felhasználva a feltételes véletlen 
mezk módszer segítségével gépi tanuló modellt építettünk 
2   Kapcsolódó munkák 
A biológiai névelemek felismerésére alkalmazott szótáralapú módszerek általában 
valamilyen szabadon hozzáférhet adatbázist használnak a névelemek azonosításá-
hoz. Ezek az adatbázisok akár több millió entitás adatait tartalmazhatják, amelyeket 
folyamatosan bvítenek és frissítenek. Az adatbázisok hivatkozásokkal kapcsolódnak 
egymáshoz. Az egyes biológiai entitásokra valamely adatbázisbeli azonosítójával 
egyértelmen lehet hivatkozni. Ahhoz, hogy a szövegben a névelemek kisebb írás-
módbeli eltérései ne befolyásolják azok felismerését, a szavak normalizált alakjait 
illesztik a szótárban található szinonimákhoz, ezzel sok olyan változatát is meg lehet 
találni a névelemeknek, amelyek a szinonimák között pontosan nem szerepelnek. 
Több szótár, illetve ontológia alkalmazásával a rendszerek fedése n, azonban a 
hibás jelölések növekv száma problémát jelent. Ennek kiküszöbölésére többnyire 
szabályalapú vagy gépi tanulást alkalmazó utófeldolgozást használnak [4]. 
A szótáralapú rendszerekkel szemben az általánosan alkalmazott statisztikai név-
elem-felismer módszerek rendszerint valamilyen szekvenciaalapú gépi tanuló algo-
ritmust alkalmaznak [1, 2]. Ezek lényege, hogy egy elzetesen kézzel jelölt szöveg 
mondatait tokenekre bontják, és ennek a tokenláncnak a címkéit tanulják valamilyen 
szekvenciatanuló algoritmus segítségével. Az egyik legelterjedtebb ilyen algoritmus a 
feltételes véletlen mezk módszere [2]. Más megközelítések a potenciálisan névele-
meket tartalmazó mondatrészek, illetve szószerkezetek azonosítását követen hozzá-
rendelik a megjelölt kifejezésekhez legjobban hasonlító szótárelemeket [5]. 
3   Szótáralapú névelem-felismerés 
A szótáralapú módszerek legfontosabb elnye, hogy az illesztett névelemek szótárbeli 
bejegyzésük alapján hozzárendelhetek a névelem által jelölt entitásokhoz, függetle-
nül attól, hogy az entitás mely szinonimája fordult el a szövegben. 
Az így azonosított egyedekrl további információk nyerhetek ki más – az adott 
objektumról információkat tartalmazó – adatbázisokból. Földrajzi helyek esetében 
ilyen adatok lehetnek a hely pontos koordinátái vagy a közelben található nevezetes-
ségek, személyek esetén az életrajzi adatok, szervezetek esetében pedig azok földrajzi 
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helye, illetve kapcsolatai különböz személyekkel. A lehetségeknek csak a rendel-
kezésre álló adatbázisok által tárolt információk mennyisége szab határt. 
A szótáralapú névelem-felismerés egy, a névelemeket és azok szinonimáit tartal-
mazó lista segítségével történik. A névelemek lehetséges alakjait keressük a szöveg-
ben, rendszerint valamilyen normalizációt alkalmazva. A normalizáció segítségével a 
ragozott vagy más írásmódú alakok is felismerhetek. 
3.1   A szótárilleszt algoritmus 
A biológiai névelemeket tartalmazó adatbázisok sokszor több tízmillió szinonimát 
tartalmaznak. Ennyi névelem normalizált szövegre illesztése igen idigényes, ezért az 
illesztéshez a Lucene1 Java-alapú keres és indexel keretrendszer felhasználásával 
fejlesztettünk normalizált szótárilleszt rendszert. 
A szótárban található szinonimák normalizált formáira indexet építettünk, majd a 
szöveg szavainak normálalakjait ebben kerestük. A keresés mondatonként történt. A 
mondat minden szavához hozzárendeltük azokat a lehetséges névelemeket, amelyek 
normálalakjában az adott token szerepelt. A következ lépésben a névelemek hossza 
alapján kiszrtük azokat a tokensorozatokat, amelyek nem elég hosszúak az adott 
névelemhez. Ezzel jelentsen csökkent a lehetséges jelölések száma. A megmaradt, 
immár kezelhet mennyiség jelöléssorozatot illesztettük a szövegre. 
3.2   Angol biológiai névelemek 
A biológiai névelemek egyértelm, egyedi azonosítása elengedhetetlen a különböz 
bioinformatikai alkalmazások számára. Kiterjedt adatbázisok állnak rendelkezésre, 
amelyek tartalmazzák az ismert gének, fehérjék, fajok és egyéb biológiai entitások 
neveit, valamint kapcsolatait [8]. Az Entrez Gene egy géneket és azok szinonimáit 
tartalmazó adatbázis, ennek az elemeit használtuk jelen munkában is névelemek azo-
nosítására [7]. Az általunk használt adatbázis közel 6 millió gén 7,9 millió szinonimá-
ját tartalmazza. 
A biológiai entitások neveinek normalizált formáit az LVG2010 programcsomag-
ban [7] található szövegnormalizáló segítségével határoztuk meg. A biológiai entitá-
sok listáját a szövegben jelölt névelemekkel egészítettük ki annak érdekében, hogy 
egy kellen nagy méret, a génnevek mellett fehérjeneveket is tartalmazó szótárt 
szimuláljunk. 
A statisztikai módszerek gépi tanulásához és a kiértékeléshez a BioCreative II 
génnév-felismerési feladatának [6] teszt- és tanító dokumentumait használtuk. Az 
illesztés során a szöveg minden tokenjéhez hozzárendeltük azokat a névelemeket, 
amelyeknek a normált alakjai az adott szövegbeli tokent normalizálva tartalmazzák. 
Ha több egymás utáni tokent is megjelölt az illesztés egy adott névelemmel, akkor 
annak az összes token részsorozatát megvizsgáltuk, hogy az entitás teljes normált 
alakjához illeszkedik-e a tokensorozat. Az egyez sorozatokat megjelöltük. 
                                                          
1 http://lucene.apache.org 
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3.3   Magyar névelemek 
Az általunk használt magyar nyelv névelemszótár 243 497 elemet tartalmazott. A 
névelemszótárat kiegészítettük a szövegben jelölt névelemekkel. Ezek illesztéséhez a 
névelemeket kisbetssé alakítottuk, a szavakról a magyarlanc szófaji egyértelmsít 
[9] segítségével eltávolítottuk az esetleges jeleket és ragokat, így elálltak a névele-
mek normalizált alakjai. A normalizáció segítségével a szótáralapú módszer például 
illeszteni tudta a magukénak tudhatják a Magyarországon évente szétosztott szöveg-
részben a Magyarország névelemet. 
A mérésekhez a HVG cikkeit tartalmazó 144 507 token méret dokumentumhal-
mazt használtuk2. A kiértékel halmazt a dokumentumok 30%-a képezte, a fennmara-
dó részt a statisztikai rendszerek tanítására használtuk. A szövegeket a biológia név-
elemeknél alkalmazott szótárilleszt módszer segítségével jelöltük. 
4   Statisztikai névelem-felismerés 
A gépi tanulást alkalmazó rendszerek teljesítménye ersen függ a tanító adatbázis 
jellemzitl, és általában gyengébb eredménnyel alkalmazhatóak más stílusú vagy 
más részterületet lefed szövegeken. Elnyük, hogy olyan névelemeket is felismer-
hetnek, amelyek a rendelkezésre álló szótárakban nem találhatók meg. A szótáralapú 
módszer jelöléseit jellemzként felhasználva a klasszikus statisztikai névelem-
felismerk teljesítménye javul, de az így elálló annotációk már nem rendelkeznek a 
szótáralapú módszerek elnyeivel. Célunk olyan rendszer megalkotása volt, amely 
felveszi a versenyt a szótárjellemzket használó klasszikus névelem-felismerkkel. 
Az általunk alkalmazott statisztikai névelem-felismer rendszer a magyar, valamint 
az angol nyelv névelem-felismerésben általánosan használt felszíni és nyelvi jellem-
zket használta (részletesen l. [1]). A Mallet nev programcsomag feltételes véletlen 
mezk módszerét használtuk a szekvenciák tanulására és predikálására [3]. 
A szótáralapú és statisztikai módszerek elnyeinek ötvözéséhez egy speciális 
szekvenciajelölési feladatot fogalmaztunk meg. A tanítóhalmaz dokumentumait a 
szótáralapú módszer segítségével jelöltük, majd az így keletkezett szótárjelölések 
három token sugarú környezetét véve statisztikai modellt tanítottunk a véletlen mezk 
módszerének használatával. Minden, a szótáralapú módszerrel megjelölt kifejezés 
környezete egy külön szekvenciát alkotott. A szekvenciák tartalmazhatták a szomszé-
dos szótárjelölést is, amelyekrl az adott láncban nem kellett döntést hozni. Ezeket 
eltér címkével jelöltük meg. A névelemet jelent címkesorozatot a statisztikai rend-
szer módosíthatta, így megváltoztatva a jelölést vagy annak határait. 
A szekvenciajelölési feladatnak a szótárjelölések környezetére való korlátozásával 
a névelemtokenek aránya nagyobb az egyes tanító példányokban, mintha az egész 
mondat tokenláncán tanítanánk a statisztikai névelem-felismert. Az így felépített 
modell a szótárillesztés hibáit tanulja meg kiküszöbölni, és nem tanulja meg felesle-
gesen az olyan mondatrészek nem névelemként való címkézését, amelyek nem tartal-
maznak névelemet jelöl szavakat. 
                                                          
2 http://www.inf.u-szeged.hu/rgai/corpus_ne 
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A tanító és a kiértékel halmaz dokumentumaiban a szótárak minden elfordulását 
normalizáció alkalmazásával illesztettük. A normalizációhoz a szótárak leírásánál 
használt magyar és angol nyelv módszereket használtuk. 
A normalizált illesztés a szavak sorrendjét nem veszi figyelembe, ennek a biológiai 
névelemek illesztésénél van jelentsége, ahol a több tokenbl álló névelemekben a 
szavak sorrendje gyakran változó, például a G-protein coupled receptor family C 
group 5 member D fehérje megnevezése lehet 5 member of G-protein coupled recep-
tor family C group is. Mivel a szótárak nem tartalmazzák az összes lehetséges írás-
módot, a tokensorozat normalizálásakor a névelem tagjait rendszerint sorba rendezik, 
illetve bizonyos stopszavakat nem vesznek figyelembe az illesztésnél. 
5   Eredmények 
A különböz névelem-felismer rendszerek által elért eredményeket a sztenderd F-
mérték metrika alkalmazásával adjuk meg frázis- és tokenszinten. A frázisszint kiér-
tékeléskor csak a névelem minden tokenjének egyezése számított jó jelölésnek, míg a 
tokenszint kiértékelés esetén minden tokenre megvizsgáltuk, hogy az automatikus 
jelölés egyezik-e a kézi címkével. 
5.1   Biológiai névelemek felismerése 
A szótáralapú módszer fedése a szótár kibvítésének köszönheten majdnem teljes 
volt, de a pontosság csak a 0,25-ös értéket érte el. A szótár által illesztett szavak és 
azok határainak statisztikus javítása a fedést 0,15-del csökkentette ugyan, de a pon-
tosság 0,86-ra ntt így összességében a névelem-felismerés pontossága 0,40-rl 0,85-
re ntt. A kiértékelést frázis- és tokenszinten is elvégeztük, az eredményeket az 1. 
táblázat tartalmazza. Az általunk fejlesztett névelem-felismer rendszer eredményei a 
szótár+CRF oszlopban találhatóak. 
 
1. táblázat: A szótáralapú módszer és a statisztikai javítást alkalmazó biológiai 
névelem-felismer összehasonlítása. 
 szótár+CRF szótár 
FRÁZIS Pontosság 0,860 0,252 
Fedés 0,838 0,979 
F-mérték 0,849 0,401 
TOKEN Pontosság 0,805 0,345 
Fedés 0,835 0,969 
F-mérték 0,819 0,509 
 
Módszerünket klasszikus statisztikai névelem-felismer módszerekkel hasonlítot-
tuk össze. A 2. és 4. táblázatban statisztikai szótárral elnevezés mérések során a 
statisztikai névelem-felismer a szótáralapú illesztés jelöléseit jellemzként használta. 
Azt tapasztaltuk, hogy a szótárjelölések alkalmazása egyaránt pozitívan befolyásolta a 
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statisztikai jelölés pontosságát, valamint fedését a szótár jelöléseit nem alkalmazó 
változathoz képest. 
 
2. táblázat: A statisztikai módszerrel javított szótárillesztést alkalma-
zó és a hagyományos statisztikai biológiai névelem-felismerk eredmé-
nyeinek összehasonlítása. 
 szótár+CRF statisztikai statisztikai 
szótárral 
FRÁZIS Pontosság 0,860 0,715 0,745
Fedés 0,838 0,643 0,678
F-mérték 0,849 0,677 0,710
TOKEN Pontosság 0,805 0,636 0,662 
Fedés 0,835 0,598 0,631 
F-mérték 0,819 0,617 0,646 
 
A szótár+CRF alapú módszer a klasszikus megközelítésnél minden tekintetben 
jobban teljesített, így a névelem-felismerés F-mértéke 15 százalékponttal meghaladta 
a szótárat használó, illetve 17 százalékponttal a szótár nélküli klasszikus statisztikai 
megközelítés teljesítményét. 
5.2   Magyar tulajdonnevek felismerése 
A biológiai névelemekhez hasonlóan a magyar tulajdonnevek esetében is magas fe-
dést tapasztaltunk a szótáralapú névelem-felismer használatakor, azonban itt a mód-
szer pontossága nem volt annyira alacsony, mint a biológiai névelemek esetén. A 
statisztikai javítás azonban a magyar tulajdonnevek esetében is jelentsen, 17 száza-
lékponttal javította a felismerés F-mérték szerinti teljesítményét. A frázis- és 
tokenszint kiértékelés eredményeit a 3. táblázat tartalmazza. 
 
3. táblázat: A szótáralapú és a statisztikai javítás módszerét használó magyar tulaj-
donnév-felismer összehasonlítása. 
 szótár+CRF szótár 
FRÁZIS Pontosság 0,981 0,695
Fedés 0,952 0,957
F-mérték 0,967 0,805
TOKEN Pontosság 0,980 0,755 
Fedés 0,908 0,907 
F-mérték 0,943 0,824 
 
Az angol biológiai névelemektl eltéren a magyar nyelv szövegekben található 
tulajdonnevek felismerésénél a statisztikai módszerrel javított szótárillesztés nem ért 
el jobb eredményt a szótárt mint jellemzt alkalmazó klasszikus statisztikai módszer-
hez képest. Ennek oka valószínleg az, hogy míg a biológiai szövegekben a szótárak-
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ban szerepl névelemek nagy része nem névelemként is elfordul, a cikkekben sze-
repl magyar tulajdonnevek általában egyértelmbbek voltak, így egyszer jellemz-
ként felhasználva a klasszikus feltételes véletlen mezket alkalmazó módszer is 
eredményesen tudta alkalmazni, anélkül, hogy a szótárillesztés miatti fedéscsökkenés 
negatívan hatott volna a teljesítményre. 
A 4. táblázat eredményeibl látszik, hogy bár a pontosság tekintetében 10 száza-
lékponttal felülmúlta a klasszikus megközelítés által elért eredményt a módszerünk, 
F-mérték szerinti teljesítménye fél százalékponttal kisebb volt, mint a klasszikus 
névelem-felismeré. 
 
4. táblázat: A statisztikai módszerrel javított szótárillesztést alkalma-
zó és a hagyományos statisztikai tulajdonnév-felismerk eredményei-
nek összehasonlítása. 
 szótár+CRF statisztikai statisztikai 
szótárral 
FRÁZIS Pontosság 0,981 0,902 0,971 
Fedés 0,952 0,865 0,973 
F-mérték 0,967 0,883 0,972 
TOKEN Pontosság 0,980 0,895 0,960 
Fedés 0,908 0,834 0,937 
F-mérték 0,943 0,863 0,949 
 
A szótárat használó és nem használó klasszikus statisztikai módszerek teljesítmé-
nye között 9 százalékpont a különbség. 
6   Konklúzió 
A biológiai névelemek esetében az általunk kifejlesztett hibrid megközelítés által elért 
eredmények alátámasztják, hogy egy kellen nagy fedés szótár segítségével eredmé-
nyesen és kell pontossággal ismerhetek fel biológiai entitások nevei, anélkül, hogy 
lemondanánk a szótáralapú módszerek elnyeirl. 
A magyar névelemek esetében a klasszikus módszeren nem javít megközelítésünk 
aminek oka valószínleg az, hogy itt a tulajdonnév/köznév többértelmség elenyé-
szen kicsi. 
A jövben további biológiai adatbázisok bevonásával és a normalizációs módsze-
rek javításával olyan hibrid névelem-felismert kívánunk fejleszteni, amely egyszerre 
több névelemtípus jelölését is el tudja végezni. 
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Kivonat: Írásunkban bemutatjuk, hogy nyelvi elemek viselkedésének jellemzé-
se és modellezése lehetséges klaszterekre való hivatkozás nélkül prototípusok 
segítségével is. Vizsgálatunkban gépileg kiválasztott prototípusok segítségével 
a hangkivet fnevek ingadozását modelleztük eredményesen. 282 hangkivet 
fnévbl választottunk ki 8 prototípusnak tekinthet szót. Az egyes szavak és a 
hozzájuk alakjában leghasonlóbb prototípus közt mérhet távolság szignifikáns 
pozitív együttjárásban (r(280) =  0,419, p < 0,001) van a viszonyított szavak 
hangkivetési mértékével a Szószablya Gyakorisági Szótár [3] adatai alapján. 
Ebbl láthatjuk, hogy azok a szavak, amelyek a prototípusokra jobban hasonlí-
tanak hangalakjukban, azokhoz közelít módon is viselkednek, azaz az egyes 
szavak viselkedését klaszterekre és szabályokra való hivatkozás nélkül is mo-
dellezni tudtuk. 
1   Bevezetés 
A statisztikai alapú számítógépes nyelvészetben (így pl. a korpusznyelvészetben és az 
automatikus nyelvtanindukcióban) fontos szerepe van az egymáshoz hasonlóan visel-
ked egységek felfedezésének és csoportosításának, vagyis a klaszterezésnek. Van-
nak azonban olyan nyelvészeti feladatok, amelyeknél nem annyira magukra a klaszte-
rekre, hanem az ket legjobban képvisel elemre van szükségünk. Ilyen például az 
esetalapú, példányalapú vagy általában analógiás okoskodás használata a számítógé-
pes nyelvészetben. Ennél a fajta okoskodásnál olyan elemet keresünk, amely bizo-
nyos szempontokból a lehet leghasonlóbb egy adatbázisban lehetleg minél nagyobb 
gyakorisággal szerepl elemekhez. (Az adatbázis a beszél korábbi nyelvi tapasztala-
tait kívánja ábrázolni.) 
Az ilyen elven mköd algoritmusokban nem annyira a korábbi elemek hasonló-
sági osztályai (klaszterei) játszanak szerepet, mint maguk azok az elemek, amelyek 
ezeket az osztályokat mind gyakoriságuk, mind tulajdonságaik alapján a legjobban 
képviselik, középponti szerepet játszanak bennük, vagyis prototipikusak. 
A statisztikai megközelítésekben a klaszterek prototípusának fogalmát úgy szokták 
értelmezni, hogy az a klaszter ún. centroidjához (súlypontjához) legközelebb es 
elem. Ennek a prototípus-fogalomnak azonban több hátránya is van. A legfontosabb 
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az, hogy a klaszter prototípusának meghatározásához elször is magát a klasztert kell 
meghatározni, ennek a folyamatnak minden nehézségét le kell küzdeni, hiszen —
 ebben az esetben teljesen szükségtelenül — döntést kell hozni a klaszter határának 
kérdésében. A másik probléma, hogy a súlyponthoz legközelebb es elem nem feltét-
lenül a klaszter legsrbb részére esik. 
Írásunkban egy teljesen más megközelítést javasolunk: azokban a feladatokban, 
amelyekben a prototípusokra szükség van, de magukra a klaszterekre nem, olyan 
algoritmusokat is alkalmazhatunk, amelyek közvetlenül a prototípusok megtalálására 
irányulnak, maguknak a klasztereknek a határait pedig nem próbálják meghúzni [10]. 
Az általunk javasolt algoritmus a következ egyszer alapfeltevéseken alapul: 
 
 A klaszter prototipikus eleme legyen minél gyakoribb [1, 6]. 
 A klaszter prototipikus elemének közelében minél több minél gyakoribb 
elem legyen, vagyis sok elem hasonlítson rá. 
 A klaszter prototípusa minél távolabb legyen, minél kevésbé hasonlítson 
más klaszterek prototípusaira. 
 
Megmutatjuk, hogy ezeknek a kritériumoknak az alapján viszonylag egyszer al-
goritmusokkal hatékonyan megtalálhatóak a klaszterek prototípusai, amelyek nagyjá-
ból egybeesnek a hagyományos meghatározás szerinti prototípusokkal, de a módszer 
egyes nyelvészeti feladatokban talán még kedvezbb eredményekhez is vezet, mint a 
hagyományos megközelítés. 
2   Prototípusok gépi meghatározásának módja 
A prototípusok kiválasztása során saját fejlesztés algoritmusokkal számítjuk a ha-
sonlóságot, amelyek a kurrens, hasonlóság mérésére használt algoritmusoknál (pl. 
[9]) finomabb összehasonlításokat is lehetvé tesznek. A komplex jegymérték és a 
komplex tengelymérték nev algoritmusok a szavak hasonlóságát azok jobb szélétl 
véve számítják ki úgy, hogy a megfeleléseknek, hasonlóságoknak egyre kisebb súlyt 
adnak a szavak bal széle felé haladva. Így mind a két számítógépes algoritmus a vas 
és sas szavakat hasonlóbbnak tekinti, mint a vas és a vaj szavakat. Az algoritmusok a 
hasonlítást az egyes fonémák jegyei alapján végzik el, de a komplex jegymérték [7, 8] 
fonémákat hasonlít össze, míg a komplex tengelymérték az egyes jegyek tengelyeinek 
hasonlósága alapján számítja ki két szó hasonlósági értékét. Ezeket az értékeket egy 
0-1 terjed skálán adtuk meg. 
További összehasonlítási eljárásunk a fonológiai természetes osztályokon alapszik, 
amellyel a komplex jegymértékhez hasonlóan vetettük össze a szavakat, csak két 
fonéma hasonlóságát annak révén határoztuk meg, hogy hány közös és hány eltér 
természetes fonológiai osztályban szerepelnek ezek [2]. Összehasonlításainkban ösz-
szesen 13 fonológiai jegyet vettünk figyelembe. Egyedül a komplex jegymérték egy-
szersített variánsa (egyszer jegymérték) esetében alkalmaztunk 8 jegyet. Saját algo-
ritmusainkat a közismert és általánosan szó-összehasonlításra is használt Levenshtein-
algoritmus [5] teljesítményéhez mértük. 
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Kísérletünkben magyar hangkivet fnevek ingadozását (pl. sátrat : sátort, de sze-
relmet : *szerelemt) modelleztük úgy, hogy ingadozásuk mértékét a legközelebbi 
(leghasonlóbb) prototípushoz való hasonlóság alapján határoztuk meg. Korábbi elem-
zések tapasztalatai alapján [4, 7, 8] a prototípusok kiválasztására egy olyan algorit-
must hoztunk létre, amely a bevezetben megadott kritériumok alapján mködik. A 
prototípuskiválasztásban többféle küszöbértéket is megadhatunk, amelynek növelésé-
vel algoritmusunk egyre szigorúbban alkalmazza a hasonlósági szempontokat, misze-
rint a prototípushoz sokan hasonlítanak, de az más prototípusokra nem hasonlít. Két 







1. ábra. 0,9-es értékkel növelt küszöbérték1 mellett kiválasztott prototípusok2. 
 
 
                                                          
1 A teszt ismertetése szempontjából nem fontos, hogy a küszöbérték-növelések értéke pontosan 
hogyan járul hozzá az algoritmus mködéséhez. Az ábrák értelmezéséhez csak annyit kell 
tudnunk, hogy minél magasabb ez az érték, az algoritmus annál szigorúbban alkalmazza a 
kiválasztásban a hasonlósági kritériumainkat. 
2 Az ábrákon Venn-diagramokat láthatunk az Edwards-féle módosításban, ami lehetvé teszi öt 
halmaz elemeinek is az összehasonlítását. A halmazok megjelenítését tartalmuk függvényé-
ben átalakítottuk a könnyebb áttekinthetség érdekében. 
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2. ábra. 0,5-ös értékkel növelt küszöbérték mellett kiválasztott prototípusok. 
Mieltt áttekintenénk, hogy az egyes prototípusok mennyire jól modellezték a 
hangkivet szavak hangkivetésének mértékét, érdemes ket szemügyre venni. Min-
den mérték esetében jellemz a gyakori alakok preferenciája. Ez legszembetnbben 
a dolog mint prototípus választásában jelenik meg, mivel az összes hangkivet el-
fordulás mintegy 16,1%-át teszi ki (348 ezer egyes szám alanyeset elfordulás a 
Szószablya Gyakorisági Szótárban), és 2,42-szer gyakoribb, mint az t közvetlenül 
követ társadalom. A választásokban további nagyon gyakori szavak is szerepelnek 
még: szerelem (68 ezer), társadalom (144 ezer), történelem (68 ezer). A dolog-gal 
együtt ezek már az összes hangkivet fnév alanyeset elfordulásainak a 29,1%-át 
fedik le. E kiugróan gyakori elemeken túl azonban a prototípusválasztó algoritmus 
inkább a hasonlósági szempontokat veszi figyelembe, hisz a következ leggyakoribb 
szó, a tükör (29., 21 ezer) már jóval elmarad ezek mögött. Az összes mértéken alapu-
ló választásnál megfigyelhet, hogy habár a gyakori -alom, -elem végek alkotják a 
legszámosabb alcsoportját a hangkivet szavaknak, mégis ezek vannak leginkább 
alulreprezentálva a prototípusok tekintetében. Általában az egyes prototípuscsopor-
tokban csak -elem vég prototípus jelenik meg, ami egyaránt jól lefedi az -alom vé-
geket és a többi -e-e vég szót is. 
A prototípusválasztó algoritmus azonban kevésbé gyakori szavakat is választ, ha 
azok a hasonlósági kritériumoknak jobban megfelelnek. Ezek gyakran összetett sza-
vak, hisz hosszúságuk alapján jobban reprezentálják a zömükben összetett hangkivet 
szavakat, mint a példánygyakoriságban gyakoribb, de típusgyakoriságban ritkább 
alapszavak. Ilyen szavak a zabpehely (egyszer jegymérték, természetes osztályok), 
szlcukor, vázizom (Levenshtein-algoritmus), drótkapocs, galandféreg, fülesbagoly, 
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(komplex tengelymérték). Kisebb, de jól elkülönül szócsoportok is több esetben 
kapnak önálló prototípust: vacak, bajusz (utolsó magánhangzó nem középs nyelvál-
lású), vászon (-(á/ó)CVC végek), zabpehely, kehely (hangátvetés), vázizom, pityer (-
iCVC végek). 
Az egyes hasonlósági mértékek és a két eltér küszöbérték mentén kiválasztott 
prototípusokat az olyan hangkivet fnévekkel hasonlítottuk össze, amelyek legfel-
jebb 99,99%-ban mutattak hangkivet viselkedést (282 szó) az olyan toldalékokkal, 
amelyek esetében hangkivet alakokat várnánk el. Vizsgálatunkból azért zártuk ki a 
100%-ban hangkivet fneveket, mert ezek esetében legfeljebb csak a kiugróan gya-
koriaknál tudhatjuk, hogy az ingadozás hiányának oka következetes viselkedésük, és 
a 100%-ban hangkivet viselkedés nem adathiánynak tudható be. A prototípusokhoz 
az egyes szavakat mindig olyan mérték alapján hasonlítottuk, amilyen mértéket a 
prototípus kiválasztásában is alkalmaztunk. Miután minden, a vizsgálatra kiválasztott 
hangkivet fnevet minden prototípuscsoporttal (2 x 5 db) összehasonlítottuk, meg-
vizsgáltuk, hogy az egyes szavak hangkivetési mértéke3 mennyire korrelál a hozzá 
legközelebbi prototípushoz való hasonlóságával. 
Feltételezésünk szerint egy szó minél jobban hasonlít a hozzá leghasonlóbb proto-
típushoz, annál nagyobb a hangkivetési mértéke is. Az együttjárások számítása során 
a prototípushoz való hasonlósági értéket súlyoztuk a hasonlítandó hangkivet fnév 
releváns toldalékos alakjai alapján meghatározott gyakoriságának 8. gyökével (pl. 
dolog esetében 5,23, a sátor-nál 3,34), mivel a gyakoribb fneveknél magasabb 
hangkivetési mértéket vártunk, de nem kívántunk ennek az értéknek túlzott súlyt sem 
adni. Az 1-2. ábrákon bemutatott prototípusokon túl a szavakat hasonlítottuk a Szó-
szablya Gyakorisági Szótárban az egyes szám alanyesete alapján 50 leggyakoribb 
hangkivet fnévhez is, mint olyan prototípusokhoz, amelyeket kizárólag gyakorisá-
guk alapján választottunk ki a hasonlósági szempontok figyelmen kívül hagyásával. 
Gyakorisági prototípusnak azért választottunk ki viszonylag több szót, mert a 10 
leggyakoribb hangkivet fnévbl 8 -alom/-elem vég volt, így ennél több szóra volt 
szükségünk ahhoz, hogy ne csak az -alom/-elem csoporthoz való hasonlóságot mér-
jük. A prototípusok számának növelése nem jár szükségszeren együtt a korreláció 
mértékének növelésével, hisz ha az összes hasonlítandó szót felvennénk prototípus-
nak, akkor az önmagukhoz való hasonlóságuk 1 lenne, aminek következtében egyál-
talán nem tudnánk érdemleges együttjárásokat megfigyelni a változó hangkivetési 
mértékek és a konstans 1-es értékek közt. 
3   Kísérletünk eredményei 
Az 1. táblázat alapján láthatjuk, hogy – a Levenshtein-algoritmust leszámítva – már 
az összes legközelebbi prototípushoz való hasonlóság közepesen korrelál a szavak 
hangkivetési mértékével. A komplex tengelymérték a legmagasabb együttjárást mu-
                                                          
3 Hangkivetési mérték alatt az értjük, hogy a hangkivetéssel együttjáró toldalékok (pl. tárgy, 
szuperesszívusz, birtokos ragok stb.) esetében mennyire stabilan jelentkezik a hangkivetés. 
Így ez az érték az –alom vég szavaknál többnyire 100%, a sátor esetében 81%, míg a ba-
jusz-nál csak 36%. 
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tatja. A hangkivetés mértékét legjobban megragadó prototípusaink: a dolog, történe-
lem, tükör, vászon, fészek, kehely, fülesbagoly, drótkapocs. Ez a néhány szó viszony-
lag jól fedi a lehetséges végmintázatokat és záró magánhangzó-szekvenciákat is, 
amelyek a viselkedés szempontjából a legfontosabbak lehetnek. A fülesbagoly és a 
drótkapocs a nagyszámú összetett szót, a kehely egy speciális mintát, a vászon pedig a 
mérsékelten hangkivet szavak csoportját képviseli. 
 
1. táblázat: A hangkivetési mérték és a prototípushoz való hasonlóság 
együttjárásának mértéke a felhasznált prototípusok függvényében. 










0,241*** 0,352*** 0,364*** 0,371*** 0,419*** 
      
0,9 küszöb-
érték 
0,248*** 0,352*** 0,362*** 0,370*** 0,409*** 
gyakori 
szavak 
0,346*** 0,458*** 0,461*** 0,455*** 0,423*** 
 
** = p < 0,01 
*** = p < 0,001  
 
Mindösszesen ennek a 8 szónak az alapján szabályoknál hatékonyabb és könnyebb 
módon 274 másik szó viselkedését tudjuk viszonylagos megbízhatósággal jellemezni. 
Az eredetileg csak viszonyítási alapnak szánt 50 leggyakoribb szóhoz való hasonlítás 
alapján azonban láthatjuk, hogy a gyakoriságnak van a legkiugróbb szerepe a szavak 
viszonyrendszerében. Ha csak a számunkra fontos szavak 20%-ához van gyors hoz-
záférésünk, már akkor egészen jól tudjuk leírni a maradék 80% viselkedését. Ha sza-
vainkat a komplex jegymérték alapján azonosítható hasonlósági csoportok4 leggyako-
ribb szavaihoz hasonlítjuk a komplex jegymértékkel, akkor ismét közepesen ers 
korrelációt tudunk kimutatni (r(280) = 0,4, t = 7,31, p > 0,001). Ez alapján láthatjuk, 
hogy ha a gyakoriságot lokálisan értelmezzük egy adott csoporton belül, akkor is 
képesek vagyunk az egyes szavak hangkivetési mértékével kapcsolatban 
együttjárásokat megfigyelni. Ha komplex jegymérték (0,5-ös küszöbérték) által kivá-
lasztott prototípusainkból és a leggyakoribb szavakból alkotott csoporthoz hasonlítjuk 
hangkivet szavainkat, akkor némileg még szorosabb együttjárást ( r(280) = 0,485 , t 
= 9,27 , p < 0,001) figyelhetünk meg a halmaz szavaiból kiválasztott leghasonlóbb 
prototípusok hasonlóságértéke és a hangkivetési mértékek közt. Ebbl arra következ-
tethetünk, hogy ha a prototípus kiválasztásában alkalmazott szempontjainkat még 
jobban optimalizálnánk, akkor a hangkivetési mértéket vagy akár bármilyen más 
viselkedési mutatót jobban tudnánk megragadni. 
                                                          
4 Az összes hangkivet fnév viszonyait megragadó hasonlósági gráfban 50 hasonlósági cso-
portot tudunk azonosítani, ha csak a legszorosabb kapcsolatokat vesszük figyelembe. 
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  leghasonlóbb prototípushoz való hasonlóság gyakorisággal súlyozva 
 
3. ábra. Komplex tengelymérték leghasonlóbb prototípusaihoz való hasonlóság és a hang-
kivetési mérték összefüggése a Szószablya Korpuszban. 
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Cikkünkben először egy, a magyar főnévi csoportok azonośıtására éṕıtett mon-
dattani elemzőt (parsert) mutatunk be, melynek pontossága megközeĺıti a ha-
sonló célú, gépi tanuláson alapuló rendszerünk (hunchunk, Recski et al. [8])
eredményeit, majd megmutatjuk, hogy a két eszköz egyeśıtésével a feladat na-
gyobb pontosságal végezhető, mint az önálló statisztikai alapú rendszerrel.
Először röviden bemutatjuk a megoldandó feladatot és a témában született
legfontosabb eredményeket, majd a 3. fejezetben a parser éṕıtésének főbb lépéseit
ismertetjük. A szabályalapú rendszer létrehozásánál kiindulási pontként Kor-
nai környezetfüggetlen NP-nyelvtana [4,5] szolgált, melyet az NLTK nyelvtech-
nológiai programcsomag [2] seǵıtségével implementáltunk. A Szeged Treebank [3]
alapján készült NP-korpusz tette lehetővé, hogy a parsert kiértékeljük, a munka
egyes fázisaiban a legnagyobb hibaosztályokat elkülöńıtsük, és a szabályrendszert
ezek figyelembevételével fejlesszük – a 4. fejezet ezt a folyamatot ı́rja le.
Végül az 5. fejezetben egy hibrid rendszert mutatunk be, mely a parser ki-
menetét használva gépi tanulási módszerrel végzi a magyar NP-k azonośıtását,
majd megmutatjuk, hogy két eszközünket egyeśıtve magasabb pontossággal tud-
juk elvégezni a feladatot, mint a tisztán statisztikai alapú rendszerrel.
2. Előzmények
A szakirodalomban leggyakrabban NP-chunking-nak nevezett feladatnak Abney
[1] alapján Marcus [6] adta azon defińıcióját, melyet felhasználva a feladat a
nyelvtechnológiában használatos gépi tanuló algoritmusok egyik mércéjévé vált
(l. például a CoNLL-2000 versenyt [9]). Magas pontossággal végezték a feladatot
többek között a Support Vector Machine (SVM), a Conditional Random Fields
(CRF) vagy a Maximum Entropy Markov Model (MEMM) módszerrel is. Az
utóbbi módszertől némiképp eltérően használ maximum entrópia tanulást és rej-
tett Markov-modelleket saját NP-ćımkézőnk, a hunchunk, mely a feladatot ma-
gyar nyelvű szövegen is nagy pontossággal végzi (F2 = 94.75%). A főnévi csopor-
tok azonośıtásával kapcsolatban egy másik feladat, a maximális NP-k azonośıtása
is megfogalmazható, mely egyes feladatokhoz, ı́gy különösen a frázisalapú gépi
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ford́ıtáshoz fontos bemenetet szolgáltat. A hunchunk ezt a feladatot is 89− 91%
közötti F-pontszámmal végzi a különböző tesztadatokon.
Bár a feladat gépi tanulási módszerekkel nagy pontossággal oldható meg,
feltételeztük, hogy egy kézzel ı́rt szabályokon alapuló mondattani elemző (parser)
a magyar főnévi csoportokat hasonló vagy magasabb pontossággal is képes azo-
nośıtani. Első ḱısérleteink megmutatták, hogy a mondatszintű nyelvtan hiánya
nem teszi lehetővé, hogy az egyébként előnyben résześıtett
”
maximális NP” fel-
adatot egy parser magas pontossággal megoldja, ı́gy a hagyományos, minimális
NP-kre irányuló feladat minél nagyobb pontosságú teljeśıtését tűztük ki célul,
b́ızva abban, hogy az ı́gy születő elemzések a statisztikai rendszer teljeśıtményén
is jav́ıthatnak.
3. A parser éṕıtése
3.1. Formalizmus
A magyar NP-parser létrehozásához Kornai magyar NP-nyelvtanát használtuk.
Az implementációhoz az NLTK programcsomagot választottuk, mivel különböző
mondatelemző algoritmusok széles választékát támogatja és jegystruktúrákra hi-
vatkozó nyelvtani szabályok használatát is lehetővé teszi. A nyelvtan szabályai
ugyanis nem csupán a szavak szófajára, hanem azok számos morfológiai jegyére
is képesek hivatkozni. A hunmorph morfológiai elemző [10] lehetővé teszi, hogy
az elemezni ḱıvánt mondatok szavairól valamennyi ilyen információt kinyerjünk.
A hunmorph a KR-kód [7] szerinti morfológiai elemzést ad, ezek pedig maguk
is jegy-struktúrák, ı́gy mechanikusan alaḱıthatóak át a parser bemeneti forma-
lizmusának megfelelő formátumra – ezáltal a morfológiai elemző valamennyi le-
hetséges kimenete megfelel a nyelvtan egy terminális szimbólumának. A nemter-
minális szimbólumok egy kategóriaćımkéből (NOUN, ADJ stb.) és a hozzátartozó
jegy-érték struktúrából állnak.
A jegyek értéke lehet sztring, egész szám, újabb jegystruktúra, más nem-
terminális szimbólum és a jegy értékét egy másik jegyértékhez kötő változó. Így
például egy az ige és tárgy közötti számbeli egyezést kifejező szabály
VP -> V[PL=?a] N[PL=?a] formátumú, mely egyenértékű a megszokottabb, gö-
rög betűket használó jelöléssel: VP -> V[αPL] N[αPL]. A nyelvtan a projekciós
szinteket nem különböző szimbólumokkal, hanem a BAR jeggyel kódolja; ı́gy a
NOUN[BAR=0] például egy puszta főnevet jelöl. A morfológiai elemzés a képzett
szavak esetében megadja a képzés forrását és t́ıpusát is; ezeket az SRC jegy
kódolja, melynek értéke két további jegy, a tövet tároló STEM és a képzés t́ıpusát
tartalmazó DERIV. Néhány példa az NLTK formalizmusa és a KR-kódolás közti
megfeleltetésre (1)-ben látható.
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(1a) NOUN[POSS=[1=1, PLUR=1] -> NOUN<POSS<1><PLUR>>
(1b) NOUN[POSS=1, CAS=[SUE=1]] -> NOUN<POSS><CAS<SUE>>
(1c) NUM[CAS=[INS=1], SRC=[STEM=NUM, DERIV=ORD]] ->
-> NUM[ORD]/NUM<CAS<INS>>
(1d) VERB[SUBJUNC-IMP=1, PERS=[1=1], PL=1, D=1] ->
-> VERB<SUBJUNC-IMP><PERS<1>><PLUR><DEF>
(1e) NOUN[POSS=1, SRC=[STEM=VERB[SRC=[STEM=VERB, DERIV=MEDIAL]],
DERIV=GERUND]] -> VERB[MEDIAL]/VERB[GERUND]/NOUN<POSS>
Noha a KR-kódok túlnyomórészt egyértelműen megfeleltethetőek ennek a
reprezentációnak, néhány átalaḱıtást mégis szükséges volt elvégezni. A KR-elem-
zés tartalmaz privat́ıv jegyeket, például egy főnév egyes számát a <PLUR> jegy
hiánya ‘jelöli’. Mivel szeretnénk, hogy a nyelvtan hivatkozhasson ezen jegyek
hiányára, ı́gy az NLTK formátumában ezek a jegyek binárisak: a harmadik
személyt, az egyes számot és a nominat́ıv esetet rendre a PERS=0, CAS=0, PLUR=0
jegyek jelölik.
3.2. Főnévi csoportok azonośıtása
Mivel a nyelvtan csupán a főnévi csoportokat feléṕıtő szabályokat tartalmaz, ı́gy
teljes mondatelemzést nem késźıthetünk: az elemzés során bottom-up módszerrel
azonośıtjuk az olyan szósorozatokat a mondatban, melyet az NP-nyelvtan el-
fogad. A parser kimenete egy táblázat, melyből minden ilyen szósorra kiolvas-
ható, hogy mely szabályok mely szósorokra való alkalmazásával épült fel az adott
főnévi csoport. A mondatszintű nyelvtan hiánya azt jelenti, hogy nem zárhatunk
ki lehetséges elemzéseket azért, mert azokból később nem éṕıthető teljes mondat-
elemzés. Ehelyett néhány egyszerű szabállyal választjuk ki a végleges chunkolást,
azaz a diszjunkt NP-szekvenciákat.
Kiindulópontként vesszük valamennyi, a parser által NP-ként felismert szó-
sorozatot. Mivel minimális NP-ket keresünk, első lépésként kizárjuk azokat a
sorozatokat, melyek egynél több főnevet tartalmaznak. Ezután, mivel a főnévi
csoportok legmagasabb projekcióit keressük, kizárjuk azokat a jelölteket, melye-
ket egy másik intervallum tartalmaz. Következő lépésként az egymással átfedő
jelöltek közül azokat választjuk, melyeket más kategóriájú frázisként a nyelvtan
nem ismer fel – ezt az eljárást elsősorban az indokolja, hogy az elliptikus NP-ket
engedélyező ún. SLASH-szabályok gyakran tévesen ismerik fel főnévi csoportként
a mondat melléknévi és számnévi csoportjait. Ha ez az eljárás nem vezet sikerre
– azaz mindkét vagy egyik jelölt sem áll elő más kategóriájú frázisként, akkor
egyiket sem tartjuk meg.
4. A nyelvtan fejlesztése
A parsert a Szeged Treebank alapján készült NP-korpusz seǵıtségével értékeltük
ki. Az eredeti NP-nyelvtan 81.76%-os F-pontszámot ért el az 1000 mondatból
álló tesztkorpuszon. A parser teljeśıtményét a nyelvtanon végrehajtott minden
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változtatás után újra megmértük, a tévesen elemzett mondatok szemrevételezé-
sével pedig elkülöńıtettük a mindenkori legnagyobb hibaosztályokat.
Az első mérés során a legtöbb hibát nem a nyelvtan hiányossága okozta,
hanem az a tény, hogy melléknévi és számnévi csoportokra hivatkozik, melyekre
nem adtunk nyelvtant. Így első lépésként néhány egyszerű szabályt adtunk hozzá
a nyelvtanhoz:
(2a) ADJ -> ADJ ADJ
(2b) ADJ -> ADV ADJ
(2c) NUM -> NUM NUM
(2d) NUM -> ADV NUM
(2e) NUM -> ADJ NUM
Ezáltal a rendszer F-pontszáma 84.18%-ra nőtt.
A következő nagy hibaosztályt a névmások jelentették. Mivel a magyar név-
mások a főnevekhez nagyon hasonló módon viselkednek, ı́gy sem a nyelvtan, sem
a hunmorph elemző nem tesz köztük különbséget. Így mind a KR-formalizmust,
mind az NP-nyelvtant kibőv́ıtettük a PRON jeggyel. Egyes esetekben szükségesnek
bizonyult a névmások t́ıpusára is hivatkozni, ı́gy a jegy értékeként ezt is megad-
tuk. A két kategória egybeejtése ugyan általában megalapozott, mégis ez a lépés
tette lehetővé, hogy a nyelvtan kezelje az általános és határozatlan névmásokat
tartalmazó főnévi csoportokat (l. 3).
(3a) minden pofon
(3b) néhány villanykörte
Ezeket a névmásokat a főnevek elsőszintű projekcióihoz csatoltuk, ı́gy a fenti
esetek kezelésére a nyelvtant az alábbi szabályokkal bőv́ıtettük:
(4a) NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
-> NOUN[PRON=GEN] NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c,
CAS=?d, D=?e, PRON=?f]
(4b) NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
-> NOUN[PRON=INDEF] NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c,
CAS=?d, D=?e, PRON=?f]
Ez a módośıtás az F-pontszámot 85.45-ra növelte.
Külön kezelést igényelt a mutató névmás egy speciális esete, melyre (5)-ben
adunk példát:
(5a) ez a pincér
(5b) ezek a hajók
(5c) attól a pasastól
Ezeket a szerkezeteket a (6)-beli szabállyal kezeljük, ezzel újabb egy száza-
lékpontos javulást érve el az elemző teljeśıtményében.
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(6) NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e] ->
-> NOUN[PRON=DEM, BAR=0, POSS=?a, PLUR=?b, ANP=?c, CAS=?d]
ART NOUN[PRON=0, BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d,
D=0],
A következő jelentős hibacsoport olyan, főnevet módośıtó melléknévi csopor-
tokhoz kötődött, melyeknek feje egy igéből képzett melléknév és tartalmazzák
az eredeti ige egy argumentumát is (l. 7).
(7a) a korsónak támasztott könyvet olvasta
(7b) az ókori mór hód́ıtóktól származó esküvést hallották
Mivel a nyelvtan terminális szimbólumai kódolják a képzési információt, ı́gy
lehetőség nýılt ezeket az eseteket a melléknévi csoportok nyelvtanába felvenni.
A (7a) és (7b) alatti szerkezeteket rendre a (8a) és (8b) alatti szabályok kezelik.
(8a) ADJ -> NOUN ADJ[SRC=[STEM=VERB[], DERIV=’PERF PART’]]
(8b) ADJ -> NOUN ADJ[SRC=[STEM=VERB[], DERIV=’IMPERF PART’]]
Ez a módośıtás a rendszer teljeśıtményét 87.87%-ra növelte. Mindezek után a
parser hibáinak legnagyobb részét már a valóban kétértelmű szerkezetek okozták,
azonban még számos hibát okozott az ı́rásjelek és kötőszavak téves elemzése.
Néhány, az ilyen elemek NP-beli és NP-környéki viselkedését léıró szabály a
pontosságot további másfél százalékponttal növelte.
A nyelvtan végső változata, mely a cikk végén teljes egészében olvasható,
a tesztadaton 89.36%-os F-pontszámot ér el. A teljeśıtmény javulását az egyes
lépések függvényében az 1. táblázat foglalja össze. A fennmaradó hibák egy része
mögött valódi szerkezeti kétértelműség áll, leggyakrabban azonban olyan hiba-
osztályokat találunk, melyek a korpusz sajátosságaiból fakadnak, ı́gy például
gondot okoz egy-egy szövegt́ıpusra jellemző speciális ı́rásjelek szokatlan toke-
nizálása. Mivel a munka ezen fázisában egy-egy hasonló jelenség már a hibák
nagyobb százalékáért felelős, mint bármelyik kezeletlen nyelvi szerkezet, úgy
hisszük, hogy a pontosság további növelésének – mind a szabályalapú, mind a
gépi tanuló eszköz esetében – feltétele a további tanuló- és tesztadat.






Ez a” szerkezet 86.68 %
Deverbális melléknevek 87.87%
Írásjelek és kötőszavak 89.36%
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A fenti eredmények alapján elmondhatjuk, hogy a nyelvtanba újonnan felvett
szabályok az eredeti rendszer hibáinak közel felét kiküszöbölik. Az elért eredmény
jelentősen elmarad a statisztikai alapú hunchunknak a minimális NP-k azo-
nośıtásán elért eredményétől (94.75%), de lehetővé teszi, hogy megpróbálkozzunk
hibrid rendszer kifejlesztésével.
5. Hibrid megoldás
A hibrid rendszer lényege, hogy a gépi tanulásra alapuló hunchunk rendszer
tańıtásakor felhasználjuk a szabályalapú elemző kimenetét. Miután a parser a
3. fejezetben léırtak szerint elkésźıti a mondat NP-chunkolását, azaz diszjunkt
főnévi csoportokat jelöl meg, az egyes szavakat olyan ćımkékkel látja el, mint
amilyenekre a statisztikai rendszert tańıtottuk: a B-NP, I-NP, E-NP, 1-NP és
O ćımkék jelölik rendre az NP elején, közepén és végén álló szavakat, az egyetlen
szóból álló NP-ket, valamint az NP-n ḱıvüli tokeneket.
A hunchunk rendszer teljeśıtményét úgy próbáltuk jav́ıtani, hogy az általa
használt szószintű jegyek közé felvettük a parser által adott chunkćımkéket.
Ezáltal a statisztikai modellnek lehetősége nýılik olyan súlyt rendelni a parser
által adott válaszokhoz, mely a legmagasabb pontosságú ćımkézéshez vezet.
A minimális NP-k azonośıtásához elvégeztük a teljes NP-korpusz elemzését,
majd az elemzett adatot tańıtó- és tesztadatra bontottuk ugyanúgy, mint tettük
azt a hunchunk kiértékelésekor. Az eredmények a 2. táblázatban láthatók.
2. táblázat. A parser jegyek hatása a minimális NP-k azonośıtására
Precision Recall F-score
hunchunk 94.61% 94.88% 94.75%
hunchunk+parser jegyek 95.29% 95.68% 95.48%
Mint az a fenti táblázatból is látható, a parser kimenetének figyelembevétele a
statisztikai rendszer hibáinak 15%-os csökkenéséhez vezetett. A parser által adott
ćımkék ugyancsak hasznosnak bizonyultak a maximális NP-k azonośıtásakor (l.
a 3. táblázatot).
3. táblázat. A parser jegyek hatása a maximális NP-k azonośıtására
Precision Recall F-score
hunchunk 89.34% 88.12% 88.72%
hunchunk+parser features 89.46% 88.76% 89.11%
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6. Összefoglalás
Cikkünkben a magyar főnévi csoportok azonośıtásának egy szabályalapú meg-
oldását mutattuk be. Kornai 1985-ös nyelvtanának továbbfejlesztésével a mi-
nimális NP-k azonośıtásán közel 90%-os F-pontszámot értünk el. Bár ez az
eredmény – elvárásainkkal ellentétesen – nem közeĺıtette meg a statisztikai rend-
szer pontosságát, alapjául szolgált egy hibrid rendszer megalkotásának. A maxi-
mum entrópiás Markov-modellt (MEMM) használó hunchunk rendszer, miután
a szabályalapú rendszer kimenetét is figyelembe veszi, a korábbinál lényegesen
magasabb pontosságot ér el mind a minimális, mind pedig a maximális NP-k
azonośıtásában.
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A. Az NP-parser nyelvtana
NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
NOUN[PRON=POS] NOUN[BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d,
D=?e, PRON=?f]
NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e] ->
NOUN[PRON=DEM, BAR=0, POSS=?a, PLUR=?b, ANP=?c, CAS=?d]
ART NOUN[PRON=0, BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=0]
340 VII. Magyar Számı́tógépes Nyelvészeti Konferencia
NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
NOUN[PRON=GEN] NOUN[BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d,
D=?e, PRON=?f]
NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
NOUN[PRON=INDEF] NOUN[BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d,
D=?e, PRON=?f]
NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
ADJ NOUN[BAR=0, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
NOUN[BAR=0, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0] ->
ADJ NOUN[BAR=0, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0]
NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0] ->
NOUN[BAR=0, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0]
NOUN[BAR=2, POSS=?a, PLUR=0, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
NUM NOUN[BAR=1, POSS=?a, PLUR=0, ANP=?c, CAS=?d, D=?e, PRON=?f]
NOUN[BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
NOUN[BAR=2, POSS=?a, PLUR=0, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0] ->
NUM NOUN[BAR=1, POSS=?a, PLUR=0, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0]
NOUN[BAR=2, POSS=?b, PLUR=0, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0] ->
NOUN[BAR=1, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e]
/NOUN[BAR=0, PRON=?f]
NOUN[BAR=3, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f] ->
ART[D=?e] NOUN[BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, PRON=?f]
NOUN[BAR=3, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=1, PRON=?f] ->
NOUN[BAR=0, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=1, PRON=?f]
NOUN[BAR=3, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f]
/NOUN[BAR=0] ->
ART[D=?e] NOUN[BAR=2, POSS=?a, PLUR=?b, ANP=?c, CAS=?d, PRON=?f]
/NOUN[BAR=0]
NOUN[BAR=3, POSS=0, PLUR=?a, ANP=?b, CAS=?c, D=1, PRON=?f] ->
NOUN[BAR=3, ANP=0, CAS=0] NOUN[BAR=2, POSS=1, PLUR=?a, ANP=?b,
CAS=?c, PRON=?f]
NOUN[BAR=4, POSS=0, PLUR=?a, ANP=?b, CAS=?c, D=1, PRON=?f] ->
NOUN[BAR=3, CAS=[DAT=1]] NOUN[BAR=3, POSS=1, PLUR=?a, ANP=?b,
CAS=?c, D=1, PRON=?f]
NOUN[BAR=3, POSS=0, PLUR=?a, ANP=?b, CAS=?c, D=1, PRON=?f] ->
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ART[BAR=1, D=1, ME=?d, YOU=?e, PLUR=?f]
NOUN[BAR=2, POSS=[ME=?d, YOU=?e, PLUR=?f], PLUR=?a, ANP=?b,
CAS=?c, PRON=?f]
NOUN[BAR=3, POSS=0, PLUR=?a, ANP=?b, CAS=?c, D=1, PRON=?f] ->
ART[BAR=0] NOUN[BAR=2, POSS=[], PLUR=?a, ANP=?b, CAS=?c, PRON=?f]
NOUN[POSS=?a, PLUR=?b, ANP=?c, CAS=?d, D=?e, PRON=?f, BAR=?g] ->




ART[BAR=1, D=1, ME=?a, YOU=?b, PLUR=?c, PRON=?f] ->
ART[D=1] PRO[ME=?a, YOU=?b, PLUR=?c, PRON=?f]
ART[D=1] -> DET
ADJ -> ADJ ADJ
ADJ -> ADV ADJ
ADJ -> NOUN ADJ[SRC=[STEM=VERB[], DERIV=’PERF_PART’]]
ADJ -> NOUN ADJ[SRC=[STEM=VERB[], DERIV=’IMPERF_PART’]]
ADJ -> PUNCT[TYPE=’DQUOTE’] ADJ PUNCT[TYPE=’DQUOTE’]
ADJ -> ADJ PUNCT[TYPE=COMMA] ADJ
ADJ -> ADJ PUNCT[TYPE=COMMA] CONJ ADJ
NUM -> NUM NUM
NUM -> ADV NUM
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Online morfológiai elemzk és szóalak-generátorok 
kisebb uráli nyelvekhez 
Bakró-Nagy Marianne2, Endrédy István1, Fejes László2, Novák Attila1, Oszkó 
Beatrix2, Prószéky Gábor1, Szeverényi Sándor2, Várnai Zsuzsa2, Wagner-Nagy Beáta3 
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2MTA Nyelvtudományi Intézet 
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3Universität Hamburg 
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beata.wagner-nagy@uni-hamburg.de 
Kivonat: Cikkünkben egy olyan webhelyet mutatunk be, amelyen több korábbi 
projekt keretein belül számos kisebb uráli nyelvre készített morfológiai elem-
zket, szóalak-generátorokat és korpuszokat tettünk elérhetvé. Az elemzések a 
webes felületen egy morfológiai és szemantikai egyértelmsít eszköz formá-
jában jelennek meg és minden nyelvhez virtuális billentyzet segíti a szöveg-
bevitelt. 
1   Bevezetés 
Az MTA Nyelvtudományi intézetének Finnugor és Nyelvtörténeti Osztálya és a Mor-
phoLogic közötti együttmködés számos veszélyeztetett kisebb uráli nyelv morfoló-
giájának számítógépes feldolgozására 2001-ben kezddött a NKFP-5/135/01 számú 
Komplex uráli nyelvészeti adatbázis cím projektum keretében. Ezt három OTKA 
projekt követte, amelyeknek keretében a finnugor nyelvcsalád permi ágához tartozó 
komi és udmurt nyelvre1, az északi szamojéd nganaszan nyelvre2 és a két obi-ugor 
nyelv, a manysi és a hanti három nyelvjárására3 készített számítógépes morfológiákat 
sikerült olyan szintre fejleszteni, hogy azokat a tudományos közösség számára publi-
kálhatónak éreztük.  
A morfológiákat, valamint a kipróbálásukhoz használható szövegeket webes felü-
leten keresztül tettük elérhetvé, amelyet a MorphoLogic üzemeltet, és a 
http://www.morphologic.hu/urali/index.php címen érhet el. 
                                                          
1 OTKA T 048309 Permi nyelvészeti adatbázisok 
2 OTKA K 60807 A nganaszan nyelv számítógépes morfológiai elemzése 
3 OTKA NF 71707 Obi-ugor morfológiai elemzk és korpuszok 
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2   A morfológiák 
A finnugor nyelvek (komi, udmurt, manysi, hanti) elemzésére a MorphoLogic Humor 
elemzjét használjuk. A nganaszan morfológiát a Xerox xfst eszközének felhasználá-
sával készítettük el. 
A komi és az udmurt beszélinek száma a többi itt bemutatott nagyon ersen ve-
szélyeztetett nyelvvel ellentétben viszonylag jelents, a permi nyelvek számottev 
irodalommal és könyvkiadással rendelkeznek, ezért ezekre a nyelvekre olyan elemz-
ket készítettünk, amelyek a sztenderd cirill helyesírással írott szövegek elemzésére 
képesek. A kisebb, elssorban csak beszélt nyelvként él nyelvekre olyan elemzket 
készítettünk, amelyek latin bets fonologikus átírást használnak. Az utóbbiak eseté-
ben komoly problémát jelentett a lejegyzések következetlensége, illetve az, hogy a 
különböz szövegkiadásokban jelentsen különböz átírásokat használtak. A manysi 
esetében ugyanazon nyelvjárás (az északi) három korpuszának (ChVog4, WT5, 
VNGY6) feldolgozásához három különböz elemzt kellett készítenünk. 
A weboldal létrehozását elssorban az a cél motiválta, hogy ezekkel a nyelvekkel 
kapcsolatos nyelvi adatokat hozzáférhetvé tegyük a tudományos kutatóközösség 
minél szélesebb köre számára. Ezért lehetség szerint glosszákkal együtt jelenítjük 
meg az elemzéseket, hogy azok a nyelvet nem beszél kutatók számára is értelmezhe-
tk legyenek. A közeljövben befejezd obi-ugor OTKA projektben már kifejezet-
ten cél volt az elemzk ttárának angol glosszákkal való ellátása is. Az egyértelmsí-
t felület ily módon egyben szemantikai egyértelmsítésre is használható. 
A weboldalon jelenleg az alábbi morfológiák érhetk el: 
 
nyelv glosszázás ttár  ttár toldaléktár mére-
te7 
  lemma jelen-
tés 
 
nganaszan magyar 4200 4775 310 
komi (zür-
jén) 
nincs (orosz glosszák 
hozzáadását tervez-
zük) 
36000  193 
udmurt magyar 13500 18500 286 
északi 
manysi (WT) 
magyar, német, angol 3820 4200 376 
 











15600 16500 297 
                                                          
4 Kálmán Béla: Chrestomathia Vogulica. Tankönyvkiadó, Budapest. (1989) 
5 Kálmán Béla: Wogulische Texte mit einem Glossar. Akadémiai Kiadó, Budapest. (1976) 
6 Munkácsi Bernát: Vogul népköltési gyjtemény. 1–4. Budapest. (1892–1921) 
7 morféma, ill. lexikalizált morfémakombináció 
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szinjai hanti magyar és angol 2300 2500 138 
kazimi hanti magyar és angol 1750 1950 151 
 
3   A webes felület 
Az elemzk esetében a kiválasztott szöveget a megfelel ablakba másolva a felhasz-
náló megkapja a szövegben szerepl szavak lehetséges morfológiai elemzéseit és az 
elemzésekben szerepl tmorfémák jelentését. A webes felületen valamennyi nyelven 
hozzáférhetek olyan példaszövegek, amelyekkel az elemz kipróbálható. Virtuális 
billentyzet segítségével a felhasználó maga is gépelhet be szövegeket. 
 
 
Az elemzéseket megjelenít webes felület egyben kézi egyértelmsít eszközként 
is szolgál: a többértelm szavak elemzései pop-up ablakban jelennek meg, ha az ege-
ret egy többértelm szó fölé mozgatjuk, ezek közül egérrel választhatunk.  
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Az elkészült elemzések, illetve azok egyértelmsített változata elmenthet, az el-
mentett változatot a böngészbe betöltve, az esetlegesen félbehagyott egyértelmsít 
munka késbb folytatható. 
 
Egyértelmsítés közben javíthatóak az elemzend szövegben elforduló elgépelé-
sek is, ezután a szöveg újraelemeztethet. Ilyenkor nem vesznek el a korábban hozott 
egyértelmsítési döntések. 
 
A webes felületen keresztül nemcsak morfológiai elemzk, hanem szóalak-
generátorok is elérhetk az egyes nyelvekhez. Ha egy adott morfémasorozat több 
formában is megjelenhet, akkor a generátor kimenete az elemz többértelm kimene-
tének megjelenítéséhez hasonlóan jelenik meg a webes felületen, a lehetséges szó-
alakváltozatok itt is az egérmutatót a generált szóalak fölé mozgatva megjelen pop-




Terveink között szerepel, hogy a weblapot egyértelmsített korpuszokkal és kor-
puszkeres szolgáltatással egészítjük ki. 
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MSD-KR harmonizáció a Szeged Treebank 2.5-ben 
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Kivonat: A magyar morfológiai erforrások közül az egyik legelterjedtebben 
használt a morphdb.hu, amelynek morfológiai annotációs formalizmusa az 
úgynevezett KR-kódolás. A legnagyobb, kézzel egyértelmsített magyar nyelvi 
korpusz, a Szeged Treebank kódrendszere ezzel szemben az MSD-kódolást kö-
veti. A két kódolás nem kompatibilis egymással. Ez azt jelenti, hogy ha egy 
statisztikus módszerekkel tanított nyelvi elemz komponensben (POS-tagger, 
konstituenselemz, dependenciaelemz stb.) mindkét erforrást ki kívánjuk ak-
názni, akkor nehézkes, információvesztéssel járó konverziós mveleteket kell 
végeznünk. Ebben a munkában beszámolunk a két kódrendszer (MSD és KR) 
közös nevezre hozásáról, harmonizációjáról, amely megoldja a fenti problé-
mát. A munka mindkét erforrásban alapvet átalakításokkal járt. A konfliktu-
sok nagyobb részében a harmonizációt közös finomítással igyekeztünk elvé-
gezni, melynek hozadékaként jelents mennyiség manuális munka befekteté-
sével a Szeged Treebank 2.5 által hordozott morfológiai információ részletgaz-
dagabbá vált az elz verziókhoz képest. 
1   Bevezetés 
A magyar vonatkozású nyelvtechnológiai kutatásoknak és fejlesztéseknek alapfeltéte-
le, hogy rendelkezésre álljon egy (lehetleg egységes) nyelvi elfeldolgozó 
alapeszköztár. A rendelkezésre álló nyelvi elemzk egységesítésének legnagyobb 
akadálya a különböz morfológiai kódrendszerek használata. Cikkünkben beszámo-
lunk két magyarra alkalmazott kódrendszer (MSD és KR) közös nevezre hozásáról, 
harmonizációjáról. Ehhez tételesen ismertetjük a kódolások közötti elméleti különb-
ségeket, majd az összehangolás során meghozott kompromisszumos döntésekrl is 
beszámolunk. Az átalakított kódrendszernek megfelelen a morphdb.hu-ban [4] is 
változásokat eszközöltünk és a Szeged Treebank [2] szövegállományát is újrakódol-
tuk (a létrejött új verziót Szeged Treebank 2.5-nek kereszteltük). Célunk, hogy az 
egységes morfológiának köszönheten létrejöhessen egy olyan morfológiai elemz, 
amely a Szeged Korpusszal is kompatibilis, annak érdekében, hogy a morfológiai 
elemzre egy olyan POS-tagger legyen építhet, amely a magasabb szint elemzé-
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sekhez, illetve alkalmazásokhoz (dependenciaelemzés, információkinyerés) hasznos 
bemenetet szolgáltat. 
2   Morfológiai kódrendszerek a magyar nyelvre 
Az MSD morfológiai kódrendszer [3] több nyelvre, többek közt a magyarra lett kifej-
lesztve. A kódokon belül az els pozíció adja meg a f szófaji kategóriát, míg a to-
vábbi pozíciók egyéb nyelvtani információkat tartalmaznak (pl. ige esetében az ige 
típusát, módját, idejét, számát, személyét, ragozását: a Vmis2s---y kód például egy 
kijelent módú, múlt idej, egyes szám második személy tárgyas ragozású figét 
jelöl). 
A KR kódrendszer a magyar nyelv morfológiáját szem eltt tartva lett kidolgozva, 
bár alapvet szintaxisa nyelvfüggetlen, és a késbbiekben több más nyelvhez is ké-
szült a szintaxisra és a kódrendszer alapelveire épül morfológiai erforrás [4]. Ma-
gyar nyelvre történ implementációja, a morphdb.hu morfológiai elemz erforrás 
létrehozásakor a legfontosabb célkitzések a teljesség és az elméleti nyelvészeti 
szempontból való megalapozottság voltak, valamint hangsúlyos szempont volt a nyílt 
forráskódú szabad hozzáférhetség. A kódrendszer hierarchikus jegy-érték struktúrá-
ban kódolja a nyelvészeti információkat: vannak alapértelmezett (default) jegyek 
(például egyes szám, harmadik személy), és csak az ettl eltérk jelennek meg a kód-
ban. A fenti példa KR-kódolása a következ: VERB<PAST><PERS<2>><DEF>. A 
kódok inflexiós és derivációs információt is tartalmaznak. 
A HUMor morfológiai kódrendszer az unifikációs nyelvleíráson alapul, azaz a tö-
vek és morfémák más morfémákkal való együttes elfordulásra való képességük 
alapján jegyekkel vannak ellátva. E jegyek lehetnek egymást megengedk vagy egy-
másnak ellentmondók: egy szóalak csak olyan morfémákból épülhet fel, amelyek 
jegyei nem zárják ki egymást [5]. Az elemzés eredményeképpen a szó morfémákra 
bontott változatát kapjuk, minden morféma mögött szerepel a szófaji megjelölése, és 
ha eltér a szótári alakja, az is (megy~me), például: mehetsz -- 
megy[IGE]=me+het[HAT]+sz[e2]. 
Mivel a Szeged Korpusz építéséhez a szófaji elelemzést a HUMor morfológiai 
elemzprogram végezte, melynek végeredményét automatikusan konvertálni kellett 
MSD-kódokra [1], az MSD és a HUMor kódrendszer harmonizációja már korábban 
megtörtént: a végeredmény a Szeged Treebank szófaji kódjaiban is tükrözdik. Jelen 
cikkben a KR és MSD kódrendszerek összehangolására teszünk kísérletet. 
3   A KR és MSD kódrendszerek harmonizációja 
A kódrendszerek összehangolásában azt az alapelvet követtük, hogy a morfológiai 
kódoknak olyan (és csak olyan) információkat kell tartalmazniuk, amelyek a késbbi 
feldolgozás (szintaxis, különféle alkalmazások) szempontjából hasznosak. Ennek 
fényében mérlegeltük az egyes esetekben, hogy az MSD vagy pedig a KR rendszer 
megközelítését építsük-e be a harmonizált morfológiába. 
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Az egyik lényegi különbség a képzések kezelésében nyilvánul meg: míg a KR ab-
szolút, addig az MSD relatív szótövekkel dolgozik. Ennek megfelelen a képzk 
nincsenek is kódolva MSD-ben, míg KR-ben igen, így adott esetben a szóalakok 
lemmája is eltér egymástól. A képzés hiányából adódóan az MSD kódrendszer nem 
tudja megkülönböztetni például ugyanannak az igének a mveltet vagy ható képzs 
alakjait a kód szintjén (természetesen a lemma eltér) – ezzel szemben a KR-ben a 
lemma ugyanaz, de a kód különbözik. 
Megoldásunk ebben az esetben az lett, hogy mindkét rendszerbl átvesszük az in-
dokolható megkülönböztetéseket. A relatív lemmák általában elég információt szol-
gáltatnak az alkalmazásoknak (pl. információ-visszakeresés), és a képzk annotálása 
a Szeged Korpuszban irreálisan nagy feladat lett volna, így a harmonizált kódrendszer 
is relatív lemmákkal dolgozik. Néhány esetben azonban indokolt volt kivételt tenni. A 
mveltet, gyakorító és ható1 igék esetében fontos, hogy a képz csak aspektuális, 
illetve modális változást jelent, melyeket más nyelvek más – nem morfológiai, hanem 
például szintaktikai – eszközökkel fejeznek ki, aminek például a gépi fordításban 
lehet jelentsége. Ha pl. egy mveltet igealakot tartalmazó mondatot akarunk gépi 
úton angolra fordítani, akkor az MSD-kódolást használva abba a problémába ütkö-
zünk, hogy nagy valószínséggel nem találunk a lemmának megfelel szóalakot a 
szótárban. A KR-elemzést tekintve azonban a szótárban is megtalálható lemmából 
indulunk ki, és ha megfelel fordítási szabályokat rendelünk a mveltetés (például 
használd a have + tárgy + ige 3 alakja szerkezetet) megfelel kezeléséhez, akkor 
eljuthatunk a helyes fordításhoz. 
Ezek alapján fontosnak tartottuk, hogy ezek az információk kódolva legyenek az 
MSD kódrendszerben is. Az igetípus pozíciójában azt is megjelöljük, hogy az ige 
mveltet (kódja: s), ható (kódja: o) vagy gyakorító (kódja: f) alakban szerepel-e.  
Egy másik nagy elvi különbség a kódrendszerek között a névmások kezelése. Míg 
az MSD-ben külön szófaji kategóriának számítanak, addig a KR a helyettesített szófaj 
szerint kódolja ket. Az egységesítés eredményeképpen a KR rendszerbe is bevezet-
tük a névmásokat PRONOUN jelöléssel. 
A határozószavak kezelésében is mutatkoznak eltérések: az MSD-ben alosztályok-
ba vannak sorolva, a KR-ben pedig egységesen <ADV> kóddal rendelkeznek. Az 
egységesítés folyamán az alosztályok megkülönböztetését választottuk, ugyanis en-
nek például a fokozásban van jelentsége. Az MSD kódrendszer képes jelölni a hatá-
rozószavak fokozását, míg a KR-bl ez hiányzik: a lejjebb, közelebb alakok lemmája 
lejjebb, közelebb, kódolása pedig ADV. Az MSD-n belül mindez Rxc kódú (a c jelöli 
a középfokot), a lemmák pedig lent és közel. Viszont nem minden határozószó fokoz-
ható (a kérd vagy általános határozószók például nem), ezért úgy szükséges módosí-
tani a KR-kódolást, hogy csak bizonyos altípusok esetén legyen megengedve a foko-
zás lehetsége. 
Az ún. személyes névmási határozószavak kérdése jelentette az egyik legjelent-
sebb elvi különbséget a két kódrendszer között. Míg MSD-ben a határozószavak egy 
altípusaként voltak kódolva (pusztán számot és személyt kódolva), addig a KR-ben 
                                                          
1 Megjegyezzük, hogy az eredeti KR rendszerben a -hAt toldalék inflexióként jelenik meg, a 
harmonizált kódrendszerben azonban hasonlóképpen kezeljük a mveltet és gyakorító ige-
képzkhöz, ezért itt tárgyaljuk. 
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fnévként: a határozórag alapúaknál (pl. nekem, veled) a személyes névmás szerepelt 
lemmaként, és a fnévi paradigmához hasonlóan kaptak esetet, a névutóból képzettek 
(mögötted, szerintünk) kódja pedig tartalmazta az eredeti névutót. Néhány példa: a 
nekem KR-elemzése én/NOUN<CAS<DAT>>, az MSD-elemzése Rl--s1 (neki 
lemmával), a szerintem szó esetében pedig én/NOUN<POSTP<SZERINT>>, illetve 
Rl--s1 (szerinte). A példákból ismét csak megmutatkozik az az eltérés a kódrendsze-
rek között, hogy míg MSD-ben a kódolások megegyeznek, de a lemmák eltérnek, a 
KR rendszerén belül a lemmák megegyeznek, de a kódok különböznek.  
Ennél a problémakörnél teljes egészében egyik rendszer megoldását sem vettük át. 
Mivel személyes névmásokból származtatjuk az alakokat, ezért a személyes névmási 
rendszerbe illesztjük be ket. 
Szavak és szóalakok szófaji besorolását tekintve is találhatunk különbségeket a két 
kódrendszer között: jellemzen a kötszavak és a határozószavak csoportjában fordul 
el, hogy az egyik kódrendszerben kötszó, a másikban határozószó az adott szóalak 
(pl. majd, persze). Ezek státuszáról egyenként hoztunk döntést, nyelvi disztribúcióju-
kat mérlegelve. 
Néhány kisebb horderej különbség is megfigyelhet a két kódrendszer között. A 
fnevek kategóriáján belül ilyen például a köznév-tulajdonnév megkülönböztetés, 
mely az MSD sajátja. Mivel úgy gondoljuk, hogy nem a morfológiai elemz feladata 
eldönteni egy adott fnévrl, hogy az tulajdonnév-e vagy sem (hanem egy NE-
felismeré), úgy döntöttünk, hogy az MSD-n belül sem érdemes ezt az elkülönítést 
alkalmazni. A familiáris többes számot a KR külön kódolja <FAM> jeggyel, az 
MSD-ben azonban ez nem szerepel. Mivel alkalmazási szempontból nem tnt szigni-
fikánsnak a többes szám kétféle jelölése, az egységes morfológiában csak egy “általá-
nos” többes számot használunk. 
A Szeged Treebank 2.5 munkálatai nem csak elvi morfológiai átalakításokban öl-
töttek testet: a helyesírási hibát vagy elírást tartalmazó szóalakok mellé felvettük azok 
helyes alakját is annak lehetséges MSD-kódjaival együtt, majd a szövegkörnyezetnek 
megfelelen kiválasztottuk az aktuális kódot. 
4   Konklúzió 
Az elz fejezetben bemutatott harmonizációs lépéseket a morphdb.hu és a Szeged 
Korpusz manuális átalakításával valósítottuk meg. A két nyelvi erforrás átalakításá-
nak statisztikai mutatóinak bemutatására hely hiányában nincs lehetségünk, de rész-
leteiben is elérhetek a www.inf.u-szeged.hu/rgai/krmsd honlapon. 
A cikkben bemutatott egységes morfológiának köszönheten lehetvé vált olyan 
morfológiai elemz építése, amelynek kimenete a Szeged Treebankkel teljes össz-
hangban van, és ezért a rá épül, magasabb szint nyelvi elemzést végz szövegfel-
dolgozó rendszerek (mint a magyarlanc2 és hun* eszközláncok) a Szeged Treebank 
által hordozott minden morfológiai információt ki tudják használni statisztikus mo-
delljeik tanításakor. 
                                                          
2 www.inf.u-szeged.hu/rgai/magyarlanc 
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A kutatást – részben – a TEXTREND és a MASZEKER kódnev projektek keretében 
az NKTH támogatta. 
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Bizonytalanságot jelöl kifejezések és hatókörük 
azonosítása természetes nyelvi szövegekben: 
a CoNLL-2010 verseny tapasztalatai 
Farkas Richárd1,2, Vincze Veronika2, Móra György2, 
Csirik János1,2, Szarvas György1 
1 MTA-SZTE, Mesterséges Intelligencia Tanszéki Kutatócsoport 
{rfarkas, csirik, szarvas}@inf.u-szeged.hu 
2 Szegedi Tudományegyetem, Informatikai Tanszékcsoport 
{vinczev, gymora}@inf.u-szeged.hu 
Kivonat: A CoNLL-2010 konferenciához kapcsolódó nemzetközi versenyfel-
adat a bizonytalanságot jelöl kifejezések, és azok hatókörének azonosítását 
tzte ki célul angol nyelv szövegekben. Cikkünkben bemutatjuk a versenyki-
írást, a beérkezett rendszereket, a kiértékeléshez épített adatbázisokat, értékel-
jük az eredményeket, végül pedig beszámolunk egy – hasonló elvek alapján 
épített – magyar nyelv, bizonytalanságot jelöl kifejezésekre annotált kor-
puszról. 
1   Bevezetés 
A CoNLL-2010 konferenciához kapcsolódó nemzetközi versenyfeladat a Szegedi 
Tudományegyetem Informatikai Tanszékcsoportjának szervezésében a bizonytalan-
ságot jelöl kifejezések, és azok hatókörének azonosítását tzte ki célul angol nyelv 
szövegekben [1]. A feladat fontossága abban rejlik, hogy a különféle számítógépes 
nyelvészeti alkalmazásokban lényegi szerep jut a tényszer és a bizonytalan, illetve 
tagadott információ megkülönböztetésének, hiszen például információkinyerés és 
szemantikus keresés esetében a felhasználónak többnyire tényszer információra van 
szüksége, így alkalmazástól függen a rendszer vagy kiszri a bizonytalan / tagadott 
szövegrészeket, vagy pedig a tényektl elkülönítve adja ket vissza a felhasználónak. 
Cikkünkben összefoglaljuk a verseny tapasztalatait, valamint beszámolunk egy 
magyar nyelv, bizonytalanságot jelöl kifejezésekre annotált korpuszról. 
2   A versenyfeladatok 
A bizonytalanságot tartalmazó szövegrészek azonosítása történhet mondatszinten és 
hatókör szinten. Az els esetben elégséges a mondatról eldönteni, hogy az tartalmaz-e 
bizonytalan információt vagy sem, míg a második esetben a cél: megjelölni a monda-
ton belül a bizonytalanságot jelz nyelvi elemeket (kulcsszavakat) és azok mondatbeli 
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hatókörét. Noha az utóbbi feladat nagyobb kihívást jelent, a legtöbb alkalmazás szá-
mára mégis elnyt jelent ez a jelölési módszer, hiszen lehetnek olyan (általában ösz-
szetett) mondatok egy szövegben, ahol a mondat egy része bizonytalan információt 
hordoz, más részében viszont hasznos tényszer információ rejlik. 
A versenykiírásban szerepl két feladat a fentieknek megfelelen mondat- és ható-
kör szint címkézést tzött ki célul. Az els feladat mondatszint címkézést kívánt 
meg aszerint, hogy a mondat tartalmaz-e bizonytalan információt vagy sem. A rend-
szereknek biológiai témájú cikkek, illetve Wikipédia-szócikkek mondatait kellett 
osztályozniuk. A második feladatban biológiai cikkekben kellett bejelölni a kulcssza-
vakat és azok mondaton belüli hatókörét. 
A versenyfeladatokhoz biztosítanunk kellett tanító és kiértékel adatbázist is. Taní-
tó adatbázisként a biológiai doménre a BioScope korpusznak [2] a tudományos cik-
kek absztraktjait és teljes cikkeket tartalmazó részét választottuk, a kiértékeléshez 
pedig újonnan annotáltunk 15 biológiai témájú cikket. A Wikipédia doménen pedig 
mind a tanító, mind a kiértékel adatbázist az angol nyelv Wikipedia weasel címké-
vel ellátott (homályos, kétértelm, túlzó vagy félrevezet információt tartalmazó) 
bekezdései közül válogattuk ki, melyekben kézzel megjelöltük a bizonytalanságot 
jelz szavakat. Néhány példamondat az adatbázisokból (<> jelöli a kulcsszavakat, 
míg () a hatóköröket): 
 
The album, which was recorded in less than two weeks, contains <arguably> the 
band's two <most famous> songs, "Wonderwall" and "Don't Look Back in Anger" 
and their first UK #1 single, "Some Might Say". (Wikipédia) 
 
Thus, misregulation of these genetic pathways (<may> confer unrestricted 
proliferative capacities to a range of glial cell types), but (how this occurs remains 
<unclear>). (biológiai publikáció) 
 
Megjegyezzük, hogy a wikipédiás példamondat egyben azt is mutatja, hogy a 
kulcsszójelöltek nem minden elfordulásukban szerepeltek ténylegesen kulcsszóként: 
a some és a might gyakori kulcsszavak, de a fenti példában egy dal címének részeként 
– azaz metanyelvi használatban – nem utalnak bizonytalanságra. 
A versenyzknek lehetségük nyílt az általunk rendelkezésekre bocsátott adatbá-
zisok mellett további erforrások használatára is a rendszerük fejlesztése során. 
3   Versenyeredmények, értékelés 
A versenyen 23 intézet kutatói vettek részt a világ minden tájáról. Az els feladat 
biológiai részére 22 csoport, a wikipédiás szövegek feldolgozására 16 csoport, míg a 
második feladatra összesen 13 csapat vállalkozott. 
Az els feladat kiértékelése mondatszinten történt: a bizonytalan osztály F-
mértékét alkalmaztuk mint f kiértékelési metrikát. A második feladatban, ahol a 
kulcsszavakat és azok hatókörét is azonosítani kellett, egy szigorú, hatókör szint 
kiértékelési metrikát használtunk: pontos találatnak csak azt fogadtuk el, ahol a 
kulcskifejezések és hatóköreik is pontosan lettek megállapítva. 
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A legjobb rendszerek az els feladatban 86% (biológiai domén), illetve 60% 
(Wikipédia) körüli F-mértéket értek el, a másodikban pedig 57% körülit. Utóbbi 
eredmény egyrészt a feladat nehézségét, másrészt pedig a kiértékelési metrika szigo-
rúságát is jelzi: bizonyos esetekben a hatókörök rugalmasabb illeszkedése lenne kívá-
natos (például írásjelek, hivatkozások, zárójeles megjegyzések kezelése). 
Az els feladatra a legjobb eredményt elért versenyzk biológiai szövegeken 
szekvenciajelöléses megközelítést alkalmaztak, míg a Wikipédia-szövegeken a szó-
zsák típusú modellek bizonyultak sikeresnek. 
4   Bizonytalanságot jelöl kifejezések a magyarban 
A verseny résztvevinek magas száma arra utal, hogy a bizonytalan szövegrészek 
azonosításának problémája élénken foglalkoztatja a számítógépes nyelvész kutatókat 
világszerte. Míg az eddigi kutatások nagy része az angol nyelvre irányult (azon belül 
is elsdlegesen az orvosi-biológiai szövegekre), szeretnénk a továbbiakban a magyar 
nyelvre is kiterjeszteni az ilyen témájú kutatásokat. E cél érdekében kísérleti jelleggel 
építettünk egy magyar nyelv, Wikipédia-szócikkekbl álló adatbázist1, melyben 
kézzel annotáltuk a bizonytalanságot jelöl nyelvi elemeket, az ún. weasel szavakat2. 
A weasel szavak a véleményeket megfelel forrás vagy alátámasztás nélkül tálalják: 
nem tükrözik egy enciklopédia szerkeszti (és olvasói) által elvárt semleges stílust. A 
következ példában az információ forrása nincs megadva, pusztán a sokan kifejezés 
utal a vélemény hordozójára: 
 
Ma már sokan úgy vélik, hogy ez a megítélés ersen szubjektív, hiszen Linné maga 
is rendszerint a svédországi fajt (vagy alfajt) látta a „legtipikusabbnak”. 
 
A korpusz létrehozásában követtük az angol nyelv adatbázis építésekor alkalma-
zott alapelveket annak érdekében, hogy az eredményeket összevethessük a verseny-
feladathoz épített korpusz adataival. Elsként egy nyelvészeti szempontok alapján 
összeállított kulcsszólista segítségével gyjtöttünk a magyar Wikipédia szócikkeibl 
bekezdéseket, majd ezekbl – a kulcsszó-jelöltek gyakorisági adatait szem eltt tartva 
– véletlenszeren válogattuk ki az annotálandó bekezdéseket. A végs annotált kor-
pusz 1710 bekezdést tartalmaz. A munka során a nyelvészek bejelölték a weasel kife-
jezéseket a szövegekben, majd azokat a mondatokat minsítettük bizonytalannak, 
amelyek legalább egy kulcsszót tartalmaznak. A 11647 mondatból 953 volt ilyen 
(8,18%). Összehasonlításképpen: az angol tanító adatbázison 22,36%, a kiértékel 
adatbázison pedig 23,19% volt a bizonytalan mondatok aránya. 
A szövegekben összesen 1156 kulcsszó fordult el, vagyis egy bizonytalan mondat 
átlagosan 1,21 kulcsszót tartalmazott. A leggyakoribb kulcsszavak, illetve kulcskife-
jezések a következk voltak: számos N (132 elfordulás), valószínleg (128), egyes N 
(91). A kulcsszavak csoportjait tekintve elsdlegesen a határozatlan vagy általános 
                                                          
1 A korpusz Creative Commons licenc alatt elérhet a www.inf.u-szeged.hu/rgai/uncertainty 
oldalon. 
2 http://hu.wikipedia.org/wiki/WP:WEASEL 
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kvantorokat (egyes, néhány) tartalmazó kifejezések és a bizonytalanságra vagy általá-
nosságra utaló határozószók (valószínleg, feltehetleg, általában) domináltak a 
korpuszban, de a más N és mások kifejezések használata is jellemz volt. 
A fenti számadatok azt mutatják, hogy a magyar Wikipédiában a bizonytalan mon-
datok aránya az angollal összevetve jelentsen kisebb. Ennek két f oka lehet. Egy-
részt, az angol Wikipedia szerkeszti közössége valószínleg sokkal heterogénebb, 
mint a magyaré, ezért ott nagyobb az esély arra, hogy egy új szócikket egy kevesebb 
szerkeszti tapasztalattal rendelkez tag hozzon létre, növelve ezzel a bizonytalan 
szócikkek arányát. Másrészt, a Wikipédiák méretbeli különbségébl adódóan a bi-
zonytalan szócikkek száma abszolút értékben véve jóval kevesebb a magyarban, azaz 
a szerkesztk könnyebben és gyorsabban ki tudják ezeket javítani. 
A kulcsszavak gyakoriságát illeten a két nyelv között nincs számottev eltérés. 
Az angol adatbázis leggyakoribb kulcsszavai a some, may és others voltak, míg a 
magyarban is gyakran fordultak el a számos, egyes, más, mások kifejezések. Mivel a 
magyar nyelv morfológiailag fejezi ki a ható modalitást, az angol pedig a may segéd-
igével, a may kulcsszó gyakorisága a –hAt morfémát tartalmazó elemek gyakoriságá-
val vethet össze, ez pedig a két nyelv esetében hozzávetlegesen megegyezik. 
5   Összegzés 
Tanulmányunkban beszámoltunk a CoNLL-2010 konferenciához kapcsolódó ver-
senykiírásról, ahol a cél bizonytalanságot jelöl kifejezések azonosítása volt. Röviden 
bemutattuk a kiértékeléshez épített adatbázisokat, ismertettük a beérkezett rendszere-
ket, végül pedig leírást adtunk egy – hasonló elvek alapján épített – magyar nyelv, 
bizonytalanságot jelöl kifejezésekre annotált korpuszról, mely a késbbiekben a 
magyar nyelvre fejlesztend, bizonytalan szövegrészeket azonosító alkalmazások 
tanításában, illetve egységes kiértékelésében tölthet be fontos szerepet. 
Köszönetnyilvánítás 
A kutatást – részben – a TEXTREND, a BELAMI és a MASZEKER kódnev projek-
tek keretében az NKTH támogatta. 
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1. Absztrakt
A weben található hipertext minőségének egyik mutatója, hogy milyen mennyi-
ségben található a szöveg mellett számítógép által is értelmezhető, azaz struktu-
rált reprezentációja a szándékolt jelentésnek. Az így csatolt információkat sze-
mantikus annotációknak is nevezhetjük, mivel úgy magyarázzák a számítógép
számára az egyes szövegrészek értelmét, mint a széljegyzetek egy könyvben.
Az MTA Sztaki Internet Technológiák és Alkalmazások Központjában a sze-
mantikus annotációkkal kapcsolatos kutatások és fejlesztések keretein belül lét-
rehoztunk egy webes keretrendszert, amelynek segítségével az annotáció kérdései
gyakorlati síkon is tárgyalhatókká váltak.
Az eszköz amellett, hogy megoldásokat kínál az annotációk granularitásá-
val, szintaxisával és lekérdezhetőségével kapcsolatos néhány problémára, képes
UIMA és egyéb interfésszel rendelkező nyelvfeldolgozó adapterek használatára
is. Az angol nyelvű és nyelvfüggetlen adaptereken kívül az eszköz a Szegedi
Tudományegyetem Nyelvtechnológiai csoportja által fejlesztett magyarlanc [1]
UIMA-adaptereket is használja, a magyar nyelvű feldolgozás döntően ezen mo-
dulok segítségével történik.
Az annotáló szoftver leginkább végfelhasználóknak szóló alkalmazása egy
Wikipédia-cikkszerkesztő. Ebben a konfigurációban a szoftver egy hivatkozás-
ajánlásokat megfogalmazó névelem-felismerőt és a Hitec [2] keretrendszer magyar
wikin betanított, webszervizen elérhető verzióját is használja. Ez az alkalmazás
mutat rá a legmarkánsabban azokra a nehézségekre, amelyeket az annotációk
helyes tárolása és karbantartása jelent egy olyan formátum (jelen esetben a wi-
kitext) és létrehozási munkafolyamat esetében, amelyet ezen feladatokra nem
készítettek fel.
Egy panaszlevél-kezelő alkalmazás is bemutatásra kerül. Ebben az alkalma-
zásban egyszerre próbáljuk segíteni a szemantikus keretekkel és szkriptekkel,
illetve a szerkezeti egységekkel kapcsolatos kutatásainkat és a majdani felhasz-
nálót. Az Igazságügyi Minisztérium panaszleveleit tartalmazó korpusz, amellyel
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ebben a projektben dolgozunk, megköveteli újfajta megközelítések és heuriszti-
kák kikísérletezését.
Végezetül bemutatásra kerülnek azon kísérleteink, amelyek a nyelvfeldolgo-
zással támogatott jogiszöveg-létrehozás és -annotálás gyakorlati kérdéseit vizs-
gálták.
Hivatkozások
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rendszerhez. In: Magyar Számítógépes Nyelvészeti Konferencia. (2009)
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Melléknevek szk szemantikai osztályainak detekciója 
a Magyar Nemzeti Szövegtárban jelentés-egyértelmsítés 
céljából 
Héja Enik1, Takács Dávid1 
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{eheja, takdavid}@nytud.hu 
 
A jelentés-egyértelmsítés a hazai és nemzetközi nyelvtechnológia egyik központi 
problémája. Számos alkalmazás (pl. információkinyerés, gépi fordítás) számára ki-
emelked jelentség. A jelentés-egyértelmsítés két részfeladatra bontható: (1) meg-
felel jelentéstár kiválasztása, amelynek elemei hozzárendelhetek a szövegekben 
szerepl tokenekhez, (2) megfelel algoritmus kiválasztása, amely ezt a hozzárende-
lést elvégzi. Az annotátorok közötti egyetértést mér vizsgálatok bizonyítják (l. [3, 
4]), hogy a már létez, nem kifejezetten jelentés-egyértelmsítés céljából kialakított 
egynyelv adatbázisok (pl. Petit Larousse, Magyar Értelmez Kéziszótár) alapján a 
jelentés-egyértelmsítés még az emberek számára is nehéz vagy megoldhatatlan fel-
adat. Tehát az intuíción alapuló, nem jelentés-egyértelmsítés céljából létrehozott 
jelentéstárak alkalmatlanok a gépi jelentés-egyértelmsítésre. 
Mivel kontextuális információ alapján tudjuk csak automatikusan lehorgonyozni a 
megfelel jelentést, a jelentéstár kialakításánál is célszer kizárólag a kontextuális 
információra támaszkodni. Ez a megközelítés egybecseng a jelentés disztribúciós 
felfogásával, amit Firth [2] így fogalmazott meg: “You shall know a word by the 
company it keeps”. Az általunk javasolt módszer fontos tulajdonsága, hogy kizárólag 
disztribúciós információt vesz figyelembe, a jelentéstár kialakításánál az emberi intu-
íciót figyelmen kívül hagyja, és a jelentéstár szerkezetére vonatkozóan semmilyen 
elzetes megkötést nem teszünk. 
Az általunk végzett kutatás célja, hogy felügyelet nélküli tanulással egy mellékne-
veket tartalmazó jelentéstárat készítsünk a Magyar Nemzeti Szövegtár adatai alapján. 
[1] klikk-klaszterezési (clique-based clustering) eljárását alkalmazva az MNSZ-ben 
annotált fnév-melléknév kapcsolatokra azt várjuk, hogy a létrejöv klaszterek a 
melléknevek szk szemantikai osztályaival (pl. színnevek) esnek egybe. Ezek a kon-
textus alapján létrejöv klaszterek képezhetik a jelentés-egyértelmsít rendszer 
jelentéstár-komponensét. 
Az eljárás az alábbi lépésekbl áll: (1) az annotált korpusz alapján felépítjük a mel-
léknevek disztribúciós mátrixát, ahol minden melléknevet a módosított fnevek hal-
mazával jellemzünk. (2) Ebbl a mátrixból egy távolsági mérték alkalmazásával 
meghatározzuk az egyes melléknevek közötti kontextuális távolságot. (3) Egy megfe-
lel vágási paraméter alkalmazása után a Bron-Kerbosch algoritmussal meghatároz-
zuk a létrejöv gráf teljes részgráfjait, vagyis klikkjeit. (4) Az így létrejött, jellemzen 
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kis elemszámú klikkeket egy klaszterezési eljárással összeolvasztjuk, aminek ered-
ményeképpen az egyértelmsítés számára megfelel finomságú felosztást kapunk. 
A klikk-klaszterezés járulékos elnye, hogy a lépések során az egyes melléknevek 
a különböz jelentéseik szerint egyszerre több klaszterben is szerepelni fognak. Emel-
lett mindvégig megrizzük a kontextuális információkat, így fölépíthetünk egy, a 
melléknév-kontextus párok halmazát a jelentések halmazára leképez függvényt, 
amelyet közvetlenül használhatunk a jelentés-egyértelmsítés során. 
Jelen kutatás célja annak vizsgálata, hogy felügyelet nélküli tanulással a fent java-
solt módszerrel létrehozható-e egy olyan jelentéstár, amely a magyar melléknevek 
jelentés-egyértelmsítésének alapjául szolgálhat. 
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Egy nyelvészeti UIMA-folyamat a kézi annotálástól az 
eredmények megjelenítéséig 
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Kivonat: A MaSzeKer projekt indulásakor az UIMA nyelvészeti keretrendszert 
választottuk a fejlesztéshez. Az már a fejlesztés kezdetekor látszott, hogy a kö-
vetkez modulokra mindenképpen szükségünk lesz a projekt nyelvészeti részé-
nek megvalósításához: kézi annotálás, gépi annotálás, a két annotáció összeha-
sonlítása és az eredmények megjelenítése. Ezen igények teljes kör kielégítésé-
re nem találtunk implementált rendszert. Ezért kifejlesztettünk egy nyelvészeti 
UIMA-folyamatot támogató környezetet (UIMA-modulokat és hozzájuk kap-
csolódó segédprogramokat), mely az elbb említett technikai elvárásokat meg-
valósítja. A cikkben bemutatjuk a létrejött rendszer mindazon részeit, melyek 
segítségével nyomon követhet, segíthet egy nyelvészeti kutatás a dokumen-
tumok kézi annotálásától az eredmények megjelenítéséig. 
1   Bevezetés 
Cikkünkben bemutatjuk azokat a kifejlesztett UIMA-modulokat és segédprogramo-
kat, melyek segítségével megvalósítottunk egy olyan rendszert, mely hatékony támo-
gatást nyújt számítógépes nyelvészeti kutatásokhoz. A kifejlesztett rendszernek azon 
részeit mutatjuk be, melyek támogatják: kisebb méret, pár száz dokumentumot tar-
talmazó tanulókorpusz építését, a korpuszon végzett gépi és kézi jelölések összeha-
sonlítását, valamint az eredmények vizualizált megjelenítését. A kifejlesztett rendszer 
segítségével könnyen megtalálhatjuk a gépi rendszer hiányosságait és kijavíthatjuk az 
esetleges hiányosságokat. 
2   Az UIMA-modulok és a segédprogramok bemutatása 
A következ fejezetben végigvesszük a modulok és segédprogramokat, ismertetve a 
mködésüket és technikai megvalósításukat. A fejezet végén pedig egy ábrán szem-
léltetjük a rendszer felépítését és a modulok kapcsolatát. 
A kifejlesztett UIMA-modulok: AnnotationComparator, HTMLViewer. A segéd-
programok: Word <-> UIMA konverter, Word <-> TXT konverter. 
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2.1 Kézzel annotált Word-dokumentum konvertálása UIMA XMI-be (Word-
makró + Perl + UIMA-modul) 
A nyelvész kollégák számára olyan annotálási módszert kellett kidolgoznunk, mely 
könnyen elsajátítható és kényelmesen végezhet vele a munka. Erre azt a megoldást 
találtuk a legalkalmasabbnak, hogy egy Word-dokumentumban jelöljék meg a rele-
váns szövegrészeket valamilyen elre megállapított formázás segítségével, például 
változtassák meg a szöveg háttérszínét. Ezek után a Word-dokumentumból az UIMA 
számára is értelmezhet annotációkat kellett készíteni. Ezen technikai megoldással 
létrejöttek a tanulókorpuszok. 
A modul els lépésben kiexportálja a Word-dokumentumokban formázással jelölt 
kézi annotációkat egy egyszer XML-fájlba (Word -makró segítségével). Ezek után az 
XML-fájlból egy Perl-script segítségével olyan konfigurációs fájlokat készítünk, 
melyek tartalmazzák az annotációkat és a pontos karakterpozícióját a szövegben. 
Végül egy UIMA-modul a konfigurációs fájl segítségével létrehozza az annotációkat. 
2.2 Word-dokumentum, TXT-konverter (Word-makró) 
A Word-dokumentumot TXT formátumra is kellett hozni, hogy az UIMA rendszer 
moduljai bemenetként felhasználhassák. Ezt a problémát egy Word-makró segítségé-
vel oldottuk meg, mely egy könyvtár (egy korpusz) összes .doc kiterjesztés fájlját 
átalakítja TXT formátumra. 
2.3 Annotációk összehasonlítása (UIMA-modul) 
Amikor elálltak a kézi és gépi annotációk is, szükségünk volt arra, hogy összehason-
lítsuk a kettt. A gépi algoritmus hatékonyságát a pontosság, a fedés és az F-mérték 
kiszámításával mértük. Az összehasonlítás során többféle illeszkedés is beállítható 
attól függen, hogy hogyan szeretnénk összehasonlítani a két annotációt. Választható 
illeszkedési típusok: 
 teljes: ekkor a két annotációnak teljesen meg kell egyeznie mind a kez-
deti, mind a végs karakterpozícióban 
 tartalmaz:  ebben az esetben a két annotáció akkor is egyezik, ha az egyik 
„csak” tartalmazza a másikat, vagyis annot1 és annot2 annotációk 
esetén: annot1.begin <= annot2.begin és annot2.end <= 
annot1.end 
Az összehasonlítás során a további hatékonyság növelése érdekében az összeha-
sonlító modul kigyjti a rosszul bejelölt vagy nem megjelölt annotációkat. 
2.4 Megjelenítés (UIMA-modul + Perl + JavaScript) 
Az eredmények vizualizációjára az ellenrzés és az átláthatóság miatt volt szükség. 
Kétféle megjelenítt készítettünk:  
a) AZ UIMA InLine XML megjelenítése (XSL) 
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b) AZ UIMA XMI megjelenítése (Perl+UIMA+HTML) 
Az a) esetben azon adatok, annotációk, kapcsolatok megjelenítésére van lehetség, 
melyek fastruktúrában ábrázolhatóak: szül és s kapcsolat áll fenn két annotáció 




1. ábra. A megvalósított UIMA-modulok és a segédprogramok kapcsolata. 
Bibliográfia 
1. Kano, Y., Nguyen, N., Sætre, R., Yoshida, K., Miyao, Y., Tsuruoka, Y., Matsubayashi, Y., 
Ananiadou, S., Tsujii, J.: Filling the gaps between tools and users: a tool comparator, using 
protein-protein interaction as an example. In: Proceedings of Pacific Symposium on 
Biocomputing (PSB), 13 (2008) 616–627 
2. Ferrucci, D., Lally ,A.: Building an example application with the Unstructured Information 
Management Architecture. IBM Systems Journal Vol. 43 No. 3 (2004) 455–475 
3. Kano, Y. et al.: U-Compare: share and compare text mining tools with UIMA. Bioinformat-
ics, doi: 10.1093/bioinformatics/btp289 (2009) 
4. D. Ferrucci, A. Lally: UIMA: An Architectural Approach to Unstructured Information 
Processing in the Corporate Research Environment. Journal of Natural Language 
Engineering Vol. 10 No. 3-4 (2004) 327–348 
5.  Kunze, M., Rösner, D.: Tools for UIMA Teaching and Development. University of Magde-
burg, Germany (2008) 
Szeged, 2010. december 2–3.  365 
 
A MASZEKER felhasználói felületének kialakítása 
Minkó Mihály 
1 Szegedi Tudományegyetem, Könyvtár- és Humán Információtudományi Tanszék, 
Szeged, Egyetem u. 2. 
minko.mihaly@gmail.com 
 
A MASZEKER felhasználói felületének tervezése és megvalósítása az SZTE Könyv-
tár- és Humán Információtudományi Tanszékének feladata volt. Az eladás a felület 
meg-tervezésének kiindulópontját, a tervezés folyamatát és a létrejött végeredményt 
mutatja be, illetve tárgyalja azokat a nehézségeket, amelyeket a felület tervezése so-
rán meg kellett oldani. 
A felhasználói felület kialakítása kapcsán több olyan tényez is volt, amely nem 
tartozik szorosan a hagyományos értelemben vett keresfelület (weben, dokumen-
tumkorpuszokon vagy rdf-ekben keres algoritmusok felülete) tervezéséhez. Az els 
feladat azoknak a sajátosságoknak a meghatározása és elkülönítése volt, amelyek a 
MASZEKER felhasználói felületét jellemzen megkülönböztetik ezektl a felületek-
tl, illetve azoknak a hasonlóságoknak az áttekintése, amelyeket a hagyományos 
felülettervezésbl átvéve sikeresen tudtunk alkalmazni. Ebben nagy segítséget nyúj-
tott Marti A. Hearst: Search User Interfaces cím munkája, amely az egyik - ha nem a 
- legalaposabb áttekintését adja a keresinterfész tervezésekor számba veend szem-
pontoknak. Miután ez az összehasonlítás megtörtént, a rendelkezésre álló doku-
mentumok alapján elkezddött az interfész tervezése. A konkrét kivitelezésben nélkü-
lözhetetlen segítséget nyújtott a Törcsvári Attila által készített használatieset-leírás, 
amely biztos kiindulópontul szolgált egy UML-alapokon nyugvó fejlesztéshez és 
tervezéshez. A használati esetek azonban kevés vizuális és funkcionális támpontot 
adnak egy felület megtervezéséhez, a GUI (Graphical User Interface) elkészítéséhez. 
A tervezés folyamatának talán legfontosabb lépése volt egy olyan módszer felkutatá-
sa, amely segítségével a rendelkezésre álló használati esetekbl a felhasználók által 
használatba vehet szoftverinterfész készülhet. A vonatkozó szakirodalom több meg-
közelítést és transzformációs lehetséget is bemutat. Ezek közül került kiválasztásra 
az a módszer, amelyet a felület tervezésekor alkalmaztunk és amelynek részletes 
bemutatása szükséges lesz. Ezen módszer segítségével elkészült egy olyan általános 
felületterv, amely már a drótvázak szintjén tartalmazta azokat az adattípusokat és 
interakciókat, amelyek segítségével a felhasználó operálhat a szoftverrel. A felület-
terv felhasználóknak történ bemutatása és felhasználók általi értékelése után megtör-
tént a terv véglegesítése és átadásra került a felület programozását végz kollégának, 
Danics Attilának, aki elkészítette a végleges szoftverinterfészt. 
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Bnügyi névelem-felismerés 
Molnár Gábor József1, Kojedzinszky Tamás1, Farkas Richárd2 
1Szegedi Tudományegyetem, Informatikai Tanszékcsoport 
6720 Szeged, Árpád tér 2. 
gjmolnar@inf.u-szeged.hu, Kojedzinszky.Tamas@stud.u-szeged.hu 
2MTA-SZTE, Mesterséges Intelligencia Tanszéki Kutatócsoport 
Szeged, Tisza Lajos krt. 103. III. lépcsház 
rfarkas@inf.u-szeged.hu 
Kivonat: Ebben a munkában bemutatjuk a Szervezett Bnözés Elleni Koordi-
nációs Központ és a Szegedi Tudományegyetem közös projektjében elkészült 
magyar nyelv névelem-felismer rendszert. A feladat bnügyi dokumentumok 
szövegeiben található fontosabb szereplk felismerése, azaz elre definiált ka-
tegóriákba tartozó kifejezések azonosítása és azok megfelel osztályba sorolása 
volt. A feladat és megoldásának érdekességei, hogy egyrészt egy sokosztályos 
klasszifikációt kellett megoldani, ahol az osztálycímkéken egy rendezés van 
definiálva, másrészt a szekvenciajelölés kétszint: az els szinten jelölt tokenek 
további osztályokba sorolandók, valamint mivel a rendszer pontossága kiemelt 
szempont volt, ezért megvizsgáltuk kézi szabályok integrálási lehetségeit is. 
1   Bevezetés 
Ebben a munkában egy komplex bnügyi névelem-felismer rendszert mutatunk be, 
amely a Szervezett Bnözés Elleni Koordinációs Központ és a Szegedi Tudomány-
egyetem közös projektjében készült el. A rendszer alapveten a korábban Szegeden 
kidolgozott névelem-felismer keretrendszer [1] egy kiterjesztett változata. 
A kiterjesztésre a feladat három specialitása miatt volt szükség. 
 
 
 A feladat egyik érdekessége, hogy a szokványos négy névelemosztály 
(földrajzi hely, személynév, szervezetnév, egyéb tulajdonnév) helyett 13 
szemantikai osztályt kellett megkülönböztetnünk. 
 
 Mivel a felismert említésekben azonosítani kellett azok alkotóelemeit is 
(például személyneveken belül vezetéknevet és keresztnevet), kétszint 
predikciós megközelítéseket implementáltunk és teszteltünk empirikusan. 
Ezen módszerek közül kett egy-egy teljes modellt épít mindkét szintre, míg 
a harmadik módszer abban tér el a korábbiaktól, hogy a második szint 
minden egyes osztályára külön gépi tanuló modellt igényel. 
 
Szeged, 2010. december 2–3.  367 
 
 Habár a névelemosztályok többsége nem ismerhet fel jól reguláris 
kifejezések, listák illesztésével, ezek nagyban hozzá tudnak járulni egy 
statisztikai rendszer pontosságához. A szabályalapú módszereket 
többféleképpen kombináltuk statisztikai megközelítésekkel (feltételes 
valószínségi mezket alkalmaztunk), összesen három névelem-felismer 
megközelítést vizsgáltunk. 
 
Kiemeljük, hogy az egyes osztályok közti többértelmség igen magas volt, azaz a 
tulajdonnevek több osztályba is besorolhatóak. Ilyen esetek tipikusan a helységne-
vekkel kapcsolatosan fordulnak el legtöbbször. A valós életben sok vezetéknévvel 
találkozhatunk, amelyek egyben településnevek is. Ilyen esetekben természetesen 
nem helyként szeretnénk klasszifikálni a kifejezést, hanem személynévként, de szá-
mos példa fordulhat el helynevek és szervezetek (pl. Szegedi Tudományegyetem), 
vagy szervezetek és személynevek esetén is (pl. Vörösmarty Mihály Általános Isko-
la). Ezek a példák azért okoznak problémát, mert egy egyszer listailleszt rendszer 
képes felismerni helyként a Szegedi szót és szervezetként a Szegedi Tudományegye-
temet is. Az általunk alkalmazott gépi tanulási módszer ezt kiküszöböli, a szövegkör-
nyezet alapján dönti el, hogy melyik jelölés alkalmasabb. 
A dokumentumokban szerepl tokenek (szóalakok) képezték az osztályozás alap-
egységét, és rájuk épültek a gépi tanulási modellek. A tanító adatbázis kialakítása 
során a szövegek a whitespace és minden látható speciális karakter mentén lettek 
szavakra bontva. 
Az egyes tokeneket bináris jellemzvektorok reprezentálták (részletes leírásukat 
[1] tartalmazza). A vektorban szerepl nullák és egyesek azt jelzik, hogy az adott 
tokenre teljesül-e az adott jellemz. A jellemzk megadására egy paraméterfájlon 
keresztül nyújt lehetséget a rendszer1. Ebben a fájlban található minden olyan infor-
máció, amely a tanulási folyamat által használt jellemzkhöz kapcsolódik. 
A különböz rendszerek kombinációit empirikus módon értékeltük ki és vetettük 
össze. Az így kapott eredmények jól mutatják, hogy a probléma nehézsége ellenére a 
kapott jelölések jól közelítik az emberi annotációt. 
2   Kétszint címkézés 
A kétszint osztályozás miatt természetesen adódik az a lehetség, hogy minden 
szintre egy külön modellt építsünk. A f kizáró oka annak, hogy egy modellel hoz-
zunk döntést az els és a másodrend kifejezésekre is, az, hogy a két szint szoros 
kapcsolatban áll egymással. 
Ahhoz, hogy képesek legyünk a szintezettségnek megfelelen címkézni, minden 
szinten különböz modellekre van szükség. Azonban a hierarchia miatt nem elegend 
egyszeren elfogadni az egyes modellek predikcióit, hanem szükséges még a szintek-
hez tartozó modellek kombinálása is. 
                                                          
1 A paraméterezhet tulajdonnév-felismer rendszer a Creative Commons licenc alatt elérhet: 
www.inf.u-szeged.hu/rgai/NER 
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A probléma megoldására egyetlen másodrend modell helyett külön másodrend 
modell készült az egy szülhöz tartozó másodrend jelölésekhez. Például egy-egy 
modell készült külön az eltag, vezetéknév, keresztnév osztályokhoz, amelyek a sze-
mélynév els szint jelöléshez tartoznak. Ez azt jelenti, hogy a tanító adatbázisból 
kigyjtöttük a másodrend címkével annotált kifejezéseket, úgy, hogy külön tanító 
adatbázis épült minden azonos elsrend szülvel rendelkez jelöléshez. Ezzel több 
új tanítóhalmaz alakult ki, amelyeknek száma megegyezett azon elsrend jelölések 
számával, amelyeknek léteznek leszármazottai (olyan els szint osztályok is voltak, 
amelyekhez nem tartozott másodrend leszármazott). Ezután az eredeti tanító adatbá-
zist használtuk elsrend modell építésére, az újabb tanítóhalmazok segítségével 
pedig több kisebb modell készült. Ezek a kis modellek gyorsan felépültek, hiszen a 
tanító algoritmusnak nem kellett foglalkoznia azokkal a tokenekkel, amelyek egyik 
névelemosztályba sem estek (a névelem-kategóriákba es kifejezések száma csak a 
töredéke azon tokeneknek, amelyek egyik tulajdonnévosztályba sem tartoznak), és 
képes volt kizárólag egy elsrend jelölés leszármazottaira fókuszálni. 
3  Szabályalapú jelölés 
A szabályalapú jelölések majdnem 20 címkére vonatkoznak (összesen több mint 50 
els, illetve másodrend osztály van), és egy-egy címkére több reguláris kifejezés is 
van definiálva. Az egyes felismer kifejezések megírása különösen problémás volt, 
hiszen a nyelv változatossága miatt –  akár az olyan szabványosnak vélt egyedek, 
mint a telefonszám is – több vagy összetett szabályok megírására volt szükség. El-
nyük, hogy ha egy szövegrészre jelölést tesznek, az nagy valószínséggel helyes is, 
azonban csak kevés egyedet fednek le. 
Az ún. „Egymást követ” megközelítések a szabályalapú és a gépi tanulási mód-
szereket külön-külön futtatják le, meghatározott sorrendben egymás jelöléseire adott 
megkötésekkel. 
Az „RB + CRF” jelölés lényege, hogy elsként a reguláris kifejezések illesztése 
történt a nyers szövegre, majd ezt követte a gépi jelölés (gépi tanuló modellként a 
Conditional Random Fields /CRF/-et használtuk [2]). Mivel a szabályok nagy pontos-
sággal jó kategóriába sorolják a kifejezéseket, ezért abban az esetben, amikor a gépi 
tanuló modellnek is volt egy alternatív jelölése arra a kifejezésre, amelyre már a regu-
láris kifejezés illesztett, azt nem vettük figyelembe, és a szabály annotációját tekintet-
tük érvényesnek. 
A „CRF+RB” módszer esetén elször a gépi tanuló modell jelölt, és csak utána 
következett a szabályalapú módszer. A modell nagy valószínséggel jelöléseket vég-
zett a szövegnek azon részein is, amelyekre egyértelm szabályokat adtunk.  
A „Bvített jellemzk” esetén (ez a módszer bizonyult a leghatékonyabbnak) a ta-
nítás eltt a szabályalapú jelöl által készített jelölések bekerülnek a tanító adatbázis-
ba a megfelel tokenek mellé extra jellemzként, így a statisztikai tanulóalgoritmus 
ezekkel a tulajdonságokkal egészítheti ki a jellemzkészletét, majd a predikció során 
is lefutó szabályfelismer növeli a felismerés pontosságát. 
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4   Eredmények 
A tanuló adatbázis és a tesztfájlok kialakítására a rendelkezésre bocsátott 200 doku-
mentumból volt lehetség. Mivel az összes dokumentum adatvédelmi okok miatt 
szigorú anonimizálási folyamaton esett át (pl. eredetileg egy nevet a „Vvvvv Kkkkk” 
karaktersorozatra cseréltek), így az anonimizált halmazon tanult modell és az ezen 
mért teszteredmények nem mutatnak pontos eredményeket. 
A valós adatokon készített modell (a Szervezett Bnözés Elleni Koordinációs 
Központban házon belül) és az azon végzett tesztelés összességében valamivel elma-
rad az anonimizált adatokon végzettétl, azonban vannak névelemosztályok, melyek 
esetében javultak az elért eredmények. 
Az alábbi táblázatban látható az elz fejezetben bemutatott három különböz 
szabályalapú és gépi tanulási módszer kombinálására szolgáló módszer eredménye 
(néhány osztálycímkékre vonatkozóan és a végs rendszer pontosságára). 
 
 
1. táblázat: Eredmények. 
 
 RB + CRF CRF + RB Bvített jel-
lemzk 
Hely 78,12 78,5 79,72 
 Irányítószám 97,92 98,92 100 
 Város 85,25 84,43 94,71 
 Kerület 95,05 88,42 100 
 Utca 80,39 78,38 95,95 
 Házszám 81,25 77,73 98,29 
Személynév 96,02 96,46 97,11 
 Eltag 89,06 89,6 88,72 
 Vezetéknév 95,19 95,19 98,2 
 Keresztnév 96,81 96,69 99,2 
végs F-mérték: 88,28 87,84 91,33 
 
 
Jól látható, hogy az „Egymást követ” módszerek közötti különbség elhanyagolha-
tó, viszont a „Bvített jellemzk” módszere szignifikánsan jobb eredményt produkált. 
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Igei igenevek problémája számítógépes 
nyelvészeti szempontból 
Nádasdi Péter 
Szegedi Tudományegyetem, Általános Nyelvészeti Tanszék 
H-6722 Szeged, Egyetem u. 2. 
nadasdi_peter@freemail.hu 
Kivonat: Az igei igenevek nemcsak a leíró és elméleti nyelvészeti kutatások 
számára jelentenek problémát, hanem a gépi fordítás számára is, ezért fontos 
követelmény, hogy nem szavanként, hanem egységes szerkezetként kezeljük a 
vizsgált konstrukciót, így a gépi program csak azokat a szerkezeteket jelenítené 
meg, amelyek beletartoznak ebbe a típusba, de azok közül mindet visszaadná. 
1   Bevezetés 
A mai magyar nyelvben létezik egy olyan szerkezet (például a Vágó István vezette 
vetélked), amely egy fnév (Vágó István) és egy -t/-tt toldalékos verbális elem (ve-
zette) szoros kapcsolatából áll, és ez a két elem együtt egy másik fnevet (vetélked) 
módosít. Feltn tulajdonsága, amely elkülöníti más jelzs és/vagy igeneves szerke-
zettl, hogy személyjelöl található a szerkezet igei tagján: vezett-e. A szerkezet a 
gépi fordítás számára kihívást jelent, hiszen nincs egységes elképzelés e szerkezetrl 
számítógépes nyelvészeti szempontból, ezért a szintaxis alkalmazása fontos tényez a 
vizsgált szerkezet számára. 
2   A szerkezet jellemzi 
Két f elképzelés létezik errl a szerkezetrl a generatív nyelvészeti szakirodalom-
ban: igés (mai egyedüli képviselje [3]) és igeneves [1, 2], attól függen, hogy a 
szerkezet verbális elemét (vezette) igének vagy befejezett melléknévi igenévnek tart-
ják. A szerkezet általános jellemzit a következkben foglalhatjuk össze: 
 
1. A szerkezet egy nominális elem és egy verbális elem kapcsolata, amelyek 
mindig ebben a sorrendben követik egymást: Vágó István és vezette. 
2. Egy -t/-tt toldalékos verbális elem található a szerkezetben: vezet-t-e. 
3. Egy esetjelölés nélküli nominális elem van a szerkezetben: Vágó István. 
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4. A szerkezet több szóból is állhat, de tartalmaznia kell legalább egy nominá-
lis és egy verbális elemet, egyik vagy másik nélkül agrammatikus a szerke-
zet: Vágó István vezette1. 
5. Személyjelöl található a szerkezetben a verbális elemen: vezett-e. 
6. Jelzi szerepben áll egy módosított fnév (antecedens) eltt: (Vágó István 
vezette) vetélked. 
7. A szerkezet két tagja között predikatív viszony van, azaz az esetjelölés nél-
küli nominális elem az alanyi argumentuma a verbális elemnek: a Vágó Ist-
ván a vezette elemnek. 
8. A vizsgált szerkezetben tárgyas vagy alkalmilag tárgyas (egynél több ar-
gumentumú) igék fordulnak el, például a nem tárgyas lakik is. 
9. A szerkezetet általában nével vezeti be, amely lehet határozott vagy hatá-
rozatlan is, de alkalmilag el is maradhat: (a) Vágó István vezette vetélked. 
 
A vizsgált konstrukció szintaktikai szerkezete tehát az alábbiak szerint ábrázolha-
tó: 
 
Nével alárendelt (jelzi) tagmondat módosított fnév (antecedens) 
a  [Vágó István (tárgy 	i)vezet-t-ei ] vetélked 
 
A személyjelöl tárgyas személyragként értelmezhet, amely egy rejtett névmásra 
referál (	), és ez a rejtett névmás a módosított fnevet (vetélked) képviseli tárgyként 
a jelzi (alárendelt) tagmondatban. 
3   Gépi fordítás 
A szerkezet gépi fordítására rányomja a bélyegét, hogy nincs egységes elképzelés e 
szerkezetrl, és nem kompakt egészként tekintenek erre a konstrukcióra. Az annotálá-
sa sem egyöntet a szerkezet verbális tagjának, hiszen az MNSZ-ben igének és ige-
névnek is jelölik, vagy éppen ismeretlen kategóriának, ezért fontos lenne egységes 
jelölést alkalmazni. A félig kompozicionális fnév + ige szerkezetekkel mutat nagy-
fokú rokonságot ez a szerkezet [4], hiszen a kérdéses konstrukció is egy fnév (Vágó 
István) és egy ige(név) (vezette) kapcsolata: egy tagmondatot alkot (Vágó István ve-
zette), és a szerkezet jelentését csak e tagmondat és a módosított fnév (vetélked) 
viszonyaként adhatjuk meg. Produktivitása és szintaktikai önállósága ellenére létez-
nek olyan szókapcsolatok, amelynek szavai gyakran fordulnak el együtt, ezért is 
tekinthetk kollokációnak, mint például az X.Y. vezette kormány, valamilyen termé-
szeti er sújtotta terület. A számítógépes nyelvészeti alkalmazásoknál is a legnagyobb 
problémát a kollokációk, illetve a kollokációszer szerkezetek jelentik [4]. Nagyban 
megkönnyítené a gépi fordítását, ha nem szavanként, hanem egységes szerkezetként 
                                                          
1 Legfeljebb igeköt (igemódosító) és tagadószó kerülhet a nominális és a verbális elem 
közé, mint például a Lajos felásta föld vagy az ember nem lakta föld, de adjunktum nem. A 
személyes névmásos alakoknál a személyes névmás ugyan elmaradhat, de ezek már nem 
produktívak, mint például a szerette város. 
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kezelnénk, így csak azokat a szerkezeteket jelenítené meg a gépi program, amelyek 
beletartoznak ebbe a konstrukcióba, de azok közül mindet visszaadná. A szerkezet 
ugyanis két részbl áll: 1. egy beágyazott tagmondat (Vágó István vezette), 2. egy 
módosított fnév (vetélked). Természetesen fontos kiemelni, hogy ez a szerkezet 
nagyon közel áll a nem személyjelölt befejezett melléknévi igeneves szerkezetekhez, 
és ez a konstrukció könnyen átalakítható nem személyjelöltté: a Vágó István által 
vezetett vetélked. Éppen ezért idegen nyelvre, például angolra való fordításánál fi-
gyelembe kell vennünk, hogy kétféleképpen tudjuk elérni, hogy jó fordítás jöjjön 
létre: 1. posztnominális vonatkozó szerkezettel (angolban wh-konstrukció vagy that), 
2. nem személyjelölt melléknévi igeneves szerkezettel (angolban past participle+by-
os szerkezettel). A (Vágó István vezette) vetélked esetében a két változat az alábbiak 
szerint fordítható: 1. ’Az a vetélked, amelyet Vágó István vezet’ = ’The quiz show 
(that/which) István Vágó presents.’ 2. ’A Vágó István által vezetett vetélked’ = 
’The quiz show presented by István Vágó. 
A fenti konstrukció szintaktikai elemzése két f részre osztja a szerkezetet: 1. a ve-
télked, 2. Vágó István vezette, ahol 1. egy DP, amelybe be van ágyazva egy többnyi-
re két elembl álló tagmondat, amelynek az els eleme a beágyazott tagmondat ala-
nya, a második eleme pedig az állítmánya. Fontos kiemelni, hogy vonatkozói szerke-
zetként való fordításánál az igei elemet a múlt idej (befejezett melléknévi igenévi) 
forma ellenére is jelen idvel kell fordítani: ’amelyet rendszerint szokott vezetni’ 
(Simple Present). A gépi fordításnál elengedhetetlen, hogy a program felismerje, 
hogy az adott fnév és igei elem összetartozik [4]. Ennél a szerkezetnél pedig ezután 
azt is kódolnia kell, hogy a módosított fnév is a szerkezet része, de nem annak ar-
gumentuma, hiszen a módosított fnév bármilyen esetet felvehet, aszerint, hogy mi-
lyen mondatba foglaljuk bele: Láttam a Vágó István vezette vetélkedt. Ugyanis ez az 
ige+fnév szerkezet egy beágyazott tagmondat, amely a fnevet (antecedens) módo-
sítja. A Google fordító és a webforditas.hu a példamondatunk fordításakor rosszul 
formált szerkezetet hoz létre, viszont például az Angela Merkel vezette kormány ese-
tében a két program közül a Google fordító jó fordítást hoz létre: the government led 
by Angela Merkel, de csak az igenevest alkalmazza, viszont ha kicseréljük a módosí-
tott fnevet az alábbi módon: az Angela Merkel vezette vetélked, akkor már rossz 
eredményre jut. Feltételezhet, hogy nem szerkezeti elemzéssel, hanem heurisztikák-
kal dolgozik, és statisztikai alapon jut jó megoldásra. 
4   Összegzés 
A cikkben azt a problémát vizsgáltam, hogy a kérdéses szerkezet kihívást jelent a 
számítógépes nyelvészeti alkalmazás szempontjából a gépi fordítás, illetleg az anno-
tálás számára, és a szintaxis alkalmazását tartom fontos lépésnek a konstrukció szem-
pontjából a nehézséget jelent megoldandó feladatok számára. 
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Terminológiakivonatolás francia nyelv szabadalmak 
leírásaiból különböz módszerek segítségével 
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Kivonat: A cikk egy francia nyelvre készült saját, elssorban szabályalapú, de 
statisztikai szrkkel is rendelkez terminológiakivonatoló leírását és eredmé-
nyeit tartalmazza. Célunk annak feltárása, hogy a tisztán szabályalapú termino-
lógiakivonatoló fmodulon kívül alkalmazott szabályalapú és statisztikai mód-
szerek milyen mértékben járultak hozzá a fedés és a pontosság növeléséhez 
(vagy csökkenéséhez). A terminusok szabályalapú kinyerése véges állapotú au-
tomatával történik, a kimenet szrése pedig elször stopword-listával, majd tu-
lajdonnév-felismer modul alkalmazásával. A statisztikai módszereket szrésre 
alkalmazzuk: a unithood érték mérésére a C és NC értékeket, a termhood méré-
se a weirdness arány segítségével valósul meg. 
1   Bevezetés 
A terminológiakivonatolás (a továbbiakban TE) során a TE-alkalmazás egy adott, 
írott nyers szövegbl annak terminusjelöltjeivel tér vissza. A terminusjelöltek kinye-
rése és szrése történhet szabályalapú és statisztikai módszerekkel. A leggyakrabban 
használt módszer ezek kombinációja, a hibrid módszer, ami [2] és [6] szerint elször 
a terminusjelöltek kinyerésére a statisztikát alkalmazzák, majd azok szrésére nyelvi 
filtereket. 
2   Korpusz 
Korpusznak négy, francia nyelv informatikai témájú szabadalom leírását választot-
tuk, amelyekben 854 különböz terminus található; a szövegek átlagosan 3500 
tokennel rendelkeznek. A négy szabadalmat kézileg is annotáltuk: bejelöltük bennük 
az összes terminust. 
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3   Módszer 
A vizsgálatunk során a terminusok kinyerésekor a megszokottól eltéren fordított 
sorrendet alkalmazunk: a terminusjelölt-listát szabályalapú módszerekkel nyerjük ki, 
majd ezt különböz szrkkel szrjük a pontosság növelése érdekében. A szabályala-
pú kinyeréshez és szréshez szükség van a szöveg elfeldolgozására, amelyhez a 
szöveget mondatokra, majd tokenekre bontó, illetve azokat szófaji címkékkel ellátó 
Machinese-t [3] használtuk. 
3.1   Terminusjelölt-lista létrehozása és els szrése szabályalapú módszerekkel 
A terminusjelöltek listájának kinyeréséhez a leggyakoribb mintákból (pl. f-
név+fnév, fnév+prepozíció+fnév) véges állapotú automatát hozunk létre. Ezt az 
automatát illesztjük a már szófaji címkékkel ellátott szövegre. Az és/vagy típusú ko-
ordinációkat visszaállítjuk az eredeti alakjukra. Az így kapott mintákat szrjük egy 
stopword-listával, ami a leggyakoribb (fnevet is tartalmazó) kifejezéseket szri ki a 
szövegbl, hogy azok ne kerülhessenek be a terminusjelölt-listába. Ilyen típusú szer-
kezetek a par exemple ’például’, en effet ’ugyanis’ stb. A tulajdonneveket pedig az 
OpenCalais projekt keretében létrehozott OpenCalais Web Service API [8] nev al-
kalmazással szrjük. 
3.2   Terminusjelölt-lista szrése statisztikai módszerekkel 
A terminusjelöltekre a C és NC [5], weirdness [1] értékek kiszámítására szolgáló 
algoritmust alkalmazzuk. Mindhárom értékre igaz az, hogy minél nagyobb egy adott 
terminusnál annak értéke, annál valószínbb, hogy az adott jelölt ténylegesen termi-
nus. 
A C-érték egy unithood mérték, ami azt mutatja meg, hogy egy adott terminusjelölt 
gyakrabban fordul-e el önmagában vagy egy nagyobb egység részeként. Így például 
kiszrhetk azok a melléknévi utómódosítók, amelyek az adott terminusnak nem 
lehetnek részei, mert a terminus részét nem képez melléknévi utómódosító és a f-
névi fej közötti kohéziós érték alacsony lesz, ha ritkán fordulnak el együtt. 
Az NC-érték azt vizsgálja meg, hogy az adott terminusjelölt környezetében lév 
szavak milyen valószínséggel jelzik azt, hogy elttük vagy mögöttük terminus áll. 
A weirdness pedig egy olyan termhood mérték, amely azt mutatja meg, hogy az 
adott terminusjelölt az adott szakszövegben vagy egy általános nyelv korpuszban 
fordul el gyakrabban. Ehhez egy általános keresmotort használunk, az Exalead 
vállalat online keresjét [4]: a saját alkalmazásunk minden egyes terminusjelöltnél 
lekérdezi annak gyakoriságát egy köznyelvi újság, a Le Figaro weboldaláról [7]. A Le 
Figaro keresési feltételként történ megadásának célja, hogy a keresmotor ne keres-
hessen bárhol, hiszen így szakmai szövegekben is keresne, amit el kell kerülni. 
A fent említett mértékeket elször külön-külön alkalmazzuk az adott korpuszra, és 
megnézzük, hogy milyen hatékonyság érhet el ezeknél. Megkeressük minden válto-
zónál azt a határértéket, amely felett a legjobb a pontosság, fedés, illetve F-érték. Ezt 
követen egy összevont értéket is alkalmazunk, ami minden érték együttes eredmé-
nyét veszi alapul. 
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4   Eredmények 
A terminológiakivonatolás esetén a fedés a helyesen kinyert terminusok számának és 
az adott szövegben lév terminusok számának a hányadosa, a pontosság a helyesen 
kinyert terminusok és az összes kinyert terminusok számának hányadosa, az F-érték 
pedig a fedés és pontosság szorzatának duplája osztva a fedés és a pontosság össze-
gével [2]. 
A tisztán szabályalapú algoritmussal, tehát a mintákkal, körülbelül 0,78-as fedést 
és 0,59 érték pontosságot (F-érték: 0,67) érhetünk el. A fedés és a pontosság értékei 
már akkor jelentsen nnek, ha a mintaillesztés után a terminusjelölteket szrjük az 
elre megadott, fnevet is tartalmazó fordulatokkal, valamint a benne szerepl tulaj-
donnevekkel: ekkor a pontosság 0,66 a fedés 0,83 (F-érték: 0,74). A statisztikai mód-
szerek a várt eredményeket hozták: a pontosságot tudták növelni, de ezáltal a fedés 
csökkent. A legjobb pontosságot az általunk létrehozott kombinált érték biztosította, 
mely által ez az érték 0,89 lett. Az 1. táblázat foglalja össze az eredményeket a külön-
böz algoritmusok esetén, ahol a legjobb értéket vastaggal emeltünk ki. 
 
1. táblázat: Fedés, pontosság és F-érték a különböz módszerek esetén. 
alkalmazott módszer határér-ték fedés 
pontos-
ság F-érték 
kinyerés mintákkal - 0,7834 0,5895 0,6728 
kinyerés mintákkal + szabály-
alapú szrés 
- 0,8285 0,6609 0,7353 
weirdness     
 - 0,8285 0,6609 0,7353 
 > 0,2595 0,7109 0,6901 0,7003 
 > 0,0011 0,8285 0,6626 0,7363 
C-érték:     
 - 0,8285 0,6609 0,7353 
 > 2,8074 0,4574 0,6917 0,5506 
 > -6,3399 0,8274 0,6618 0,7354 
NC-érték:     
 - 0,8285 0,6609 0,7353 
 > 1,5388 0,5620 0,7098 0,6273 
C-NC érték     
 - 0,8285 0,6609 0,7353 
 > 2,3807 0,4682 0,6922 0,5586 
 > -4,8251 0,8274 0,6618 0,7354 
kombinált érték     
 - 0,8285 0,6609 0,7353 
 > 0,8468 0,0701 0,8904 0,13 
 > 0,0867 0,8123 0,6759 0,7379 
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Szótáralapú kémiai NE-felismer rendszer 
Nyilas Sándor, Németh Gábor, Almási Attila 
Szegedi Tudományegyetem, Informatikai Tanszékcsoport 
Szeged, Árpád tér 2. 
{nyilasster, nemeth.gabor3, vizipal}@gmail.com 
Kivonat: A MASZEKER projekt szabadalmakon futó szemantikus keresrend-
szer kifejlesztését célozta meg, melynek az orvostudományi és kémiai szaba-
dalmak esetében egyik lényegi lépése a kémiai névelemek felismerése. Ehhez 
szükség volt egy szótárfájl létrehozására, mivel a névelemeket jelöl program 
nem elemzi szemantikusan a mondatok szavait, és nem az alapján dönt, hogy 
melyik szó kémiai névelem és melyik nem. A szótárfájl, amely soronként elkü-
lönített szavakból áll, tartalmazza a kémiai névelemeket. Ennek a szótárfájlnak 
a rendszeres frissítése és karbantartása szükséges ahhoz, hogy a program min-
den kémiai névelemet fel tudjon ismerni. 
1   A szótárfájl elállításáról 
A kémiai vegyületneveket tartalmazó szótárfájlt az Environmental Chemistry oldal-
ról1 gyjtöttük ki, mely soronként egy vegyületnevet és egy tabulátorral elválasztott 
egy- vagy kétjegy elfordulási számot tartalmaz, amelyet eddig figyelmen kívül 
hagytunk. 
1.1   Az eredeti szótárfájl 
A szótárfájlból több névelem (NE) is hiányzott (pl. sodium), ezért szükség volt a 
szólista bvítésére. Mivel más kémiai névelem-adatbázis nem állt rendelkezésünkre, 
de feltételeztük, hogy az összetett kémiai NE-k tartalmazzák a hiányzó, elemibb NE-
ket (pl. a (9-Octadecenoic acid (Z)-, iron(3+)  salt) tartalmazza az iron-t), ezért az 
összetett NE-k felbontása mellett döntöttünk. Ehhez szükség volt egy bvítmény 
létrehozására, melyet az alábbiak szerint hajtottunk végre: az eredeti szótárfájlról két 
másolatot készítettünk, melyeken a következ változtatásokat hajtottuk végre: 
• kis- és nagybetket nem megkülönböztetve ábécérendbe rendeztük az NE-ket, 
• minden sor végérl a tabulátort és az utána szerepl számot töröltük, 
• az 1. másolatban minden nem szám- és betkaraktert kicseréltünk szóköz karak-
terre, az összes szóközt sortörésre cseréltük, s az így kapott szavakat a következ 
algoritmussal szrtük: 
• a tördelésnél keletkezett felesleges szavak közül kivettük a duplikátumokat; 
• a könnyebb kezelhetség kedvéért a dupla sortöréseket is töröltük; 
                                                          
1 http://environmentalchemistry.com/yogi/chemicals/ 
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• az 1. másolatot hozzáadtuk a 2.-hoz, majd újból szrtük a dupla sortöréseket és a 
duplikátumokat; 
• a 2. másolatból a felesleges szavakat kézileg eltávolítottuk. E 2. másolatot a beil-
lesztést követen az els verziójú szótárfájlnak tekintjük. 
Mivel a program nem tett különbséget a rövidítéseknél a kis- és nagybetk között, 
helytelenül került feljelölésre az at mint prepozíció és helyesen az At mint Astatine. A 
hiba kiküszöbölése érdekében a szótárfájlt kettévágtuk a legfeljebb három, illetve az 
annál több karakterbl álló szavakra. Ezentúl két lista létezik, melyeket együttesen 
nevezünk szótárfájlnak. Az els listafájlt (három és annál kevesebb karakterbl álló 
szavak), kis- és nagybett megkülönböztetve, a másikat (háromnál több karakterekbl 
álló NE-k) továbbra is kis- és nagybett nem megkülönböztetve vizsgáljuk. A két 
listafájl jelenleg 81959 vegyületnevet tartalmaz. 
2   A program mködése 
A szótárfájlt és a vizsgált szabadalmat betöltjük a programba, majd megvizsgáljuk, 
hogy a szótárfájlból soronként betöltött NE-k megtalálhatók-e a vizsgált szabadalom-
ban. Az eredmények javításához feszít-szr szabályrendszert alkalmazunk. 
2.1   Feszítés 
Mikor a szó átadódik a feszít algoritmusnak, már biztosak lehetünk abban, hogy 
vegyületnevet találtunk. Elször a kezd-, majd a záróindex értékét változtatja a kód, 
értelemszeren a kezdindexet csökkentve, a záróindexet pedig növelve azért, hogy a 
vegyületnév-töredék indexeit ráfeszítse az egész vegyületnévre. A folyamat akkor áll 
meg, ha a program megfelel karakterpárt talál. Ezek a karakterpárok a vegyületnév 
elejét vagy végét jelzik. Ha egy szó után szünet van, és a következ karakter valami-
lyen bet vagy szám, akkor ott a vége a vegyületnévnek. Ugyanez igaz a szó elejével 
kapcsolatban is. Ezen kívül a következ kritériumok esetében áll meg a feszítés, és 
dönt úgy, hogy a vegyületnévnek az adott helyen eleje vagy vége van: 
 
eleje: 
 <bármilyen karakter és/vagy szám> és szóköz 
 <írásjelek (, . ! ? ( stb...)> és szóköz 
 <sorvége, kocsivissza, \0 jelek> és szóköz 
 pontosvessz 
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vége: 
 szóköz és <bármilyen karakter és/vagy szám> 
 szóköz és <írásjelek (, . ! ? ) stb...)> 
 <szóköz, írásjelek> és <sorvége, kocsivissza, \0 jelek> 
2.2   Szrés 
Mikor a feszítés befejezdik, átadja a találatok kezd- és végindexeinek listáját a 
szr algoritmusnak, mely azért felel, hogy a találatok közül mindig csak a „legb-
vebb” legyen feljelölve (pl. csak a (Threitol 1,4-bis (methanesulfonate)) és ne a 
Threitol és methanesulfonate külön-külön), ezért egy algoritmussal a kezd és az 
ahhoz tartozó végindexeket rendezi. Ezután a program addig hasonlítja össze a talála-
tokat, ameddig a szr már nem változtat a találati listán. 
A szr egyik funkciója az, hogy megvizsgálja, hogy az n-edik találatnak a k kez-
dpontjához és v végpontjához képest hol helyezkedik el az n+1-edik találatnak a k2 
kezdpontja és a v2 végpontja. A sorba rendezés miatt alapfeltevés, hogy k<k2: 
 ha v<k2, akkor nem változik 
 ha v>=k2, de v<=v2, akkor v-t egyenlvé tesszük v2-vel és az n+1 találatot 
töröljük 
 ha v>=k2, de v>v2, akkor v megtartja az értékét, és az n+1 találatot töröljük. 
Ha két találat közt csak egy karakter távolság van, akkor a kettt egynek veszi, és 
megkapja a két találat legkisebb kezdértéket és a legnagyobb végértéket. 
3   A névelemek annotációja során felmerült problémákról 
A figénypontokban szerepl NE-ket három csoportba rendeztük: 1) kémiai elemek 
(nitrogén), elemcsoportok (halogének), vegyületek (Na2O) stb.; 2) általános anyagne-
vek (só), vegyületfajták (szénhidrát) stb.; 3) konkrét betegségek (Alzheimer-kór), 
betegségcsoportok (immunhiányos betegségek) és tünetek (másnaposság). 
Néhány gyakoribb hibatípus [1]: 
 A program nem különíti el a NE-k fnévi és jelzi használatát: pl. antibiotic 
– az angolban fnév és melléknév is lehet; fnévi használatban jelöltük csak. 
 Az elforduló helyesírási hibák miatt a program nem megfelelen szegmen-
tál bizonyos elemeket: pl. …alkarylamino, fluoro, chloro, bromo iodo and 
trifluoromethyl… – két, egyébként külön jelölend NE-t egynek vett; az an-
notáció a szándékolt tartalomnak megfelelen történt. 
 Szófaji problémák:  
1.  water-soluble, wax-like kifejezések a magyarban nem NE-k – nem 
jelöltük; 
2.  carboxylic, enantiomeric jelzk – nem jelöltük; 
3.  O-glycosidically határozószó – nem jelöltük. 
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4   Eredmények 
A névelem-felismer program találati pontossága a fejlesztésekkel rohamosan ntt. 
Ezt egy segédrendszerrel teszteltük, amely összehasonlította a kézzel annotált 313 
dokumentumot az automatikusan feljelöltekkel. A két feljelölés között jelents szám-
beli különbség mutatkozott: pl. a salt a kézi feljelölés alapján 17, a gépi feljelölés 
szerint pedig 43 alkalommal fordul el NE-ként. 
Eddig négy különböz programverzió készült, a negyedik még tesztfázisban van. 
 verzió 0.1: szrés és feszítés nélkül a program a tesztelés során csak ~ 6,5%-ot ért 
el. A programban nem volt szrési rendszer: a gépi megjelölés jóval több, mint a kézi, 
mert összetettebb vegyületnevek esetén az elemibb NE is feljelölésre kerültek, és az is 
annotációnak számított. 
 verzió 0.2: a szrrendszer beiktatása után már 70%-os teljesítményt ért el a prog-
ram. A gépi annotációk száma számotteven kisebb volt, mint a kézzel feljelölteké. 
Szükség volt a szótárfájl bvítésére és egyben szrésére is, mert még ~ 2000 feljelö-
lés fölösleges, illetve helytelen volt. 
 verzió 0.3: a szótárfájl bvítése és szrése után az F-mérték 90.13%-ra javult. 
 verzió 0.4: finomítottunk az annotálási elveken és három kategóriát vettünk fel: 
speciális NE-k, általános NE-k, betegségek (l. 3. fejezet). A tesztanyagban a kézzel 
jelölt annotációkat a fentieknek megfelelen módosítottuk. A szabályrendszer 
átalakítására nem volt szükség, csupán a program beolvasási és osztályba sorolási 
rendszerén kellett változtatni. Az NE-k és betegségek megkülönböztetése érdekében a 
szótárfájlt – a korábbi kett helyett – négyfelé vágtuk, majd beillesztettük a 
programba a négy fájl beolvasását. Amikor a program egy NE-t felismer, feljelöli, és 
besorolja a megfelel osztályba. Az, hogy melyik osztályba kerül egy NE, kizárólag 
attól függ, hogy a kifejezés melyik szótárfájlból származik. A betegségek szótárfájlt 
bvíteni kell egy másik adatbázis2 segítségével. A kézi jelölés módosítása után az F-
mérték 95.25%-ra javult. 
1. táblázat 
 verzió 0.1 verzió 0.2 verzió 0.3 verzió 0.4 
Gépi NE-k száma 17 779 9 799 11 407 10 373 
Kézi NE-k száma 10 874 10 874 10 874 11 355 
Helyes NE-k száma:   932 7 306 10 041 10 348 
Precision / Recall: 8.57 / 5.24 67.18 / 74.56 92.33 / 88.02 91.13 / 99.75 
F: 6.50 70.68 90.13 95.25 
                                                          
2  http://www.who.int/classifications/icd/en/ 
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Lényegkiemel módszerek összehasonlítása  
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Kivonat: A gépi beszédfelismerés egyik dönt fontosságú eleme a beszéd 
akusztikai lényegének kiemelése, különösen a zajos környezetben történ al-
kalmazásoknál, amely jelen esetben közlekedési zajjal terhelt akusztikai kör-
nyezetet jelentett. Emiatt helyeztük vizsgálatunk középpontjába a zajtr és 
hagyományos beszédfelismerési lényegkiemelési eljárásokat. A tanítást és tesz-
telést hat nyelven végeztük el: angol, francia, magyar, német, olasz, spanyol. 
Teszteléshez a telefonos hálózaton keresztül az utcáról vagy jármbl rögzített 
adatbázist használtunk. Alaprendszerként teszteltük a HTK és a SPHINX esz-
közkészletben, vagy általunk is implementált Mel Frequency Cepstral 
Coefficients (MFCC) és Perceptual Linear Prediction (PLP) módszereket. Az 
újabb módszerek között a Power-Normalized Cepstral Coefficients (PNCC) és 
a Perceptual Minimum Variance Distortionless Response (PMVDR) szerepel. 
1   Bevezetés 
Feladatunk közlekedési zajban üzemel folyamatos beszédfelismer rendszer összeál-
lítása. A rendszernek hat nyelven kell mködnie: angol, francia, magyar, német, olasz 
és spanyol. A cél: felismerni a nyilvános mobiltelefon-hálózaton érkez hívásokban, 
hogy a hívók milyen célobjektumot (POI – Point of Interest) szeretnének megtalálni, 
mint például egy múzeumot, éttermet vagy konkrét címet. A rendszernek legalább a 
POI-k többségét megbízhatóan fel kell ismernie annak ellenére, hogy az utcán sétál-
va, vagy valamilyen jármben utazva a beszédkörnyezet legtöbbször zajjal terhelt. 
2   A lényegkiemelk 
Az automatikus beszédfelismerés kritikus lépése a lényegkiemelés, hiszen ekkor 
alakítjuk át a beszédet a gép számára feldolgozható lényegvektorok sorozatává. Emi-
att helyeztük kísérleteink középpontjába különféle lényegkiemel eljárások vizsgála-
tát. 
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A Mel Frequency Cepstral Coefficients (MFCC) egy elterjedten alkalmazott mód-
szer, sokféle implementációja létezik, ezek közül hárommal foglalkoztunk. Az egyik 
a HTK (Hidden Markov-Model Toolkit) [10] nev, rejtett Markov-modellek építésére 
és manipulációjára alkalmas eszközkészlet. A munkánk során részint a beépített lé-
nyegkiemel eszközöket, részint az akusztikus modelltanító és -kiértékel eszközöket 
használtuk fel. A másik a SPHINX [1] nevezet, kifejezetten beszédfelismerésre 
készült rendszer, ennek csupán a lényegkiemel részét használtuk fel. A harmadik a 
saját implementációnk, mely a Voxerver1 nevezet felismer szoftver része. Mindhá-
rom módszer magja a Mel-szrbank és a logaritmikusamplitúdó-kompresszió. 
Zaj szempontjából robosztusabb megoldást kínálhat a Perceptual Linear 
Prediction (PLP) módszer [2], mely lineáris predikciót (LP) használ a beszéd spektrá-
lis burkolójának elállításához. A perceptualitást a Bark-szrés és – a hallás frekven-
ciával változó érzékenységét követ – azonos hangosságú elkiemelés adja. 
Az újabb módszerek között szerepel a Perceptual Minimum Variance 
Distortionless Response (PMVDR) [9], mely szrés helyett egy paraméterezhet ún. 
frekvenciahajlítást (frequency bending) alkalmaz, a LP-együtthatókból pedig MVDR-
spektrumot, egy fels spektrális burkolót számít. 
Szintén új módszer a Power-Normalized Cepstral Coefficients (PNCC) [3], amely 
ún. Gammatone-szréssel [7], teljesítményeltolással és exponenciális amplitúdó-
összenyomással reprezentál egy zajrobosztus lényegkiemelést. 
3   A kísérleti környezet 
Tanítási célokra a SpeechDat [8] adatbázist használtuk, mely az általunk vizsgált 
nyelveken, egyenként 500-5000 beszéltl származó, a vezetékes és a mobilhálózaton 
keresztül is rögzített felvételeket tartalmaz. Ez alól kivétel a magyar nyelv, amelynél 
az akusztikai modellek tanításához az MTBA-t (Magyar Telefonos Beszéd Adatbázis) 
[4] használtuk. Ez 500 beszéltl tartalmaz felolvasott szöveget szintén a telefonháló-
zaton keresztül rögzítve, tehát teljességgel SpeechDat-szer, és felhasználható a kí-
sérleteinkben. Mind a tanító-, mind a tesztadatokra közösen jellemz a 8kHz mintas-
rség, az egy csatorna és a 8 bit A-law kódolás. Az angol nyelv esetén fellépett adat-
elégtelenségi problémák miatt ezt a nyelvet kivettük a zajtrési vizsgálatainkból. A 
teljes adatbázisból 10 órányi adatot használtunk fel a tanításra, mert kísérletünk célja 
az egymáshoz viszonyított javulások vagy romlások feltérképezése, nem pedig az 
abszolút legjobb felismerés, ez esetben pedig az adatbázis mérete nem kritikus. 
A felismerési teszteket két szakaszban hajtottuk végre. Elsre verifikációs teszte-
ket végeztünk magyar nyelven, hogy beállítsuk az optimális tanító és tesztel környe-
zetet. E célból felhasználtunk mintegy 15 percnyi hanganyagot egy magyar nyelv 
msorszóró adó híradójából, és ugyanennyi telefonos hanganyagot. A tesztek lényegi 
részét a többnyelv felismerések adták, melyekhez a telefonos hálózaton keresztül az 
utcáról vagy jármbl rögzített, tájékozódási célú kérdésekbl és kijelentésekbl álló, 
alacsonyabb jel-zaj viszonyú adatbázist használtunk. Tartalmuk egy-egy POI megta-
                                                          
1Aitia International Inc. 
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lálásához kapcsolódó kérdés vagy jellemzés, de vannak POI-t nem tartalmazó be-
mondások is a szófelismerés pontosabb méréséhez. 
Miután a tanító adatokon lefuttattuk a lényegkiemelést, fonémaszint címkézés és 
flat-start módszer [10] alkalmazásával is Maximum Likelihood módszerrel tanítottunk 
GMM (Gauss Mixture Model) alapú, szóhatárokon átível trifón akusztikai modelle-
ket. A felismerési teszteket a már korábban említett Voxerverrel végeztük, mely egy 
WFST (Weighted Finite State Transducer) [5] alapú dekóder szoftver. Az akusztikai 
modell mellett WFST alapú nyelvtanokat használtunk, melyeket a lehetséges kérdez, 
kér mondatszerkezetekbl és POI-kifejezésekbl generáltunk a [6] módszerei sze-
rint. 
4   Eredmények 
Minden kísérletben 39 dimenziós, az energia jellemzt is magában foglaló lényegvek-
torokat állítottunk el. Az akusztikai modelleket alkotó Gauss-függvények számát 10-
ben maximalizáltuk. A nyelvenként és módszerenként lefutott legjobb felismerési 
eredményeket a 1. táblázat tartalmazza, ahol WAcc a szófelismerési pontosságot 
jelenti, az All és POI pedig hogy az eredmény minden szóra vagy csak a POI-kra 
vonatkozik. Az els három sorban a három MFCC változat, a másik háromban a 
zajrobosztus frontendek pontosságai szerepelnek, kiemelve a nyelvenkénti legjobbat. 
 




All      POI 
Magyar 
All      POI 
Német 
All      POI 
Olasz 
All      POI 
Spanyol 
All      POI 
mfcc-htk 56.8 70.3 70.1 57.4 62.6 56.5 62.7 81.2 75.4 77.6 
mfcc-sphinx 65.9 74.4 68.3 60.6 59.5 69.6 57.7 73.9 71.6 65.7 
mfcc-vox 65.9 70.3 67.5 56.9 69.3 63.0 62.1 76.1 77.1 76.1 
plp-htk 61.4 75.2 71.1 62.3 66.3 69.6 63.7 70.3 79.8 85.1 
pmvdr 65.5 74.4 69.7 59.7 62.0 71.7 59.3 75.4 68.3 56.7 
pncc 64.8 70.3 71.3 61.7 67.5 67.4 59.5 68.1 83.6 80.6 
 
A legkiemelkedbb a magyar 71.3%-os szófelismerési arány, melyet viszonylag 
nagyobb tesztadatbázis mellett sikerült elérni. A spanyol 83.6% is figyelemre méltó, 
de a kevesebb tesztadat miatt kevésbé megbízható. Az olasz, francia és német adato-
kon is magas POI-pontosságot értünk el, de általában az összes szó felismerése ettl 
nem marad el jelentsen. 
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1. ábra. Felismerési eredmények módszerenkénti átlagai. 
A kapott értékekbl módszerenkénti átlagot képeztünk, hogy megkeressük a globá-
lisan optimális lényegkiemel módszert. Ez látható az 1. ábrán. Az átlagosan legjob-
ban teljesít módszer a PNCC, legmagasabb átlagos szófelismerési pontossággal. 
Még a PNCC-nél is jobb POI-felismerést adott a HTK PLP és saját MFCC-
implementációnk. Az összes szót tekintve már rosszabban teljesítettek, viszont a saját 
MFCC-implementációnk jobb teljesítményt mutatott a másik két változatnál. A 
SPHINX MFCC módszere szintén kiemelked POI-pontosságot ért el, de az összes 
szót tekintve a leggyengébben szerepelt. A PMVDR és HTK MFCC átlagosan gyen-
gébben teljesített, bár az eredmények közti eltérések nem jelentsek. 
5   Összefoglalás 
Öt nyelven készült el egy olyan beszédfelismer rendszer, amellyel nyelvenként hat-
féle lényegkiemelési módszer szerint végeztünk kísérleteket. Eredményeink alapján a 
PNCC teljesített a legjobban, mert sok nyelv esetén a legjobb, vagy ahhoz közeli 
felismerést adott. Szintén kiemelked a Voxerver MFCC és HTK PLP teljesítménye, 
de átlagban kissé elmaradnak a PNCC-tl. Ráadásul a Voxerver MFCC jobban telje-
sít a másik két implementációnál. Az angol rendszer gondjai kevés fejlesztéssel meg-
oldhatóak, és az abszolút felismerési eredmények is tovább javíthatóak, ha a teljes 
adatbázist felhasználjuk a tanításhoz, ezt tekintjük a lehetséges folytatás f irányának. 
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A szöveges, azaz humán felhasználásra szánt információk hozzáférhetőségén ja-
víthat, ha a szövegek több aspektus mentén is lekérdezhetőek. Ilyen rendszerre
példa a Wikipédia közösségi enciklopédia, melyben az információ egysége a szó-
cikk, melyek nem csak kereszthivatkozások mentén, hanem egy kategóriarendszer
mentén is böngészhetőek. A szócikkek kategóriákba sorolásának koherenciája és
a kategóriarendszer megválasztása határozza meg, hogy mennyivel könnyebben
férhetők hozzá az összetartozó információk. Mind a kategóriarendszer kialakítá-
sát, mind a kategóriákba sorolást önkéntes szerkesztők végzik, akik nem feltét-
lenül ismerik a kategóriarendszert, melynek akár részleges feltárása is időigényes
lehet, így nem várható el a szerkesztőtől. A szerkesztők munkája támogatásá-
nak kézenfekvő módja egy, a szócikk tartalma alapján kategóriaajánlatokat tevő
rendszer. Itt bemutatunk egy elosztott, gyors válaszidejű, széleskörűen integ-
rálható szövegosztályozó rendszert. Rendszerünk alkalmazhatóságát a magyar
nyelvű Wikipédiába integrálható „okos” szerkesztővel demonstráljuk.
A szövegosztályozás, dokumentumok kategóriákba sorolása a természetes
nyelvek feldolgozásának talán legkiforrottabb területe [1]. A szövegosztályozást
a legtöbb módszer az alábbi lépésekben valósítja meg:
0. Nyers szöveggé alakítás (dokumentum → szöveg)
1. Nyelvi feldolgozás (szöveg → szófolyam): szavakra bontás, szótövezés, zaj-
szavak eltávolítása;
2. Indexelés (szófolyam → egész vektor): egyedi szavak előfordulásainak össze-
számlálása, a korpuszban túl gyakori vagy túl ritka szavak eltávolítása;
3. Súlyozás (egész vektor → valós vektor): a szavak dokumentumra vonatkozó
fontosságának meghatározása,
4. Predikció (valós vektor → súlyozott kategóriák): betanított/felépített osztá-
lyozómodell alkalmazása.
Munkánk újdonsága nem a terület előremozdításában áll, hanem a szoká-
sos offline, csővezeték jellegű feldolgozástól eltérő, közel valós idejű működésben.
Tehát a bemutatásra kerülő rendszer a fenti lépéseket nem egy egész dokumen-
tumgyűjteményre, hanem az egyes dokumentumokra külön végzi el, a válaszidőt
előtérbe helyezve az átlagos feldolgozási idővel szemben. A kategóriajavaslatok
390 VII. Magyar Számítógépes Nyelvészeti Konferencia
mellett a rendszer evidenciát is szolgáltat a döntésre a dokumentum adott kate-
góriára releváns szavainak kiemelésével.
A legtöbb fent vázolt technológiai lépés elvégzésére számos szabad szoftver
(pl. NLTK, Snowball, Weka) és üzleti programcsomag található (pl. SPSS Text-
mining). Az itt bemutatásra kerülő megvalósításban1 a nyelvi előfeldolgozást
és indexelést az Apache Lucene2, a súlyozást az Apache Mahout3, az osztályo-
zást pedig a HITEC osztályozó4 [2] végzi. Az osztályozó választásakor a döntő
szempont a HITEC mellett az volt, hogy támogatja a hierarchikus kategóriarend-
szereket, mint amilyen a Wikipédiáé is. A szócikkek nyers szöveggé alakítását a
Devijver-féle elemző5 módosított változata végzi.
Az osztályozó szolgáltatás a könnyű integrálhatóság érdekében HTTP REST
felületen keresztül érhető el, a kimeneti formátumok között szerepel olvasható
HTML és gépi feldolgozásra szánt XML. Az osztályozó példányok számának
növelésével érhető el a rendszer horizontális skálázása, amely várhatóan elenged-
hetetlen Wikipédia méretű alkalmazás esetén.
A rendszer válaszideje 10 kB méretű (hosszú) szócikkekre 150ms körüli, mely
közel egyenlő arányban oszlik meg az előfeldolgozás (1–3) és a predikció (4) kö-
zött. Ez a válaszidő ergonómiai szempontból nyilvánvalóan megfelel egy hálózati
szolgáltatással szemben támasztott követelményeknek.
Az automatikus és azonnali kategóriajavaslatok felkínálása csak egy módja a
Wikipédia-szerkesztők támogatásának. Folyamatban van az itt vázolt rendszer
kiegészítése, mely a hasonló szócikkek, azok kategóriái, valamint a kategóriák
jellemző szócikkeinek felkínálásával segíti a szerkesztőket a kategóriarendszerben
való eligazodásban és így a jobb minőségű kategóriarendszer kialakításában.
Hivatkozások
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Kivonat: Kutatócsoportunk a magyar nyelv LFG nyelvtanának kifejlesztését és 
egy treebank elkészítését tzte ki célul. Az implementált nyelvtani jelenségek 
vonatkozásában a korpuszt mondattani annotációval látjuk el, majd egy kivá-
lasztott alkorpuszt manuálisan egyértelmsítünk. Ehhez kapcsolódóan olyan 
eszközt is fejlesztünk, amellyel az alternatív elemzéseket kapó mondatok elem-
zését grafikus felületen szerkeszthetjük. A korpusz hozzáférhetségének és ke-
reshetségének biztosítására online konkordanciaprogram-alkalmazást fogunk 
megvalósítani, így lehetvé válik a weben keresztüli keresés tetszleges szóra, 
szófajra, alaktani jegyre, mindezt igény esetén meghatározott mondattani cím-
kével ellátott összetevre szrve, a kimeneten megfelelen vizualizálva. Jelen-
leg a korpuszfejlesztési munka tervezési fázisának lezárásáról számolunk be, és 
áttekintjük a folyamatban lév fejlesztéseket és az elttünk álló feladatokat. 
1   Bevezetés 
A Debreceni Egyetem Angol-Amerikai Intézetének Laczkó Tibor által vezetett Lexi-
kai-Funkcionális Grammatikai Kutatócsoportja megkezdte egy 1,5 millió szavas, 
magyar írott nyelvi szövegeket tartalmazó treebank összeállítását és annotálását a 
saját készítés LFG nyelvtanának felhasználásával. A készül korpuszunkat, melynek 
a HunGram-1 (HG-1) nevet adtuk, mondattani annotációval látjuk el automatizált 
módon, majd egy kiválasztott alkorpuszt manuálisan ellenrzünk és egyértelmsí-
tünk. A kézi annotálás tapasztalatait a nyelvtanírásban felhasználjuk. A korpusz hoz-
záférhetségének és kereshetségének biztosítására online konkordanciaprogram-
alkalmazást fejlesztünk. 
2   Az elméleti keret és az implementációs környezet 
A treebank projekt lényegi hátterét adó nyelvtanírási munka a lexikai-funkcionális 
grammatikát (LFG) használja, amely egy ers lexikalizmusra épít nem transzfor-
mációs generatív keret. 
Kutatócsoportunk munkája közvetlenül kapcsolódik a nemzetközi ParGram 
együttmködéshez, melyben több nyelvhez (angol, német, norvég, francia, japán, 
392  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
urdu, arab, török stb.) készül LFG nyelvtan, folyamatos egyeztetések mellett. A 
grammatika minden elemét – a többi ParGram projekthez hasonlóan – a Xerox 
Linguistic Environmentben (XLE) implementáljuk. 
3   A treebank projekt feladatai 
A tervezési fázisban meghatároztuk az alkalmazandó adatbázis-szerkezetet és a kifej-
lesztend adatbázis-kezel rendszer funkcióit. A mondattani fák tárolását a Tiger-
XML [1] segítségével oldjuk meg, amely kiváló eszköz fák reprezentálására, és fel-
használták – többek között – a Penn Discourse Treebank XML-re konvertálására is 
[2]. A projekt szoftver-infrastruktúráját – a parser kivételével – házon belül hozzuk 
létre. 
Az induláshoz két kész korpuszt használunk nyersanyagként: a Hunglish korpuszt, 
mely egy nem annotált magyar-angol párhuzamos korpusz, és a Szeged Treebank 2.0 
korpuszt, ami egy 1,2 millió szavas magyar treebank (melynek annotációját projek-
tünkben nem használjuk fel). Mindezt kiegészítjük egy saját gyjtés „nyers” kor-
pusszal, ami fleg szépirodalmat, technikai dokumentációkat és híreket tartalmaz. 
A programozási feladataink: 
1) Mondatok elemeztetése a készül nyelvtannal feltöltött XLE elemzvel, és a 
kimenet rögzítése (alternatív elemzésekkel). A korpuszt ettl a ponttól XML 
dokumentumban tároljuk. 
2) Az összes lehetséges elemzés c-struktúrájának kibontása és tárolása. 
3) Alkorpuszok kezelése: 
 korpuszfájlok darabolása és egyesítése, 
 indexelés, statisztikák készítése (faszélesség, -mélység, szavak és monda-
tok száma). 
4) Kiválasztott mondat kézi egyértelmsítése, illetve annotációja saját fejleszté-
s, grafikus felület szerkesztprogrammal, melynek a tervezett fbb funkciói 
a következk: ábrázolás, ágrajz kézi szerkesztése (melyhez bármelyik automa-
tikusan generált elemzés kiindulópontként választható; a többszavas kifejezé-
sek lexikai egységként megjelölhetk, a morfológiai címkék megváltoztatha-
tók; az ágrajzon élek és csomópontok létrehozhatók és törölhetk), a felhasz-
náló által helyesnek vagy rossznak ítélt elemzések megfelel feljelölése, meg-
jegyzések elhelyezésének lehetsége.  
5) Online lekérdezési felület a következ fbb funkciókkal: 
 keresés szóra vagy lemmára reguláris kifejezések használatával, 
 keresés szrése morfológiai jegyekre és a keresett szót tartalmazó össze-
tevre (szrés beállítása rlap segítségével), 
 a találatok KWIC konkordanciaként való megjelenítése, 
 a konkordanciából kiválasztott mondat ágrajzainak megjelenítése. 
A korpuszt tartalmazó XML dokumentumot több lépésben hozzuk létre, a fent em-
lített eszközök segítségével. A nyelvtanunkkal feltöltött XLE parser PROLOG kódot 
ad vissza elemzésként, mely tartalmazza a „csomagolt” (a többértelmségeket rész-
fákra lokalizáltan tároló) LFG c-struktúrát és f-struktúrát. Az XML fájl els változata 
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az eredeti mondaton (és az ahhoz kapcsolódó alapadatokon, valamint az esetlegesen 
meglév angol fordításon kívül) ezt, az XLE-bl közvetlenül kapott elemzést tárolja. 
A következ lépésben a PROLOG kódból automatikusan létrehozzuk az összes lehet-
séges elemzést, majd ezzel egységes szerkezetben tároljuk a kézi annotáció eredmé-
nyét. 
A mondattani fák reprezentálását egy Tiger-XML alapú leírónyelv segítségével 
oldjuk meg. Egy ágrajz kódolása a gyökérelem kijelölésével indul, utána a terminális 
szimbólumok felsorolása következik, melynek során a lexikai egységekhez kapcsoló-
dóan a szófajt, a lemmatizált alakot és a morfológia által visszaadott összes jegyet 
tároljuk. Ezt követi az összes többi csomópont leírása legalább 1-1 kapcsolódó él 
meghatározásával. 
4   Felhasználási lehetségek 
A készül korpusz (a tervezett lekérdezési lehetséggel) felhasználható a nyelvokta-
tás, nyelvtanulás területén, a konkordanciaalapú megoldások összes elnyével: auten-
tikus élnyelvi szövegekkel dolgozhatunk olyan módon, hogy a tanulás nyelvi felfe-
dezéssé válik. Ugyancsak fontosak számunkra a lehetséges lexikográfiai alkalmazá-
sok, valamint a korpusz felhasználása elméleti nyelvészeti kutatásokban: ez utóbbira 
példa a kutatócsoportunk nyelvtanírási projektje is, amelyhez a korpuszfejlesztési 
alprogram folyamatos tesztelési lehetséget és visszajelzést biztosít. 
Köszönetnyilvánítás 
A munkát részben az OTKA (K 72983), részben a TÁMOP 4.2.1./B-09/1/KONV-
2010-0007 számú projekt támogatja. A projekt az Új Magyarország Fejlesztési Ter-
ven keresztül az Európai Unió támogatásával, az Európai Regionális Fejlesztési Alap 
és az Európai Szociális Alap társfinanszírozásával valósul meg. 
Bibliográfia 
1. Brants, S., Dipper, S., Hansen, S., Lezius, W., Smith, G.: The TIGER Treebank. In: 
Proceedings of the Workshop on Treebanks and Linguistic Theories (2002) 24–41 
2. Yao, X., Borisova, I., Alam, M.: PDTB XML: the XMLization of the Penn Discourse 
TreeBank 2.0. In: Proceedings of the Seventh Conference on International Language 





Szeged, 2010. december 2–3.  395 
 
Szerzi index, névmutató 
Alberti Gábor, 113 
Almási Attila, 168, 180, 379 
 
Babarczy Anna, 145 
Bakró-Nagy Marianne, 345 
Bárdosi Vilmos, 292 
Bártházi Eszter, 3 
Beke András, 236 
Bencze Ildikó, 145 
Berend Gábor, 47 
 
Csirik János, 159, 354 
Czira Anita, 249 
 
Endrédy István, 345 
 
Farkas Richárd, 47, 127, 275, 317, 
349, 354, 366 
Fegyó Tibor, 203, 384 
Fejes László, 284, 345 
Fekete István, 145 
Felvégi Zsuzsanna, 91 
Fišer, Darja, 137 
 
Gergely Tamás, 159 
Gosztolya Gábor, 224 
Gyarmati Ágnes, 24 
 
Héder Mihály, 3, 358, 389 
Héja Enik, 80, 360 
 
Imre Viktor, 261 
 
Jones, Gareth J.F., 24 
 
Kálmán László, 325 
Karvalics László, 159 
Kilián Imre, 113 
Kiss Gábor (BME), 249 
Kiss Gábor (TINTA Könyvkiadó), 
292 
Kiss Márton, 168, 362 
Klausz Ágnes, 168, 180 
Kojedzinszky Tamás, 366 
Kuti Judit, 137 
 
Laki László János, 69 
 
Mihajlik Péter, 203, 216, 384 
Miháltz Márton, 14 
Minkó Mihály, 365 
Mittelholcz Iván, 56 
Molnár Gábor József, 366 
Móra György, 317, 354 
Mozsolics Tamás, 203 
 
Nádasdi Péter, 371 
Nagy Ágoston, 168, 180, 362, 375 
Nagy T. István, 127 
Németh Bottyán, 26 
Németh Gábor, 379 
Novák Attila, 284, 345 
Nyilas Sándor, 379 
 
Oravecz Csaba, 300 
Orosz György, 190 
Oszkó Beatrix, 345 
 
Peredy Márta, 56, 300 
Pintér Tibor, 56 
Prószéky Gábor, 69, 345 
 
R. Tóth Krisztina, 91 
Recski Gábor, 333 
Rung András, 325 
 
Sárosi Gellért, 384 
Sass Bálint, 80, 102 
Simon Eszter, 145 
Solt Illés, 35, 389 
Szarvas György, 354 
Szaszák György, 236 
Szeredi Dániel, 349 
Szeverényi Sándor, 345 
396  VII. Magyar Számítógépes Nyelvészeti Konferencia 
 
Szidarovszky P. Ferenc, 35 
Szts Miklós, 159 
Sztahó Dávid, 249, 261 
 
Takács Dávid, 360 
Tarján Balázs, 203, 216 
Tikk Domonkos, 35, 389 
Tobler Zoltán, 384 
Tóth Ágoston, 391 
Tóth László, 224 
 
Vándor Tamás, 26 
Váradi Tamás, 56, 300 
Varga Dániel, 349 
Várnai Zsuzsa, 345 
Vicsi Klára, 249, 261 
Vincze Veronika, 91, 168, 180, 275, 
349, 354 
 
Wagner-Nagy Beáta, 345 
 
Zsibrita János, 275 
 
