In this paper, we present firstly several one-step iterative methods including classical Newton's method and Halley's method for root-finding problem based on Thiele's continued fraction. Secondly, by using approximants of the second derivative and the third derivative, we obtain an improved iterative method, which is not only two-step iterative method but also avoids calculating the higher derivatives of the function. Analysis of its convergence shows that the order of convergence of the modified iterative method is four for a simple root of the equation. Finally, to illustrate the efficiency and performance of the proposed method, we give some numerical experiments and comparison.
Introduction
In the last years, many higher order iterative methods have been developed to solve a root-finding problem. Iterative algorithm is an interesting and very ancient subject (see literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] and references therein), due to the importance of the topic in numerical analysis, engineering and applied problems such as economics analysis, physics, dynamical models, and so on. [20] [21] [22] [23] In general, by using a variant of different techniques, such as Taylor series, [24] [25] [26] decomposition, 4,5,9 quadrature 2, 12 and homotopy methods, 13, 14 these iterative methods could be derived.
We consider a nonlinear equation f(x) ¼ 0. Suppose that fðxÞ 2 C n ½a; b; n ¼ 1; 2; 3; . . . and let x Ã 2 ½a; b satisfy fðx Ã Þ ¼ 0. It is well known that Newton's method as below
is a good choice for finding the approximate root of f(x) ¼ 0, which is a one-step iterative method and has quadratic convergence for a simple zero of the nonlinear equation, as shown in the works. [24] [25] [26] If two steps of Newton iterative method are seen as one step, Traub considered the following iteration in Traub 24 y k ¼ x k À fðx k Þ f 0 ðx k Þ ;
x kþ1 ¼ y k À fðy k Þ f 0 ðy k Þ ; k ¼ 0; 1; 2; . . .
> > > < > > > :
The two-step Newton's method is fourth-order convergent. Apparently, this iterative method depends on the first derivatives at point x k and another point y k . This kind of dependence can spend more time to the application for the two-step Newton's method. Moreover, the two-step method requires two function evaluations and two first derivative evaluations per iteration. Thus, both to reduce the total number of new function evaluations (that is, the values of f and its derivatives f 0 ) per iteration and to keep the order of convergence, constructing an efficient iterative method is the main motivation of this work.
In this paper, we start with using a continued fraction to establish several one-step iterative methods including classical Newton's method and Halley's method for solving nonlinear equations. In order to avoid calculating the high-order derivatives of the function, then we employ the approximants of the higher derivatives to improve the presented iterative method. As a result, we construct an iterative formula without calculating the high-order derivatives. Unlike the above two-step Newton's method, the proposed method only requires to calculate the values of the function f twice and the derivative f 0 at x k once for each iteration step. It is clear that the advantage of the proposed method can save mathematical labor by eliminating one derivative evaluation at y k . Furthermore, we prove that the order of convergence of the modified iterative method is four for a simple root of the equation. At last, we give some numerical experiments and comparison to illustrate the efficiency and performance of the proposed method.
The rest of this paper is organized as follows. In the next section we present some preliminaries for Thiele's continued fraction and of iterative methods. In the subsequent section, we propose firstly several one-step iterative scheme based on the expansion of Thiele's continued fraction. Then, we improve the presented iterative method to obtain an iterative formula without calculating the high-order derivatives, and we prove that the modified method is fourth-order convergent at least. In the penultimate section, we give numerical examples to show the performance of the presented method and compare it with other high-order methods. Finally, we draw conclusions from the experiment results of numerical examples in the last section.
Preliminaries
In this section, we briefly recall some basic definitions and results for Thiele's continued fraction and the relative speed of convergence of iterative schemes. Some surveys and complete literatures on continued fractions and the speed of convergence of iterative methods could be found in Tan et al., 27, 28 Traub, 24 Gautschi 25 and Burden et al. 26 For simplicity throughout this paper we let R stand for a real numbers set. Definition 2.1 Assume fc i jc i 2 R; i ¼ 0; 1; 2; . . .g and fx j jx j 2 R; j ¼ 0; 1; 2; . . .g are two sets of real numbers. The continued fraction as below
is called Thiele's continued fraction. 
is defined as the n-th truncated Thiele's continued fraction.
Let A ð0Þ i denote the coefficients of Taylor polynomial as
For the relation between the coefficients A
i ; i ¼ 0; 1; 2; . . ., of Taylor's expansion and the coefficients c i 2 R; i ¼ 0; 1; 2; . . ., of Thiele's continued fraction, we provide straightforward a lemma as follows without trying to prove it. 
and Taylor series about the point x k fðxÞ ¼
. . .. Then the coefficients c n ; n ¼ 0; 1; 2; . . ., can be calculated by using Viscovatov algorithm as follows 27,28
On the other hand, we look back upon the relative speed of convergence of the iterative scheme. Firstly, we need to give a procedure for measuring how rapidly a sequence converges. Secondly, we require a definition for determining the speed of an iterative scheme. Definition 2.3 Assume a sequence fx k g 1 k¼0 converges to n, with x k 6 ¼ n for all k; k ¼ 0; 1; 2; . . . . If there exist two positive constants c and s such that
then fx k g 1 k¼0 converges to n of order s, and c is called asymptotic error constant. Definition 2.4 Assume a sequence fx k g 1 k¼0 is generated by using an iterative technique of the form x k ¼ uðx kÀ1 Þ, for an initial approximation x 0 and each k ! 1. If the sequence fx k g 1 k¼0 converges to the solution n ¼ uðnÞ of order s, then the order of convergence of the iterative scheme x k ¼ uðx kÀ1 Þ is said to be s.
The iterative methods
Now, we consider iterative methods to find a simple root of a nonlinear equation f(x) ¼ 0. Let p be a simple root of the equation f(x) ¼ 0 and suppose that g is an initial guess sufficiently close to p. Using Thiele's continued fraction, we have
where g is the initial approximation for a zero. It follows from Viscovatov algorithm (Lemma 2.1) that
and
Considering the first truncated Thiele's continued fraction for equation (5) , we have
Solving for x À g yields
From equation (10), we can have easily
This sets the stage for the following Newton's method. Letting g ¼ x k and x ¼ x kþ1 , then we get Algorithm 3.1 Starting with an initial approximation x 0 and considering equations (6) and (7), we can obtain the iterative sequence fx k g 1 k¼0 by
for all k > 0.
Algorithm 3.1 is the well-known Newton's method for root-finding of nonlinear equation. The order of its convergence is quadratic. [24] [25] [26] Also, taking into account the second truncated Thiele's continued fraction for equation (5), one can have
which sets the stage for the following method. Letting g ¼ x k and x ¼ x kþ1 , then we have Algorithm 3.2 Starting with an initial approximation x 0 and considering equations (6) to (8) , one can get the iterative sequence fx k g 1 k¼0 by
Algorithm 3.2 is known as Halley's method for solving nonlinear equation, which has cubic convergence. 25, 26 Again, by using the third truncated Thiele's continued fraction for f(x) expanded about x k , one has the following approximation formula
Substituting equation (10) into equation (14) gives
Solving equation (15) for x yields
Let us set equation (16) as the stage for a new method, and use g ¼ x k and x ¼ x kþ1 in equation (16) . Then we obtain the following iterative method. Algorithm 3.3 Starting with an initial approximation x 0 and replacing equation (16) with equations (6) to (9), the iterative sequence fx k g 1 k¼0 is generated by the following iterative scheme 
for all k P 1.
Algorithm 3.3 is a one-step method, which could be used for solving nonlinear equation. Obviously, in order to implement this iterative method, we have to calculate the second derivative and the third derivative of the function f(x), which may cause inconvenience. For the sake of overcoming the drawback, we introduce approximants of the second derivative and the third derivative by means of Taylor series, which is a very important idea and plays a significant part in developing some iterative methods without calculating the higher derivatives. To be more precise, letting y k ¼ x k À fðx k Þ=f 0 ðx k Þ, and then expanding fðy k Þ into third Taylor series about the point x k yields
Substituting equation (18) into equation (17), one can get the following iterative method. Algorithm 3.4 Starting with an initial approximation x 0 , the iterative sequence fx k g 1 k¼0 is generated by the following iterative scheme 
where y k ¼ x k À fðx k Þ f 0 ðx k Þ for all k P 1. It is obvious to see that the iterative method equation (19) needs to calculate the second derivative of the function f(x). In order to avoid computing the second derivative, we introduce an approximant of the second derivative by using Taylor series. Similarly, expanding fðy k Þ into second Taylor series about the point x k yields
Using equation (20) in equation (19), one can get the following iterative method free from second derivatives. Algorithm 3.5 Starting with an initial approximation x 0 , the iterative sequence fx k g 1 k¼0 is generated by the following iterative scheme
Algorithm 3.4 and Algorithm 3.5 are two-step iterative methods. Especially for Algorithm 3.5, it does not require to compute the high-order derivatives. But more importantly, the characteristic of Algorithm 3.5 is that per iteration it requires two evaluations of the function and one of its first derivative. The efficiency of this method is better than that of the well-known other methods involving the second-order derivative of the function.
Convergence analysis
In this section we take into account the convergence criteria of Algorithm 3.5. Proof. By assumption, p is a solution of the equation f (x) ¼ 0, so f(p) ¼ 0. Let e k be the error at k-th iteration, then one has e k ¼ x k À p. Consider the Taylor polynomial for fðx k Þ expanded about p, one can have
where (24) and (25), one has
Substituting equation (26) into equation (21) in Algorithm 3.5, one can get
Using Taylors series for fðy k Þ expanded about p, we have
Therefore, combining equations (24) and (28), one can have
Also, from equations (24), (28) and (25) , one has
Dividing equation (29) by equation (30) gives
So, from equation (22) in Algorithm 3.5, equation (31) and e kþ1 ¼ x kþ1 À p, one can obtain
that is 
Numerical examples
In order to verify the performance of the fourth-order method defined by Algorithm 3.5 (abbreviated as Alg.3.5), we present some numerical results on some test equations. Also, we compare their results with Newton's method (NM for short), Halley's method (HM for short) and the modified Householder method (MHM for short) with fourth-order convergence that suggested by Noor and Gupta. 11 Starting with an given initial approximation x 0 , all numerical computations are carried out by using Mathematica software. For e ¼ 10 À14 , we choose the following stopping criteria so that the computer programs for iterative computations are terminated when the criteria are satisfied simultaneously: The test equations are presented as below, most of them could be found in the literatures [17] [18] [19] or some references mentioned previously. Table 1 are the different test equations f i ¼ 0; i ¼ 1; 2; . . . ; 8, the initial approximation x 0 , the number of iterations k to approximate the solution, the approximate solution x k , the values jx k À x kÀ1 j and jfðx k Þj. From Table 1 , it is clear that Algorithm 3.5 is compatible with the method such as NM, HM and MHM.
Clearly, x Ã ¼ 3 is an exact solution of the equation f 7 ¼ 0. Let fx n ; n ¼ 1; 2; . . . ; k; . . .g denote the sequence generated by any iterative method. Shown in Table 2 are the different iterative methods, the test equation f 7 ¼ 0, the initial approximation x 0 , the cumulative count n, the approximate solution x n of each iteration, the values jx n À 3j and jfðx n Þj. Table 2 mainly illustrates the relative speed of convergence of the sequences to 3 when the initial approximation x 0 ¼ 3:5. It is easy to see that the fourth-order convergent sequence that generated by Alg.3.5 is within 10 À41 of 3 by the sixth term. At least 13 terms are needed to ensure this accuracy for the quadratically convergent sequence which generated by Newton iterative method. Just as Theorem 4.1 shows that fourth-order convergent sequences generally converge much more quickly than those that have low order convergence.
Conclusion
From the section, it is evident that we have obtained several iterative methods including classical Newton's method and Halley's method based on the approximation formula of Thieles continued fraction. In order to avoid calculating the higher derivatives of the function, we have improved the proposed iterative method by using approximants of the second derivative and the third derivative. So we have gotten a modified iterative method free from the higher derivatives of the function. We have proved that the order of convergence of the method suggested by Algorithm 3.5 is four. Numerical experiments and comparison have shown in Tables 1 and 2 that the iterative scheme in Algorithm 3.5 is more efficient and performs better than classical Newton's method, Halley's method and the modified Householder method introduced by Noor and Gupta. 11 Project of the National Scientific Research Foundation of Bengbu University (grant no. 2018GJPY04).
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