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Introduction
Physics fundamentally distinguishes between the dynamical law and the state
of a system. While the state contains complete information about an ensemble
of physical objects at a particular moment, the dynamical law determines the
change of any given status at the next instant of time. Quantum mechanics
further discriminates between the actual quantum state, i. e. the wave function
of a system, and observable quantities.
Certainly one of the most intriguing aspects of quantum mechanics are wave
packets, the system’s state becoming a coherently phased superposition of sev-
eral nondegenerate eigenstates of the system, with the Schrödinger equation
being quantum mechanics’ dynamical law of time evolution.
Wave packets can approach the classical ideal of a localized particle travelling
along a well-defined trajectory. This motion in real or configuration coordinate
space can be resolved experimentally. In general, the quantum state of a wave
packet, a nonstationary state, cannot be measured without having the system
collapse into an eigenstate. However, by perpetual wave packet preparation and
measurement statistical information can be gained to derive the system’s quan-
tum state at a given time up to a global phase. Much of the original interest
in wave packets, and still the vast majority of research on them, has been in
atomic systems. Right after the formulation of the principles of quantum me-
chanics, the study of atomic coherent states began [1]. In particular, the optical
excitation of wave packets composed of Rydberg states [2,3] and the observation
of their time evolution provided the fundamental insight in the physics of wave
packet dynamics [4].
In Rydberg atoms, the motion of angularly localized electron wave packets along
a classical trajectory was demonstrated in time-resolved experiments [5,6], (see
Fig. 1). The coherence decay due to dispersion and the subsequent reformation
of a spatially localized Rydberg wave packet, and the measurement of amplitude
and phase of all constituents of a Rydberg wave packet were reported [7,8]. Op-
tical pulse shaping techniques [9], producing trains of phase-locked light pulses,
enable the excitation of arbitrary wave packets [10] and give complete coherent
control over the time-dependent populations of the individual constituent of the
wave packet [11].
The success of atomic physics has led to experiments demonstrating elec-
tron wave packets also in molecules [12, 13], and experimental techniques such
as coherent control [14] have found their applications even in complex biolog-
ical systems [15], or were employed in quantum chemistry for selective bond-
breaking [16].
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Figure 1: Schematic drawing of the electron probability distribution in the x-y plane
of a high-quantum-number Rydberg-eigenstate (a), and an angularly localized dressed
atomic wave packet (b) in Sodium. The initial configuration of the coherent wave
packet consists of energetically equally spaced eigenstates. Due to the dressing with a
radio frequency field, it is strongly localized in the x-y plane under a certain angle θ.
This angle also describes the initial alignment of the wave packet to the ionizing dc
field. In time, the wave packet follows a classical trajectory in the x-y plane and the
ionization current transient is recorded (c). The resulting ionization current peaks at
certain times, depending on the initial localization angle θ. This means that the wave
packet has a greater ionization rate whenever it is aligned with the ionizing field. This
spatially directed, field-induced nonresonant tunneling engenders the decomposition of
the initial wave packet (after [6]).
Solids, however, seem not to be a very promising playground for the investigation
of the temporal evolution of wave packets. In contrast to discrete atomic energy
states, they feature continuous energy bands leading to complicated dynamics.
Besides, while dephasing times in atoms are on a microsecond scale [17], wave
packets in e. g. GaAs/AlGaAs heterostructures dephase within picoseconds,
leaving only a narrow time window for observation.
Despite these unfavorable features, semiconductors offer one unique advan-
tage: Namely, the opportunity to grow heterostructures gives freedom to design
virtually any model potential system for the electrons. Advances in the epitaxial
growth of monolayer-precision heterostructures and the availability of ultrafast
lasers has spurred the interest and led to a variety of beautiful experiments
demonstrating the wave-nature of crystal-electrons [18–21].
In this thesis, two experiments in GaAs/AlGaAs heterostructures will be
discussed which focus on the temporal evolution and spatial distribution of
electron wave packets. Several analogies to the above mentioned wave packet
experiments in atomic physics can be found: With the orbital motion of a Ry-
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dberg wave packet being compared to the one-dimensional oscillatory motion
of a Bloch wave packet in a solid, the transient field-ionization of an angularly
localized revolving Rydberg wave packet in an electric field has its analogue in
the field-induced Zener tunneling of a Wannier-Stark wave packet into higher
bands.
In a second set of experiments which time-resolves the quantum interference
pattern of a wave packet made up of two eigenstates, we visualize the spa-
tial wave function distribution and phase of an electron. Similar experiments,
which cross-correlate a well-characterized with an ’unknown’ wave function were
demonstrated by Weinacht et al. [8] in Cesium.
Zener tunneling in a semiconductor superlattice
In 1934 Zener made key contributions to the theoretical comprehension of mi-
croscopic transport processes in solids. Besides his well-known demonstration of
electrical breakdown due to interband tunneling of the electron wave function,
he predicted an oscillatory motion of an electron in a periodic potential sub-
jected to an applied electric field [22]. The actual existence of this phenomenon,
now being called Bloch oscillations (BO), had been extensively debated until
experimental evidence of its existence was produced [23,24]. Carefully designed
semiconductor superlattices [25, 26], compounds of successive layers of semi-
conducting material with different band gap, had made the extensive study
of BO possible (for a review see, e. g. [27]). The observation of BO in light
lattices [28,29] and waveguides [30–32] was reported as well.
One reason thought to impose constraint on, or even inhibit a full cycle BO
was the anticipation of the strong tunneling probability of the Bloch electron to
higher bands.
The work presented here will combine Bloch oscillations and Zener tunneling.
We perform experiments in superlattices with rather shallow electron potential
barriers, where the electron tunneling can be controlled by an external elec-
tric field (Fig. 2). In one experiment, we study, using a time-resolved optical
technique, how a Bloch-oscillating wave packet is damped due to Zener tun-
neling [33]. At a threshold electric field, the resonance of the localized wave
packet and delocalized above-barrier states causes a quantum beating which is
observed as a revival of the intraband polarization [34].
To complement these time-resolved experiments, we investigate the influence
of Zener coupling to higher bands on the lineshape of an exciton eigenstate [35]
in spectral domain. In linear absorption measurements of differently tailored
shallow superlattices, we can discriminate between resonant and nonresonant
Zener tunneling of the carriers, both leading to a field-induced delocalization of
the exciton wave function.
As superlattice electron states bear an in-plane continuum which results in a
quasi-3D system, the pure field-induced spectral broadening of a transition line
is alleviated by Coulomb coupling to continua of higher-lying transitions [36–39].
Although overwhelming evidence for Zener tunneling was found in the experi-
mental transmission spectra, additional experiments with a magnetic field per-
pendicular to the superlattice plane are undertaken to provide fool-proof evi-
dence of Zener breakdown [40], because the spectrum of the in-plane motion is
completely discrete due to Landau quantization. Both an electric and a mag-
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Figure 2: Energy bands of a superlattice for low (top) and high (bottom) applied elec-
tric fields are shown. The superlattice potential is depicted in black. One miniband
is below, two are above the superlattice potential. At low fields, electrons are perpetu-
ally accelerated in the electric field and scattered before reaching the upper band edge.
The red arrows indicate the mean free path of the carriers (Drude transport). If the
superlattice potential is tilted by a high electric field, electrons can reach the upper
band edge - one deflection point of a sinusoidal motion. They perform Bloch oscilla-
tions (green arrow). Depending on the energy gap between the bands, Zener tunneling
to higher bands may damp the Bloch oscillations (light blue arrows). Higher electric
fields reduce the effective band gap -the tunneling barrier- and lead to an increase of
the tunneling current.
netic field are applied in growth direction z to demonstrate Zener breakdown
in the optical linear absorption spectrum in a true 1D system for the first time.
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Figure 3: Schematic sketch of the wave function tomography experiment. Shown are
8 successive GaAs quantum wells of a 15 well strongly coupled semiconductor super-
lattice, separated by barriers of Al0.3Ga0.7As. The well width of each quantum well
is decreased by one monolayer, the electron states with their wave functions shown in
red have thus increasingly higher eigenenergies. By short-pulse optical excitation wave
packets of two wave functions are created, whose increasing spatial and energetic sep-
aration leads to distinct quantum beat signatures. The experiment is sensitive to the
wave function overlap in each well. We can apply an electric field over the structure
and change the shape of the wave function: Here a wave function at 15 kV/cm is
shown exemplarily.
Spatial reconstruction of an electron wave function
The task to experimentally demonstrate the spatial extent of a wave function
in both sign and amplitude has been attracting considerable attention in several
fields of physics. While the electron probability density, defined as the product
of the wave function with its complex conjugate, is an observable quantity, it has
lost all phase information of the particle’s wave function. The sign of a wave
function becomes evident in quantum interference phenomena, where spatial
portions of at least two different wave functions are super-imposed and interfere
constructively or destructively, depending on whether they have the same or the
opposite sign, respectively. To visualize the sign of a wave function, one has to
design experimental techniques that are sensitive to the phase differences of the
wave functions forming the wave packet. In time-resolved optical spectroscopy
quantum interference becomes evident as quantum beats.
In analogy to cross-correlation experiments in optical interferometry [41], where
the amplitudes of the optical ’test’ wave packet constituents are gained by cor-
relating them with a known ’probe’ laser pulse and de-convoluting the second-
order spectrally resolved signal, we correlate a ’test’ electron wave function with
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a set of spatially close ’probe’ states, hereby increasingly overlapping ’test’ and
’probe’ states, while recording the quantum interference of the generated wave
packet in the spectral domain and in correlation-time.
We use a graded well-width semiconductor superlattice (GSL) as a model
system. Our experimental scheme allows to resolve amplitude and sign of dif-
ferent wave functions. The particular spatial electron probability distribution
is chosen by an electric field applied over the GSL structure.
Chapter 1
Electron and Exciton states
in semiconductors
1.1 Basic concepts
1.1.1 Electron states in a bulk semiconductor
In a single particle picture of an electron in a semiconducting material, an elec-
tronic state is defined by its momentum and z-component of spin. The allowed
electronic energies result from the interaction of the electron with the under-
lying lattice, while dynamic of latter and former can be regarded as decoupled
due to the much smaller mass of the electronic system compared to the ion cores
(Born–Oppenheimer approximation or adiabatic approximation).
In the spirit of a mean field theory, the influence of the periodic arrangement
of ions on the single electron is expressed in the form of an effective periodic
lattice potential V0(r) which contains the mean field of the nuclei and all other
electrons, while correlations between carriers are neglected.
The single particle Hamilton operator reads
H = p
2
el
2m0
+ V0(r) , (1.1)
where pel = ~ ·k and m0 are electron momentum and free particle mass, respec-
tively. Using the translation invariance, it follows that the set of electronic wave
functions ψλ(r,k), which obey the time independent Schrödinger equation
Hψλ(r,k) = ελψλ(r,k) (1.2)
are simultaneously eigenfunctions to H and the translation operator Tn that
translates the position vector r by a lattice vector Rn. This holds because the
effective lattice potential is translation invariant and real space translation does
not act on the kinetic part of the Hamiltonian, i.e. H and Tn commute.
From the phase properties of the eigenstates of the translation operator, the
fundamental Bloch theorem
eik·Rnψλ(r,k) = ψλ(r +Rn, k) (1.3)
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Figure 1.1: Schematic band structure in k space with a harmonic dispersion relation,
where 2π/a is the extension of the first Brillouin zone, as derived by a nearest neighbor
tight binding model.
is derived [42], according to which the electronic eigenfunctions are composed
of lattice periodic Bloch functions uλ and plane waves
ψλ(r,k) = e
ik·ruλ(r,k) . (1.4)
The plane wave term holds for an infinitely large crystal. For a large crystal
volume and small k vectors the plane wave term of a free particle varies only
slightly. On the other hand, the Bloch functions vary on the atomic scale, they
are a direct consequence of the atomic potentials. One can restrict the crystal’s
extension to a certain volume L3, by imposing sensible conditions (e.g. periodic
boundary conditions) at the crystal boundary:
ψλ(r,k) =
eik·r
L3/2
uλ(r,k) . (1.5)
If the crystal extension is decreased to impart quantum confinement, the plane
wave term can be thought of to transform into an envelope function (see Sub-
sect. 1.2.2).
The delocalized Bloch functions are invariant under application of Tn, i.e.
Tnuλ(r,k) = uλ(r +Rn, k) = uλ(r,k) . (1.6)
The resulting band structure describes how the energy ελ of an electron is related
to the carrier momentum in the absence of other mobile carriers. In k space,
the Bloch waves whose wave vectors differ by a reciprocal lattice vector G are
identical
ψλ(r,k +G) = ψλ(r,k) . (1.7)
Thus, the energy eigenvalues ελ(k) are periodic functions of the quantum num-
bers k. ελ(k) is called electron dispersion relation of band λ.
The gaps between the energy bands are a direct result of lifted state degen-
eracy: In the Nearly Free Electron Approximation [42], Bragg reflection of the
electron wave function with wave vector equal to π/a, where a is the lattice
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constant, leads to a degeneracy in energy on the boundary of the first Brillouin
zone. These degenerate states overlap constructively or destructively and form
band gaps, energetically forbidden zones.
For tightly bound core electrons the degenerate states of the individual electrons
split energetically due to a certain spatial overlap and form an energy band
(which is similar to the Linear Combination of Atomic Orbitals (LCAO) [43] in
molecular physics).
These bands can be calculated in a tight-binding ansatz (see Subsect. 1.2.2).
Figure 1.2 shows schematically the dispersion of single-particle states of the
conduction band (cb) and the valence band (vb). Eg denotes the band gap. In
the unexcited state, the valence band is fully occupied with electrons while the
conduction band is empty.
In the effective mass approximation the band curvature around the Γ point of
the band (the Brillouin zone center) is approximated to be parabolic. The new
equation of motion for the band electron has the same form as the Schrödinger
equation of a free particle. The periodic potential V0(r) from Eqn. 1.1 is now in-
herent in a new effective mass of the electron. For small k vectors, the dispersion
relation becomes
εc,v(k) =
~
2k2
2me,h
, (1.8)
where the indices c and v of ε(k) label conduction
Figure 1.2: The two-band
model single-particle disper-
sion relation.
and valence band dispersion. The effective masses
of the electron and the hole are denoted by me
and mh. In real semiconductor materials, like
Si, Ge or III-V compounds, more than one valence
band is present. In GaAs, a four fold degeneracy
in the Brillouin zone center exists, which is split
into a heavy hole and a light hole band for higher
k vectors. Also, there is a spin-off band at lower
energies [44]. The effective electron and hole mass
tensor (in Eqn. 1.8 just a number) is, in general,
anisotropic and defined by the band curvature in
k space:
~
2
mi,je,h
(k) = ∂2ki,kjεc,v(k) . (1.9)
Of major interest in optical spectroscopy are semiconducting materials, where
gap energies between the fully occupied valence band and the first unoccupied
conduction band equal optical photon energies. Whether the maximum of va-
lence band and the minimum of conduction band have the same k state or not,
optical transitions are called direct or indirect. In the latter case, the transition
needs to be assisted by further quasi-particles, e.g. phonons, to conserve crystal
momentum. This gives name to direct or indirect band gap semiconductors.
1.1.2 Exciton states
Since their theoretical introduction in the very beginning of quantum physics by
Frenkel, Peierls and Wannier, excitons, the solid state analogue of a hydrogen
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Figure 1.3: Direct optical tran-
sition from the valence to the
conduction band, the photon
wave vector is small compared to
the Brillouin zone. Direct opti-
cal transitions will be discussed
in Sect. 1.3.
Figure 1.4: Indirect optical transition creating
an electron-hole pair. Besides the absorption
of a photon, a phonon is emitted. Also, an
absorption (emission) of both a photon and a
phonon is possible. An indirect transition is
a third order light matter interaction process.
Its transition probability is thus decreased com-
pared to a direct transition.
atom, have been investigated in great detail due to their unique importance
for the understanding of optical processes in semiconductors. While incoherent
band transport in semiconductors is sufficiently described in the single particle
picture of freely moving band carriers (this led to the advances in microelec-
tronic device design), correlations between the quasi-particles cannot be omitted
if light-matter interactions are considered.
As a first step, a model is introduced, where a correlation between an occu-
pied electronic state in the conduction band and an unoccupied electronic state
in the valence band - a hole state - is taken into account. Having interband opti-
cal spectroscopy in mind, this notion of a Coulomb correlated electron-hole pair
allows to somewhat retain the single particle framework for the experimentalist,
however, it is important to bear in mind that the exciton is the true crystal
eigenstate.
Disregarding the spin quantum number and subsequently the exchange in-
teraction between particles the two-band model Hamilton operator [45] is
Hex = H1 +H2 , (1.10)
where H1, describing an exciton,
H1 =
∑
k
εc(k)c
c†
k c
c
k −
∑
k
εv(k)c
v†
k c
v
k −
∑
k,k′,q
Vqc
c†
k c
c
k−qc
v†
k′ c
v
k′+q (1.11)
contains the kinetic energies of both electron and hole and a correlation term
that accounts for binding electron and hole via Coulomb interaction Vq
1
Vq =
4πe2
q2ε∞
. (1.12)
1V 3Dq =
∫
d3re−iqrV (r) is the Fourier transform of the usual V (r) = V (r) = e2/ε∞r cen-
tral potential. The sign of Vq is positive (repulsive interaction) for intraband (H2) scattering
and negative (attractive potential) for the third term of H1 .
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Here, cc†k , c
c
k , c
v†
k , c
v
k are creation and annihilation operators of conduction and
valence band carriers [46] respectively, q , k and k ′ are wave vectors, and ε∞ is
the effective dielectric constant describing the screening of the Coulomb field
due to the remaining charge distribution.
In most semiconductors, screening is strong and electrons and holes are only
weakly bound. Such excitons are called Wannier–Mott excitons. The ground
state of this two particle model is realized by expectation occupation numbers
〈cc†k cck〉 = 0 and 〈c
v†
k c
v
k〉 = 1.
The third term of H1 shows that in the single
Figure 1.5: Schematic
drawing of the interaction
term in H1.
particle picture, a correlated electron-hole pair is
not stable. Owing to the Coulomb interaction scat-
tering into other states with the same total wave
vector K = k + k′ occurs. This is equivalent to
saying that the single particle quantum numbers k
are no longer valid eigenvalues of the exciton eigen-
state. The Coulomb interaction renormalizes the
single-particle energy levels εc,v(k).
Intraband scattering, i. e. electron-electron and hole-hole interaction, is de-
scribed by H2
H2 = 1
2
∑
k,k′,q
Vq
(
cc†k+qc
c†
k′−qc
c
k′c
c
k + c
v†
k+qc
v†
k′−qc
v
k′c
v
k
)
. (1.13)
Interband transitions that do not conserve the particle number are not included.
This approximation is valid as long as the kinetic energy of the carriers in the
band is not larger than the band gap energy (otherwise impact ionization and
Auger processes come into play). The next higher order correlation, that be-
comes more important as the excitation density increases, would be exciton-
exciton scattering.
As in any two-particle system, the exciton motion can be decomposed into
a center-of-mass motion and a relative motion. Since the center-of-mass motion
is still translation invariant, an exciton obeys an effective mass equation [47]
and the energy eigenvalues are related to the exciton wave vector K = ke + kh
similar to the single-particle picture:
Eα(K ) = Eg + Eα +
~
2K2
2mtransex
, (1.14)
where Eg denotes the band edge, the second term represents the relative mo-
tion and the last one is the translational energy of the center of mass motion
with mtransex = me + mh being the translational effective exciton mass. Thus,
exciton levels can be presented by parabola in the two-particle energy diagram
(see Fig. 1.6).
For bound states, the solution of the exciton effective mass equation yields
the hydrogen energy series and wave functions [48]. The Wannier exciton can
thus be apprehended as the solid state analogue to the hydrogen atom. The
energies Eα of the relative motion from Eqn. 1.14 are the eigenenergies to the
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eigenstates |n〉 of the hydrogen problem. They are dependent on the dimension,
i.e. Eα → Edimn .
E3Dn = −E0
1
n2
with n = 1, 2, . . . (1.15)
E0 is here the 3D exciton Rydberg energy [43,45]. Figure 1.6 depicts the exciton
dispersion relation for the first two discrete states and the ionization continuum.
The indicated Rydberg exciton energy E0 is the binding energy of the n = 1
exciton. The exciton Bohr radius a0 [49]
a0 =
~
2ε∞
e2mrelex
(1.16)
describes the spatial extent of the hydrogen-like two-particle ground state wave
function, where the exciton effective mass of the relative motion is
1
mrelex
=
1
me
+
1
mh
. (1.17)
In Eqn. 1.16 the proportionality between ε∞ (as a measure of screening) and
spatial extension of the exciton can be seen.
While Hex describes the exciton in the single-
Figure 1.6: The exciton dis-
persion relation; shown are
the discrete states n=1,2 and
the ionization continuum.
particle picture of electron and hole state plus
correlation term, one can directly transform this
description into the two-particle picture where no
correlation term appears (diagonalization). As-
suming that only a few e-h pairs are excited, the
following superposition of states forms an exciton
in the two-particle picture [50]:
B†α,K =
∑
q
Fq,α(K )c
c†
q c
v†
K−q . (1.18)
The exciton is described by a weighted summa-
tion, where each term has the same total exci-
ton wave vector K = q + (K − q). Provided
the coefficients Fq,α(K) are chosen properly, the
B†α,K approximately represent the true crystal ex-
citon eigenstates with quantum numbers K and
α. This summation over products of delocalized
Bloch states forms a wave packet. Similar to the single-particle case, the Fourier
transform of the expansion coefficient Fq,α describes the relative motion of the
assigned e-h pair in real space.
The exciton operators B† and B transform the two-band model into a system
that resembles that of independent harmonic oscillators
Hexciton =
∑
K,α
Eα(K )B
†
α,KBα,K . (1.19)
Proportional to the density of electrons and holes, the commutator [B,B†] shows
deviations from the Bose commutation relations [46, 51, 52]. Therefore, while
being bosonic at low excitation densities, excitons show higher order effects.
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1.2 Mesoscopic structures-Confined states
The possibility of growing artificial semiconductor structures has opened the
way for the investigation of electrons in systems of reduced dimensionality.
These tailored crystals are made by growing successive layers of at least two
different materials by means of epitaxial methods like Molecular Beam Epitaxy
(MBE) or Metal-Organic Chemical Vapor Deposition (MOCVD) [53]. With
these highly controlled forms of deposition, atomic mono-layer interfaces are
reached.
Confinement is accomplished by embedding a material with smaller band
gap between layers with energetically larger band gap. One favorable system
is the GaAs/Ga1−xAlxAs ternary material composition, which allows precise
adjustment of band gap discontinuities via x-band gap tailoring [54], where the
extremely small lattice constant mismatch of less than 0.5% (Si/Ge∼4%) pro-
duces almost strain-free interfaces.
An increasing Aluminum mole fraction x in the crystal induces a shift of the
conduction band minimum to higher k states. By reaching an Aluminum mole
fraction of x = 0.4%, optical transitions become indirect.
In mesoscopic structures, excitonic effects are dominant even at room temper-
ature and their properties can be utilized in optoelectronic devices.
1.2.1 Quantum Wells
Quantum wells have been the system of choice for the demonstration of fun-
damental quantum mechanical text book experiments [44] and, while quantum
dot and quantum wire structures only recently left the R&D stage, feature a
broad spectrum of commercially available devices like quantum well lasers or
light modulators.
Although forming the basis for treating superlattice states, the properties of
2D electronic states are not discussed here in detail. Exhaustive descriptions
are found in [48,55–57]. The most important features are:
• The wave function in a QW is a summation of Bloch theorem solutions of
the underlying atomic lattice potential multiplied by an envelope function.
The envelope function approximation will be discussed in Subsect. 1.2.2.
Qualitatively, one can derive the 2D quantum well wave functions from
the 3D states in the following simple line of argumentation:
The 3D free electron wave function was already derived and is found in
Eqn. 1.5 to be:
ψ3Dλ (r,k) = 〈r | ψ3Dλ (k)〉 =
eik·r
L3/2
uλ(r,k) . (1.20)
The respective terms from Eqn. 1.20 need now to be examined in detail.
The exponential term eik·r describes a free particle, whose wave function
is not normalizable. The normalization factor 1
L3/2
in Eqn. 1.20 origins
from the confinement imposed by the crystal dimensions. Going from the
3D state to the 2D quantum well state, the allocation:
3D : eik·r → 2D : χ(z) · eik‖·r‖ (1.21)
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is made. In plane, the confinement due to the crystal dimensions has
not changed, the 3D free-electron behavior remains. On the contrary, in
growth direction the barriers of the quantum well impose a new confine-
ment. The wave function is no longer delocalized over the whole crystal,
but located within the confining barriers. In the envelope function ap-
proximation, the localization is described by a function χ(z) that fulfills
the boundary conditions imposed by the potential of the heterostructure’s
band edges.
The lattice periodic Bloch functions uλ(r,k) remain approximately un-
changed, as all changes of the ionic potentials are already inherent in the
changed band edges. The quantum well wave functions become:
ψ2Dλ (r,k) = χ(z) · eik‖·r‖uλ(r,k) . (1.22)
• While the z-component kz of the electron or hole wave vector k is not a
good quantum number anymore, the states can still be described by their
in-plane component k‖ of k, resulting in a 2D dispersion relation.
Figure 1.7: Electron and hole states in
a quantum well.
Only one hole, e.g. the heavy hole is con-
sidered. In a) the real space harmonic
envelope functions are drawn for infinite
confining barrier heights. Note that hole
and electron states with the same index
n have identical symmetry. Due to the
quantization energy Econf the energetic
gap between hole and electron is enlarged.
The higher quantization energy for elec-
tron states is shown. In b) the in-plane
dispersion relation of carriers moving per-
pendicular to the growth direction is de-
picted. Each energetic state in the quan-
tum well is associated with a subband of
free-carrier motion in the x,y-plane.
• The electron and hole energies get an additional quantization energy due
to the ground state energy which is a direct consequence of the uncertainty
principle 2.
• The quantization energy is inversely proportional to the effective mass of
the quasi-particle, thus electrons have a higher quantization energy than
holes. For the same reason, heavy holes (hh) get a smaller quantiza-
tion energy than light holes (lh). For zinc-blende structure, the four-fold
degeneracy at the Γ point is lifted. The mass reversal of hh and lh in
plane leads to an avoided crossing of the two bands at some finite value of
2This is the kind of quantization energy inherent in the fundamental commutator [r, k] = i
that accounts for the Casimir-Effect in quantum electrodynamics or counterplays the attrac-
tive van der Waals energy and prevents Helium to crystallize at low temperature.
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k‖. As a consequence, this so-called valence band mixing forms new hole
states [44,48,50]. The bands become strongly non-parabolic.
• Exciton states can be composed of band states, where |k | values up to the
inverse Bohr radius a0 contribute. Quantum confinement results in new
effective exciton masses. For GaAs/AlGaAs quantum wells, a2D0 ' 10nm,
so averaging over the region of non-parabolicity takes place.
• For excitons the confinement results in bound-state energies
E2Dn = −E0
1
(n− 1/2)2 with n = 1, 2, . . . . (1.23)
Comparing this to the 3D case (see Eqn. 1.15), the ground state binding
energy in the 2D case is E2D1 = 4E
3D
1 . The larger binding energy in 2D
can be understood by considering quantum well structures with decreasing
width. Since spherical symmetry (s-symmetry) is energetically favorable,
the Bohr radius perpendicular to the wells is decreased, while an admix-
ture of p-wave functions is avoided. The ideal 2D Bohr radius is only half
the 3D radius, i.e. a3D0 = 2a
2D
0 [45]. Since the exciton wave function is
confined, the overlap between electron and hole wave function is increased.
1.2.2 Superlattices
In 1970, Leo Esaki and Raymond Tsu published a paper titled ’Superlattices and
negative differential conductivity in semiconductors’ [26]. In this paper, a novel
physical effect - negative differential conductivity - is proposed, which should
be present in a periodic, double-layer sequenced heterostructure3. Also, even
in this initial paper, the opportunity to observe Bloch oscillations is mentioned.
In such structures, beside the atomic elementary cell dimension constant, the
thickness d of the double layer superimposes an additional periodicity on the
electronic states solutions, which have to obey the Bloch theorem (see Eqn. 1.3).
Typical d values are around 100 Å. The first Brillouin zone of a superlattice is
hereby reduced to ±π/d. The electron properties of a superlattice depend on the
material composition chosen, and can be controlled over a wide range of param-
eters. In particular, the widths of the minibands can be engineered to be much
smaller than in conventional semiconductors. This, and the reduced dimension
of the first Brillouin zone allowed the observation of novel transport phenomena.
To calculate the single particle energies in such a layered system, one has to,
in principle, perform a band structure calculation taking into account the alter-
nating material composition in z direction, which is a formidable task. Calcu-
lations using a pseudo-potential approach were undertaken for single-monolayer
superlattices [58] and for multilayer structures [59], and also using tight-binding
methods [60].
Usually, to somewhat decrease the effort, an ’envelope function’ approxima-
tion is made [45,48,61], which assumes that the variation of the material system
as a function of z can be modelled by varying the corresponding band edges.
These new band edges act like external potentials in z direction and quantize the
3The first artificial superlattice was grown by MBE in the late 1960’s [25].
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Figure 1.8: The alternating
III-V material composition that
modifies the band edge of the
conduction band in z direction
(a); the single-well envelope
functions overlap spatially and
form minibands, the band edge
is shown in black (b). From
the superlattice potential period-
icity follows a miniband disper-
sion in the kz direction, while
the paraboloid dispersion is re-
tained in the x− y plane (c).
electron and hole states. For the in-plane direction, Bloch states are retained.
A superlattice (SL) can be thought of as many single quantum wells with the
evanescent modes solutions of the barriers leaking into adjacent wells (nearest
neighbor approximation).
Like in the tight-binding method used to derive the electron spectrum in a
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Figure 1.9: Potentials of the atomic
tight-binding model. Top: In black the
lattice potential as summation of all
atomic potentials Va(z − zj) at sites
j is shown, the potential of one ion
core is shown in light blue. Bottom:
The perturbation potential V (z−zm) =
∑
zj 6=zm
Va(z − zj) of Eqn. 1.25 is de-
picted.
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Figure 1.10: Potentials of the superlat-
tice tight-binding model. Top: In black
the lattice potential as summation of a
discrete number of quantum well poten-
tials Va(z − zj) at sites j is shown, the
potential of a single well is shown in
light blue. Bottom: The perturbation
potential V (z − zm) =
∑
zj 6=zm
Va(z −
zj) of Eqn. 1.25 is depicted.
bulk crystal, these degenerate states overlap and produce a harmonic disper-
sion relation in kz direction. In real space, a quasi-continuous miniband with
electronic states being delocalized over the whole SL is formed. This model,
featuring quantum well solutions instead of atomic orbitals, is called Kronig–
Penney model [62]. Alternatively, a transfer matrix method can be used to
calculate the electron spectrum. It obtains the same results as the nearest
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neighbor Kronig–Penney model [63].
The dispersion relation for each miniband, indexed λ, reads
ελ(kz) = ελ + Sλ + 2Tλ cos(kzd) , (1.24)
with ελ being the single well energy. Sλ is some kind of self energy and Tλ
represents the interaction term with the adjacent well m+1:
Sλ =
∫
dz χλ(z − zm)V (z − zm)χλ(z − zm)
Tλ =
∫
dz χλ(z − zm)V (z − zm)χλ(z − zm+1) . (1.25)
The potential V (z − zm) is visualized in Fig. 1.10. The miniband width is 4Tλ.
If the single well wave functions extend to the second next well, higher order
integrals of the form:
T
(2)
λ =
∫
dz χλ(z − zm)V (z − zm)χλ(z − zm+2) (1.26)
give an anharmonic contribution to the dispersion relation.
Figure 1.11: Overlap from next well
envelope functions; schematic drawing
of the integral Tλ from Eqn. 1.25 that
accounts for the miniband width of band
λ.
Figure 1.12: Overlap from second
next neighboring well envelope func-
tions; the marked area is proportional
to T
(2)
λ from Eqn. 1.26.
Density of states
Besides the already obtained dispersion relation for a QW and a SL, a further
important term needs to be discussed. Once the band structure is known, the
integral
dZ =
∫ ε(k)+dε(k)
ε(k)
dkD(k) (1.27)
along an interval in k space gives the number of states Z within this energetic
shell. D(k) is the Density Of States (DOS) in k space.
In 3D, from the constant volume of a state in k space and the dispersion relation
D(ε) directly follows to have a square root character:
D3D(k) =
L3
(2π)3
, D(ε)dε = D(k)dk → D3D(ε) ∼
√
ε− Egap . (1.28)
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Figure 1.13: Density of states
for a bulk material 3D system,
a 2D quantum well and a quasi
3D SL. The spectral widths of
the SL minibands are depicted
schematically.
L3 is the crystal volume. If the electron spin has not been included so far, one
has to multiply D by two to account for its degeneracy.
Quantum wells are ideal 2D systems, their DOS D(ε) is therefore a staircase-
like function with a step at each energetic level. At these energies, the 2D DOS
reaches the value of the 3D system.
In the quasi 3D SL structure, the DOS progression is governed by the widths of
the subsequent minibands and the distribution of states within each miniband.
For a SL with a harmonic band dispersion relation, the states are equally spaced
in k space within the band. The resulting DOS distribution in ε space becomes
non-equidistant. The characteristic step function in the 2D DOS is broadened
over the miniband width in the quasi 3D structure.
1.3 Optical transitions
The interaction between an optical light field and the electron system of a crystal
is a quantum mechanical phenomenon that can be understood in a particle
picture as the absorption and emission of photons in a second order light-matter
interaction process. Besides the Hamiltonian Hex for the non-interacting exciton
gas from Eqn. 1.19, the system’s Hamiltonian
Hsystem = Hex +
∑
K
~ωKa
†
KaK − i~
∑
α,K
gα,K (B
†
α,KaK + h.c.) (1.29)
now also includes the quantized photon field (second term of Eqn. 1.29) and
an interaction term, which describes the probability to, e.g. , destroy a photon
with wave vector K and create an exciton with wave vector K (third term of
Eqn. 1.29). The gα,K are the quantum mechanical probabilities of the interac-
tion. The capital letter K denotes the exciton wave vector, and the indices α
represent all other quantum numbers of the exciton. The new eigenstates of the
system are mixed states of both photons and excitons. Diagonalizing Hsystem
leads to new quasi-particles.
To retain the concept of exciton (or electron) states and be able to discuss
the light-matter interaction as an optical transition from an initial (ψi) to a
final (ψf ) state, one also can treat the optical field as a perturbation to the
system. In a semi-classical approach, the light field is represented by classical
electromagnetic waves
E = η · E = ηE ei(k·r−ωLt) + c.c. , (1.30)
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which couple to the exciton system via a transition dipole moment µfi, which
describes the probability of the transition ψi → ψf under the perturbative field,
i. e. µfi ∝ 〈ψf | Hintψi〉. The polarization of the electric field is given by the
light polarization vector η .
The interaction term in the exciton Hamiltonian of the whole system be-
comes:
Hint = −
∑
i,f,K
µfiE(t)B†f,KBi,K + h.c. . (1.31)
Apparently, the quantum mechanical transition amplitudes gα,K are now re-
placed by a product of the classical electric field amplitude times the transi-
tion matrix element. In the electron Hamiltonian of the uncorrelated two-band
electron-hole system, the electron and hole creation and annihilation operators
would replace B†f,K and Bi,K in Eqn. 1.31.
The new electron eigenstates and the transition probability are derived by
time independent perturbation theory [64]. First order perturbation theory
leads to Fermi’s Golden Rule for the transition rate from state i to state f :
W =
2π
~
∑
i,f
| 〈f | Hinti〉 |2 δ(εf − εi + ~ω) . (1.32)
The interaction between light and the crystal’s electron system has consequences
for the energy spectrum: The new electron eigenstates split by the Rabi fre-
quency in the case of zero detuning from the optical resonance of the unper-
turbed states. A triplet is formed in the excitation spectrum (Rabi sidebands).
For a finite spectral detuning of the optical field from the optical resonance,
the transition lines shift energetically (optical Stark effect) [45]. Note that in
the weak coupling limit the light field is not affected by the absorption, i.e. the
absorption does not change the optical field intensity.
1.3.1 Interband transitions in semiconductors with reduced
dimensionality
Optical matrix element
Assuming weak interaction, the optical transition density in a semi-classical
calculation is the product of the square of an optical matrix element times the
joint density of states [48]. As seen in Subsect. 1.2.2, the density of states de-
pends on the dimensionality of the system and the energy, with the usual square
root character for a 3D parabolic band minimum, or the step function-like be-
havior for a 2D structure which is broadened in a quasi 3D structure like a SL.
In a dipole approximation, which is ignoring the photon momentum in com-
parison to the electron momentum, the 2D optical matrix element becomes
µfi ∝ 〈ψf | Hintψi〉 ∝
∫
χf (z)e
−ik
‖
fr
‖
uf (r,k)η·er χi(z)eik
‖
i r
‖
ui(r,k) d
3r ,
(1.33)
with the light field polarization vector η . The | ψi〉 and | ψf 〉 are the quantum
well wave functions of initial and final state, respectively. They were derived in
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Subsect. 1.2.1, and their real-space representation is found in the expressions of
Eqn. 1.22, with χi and χf being the envelope functions and the u(r,k) are the
Bloch functions. The dipole operator describing the interaction is e · r .
To divide between interband and intraband transitions, it is now assumed
that Bloch functions from states that origin from different bands are strictly
orthonormal, while states belonging to one band have Bloch functions of the
same symmetry. Assuming slowly varying envelope functions, the integration
from Expression 1.33 is transformed into two terms, where the dipole operator
e · r acts either on the envelope functions or on the lattice periodic functions
only:
µfi ∝ 〈ψf |Hintψi〉 ∼ 〈uf | η·rui〉〈χi | χf 〉+ 〈uf | ui〉〈χf | η·rχi〉, . (1.34)
The first term is the interband matrix element, the second term is the intraband
matrix element. From the scalar products and the interaction integrals in each
term, one can derive general selection rules.
Interband optical matrix element
In an interband optical transition in a direct semiconductor (see Fig. 1.3) an
excited state is created by a transition of an electron from the valence band to
the conduction band, leaving an unoccupied state - a hole - in the valence band.
To obtain the interband matrix element 〈uf | η·rui〉〈χi | χf 〉, first, the integral
over the unit cell is taken, containing the rapidly varying Bloch functions and
the dipole operator, where it is assumed that an envelope function does not
change over the atomic unit cell.
µinter ∝
∫
unit cell
uf (r,k)η·r ui(r,k) d3r (1.35)
This results in selection rules which are met by p-like valence and s-like con-
duction band extrema or vice versa, because they have opposite parity. Second,
to accomplish integration over the whole space, the unit cell integral is now
centered at every lattice vector R and the integral over the envelope functions
is evaluated. The envelope functions depend only on the coordinate of growth,
i. e. χ(R) = χ(Rz) for growth direction z.
µinter ∝
∑
Rm
χf (Rm)χi(Rm)e
i(k
‖
i −k
‖
f )Rm ∝
∫
χf (R)χi(R)e
i(k
‖
i −k
‖
f )R d3R
As a result of the dipole approximation, the exponential term allows for
direct transitions k
‖
i = k
‖
f only. The remaining integral
µinter ∝
∫
χf (R)χi(R) d
3R (1.36)
over the envelope functions implies that optical absorption can occur as long
as there is overlap between envelope functions of same parity. Because of the
normalization of the envelope functions, the optical matrix element is, as long
as excitonic effects are excluded, the same in any dimension. Furthermore, the
oscillator strength, defined as
f =
2m0ω
~
|〈ψf | Hint ψi〉|2 , (1.37)
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is comparable in 3D and 2D. Here, ω is the transition energy. As Weisbuch
and Vinter [55] explain, the main effect of the reduction in dimensionality is to
concentrate oscillator strength from wide bands into narrower bands. A detailed
summary of transition rules and their dependence on incident light polarization
for Td symmetry crystals can be found in [55].
Exciton interband transition
The exciton can be seen as the quasi-particle of the optical excitation, which
means that the optical transition, understood as the absorption of a photon,
forms the exciton in an eigenstate of the optically excited semiconductor. While
no further transition rules are inherent in the exciton optical matrix element,
only the creation of s-symmetry excitons withK = 0 is permitted (conservation
of momentum) [65]. For both 2D and 3D systems, the stronger overlap of
e and h wave functions in excitons compared to ionized states increases the
oscillator strength per unit volume at the exciton resonance. This effect is
even more pronounced in the 2D case, due to the reduced 2D Bohr radius (see
Subsect. 1.2.1).
1.3.2 Intraband transitions
In interband optical transitions that account for the fundamental absorption
edge in semiconductors, an electron is excited from the valence to the conduc-
tion band. Transitions that occur within one band or between subbands (which
are formed from states belonging to one band by confinement-induced quan-
tization and a subsequent lifting of energetic degeneracy) are called intraband
transitions.
In metals or doped semiconductors, intraband transitions are responsible for
the free carrier absorption up to the plasma edge. For the latter, e.g. a p-doped
GaAs crystal shows intra-valence band electron transitions from the spin-off
and the light hole band to doping-induced unoccupied states (hole states) in
the heavy hole band.
Similarly to the interband case, the square of the dipole matrix element multi-
plied by a joint density of states determines the optical transition probability.
Here, differently to the interband matrix element calculation, the second term
from Expression 1.34 has to be considered. The dipole operator appears in the
integral over the envelope functions. The envelope functions depend only on the
coordinate of growth, i. e. χ(r) = χ(z) for growth direction z:
µintra ∝
∫
χf (r)η·r χi(r) d3r . (1.38)
Again, η is the polarization vector of the incident light. For light incident
perpendicular and orthogonal envelope functions of initial and final state, no
transitions occur, i.e. the maximum transition probability is obtained for light
incident parallel to the confining layers. The opposite holds for envelope func-
tions of even parity.
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1.4 Dynamics of the quantum system - Bloch
equations
When a short optical pulse transits through an optically transparent medium, a
polarization P is induced, by which means the light propagation is understood
as a polarization wave in the medium. After the sample, resonant secondary
emission re-transfers the polarization into a light pulse. If the light field is
spectrally far below any intrinsic transition, in a classical oscillator model the
induced polarization just follows the external force, delayed in phase, and ceases
to exist after the light field is switched off. The interaction between light and
the electron and ion system of the medium can be described by a dielectric
constant ε.
Resonantly excited polarization, on the other hand, persists within the medium
in form of a coherently oscillating ensemble of particles after the driving field
has left. This ensemble remains coherent as long as phase relaxation processes
have not destroyed the coherence of the system. The temporal evolution of both
amplitude and phase of the driving force determine the exact excited state of a
quantum mechanical system.
Apparently, the polarization inherently contains information about the optically
coupled states it is made of and their free dynamics after the exciting force has
left the sample. Also, by looking at the temporal evolution of the polarization,
one can investigate relaxation mechanisms that destroy the coherence of the
system.
Two general pathways exist to experimentally gain information about the in-
duced polarization P (t). First, all information of the temporal evolution can be
found by a Fourier transformation of the spectrum of P (ω) , which usually is
easily accessible by optical transmission experiments.
P (t) =
1√
2π
∫ ∞
−∞
P (ω)exp−iωtdω (1.39)
Please note that the Fourier transformation from Eqn. 1.39 assumes a defined
phase relation for all frequency components. It implicates that in the spectral
domain, one has no access to the relative phase properties of several transitions,
which is among the core interests of wave packet spectroscopy.
According to Maxwell’s law, the induced polarization produces secondary
waves. In a stationary and homogeneous medium, only one propagating wave
remains, having the same frequency but different wave vector and propagation
velocity (c = c0/n). All other waves are extinguished completely. Only spatial
(Rayleigh scattering) or temporal (Raman scattering) variations of the polariz-
ability cause scattering into other directions.
To gain direct access to the polarization in time domain requires optical correla-
tion techniques where either the linear polarization is scattered into a direction
different from the propagation direction of the exciting pulse, or, nonlinear opti-
cal properties of the system are exploited to generate emission of a higher-order
polarization into a direction other than that of the exciting pulse.
In the resonant scattering scheme the linear polarization within the medium
changes its k vector due to imperfections of the sample or a deliberately manu-
factured static disorder [50,66]. Light scattered by such disorder can be collected
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and up-converted [149] by a second optical pulse.
In a ’pure’ non-linear experiment, the polarization is induced by a coupling of
several electromagnetic waves, where the order of the polarization is given by
the number of waves inducing the polarization, i. e.
P (n) = χ(n)E 1E 2 · ... · En−1En . (1.40)
These individual electric fields can stem from one or from different optical pulses
with a variable relative time delay between each other. In the previously dis-
cussed electric dipole approximation, the n-th susceptibility tensor χ(n) is inde-
pendent of the real-space or energy-space coordinate.
Experiments investigating the interaction of a short light pulse with a medium
which already holds an excitation have proven to be a powerful tool to resolve
the propagation of the quantum system.
Hereby, experiments that test a coherence can be both insensitive to the phase
between the polarization and the optical test pulse, e.g. standard Four-Wave-
Mixing (FWM), or utilize the phase between the present polarization and the
optical pulse, namely Coherent Control techniques (CC). Also, mixtures of ex-
perimental schemes are feasible, where a coupling between electromagnetic and
other waves takes place, examples are stimulated Raman or Rayleigh scatter-
ing [67].
For a proper description and definition of coherent effects of the excited sys-
tem many oscillators need to be considered. The additional uncertainty about
the system’s state vector is being taken account of in the statistical opera-
tor of the system ρ. To derive the temporal evolution of the polarization P ,
one has to calculate ρ(t), because the expectation value of former is given by
〈P 〉(t) = trace ρ(t)P . With H being the Hamiltonian of the unperturbed elec-
tron system (see Eqn. 1.1), and Hint the explicitly time dependent interaction
term in classical representation (see Eqn. 1.31), the Ehrenfest theorem yields:
d
dt
ρ(t) = − i
~
[H+Hint(t), ρ(t)] +
(
∂ρ
∂t
)
explicit
. (1.41)
The time dependent change ∆P (t) in the expectation value of P becomes
∆P (t) =
∫ t
−∞
dt′χP (t, t
′)E (t′) , (1.42)
where the susceptibility tensor χP describes the response of the material to the
incident electric field. In linear approximation, it is independent of the external
field [68]. Knowing the exact form of χP
χP (t, t
′) =
i
~
trace ( ρ(t) [P (t),P (t′)]) (1.43)
is equivalent to be able to compute the exact answer of the system at every field
strength. If the response of the system is nonlinear with respect to the incident
electric field, χP itself becomes dependent on the electric field strength. Usually,
as shown in Eqn. 1.40 it then is expanded in a series in orders of the electric field.
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To include scattering processes into Eqn. 1.41, the relaxation time approx-
imation (RTA) [44] can be made, where constant phenomenological relaxation
rates are introduced. The RTA effectively introduces a bath to which the oscil-
lators couple irreversible. Describing the damping of the system by an energy
relaxation constant γi for each state | i〉, the rate equations for the ρii
(
∂ρii
∂t
)
energy relax
= −γiρii (1.44)
describe the populations of the states after the perturbation Hint is switched
off. The loss of coherence of the transition between two states | i〉 and | j〉 of the
system is expressed by a phase relaxation rate γij = 1/2(γi + γj) + σij , where
σij is the pure phase relaxation rate.
(
∂ρij
∂t
)
phase relax
= −γijρij (1.45)
Here, σij is associated with both elastic and inelastic intraband scattering, γ0j
is the homogeneous linewidth of the radiative decay from | j〉 to | 0〉. In thermal
equilibrium, no phase correlation exists and the ρij are equal to zero for i 6= j.
The inverse relaxation times γi and γij are traditionally called longitudinal and
transverse relaxation rate, respectively, as they were originally introduced by
Bloch for spin systems in time-varying magnetic fields.
With those phenomenologically introduced relaxation rates, the Ehrenfest
theorem is in the coherent limit4 and the rotating wave approximation5 (RWA) [45]
equivalent to the optical Bloch equations (OBE).
1.4.1 Optical Bloch Equations (OBE) for a three-level sys-
tem
The simplest model to describe quantum interference is an ensemble of quantum-
mechanical three level systems. The adequate Hamiltonian is:
H =
2
∑
j=1
εjc
†
jcj − ε0c
†
0c0 −
2
∑
j=1
[
µj0E(t)c†jc0 + µ∗j0E∗(t)c
†
0cj
]
, (1.46)
being the representation of the Hamiltonian of Eqn. 1.1 for the twoband non-
interacting electron hole system, translated into second quantization notation.
It allows the excitation of two discrete states j = 1, 2 in the conduction band
from one state j = 0 in the valence band, therefore the notation c and v was
waived. The term in brackets is the interaction term (see Eqn. 1.31). The laser
field is represented as in Eqn. 1.30, whereas the previously monochromatic wave
is changed insofar that the electric laser field E is now described in RWA by the
temporal pulse envelope E(t) at the central laser frequency ωL:
E (k, t) = ηE = ηE(t)ek·r−ωLt + c.c. . (1.47)
4The other possible limit is that of quasi-equilibrium, where the diagonal elements ρii are
given by thermal distribution functions.
5Only terms in the response tensor of the form exp[i(~ω− εj)t], where the light frequency
ω is resonant to the level splitting εj , are considered. Rapidly oscillating terms of the form
exp[i(~ω + εj)t] are neglected as these average out over longer times.
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Using such broadband coherent laser pulses with a spectral width ~∆ωL >
~(ε2 − ε1) allows to create a coherent superposition of both transitions. The
wave function of one excited three-level system becomes a time dependent su-
perposition of all three states:
ψ(t) = a2(t)ψ2 + a1(t)ψ1 + a0(t)ψ0 . (1.48)
The aj(t) are explicitly time-dependent complex functions. During excitation,
they depend on the spectral laser amplitude resonant to each transition and the
oscillator strength of each transition. After the laser pulse has left the sample,
their time-dependent evolution describes the free quantum state propagation of
the system. It is given by the trivial time-dependence of the time-dependent
Schrödinger equation for the unperturbed Hamiltonian as long as interband
recombination and scattering processes are neglected. The quantum-mechanical
probability amplitudes aj(t) cannot be measured in an experiment that tests a
single quantum system. Any measurement process would force the system into
an eigenstate. Only statistical information, gained by several measurements
on identically prepared systems, can yield the propagation of the system. The
| aj(t) |2 of the single system correspond to the occupation numbers ρjj =
〈c†jcj〉 of the ensemble. In the absence of scattering and recombination, they
have identical values. The nondiagonal elements ρij of the statistical operator
describe the coherence of the ensemble. Associated with them is a polarization.
The coherently oscillating microscopic dipole moments of each individual three-
level system contribute to the overall polarization. With ρij = 〈c†i cj〉, the Bloch
equations for the components of the statistical operator follow:
∂tρ11(t) = i[µ10ρ
∗
01(t)E(t)− µ∗10ρ01(t)E∗(t)]− ρ11(t) · γ1
∂tρ22(t) = i[µ20ρ
∗
02(t)E(t)− µ∗20ρ02(t)E∗(t)]− ρ22(t) · γ2
∂tρ00(t) =− i
2
∑
j=1
[µj0ρ
∗
0j(t)E(t)− µ∗j0ρ0j(t)E∗(t)]− [ρ00(t)− 1] · γ0
∂tρ12(t) =− i[ε2 − ε1 − iγ21]ρ12(t)− iµ∗10ρ02(t)E∗ + iµ20ρ∗01(t)E
∂tρ01(t) =− i[ε1 + ε0 − iγ10]ρ01(t)− iµ10E(t)[ρ11(t)− ρ00(t)]
− iµ20ρ21(t)E(t)
∂tρ02(t) =− i[ε2 + ε0 − iγ20]ρ02(t)− iµ20E(t)[ρ22(t)− ρ00(t)]
− iµ10ρ12(t)E(t) . (1.49)
The µij are the transition dipole moments of the nonperturbed states. With
| 0〉 being the ground state, the equilibrium densities are ρ000 = 1 and ρ011 =
ρ022 = 0. After the laser pulse has left the sample the equations of motion are
decoupled. The overall interband polarization is
P inter(t) =
2
∑
j=1
µ∗j0ρ0j(t)e0j . (1.50)
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Figure 1.14: Scheme of the
three level system. The spec-
trally broad laser pulse in-
duces an interband polarization
and an intraband polarization.
Sketched are the fast oscillat-
ing overall interband polariza-
tion ∝ cos(ω01t) + cos(ω02t)
and the intraband polarization
∝ cos(ω12t).
It will freely radiate after the exciting pulse has left. The orientations e0j of
the polarizations are given by the form of the response tensor (see Eqn. 1.40).
The individual components P 0j(t) oscillate with their transition frequencies
ω0j = εj/~ (with ε0 set to 0) and will decay with their respective interband
dephasing times
T2(j0) =
h
πγj0
. (1.51)
As each transition j has a slightly different transition energy, the overall in-
terband polarization is modulated by the difference frequency. As long as the
polarization is not destroyed by scattering, it can interfere with a second time-
delayed laser pulse, e.g. to be removed or enhanced.
The intraband polarization is
P intra(t) = µ∗21ρ12(t)e12 . (1.52)
It oscillates with the difference frequency ω12 = ω02 − ω01 and decays with
T21 = τintra = ~/πγ21. Figure 1.14 depicts the oscillating intraband polarization
due to quantum beats between the two excited states. The intraband dephasing
time τintra describes the damping of the oscillatory component in the pump-
probe signal, or, equally, the damping of the emitted THz emission proportional
to the second derivative of the intraband polarization.
When light-matter interactions are
2 -k k2 1
sample
k2
k1
Delay Time t
Figure 1.15: Schematic geometry of a PP
or FWM experiment.
explored with laser fields shorter, or,
on the same time scale as the de-
phasing time of the optical transi-
tions, the propagation of the quan-
tum system can be time-resolved by
nonlinear optical spectroscopy. With
few exceptions, the techniques used
are correlation techniques where a
first laser pulse changes the levels
populations and excites a coherent
polarization. Later, a delayed probing pulse tests the still persistent popula-
tions and polarizations of the system. Several spectroscopy techniques, which
can be generally separated by the ordering of the electric fields they are sensitive
to, can be distinguished.
1.4. BLOCH EQUATIONS 35
Two typical techniques are FWM and transient absorption [pump probe
(PP)]. Both are four photon processes, utilizing the third order nonlinear re-
sponse of the system. Therefore, a theoretical expression that sufficiently de-
scribes the temporal evolution of the third order polarization P (3)(t) for different
ordering of the inducing electric fields is desirable.
In the following, we resort to the framework of the OBE. The coupled system of
Eqns. 1.49 of the OBE for ρ is expanded in a Taylor series of orders of the laser
field amplitude. In zero’th order of ρ, no Hint(t) appears in the Ehrenfest the-
orem. As depicted in Fig. 1.15, in PP and two-beam self-diffracted degenerate
FWM spectroscopy, two laser beams with wave vectors k1 for pulse train 1 and
k2 for pulse train 2 are focused onto the sample. The incident optical electric
field is now given by
E (t, τ) = ηE = η
[
Ek1(t)e
i(k1·r−ωLt) + Ek2(t− τ)ei(k2·r−ωLt) + c.c.
]
. (1.53)
According to their different directions of radiation, the participating third order
signal components are classified. In PP, the direction of detection is in direc-
tion of the probe beam k2. In FWM, the nonlinear signal is irradiated in the
background-free direction k3 = 2k2 − k1.
Analytical solutions for homogeneous broadening and δ pulse approximation
were derived for the two-level system by Yajima and Taira [69] and for the
three-level system presented here by Leo and Schmitt-Rink [70, 71]:
IFWM (τ) ∝
∫ +∞
−∞
dt | P (3)k3 (t) |
2
∝ Θ(τ)
[ | µ01 |4
2γ1
+
| µ02 |4
2γ2
+
2 | µ01µ02 |2 (γ01 + γ02)
(γ01 + γ02)2 + ω212
]
· {| µ01 |4 e−2γ01τ+ | µ02 |4 e−2γ02τ + 2 | µ01µ02 |2
· cos(ω12τ)e−(γ01+γ02)τ} . (1.54)
Similarly, the PP signal in direction k2 is calculated:
Ipp(τ) ∝ Im
∫ +∞
−∞
dt(e12 · η)P(3)k2 (t)E
∗
k2
(t)e−ik2·r+iωLt (1.55)
∝ Θ(τ)
{
|µ01|4 + |µ02|4 + |µ01µ02|2
(
1 + cos (ω12τ ) e
−γ12τ
)}
.
Assuming equal optical matrix elements and decay rates for states |1〉 and
|2〉, the FWM and PP solutions can be compared directly. The FWM signal
consists of an instantaneous signal, which, modulated between a constant and
zero with differential frequency ω12, decays exponentially with 2γ01. The PP
transient is a summation of a step-function and a modulation that decays with
the intraband decay rate γ12. Apparently, by interband spectroscopy one can
measure the intraband decay rate.
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Figure 1.16: FWM signal as a func-
tion of delay τ in a semi-logarithmic
plot.
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Figure 1.17: PP signal and FWM sig-
nal as a function of delay τ in a linear
plot.
Schematic comparison of FWM and PP signal calculated with Eqns. 1.54 and 1.55.
The decay constants γ0i and γ12 where set equal. Also, the modulation frequency ω12
is identical. The interband decay rates have not been included in the calculation of
the PP signal, thus the step-like component of the PP signal does not decay.
From the observed decay time τinter of the envelope of the FWM signal, one
can calculate the transverse dephasing time T2, assuming it is known whether
the system is homogeneously or inhomogeneously broadened [44].
homogeneous system : T2 = 2τinter
inhomogeneous system : T2 = 4τinter (1.56)
1.4.2 Semiconductor Bloch Equations (SBE)
Although the OBE often provide a good qualitative description of basic experi-
mental features in semiconductors, they clearly cannot provide a comprehensive
basis for the theoretical analysis of semiconductor spectroscopy in general.
The optical response of a semiconductor strongly depends on the number
and distribution of carriers which were excited from the valence band to the
conduction band. The absorption coefficient α(ω, t) and the index of refraction
n(ω, t) are not literally constants after a short pulse excitation. A theoretical
framework which accounts for the fact that a real semiconductor bears a con-
duction band and a valence band with close-lying states are the SBE. They
are the equations of motion for the single-particle ρjjk and ρijk, where i and
j are band indices. If the exciton Hamiltonian (Eqn. 1.10) is inserted into the
Ehrenfest equation (see Eqn. 1.41), the SBE follow. The SBE read [72]:
∂tρijk =∂tρijk |coh +∂tρijk |scatt
∂tρjjk =∂tρjjk |coh +∂tρjjk |scatt . (1.57)
As in the case of the OBE, the coherent parts follow from Eqn. 1.41 and have
identical form. The Coulomb interaction (third term in Eqn. 1.11) will again
manifest itself in the formation of excitons.
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Usually, the interaction due to spin degeneracy between the carriers is now
included in the treatment [51] (which was exempt in Eqn. 1.10). Interactions be-
tween carriers with different spin lead to the already known Hartree correlation
integral, carriers with identical spin couple coherently via Coulomb exchange
interaction. As in the Hartree–Fock equations [51] for the many-electron atom
these Coulomb interaction terms lead to a renormalization of the ground state
energy, i.e. the band gap energy in the direct semiconductor.
Besides the energy renormalization, the
laser
k
E(k)
cb
vb
Eg
Figure 1.18: Scheme of the short
pulse excitation of the two-band
model entering the SBE.
coherent interaction leads to an additional
driving field, the so-called local field, which
acts similarly to the external optical field.
This local field renormalizes the external laser
field and eventually causes the formation of
the exciton. The new acting field Ωk(t) and
the renormalized single-particle eigenener-
gies ejk are given by:
~Ωk(t) =
µijkE(t)
2
+
∑
q
Vqρij|k−q|(t) and
(1.58)
~ejk(t) = εjk −
∑
q
Vqρjj|k−q|(t) .
These two renormalizations are inherent in
the SBE of the interacting two-band model,
caused by the coherent Coulomb interaction of laser-excited carriers. But only
the interaction between carriers in the conduction band and the valence band
is included so far.
The exciton is the quasi-particle of the optical excitation. The laser excitation
produces further mechanisms of response which can be separated into static or
dynamic screening of the Coulomb potential Vq, higher order renormalization
terms and collision terms.
In Eqns. 1.58, the bare Coulomb potential V 2Dq = 2πe
2/ε0q of an ideal quan-
tum well or V 3Dq = 4πe
2/ε0q
2 for a bulk crystal is screened by the laser-excited
charges. The increase of the background dielectric constant ε0 → ε∞ leads to a
decrease of the attractive interaction between electrons and holes, whereby the
exciton binding energy is reduced. In the single-particle frame, this translates
into a blueshift of the band gap, effectively counterbalancing the renormalization
term from the coherent interaction. An intraband polarization or the electron-
hole plasma can lead to dynamic screening [73].
So far, only Eqn. 1.11, extended by taking spin into account, entered the SBE.
The neglect of higher order correlation of the form 〈cc†k cck−qc
v†
k′
cvk′+qc
c†
g c
c
g−lc
v†
g′ c
v
g′+l〉
was arbitrary. Interactions of terms of such form lead to further renormaliza-
tions and quasi-particles like bi-excitons.
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Collision terms form a microscopic ansatz for the scattering terms in the
SBE. The energy relaxation ansatz RTA, as used in the OBE, introduces phe-
nomenological dephasing rates for the components of ρ(t) for which no actual
physical cause was defined. In a microscopic theory, collision terms between
several quasi-particles are inserted into the OBE in the form of higher order
matrix elements (see Eqn. 1.13 as an example for carrier-carrier scattering). Ul-
timately, processes which are called by the term ’dephasing’ and approximated
so far by RTA need to be described by such scattering terms. Therefore, possi-
ble interactions need to be included in the Hamiltonian, and the eigenstates of
the system have to be obtained through diagonalization.
Formally, the SBE as given in Eqns. 1.57 look like a set of independent equations
in momentum k. However, all k states are coupled via the Coulomb potential
V . This places a limit to the numerical solution of the SBE in general, and,
in particular, to the inclusion of higher-order scattering terms. To nevertheless
include these terms to a certain extent, the dynamically controlled truncation
(DCT) theory was introduced by Axt et al. [74–76], by which the four-particle
correlation functions are included in the model in a factorized form as two-
particle correlations. One case where this approach is relevant for an adequate
description of observed optical spectra are experiments which are influenced by
both interband and intraband coherences. It predicts that the intraband dy-
namics are influenced by excitonic effects in a manner similar to the interband
dynamics. A comparison of terahertz spectroscopy and FWM results has con-
firmed these predictions [77].
Concluding, it is important to bear in mind that also the SBE approach
the real optically excited semiconductor from a single-particle picture, whose
electron wave functions are used in a product ansatz to describe the optically
excited state. In particular, individual renormalization terms do not neces-
sarily bear physical relevance on their own but have to be discussed together.
Intrinsically, the DCT which expands the SBE to include interexcitonic and in-
traexcitonic correlations, is a perturbative technique, its limitations have been
discussed [78]. Obviously, a nonperturbative approach is necessary to correctly
describe features arising from intraexcitonic correlations. From a single-particle
point of view, the optically excited semiconductor is a strongly correlated sys-
tem. Besides the DCT model, there are several other fermionic approaches to
a microscopic theory [79–81], aiming to describe the nonlinear response of an
optically excited semiconductor. It has been shown recently that all yield the
same set of equations for the coherent third order interband polarization [82].
In contrast to the fermionic ansatz, advances by Dignam to calculate the
dynamics in semiconductor heterostructures in an expanded SBE frame start at
the exciton level [83]. First, the exciton envelope wave function set is calculated,
and subsequently the 1 s exciton wave function enters the equations of motion
which are similar to the OBE. Initially, the exciton continuum contribution was
included in a single-particle approximation. This formalism of excitonic Bloch
equations (EBE) was extended to infinite-order EBE [78] in the optical field,
and a full excitonic basis may now be employed to describe bound and contin-
uum states [85]. The EBE can describe features in the coherent response of
semiconductor heterostructures which were beyond the DCT model.
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Of particular importance for experiments sensitive to the interband or in-
traband polarization has been the predictive power of the various many-particle
models with regard to the correct description of the intraband dynamics, and
the comparison of interband and intraband dephasing times. The shortcom-
ings of the SBE model in Hartee–Fock approximation in predicting intraband
dynamics correctly were already mentioned. In particular, the SBE with phe-
nomenological dephasing rates delivers correct results only in the coherent limit,
which implies implausible dephasing times: T2 = 2τintra. Bolivar et al. [77]
experimentally found for the SL they studied T2 ' 23τintra: apparently the
coherent limit is not suitable for a quantitative analysis. More recent theoret-
ical studies by Zhang et al. that include exciton-LO-phonon interaction found
T2 ∼ τintra [84], which is in qualitative agreement with values obtained by THz
detection experiments [85].
1.4.3 Nonlinear response
Besides the investigation of the ’pure’ dynamics of the quantum system, the
study of different mechanisms of nonlinearity that arise from the short-pulse
excitation have been a field of extensive research. As there are several good
review articles and text books [45, 86–89] which treat the optical nonlinear re-
sponse of semiconductors extensively, we only briefly approach this field from
an experimental point of view.
Of course, dynamics and nonlinear mechanisms cannot be separated per se. In
the discussion of the SBE, it was already shown that the short pulse excitation
of an interacting many-body system leads to several renormalizations and a
subsequent transient change of physical properties. It was shown that all tran-
sient changes in the optical response of a semiconductor strictly follow from a
microscopic interaction. This purely microscopic frame, however, is difficult to
apply straightforward to the features observed in optical experiments.
Also, in the OBE nonlinearities were inherent. In Eqns. 1.54 and 1.55, the
nonlinear response of the system to the impinging laser pulses is demonstrated
without discussing its physical origin.
We want to translate the microscopic interactions into a picture in which
the impact on the optical response is introduced partly phenomenologically.
We make a categorization of nonlinear mechanisms as they affect the suscepti-
bility [90] of a set of transitions j.
χ(ω) =
∑
j
fj
(ω − ωj + iγj)
(1.59)
Here, fj denotes the oscillator strength of the interband transition, being pro-
portional to the square of the atomic dipole transition matrix element µj times
the square of the exciton relative-motion wave function Uj(r) at r = 0. In quan-
tum wells, the envelope function approximation led to Eqn. 1.37. The transition
energy of transition j is given by ~ωj , and γj describes the phenomenological
interband ensemble dephasing time.
40 CHAPTER 1. FUNDAMENTAL PROPERTIES
As the polarization is given by
P (t) = χE (t) , (1.60)
any transient change of the tensor χ, i.e. χ = χ(t), causes a change in the
polarization. Consequently, if one of the quantities in Eqn. 1.59 is changed by
the optical excitation, a nonlinearity arises.
Phase-Space-Filling (PSF)
The ensemble of noninteracting three-level systems intrinsically contains a
nonlinearity from the fact that, after a first pulse has created an excitation, a
second pulse ’sees’ less occupied states in the valence band and occupied states
in the previously empty conduction band states (Pauli blocking). The absorp-
tion coefficient will continually decrease with increasing excitation density and
ultimately reach zero for ρ00 = 0.5, where stimulated absorption and emission
become equally probable. It is important to note that this mechanism is rather
universal, leading to nonlinear properties in any material system that can be
approximated by an ensemble of noninteracting two-level systems. It can be
translated directly to the two-band model for semiconductors or the exciton
model. Transitions into k states are filled, which cannot be occupied by a later
transition. For the low-density limit, in neglecting a dependence of the electron
or exciton wave function on the e-h pair density, i.e. Uj = const., a change of
fj is caused by the Fermi exclusion principle alone.
Excitation-Induced-Dephasing (EID)
At low excitation densities and low temperatures the nonlinear response of the
semiconductor near the band edge has a component named Excitation-Induced-
Dephasing. It was demonstrated in the polarization and time-dependence of
FWM signals from QWs [72, 91, 92] and modelled theoretically by [72, 91–93].
In the low density limit, it is a direct consequence of the excitonic screening of
the carrier-carrier Coulomb potential. It can be seen as a variation of the exciton
creation energy ~ωj due to a change in its surrounding, i.e. other e-h pairs or
free carriers that screen the exciton Coulomb binding potential. This particular
aspect of Coulomb kinetics can easily be included into FWM simulations [92,94]
in the OBE frame by the introduction of a phenomenological dephasing rate that
increases linear with the carrier density.
γj → γj(t) = γj + σn(t) , (1.61)
where n(t) is the carrier density and σ is a constant of proportionality. Also, in
the SBE, it was introduced on a phenomenological level as a scattering term [72]
∂tρijk |scatt= −
(
γ +
σ
2
∑
lk′
ρll|k′|(t)
)
ρijk , (1.62)
by which all excited densities ρll in conduction and valence band cause a change
in the dephasing time of the interband coherences ρij . This approximation was
rather successful in modelling experimental findings and we will make use of it
in Chapt. 3. However, one has to keep in mind that it is a phenomenological
ansatz that parameterizes the system’s microscopic response.
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Local-Field-Effects (LFE)
In the SBE, a renormalization of the driving field appeared. The source was a
Coulomb coupling between the coherences ρij|k−q| (see Eqns. 1.58). Early the-
oretical works predicted a strong influence on the FWM signal from this local
field [93,95], for which experimental evidence was found [96].
If the context of LFE, as introduced by the SBE, is extended, further exper-
imental results can be viewed as such and modelled phenomenologically in a
few-level system. For example, an excitation-induced shift (EIS) [97, 98] in the
spectral position of a quantum well exciton was reported by Shacklette [99].
It was modelled successfully in the modified OBE frame by introducing phe-
nomenological corrections for LFE, EID, and EIS. In many-body language, EID
and EIS are due to the imaginary and real part of the renormalization of the
self-energy, respectively. It is important to note that signals caused by EID and
EIS do not disappear in the low excitation density limit. This is because the
relevant parameters γj or ωj are written as linear functions of the excitation
density. Contrary to intuition, EID and EIS can be weaker at high excitation
densities because the change in γj or ωj may be saturated due to screening and
further many-body interactions [91].
Clearly, the full many-body treatment is based on a stronger theoretical
foundation. It provides a good microscopic picture and experimentally observed
FWM signals can be described in detail, whereas terms up to sixth-order cor-
relation have been identified [100].
The phenomenological description often provides an intuitive approach. In
reference to the SBE, it is easy to understand in terms of the underlying physics,
and numerical modelling can be undertaken with the computing power of a PC.
1.5 Superlattice electron in electric and mag-
netic fields
As long as no external field is applied, the delocalized eigenstates of a superlat-
tice form a miniband with a dispersion relation in k space.
An additional static electric field F , applied in growth direction z, breaks the
inversion symmetry of the SL that was responsible for the miniband formation.
According to Wannier [101,102], new eigenstates are formed, which are discrete
and evenly spaced by the potential energy edF , where e is the elementary charge
and d the period of the superlattice. The set of eigenenergies is called Wannier–
Stark ladder (WSL). The wave functions that correspond to these eigenstates
localize spatially proportional to F , i.e. LF ∝ 1/F .
Depending on the strength of the external field F that tilts the superlattice po-
tential, several field regimes with different characteristics can be observed. The
Wannier-Stark regime and its time domain equivalent, the Bloch oscillation of
an electron, are discussed in the following in a 1-D picture.
However, quantum well states or SL states have a dispersion relation of free
carrier motion in plane. The system is of quasi-3D nature. So, if instead a mag-
netic field B is applied in growth direction, the in-plane single-particle states
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form Landau levels (LL). These states are also localized spatially, with their
magnetic radius being LB ∝
√
1/B. If both, electric and magnetic field act to-
gether, an interplay of WSL and LL exists. In a first approximation, assuming
interaction-free electron-hole pairs, Wannier-Stark and Landau quantization are
independent of each other.
1.5.1 Superlattice electron in an electric field
Wannier–Stark ladder
A nearest neighbor tight binding model is employed to find approximate so-
lutions to the one-band Schrödinger equation6
Hψj(z) =
(
− ~
2
2m(zz)
∂2z + V
SL + ezF
)
ψj(z) = εj ψj(z) (1.63)
for the SL envelope functions ψj , where V
SL(z) = V SL(z + d) is the periodic
superlattice potential. The eigenfunctions for the energy eigenstates j become
a superposition of the single-well envelope function solutions χ multiplied by
Bessel functions Jp of p-th order [103].
ψj(z) =
∑
m,m∈Z
Jj−m
(
L
d
)
χ(z −md) (1.64)
L is here the classical localization length
L =
∆
eF
(1.65)
with the flatband miniband width ∆.
The spatial extension of the eigenfunctions depends strongly on the electric
field. With increasing potential energy edF between adjacent wells, the states
get out of resonance with respect to their neighbor, leading to a decrease of
the interaction between neighboring states. Subsequently, the wave function
localizes within one well. This continuous process is called field-induced local-
ization. The energy spectrum associated with the Wannier–Stark states ψj are
the Wannier-Stark eigenvalues:
εj = εQW + jedF . (1.66)
This expression was already derived by Kane in 1959 [104]. The εQW is the
quantization energy of the unbiased quantum well. The energy quantum num-
bers j belong to wave functions ψj centered in wells j.
In optical absorption experiments, the so-called Wannier–Stark ladder (WSL)
evolves out of the center of the flatfield miniband. The first observations of this
fan-like structure were reported by Mendez and Voisin in 1988 [105,106].
It is easily understood by regarding a set of possible interband transitions
from a localized hole state into several delocalized electron states, with the hole
being localized within one well while the electron wave function still extends
1.5. SL ELECTRON IN APPLIED FIELD 43
Figure 1.19: Schematic drawing of
a WSL eigenfunction in a biased
SL. The hole wave functions are
already localized within one well,
while the electron wave function has
a non-vanishing probability ampli-
tude in adjacent wells. This pro-
vides the possibility of interband
transitions (blue arrows) from hole
states to electron states centered in
different wells. These transitions
are called non-diagonal. The tilted
hole and electron miniband is indi-
cated.
Figure 1.20: WSLs belonging to heavy hole and light hole transitions emerging from
their respective miniband centers. With increasing field F , the transition frequencies
increase (+n) or decrease (-n) linearly with |n|eFd. Here, the usually observed shift of
the transition to lower energies due to the quantum-confined Stark effect, is neglected,
i.e. hh0 and lh0 experience no spectral shift for changing fields.
spatially over few times the SL constant d. The different spatial extension of
hole and electron states is due to their different miniband widths ∆, as the
localization length L is proportional to ∆. Compared to the conduction band
electron, the heavy hole shows almost no dispersion. Even for small electric
fields, it can thus be considered localized in one well. Besides, the transition
from hole state j to electron state j (both centered in well j) also allowed in-
terband transitions with finite probability from hole state j to electron states j
±1, 2 . . . exist.
As a convention, the transition from, e.g., heavy hole state j to electron state j
is labelled hh0, while energetically higher (lower) transitions get positive (neg-
ative) indices. If no additional index is used, transitions from the first valence
subband to the first conduction subband are considered.
The observed oscillator strength of a certain WSL transition changes with ap-
plied field strength F , because the field-induced localization leads to a reduced
6Equation 1.63 itself is the general Wannier–Stark eigenvalue problem for the electron in
the SL potential V SL and the electric field potential edF . Due to one-band approximations
of its solutions the term one-band Schrödinger equation becomes justified.
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spatial overlap of electron and hole wave function. While this is immediately
obvious for non-diagonal WSL transitions, due to the quantum-confined Stark
effect [48] the same holds for the, e.g., hh0 transition. For excitonic transitions,
the evolution of the oscillator strength with applied electric field is further com-
plicated, with, e. g. the direct transition experiencing a field range with strongly
reduced oscillator strength [107].
spectral laser
intensity
E
Figure 1.21: Schematic drawing of the optical excitation of a wave packet by a spec-
trally broad laser. A spectral tuning of the central laser position leads to a change in
the composition of the excited wave packet.
If several WSL transitions are excited simultaneously by a spectrally broad
laser, a coherent superposition of states - a wave packet - is formed. The corre-
sponding wave function is given by:
φ(z, t) =
∑
j
cj(t)e
−iωjtψj(z). (1.67)
Figure 1.21 shows that case where the laser spectrum overlaps more than one
transition. Spectral tuning allows to change the composition of the wave packet,
i.e. the laser spectrum sketched in blue will result in a wave packet which con-
sists of mainly hh+2, hh+1 and hh0 amplitude, while the red spectrum covers
lower lying transitions and will have a larger hh−1 amplitude. The spectral laser
position sketched in green would create a wave packet symmetric in amplitude
with respect to the direct transition. The time-dependent complex amplitudes
cj describe the dynamics of the system during pulsed excitation. They are
determined by the spectral pulse overlap and the transition matrix element.
After the pulse has left, the wave packet evolves freely with the trivial time-
dependence. The superposition of WS states remains a solution of the time-
dependent Schrödinger equation.
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For a wave packet composed of a discrete set of equidistantly-spaced com-
ponents in energy space, the quantum interference leads to quantum beats, a
perpetual motion of the square of the probability amplitude in configuration
space. The beating period
Tqb =
h
δε
Tqb[ps] =
4.136
δε[meV ]
(1.68)
corresponds to the spectral separation δε = edF = ~ωj − ~ωj−1. Importantly,
in the SL case, the individual WSL states j are centered at different spatial po-
sitions with respect to the hole they are excited from. As a result, the quantum
beat is inherently linked to a spatial motion of the wave packet. This oscillation
is called Bloch oscillation (BO). In 1928, Bloch theoretically investigated elec-
tron transport in a crystal lattice in the presence of a static electric field [108].
Based on Bloch’s theory, the periodic motion of the electron was predicted by
Zener in a basis of accelerated k states. A concise discussion of BOs and related
phenomena can be found in [27] and references therein.
Accelerated k states
Bloch has introduced this semiclassical picture of an electron in a periodic
potential, which is subject to an additional static electric field. As we know
from the introductory Chapter, a periodic potential results in an electronic band
structure in real space, with a periodic dispersion relation E(k) that describes
how the carrier momentum is related to its energy. The effect of a static electric
field on the state of the carrier in k space is, as described by the acceleration
theorem in one dimension:
~
dk
dt
= eF , (1.69)
a linear increase of its momentum ~k in acceleration time [108]. Carrier trans-
port can thus be understood in a ballistic model as an acceleration proportional
to the applied field, accompanied by inelastic scattering processes that reset
the carrier momentum. In the absence of scattering no transport occurs. If
Figure 1.22: Bloch oscillations in the
semi-classical picture for a harmonic dis-
persion relation. An electron at k = 0
starts to move with constant velocity vk =
k̇ = eF/~ in k-space once the field is
turned on. The corresponding velocity
vr = ∂kE/~ in real space reflects the elec-
tron dispersion relation: until the edge of
the first Brillouin zone, the electron gains
energy. When it enters the second Bril-
louin zone, the energy starts to decrease
and the real space velocity becomes nega-
tive. When it reaches the center of the
second Brillouin zone, it has returned to
its initial spatial position (after [109]).
scattering is avoided, the accelerating field results in a carrier motion along the
periodic dispersion relation. Alternatively, one can say that the electron reaches
the Brillouin zone edge and, in thus obtaining half the wavelength of the lattice
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period, gets Bragg reflected. An oscillatory motion in momentum and real space
results, which is called Bloch oscillation 7. For a harmonic dispersion relation
with band width ∆ the real space velocity vr(k) is given by
vr(k) =
1
~
∂kE(k) =
∆ · d
2~
sin(kd) . (1.70)
Together with the acceleration theorem inserted in E(k) the integration of
Eqn. 1.70 yields the equation of motion of the semiclassical electron trajec-
tory [112]:
z(t) = z0 −
∆
2eF
cos(ωBOt) (1.71)
with oscillation frequency8 ωBO = eFd/~. Inserting the inflection points ωBOt =
±π/2 of the real space motion into Eqn. 1.71 yields the total classical spatial
displacement of the electron undergoing BOs:
L =
∆
eF
. (1.72)
The criterion which divides drift transport from Bloch oscillations is the ratio
of scattering time τscatt to the BO period τBO:
τBO =
2π
ωBO
=
h
eFd
. (1.73)
Only if τscatt is large compared to τBO the oscillation can be observed [109]. If
the interaction time τscatt is short compared to τBO the electron does not reach
the edge of the first Brillouin zone.
Equation 1.73 indicates that either stronger fields F need to be applied, or the
lattice period d has to be increased to reduce the BO period τBO.
In a SL the Brillouin zone is folded by the artificial periodicity. The new zone
edges are at ±π/d.
Strongly coupled SLs of the GaAs/AlGaAs ternary system have a typical SL
periodicity of approximately 100 Å, which leads to a Brillouin zone that is about
twenty times smaller than the bulk material Brillouin zone (the GaAs lattice
constant is 5.65Å). Thus, in SLs electrons can actually reach the Brillouin zone
edge and experience Bragg reflection without being scattered before.
A detailed description of the semiclassical picture of Bloch oscillations and their
experimental evidence can be found in, e.g. [27, 103,109,113].
The spatial motion was experimentally confirmed beyond doubt by THz emis-
sion spectroscopy [114–116], where the tunable coherent emission of the os-
cillating intraband dipole was demonstrated. In THz spectroscopy, both the
amplitude and phase of the Bloch wave packet can be measured simultaneously.
A disadvantage of this detection scheme is the strongly nonlinear response of
the THz antenna and its narrow spectral range of sensitivity from 100 GHz to 4
THz [114]. Also, free electro-optic sampling has been utilized to trace coherent
carrier motion [85,117–120] by the detection of the emitted THz radiation.
7In analogy to Bloch oscillations in a semiconductor SL, current oscillations due to quantum
interference can also be observed between two biased superconductors separated by a small
insolating region. Here the tunneling particles are Cooper pairs. The effect is named after
Josephson who theoretically proposed this effect in 1962 [110,111].
8Derived with ~k = eF t and kd = ωBOt.
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In indirect, all-optical experiments [121–124] the spatial motion of the wave
packet and the controlled manipulation of the wave packet composition was
demonstrated. These FWM experiments observe a spectral oscillation of the
WSL transitions due to a coherent coupling of the intraband polarization to the
interband polarization. These experiments culminated in a coherent control ex-
periment by Fanchiulli et al. that uses the same detection technique to achieve
full amplitude and phase control over a Bloch wave packet [125]. Here, the wave
packet was excited by shaped optical pulses, tailored in phase and amplitude [9].
1.5.2 Superlattice electron in electric and magnetic fields
In the last decade, much work has been done on the effects of an additional mag-
netic field on the optical [126–130] and transport properties [131,132] of quantum
wells and SL. A sufficiently strong magnetic field B applied in growth-direction
z quantizes the in-plane motion of the carriers and reduces the dimensionality
of the system.
B, F
~ B
F
Figure 1.23: Schematic drawing of a SL potential (black) and miniband (orange) under
a static electric field F. Every WS state has an in-plane continuum with a paraboloid
dispersion relation (left). The continuum is quantized into discrete Landau levels if an
additional magnetic field B is applied parallel to F (right).
In general, a bulk semiconductor in a magnetic field becomes one-dimensional,
and an ideal quantum well with the B field applied perpendicular to the lay-
ers can be considered zero-dimensional. The quasi-3D system of a SL becomes
intermediate between zero and 1D. These restrictions in motion affect the struc-
ture of the lowest lying excitons: in the bulk case, the Bohr radius contracts
∝
√
| B | in the plane perpendicular to B, and ∝ ln(| B |) in the direction
parallel to B [133]. These effects become important at fields B > Bc, where
Bc is the field strength at which the cyclotron radius az equals the zero-field
exciton Bohr radius a0. For hydrogen, where Bc = 10
4 T, such a condition is
met at the surface of a neutron star [134] - thus currently out of reach for ex-
periments. For GaAs, Bc ≈ 3.5 T, and the B ∼ Bc regime can be easily studied.
In the limit of high magnetic fields the energy spectrum of a SL with a B
field applied in growth direction is [135,136]:
εnj = εj +
(
n+
1
2
)
~
eB
m‖
+O(B1/2) , (1.74)
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which shows a Landau fan for increasing magnetic field similar to the WSL fan
for increasing electric fields. The energy εj is the energy of the jth WS tran-
sition (in the exciton case it is the energetic position of the continuum edge)
and n denotes the Landau quantum number. The high-field limit criterion is
az  a0. Assuming a reduced cyclotron mass m‖ = 0.006me, this is the case
for B  2.4 T [137].
The change in dimensionality and the energetic features caused by the B field
also strongly affect the optical properties of the excitons. The field-induced lo-
calization leads to a linear increase of the oscillator strength of the excitons.
However, especially for the 1s exciton with its small spatial extension, this limit
is reached only for very large fields [126]. In general, for low and intermediate
fields, the oscillator strength should increase more rapidly for excitons with a
large spatial extension, i.e. 2s, 3s,..., and, indirect excitons [137].
Besides the change of the oscillator strength, the selection rules are modified.
In semiconductor heterostructures, the confinement leads to a splitting of the
E
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mj = +1/2
mj = -1/2
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Figure 1.24: Influence of a magnetic field on the energy states in a SL or quantum
well. The valence band is split into light hole band and heavy hole band due to the
confinement. Allowed optical interband transitions for σ+, σ−, and π polarized light
are shown. The Landè factor of the electron is negative because of the strong spin-orbit
coupling [138].
Γ8 valence band (j = 3/2) into a light hole band (mj = ±1/2) and a heavy hole
band (mj = ±3/2). The electron band (j = 1/2) has a two-fold mj = ±1/2
spin degeneracy. The spin degeneracy within each band is lifted by the mag-
netic field. B applied in growth direction leads to a Zeeman splitting of each
band, which diversifies the selection rules for the individual transitions. The
simple picture as given in Fig. 1.24 is more complicated if the true in-plane
dispersion of GaAs bands under quantum confinement is considered. For most
zinc-blende structures the Luttinger parameter γ2 has opposite sign for parallel
and transversal motion. The resulting mass-reversal of heavy hole and light
hole in plane leads to an anticrossing of the bands and a complicated bandmix-
ing [48]. As a consequence, the strict selection rules for differently polarized
light are affected. A detailed discussion is found in [48,61,137].
So far, the acting of B field and F field on the SL spectrum was treated
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as being independent from each other. In general, the Coulomb interaction be-
tween electrons and holes leads to a complicated interference between WS and
Landau quantization. The interaction between WSL and Landau niveaux is par-
ticularly strong if their quantization energies are of the same order of magnitude.
1.5.3 The real system: Excitonic Wannier–Stark ladder,
Fano resonance
So far, in this Section the electron spectrum of a SL was derived for a one-band
model. The WS spectrum for an applied electric field was formulated under
the assumption of two bands under neglect of any in-plane continuum of carrier
motion, and Coulomb interaction between holes and electrons was intentionally
left out.
If the system is extended to several bands, and interactions between the
carriers, both within the conduction band and between holes and electrons,
are considered, lasting changes follow for the spectrum of optically excited WS
states. The exciton-forming Coulomb interaction between holes and electrons
leads to a pronounced increase of the absorption strength at the exciton res-
onance. The Coulomb coupling between the 1s exciton and the continua of
lower-lying transitions, leads to an asymmetric line shape of the exciton tran-
sition. This universal phenomenon is called Fano resonance [36–39, 139]. The
extension to several bands also gives rise to carrier tunnelling between these
bands, which ultimately leads to completely delocalized wave functions. This
Zener breakdown becomes apparent as a suppression of all sharp transitions in
the absorption spectrum.
Considerable attention has been focused during the last decade on the quan-
titative analysis of these effects, along with detailed experimental studies. We
follow here mainly [27,83,107,140–144].
In 1960, Wannier proposed that the energy spectrum of a Bloch electron
in an electric field consists of equally spaced eigenstates [102]. However, the
argument was given that the wave functions belonging to the spectrum are not
normalizable and should therefore not lead to stationary states. This contro-
versy was settled for some time, as the most common approximations lead to
localized wave functions.
In 1968, the assumptions leading to the discrete spectrum were again questioned
by Zak [145], and the continuous nature of the spectrum was rigorously estab-
lished by Avron et al. [146].
However, as pointed out previously in this section, in 1988, the WSL was ex-
perimentally observed beyond doubt in photoluminescence, photocurrent and
photoluminescence excitation spectroscopy in SLs [105, 106]. Even more, spec-
trally resolved linear absorption measurements, or, spectrally resolved FWM
show strong WSL resonances, suggesting at first glance a discrete nature of
the spectrum. That is why, from a practical point of view, the notion of WS
resonances exists. It is certainly justified for the excitonic WSL, as long as
the lifetime-broadening is much smaller than the WSL splitting. The excellent
agreement between a one-dimensional theory and the experimental linear ab-
sorption (as exemplarily demonstrated in Figs. 2.3 and 2.4 in Chapt. 2) is due
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to the effective reduction of the SL dimensionality by the exciton formation,
with its enhanced absorption strength at the exciton resonance. Also, the dif-
ferentiation of the experimental spectra led to a suppression of the appearance
of the underlying continuum absorption. Strictly spoken, it is clear that due
to the external electric field no bound solutions for H of the Wannier–Stark
eigenvalue problem exist, which immediately implies a continuous energy spec-
trum. Accompanied by the tilting of the SL potential by the electric field is a
finite tunnelling probability through the barrier into the continuum. The wave
functions will leak out of their confinement and disperse spatially. In summary,
the observation of discrete WSL states in optical experiments does not question
the continuous nature of the energy spectrum.
Excitonic Wannier–Stark ladder
The single-particle WS wave functions are spatially localized roughly within
their quasi-classical localization length (see Eqn. 1.65) due to the acting of the
electric field. Intuitively, this localization competes for dominance with the ex-
citon formation, as the Coulomb attraction tends to move electrons and holes
closer to each other. Does this exciton localization inhibit non-diagonal WS
transitions? Will an exciton survive a BO, or will it ionize? In particular, in
a SL with an exciton binding energy of the order of the WSL splitting, the
behavior of a Bloch oscillating exciton in not immediately clear and had to be
established theoretically and experimentally.
The theoretical framework answering these and related questions was de-
veloped by Dignam and Sipe [107], Whittaker [37, 147], Glutsch and Bechst-
edt [142,143], and Linder [141].
In the following, the most important aspects of the excitonic interaction will be
summarized:
1. Each WS transition is associated with a strong excitonic peak, and ac-
companied by a corresponding excitonic continuum and a dense quasi-
continuum of higher bound states, separated by the exciton binding en-
ergy. Transition lines of excitonic resonances dominate absorption and
resonant emission spectra if the exciton binding energy is comparable to
the miniband width. The excitonic influence is reduced for minibands
much broader than the exciton binding energy.
2. WS exciton wave packets are robust with respect to the Coulomb interac-
tion and undergo BO of considerable amplitude of the order of the semi-
classical limit (the electron-hole separation undergoes oscillations of ∼ 3/4
of the semi-classical limit). The semi-classical breathing mode motion of
a wave packet cannot be reached completely.
3. An asymmetry in oscillator strength and exciton binding energy between
+j and −j transitions exists, where the −j transitions gain oscillator
strength and binding energy. That follows from the new effective Coulomb
potential if an external field is applied. The Coulomb interaction redis-
tributes oscillator strength from higher-lying transitions to lower-lying
transitions. The SL energy-spacing is non-equidistant due to the different
exciton binding energies for direct and indirect transitions. The exciton
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binding energy of indirect excitons decreases with applied electric field
because the spatial electron-hole overlap is reduced. For diagonal transi-
tions the localization increases the spatial overlap, however, the quantum
confined Stark effect has an overlap-decreasing effect.
4. In the tilted SL potential, Coulomb interaction between bound exciton
states and energetically degenerate continuum states belonging to lower
WSL states, lead to Fano interferences in the SL spectrum [37]. These
resonances result in a typical asymmetric line shape. It has a fast-rising
high-energy side with a dip under the continuum level and a slow-rising
low-energy edge. Along with the influence on the lineshape comes a change
in the linewidth, and consequently the dephasing behavior is altered. This
has been demonstrated in semiconductor SL both in spectral and time
domain [38,148].
Figure 1.25: Calculated fanchart of a superlattice including excitonic interactions.
The plotted linewidth symbolizes the oscillator strength (from [107]).
The effects induced by Coulomb interaction are discussed in the following. Fig-
ure 1.25 shows a calculated exciton fanchart for a 90 Å superlattice. The en-
hanced oscillator strength for −j transitions is nicely apparent. Close inspection
shows that the oscillator strength remains around its initial energetic position of
the flatfield exciton for all electric fields and transfers to the diagonal transition
via anticrossing all lower-lying transitions. This anticrossing behavior is un-
derstood by considering the Coulomb distorted effective miniband structure for
relative electron-hole motion [141]. One can introduce an effective z component
of the Coulomb potential:
V effCoul(z) =
16
a2
∫
e2
4πε0εr
√
z2 + %2
e−4r/ad2%‖ , (1.75)
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Figure 1.26: The effective miniband for the relative electron-hole motion, influenced
by the superimposed effective Coulomb potential is shown. For comparison, the undis-
torted miniband is depicted. Exciton WSL levels are drawn in red, the single-particle
states are shown n blue.
where %‖ is the in-plane component of the exciton relative motion and a is
the effective Bohr radius. The relative motion of the exciton in z direction is
now determined by the combined miniband width and the effective potential
ezF + V effCoul. We will make use of this effective potential in Chapt. 3 for the
calculation of the electron wave function in z direction. Figure 1.26 shows this
new effective potential for the relative motion. In the Coulomb interaction free
z
E
0
F
0
Figure 1.27: Schematic drawing of the evolution of the z component of the relative
exciton motion as a function of applied electric field F.
case the WSL transitions are spaced symmetrically with respect to z = 0 and
E = ε0. The corresponding exciton levels are depicted schematically, where
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a larger exciton binding energy for the direct exciton is assumed. The exciton
probability density is mostly confined to the spatial range given by the combined
miniband width. However, the exciton oscillator strength is proportional to the
probability density around position z. Clearly, the −1 transition has a much
larger transition probability, compared to the +1. Apparently, the +1 transition
loses oscillator strength compared to the Coulomb free case. From Fig. 1.26,
it is immediately clear that the effect of the Coulomb interaction will be much
weaker in rather broad minibands, where the effective miniband remains almost
unaltered by the distorting potential. Figure 1.27 depicts the evolution of the
z component of the exciton relative motion for different applied electric fields.
Strictly, the exciton wave function depends on %‖, ze and zh, and the coordinates
are not separable. However, we use the term z component of the exciton wave
function under the assumption of a strongly localized hole at z = 0 and the
neglect of the dependency on the in-plane coordinate. More precisely, it is the
z component of the single-particle electron wave function in a one-dimensional
Coulomb potential V effCoul(z) that approximates the effect of a localized hole on
the comparatively extended electron.
Beginning at flatband, F = 0, the exciton is bound, the exciton Bohr radius a0
is given by the length of the red line in the combined miniband. If a weak elec-
tric field is applied, the symmetry is broken and the wave function delocalizes.
The bound states have a certain probability to be ionized into the continuum.
As a consequence, the lifetime of the state is reduced, which becomes apparent
in the absorption spectrum as an increase of the linewidth. The spatial dis-
tribution of the exciton relative motion is strongly asymmetric. If the electric
field is further increased, the exciton localizes again, the system becoming two-
dimensional with a small probability distribution of relative motion in the SL
growth direction9. The initial delocalization and subsequent localization of the
exciton relative motion for increasing electric field also causes an initial decrease
of the oscillator strength, followed by an increase of oscillator strength for higher
fields, as the oscillator strength of an interband transition is proportional to the
square of the wave function overlap matrix element.
Fano resonances
To each WS state, a bound exciton (a series of bound excitons) is formed with
its associated in-plane continuum. At high fields the influence of the Coulomb
potential becomes negligible compared to the electric field potential, the proba-
bility distribution with respect to z = 0 becomes nearly symmetric again. The
formation of 2D bound excitons with associated continuum leads to a further in-
teraction, mediated by Coulomb coupling. As each bound state is energetically
degenerate to continuum states of lower-lying excitons, an optical excitation
from a common ground state leads to a coupled system. In a simple picture,
this Fano coupling can be understood by considering a single oscillator (the
exciton) that is coupled to a set of oscillators (the continuum of the lower-lying
exciton) with a continuous spectrum of eigenfrequencies close to that of the
single oscillator. The discrete exciton with its large oscillator strength acts as
a driving force for the continuum transitions. The continuum oscillators on ei-
9The intermediate Franz–Keldysh regime is not considered here, for a detailed discussion
see [141] and references therein.
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Figure 1.28: Schematic drawing of the Fano coupling of a bound exciton to the de-
generate continuum. A WSL with bound excitons and their continua evolves from
the flatfield miniband (a). The bound exciton and the degenerate continuum states,
both excited from a common ground state, interact via Coulomb interaction (b). The
Lorentz lineshape of a homogenously broadened transition is altered by the interaction.
The typical Fano profile is depicted schematically (c).
ther energy-side of the single transition follow the driving force, and oscillate
with opposite phase, according to whether the driving frequency is above or
below their respective eigenfrequency. All oscillators interfere constructively at
energies below the the transition energy of the exciton, destructive interference
at energies higher than the resonance energy leads to an absorption dip pulled
below the continuum absorption. The resulting asymmetric lineshape of the
Fano transition is depicted in Fig. 1.28.
1.6 Experimental techniques
In the introduction, we pointed at the intrinsic difficulty to investigate coher-
ent processes in solids like the propagation of an electron wave packet. The
time window for studying such ultrafast processes is given by the coherence de-
phasing time, which typically ranges between some picoseconds (ps) down to a
few femtoseconds (fs). The appropriate tool to investigate such phenomena in
time domain is optical correlation spectroscopy with light pulses of a duration
short compared to the dephasing time of the system under investigation. The
creation, manipulation and characterization of femtosecond optical pulses has
seen tremendous progress in the last decade, which ultimately allows to perform
experiments comprising the creation and manipulation of wave packets. In order
to put these required pulse durations into perspective, it is useful to consider
their spatial extent: A picosecond optical pulse has an extent of 300 micron,
hence a 100 fs pulse focused onto a spot with 30 micron diameter has the shape
of a sphere propagating with the speed of light. Ultrafast lasers have pushed
the pulse duration limit into the sub-10-femtosecond regime, the advent of at-
tosecond lasers has been reported. Commercially available table-top ultrafast
laser oscillators with 5 fs pulses are state of the art. Typically, their spectrum
is composed of frequencies in the near infrared and the visible, centered at a
wavelength of 0.8 micron. A pulse duration at this center frequency means that
the optical pulse is only ∼ 2 optical cycles long.
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In the following, we will discuss the nonlinear optical techniques employed for
the experiments reported in this thesis. We introduce the used laser systems, the
pulse characterization methods employed, and characterize the spectral pulse
shaping technique used. As experimental techniques for the investigation of
the coherent dynamics of the excited semiconductor heterostructures, we use a
derivative pump-probe technique and FWM.
We keep the discussion short, as the topic is covered by textbooks. A concise
account can be found in References [149–153].
1.6.1 Laser sources and pulse characterization
At our disposal were two oscillators as a source of femtosecond pulses, both
optically pumped by a cw intra-cavity frequency-doubled Nd : Y V O4 pump
laser (Millenia, Spectra Physics). The first oscillator is a commercial system
(Tsunami, Spectra Physics). As a gain medium, a 1.4 cm Titanium-doped Sap-
phire rod is used, the particular set of mirrors permits amplification of laser
modes between 740 nm and 850 nm. The spectral center wavelength and spec-
tral bandwidth of the laser can be tuned by a variable slit by which means the
amplified part of the spectrum is selected within the cavity. An intra-cavity
four-prism compressor provides negative dispersion to compensate the positive
dispersion of the pulse, gained by one cavity round trip mainly due to the ma-
terial dispersion of the rod. The short pulse is formed via self-starting passive
Kerr -lens mode-locking (the built-in intra-cavity acousto-optic modulator was
not used).
The second oscillator [154] is self-made, similar in geometry, with a 750 . . . 850 nm
mirror set, and has got a two-prism intra-cavity compressor in the cavity arm
of the high-reflecting end mirror. Due to its shorter rod (0.4 cm), the neces-
sary dispersion compensation can be achieved over a larger bandwidth, hence
the minimal pulse duration possible is shorter compared to the commercial sys-
tem. The Tsunami produces pulse trains with a minimal pulse duration of 90 fs
FWHM at a repetition rate of 80 MHz. The center wavelength is tunable from
770 . . . 820 nm. With the self-made oscillator we reach a minimal pulse duration
of 24 fs FWHM at 72 MHz repetition rate. The center wavelength is 800 nm.
A further external prism-compressor is used to account for the chirp gained by
the pulse propagation to the position of the experiment.
To ensure a stable pulsed laser operation, we permanently control the pulse
spectrum by an optical multichannel analyzer (OMA), comprising a monochro-
mator and a charge-coupled device (CCD) array. The resolution of the OMA is
0.04 nm. Also, the pulse train is monitored by a fast biased photo diode, whose
output signal is fed into a 200 MHz oscilloscope.
Autocorrelation measurements
We use a standard second harmonic generation (SHG) intensity autocorrela-
tion technique to measure the temporal shape of the short pulses. Besides the
exact determination of the pulse duration, the permanent in-situ monitoring
of the autocorrelation during experiment provides an additional mechanism to
monitor laser stability, and to detect a contingent long-term drift, or fluctua-
tions of the laser. The principle is simple, the laser beam is split into two paths
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and one arm passes through a delay line, that allows to set a variable, relative
time delay τ between the two pulses. In the case of autocorrelation monitoring
during an experiment, a retro-reflector mounted onto a loudspeaker-shaker is
used to impose a harmonic time delay with up to a few picoseconds elongation
around the temporal overlap of the two pulses. The separated, collinearly po-
larized, parallel propagating beams are focused by a lens to overlap on a second
harmonic generating crystal (in our case a 100 µm Beta Barium Borate (BBO)
crystal). The lens impresses wave vectors k1 and k2 onto the beams, respec-
tively, and the nonlinear signal in direction 12 (k1 + k2) is recorded.
By varying the delay the temporal pulse envelope can be extracted from the
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Figure 1.29: Schematic drawing of a collinear pulse autocorrelation measurement
using second harmonic generation (top). The delay between pulse 1 and pulse 2 can be
varied. The transmitted light after the BBO crystal with frequency ω is blocked by an
edge filter, the constant generated second harmonic wave of each individual pulse and
the delay dependent second harmonic wave during pulse overlap are recorded by the
detector (a photo multiplier tube (PMT)). In non-collinear geometry (bottom), only
the delay dependent 2ω component is recorded.
SHG envelope signal. We neglect the Gaussian intensity profile of the focused
beams. With the assumption that the intensity of the two pulses does not lead
to depletion effects, and that the SHG bandwidth is larger than the spectral
width of the optical pulse, the time-average SHG intensity 〈I2ω〉 is given by:
〈I2ω(t)〉 ∝ 〈| I(t)|2〉 (1 +GI(τ)) , (1.76)
where I(t) is proportional to the modulus square of the electric field amplitude
E(t) of one pulse. The term GI is a normalized intensity correlation term that
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Table 1.1: Time-bandwidth products and autocorrelation de-convolution factors
(from [152]) for two different transform-limited pulse shapes. ∆t and ∆ν are FWHM
values of I(t) and I(ω), where hν = ~ω is the central laser photon energy. ∆τ is the
FWHM value of the intensity correlation function GI(τ).
E(t) I(t) I(ω) ∆τ∆t ∆t ∆t∆ν
∝ e−(t/tp)2 ∝ e−2t2/t2p ∝ e−(ω2t2p/2)
√
2 1.177 tp
2ln2
π
∝ sech(t/tp) ∝ sech2(t/tp) ∝ sech2(πωtp2 ) 1.543 1.763 tp 0.315
depends only on the delay time τ :
GI(τ) = 2
〈I(t)I(t− τ)〉
〈I2(t)〉 . (1.77)
According to Eqn. 1.76 the SHG signal is, in general, a combination of a constant
and the delay-dependent term. The constant term is suppressed in a non-
collinear geometry: The beams with different propagation directions imping on
the crystal under an angle between their respective wave vectors k1 and k2. A
detection geometry shown in Fig. 1.29 leads to a background free SHG signal.
We derive the square of the input intensity I(ω) by Fourier transforming GI(τ).
For a symmetric temporal pulse profile of a chirp-free pulse, the intensity profile
is given by:
F (I) (ω) ∝
√
F (I2ω) (ω) . (1.78)
Apparently, the term GI is the intensity autocorrelation function.
The Heisenberg uncertainty relation ∆ω∆t ≥ 1 places a lower limit to the
time-bandwidth product of a short pulse. It is reached for a transform limited
pulse with a Gaussian pulse shape. The time-bandwidth product ∆ω∆τ of the
spectral and temporal widths10 depends on the spectral and temporal shape
of the intensity envelopes I(t) and I(ω), respectively, and the phase properties
of E(t) and E(ω). Table 1.1 gives the time-bandwidth products and autocor-
relation de-convolution factors for different transform-limited pulse shapes. A
linear ramp in the spectral or temporal phase of a pulse leads to a shift in time
domain or a shift of the center frequency, respectively. However, the pulse re-
mains transform limited. Nonlinear phase properties are bound to increase the
time-bandwidth product, the pulse is called chirped.
Cross-correlation measurements
Similar to the intensity autocorrelation measurement, we use the non-collinear
scheme depicted in Fig. 1.29 to cross-correlate a gate pulse whose features are
10We will use the FWHM values throughout this thesis, which are insensitive to the wings
of the spectrum or the temporal profile. For ultrashort pulses the root-mean-square (rms)
pulsewidth and bandwidth [155] is a complimentary value, more suitable to describe the
whole pulse form as it more evenly weights also the wings.
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already known from its autocorrelation and spectrum in frequency domain, with
a pulse that has passed through a different beam path imposing a variation in
the phases of E(ω) and E(t) of this signal pulse. In our case the gate pulse
is compressed by an external prism compressor to be nearly transform limited.
The signal pulse is deliberately manipulated by a space-to-frequency pulseshaper
(see next Paragraph).
To obtain the temporal intensity profile of the manipulated pulse, the delay
dependent SHG signal has, in principle, to be de-convoluted.
〈I2ω(τ)〉t ∝ 〈Isignal(t)Igate(t− τ)〉 . (1.79)
However, under the assumption that the pulse duration of the gate pulse is much
shorter than that of the signal pulse, we consider the gate pulse, by varying
the time delay, as scanning through the signal pulse. By describing the gate
pulse in the scalar product of Eqn. 1.79 by a delta-distribution δ(t − τ), the
delay dependent time-average SHG cross-correlation intensity directly returns
the signal pulse intensity profile:
〈I2ω(τ)〉t ∝ Isignal(τ) . (1.80)
In this configuration, 〈I2ω(τ)〉t reproduces also any asymmetry in the temporal
intensity profile of the signal pulse.
We present cross-correlation (XC) data in the coming paragraph along with
the discussion of the pulseshaping technique used.
1.6.2 Space-to-frequency pulseshaping
In the introductory Chapter, we pointed at the tremendous advancement of
manipulation techniques of ultrafast optical pulses, which, together with the
evolution of ultrafast laser sources, paved the way for completely new, exciting
fields of science.
”...scientists the world over are studying processes with femtosecond
spectroscopy in gases, fluids and solids, on surfaces, in polymers and
in biological systems. Applications range from how catalysts function
and how molecular-electronic devices should be designed, to the most
delicate mechanisms of life processes and how the medicines of the
future should be designed and produced.” [156]
One core element in this pursuit is the generation of specifically designed pulse
forms, where both the temporal and spectral profile of the optical electric field
is controlled. These designed pulses are typically ’carved’ from an ultrashort
optical pulse generated by an oscillator, or from a white-light continuum. One
technique that allows to manipulate the spectral components and their phases
simultaneously is the spatial light modulator (SLM) technique, introduced by
A. M. Weiner et al. [9, 157, 158], where the pulses are dispersed spectrally by
a grating and focused onto a set of transmittive liquid crystal arrays placed
between polarizers, after which a second lens in a confocal geometry collimates
the beam onto a grating which reforms the pulse. A second approach is the
acousto-optic programmable dispersive filter (AOPDF) technique, put forward
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Figure 1.30: Schematic drawing of the spectral pulseshaper setup used. The mask
is drawn to exemplarily select two spectral components (the upper one has a higher
energy compared to the lower one). Incident and exiting beam have a lateral walk off
(not shown), which enables in- and outcoupling.
by Tournois [159].
We derived from the SLM approach a simplified technique with the capability
to manipulate the spectral pulse composition. Figure 1.30 shows our pulseshaper
schematically. We place a mirror and interchangeable masks at the position
where the liquid crystal mask sits in the SLM geometry. The masks allow to
arbitrarily shape the spectrum of the pulse, however, manipulation of the phases
is not possible without inclusion of further parts. We use a combination of a
lens with a focal length of f = 500 mm and a 1200-line/mm grating, which
allows to carve spectral portions with a minimal spectral width of ≈ 0.5 nm.
The alterations in the spectral pulse composition due to passing through the
pulseshaper are monitored both in spectral and time domain. Figure 1.31 shows
exemplary shaped-pulse spectra and the associated XC with an unshaped pulse.
1.6.3 Experimental setup
We discuss here only the nonlinear experiments, undertaken with pulsed laser
light sources. The trivial setup of the linear absorption experiments with a
halogen lamp as a light source is discussed along with the experimental results
in the next Chapter.
After the generation, manipulation and characterization of the required pulse
forms, the beams enter the experimental setup. The stability of the laser is
permanently monitored. The intensity of the beams is attenuated by a set of
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Figure 1.31: Cross-correlation (left column) and spectrum (right column) of an un-
shaped (top) and three shaped pulses (below). One beam has passed through a pulse-
shaper. The pulseshaper and the extra-cavity prism-compressor were aligned to mini-
mize the pulse duration. We find ∆ε = 25.8 meV FWHM and ∆t = 120 fs FWHM,
which is close to the transform-limit of a sech2(hν)-type intensity pulse shape (see
Tab. 1.1). Exemplarily, a fit with the square of a hyperbolic secant is shown. Our pas-
sive mode-locking mechanism supports the formation of a hyperbolic secant-type pulse
shape, instead of the Gaussian pulse form generated by an active mode-locking mech-
anism [160]. The resulting pulse duration would be 70 fs. As the spectral intensity
profile is not fully described by the fit with the hyperbolic secant square, we expect the
true pulse duration to be 80 . . . 90 fs. The lower three data sets show shaped spectra
and their associated XC. A small asymmetry in the XC can be observed. In blue, the
XC is shown for a spectrum composed of two lines; for comparison the green graph
shows the XC for one spectral line only.
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neutral density filters. One beam passes through a translation stage by which
means a relative time delay between the pulses of the first and second beam
can be achieved. The beams are focused onto the sample by an achromatic
lens. We used lenses with a focal length of f = 75 . . . 150 mm. Depending on
the beam diameter at the position of the lens, the spot sizes reached can be
chosen to be between ≈ 30 . . . 100 µm. The beam diameters at the position of
the lens were hereby chosen by a telescope in each beam path. For a FWM
experiment, we choose identical beam diameters at the sample for both beams.
For a PP experiment, the probing beam was chosen to have approximately half
the beam diameter of the exciting beam. The magnified image of the sample is
taken by a CCD camera, whose output signal is displayed on a monitor screen
(Magnification: 1000:1). The imaging of the sample is used to determine the
spot size of the laser beams at the sample, to control the spatial and temporal
beam overlap. The required orientation of the polarization of the beams was
set by using zero-order λ/2 wave plates. All experiments were undertaken with
linearly polarized light.
The sample is held in a cold finger Helium continuous through-flow cryostat
(Microstat by Oxford)11. Typically, the sample temperature was kept constant
at 8 . . . 10 K, the temperature variation over one hour was < 0.1 K, the temper-
ature drift over several hours has been actively controlled. The dimensions of
the cryostat (large windows at a small distance to the sample) allows to conduct
experiments in both transmission and reflection geometry.
Figure 1.32 schematically shows the experimental setup for a simultaneous
PP and FWM experiment in transmission geometry. Both beams with wave
vectors k1 and k2 imping onto the sample. A second lens after the sample colli-
mates the transmitted beams. After collimation, a diaphragm selects the FWM
signal in direction 2k2 − k1, which is fed via a further two-lens imaging system
into an optical multichannel analyzer (OMA), comprising a monochromator and
a CCD. The heat load on the CCD is removed by a closed-cycle water cooling
system. In a second step, a Peltier element cools the chip down to −40 degree
centigrade. This reduces both the noise and the dark-count on each pixel.
The resolution of the spectrally resolved detection for each experiment is
given in the respective experimental Chapters, as different OMA systems were
used for the individual experiments.
The spectrally resolved FWM signal is gathered directly from the readout of
the OMA, as it is emitted in a background-free direction.
For the PP experiments, we combine balanced detection and a differential-
delay technique. For balanced detection, the probe beam and a reference beam
are detected by two large area low-noise Si-photodiodes with integrated pre-
amplification (Thor Labs PDA 65). The reference beam was diverted by a
beam splitter after the output coupler of the laser. With a neutral density
filer slab on a micrometer screw the intensity of the reference beam is balanced
to match that of the probe beam k2 at large negative time delay (between
probe beam with wave vector k2 and pump beam with wave vector k1). The
differential-delay technique is utilized to introduce a homodyne modulation to
the excitation without changing the average optical intensity that enters the
sample. We use a retro-reflector mounted onto a linear-modulator (Brüel &
11The cryostat system for the experiments in magnetic fields is introduced in Sect.2.3.
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Figure 1.32: Schematic drawing of a simultaneous PP and FWM setup. The PP
signal is measured spectrally integrated in a balance detection scheme. The FWM
signal is spectrally resolved in an OMA. The dotted line shows the FWM signal for
detection in transmission, the dashed line for the associated FWM signal detection in
reflection geometry. The time delay between k2 and k1 is positive, as shown here, when
k1 precedes k2. The collimating lens after the sample is not shown.
Kjaer) to sinusoidally modulate the time delay between the exciting and the
probing pulse. The maximal elongation of the modulator is ±3 mm. We use an
oscillation amplitude of a few micrometers, leading to a temporal modulation
of 20 . . . 50 fs, at a modulation frequency of about 184 Hz. The exact elonga-
tion is always determined by measuring the cross-correlation with and without
modulation, respectively.
Using a digital Lock-In amplifier (Stanford Research, Model ST 130) the signal
from the two photodiodes is subtracted one from the other by the entrance logic
operation of the Lock-In and detected at the homodyne modulation frequency.
Typically, we use a Lock-In time constant of 300 ms and detect for several sec-
onds at each time delay step.
The same detection scheme is used for the spectrally resolved PP experi-
ments. Here, the probe beam with wave vector k2 enters the monochromator.
A spectral window of ∼ 0.9 nm is selected by an exit slit, coupled out and fo-
cused onto the photodiode. By placing the grating of the monochromator on
a motor-driven rotational stage, the spectral position of the window can be se-
lected. Simultaneously to the spectrally resolved PP experiment, the spectrally
resolved FWM signal can be recorded without any further adjustments except
for flipping two mirrors.
The effect of the small sinusoidal delay time modulation at a given fixed time
delay τ onto the FWM signal is an averaging over several experiments. Due to
the repetition rate of the pulsed laser, we record 108 experiments per second
at slightly varying delay time τ . We deliberately use this averaging over the
optical phase for the following reason: The modulation of the time delay over a
few optical cycles averages over the phase of the first order polarization P
(1)
k1
(t),
induced by the beam with wave vector k1, seen by the delayed pulse propagating
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into direction k2. Both P
(1)
k1
(t) and the electric field Ek2(t) of the pulse with
wave vector k2 oscillate with the optical phase and would show constructive and
destructive interferences on this 2 fs time-scale (delay time τ).
This interference would modulate the delay-dependent FWM signal. As each
activation of a translation stage or the slightest vibration of any optical compo-
nent inevitably destroys the phase coherence between the two beams, one either
has to actively stabilize the time delay with sub-fs precision to maintain the
phase stability, or, one can deliberately time-average, as we do by the delay-
time modulation, to avoid interference patterns at all.
Besides this ideal case of collecting only the FWM photons with our OMA, the
influence of stray light onto the recorded signal is also modified by the delay-
time averaging. In particular, interference of stray light and FWM signal is
suppressed. However, scattered light from first and second pulse in direction of
the FWM signal may remain to cause interference fringes. These will appear
as modulations in the spectrum with their spectral modulation frequency being
proportional to the delay time τ between the two pulses12.
12If two pulses with identical center frequency propagate with a relative time τ with respect
to each other, one can find a modulation in spectral domain by taking the Fourier transform
F(Ek1 (t) + Ek1 (t − τ)). The modulus square will give the intensity I(ω). The electric field
amplitude ratio determines the modulation depth. If τ = 0 no spectral modulation occurs.
For increasing delay we observe an increasing spectral modulation frequency. If the time delay
is modulated, one will see fringes in the spectrum depending on the shaking amplitude. Only if
the shaking amplitude is larger than the inverse spectral modulation, the fringes are averaged
over completely.
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Chapter 2
Zener breakdown and
field-induced wave function
delocalization in a
semiconductor superlattice
As discussed in the previous Chapter, even a very small electric field acting
on the SL potential immediately leads to an increase of the z component of the
exciton relative motion and a certain tunneling probability of the bound exciton
to the continuum (see Fig. 1.27).
This is clear by considering the perturbing electric field acting on an electron in
the potential of a nucleus. The field tilts the potential, destroys the inversion
symmetry, and leads to continuum states being energetically degenerate to the
electron. The bound electron now has states it can tunnel to. One expects that
the tunneling probability is increased when the electric field gets stronger, as
the effective potential height and width the electron has to tunnel through is
reduced.
To explain the electric breakdown of semiconductors and insulators, Zener [22]
identified the electron tunneling from the valence band to the conduction band
as a plausible cause 1.
In his paper, Zener described the tunneling rate γZ as a function of applied
field F :
γZ(F ) =
e | F | d
2π~
exp
(
−med(∆E)
2
4~2e | F |
)
, (2.1)
where d is the lattice constant, me the effective electron mass and ∆E the energy
gap between the two bands. As Eqn. 2.1 shows, the tunneling in bulk material
is rapidly but monotonically dependent on the electric field and thus not res-
onant in the strict sense [164]. This means that one may wish to principally
distinguish between tunneling to a discrete state (earning the term ’resonant’),
1In pn-junctions, a rapid current increase happens after a certain voltage threshold
is reached. The explanation of the current-voltage characteristics was presented by Leo
Esaki [161] and awarded the Nobel prize.
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and tunneling to a continuum.
In analogy to Zener tunneling in bulk semiconductors, the high-field trans-
port in a SL or a multiple quantum well (MQW) structure is also strongly altered
by tunneling between states originating from different minibands or quantum
well states. Resonant Zener tunneling of electrons between valence-band and
conduction-band quantum wells at very high applied electric fields has been
demonstrated by Allam et al. [162] in the current-voltage characteristics of a
MQW p− i− n diode.
At moderate electric fields, such inter-miniband resonances between different
conduction band minibands can also be observed in SL with strong coupling be-
tween the single-well wave functions. These SL accommodate broad minibands,
and if the SL potential is tilted by the electric field, resonances between adja-
cent wells lead to new delocalized wave functions. Associated with that wave
function delocalization, subsequent energy relaxation and tunneling to higher
bands is a linear transport in field direction. The pioneering work to demon-
strate Zener tunneling in a SL was undertaken by Schneider et al. employing
photocurrent spectroscopy [163]. The observed anticrossings in the fanchart
between states belonging to different WSL are evidence of the coupling of the
wave functions. The small energetic separation at the energetic position of
such an avoided crossing is proportional to the overlap of the single-WSL wave
functions, implying that the ’new’ wave functions are either a symmetric or
an antisymmetric composition of the single-WSL wave functions. In transport
measurements this coupling of different WSL was first reported by Schneider et
al. [163] and Sibille et al. [164]. In weakly coupled SL, intra-miniband tunneling
from a below-barrier miniband to a broad above-barrier miniband was investi-
gated in intraband absorption experiments by Helm et al. [165].
The coupling to a broad continuum of states should, according to Eqn. 2.1,
lead to a field-dependent increase of the tunneling rate. This exponential in-
crease of the tunneling rate with applied electric field should be clearly visible
as an increase of the transition linewidth and should eventually lead to the
extinction of the hh0 transition. Superimposed on such broadening due to field-
induced delocalization, resonant signatures are expected due to a coupling to
discrete states in the next higher band. We will investigate and discuss such a
combination of resonant Zener tunneling and continuous field-induced delocal-
ization, hereby using an applied external magnetic field as an additional means
to quantize in-plane carrier motion.
In contrast to experiments that showed inter-miniband tunneling or tunneling
from a narrow miniband, we investigate the interplay of Bloch oscillations and
Zener tunneling to above-barrier bands in a structure where the single below-
barrier miniband is wide enough to accommodate Bloch oscillations at moderate
electric fields. In particular, we address the issue of the field-induced damping
of a Bloch wave packet.
In the previous Chapter, the Wannier–Stark eigenvalue problem to the
Hamiltonian given in Eqn. 1.63 was introduced. Since its formulation by Bloch [108],
its solution has attracted tremendous attention throughout the last 76 years.
There are no analytical solutions to the eigenvalue problem, however, a number
of approximations were developed to calculate the spectrum of the Bloch elec-
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tron. A review of the work done on the Wannier-Stark problem can be found
in [144].
As we stated above, it is immediately clear that for the general case of several
bands, the operator eFz in Eqn. 1.63 is no small perturbation to the solutions
of the electric field-free case. As soon as an electric field is applied, energetically
degenerate states, stemming from other bands, are bound to couple resonantly
to the SL electron. The electron spectrum is continuous. An important con-
sequence of the solutions to Eqn. 1.63 being unbound, i.e. the wave functions
being not normalizable, is a lifetime which is assigned to each state. In this
context the Wannier–Stark ladder states exist as comparatively long-living res-
onances on a continuum of states with a very short lifetime 2. In this context
we will also speak of a ’bound’ WS exciton, which strictly is not bound as soon
as an electric field is applied. It is important for the following investigation of
the WS transition linewidths in linear absorption spectra that the lifetime of
a WS resonance is intrinsically coupled to the discreteness of the state. If the
state was bound, the lifetime would be infinite. As coupling to other states
increasingly sets in for an increased applied electric field, the lifetime decreases.
The lifetime of a state, in this context, is inherently given by the SL potential
and the applied electric field. There are no underlying damping mechanisms,
like coupling to a bath, afflicted with it.
However, the SL system can also be seen as being spatially finite, with bound
state solutions to its potential under applied electric field. In this case, Zener
breakdown is understood as a coupling of the discrete state to a quasi-continuum
of energetically close states. If no damping is introduced, this so-formed wave
packet disperses without loss of phase information and reconstructs after the
revival time given by the smallest energetic splitting between the participating
states. The closer the energetic splitting of the individual states of the quasi-
continuum gets, the further the revival of the initial wave packet is delayed in
time. This interferometric picture is particularly intuitive for understanding
resonant Zener tunneling between a discrete set of states. It can also be used
to model (irreversible) tunneling to a continuum phenomenologically. In this
case, one has to somehow introduce dephasing artificially, e.g. by scattering of
the electron probability density that has tunnelled from the discrete state to the
continuum [166].
Besides the tunneling rate, an optical transition already bears its ’natural’
dephasing rate, given by its linewidth. The homogeneous linewidth of the tran-
sition due to scattering processes is given by the scattering rate γ, which is
related to the transverse relaxation time constant T2 of the homogeneous first-
order polarization decay by
γ = 2
~
T2
. (2.2)
2Mathematically, such resonances are defined as complex eigenvalues of an analytical con-
tinuation of the initial eigenvalue problem. They correspond to complex poles of the solution,
where the imaginary part is given by Fermi’s Golden Rule for constant perturbation (af-
ter [144] and references therein).
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In units commonly used Eqn. 2.2 reads:
γ [meV ] =
1.31
T2 [ps]
. (2.3)
We will not focus here on mechanisms other than Zener tunneling that
affect the dephasing rate of a transition, but refer the reader to, e.g. [44]. If the
tunneling rate γtunnel is of the order of the dephasing rate γ of the transition,
the overall increase of the dephasing rate γF as a function of applied electric
field F becomes evident in a broadening of the transition line in the absorption
spectrum.
γF = γ + γtunnel (2.4)
Apparently, the linear absorption spectrum provides access to investigate the
tunneling rate.
2.1 Sample structure
Typically, two classes of structures for experiments investigating Zener tunnel-
ing exist. The first type consists of superlattices with several minibands within
the confining potential. Under an applied electric field, such deep-well samples
show interminiband anticrossings in optical spectra [27, 33, 143, 164]. The sec-
ond class bears only one electron miniband in the SL potential. Subsequently,
all tunneling and delocalization effects are due to a coupling to bands that lie
energetically above the SL barrier. These SL are called shallow-well SL. In
comparison to deep-well SL, shallow SL are expected to show a faster carrier
sweep-out. All the experiments we report in this Chapter are undertaken on
shallow well SL.
We investigate high-quality GaAs/AlxGa(1−x)As superlattice samples that were
grown by Dr. Klaus Köhler at the Fraunhofer Institut für Angewandte Festkör-
perforschung in Freiburg using molecular beam epitaxy (MBE).
Each sample contains a 35 period superlattice which is embedded in a com-
plex buffer layer structure grown onto a 500µm thick GaAs substrate. The
short-period buffer layers do not affect the optical properties of the sample, but
provide for a linear potential drop over the intrinsic SL region and prevent dif-
fusion of doping atoms into the SL zone.
With an absorption coefficient α ∼ 104 cm−1 [167] on the band edge the 1/e
penetration depth of the laser light is about 1µm. Thus, the assumption of
homogeneous excitation over the whole SL can be retained.
To apply an electric field in growth direction, an ohmic contact (200 nm AuSn
80/20% alloy) is evaporated on the n+ substrate and a Schottky contact (1 nm
Cr, 5 nm Au) on the SL side. The resulting diode-like I-V characteristics pro-
vide the opportunity to apply an external electric field with a constant potential
drop over the SL without current injection. The Schottky contact prevents cur-
rent injection up to a certain threshold voltage, after which the current increases
rapidly. During experiments the current was limited to 1 mA to prevent the
destruction of the sample.
The contacted sample is then glued with the Schottky contact upside down onto
a c-axis sapphire substrate (not shown in Fig. 2.1), which acts as a mechanically
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Figure 2.1: Schematic drawing of the SL sample structure with the removed GaAs
substrate, which allows to conduct optical experiments in transmission geometry.
supporting sample holder with a good heat conductivity, and the opaque GaAs
substrate is removed by a wet etching process.
Table 2.1 gives the exact layer structures and the parameter set used for the
design and the calculation of the dispersion relations. The structures were
designed with the help of a software package written by Fox et al. [168], which
numerically solves the resonant tunneling problem through a given potential
structure.
Figure 2.1 shows the calculated dispersion relations for electrons and heavy
holes. In both samples the electron miniband width is of the the order of the
barrier height, the upper band edge of the electron miniband is almost at the top
of the barrier. Both confined heavy hole minibands appear almost dispersionless.
Due to the larger effective mass of the holes, we expect the observed dynamics
to originate from the electron motion. Hence, in the following we disregard holes
in the discussion.
Besides the minibands originating from states confined by the SL potential,
also above-barrier bands are present. These have considerably wider band-
widths. The two structures differ in the energy gaps between the bands: The
energy gap between the first electron miniband (the below barrier band) and the
second electron miniband (the above-barrier band) is larger in sample B (sample
A: Egap1 = 33.3 meV, sample B: Egap1 = 55.2 meV). This is reversed for the
gap between first and second above-barrier band (sample A: Egap2 = 20.5 meV,
sample B: Egap2 = 6 meV).
2.2 Zener breakdown in linear absorption
To resolve the effects of coupling of states from different bands in linear absorp-
tion, we investigate the optical spectra of samples A and B at low temperature
(10 K) 3. A thorough experimental and theoretical comparison of the proper-
ties of the linear absorption spectra of sample A and sample B has been given
by Rosam et al. [169], where the transition linewidth as a function of applied
electric field was investigated. We summarize the findings of this study briefly
3We also use linear transmission spectroscopy as a first quality assertion of the SL samples
for their suitability for time-resolved experiments.
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Table 2.1: Material and sample parameters of SL samples A and B
Parameter Symbol, Formula Value
Electron effective mass me 0.0670m0
Hole perpendicular effective mass† mhz 0.377m0
Hole in-plane effective (cyclotron) mass† mhρ 0.491m0
Hole spherical (density-of-states) mass mhs 0.5m0
GaAs band gap at 10 K Eg 1.515 eV
Band discontinuities‡ He 790 meV
Hh 460 meV
Static dielectric constant ε 13.1
Sample A B
Al content x 8 % 11 %
Superlattice period a 115 Å 104 Å
Barrier thickness b 39 Å 54 Å
El. below-barrier miniband width ∆1 28 meV 29 meV
El. above-barrier miniband width ∆2 102.7 meV 129.5 meV
Homogeneous broadening ~ ε 1 meV 1 meV
†Ref. [170], ‡Ref. [171]
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Figure 2.2: Dispersion relation of samples A and B, calculated by Glutsch and Bech-
stedt [143]. All values given in the plots are in meV. The dotted lines indicate the
height of the SL barrier for holes and electrons, respectively.
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at the end of this section.
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Figure 2.3: Experiment. Figure 2.4: Theory.
Comparison of linear absorption and calculated density of states. Left: Gray-scale
plot of the linear absorption vs. electric field for a 76 Å/39 Å Al0.08Ga0.92As SL
(sample A), taken at 10 K. Beside the hh0 WSL (1,1), the corresponding light hole
WSL is weakly visible. The WSL from the second hole band to first electron band
(2,1) and to the above-barrier band (2,2) is shown. Indicated by the dotted line are
discrete above-barrier transitions crossing the (1,1) WSL. For high electric fields the
transition peaks disappear. Right: Gray-scale plot of the calculated joint density of
states vs. electric field. Importantly, no Coulomb interaction, light hole transitions
and in-plane motion was included in the calculation. Please note the energy offset
of the calculated spectrum with respect to the experimental data, which is due to the
neglect of the exciton binding energy. The data were differentiated with respect to the
energy axis to enhance the contrast (from [33,143]).
All linear absorption measurements were performed in a transmission ge-
ometry using a halogen lamp as a continuous light source. The transmitted
beam was spectrally resolved in an optical multichannel analyzer comprising
a monochromator and a CCD camera. The spectral resolution is 0.04 nm for
the experiments presented with applied electric field only, and 0.05 nm for the
experiments under an additional magnetic field. The transmission spectra were
corrected for the spectrum of the light source and Fabry–Perot interferences
within the sample. The obtained transmission spectra were transformed into
absorption spectra using the Lambert–Beer law:
I(ω, F ) = I0(w)e
−α(ω,F )l , (2.5)
where α is the absorption coefficient and l the effective sample thickness. As no
absolute values of α are needed, Eqn. 2.5 can be transformed into an expression
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Figure 2.5: Calculated fanchart of sample A including excitonic interactions [172].
The plotted linewidth symbolizes the oscillator strength. A similar plot for a deep
well-width SL [107] was shown in the previous Chapter in Fig. 1.25. .
for α:
α(ω, F ) ∝ ln
(
I0
I
)
. (2.6)
The internal electric field F was calibrated using the splitting of the Wannier–
Stark levels. In the measurements with additional magnetic field, the internal
electric field was calibrated at B = 0 T and considered unchanged when the
additional magnetic field is switched on.
In Figs. 2.3 and 2.4, we present the linear absorption spectrum and the one-
dimensional joint density of states calculation of sample A. Clearly, the absorp-
tion spectrum is well-reproduced by a one-dimensional calculation, demonstrat-
ing the quasi one-dimensional nature of ’bound’ excitons in a biased SL.
Notable is the energetic shift of the direct hh0 transition to lower transition
energy as the electric field is increased. It is caused by the quantum-confined
Stark effect [45, 48, 173], which effectively lowers the transition energy by a
spatial separation of electron and hole wave function, hereby also leading to a
decrease in the transition’s oscillator strength. The effects of Coulomb interac-
tion can be seen by comparing Figs. 2.3 and 2.4. Clearly, the experiment shows
that −j transitions have a larger oscillator strength compared to +j transitions,
also the non-equidistance of the ladder is apparent. The transfer of oscillator
strength to −j transitions is emphasized by a one-band calculation by Dignam
including excitonic effects (Fig. 2.5).
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hh-5
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F
Figure 2.6: Schematic drawing of a SL comprising one below-barrier miniband (1, 1)
and one above-barrier miniband (2, 2). For increasing electric field F, a WSL evolves
from each miniband center. Although the band widths of the minibands are different,
the WSL splitting is identical for WSL belonging to different minibands. Each WSL
is approximately confined spectrally to the original miniband width. However, if states
from different minibands become energetically degenerate to each other, they couple
(for simplicity, no splitting is shown here and only the coupling of the (2,2) WSL at
the energetic position of the (1,1) WSL is sketched). New states are formed which,
in the vicinity of the anticrossing, approximately share the oscillator strength. Due
to the identical energetic splitting of both WSL, a set of anticrossings appears at a
fixed electric field for all WSL transitions of one particular WSL (shown by the dotted
green line). The electric field at which the above-barrier hh−5 transition crosses the
below-barrier hh0 transition is marked by a solid green line (see Fig. 2.7).
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Figure 2.7: Schematic drawing of the real space vs. energy coordinate for Fig. 2.6 for
an electric field F corresponding to the solid green line in Fig. 2.6. At this electric
field, the confined state in well j is resonant to the above barrier state belonging to the
well j +5. In Fig. 2.6 this happens at the electric field for which the below-barrier hh0
is intersected by the above-barrier hh−5 (solid green line in Fig. 2.6).
Associated with Figs. 2.3 and 2.4 are Figs. 2.6 and 2.7 which schematically
show the energy spectrum of sample A, and in particular depict the situation
of the anticrossing of the above-barrier transition hh−5 intersecting the below
barrier transition hh0. We will discuss the general properties of the absorption
fanchart exemplarily when discussing sample B.
To follow the evolution of the WS states for increasing electric fields we present
cuts of Fig. 2.3 along the energy axis for three fixed electric fields. Figure 2.8
shows the absorption spectrum of sample A for low, medium, and high electric
field, hereby altogether disregarding the field-regime of Franz–Keldysh oscilla-
tions [141]. At low field the electron has a certain probability in neighboring
wells, which leads to non-diagonal transitions. The WS ladder of both heavy-
hole and light-hole transitions is visible in the absorption spectrum for electric
fields up to 25 kV/cm. In this field region excitonic coupling of the 1 s reso-
nance to the underlying degenerate continuum of energetically lower transitions
leads to Fano resonances that cause the typical asymmetric line shape and a
broadening of the transition line.
As the electric field is increased, Fano coupling is suppressed. In this regime
of wave function localization [105], the electron is mainly localized in the central
well, non-diagonal transitions have ceased to exist, the direct hh0 transition is
pronounced. This should, in principle, lead to a decrease in transition linewidth
and an increase of oscillator strength. The oscillator strength as a function of
applied field is shown in Fig. 2.9 together with the linewidth of the hh0 transi-
tion. Clearly, with the Fano interference fading, the transition gains oscillator
strength. However, for electric fields F > 30 kV/cm, we observe a drastic
increase of the linewidth. The coupling to higher bands is no longer negligi-
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ble, tunnelling becomes the dominating line broadening mechanism. We can
clearly distinguish a continuous increase of the transition linewidth and reso-
nances superimposed on it. The discrete anti-crossing of above-barrier states
with below-barrier states as apparent in the absorption spectrum (marked by the
black arrows in Fig. 2.8) leads to sharp peaks in the hh0 transition’s linewidth
and oscillator strength. Importantly, besides these resonances the signature of
the WS ladder is still visible in the absorption spectrum. If the electric field is
further increased, F > 40 kV/cm, the continuous component of field-induced
delocalization begins to dominate over the resonant part. This is visible as a
rapid disappearance of the hh0 transition with increased field. The coupling to
a continuum of above-barrier states irreversibly delocalizes the electron wave
function. The transition’s oscillator strength sharply falls below its initial value
and the linewidth exponentially increases following the prediction of the classi-
cal Zener theory.
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Figure 2.8: Gray-scale map of the differentiated absorption of the below-barrier WSL
of sample A as a function of applied electric field and photon energy (left). Absorption
spectra for three different electric fields (right), from [33].
One can qualitatively separate the resonant tunnelling part from the con-
tinuous wave function delocalization. If the situation, as schematically depicted
in Fig. 2.6, is extended to a set of above-barrier bands with ever-increasing
bandwidth and decreasing band gap ∆E between the bands, the impact on the
below-barrier band is altered: The strong resonances due to the interaction with
discrete above-barrier states are weakened or disappear. Instead, the coupling
can be considered as a tunnelling to the continuum, as the many states from
all higher-lying bands form a quasi-continuum. In particular, states belonging
to higher bands are increasingly delocalized, as the z-component of the exciton
relative motion is related to the spectral width of the miniband (see Figs. 1.27
and 1.26). This coupling to a quasi-continuum of delocalized states results in
an asymmetric WS wave function that starts to spread spatially. Tunnelling ex-
periments in this regime relate closely to the configuration Zener’s initial work
was derived for, as a coupling to a quasi-continuum of states occurs. Glutsch
and Bechstedt [143] showed that such a regime of field-induced wave function
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Figure 2.9: Oscillator strength of sample A as a function of electric field (left)
and linewidth (FWHM) of the hh0 transition as a function of applied electric field
(right) [169, 181]. For the experimental linewidth a Gaussian was fitted to the tran-
sition in order to match the faster rising side of the absorption peak. The theoretical
linewidth was calculated by Glück et al. [166, 169]. For comparison, the prediction of
Eqn. 2.1 has been included in the plot.
delocalization follows the regime of field-induced WS localization [105]. At high
fields, the wave function resembles an Airy function. The Kane [104] approach
to calculate the spectrum and eigenfunctions of the SL breaks down at high
fields, as it predicts symmetric wave functions that increasingly localize within
the confining well (see Fig. 2.10). In Ref. [143] Glutsch and Bechstedt demon-
Figure 2.10: Probability density of the electron in a 111/17 Å SL for low and high
fields. One-band approximations fail to predict the correct wave functions for high
electric fields. In the Kane approximation, which expands the SL eigenfunctions in a
set of Bloch functions and treats the bias field as a perturbation, a symmetric probabil-
ity density is retained even for high fields. In contrast, the numerical calculations by
Glutsch and Bechstedt [143] show a field-induced delocalization of the electron proba-
bility density at high fields.
strate for the first time the impact of Zener breakdown in the optical interband
absorption spectra. They calculated the optical density of states and the op-
tical absorption of both deep-well and shallow-well strongly coupled SL up to
electric fields of F = 120 kV/cm. In their calculation in effective-mass approxi-
mation, they solve the one-dimensional Wannier–Stark eigenvalue problem (see
Eqn. 1.63) numerically and derive the optical density of states of the electron–
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Figure 2.11: Gray scale plot of the one-dimensional joint density of states as a
function of transition energy vs. electric field for sample B, calculated by Glutsch
et al. [143]. This particular plot is not given in Reference [143], but it was calcu-
lated by the same numerical model as discussed in [143]. No Coulomb interaction is
considered, only transitions from the heavy-hole to the electron are taken into account.
heavy-hole transition by Fermi’s golden rule.
For comparison, Fig. 2.11 shows the joint density of states (JDOS) calculation
for sample B (after [143]).
A FWM fanchart (Fig. 2.28) for sample B will be presented in Sect. 2.4. We dis-
cuss the calculated JDOS of sample B only briefly, as most of the considerations
for sample A apply.
For small electric fields up to F ∼ 10 kV/cm, D(ω, F ) shows Franz–Keldysh
oscillations [141, 174]. For somewhat higher electric fields, at photon energies
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of 1.58 eV the λh =1 → λe =1 WSL evolves from the center of the combined
miniband. For low fields, non-diagonal +j and −j transitions exist. This is the
WS regime. As no excitonic effects were included, WS transitions with positive
and negative indices have approximately the same oscillator strength and their
transition frequencies increase (decrease) according to Eqn. 1.66 linearly with
F . An equal number of +j and −j transitions is resolved, symmetrically dis-
tributed around hh0. For the hh0 transition, a continuous shift to lower energies
is visible, which is due to the quantum-confined Stark effect.
Further WSL at higher photon energies belonging to non-diagonal transitions
are discernible. At 1.62 eV and 1.65 eV WSL evolve that originate from
λh = 2 → λe = 1 and λh = 3 → λe = 1 transitions, respectively. The latter
transition is from the lowest above barrier hole state to the below barrier elec-
tron state.
For energies above 1.68 eV, transitions to electronic above-barrier states λe = 2
set in. This transitions occur from several hole minibands, resulting in a variety
of WSL. The energetic spread of a WSL is an indication of the energetic width
of the parent miniband. Also, in the WS regime the electron wave function ex-
tension is proportional to the bandwidth. Clearly, the combined below-barrier
miniband is energetically narrower compared to the combined above-barrier
bands. Hence, above-barrier states are spatially delocalized compared to states
from the confined band. The spatial extension of λe = 2 states in comparison
to λe = 1 states was shown in [142]. The modulation of the ladder structures is
assigned to an interference of the different WSL transitions.
At moderate fields, the regime of field-induced wave function localization
increases the oscillator strength at the hh0 transition, while non-diagonal tran-
sitions vanish. This can still be understood in a one-band model as the wave
functions calculated by, e.g., the Kane approach, increasingly localize with ap-
plied electric field.
However, the +j transitions in Fig. 2.11 regain oscillator strength. Clearly,
hh+1 can be discerned up to high fields. Also, from 10 kV/cm up to 50 kV/cm
the j+1 transition of the λh = 2 → λe = 1 WSL shows this nicely. The effect can
be understood by regarding the electron wave function leaking out of the con-
fining well. Its spatial shift to the low-potential side enhances the wave function
density in the adjacent well, and the wave function overlap between the hole
centered in well j and the electron belonging to well j+1 is increased.
Returning our focus to the WSL belonging to below-barrier diagonal transitions,
one can see above barrier states cross hh0. This is observable from ∼ 22 kV/cm
up to high fields. The avoided crossing character with a distinct energetic split-
ting is clearly resolved from ∼ 50 kV/cm onwards.
Compared to the few but strong discrete anticrossings that are apparent in
sample A (see Fig. 2.4), the hh0 transition of sample B does not couple to the
above barrier states in the same manner. The energetic degeneracy to above-
barrier states rather leads to a quasi-continuous, non-resonant coupling in the
sense of the semiclassical Zener theory. Nevertheless, some resonant features
can still be discerned. As pointed out above, a comprehensive study of the linear
absorption properties of both samples was presented by Rosam et al. [169]. It
investigates the different optical properties of samples A and B in the context of
their electron dispersion relations as given in Fig. 2.1. According to the model
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put forward by Glück et al. [166], the symmetric SL potential structure of sam-
ple B leads to increasingly smaller gaps for higher bands, which implicates ever
smaller lifetimes of the states in the higher bands. The strongly asymmetric
SL potential of sample A results in a comparatively large band gap between
the first and the second above-barrier miniband. Due to this band gap, the
lifetime of states in the first above-barrier miniband is of the same order as for
the below-barrier miniband. Hence, the notion of a tunneling between discrete
states is enforced.
In the numerical single-particle model, scaled parameters for the carrier masses
are used to improve agreement between theory and experiment. The theory is
semi-empirical and considers a discrete set of subbands only. The SL potential
is expanded in a Fourier series, which inevitably leads to a smoothing of the po-
tential that enters the calculation. To reach optimal agreement between theory
and experiment, for sample A 6 monolayers (ML), and for sample B 10 ML were
needed to ’switch’ from 10% to 90% of the total SL potential height. Comparing
this to the barrier widths of both samples as given in Tab. 2.1, the barriers are
approximated by a harmonic function. The model directly calculates the tun-
neling probability of the quasi-bound states. It predicts the strong resonances
in the transition linewidth superimposed on Zener’s theory for sample A, and
only marginal resonant structures visible for the case of sample B. The continu-
ous increase in linewidth with electric field for strong electric fields is expected
to be larger for sample A by a factor of ∼ 1.5, as one would intuitively expect
from the lower SL potential barriers. Qualitatively, this semi-empirical method
is in good agreement with the exact calculation by Glutsch et al., which showed
strong resonant structures for sample A and less pronounced resonant features
for sample B, superimposed on the continuous field-induced delocalization.
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2.3 Electric and magnetic field-induced delocal-
ization
The continuous field-induced wave function delocalization and the signatures of
resonant Zener tunneling have been clearly shown in the absorption spectra of
both shallow SL samples A and B. However, the quasi-3D nature of the electron
spectrum of the SL leads to Fano resonances between the discrete exciton states
and the underlying continuum of energetically lower transitions. Inevitably, this
coupling somewhat masks the ’pure’ field-induced broadening of the transition
line. An additional magnetic field perpendicular to the growth direction of the
SL would provide a foolproof way of detecting the Zener breakdown, because
the spectrum of the in-plane motion is completely discrete due to Landau quan-
tization. Besides, the magnetic field affects the exciton in a direct way: The
exciton binding energy is increased. In the previously introduced picture of an
electron in the effective Coulomb potential V eff of a strongly localized hole,
this is similar to an increase of the Coulomb interaction. One immediate impli-
cation is a deferred Zener tunneling, where the magnetic field’s influence can
be approximated by a retarding electric field F ′,
F ′(B) =
EB
ed
, (2.7)
which additionally has to be provided to reach a certain electron wave function
delocalization, compared to the case of B = 0. EB is here the exciton binding
energy in the magnetic field. Figure 2.12 shows the dependence of the exciton
binding energy on the magnetic field for the 3D and the 2D case, as well as the
magnetic field-induced change of probability density of the exciton in radial and
in z direction (3D case only).
wρ(ρ) =
∫ ∞
−∞
dz | φ1s(ρ, z) |2 , wz(z) = 2π
∫ ∞
0
dρρ | φ1s(ρ, z) |2 . (2.8)
The calculation is based on a method discussed in [175]. We concentrate on the
2D case. For small B, the dependence of the binding energy can be linearized,
as the diamagnetic shift is negligible (∝ B2). The electric field-delay of the
Zener breakdown should then become:
F ′(B) =
1
2
~ωc
ed
with ωc =
| eB |
m
, (2.9)
where m is the reduced exciton mass. From Fig. 2.12, we approximate an in-
crease of the 2D exciton binding energy of 1 meV per 1 T. Using the parameters
from Tab. 2.1 for the carrier masses and the SL period, this leads to a retarding
electric field F ′ ≈ 1 kV/cm per 1 T.
With the effective electron mass of me = 0.067m0 and the in-plane cyclotron
masses for heavy holes (hh) and light holes (lh), mhhc = 0.491m0 and mlhc =
0.0857m0, respectively [170], the cyclotron energy for the hh and the lh transi-
tion is about 1.96 meV×B/Tesla and 3.08 meV×B/Tesla, respectively. These
energies are not directly observed due to hole mixing and interference between
Wannier–Stark and Landau quantization. Although magneto-exciton spectra
are more sensitive to details of the band structure such as nonparabolicity, mass
reversal, and hole mixing, theory and experiment should have qualitatively the
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Figure 2.12: Calculated exciton binding energy and magnetic field-induced localization
of the 1s exciton in a magnetic field. Left:3D; Right:2D.
same behavior when the magnetic field is present.
We investigate now the Zener effect in a true 1D system. The in-plane con-
tinuum is Landau quantized and produces discrete energy eigenvalues for the
motion in the x−y plane. If Zener tunneling plays a major role, a discrete reso-
nance will turn into a continuum of states as the electric field increases and the
continuous spectrum were to have its origin in the motion long the z direction
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Figure 2.13: Gray-scale plots of the absorption of sample A as a function of applied
electric field. (a) B = 10 T; σ+ polarization. (b) B = 4 T; σ− polarization. Please
note the different scaling of the energy axis.
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Figure 2.14: Linewidth (FWHM) of the diagonal transition for B = 0, 4, and 10 T as
a function of applied electric field.
only. If, on the other hand the picture of discrete WSL were to remain true, for
any finite electric field the optical spectrum should entirely consist of discrete
transition lines.
The experiments were performed as described at the beginning of the previous
section, similar to the ones without applied magnetic field. We measure the
linear absorption at liquid Helium temperature in a split-coil magnet, applying
magnetic fields up to 10 Tesla in z direction, parallel to the electric field.
As demonstrated in the previous section, we observe good agreement between
theory and experiment in the absence of the magnetic field (see Figs. 2.3 and
2.4 for sample A). Figure 2.13 gives an overview over the excitonic transitions
in the presence of an electric and magnetic field. The optical absorption of
sample A is shown as a gray-scale plot for fixed magnetic fields B = 10 T (a)
and B = 4 T (b) exemplarily4. One can clearly identify two Wannier–Stark
ladders associated with the first (n = 0) and the second (n = 1) Landau level.
Furthermore, the spectrum in Fig. 2.13 (a), which is taken with σ+ polarized
light, shows a Zeeman splitting [176]. This feature is absent in Fig. 2.13 (b),
which is taken with σ− polarized light. At first glance, we also notice a broad-
ening of the transition lines with increasing electric field, which is a signature
of Zener tunneling in a 1 D system. The linewidth [full width at half maximum
(FWHM)] for the first and the second Landau level as a function of the electric
field is shown in Fig. 2.14. The linewidth shows an overall increase with electric
field for all values of the magnetic field. For F = 60 kV/cm, the linewidth of
4In contrast to Figs. 2.3, 2.4, and 2.8, the presented fancharts for applied magnetic field
were not differentiated with respect to the energy axis. Otherwise, the Zeeman splitting in
Fig. 2.13 (a) would further complicate the fanchart.
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Figure 2.15: Absorption spectra for B = 9 T and F = 0, ..., 60 kV/cm. Left: σ−
polarization. Right: σ+ polarization. Experiment: red line, theory: blue line.
the second Landau level has increased by a factor of 10, compared to F = 0.
We also observe strong resonances in all curves at about F = 28 kV/cm and
F = 43 kV/cm, which is due to anticrossings with other Wannier–Stark ladders.
In the following, the underlying physics is discussed on exemplary spectra in de-
tail: experimental spectra obtained for a magnetic field of B = 9 T are shown
in Fig. 2.15 for left-circular (left) and right-circular (right) polarization and for
electric fields F = 0 → 60 kV/cm. For comparison, the numerical results [177]
are shown by the red lines. The theoretical model does not include spin, hence
the lifting of the energetic degeneracy of states with different magnetic quantum
numbers mj is not reproduced. As the Zeeman splitting of the transitions is
apparently much stronger for right-circular light, theory and experiment match
more closely for left-circular light.
For F = 0, the lowest resonance is an isolated peak with a small homoge-
neous broadening. The departure from the Lorentzian form results from the
degeneracy between heavy- and light-hole transitions. In the σ− spectrum, it
can be seen that indeed the lowest peak actually consists of two closely spaced
lines. Still at F = 0, the higher resonances are broadened by Fano interfer-
ence with lower Landau level z direction continua [178] and the characteristic
asymmetric Fano line shape can clearly be seen in the σ− spectrum.
For weak electric fields, F = 10 kV/cm, we observe discrete lines for excited
states as clearly seen in the σ+ spectrum. The structure of the spectra is very
complicated due to the interference between different Landau and Wannier-
Stark states and also because of the mixing of light and heavy holes.
For intermediate fields (F = 20 . . . 30 kV/cm), the spectra become simpler,
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Figure 2.16: Experimental absorption spectra for σ− polarization and F =
0, ..., 60 kV/cm. Left: B = 6 T. Right: B = 4 T .
because only vertical transitions with the same Wannier–Stark index (∆m =
0) remain in the energy region of interest. At the same time, the linewidth
increases, compared to the case of F = 10 kV/cm.
In the high-field limit (F ≥ 40 kV/cm), the excited Wannier–Stark states
lose their identity and transform into a flat continuum with a small modulation
of the absorption profile. The lowest peak can still be distinguished from the
rest of the spectrum. Its linewidth is considerably larger than in the low-field
limit. The evolution of the lowest resonance is similar to what is observed for
bulk semiconductors in electric fields [179].
As already mentioned, the evolution of the experimental absorption spectra
is qualitatively similar to that deduced from the two-band model when Zener
tunneling is included. The agreement between theory and experiment is better
at high fields. In contrast, the calculation without Zener tunneling (Fig. 3 of
Ref. [177], dashed line) gives an entirely discrete spectrum, in direct contradic-
tion to the experiment. For completeness, in Fig. 2.16 we show absorption spec-
tra for σ−-polarization and lower magnetic fields, B = 6 T (left) and B = 4 T
(right). The results only show some minor differences as compared to the high
field, B = 9 T, case of Fig. 2.15. The absorption for F = 10 kV/cm no longer
goes to zero between the resonances simply because the Landau levels separa-
tion is now smaller. Furthermore, the onset of the Zener breakdown is shifted
to lower electric fields, because the exciton binding energy, which increases with
magnetic field, is reduced by the electric field. This predicted increase of F ′
with magnetic field (Eqn. 2.3) can also be seen by comparing the absorption
fancharts for B = 0, 4, and 10 T (Figs. 2.8, 2.13 (b), and 2.13 (a), respectively).
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Figure 2.17: Experimental absorption spectra for σ− polarization and B =
0, 4, 6, and 9 T. Left: F = 10 kV/cm. Right: F = 50 kV/cm .
It confirms the considerations at the beginning of this section.
In a recent paper, Bauer et al. studied photocurrent spectra of superlat-
tices in Faraday geometry [180]. In comparison to our work, the fixed electric
field was relatively small (10 kV/cm) and the superlattice was weakly coupled
(17 Å barriers, Al content 30 %). The spectra show distinct resonances, demon-
strating the evolution of Landau fans with increasing magnetic field. In order
to make a comparison to Ref. [180], we present absorption spectra for several
magnetic fields at fixed electric field. For the electric field, we choose a value
below the Zener threshold, F = 10 kV/cm, and above the Zener threshold,
F = 50 kV/cm. The results are shown in Fig. 2.17. For small electric field
(left), the spectrum is discrete at any magnetic field B 6= 0, in accordance with
Ref. [180]. The situation is very different in the high-field case (right). At
B = 0, we observe a single line, which is strongly broadened, and a flat contin-
uum. As B increases, no distinct lines emerge from the continuum. Only for
large magnetic fields, when the cyclotron energy exceeds the Zener broadening,
a small modulation of the continuum can be observed.
It is worthwhile to discuss the effects of homogeneous and inhomogeneous broad-
ening on the results. In the absence of Zener tunneling, the optical transitions
experience inhomogeneous and homogeneous broadening due to interface rough-
ness and scattering. The exciton localization increases with magnetic field,
because the extension of the exciton wave function in lateral direction is pro-
portional to B−1/2. At the same time, the dimensionality of the semiconductor
is reduced from 3 to 1, which means that the scattering is reduced, as scattering
channels are reduced. One can see this picture to be confirmed in Fig. 2.17
(left). The broadening of the lowest resonance near 1.54 eV increases with mag-
netic field in the range B = 0 . . . 4 T. For larger fields, the line narrows again.
Thus we conclude that the linewidth at large magnetic field is mainly due to
scattering. The linewidth at B = 9 T is about 2.2 meV (FWHM). In the cal-
culations, which were made prior to the experiment, we used a Lorentzian line
broadening of 2 meV.
To conclude this Section, our experimental results give clear evidence of
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Zener breakdown in superlattices with a perpendicular magnetic field, which
directly manifests itself by the transition from discrete to continuous spectra
in a true 1D system. The evolution of the absorption spectra with magnetic
field is in qualitative agreement with a two-band model when Zener tunneling
is accounted for, but in complete contradiction when this effect is not included
in the numerical calculations.
2.4 Damping of a Bloch-oscillating wave packet
Time-resolved delocalization of a WS state
In the previous Section, the impact of resonant Zener tunneling and field-
induced delocalization on a Wannier–Stark eigenstate was investigated by means
of linear absorption measurements. In principle, the so gained information about
the states evolution with increasing applied electric field in spectral domain can
be translated into the dynamics in time domain via Fourier transformation.
However, the results gained trough linear absorption measurements do not al-
low one to distinguish whether Zener tunneling induces a homogeneous or an
inhomogeneous broadening of the transition, or, if the simple concept to dis-
criminate line broadening into these two cases is justified at all. To solve this
issue, we carry out experiments to resolve the tunneling process in time do-
main. A study of the field-induced delocalization of an eigenstate (Fig. 2.18)
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Figure 2.18: Comparison of the inverse transition linewidth from linear absorption
measurements (open circles) with the dephasing time T2 of the hh0 transition, gained
by a FWM experiment (solid squares) of sample B. The solid line is a calculation of
the tunneling rate according to the semi-classical Zener theory (Eqn. 2.1). The dashed
arrow follows the increase in T2 with increasing electric field owing to a reduction in
Fano coupling (from [181]).
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by degenerate FWM experiments, tracing the dephasing time of the interband
polarization, was undertaken by Rosam. A concise discussion can be found
in [27,182]. To lead over to the time resolved experiments, we will follow these
considerations here briefly, before focusing at the damping of a Bloch-oscillating
wave packet due to Zener tunneling.
Figure 2.18 compares sample B’s inverse absorption linewidth of the hh0 tran-
sition with the interband dephasing time T2, gained by a degenerate FWM
experiment (see Eqn. 2.2). The hh0 transition was hereby selectively excited
with short optical pulses ranging from 100...300 fs. The dephasing time was
determined assuming a homogeneously broadened transition [44], i. e. T2 equals
twice the FWM decay time. At low electric fields, Fano resonances cause a
decrease in coherence time. The dephasing time increases with electric field
(dashed arrow in Fig. 2.18), as the impact of Fano coupling fades. It is im-
portant to notice the strongly discountinuous interband dephasing time in this
low-to-medium field range, varying abruptly from below 250 fs to 600 fs, which
is in stark contrast to the much more steady evolution of the inverse absorption
linewidth (in comparison to sample A, sample B was the one with less resonant
features visible in the linear absorption spectra). At this field range, we will
investigate the damping of a Bloch oscillating wave packet. Clearly, the linear
spectra and the so far successful one-dimensional single-particle theory will only
to some extent be able to predict the nonlinear response.
At high field, both the inverse linewidth and the dephasing time quantitatively
reproduce the semi-classical model. From these properties, we conclude that
Zener coupling is the dominating dephasing mechanism in the high-field regime,
with the system being regarded as homogeneously broadened. The FWM exper-
iments measure the transfer time of the below-barrier electron to above-barrier
states.
2.4.1 Experimental approach
The influence of Zener tunneling on an individual Wannier–Stark state in the
time domain became apparent in Fig. 2.18. In principle, to investigate the
damping of a wave packet, the exciting laser pulse now only has to form a co-
herent superposition of several WS states. Due to the comparatively immobile
holes, the observed dynamics are predominantly caused by the electrons. To
follow the intraband dynamics of the electron directly, the detection of the THz
emission would actually be the experimental technique of choice. However, the
lack of THz detectors for free-space coherent detection that cover the necessary
dynamic range (we anticipate to resolve BOs with an oscillation period larger
than 1 ps down to 160 fs), obliges to resort to an all-optical technique. In
Subsect. 1.4.1, pump-probe (PP) has been introduced as an interband optical
technique sensitive to the intraband polarization. To support our choice to give
preference to PP instead to FWM for the wave packet experiments, Fig. 2.19
compares exemplarily the spectrally integrated degenerate PP signal with the
spectrally integrated degenerate FWM signal. The PP signal can easily be ob-
served twice as long compared to the FWM signal. In fact, while in FWM a
coherent signal was obtained only up to 1.3 ps, the intraband coherence modu-
lating the PP signal was resolved up to 3.5 ps (not shown). The extracted decay
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Figure 2.19: Comparison of PP and FWM signal from sample B. The FWM plot was
derived by spectrally integrating over the hh−1 transition. Please note the logarithmic
intensity-axis for the FWM plot, compared to linear scaling of the PP plot. The pulse
duration was ≈ 90 fs (FWHM). The excitation density was 2× 109 cm−2/well.
time constants are:
τintra = 700 fs (2.10)
τinter = 505 fs . (2.11)
The individual decay times were determined by their respective fitting functions
(see Eqns. 1.55 and 1.54). While fitting the monoexponentially decaying pump
probe signal is easily accomplished, the envelope of the FWM signal does not
decay linearly in its semilogarithmic representation, leading to a fitting error
on the order of 100 fs. The signal during the first oscillation period from pulse
overlap has been excluded from fitting. The measured FWM signal decay time
yields a transverse dephasing time T2 = 2τinter ≈ 1 ps for a homogeneously
broadened system, and T2 = 4τinter ≈ 2 ps if the system were inhomogeneously
broadened (see Eqns. 1.56). Using Eqn. 2.2 for a homogeneously broadened
system, we calculate T2 = 485 fs from the spectral width of the hh−1 transition.
Hence, the homogeneous linewidth must be smaller than the linewidth observed
in linear absorption. At this field range, the system is predominantly inhomo-
geneously broadened.
Spectrally Resolved Pump-Probe signal
The pump-probe technique we are employing to investigate the wave packet
damping was introduced in Subsect. 1.6.3. It is more sophisticated compared to
the simple model drawn in Subsect. 1.4.1. Important to note is the differential
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character of the detection, as the loudspeaker-shaker is used as a reference fre-
quency for the Lock-In detection. For the discussion of our experimental results
on Zener breakdown we will continue to make use of the simple picture. How-
ever, in this Subsection a brief investigation of the properties of the differential
pump-probe signal, and a simple theoretical approach to the spectrally-resolved
pump-probe signal will be presented.
Figure 2.20: Gray-scale plot (white for positive values, black for negative values) of
the spectrally resolved differential pump-probe signal of sample A for F = 6 kV/cm.
In red, the transmission spectrum at zero delay is shown, the dashed line marks the
spectral position of the hh−2 transition which dominates the signal.
To investigate the nature of the mechanisms leading to the nonlinear signal,
we spectrally disperse the probe beam in a monochromator and focus a selected
narrow spectral window (0.9 nm) of the dispersed beam onto a photo diode (see
Subsect. 1.6.3). Figure 2.20 shows the gray-scale plot of such an experiment.
Exemplarily, the spectrally resolved pump-probe signal of sample structure A at
F = 6 kV/cm is presented. The corresponding excitation conditions are shown
in Fig. 2.21.
We can clearly find the following feature: For a given frequency and positive
delay the signal is oscillating between positive and negative sign. Interestingly,
there is a phase jump at the spectral position of the hh−2 transition, from which
the areas of positive or negative signal emerge fishbone-like. This means that
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Figure 2.21: Excitation conditions for the experiment shown in Fig. 2.20. The photo-
excited carrier density was approximately 4× 108 cm−2/well.
the signal on the low-energy side of the hh−2 transition oscillates with oppo-
site sign to the signal on the high-energy side, which can be understood as a
spectral oscillation of the center position of the transition. Further spectral
positions, where a less pronounced phase jump occurs, are the position of the
hh0 transition (which is absent in the corresponding transmission and FWM
spectrum) and the hh+1 transition. The hh−1 transition, which dominates the
FWM spectrum, barely shows an impact onto the spectrally resolved differen-
tial pump-probe signal. We performed such spectrally resolved experiments for
several excitation conditions, the above mentioned phase jump at certain reso-
nances has been a manifest feature in all cases.
Due to the design of the experiment we cannot estimate the amplitude of
the oscillations in energy space. However, under identical excitation conditions
we were unable to resolve spectral oscillations of the transitions in spectrally re-
solved FWM (the resolution of the OMA system used for detection was 0.04 nm).
From Fig. 2.20 we conclude that the observed spectral oscillations are the main
component of the nonlinear signal observed in (spectrally integrated) pump-
probe. The relative signal intensity ∆II of the spectrally resolved signal on the
slope of a pronounced resonance is on the order of a few percent, hence it is one
to two orders of magnitude stronger than the spectrally integrated pump-probe
signal. To emphasize this, Fig. 2.22 shows traces from Fig. 2.20. These are raw
data. Clearly, on can roughly estimate that most of the spectral components of
the nonlinear signal cancel out.
92 CHAPTER 2. ZENER BREAKDOWN
Figure 2.22: Traces of the spectrally resolved pump-probe experiment (same as in
the gray-scale plot of Fig. 2.20). The traces cover the whole spectrum. The spectral
position of the transitions is given (right side).
The spectral oscillations of the signal of a transition close to the center fre-
quency of the exciting laser clearly dominate any possibly underlying oscillating
PSF component (see Subsect. 1.4.3), supposedly oscillating in magnitude at the
spectral position of the transitions.
Clearly, the spectral features found can not be understood by the model under-
lying Eqn. 1.55, which is valid only in the dilute limit where no local field exists.
This model needs to be refined somehow. We make use of the concept of intro-
ducing phenomenological terms that approximate the microscopic interactions,
as outlined in Subsect. 1.4.3. In our case, the nonlinearity inherent in the OBE,
namely PSF, is extended by adding a phenomenological term Nω′(ρ22 + ρ11),
the so-called local field correction, that modifies the transition frequency of each
resonance, e. g. the OBE describing the time-evolution of the polarization as
given in Eqn. 1.49 is extended to [99]:
∂tρ12(t) = −i[ε2−ε1 +Nω′(ρ22 + ρ11)− iγ21]ρ12(t)− iµ∗10ρ02(t)E∗+ iµ20ρ∗01(t)E
(2.12)
by the term underlined in Eqn. 2.12. Similar terms enter the equations of motion
of the interband polarizations ρ0j(t).
The energetic shift is proportional to the excited carrier density N(ρ11 + ρ22)
multiplied by a factor of proportionality, ω′, which describes phenomenologically
the interaction of the excitons. Again, the third-order nonlinear response is
calculated by an iterative ansatz and the Fourier transform of the intraband
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polarization P12(t, τ) gives the frequency-domain differential polarization [183].
The inclusion of such a phenomenological term into the OBE, and the extension
of the model to an inhomogeneously broadened system is discussed in detail in
Sect. 3.3.
Figure 2.23: Calculated spectrally resolved differential pump-probe signals for equidis-
tant (left) and nonequidistant (right) WSL splitting. The red arrows indicate the spec-
tral position of three individual transitions, excited from one common ground state.
The laser was spectrally centered at 1549 meV.
Figure 2.23 shows two exemplary gray-scale plots of the spectrally resolved
differential pump-probe signal, calculated for a homogeneously broadened four-
level-system (three transitions from a common ground state), whose spectral
transition positions are indicated by the red arrows. The laser (Gaussian spec-
trum with 25 meV FWHM) was spectrally centered at 1.549 eV (onto the in-
termediate transition of the case for equidistant WSL splitting). Identical tran-
sition matrix elements were used for all interband transitions. The interband
and intraband dephasing rates, γ0i = 1 and γij = 0.5, respectively, and energy
relaxation rates γjj = 0.25 were used. We can clearly identify the phase jump
at the center frequency of the intermediate transition (equidistant WSL split-
ting) indicating spectral oscillations, and a fast transition within a few hundred
femtoseconds to a signal oscillation between positive and negative signal for
transitions energetically well below or above the central laser frequency. The
spectrum for non-equidistant splitting becomes more complex, as neighboring
transitions overlap to some extent.
The model presented qualitatively reproduce the experimental results, however,
a model which treats exciton-exciton interaction in a microscopic ansatz, and in-
cludes exciton continuum, is needed for a quantitative analysis of the intraband
polarization which causes the differential pump-probe signal. In particular, the
dominating influence of excited continuum onto the z component of the overall
intraband polarization was demonstrated in [85,182].
2.4.2 Field-induced decay of the intraband polarization
To investigate the influence of the coupling of a below-barrier wave packet to
above-barrier states, we measure the transient PP signal over a large electric
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field range. The gained decay rates yield the decay of the intraband coherence
of the components the wave packet is composed of.
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Figure 2.24: Visualization of the exci-
tation scheme of the PP experiment.
Figure 2.24 shows the concept of the experiment. The exciting laser pulse is
energetically centered to excite a coherent superposition of both the hh0 and the
hh−1 transition. Simultaneous to the PP experiment, the spectrally resolved
FWM signal at zero delay was recorded. By this means, we precisely control the
excitation conditions like wave packet composition and internal electric field.
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Figure 2.25: Pump-probe transients for sample B [184]. The internal field is tuned
from 4 kV/cm to 24 kV/cm. The ratio between pump and probe beam intensity was 1.5
at collinear polarization. The density of photo-excited carriers has been kept constant
(2× 109 cm−2/well) for all experiments. The lattice temperature was 8 K.
For increasing electric field F , the PP transient is recorded. As for the inves-
tigation of the linear absorption, all given electric fields were derived by fitting
the energetic splitting of the excited transitions (as observed in the spectrally
resolved FWM signal) to match the splitting in the single-particle calculations.
Figure 2.25 shows a set of pump-probe transients, obtained for sample B.
Under identical experimental conditions, data for sample A were measured as
well. Clearly, the increase of the Bloch frequency proportional to the applied
electric field can be seen. At very low field, we can observe a coherently os-
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Figure 2.26: Comparison of the Bloch frequency obtained from the pump-probe tran-
sients with the energetic splitting of the Wannier–Stark ladder in the spectrally resolved
FWM signal at zero delay (sample B) [184].
cillating signal up to 4 ps. In Fig. 2.26, the obtained Bloch frequency of the
oscillating wave packet is compared to the energetic splitting of the WS ladder
in spectrally resolved FWM. Apparently, the increase of the BO frequency with
increasing bias field is linear. In contrast, the energetic separation of the two
excited transitions is discontinuous, showing a pronounced energetic splitting
due to an anticrossing of the hh0 transition with the lh−1 transition, a fur-
ther anticrossing is observed as a discontinuity in the splitting between hh−2
and hh−1. With increasing electric field the pump-probe oscillation frequency
clearly exceeds the energetic WS splitting by some 20%. This cannot be ex-
plained in the single-particle 1D frame, and exemplifies the necessity of a more
advanced theoretical approach given later.
Figure 2.27 shows the dependence of the intraband damping time τ ′intra
5
on the applied electric field. The damping of the oscillatory component in the
pump-probe transient is a direct measure of the intraband coherence between
the superposition of the excited states in the conduction band. Compared are
sample A and sample B. For both samples, the low-field intraband coherence
time is comparable. We find τ ′intra = 1 ps at F = 4 kV/cm. With increasing
electric field, we observe a continuous drop of the coherence time for both struc-
tures. Clearly, in sample B, with the higher electron barrier height and a larger
band gap to the above-barrier states, the intraband coherence is less affected
by coupling to above-barrier states. At about 8 kV/cm, along with the lh−1
transition crossing hh0, the decay time for sample A decreases faster, compared
to sample B. However, the stronger damping is retained after the anticrossing.
At medium fields (F ≈ 15 kV/cm), where we observed in the linear absorption
5We name this decay time τ ′intra to distinguish it from the ’pure’ intraband dephasing
time. The necessity of this step will become clear later on.
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Figure 2.27: Decay constants of the intraband coherence of sample B [184] and sample
A. The data were obtained by fitting an exponentially decaying harmonic function to
the modulation amplitude of the pump-probe signal.
spectrum of sample A that above-barrier states begin to strongly modulate the
below-barrier transitions, the intraband decay time for sample A is only half that
of sample B. At about 18 kV/cm the hh−1 transition of sample A begins to dis-
appear, a wave packet with sufficient hh−1 amplitude can no longer be excited.
The electron miniband of sample B is somewhat larger, hence wave packets can
be composed up to ∼ 24 kV/cm. As anticipated from the linear absorption
measurements, the intraband coherence in case of sample B is less affected by
coupling to above-barrier states at medium fields. However, it is important to
notice the smooth progression of the intraband damping time with increasing
field, whereas the interband dephasing time (Fig. 2.18 has been strongly discon-
tinuous. We find τ ′intra ∼ 580 fs for F = 18 kV/cm, which is larger than the
corresponding T2 from Fig. 2.18. For larger fields, we observe a sudden drop of
the intraband decay time. At a threshold electric field of F = 24 kV/cm, the
BO become very strongly damped and the decay time drops within 5 kV/cm to
about 160 fs. To further explore this critical field range, we make a comparison
to the spectral domain. Figure 2.28 shows a 3D plot of the spectrally resolved
FWM at zero delay. The chart provides information beyond details resolved
in linear absorption, which allows to interpret the behavior of the intraband
coherence. As a guide for the eye, the dotted progression follows the hh−2 and
the hh−1 transition, respectively. As mentioned above, the hh−1 transition van-
ishes at ∼ 24 kV/cm, hence at larger fields no wave packets can be composed.
Clearly, the anticrossing of lh−1, intersecting hh0, can be distinguished. It leads
to an energetic splitting of the direct transition (indicated by the separate ar-
row). From Fig. 2.26, we can estimate the splitting to be 2.5 meV. Obviously,
the anticrossing with the light hole transition does not have a pronounced effect
on the wave packet coherence, since there is almost no change in the intraband
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Figure 2.28: Spectrally resolved FWM plot at delay τ = 0 as a function of applied
electric field for sample B [184]. Shown is the spectral profile and position of the laser.
decay time over this field range.
The situation is altered by the energetic degeneracy of the direct transition
to above-barrier states at ≈ 24 kV/cm, indicated by the two arrows pointing at
a modulation of the hh0 transition due to anticrossings of above-barrier states.
Apparently, this crossing causes a dramatic reduction of the BO coherence time.
Thus, the data in Fig. 2.27 present the first observation of the damping of a Bloch
oscillating wave packet due to resonant Zener tunneling. The observed continu-
ous decrease of the intraband coherence with applied electric field demonstrates
the field-induced damping of a Bloch wave packet.
The experimental results of sample B are compared to a direct numerical
solution of the SBE (see Subsect. 1.4.2). The results confirm the presence of
coherent Zener tunneling of the electron wave packet into above-barrier states.
For a proper description of Zener tunneling processes, a generalized ansatz as
described in Refs. [185, 186], was employed. The model includes both intra- as
well as inter-miniband electric-field contributions. Figure 2.29 shows calculated
pump-probe traces for an electric field below the threshold (20 kV/cm) and
for the electric field F = 33 kV/cm, where the numerical model predicts the
strongest intraband damping. For fields below the threshold, the BO remain
weakly damped similar to the experiment, at the threshold field a very rapid
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Figure 2.29: Calculated intraband damping times as a function of applied electric field
for sample B (left). Exemplary pump-probe traces of the wave packet dynamics (right).
decay due to resonant tunneling is predicted. The numerically obtained decay
time at resonance of about 180 fs is quite close to the experimentally obtained
value. The theory reproduces the experimentally observed resonant behavior
of the damping time. The somewhat larger threshold field can be ascribed to
a number of phenomena not included in the model. In particular, intraband
Coulomb interaction as well as the nonparabolicity of the bands has not been
incorporated. Besides, there is a considerable uncertainty in the given values
for the internal electric field in the experiment. It was obtained by fitting WS
transitions in spectral domain to the 1D model without Coulomb interaction.
Figure 2.26 already shows a discrepancy between the energetic WS splitting
in the FWM signal compared to the Bloch frequency obtained in time domain.
The short-pulse excitation of the wave packet further complicates the estimation
of the internal field and the numerical modelling. This can be understood in a
simple picture: During the presence of the optical pulse, a coherent superposi-
tion of WS states is formed. However, as the BO period approaches the pulse
duration, two mechanisms determine the actual wave packet formation. First,
the wave packet is being spread in k space, as carriers obeying the Bloch accel-
eration theorem [108] move along the dispersion relation due to the action of
the electric field, while still optical excitation is being taken place. Second, the
initial intraband dipole associated with nondiagonal states (in our case hh−1)
screens the applied field. Hence, we have a field-screening during the excitation
process. Figures 1 and 3 in Reference [124] show this strong energetic shift of a
WS resonance towards the center of the WS ladder in the vicinity and during
pulse overlap nicely. We can conclude that a certain portion of the wave packet
is created at a considerably larger electric field than the WS state splitting at
τ = 0 suggests. Furthermore, the temporal evolution of this nondiscrete wave
packet, whose composition has been dynamically modified by initial screening,
leads to destructive interference of its nonequidistantly spaced constituents.
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2.4.3 Quantum beats of below- and above barrier states
The presented picture of abrupt damping of the Bloch oscillating wave packet
due to resonant tunneling to above-barrier states is particularly suggestive, be-
cause the energetic degeneracy of the respective states is visible in the spectrally
resolved FWM signal (see Fig. 2.28), this concept is enforced by the numerical
model in the SBE frame. Viewing the observed damping as the evolution of a
below-barrier wave packet composed of hh0, hh−1, and their energetically de-
generate associated above-barrier states, the observed decay of the pump probe
signals modulation can be understood as destructive interference, which should,
in principle, be followed by a reformation of the initially composed wave packet.
In the introductory Chapter, we pointed at the similarity of wave packet
experiments undertaken in atoms to those in solids we present here. In the fol-
lowing, we discuss the experimental observation and numerical simulation of a
polarization revival due to spatial wave packet decomposition and reformation
in a shallow superlattice [34]. The physical origin of the observed effect is some-
what different from Rydberg wave packet revivals reported in atomic physics [7],
where the wave packet dephasing is, in general, due to both energy dispersion
of the nearly equally spaced Rydberg states and the different anharmonic effec-
tive potentials the respective Rydberg states see. There, the wave packet made
of high-quantum-number states spreads from a classically localized particle to
become non-classical, and, after the revival time rephases and travels on its
classical trajectory again. Here, due to the discrete number of states excited,
the loss of phase caused by the anharmonicity of the atomic potential can be
fully recovered; after several oscillatory cycles, whose period is determined by
the energy spacing of the Rydberg states, the full revival can occur. The full
revival time is here proportional to the number of excited states.
In our case, a wave packet made of both localized WSL states and energetically
nearly degenerate, comparatively delocalized above barrier states is coherently
excited, and the revival originates from a quantum beating between these few
discrete states, with the revival time being given by the energetic spacing be-
tween the associated below and above barrier states.
Comparing sample A and sample B in this frame, at first glance one would
expect sample A to be more suitable for the investigation of a rephasing of
such a wave packet, due to the strong anticrossings of discrete above-barrier
states intersecting the below-barrier WS ladder, as observed in linear absorp-
tion. However, the much stronger overall intraband damping (see Fig. 2.27)
for the ’shallower’ of the two superlattice samples, makes the observation of
a rephasing impossible, as the system’s coherence after the rephasing time is
required. The polarization revival was observed in sample B.
The left panel of Fig. 2.30 shows several pump-probe transients from 5 kV/cm
up to 24 kV/cm, selected exemplarily from Fig. 2.25. The upper trace belongs
to the threshold field of 24 kV/cm, where the sudden drop of the intraband
decay time was observed. Accompanied by the strong damping within a few
BO cycles is the observation of a polarization revival (enlarged in the inset of
Fig. 2.30), apparent as a recommencing of the oscillatory signal. The exact
revival time is difficult to estimate, as neither the exact zero time delay nor the
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actual oscillation amplitude maximum can be specified precisely.
Figure 2.30: Selected pump-probe transients from Fig. 2.25, for increasing electric
field (left). The uppermost transient shows a recommencing of the oscillatory signal
after a time range of destructive interference (enlarged in the inset). Fourier transform
of the trace for 24 kV/cm in the time range 1.4 . . . 2.5 ps (right).
The right panel of Fig. 2.30 shows the Fourier transform of the 24 kV/cm
trace from 1.4 ps to 2.5 ps with the maximum in frequency space being exactly
at the BO frequency, obtained in the first few oscillatory cycles. We conclude
that the weak modulation after about 1.6 ps is again due to BO in the below-
barrier miniband. The Bloch oscillations in the above-barrier miniband have
the same oscillation period but a larger amplitude, due to the larger energetic
width of the band (129 meV compared to 29 meV). They are not visible in the
pump-probe traces since there is no coupling to the localized holes. Figure 2.31
shows a schematic description of the Bloch oscillating wave packet undergoing
resonant Zener tunneling to and from the above-barrier miniband. In principle,
this sequential tunneling between the two bands occurs until the carriers have
lost their coherence, or have tunnelled to yet higher bands.
To model these experimental results, we have calculated both the confined
and the above-barrier electronic states of sample B, subject to an electric field
F = 24 kV/cm. We adopt periodic boundary conditions for the finite 35 well
SL. The electronic states are treated within effective mass approximation, where
orthonormal bulk plane waves where used as a basis set to expand the envelope
functions [187, 188]. For each well, this simulation yields a combination of lo-
calized states that energetically and spatially overlap with delocalized states.
Figure 2.32 shows exemplarily confined and above-barrier state for 24 kV/cm.
According to the simple geometry inherent in the 1D picture of resonant Zener
tunneling given in Fig. 2.6, the resonant above-barrier state would approxi-
mately belong to well j + 5, where the below-barrier state is centered in well j.
The BO wave packet resonantly Zener tunnels into these discrete above barrier
states within a few BO periods. At this time, the electron density is spread
spatially over more than 10 wells, i.e. about a hundred nanometers.
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Figure 2.31: Schematic illustration of the spatial dynamics of a wave packet revival.
Part (a) shows again Fig. 2.7, where the below-barrier state and the above-barrier
state of the fifth-next well are resonant. Additionally, their respective next-neighboring
states are shown, separated by the WS splitting. The WS splitting determines the
Bloch frequency, which is identical for both bands. The wave packet undergoes BO
in the below-barrier band (orange), tunnels gradually to the above-barrier band while
oscillating (blue), and tunnels back to the below barrier band (black) (b). The revival
time is given by the energetic splitting between above-barrier states and below-barrier
states. In fact, at resonance new states are formed as a linear combination of states
from both bands (c).
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Figure 2.32: Calculated spatial electron probability density of (a) the predominantly
confined state of the 12th SL quantum well, and the associated energetically degen-
erate above-barrier state (b) at 24 kV/cm. Both states are a linear combination of
wave functions belonging to both bands. From their energetic splitting of 1.65 meV, a
theoretical revival period of about 2.5 ps follows.
--
t
Figure 2.33: Calculated time evolution of the spatial probability density of a wave
packet composed of two confined and two above-barrier states undergoing Bloch oscil-
lations while perpetually Zener tunneling between the two bands.
2.4. DAMPING OF A BLOCH-OSCILLATING WAVE PACKET 103
Exemplarily, we now discuss the time-evolution of a wave packet composed of the
below-barrier states in wells j = 12 and 13, created via hh−1 and hh0 excitation
leaving the hole in well 13, and their associated above-barrier states. Figure 2.33
visualizes the spatial dynamics of this wave packet. At τ = 0, a wave packet
is created which is predominantly located close to the hole localized in well
j = 13. The initial localization is effectuated by the wave packet creation via
interband excitation. The initially created Wannier–Stark wave packet quickly
delocalizes in space, but partially reconstitutes. As this tunneling is resonant,
the electronic coherence is, to some extent, conserved even though the proba-
bility density is spread over more than 100 nm. Later, the wave packet returns
into the confining wells. The observed revival time of about 1.8 ps is close to
the calculated one of 2.5 ps, given by the energetic splitting between confined
and above-barrier states. The whole cycle from creation to reconstitution takes
about 15 Bloch periods.
The simple model presents an intuitive explanation of the observed initial
drop in the ensemble coherence time presented in Fig. 2.27. It ascribes it to de-
structive quantum interference, caused by a beating of confined states and above
barrier states. Besides the Bloch oscillation within one band, whose beating fre-
quency is given by the WS splitting, a beating of confined states with delocalized
above-barrier states is observed. In other words, resonant Zener breakdown re-
tains the coherence of the tunneling electron. When the Bloch wave packet is
coupling to several higher transitions, destructive interference leads to a po-
larization decay, without rephasing on a time scale where the system is still
coherent.
In this context, we can compare the WS transition’s interband dephasing
time T2 (Fig. 2.18) with the intraband decay time τ
′
intra (Fig. 2.27) for sample
B. Our model explains that the drop in the intraband decay time, seeming to fall
below the interband dephasing time, is due to destructive quantum interference.
The intrinsic intraband dephasing time τintra is larger than the value of τ
′
intra
given in Fig. 2.27, which is evident by the revival of the pump-probe signal.
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Chapter 3
Wave function
reconstruction
In the introductory Chapter, a selection of path-breaking electron wave packet
experiments was introduced for which Rydberg atoms, highly excited atomic
systems, or molecules were employed as a means of carrier of the electronic
superposition of electron wave functions. We focus now on a particular set of
investigations which succeeded to resolve the composition of such wave packets
by quantum state holography [189, 190], wave function interferometry [8], or
molecular fluorescence tomography [191].
We transfer the concept of time-resolving the evolution of the superposition
of an unknown object state and a known reference wave functions state, em-
ployed by Leichtle et al. [190], into a real-space spectrally resolved wave function
cross correlation experiment in a graded well-width semiconductor superlattice.
The objective is to spatially resolve a set of electron wave functions in amplitude
and sign.
The increase in effort needed to trace a coherent wave packet evolution in
a solid, as compared to an atom or small molecule, was already mentioned.
Due to the many-body nature of a laser-excited semiconductor, it is not a priori
certain that coherent phenomena, such as the free induction decay, photon echo,
quantum beats, etc., should be even observable, and if so, to what extent they
will be modified in a many-body system as compared to atoms or molecules. In
particular, the electron wave packet evolution can not be seen ’de-coupled’ from
the mechanisms of nonlinearity which mediate its observation. In other words,
as a consequence of the semiconductor excitation process and the non-trivial
semiconductor spectrum a superlattice wave packet is intrinsically much more
complex as compared to an atomic wave packet, and as a result of the many-
body interactions coherent optical experiments feature a number of nonlinear
mechanisms which cause the observed signal.
3.1 Concept of the Experiment
Semiconductor superlattices are artificial systems where the periodic modula-
tion of the conduction bands and the valence bands in one spatial direction (we
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had chosen the z direction) leads to periodic potentials for both the electrons
and the holes [26,192]. As the modulation is strictly periodic, a new superstruc-
ture is imposed, which leads to new minibands comprising delocalized electron
states, similar to Bloch states in bulk material. As we have seen in the previous
Chapter, SL are model structures for testing out-of-reach solid state theoretical
predictions based on the lattice periodicity, as the superstructure leads to a
smaller Brillouin zone. However, the predicament of a periodic structure means
that any laser-excited ensemble of carriers is indistinguishably distributed in z
direction, e.g. an electronic Bloch wave packet is always excited from a hole on
every superlattice-site. It is impossible to excite a wave packet from the hole
localized in, say, well number 15 only, leaving all other SL-sites unexcited.
3.1.1 Sample characterization
As we aim at a wave function tomography scan in z direction, we have to impose
some continuous change of a SL parameter, by which each superlattice quan-
tum well becomes distinguishable from all other. We use a graded well-width
SL (GSL) structure1, where the periodic quantum well sequence of a standard
SL was slightly modified: we use two different graded well-width samples com-
prising 15 strongly coupled quantum wells with their well-width monotonously
increasing from 22 to 36 monolayers (ML) of GaAs (1 ML ≈ 2.8 Å), respec-
tively separated by barriers of 10 ML (sample A) and 6 ML (sample B) of
Al0.3Ga0.7As. The sample structure is embedded in the same buffer layer se-
quence as described for the case of the shallow well SL used in the previous
Chapter (see Sect: 2.1), and an external electric field can be applied to the
heterostructure. It is applied via a semitransparent Schottky contact and an
ohmic contact. The contact design is identical to the design used for applying
an electric field to the shallow superlattice structures. The externally applied
voltage is designed to drop linearly over an intrinsic stack of 1 µm thickness. As
a result, we estimate an internal electric field of 10 kV/cm when 1 V is applied
externally. If there is considerable photo-generation of carriers due to interband
absorption, the external field will be screened partly, as electrons and holes
progress to opposite contacts. Compared to the electric field-calibration in the
previous Chapter, the exact calibration of the internal field proves here to be
more difficult, as the energetic splitting of diagonal and non-diagonal WS states
cannot be used as a measure of the internal electric field. Also, the field-offset
due to the Schottky contact is difficult to estimate.
For optical experiments in transmission geometry, the n-doped substrate is
removed by a selective chemical wet-etching process that stops at an AlAs etch-
stop layer, whereby the sample is glued upside down onto a c-axis cut Sapphire
disk. For experiments in reflection geometry, the sample is mounted substrate-
1There are several different kinds of structures that were all named ’graded’ SL. To give
two examples of different types of graded SL: The structure employed by Ralph et al. [193] to
demonstrate the Pockels effect in a SL has a gradually changing alloy composition over one
barrier, but each well-barrier combination remains identical. On the other hand, the design
introduced by Agulló-Rueda et al. [194] to trace the local origin of photocurrents in a SL
contains a sequence of 15 quantum wells with ever-increasing (decreasing) Aluminum mole
fraction in the wells (barriers).
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side down onto the sample holder. In this thesis, we present only experimental
data obtained in reflection geometry.
Increasing the well-width by one monolayer results in an energetic shift of
the 1s interband resonance between the two widest QWs of about 1.7 meV (the
splitting between the two narrowest QWs is about 2.5 meV), enabling selective
interband optical excitation of one particular direct transition from a localized
hole state within one well. This is in contrast to a strictly periodic SL structure,
where at each quantum well site an excitation is created. If the linewidth of
the interband transition is below 1.7 meV, information about the spatial center
position of the wave function is gained by its spectral position.
30 ML
well
26 ML
well
E
z
Figure 3.1: Schematic drawing of energy vs. real space z-coordinate of the graded well-
width superlattice without applied electric field. Out of all 15 wells, only wells 7 . . . 11
are shown (naming the 36 ML well as well number 1). Wells (light gray) and barriers
(gray) are depicted. The decrease in well-width is shown enhanced. On the right the
associated energetic position of electrons and holes is given. The ground state energy of
electrons and holes at each site increase step-like from site to site with decreasing well-
width, similarly, the 1s exciton energy increases step-like with increasing z-coordinate.
An optical interband transition excites an electron-hole pair, where the hole is localized
within one well. The electron is in a Wannier–Stark state-like spatial distribution
delocalized over several wells.
Figure 3.1 schematically shows the selective excitation of an interband tran-
sition at the chosen quantum well site 9. The broader the quantum well gets,
the less quantization energy is present for holes and electrons in the particular
well (see Subsect. 1.2.1), which results in a decrease of the interband transition
energy. The electron wave function, depicted exemplarily in Fig. 3.1, was calcu-
lated for sample B at zero internal electric field. We now discuss the calculation
of the z component of the electron wave function.
Calculation of the electron wave function
The electron spectrum of both samples is qualitatively the same, as only the
barrier widths differ by four atomic monolayers: The 1s excitons at a given
quantum well site and a given electric field are shifted energetically, respec-
tively, as are the electric fields where the electron or hole minibands are formed.
We aim to calculate the z component of the electron wave function in a
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GSL, whereby we try to consider approximatively the effect of the attractive
Coulomb potential of the hole. The electron wave function ψj(z), centered in one
particular well j, is calculated by a resonant tunneling program [168], employing
a transfer matrix method. The software calculates the wave function in a given
potential structure. Following our discussion of Fig. 1.26, we implement the
Coulomb potential, as imposed by the hole onto the electron, by adding the
one-dimensional effective Coulomb potential V effCoul(z), as given by Eqn. 1.75, to
the potential of the graded superlattice heterostructure V GSL. The z component
of the potential entering the calculation becomes:
V (z) = V GSL(z) + ezF + V effCoul(z) . (3.1)
Figure 3.2 shows calculated electron wave functions for sample B for different
electric fields, a similar plot for sample A can be found in Ref. [195]. Only
the QWs shown schematically in Fig. 3.2 are considered in the calculation. For
wave functions localized within a few wells, we expect the calculation to be a
good approximation. This is the case where the electric bias field energy is
the dominating term in Eqn. 3.1. For delocalized wave functions the results
correspond only to some extent to the true wave functions of the 15 QW GSL.
The general electric field-dependent evolution of the wave function is reproduced
correctly in this calculation.
In red, the wave function for zero internal electric field is given, it is the same
as depicted in Fig. 3.1. Below (above) are wave functions for positive (negative)
bias. Figure 3.3 depicts the tilting of the potential by the applied electric field
explicitly. We discuss the field-dependent evolution of the wave function along
with the gray-scale map of the linear absorption versus the external electric
field. As each quantum well has a different bandgap, we see the individual
transitions separated, each line belonging to one particular direct interband
transition. Not all sites produce a distinct line. We ascribe this to carrier-filling
of the energetically lowest quantum wells, where the high local carrier density
screens the exciton-forming Coulomb potential. Excitons in two wells on each
side of the GSL seem to be affected by screening due to electrons and holes,
respectively.
At zero internal field, the combined action of Coulomb attraction and GSL po-
tential leads to a nearly symmetric wave function that is positive at all z. To
achieve this all-positive probability distribution for the calculated wave func-
tion, it is vital to incorporate the Coulomb attraction between electron and hole.
Otherwise, a WS-like distribution with a change of sign of the wave function
would be the result. A small internal field of about −2 kV/cm can almost com-
pletely compensate for the asymmetry of the GSL potential, the wave function
becomes nearly symmetric. If the reverse bias is increased the effective potential
becomes asymmetric and the exciton delocalizes somewhat, similarly to what we
had previously discussed for the evolution of the wave function of an ordinary
strictly periodic SL (see Fig. 1.27). This field-delocalization and accompanied
set-in of an ionization probability is not visible in the linear spectrum (nor in
the data presented in the References for the miniband formation given below).
Apparently, the z-component of the wave function is not strongly altered, which
agrees with the calculated evolution of the wave function from 0 to 5 kV/cm,
given in Fig. 3.2. The exciton is centered in one well and relatively localized. In
the absorption spectrum, the crossing of single-particle states cannot be seen.
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Figure 3.2: Calculated wave functions, centered in well #8, for sample B are shown.
The overall potential at zero applied electric field is depicted in gray, being the V GSL
altered by the attractive Coulomb potential of the hole V effCoul.
Considering the structure design in a single-particle picture one would expect
that either the holes or the electrons align energetically at a certain applied
electric field, respectively. The energetic splitting of the interband transitions
of 1.7 to 2.5 meV translates into a band-offset between the electron states and
the hole states with a 6 : 4 ratio. For electrons, energy levels in neighboring
wells align at electric fields of −1 to −1.5 kV/cm, heavy holes align at 0.7 to
1 kV/cm. In the single-particle picture, the heavy holes are localized for elec-
tric fields larger than ±1 kV/cm within one QW. However, this alignment of
single-particle states at certain electric fields is not seen in the linear absorption
(see Fig. 3.4), as the transition forms an exciton, and the strong correlation
due to the Coulomb binding energy dominates the potential. At low field, the
transitions in the individual QWs appear independent from each other. The
exciton binding energy dominates over the GSL potential. The single-particle
picture fails at low bias field.
Experiments to observe such a field-induced miniband formation had previ-
ously been investigated by Cao et al. [196] using photoluminescense experiments,
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Figure 3.3: Schematic drawing of the electric field-dependent distribution of the energy
levels of the biased GSL in real-space. The black dashes depict the energetic position
of the single-particle single-quantum well energy levels for electrons and holes. The
field-free case is depicted in (a). At a small negative bias field the electron states in
each quantum well are aligned to be energetically degenerate (b), at larger negative bias
the electron states get out-of-resonance again (c).
Figure 3.4: Gray-scale plot of the spectrally resolved linear absorption vs. applied
electric field of sample B. Lighter areas have larger absorption compared to dark areas.
At an externally applied voltage of 0.7 V the sample’s build-in electric field due to the
Schottky contact is compensated; the structure is electric field-free. This corresponds
to the situation depicted in Fig. 3.3 (a).
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and Linder et al. [197] using electroreflectance and photoluminescense measure-
ments. The sample structures used were designed to achieve the crossing of the
transitions at higher electric fields.
For electric field energies exceeding the exciton binding energy, we see non-
diagonal interband transitions. With the evolution of non-diagonal interband
transitions at each quantum well site, the absorption spectrum becomes ex-
tremely complicated, and very small changes to the electric field alter the ab-
sorption spectrum considerably. The associated wave function is delocalized
over several wells with a large probability distribution in neighboring wells. We
see the set-in of these strong non-diagonal transitions for both positive and
reverse bias.
At larger fields the wave function resembles a WS wave function. It increasingly
localizes spatially [105] with increasing electric field. Non-diagonal interband
transitions weaken and ultimately cease to exist. An important consequence
arising from the consideration of the electron-hole attraction is the transition
from an all-positive wave function to a wave function with a sign change. With
increasing electric field, the knot of the sign change approaches the well in which
the wave function is centered. At 15 kV/cm, the wave function is WS-like with a
positive amplitude in the central well and for all z on the high-potential side and
a negative probability amplitude at the neighboring well on the low-potential
side. At high electric field, the calculation is independent on the inclusion or
exclusion of the Coulomb potential.
The absorption fanchart of Fig. 3.4 shows how each individual interband transi-
tion becomes red-shifted with increasing applied electric field due to the quantum-
confined Stark effect [45,48,173]. In contrast to the previous Chapter, by virtue
of the GSL design the interband transitions remain discrete up to high electric
fields. Our wave function tomography experiment will focus on the different
wave functions around flat-field and high electric field. In particular, we aim to
resolve the change in the sign of the probability amplitude.
In proceeding we keep in mind that our calculated electron wave functions are
a vehicle to incorporate the electron-hole Coulomb correlation into a single-
particle picture, whereas the linear absorption fanchart did not show the single-
particle features at low field.
3.1.2 Wave function interferometry
The concept of the wave function correlation experiment is shown in Fig. 3.5.
We correlate a coherent electron ensemble centered in one particular well (here
the QW 10 with 27 ML of GaAs is chosen), described by a ’test’ wave function
plotted in red, with a set of energetically and thus spatially close coherent ’probe’
electron distributions, as described by the blue wave functions. The similarity to
optical cross-correlation techniques is apparent, only the delay time coordinate
is exchanged here to the real-space coordinate.
For each experiment, the wave function amplitudes spatially overlap and
form a wave packet. The overlap is distinct at each site. In Fig. 3.5 only
positive components overlap, however, if the amplitudes were to have opposite
sign, destructive interference will take place. The evolution of the wave packet
in time intrinsically bears the information of its constituents at the time of
creation.
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Figure 3.5: Schematic drawing of the wave function interferometry. The ’probe’ wave
function (blue) is spatially tuned through the fixed ’test’ wave function (red). At the
top the well numbers are given. Wells are depicted in light-gray, barriers are in gray.
Please note that the gradual decrease of the well-width of the GSL is shown enhanced.
DE
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Figure 3.6: Schematic drawing of the wave function interferometry experiment em-
ploying a partly degenerate Four-Wave-Mixing (FWM) technique. Both the ’probe’
wave function (blue) and the ’test’ wave function (red) from Fig. 3.5 are excited by
one exciting optical pulse with wave vector k1. The spectrum of the exciting pulse
is spectrally shaped to exclusively excite the two interband transitions. The energetic
position and splitting of the two narrow spectral slabs can be tuned by the pulse shaper
to create the different sets of wave function combinations. A second optical pulse with
wave vector k2 impinges on the sample at a delay time τ and tests the wave packet
created by the first pulse. In gray (light-gray) the barriers (wells) are depicted.
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As an experimental technique to excite and test the electron wave packets we
use a spectrally resolved, partly degenerate Four-Wave-Mixing (FWM) [69,198]
technique (see Subsect. 1.6.3). The first laser pulse with wave vector k1 hereby
passes through a space-to-frequency pulse shaper (see Subsect. 1.6.2) which pro-
vides one or two spectrally narrow lines. Each line is chosen to resonantly excite
the 1s interband transition in one particular well only. This excitation condition
is shown in Fig. 3.6. Hereby, the ensemble of two wave functions is composed,
i. e. the ’test’ and ’probe’ state is excited with the same pulse. Each exciton
ensemble is centered at a different spatial location j, where j is one particular
quantum well site, and gives rise to coherent first order polarizations P
(1)
j . The
optical electric field of the delayed, spectrally broad collinearly polarized sub-
100 fs pulse propagating in direction k2, together with the polarizations P
(1)
j ,
induced by k1, creates a set of gratings, propagating in directions ±(k2−k1), on
which pulse k2 self-diffracts. The diffracted signal in reflection or transmission
is spectrally resolved by an optical multi-channel analyzer (resolution 0.02 meV)
and recorded with respect to the delay time τ (see Fig. 1.32). We measure the
FWM signal in both transmission and reflection geometry. We found compara-
ble signal amplitude for both detection geometries, which agrees well with the
calculations presented in the study by Honold et al. [199]. Only data gathered in
reflection geometry are presented here. The excitation density of the first pulse
with wave vector k1 was approximately 4 × 108 cm−2 per well. The intensity
ratio between first and second pulse was 1:4. Experiments were performed at
both 4.2 K (Oxford Helium bath cryostate) and 8 K (Oxford Microstat cold-
finger continuous through-flow cryostat), without showing any differences in the
coherence dephasing time. The resolution of the OMA system was 0.04nm.
3.2 Experimental results
As a first experimental step to get acquainted with the system under short-pulse
excitation, we investigate the GSL sample under the most simple excitation con-
ditions. Figure 3.7 presents the spectrally resolved FWM signal for increasing
delay time τ at the spectrally narrow excitation of one single quantum well. The
exciting pulse with wave vector k1 has a duration of about 2 ps FWHM (spectral
and temporal pulse profiles were discussed in Sect. 1.6). The experiment with
single-well excitation shows important features of the nonlinear response:
• The FWM signal from the excited QW reaches its maximum at a delay
time τup ≈ 3.5 ps and decays monoexponentially with a decay time τ1 ≈
4 ps.
• The weaker FWM signal from neighboring wells which were not excited by
the first pulse k1 (there has been no spectral overlap between the interband
transition frequency of neighboring wells and the narrow excitation pulse)
is observed to have a rise time of 1 ps only, but decays much faster in a
non-monoexponential fashion.
• The FWM signals from remote, non-excited QWs practically coincide with
the temporal pulse shape of the pulse with wave vector k1.
114 CHAPTER 3. RECONSTRUCTION OF A WAVE FUNCTION
Figure 3.7: Gray-scale plot of the spectrally resolved FWM signal versus delay time τ
at selective excitation of QW 7 by a spectrally narrow pump pulse k1 and a broad probe
pulse k2 (top). The spectral and temporal width (FWHM) of the pump pulse is indicated
by the red ellipse. Transients in a semi-logarithmic plot present the kinetics of the
FWM signal of the direct interband transitions of the excited well and its neighboring
unexcited wells (bottom). The data shown are gathered for sample A at zero bias
voltage and at 4.2 K.
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Clearly, the theoretical model to describe a FWM signal as outlined in Sub-
sect. 1.4.1 does not cover the peculiarities present. Our three-level model, which
was based on the fundamental work by Yajima and Taira [69] needs to be re-
fined to address these experimental findings. In particular, a mechanism that
leads to a FWM signal at transitions not excited by the pump pulse has to
be incorporated into our model, and the different signal rise times and decay
regimes need to be understood. We will address these issues in the next Section,
where we will develop a model to numerically describe the FWM signal.
Interestingly, we observe a FWM signal from the excited QW of the graded SL
at delay times τ > 20 ps. In fact, a FWM signal up to 30 ps was obtained. The
above given signal decay time τ1 ≈ 4 ps yields a decay rate of γ ≈ 40 µeV, which
is close to the calculated intrinsic inverse recombination lifetime of an exciton
in a GaAs quantum well of 32 µeV [200].
3.2.1 Wave function tomography
In the actual wave function tomography experiment, we form a wave packet
by the pump pulse. The composition is hereby determined by the spectrum
of the pump pulse and the applied external voltage, as the latter changes the
actual wave functions. The exciting pulse with wave vector k1 is now composed
to consist of two narrow lines, each resonantly exciting one direct transition
in one particular QW. The energetic splitting between the two lines is tuned
step-wise to decreasing spatial wave function overlap. In the following we show
sets of data for a fixed external electric field. Due to the larger field-screening
of photo-excited carriers the internal electric field is smaller at a given external
field as compared to the linear absorption, which was measured at much smaller
excitation density. We separate between low and high electric field, where the
low field regime is the field-range below the regime of non-diagonal transitions
and the high-field is the regime above. Due to the strongly non-continuous
conditions in the regime of non-diagonal transitions (see Fig. 3.4) we cannot
present data at these fields.
Low-field regime
Figures 3.8 to 3.10 present three exemplary tomography scans at external
applied voltages of 0.4, 0.7, and 1 V of sample B. Additionally, data for a
flat-field scan is presented later for comparison with the numerical model in
Figs. 3.23 and 3.24. The transitions excited by the first pulse are labelled by
their corresponding well number.
The excitation conditions for the three different external voltages were iden-
tical. The spectral position of the transitions are relatively independent from
the applied electric field in this field range (see the linear absorption spectrum
in Fig. 3.4).
We discuss now the low-field data for the different voltages row-wise. All
features found will be accounted for in the upcoming Section. If the direct
transitions in two neighboring quantum wells are excited by the first pulse, a
wave packet is formed. The FWM signal at the spectral positions of these
excited QWs oscillates in phase and with equal amplitude for all presented low-
field scans. The oscillations cease to exist after 8..10 ps, having a modulation
decay time which is significantly smaller than the overall FWM signal decay
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Figure 3.8: Gray-scale plots (left) and transients (right) of the spectrally resolved
FWM signal for a wave packet composed of two states with increasing (top to bottom)
spatial wave function separation.
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Figure 3.9: Gray-scale plots (left) and transients (right) of the spectrally resolved
FWM signal for a wave packet composed of two states with increasing (top to bottom)
spatial wave function separation.
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Figure 3.10: Gray-scale plots (left) and transients (right) of the spectrally resolved
FWM signal for a wave packet composed of two states with increasing (top to bottom)
spatial wave function separation.
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time. Apparently, the oscillations are superimposed onto the FWM signal found
for single-well excitation (see Fig. 3.7), which had a rise time of ≈ 3.5 ps and
decayed monoexponentially with a decay time of ≈ 4 ps. Also, we record a FWM
signal from QWs with an interband transition frequency that has been absent
in the exciting pulse! The signal at these photon energies also oscillates in phase
with the signal modulation of the excited quantum wells. The signal modulation
in the ’unexcited’ QWs, however, is even stronger than for the ’excited’ wells.
Importantly, the signal from all QWs oscillates with the difference frequency
of the excited interband transitions! The oscillation frequency does not change
with the applied electric field.
We note that our simple single-particle model outlined in Fig. 3.6 to illustrate
the experimental concept would predict the oscillation period to be given by the
energetic splitting ∆E of the electron states. It should strongly depend on the
applied electric field. In the experiment, however, there is no signature of any
dependence on the splitting of electron states. All observed oscillations are
associated with the energetic difference of the excited interband transitions.
This issue will be addressed in Sect. 3.3.
If the exciting pulse is spectrally shaped to excite two QWs leaving one QW
in between unexcited, the frequency of the oscillations approximately doubles,
according to the energetic splitting of the excited interband transitions. We note
that the modulation of the FWM signal for the QW with the larger transition
frequency is smaller compared to the QW with the smaller transition frequency.
For the electric field increasing from 0.4 V to 1 V , in the gray-scale plots it
can be seen that the modulation contrast is increasingly larger at the flanks of
the transition (and between transitions), while at the maxima of the excited
transitions the modulation amplitude almost vanishes.
Unexcited QWs again produce a FWM signal which oscillates in phase to the
FWM signal of the excited QWs. The FWM signal at the interband transition
frequency of the intermitten QW in between the excited QWs has the same
magnitude as the FWM signal from the excited QWs. The modulation ratio
is again much larger at photon energies belonging to transitions that were not
excited by the first pulse.
The behavior of the FWM signal is qualitatively the same if the separation
of the two wave functions that are excited by the first pulse is further increased,
so that two unexcited wells lie between the two excited wells. The FWM signal
intensity increases with wave function localization and the decay regimes of the
single-well experiment are retained. However, differences in the FWM signal of
unexcited transitions appear, i. e. the modulation contrast of the energetically
higher unexcited QW 7 rapidly decreases with increasing the electric field to 1 V.
Also, the gray-scale plot reveals that the respective phases of the oscillations
have changed. While all transitions in the 0.4 V scan oscillate in phase, a
spectral shift of the phase from QW 5 to QW 8 can be discerned for the scan
at 1 V.
The cause of the dent in the transients of the unexcited wells at 0.4 and 0.7 V
is not clarified. It could be interference between the bound states and contin-
uum states of lower-lying QWs. Also, we have seen similar signatures in our
simulations as a result of interference of the different polarization components
that add up to the nonlinear signal (see Sect. 3.3).
For identical laser intensities in the two spectral components of the exciting
pulse, two mechanisms influence the signal intensity and the modulation con-
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trast. On the one hand the wave functions are asymmetric with an increased
probability amplitude on the low-potential side with respect to their parent
well. This leads to an increase of overlap at the low-potential side, i. e. for the
scan at 1 V external bias the wave function belonging to QW 5 will leak less
into QW 8 than vice versa. The situation is reversed if the applied reverse bias
voltage has tilted the potential in the other direction. On the other hand, wave
packets of continuum states are composed in the exciton continua of lower-lying
transitions, if the transition energy of these transitions is smaller by at least
the exciton binding energy compared to the direct 1s exciton transition excited
in the energetically higher-lying well. Even at low electric fields the spectrally
narrow pulse that excites QW 8 resonantly, will also excite the continuum of
e.g. QW 4. This component is independent on the applied bias. The contin-
uum contribution to the FWM signal somewhat masks the pure wave function
interference of the discrete bound states.
High-field regime
The next step will be the evaluation of the tomography experiments at high
electric fields, where the non-diagonal transitions at each QW site have vanished
in the spectrally resolved linear absorption and the transitions are again discrete
and clearly resolvable. Figures 3.11 to 3.13 present exemplary wave function
tomography scans at −3, −3.5, and −4.5 V applied bias voltage (case (c) in
Fig. 3.3) for sample B. We will, as in the low-field case, discuss all presented data
sets row-wise. If neighboring QWs 8 and 7 are excited a wave packet is formed.
Please note that the transition energy of QW 7 is lower than that of QW 8, but
the electron level is higher! Unlike before, the wave packet is now composed
of two wave functions which change sign in the well on the low-potential side,
while remaining positive on the high-energy side. The wave function centered
in QW 7 has a negative probability amplitude in QW 8, while the wave function
belonging to QW 8 has a positive amplitude in both QW 8 and QW 7. The
effect can be seen in the upper row of the FWM data sets: The transitions
excited by the first pulse oscillate in phase with opposite sign! Beyond doubt
we clearly resolve the spatial change of the sign of the wave function probability
amplitude! The transients at −3 V show pronounced oscillations with an equal
modulation depth. The modulation ratio is comparable to the low-field case. If
the reverse bias is increased the modulation depth of the FWM signal decreases,
and the maximal modulation contrast is again shifted from the transition max-
imum to the flanks. This is a direct consequence of the increasingly localized
wave function, which has less and less overlap with the wave function in the
neighboring well. Also, a small spectral phase shift can be observed. FWM
signals from QWs with a transition energy absent in the exciting pulse have
ceased to exist. The general form of the FWM signal is retained, the rise time
has not changed. Only τ1 is somewhat decreased, compared to the low-field
case, but is increasing again for increasing negative bias. The same holds for
the signal intensity.
Increasing spatial wave function separation rapidly reduces the modulation of
the FWM signal. If the excitation forms a wave packet composed of QWs 5
and 7 with one unexcited QW inbetween the maximal modulation contrast is
completely shifted to the flanks of the transitions, which oscillate with opposite
phase. The transients of the transition peaks for −3.5 and −4.5 V show no
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Figure 3.11: Gray-scale plots (left) and transients (right) of the spectrally resolved
FWM signal for a wave packet composed of two states with increasing (top to bottom)
spatial wave function separation.
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Figure 3.12: Gray-scale plots (left) and transients (right) of the spectrally resolved
FWM signal for a wave packet composed of two states with increasing (top to bottom)
spatial wave function separation.
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Figure 3.13: Gray-scale plots (left) and transients (right) of the spectrally resolved
FWM signal for a wave packet composed of two states with increasing (top to bottom)
spatial wave function separation.
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more oscillations at all. All oscillations of lower-lying transitions are entirely
due to wave packets of continuum states. The data sets for the case where two
unexcited QWs lie between the excited QWs produce no further information.
Clearly, there is no longer considerable overlap between the wave functions.
We briefly summarize the findings of the wave function correlation experiments:
• The general form of the FWM signal transients is identical to those of the
single-well experiment. We find a FWM signal at transitions that were
not directly excited by the spectrally shaped pulse with wave vector k1.
• All transitions oscillate with the difference energy of the interband tran-
sitions excited resonantly by the pulse k1. A dependence on the energetic
splitting of the electron states, as suggested by a single-particle picture,
has not been found.
• The oscillatory modulation of the FWM signal decays with a decay time
τint which is significantly smaller than the FWM signal decay time τ1.
• The FWM modulation/signal intensity ratio is much larger in the non-
excited QWs between excited QWs.
• At low bias voltages, where we calculated the probability amplitude of
the wave function to be either positive for all z (or to change sign in the
outer flank of the wave function), we find the FWM signal at all interband
transitions to oscillate in phase (or to show a gradual sign shift for the
case of two unexcited wells between excited wells).
• At bias voltages where we calculated the probability amplitude of the wave
function to change sign, we find the FWM signal from neighboring excited
wells to oscillate in phase with opposite sign.
• For increasingly localized wave functions we find a spectral phase shift of
the oscillating transitions, resulting in a larger FWM modulation/signal
intensity ratio at the flanks compared to the transition maxima.
• For strongly localized wave functions the FWM signal from unexcited wells
between excited wells vanishes completely.
Qualitatively, in Figs. 3.8 to 3.13 it has been demonstrated that the wave func-
tion correlation technique is sensitive to the relative sign or sign change and the
spatial distribution of the wave function. Besides, in the recorded spectrally
resolved FWM signal, we found some surprising features which cannot be un-
derstood by the simple ansatz made in Subsect. 1.4.1 that was used to introduce
the general concept of FWM.
In the upcoming Section, we will expand our model to give a full account of the
experimentally observed features.
3.2.2 Intensity dependence
A last step to characterize the observed FWM signal experimentally is to analyze
its dependence on the intensity of the exciting laser pulse.
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Figure 3.14: FWM intensity maxima at the spectral position of excited and unexcited
transitions.
The data were taken at a bias field F = 1 V. The sample was held at 8 K. The
first pulse was shaped to excite two transitions with one unexcited transition
inbetween. The intensity of the second pulse with wave vector k2 has been kept
constant at approximately 6×108 cm−2 per well. Figures 3.14 and 3.15 show the
emitted FWM intensity as a function of excitation density. Clearly, the emit-
ted FWM intensity maximum is linearly proportional to the laser intensity, for
both excited and unexcited transitions, and the respective intensities are of the
same order. We discuss the properties of the FWM signal from the excited well
first. With increasing laser intensity, the FWM intensity maximum is shifted to
larger delay times (from 3 ps to 5 ps). At about 2.2 × 108 cm−2 per well, the
traces begin to show a strongly non-monoexponential decay after their intensity
maximum, whereas, after about 15 ps, traces for all excitation densities decay
monoexponentially with approximately the same decay time.
The FWM signal maximum at the spectral position of the transition unexcited
by the first pulse also shows a shift to larger delays for increasing laser intensity
(from 1.5 ps to 3 ps). The modulation to signal intensity contrast is unaffected
by the change of the excitation density, however, the non-monoexponential de-
cay rate is proportional to the laser intensity.
Please note that all tomography experiments were undertaken at 4×108 cm−2
per well where the FWM intensity emitted at the excited transition is linearly
proportional to the laser intensity for all delay times and the signal decay is mo-
noexponential. In the upcoming Section, we will try to understand the observed
intensity dependencies.
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Figure 3.15: FWM traces at the spectral position of excited (top) and unexcited (bot-
tom) transitions for increasing excitation density.
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3.3 Numerical model
In Subsect. 1.4.1 the time-integrated FWM signal at the spectral position of an
interband optical transition had been introduced according to the calculation by
Yajima and Taira [69], with the extension to a three-level-system of a common
ground state and two excited states as given by Schmitt-Rink [70, 71]. While
discussing the experiment it became apparent that the model provides qualita-
tive support, but has to be extended to give an explanation for features beyond
the simple model. We will address these experimental findings of the wave func-
tion correlation experiment in two steps: We begin by expanding our model by
an additional mechanism leading to a nonlinear signal, and we introduce an
inhomogeneous broadening [201] of the involved states to our calculations. We
anticipate that this first step will expand the model to yield the bottom-line
features of the experiment as found in the single-well experiment (Fig. 3.7), in
particular, it should account for the FWM signal at transitions that were not
excited by the first pulse and explain the different decay rates observed.
In a second step, we make use of the extended model to calculate numerically
the FWM signal due to the evolution of the wave packet created by the first
pulse. We will address the observed modulations of the FWM signal and provide
a stringent classification into quantum beats (QB) and interference of macro-
scopic polarizations (PI).
In Subsect. 1.4.3 we had motivated the existence of a nonlinear signal that
arises due to short optical pulse-induced change of one of the quantities in
Eqn. 1.59. While the ensemble of non-interacting three-level systems intrinsi-
cally bears the Phase-Space-Filling (PSF) [69] mechanism as a cause leading
to a nonlinear signal, further terms, approximating interaction between the in-
dividual three-level systems and the optical field, may necessarily be added to
account quantitatively for the interaction.
We now resume this discussion seeking to derive an equation for the third-
order polarization radiating in direction 2k2 − k1, where a phenomenological
Excitation-Induced-Dephasing (EID) [92–94] term is incorporated in addition
to the PSF term as a means to formulate the excitonic screening of the carrier-
carrier Coulomb potential.
We write the optical field of the pulses with wave vectors k1 and k2 as
E(t) = E1(t)exp[i(k1 · r − ωjt)] (3.2)
+ E2(t− τ)exp[i(k2 · r − Ωt)] + c.c. ,
where ωj is the resonance frequency of the excited interband transition in QW
j. If several QWs are excited by the first pulse, a summation over all spec-
tral components of the pulse with wave vector k1 takes place. Ω is the center
frequency of the spectrally unshaped laser pulse and E1 and E2 are the tem-
poral envelopes of the electric fields of first and second pulse, respectively. We
consider collinearly polarized beams only and disregard the vector-character of
the electric field and the polarization in our notation. The exciton density-
dependent ensemble coherence dephasing rate γj of transition j was introduced
in Eqn. 1.61 to be γj = γ+σn, where the parameter σ describes the influence of
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the density n on the dephasing rate phenomenologically. It leads to a real-time
dependence of the third order polarization of an inhomogeneously broadened
transition j [92]:
P
(3) PSF+EID
inh (t, τ) = −iN~−3µ4E22E∗1ei[(2k2−k1)r−Ωt]ei(Ω−ωj)(t−2τ)
× {Θ(t− τ)Θ(τ)e−γte−Γ2(t−2τ)2/2 +NσT1e−(Γτ)
2/2
× [Θ(t− τ)Θ(τ)(1− e−(t−τ)/T1)e−Γ2(t−τ)2/2e−γτ
+ Θ(t)Θ(−τ)(1− e−t/T1)e−(Γt)2/2e−γte2γτ ]} . (3.3)
N is the number of oscillators excited and T1 is the interband recombination
time. As a result of the inhomogeneity of the quantum states of the excited tran-
sition, the first two terms contain the Gaussian multipliers exp{−Γ2(t− 2τ)2/2}
and exp{−Γ2(t− τ)2/2} respectively, which describe the rephasing of the indi-
vidual constituents of the polarization [202]. In the third term no rephasing for
τ > 0 occurs. The spectrum of the time-integrated FWM signal is calculated
by Fourier transforming Eqn. 3.3. The spectrum of the PSF term (first term in
curly brackets in Eqn. 3.3) at positive delay τ reads:
P
(3) PSF
inh (ω, τ) = −iΘ(τ)Nµ4~−3E22E∗1ei[(2k2−k1)r]e
[i(ωj−ω)+γ]
2
2Γ2 e−2γτ
× e−i2τ(Ω−ω)erfc( i(ωj − ω) + γ
Γ
√
2
− τΓ√
2
) , (3.4)
where erfc(argument) stands for the complimentary error function of argument.
According to Eqn. 3.4, the observed FWM-signal resulting from PSF is not in-
stantaneous. It has a rise time which depends on the ratio β = γ/Γ. At β ≤ 0.1
the FWM intensity reaches its maximum after a few picoseconds. At larger
delay times, τ > 5/Γ, the FWM intensity decays exponentially, Iinh ∝ exp−4γτ .
The different mechanisms dominating the signal at different delay times also
alter the spectrum with respect to τ . During the signal rise time the FWM
signal resulting from PSF has a Voigt type lineshape, for large delays, τ > 5/Γ,
the line shape becomes Gaussian.
The PSF term (Eqn. 3.4) suffices to describe several features of the observed
FWM signal from quantum wells resonantly excited by the first pulse, in which
case the interference of the polarization induced by pulse k1 and the electrical
field of pulse k2 lead to a diffraction grating (a periodic modulation of the elec-
tron population) on which k2 self-diffracts. Namely, the signal rise time τup and
the exponential polarization decay time τ1 are well reproduced.
The density of the electron wave function, excited by both pulse k1 and
pulse k2 from a hole localized in one well, is periodically distributed over neigh-
boring wells also, as it is extended in z direction. Subsequently, the periodic
density modulation causes a spatial modulation of the ’local’ dephasing rate.
The carrier density variation also affects the dephasing rates of transitions be-
longing to neighboring wells, which were not excited by the first pulse but cast
over by the extended electron wave function of the excited transition. With
the susceptibility χ being inversely proportional to the dephasing rate γj , an
exciton density-induced change in the dephasing rate yields a contribution to
the overall nonlinear FWM signal. This spatial modulation of the dephasing
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Figure 3.16: Experimental and theoretical data of the single-well experiment. The
experimental FWM data were already shown in Fig. 3.7. The numerical fit data is
added to the lower plot by the symbols.
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rate of a transition ’unbleached’ by pulse k1, is observed from quantum wells
adjacent to wells in which a direct transition is excited. Apparently, the graded
well-width heterostructure design allows to explicitly separate between FWM
signals caused by PSF and EID. To our knowledge, such a clear and unambigu-
ous spectral separation of different mechanisms leading to a nonlinear signal has
not been reported so far.
The spectrum of the EID part from Eqn. 3.3 for positive delay τ (second term
in curly brackets) reads:
P
(3) EID
inh (ω, τ) = Θ(τ)
iN2µ4~−3E22E
∗
1σT1
2Γ
ei[(2k2−k1)r]ei(ω+ωj−2Ω)τ
× e− 12Γ2τ2−γτe
[i(ωj−ω)+γ+1/T1]
2
2Γ2
× erfc
(
i(ωj − ω) + γ + 1/T1√
2Γ
)
. (3.5)
The third order polarization PEIDinh (ω, τ, τ > 0) decays with a Gaussian delay-
time dependence, having its maximum shifted to small negative delay τ =
−γ/Γ2. The expression for PEIDinh (ω, τ, τ < 0) is identical, except for a devi-
ation in the decay dependence, i.e. PEIDinh (ω, τ, τ < 0) ∼ e−
1
2Γ
2τ2+2γτ . The
spectrum of the EID signal is, in contrast to the PSF term, completely inde-
pendent of the delay τ .
The explanation of the observed experimental features for excitation of one
well follows immediately from the distinct mechanisms for the nonlinear signal;
i.e. τup and τ1 reflect the inhomogeneous and homogeneous linewidth, respec-
tively. The experiment shown in Fig. 3.7 was modelled using homogeneous
inverse linewidths of γ = 40..52 µeV and inhomogeneous inverse linewidths of
Γ = 400..420 µeV (different linewidths for the individual QWs). Figure 3.16
shows the experimental data together with the results of the numerical model.
As signals from unexcited wells are entirely due to EID, σ was chosen to match
the relative FWM intensity between excited and unexcited wells. Both EID and
PSF is present as a cause of nonlinearity in an excited well.
Figure 3.17 presents the consequences of the model derived so far in more
detail: The influence of the ratio between homogeneous and inhomogeneous
broadening is shown. It determines the overall shape and delay dependence of
the EID term and the shape of the PSF term around delay times where the sig-
nal is maximal. The lower left plot and the right column of Fig.3.17 investigate
the properties of the model for two-well excitation: Clearly, we find modulations
in the FWM signal due to polarization interference [201,203]. The FWM signal
modulation is minimal at the maxima of the transition line and gets larger at
the wings of the transitions. A phase shift over the transition can be observed.
The exact beat period is hereby given by the beat period of the error function
in Eqn. 3.4. The signature of polarization interference is a phase change of the
beats around resonance! This signature will be persistent independently of the
extension of the electron wave function. It is caused by the interference of the
electric fields of the radiation emitted from the two QWs on the detector. We
see that we have a clear influence if neighboring wells are excited, however, the
signal modulation caused by polarization interference becomes marginal if the
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Figure 3.17: Calculated FWM signal intensities caused by PSF and EID vs delay time
τ (no quantum beat terms included). The left column shows the FWM signal due to
the PSF term for different inhomogeneous broadening Γ for single-well excitation (top-
left), in (mid-left) the FWM signal for identical excitation conditions in a neighboring
well due to EID is shown. The homogeneous linewidth γ has been kept constant. If two
neighboring wells are excited the FWM signal due to PSF shows oscillations (bottom-
left) which have small contrast at the top of the transition line and strong contrast in
the flanks. Importantly, there is a phase shift from lower to higher transition energy
over the transition line. The right column shows FWM signals due to the PSF term
only for two excited QWs with from top to bottom increasing energetic and spatial
separation of the excited transitions. Traces at the transition line maximum of QW 9
are plotted.
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excited wells are separated by at least one unexcited well.
Equations 3.4 and 3.5 also explain the observed experimental excitation in-
tensity dependencies very well (see Figs. 3.14 and 3.15). In both terms, the
polarizations are linearly proportional to the electric field E1 of the exciting
pulse, which explains the linear relation between laser intensity and FWM in-
tensity. The shift to larger delay times of the respective FWM intensity maxima
with increased laser power is due to an increase of the homogeneous linewidth
γ. The influence of the ratio β can be seen in Fig. 3.17. The laser intensity-
dependent onset of the non-monoexponential decay of the FWM signal of an
excited transition is not inherent in our model. Its microscopic mechanism is
not understood yet. A feasible step to model this regime would be to extend
Eqn. 1.61 with a further term ∼ n2.
So far, our model does not take into account the overlapping of the electron
wave functions at all. We make a next step by transforming our single-particle
noninteracting model of a series of QWs with ever-increasing interband transi-
tion energy.
Our experiment has demonstrated that the concept of the single-particle elec-
tron states’ splitting leading to a modulation in the FWM signal has to be given
up. All observed modulation frequencies result from the energetic splitting be-
tween the two excited interband transitions. A somewhat similar experiment by
S. T. Cundiff et al. [198] also observed strong emission at frequencies unexcited
by the first pulse. Here the emission at the exciton resonance was induced by
interaction of the continuum states. The concept of a set of independent two-
level systems had failed and had to be converted into a combined system2. This
picture has also been used in the context of quantum beats between excitons
localized on separate interface islands [204]. The core assertion of this model
is that the coherent response of an optically excited semiconductor cannot be
described by a set of independent two-level systems.
Figure 3.18 shows the conversion into a picture where the transitions share a
common ground state. This conversion helps us in two ways: (i) The observation
of a modulation of the FWM signal with the difference energy of the interband
transitions is now an inherent prediction of the model, and (ii) the common
ground state of the two transitions makes the concept of quantum beats of a
three-level system fully applicable. When interfering resonances share a common
level, it is necessary to describe how the inhomogeneously broadened states are
correlated [205]. In an atomic-gas system, which is normally Doppler broadened,
one expects a priori full correlation, whereas this condition could be relaxed in
condensed matter systems. The influence of the correlation on the observed
FWM signal was investigated in detail in Ref. [201], which we follow to derive
the quantum beat term on QW site j for the inhomogeneously broadened three-
level system:
2 ”Although this transformation into a multiple level system may not be the only possible
approach to understand our results, it does reveal several essential aspects of the coherent
response. It allows insight into how interactions can give rise to a new contribution to
the coherent response, without requiring a detailed understanding of the microscopic mecha-
nisms.” [198]
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Figure 3.18: Schematic transformation of the set of independent two-level systems (a)
into a combined system (b). In the combined system the dashed arrows correspond to
transitions in the presence of a population of the other.
Figure 3.19: Calculated exemplary FWM signal transients vs delay time τ at a res-
onance. For the calculation we used a simplified symmetric all-positive electron wave
function similar to the flatfield wave function of Fig. 3.2. The signal shows modula-
tions due to polarization interference and quantum beats. Parameters: 40/400 µeV
homogeneous/inhomogeneous linewidth, λ = 0, two neighboring wells excited by the
first pulse.
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P
(3) QB j
inh (ω, τ) = iΘ(τ)Nµ
2
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−3E22E
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− Γτ√
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2
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(
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2Γ
− λ Γτ√
2
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. (3.6)
We have here distinguished between the transition matrix elements µj0 and µk0
of the transitions from the ground state | 0〉 to the excited states | j 〉 and | k〉.
Equation 3.6 describes the polarization due to quantum beating near the reso-
nance j. It is valid as long as the respective main-contributing transitions are
separated much more than the inhomogeneous linewidth. For each QW site, a
term of the form of Eqn. 3.6 has to be added to the model. It is proportional to
the overlap of the two sign-afflicted wave functions at the particular QW site.
The correlation is introduced by λ, where λ = 0 (λ = 1) means no (full) correla-
tion. The effect of the correlation becomes evident as an effective decrease of the
linewidth. In our model, we kept λ = 0, our model linewidth may subsequently
underestimate the true linewidth. In contrast to polarization interference, the
FWM signal modulation due to quantum beats has its maximum at the maxima
of the participating resonances, and there is no phase shift of the resonance!
Figure 3.19 shows the contributions of the individual terms to the overall FWM
signal at the resonance of an excited QW site. Clearly, if there is significant
overlap between the two excited wave functions, then the quantum beat term
dominates the overall signal modulation at all frequencies, in particular at the
spectral position of the resonance.
As a next step, we show calculated spectra of the wave function tomography
scans. We begin with the case of a symmetric all-positive wave function. Fig-
ure 3.21 shows calculated plots of the spectrally resolved FWM signal for a set of
6 to 8 equidistant transitions. We use the wave function shown in Fig. 3.20 (a)
and parameters as in Fig. 3.19. The numerical results feature all the charac-
teristics found in the experimental low-field scans: All signal oscillations are in
phase, independently of the spectral position. The oscillation frequency is given
by the difference of the two excited interband transitions. The FWM signal
modulation contrast in QWs neighboring excited wells is larger than in QWs
excited by the pump pulse k1. The larger contrast at the transition maxima
as compared to the wings indicates that the signal modulation is dominated by
the overlap of the wave functions (QB).
The same calculation is done for a generic WS like wave function as depicted in
Fig. 3.20 (b) which is more localized around its center-of-mass and changes sign
on the low-potential side. Figure 3.22 shows the associated FWM spectra as
topography and gray-scale plots. If two neighboring transitions are excited, the
wave function overlap leads to a clear QB signature in the energetically lower
well (here is the overlap of the two wave functions large), while the energeti-
cally higher transition has a considerable modulation contrast at the wings of
the transition and spectral shift over the transition due to less wave function
overlap, the PI component becomes visible. Nevertheless, the signature of QB
3.3. NUMERICAL MODEL 135
(a)
(b)
z coordinate
w
a
v
e
 f
u
n
c
ti
o
n
 p
ro
b
a
b
ili
ty
 a
m
p
lit
u
d
e
Figure 3.20: Generic wave functions used for the model calculations presented in (a)
Fig. 3.21 and (b) Fig. 3.22.
with opposite phase of the two excited transitions can be clearly distinguished.
If one unexcited well is between the excited wells the QB signature weakens
while the PI component increases, the relative signal intensities of the unex-
cited transitions are a good indication of the wave function density distribution.
For the case of two unexcited wells in between excited wells, the signal at the
transitions not excited by the first pulse still shows some QW signature at low
signal intensities, while the signal at the excited transitions is entirely due to PI.
Finally, a direct comparison of experimental and numerical data is presented
exemplarily in Figs. 3.23 and 3.24 (from Ref. [195]). The experimental FWM
data were gathered at zero electric bias field on sample A in a bath cryostat at
liquid Helium temperature. For this particular sample, we estimated an internal
built-in electric field of F ≈ −5..−7 kV/cm from linear reflection measurements.
The modelling was done using the electron wave function calculated for F =
−5 kV/cm. Please note that all electric fields given in [195] have opposite sign
to the convention used here. We find a precise matching of our experimental
results and the numerical model.
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Delay (ps)
Energy (eV)
FWM Intensity
Figure 3.21: Calculated spectrally resolved FWM signal in semilogarithmic represen-
tation of the tomography experiment for the case of a symmetric all-positive wave
function as depicted in Fig. 3.20 (a). Two QW sites were excited by the first pulse
with wave vector k1, the separation of the excited QWs increases from zero to two QWs
from top to bottom.
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Figure 3.22: Calculated spectrally resolved FWM signal in semilogarithmic representation
as a 3D and gray-scale plot for the case of a nonsymmetric wave function that changes sign
as depicted in Fig. 3.20 (b). Two QW sites were exclusively excited by the first pulse with
wave vector k1, the separation of the excited QWs increases from zero to two QWs from top
to bottom.
138 CHAPTER 3. RECONSTRUCTION OF A WAVE FUNCTION
Figure 3.23: Experimental (lines) and calculated (symbols) kinetics of spectrally re-
solved FWM signals with respect to delay time τ : (a) two neighboring wells are excited
selectively by pulse k1, (b) between excited wells is one unexcited well; (c) between the
excited wells lie two unexcited wells.
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Figure 3.24: Gray-scale representation of experimental (left) and modelled (right)
spectrally resolved FWM signals for selective excitation of two QWs, separated by zero
(a,d), one (b,e), and two (c,f) non-excited wells.
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Conclusion
The creation of electron wave packets in atoms, molecules and solids has evolved
greatly over the past years, and its studies have gone well beyond the initial
thrust of studying the classical-quantum limit. Sparked by fascination about
the accessibility of this core element of quantum mechanics, primary attention
had been on the preparation of such coupled states and their observation in
time domain. By now, wave packet spectroscopy has increasingly become an
extremely powerful tool for the investigation of nature: As an example, the
observation of unexpected phenomena like wave packet revivals provided proof
and insight into the structure of the unharmonic atomic potential the electron is
experiencing [206]. Mastering the physics of wave packets will continue to have
an impact on a wide variety of fields ranging from quantum computing, metrol-
ogy, to coherent control applications to, e.g. foster a chemical reaction path.
The importance extends also to other branches of science. For example, ob-
served oscillations of neutrinos propagating along a nearly classical trajectory
are essentially an interference effect due to a superposition of different-mass
eigenstates of the neutrino [207] and can only be properly understood by a wave
packet analysis [208].
The aim of this thesis is to investigate the temporal evolution and spatial dis-
tribution of a Wannier–Stark wave packet in a semiconductor heterostructure
by means of coherent spectroscopy.
One focus of investigation was set on the influence of a tunneling probability of
the electron to higher bands on the coherent motion of the Bloch oscillating wave
packet. This particular mechanism inhibiting the Bloch oscillation (BO), or even
opposing the completion of a single BO cycle, had been suggested by Zener in
his original publication dating back to 1934. While BOs became a phenomenon
widely observed in systems ranging from atoms in light lattices, wave guides to
solids, experimental evidence of a damping of the coherent motion by Zener tun-
neling had been scarce. Experimental key contributions were made by Schnei-
der and Sibille [163,164] investigating coupling between discrete Wannier–Stark
states in photocurrent and transport measurements, respectively, and by Helm
et al. [165] by the demonstration of electron-tunneling to an above-barrier band
by intraband spectroscopy. By means of optical interband spectroscopy, Rosam
et al. [35, 169, 182] systematically studied the influence of a variable tunneling
probability tuned by an electric field onto the lifetime of a Wannier–Stark tran-
sition which translates to a field-induced delocalization of the wave function.
These experiments have been discussed in detail in Chapt. 2 along with the-
oretical investigations presented by Glutsch et al. [143, 177], which elaborated
that the regime of wave function localization [105] is followed by a regime of
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field-induced wave function delocalization for which single-band approximations
fail to solve the associated Wannier–Stark eigenvalue equation correctly.
Summary
This thesis presents the first study of the damping of a Bloch oscillating wave
packet by Zener tunneling to above-barrier states [33]. We investigate the time
evolution of an below-barrier subband Wannier–Stark wave packet in a strongly
coupled GaAs/AlGaAs superlattice (SL) with shallow quantum well barriers by
optical interband spectroscopy. We use a sub-100 fs homodyne pump-probe
technique which is sensitive to the intraband polarization. Spectrally resolved
Four-Wave-Mixing (FWM) is simultaneously utilized as a means to control the
excitation conditions. The set of SL samples is designed to accommodate one
below-barrier electron subband only, which, together with the heavy holes be-
ing immobile, makes it possible to attribute all observed dynamics either to the
coherent motion of the electron ensemble within its below-barrier subband or
to a tunneling of the electrons to above-barrier states. A variable tunneling
probability is achieved by applying an external electric field which tilts the SL
potential and effectively reduces the tunneling barrier.
In our pump-probe scheme, a first short laser pulse excites a Bloch oscillating
wave packet, while a second time-delayed pulse tests the state of the intraband
coherence. The experiment is repeated for increasing external electric field. The
presented experimental data unambiguously show a field-dependent continuous
decrease of the intraband coherence time, whereas the field-induced dephasing
rate of the sample structure with the narrower bandgap between below-barrier
and above-barrier miniband is observed to respond more strongly, whereby qual-
itatively proving Eqn. 2.1, derived by Zener to model tunneling between valence
and conduction band states. Besides the continuous field-induced damping of
the intraband polarization, we observe the signature of resonant Zener tun-
neling of a Bloch oscillating wave packet between discrete states belonging to
below and above-barrier bands. This coupling manifests itself as a revival of the
intraband polarization [34]. We find an approximate revival time of 1.8 ps.
The experiment is modelled in two aspects. First, in a 1D single-particle calcu-
lation the wave functions the BO wave packet is composed of are derived. Here,
the inter-subband dynamics are found to be given by the energetic splitting
between nearly-degenerate below and above-barrier states. The wave packet
tunnels from the below-barrier band to the above-barrier band while remain-
ing coherently oscillating. At this time, it is spatially spread over more than
100 nm! Later it recommences to the below-barrier band. After completion of
about 15 BO cycles, the wave packet has returned to its initial configuration (no
damping mechanisms considered). This simple picture is particularly intuitive
and can provide a qualitative understanding of the underlying physics. In par-
ticular, it ascribes the observed sudden drop of the intraband coherence time to
a destructive quantum interference between below and above-barrier states.
Second, in a further calculation a full SBE ansatz is made to calculate the
pump-probe signal. The model derives comparable intraband decay times and
electric-field dependencies. It reproduces the experimentally observed sudden
drop in the intraband decay time at a somewhat larger electric field. The re-
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sults gained by the pump-probe experiments are validated by complimentary
spectrally resolved four-wave-mixing (FWM) experiments, by which the reso-
nant Zener tunneling can be observed to lead to an anticrossing of above-barrier
states with below-barrier states.
Besides these studies in correlation-time domain using nonlinear optical tech-
niques, linear absorption measurements were carried out. We pursued the in-
vestigation beyond the study of electric field-induced delocalization and Zener
breakdown in a quasi-3D system [35, 169], and investigated Zener breakdown
in a true 1D system for the first time [40]. In a quasi-3D system the signature
of Zener breakdown is somewhat masked by Fano interferences [36, 177] that
appear owing to the coupling between the discrete exciton resonance and the
in-plane continuum of energetically lower-lying Wannier–Stark transitions. By
applying both a magnetic and an electric field in growth direction of the SL, the
acting fields lead to a wave function which is localized in all three dimensions,
due to the Wannier–Stark localization in growth direction and due to Landau
quantization in plane. The electron spectrum becomes discrete. We employed
the applied electric field as a means to vary the coupling of below-barrier states
to above-barrier states. Our experimental results give clear evidence of Zener
breakdown in SL with quantized in-plane continuum, which manifests itself by
the electric field-induced transition from discrete to continuous spectra. The
evolution of the absorption spectra is in qualitative agreement with a two-band
model in which Zener tunneling is accounted for, but in complete contradiction
when this effect is not included in the numerical calculations.
In the second experimental Chapter of this thesis, we report on the spatial
reconstruction of a wave function in amplitude and sign. We combine sets of
two wave functions to form a wave packet, and use partially degenerate spec-
trally resolved FWM [198] to trace the wave packet’s evolution in time. As
a model potential structure, we use a graded quantum well-width superlattice
(GSL) which allows us to precisely control the distance between the two wave
functions, as the direct interband transition for each quantum well has a de-
creasing transition energy for increasing well-width. By spatially tuning one
wave function with respect to the other and recording the amplitude and sign
of the modulations of the spectrally resolved FWM signal with respect to the
time delay, we are able to reconstruct the electron wave function. We performed
this set of correlation experiments for a variety of external electric bias fields,
by which we are able to modify the wave functions of the GSL. In particular,
we can generate a nearly symmetric wave function whose z component is every-
where positive, or, a Wannier–Stark like wave function which possesses a sign
change towards the low-potential side.
Our experimental scheme is able to qualitatively resolve the spatial distribution
of the wave function at first glance, also, the wave function’s sign change is read-
ily observed as a quantum beat with opposite phase in neighboring quantum
wells.
Our simulation of the third-order response of an inhomogeneously broadened
system reproduces the experimental data in great detail. We employ an optical
Bloch equations (OBE) ansatz for interaction-coupled three-level systems [198,
201] and consider excitation-induced dephasing (EID) as an additional mecha-
nism leading to a nonlinear signal [72, 91,92].
We calculate the electron wave function by a one-dimensional transfer-matrix
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algorithm, in which the electron-hole Coulomb interaction is approximated in
a parameterized form by adding the 1D Coulomb potential to the GSL poten-
tial. For low electric fields, the term of the electron-hole Coulomb interaction
dominates over the influence due to the nonperiodicity of the well-width of the
GSL potential, which leads to the above-mentioned all-positive symmetric wave
function.
Besides the wave function tomography experiment, the GSL structure and our
non-degenerate FWM scheme of a spectrally narrow, pulseshaped excitation
pulse and a spectrally broad probe pulse also allows for a detailed investigation
of nonlinear mechanisms leading to the FWM signal. In case of such spectrally
narrow resonant excitation, we detect a FWM-signal of transitions at spectral
positions that were not excited by the first pulse. In particular, we observe
a FWM signal of comparable amplitude at frequencies belonging to interband
transitions of quantum wells that were not themselves excited by the first pulse,
but lie in the vicinity of an excited quantum well! While such behavior is
expected in standard superlattices, as off-diagonal transitions are always coupled
to direct transitions via the ’shared’ localized hole state (or ground state), for
the GSL transition spectrum this effect is not immediately expected, and has
not been reported so far. The measured FWM signal at frequencies present in
the exciting pulse is distinctly different from the signal from neighboring wells,
whose direct transition is unexcited by the pump pulse. We explain this behavior
by two independently acting nonlinear mechanisms, EID and phase-space-filling
(PSF). The FWM signal at transitions unexcited by the first pulse but cast over
by the electron wave function from an excited transition in a neighboring well is
entirely due to EID, while both EID and PSF are the mechanisms responsible
for the FWM signal of a transition excited by the first pulse. Our experiment
and numerical model can separate the two mechanisms explicitly.
A similar experiment had previously been reported by Cundiff et al. [198] on an
InGaAs multiple quantum well sample. Here, the Coulomb coupling of excited
continuum transitions is observed to generate a FWM signal emission at the 1s
exciton resonance.
Outlook
A remaining question with regard to both our experimental investigations
of Zener tunneling, and the wave function tomography, is the theoretical un-
derstanding of the experimental data based on a microscopic model which in-
cludes the interband and intraband polarizations of excitons and the exciton
continuum. In particular, the application of the model put forward in Refer-
ences [84,85] onto the data gained by spectrally resolved differential pump-probe
(see Subsubsect. 2.4.1), will put the quantitative understanding of the THz
emission signal caused by Bloch oscillations [125,182] and the observed signal in
interband optical pump-probe spectroscopy on the same footing. Similarly, the
wave function tomography experiments would significantly gain by comparing
the phenomenological model presented in Subsect. 3.3 with the exciton-based
model for coupled asymmetric quantum wells introduced in Ref. [78].
Closely related to the phenomenon of Bloch oscillations in semiconductor su-
perlattices is the still strongly debated issue of gain in the vicinity of the Bloch
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frequency, and the design of a THz-emitting device. While the utilization of
the quantum-cascade (QC) design [209,210] has led to electrically pumped THz
emitters [211], a design based on coherent wave packet motion has not yet been
made available. One important lever to optimize QC devices is the engineer-
ing of carrier injection and sweep-out as well as carrier cooling, accomplished
by intersubband tunneling and optical phonon emission, respectively. A firm
understanding of resonant tunneling processes of miniband electrons, and their
tunneling-induced coupling to other quasi-particles like phonons, is crucial to
extent the QC design in the far-infrared [212], a topic which is being investi-
gated [213].
One feasible approach to use wave packet motion for THz emission is the
combination of a two-colour vertical surface emitting laser (VCSEL) device [214]
with an intracavity superlattice or double quantum well, where the dual-wave-
length laser field drives a coherently oscillating wave packet [215] which radi-
ates at the difference-frequency of the participating transitions from a common
ground state [216], e. g. at the Bloch frequency.
A further point of interest may be the direct utilization of the Wannier–
Stark ladder of a superlattice as a sensitive THz detector. The detection of
strong THz fields stemming from a Free-Electron-Laser (FEL) has been accom-
plished [217,218] by detecting changes of the current through the SL. However,
we propose the detection of a THz transient impinging on the SL by detect-
ing the spectral response of Wannier-Stark states in the probing near-infrared
beam. The response of such an optical detector would be tunable by an applied
electric field.
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[79] Th. Östreich, K. Schönhammer, and L. J. Sham, Phys. Rev. B 58, 12920
(1998).
[80] N. H. Kwong, R. Binder, Phys. Rev. B 61, 8341 (2000).
150
[81] W. Hoyer, M. Kira, and S. W. Koch, Phys. Rev. B 67, 155113 (2003).
[82] R. Binder and N. H. Kwong, Conference on Lasers and Electro-
Optics/Quantum Electronics and Laser Science Conference
(CLEO/QELS), Poster session, San Francisco (2004).
[83] M. Dignam, J. E. Sipe, and J. Shah, Phys. Rev. B 49, 10502 (1994).
[84] A. Zhang, and M. M. Dignam, Phys. Rev. B 69, 125314 (2004).
[85] L. Yang, B. Rosam, J.-M. Lachaine, K. Leo, and M. M. Dignam, Phys.
Rev. B 69, 165310 (2004).
[86] D. S. Chemla, D. A. B. Miller, S. Schmitt-Rink, Optical Nonlinearities
and Instabilities in Semiconductors, ed. by H. Haug, Academic Press, Inc.
(1988).
[87] T. Meier, P. Thomas, and S. W. Koch, Coherent Dynamics of Photoexcited
Semiconductor Superlattices with Applied Homogeneous Electric Fields, in
Ultrafast Phenomena In Semiconductors, ed. by K. T. Tsen, Springer-
Verlag New York Berlin Heidelberg (2001).
[88] D. S. Chemla and J. Shah, Nature 411, 549 (2001).
[89] D. S. Chemla, in Semiconductors and Seminmetals, Vol. 58, p. 175,
Acad. Press, San Diego (1998).
[90] R. J. Elliott, Phys. Rev. 108, 1384 (1957).
[91] H. Wang, K. B. Ferrio, D. G. Steel, Y. Z. Hu, R. Binder, and S. W. Koch,
Phys. Rev. Lett 71, 1261 (1993).
[92] H. Wang, K. B. Ferrio, D. G. Steel, P. R. Berman, Y. Z. Hu, R. Binder,
and S. W. Koch, Phys. Rev. A 49, 1551 (1994).
[93] M. Wegener, D. S. Chemla, S. Schmitt-Rink, and W. Schäfer, Phys. Rev.
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Phys. A 78, 441 (2004).
[196] S. M. Cao, M. Willander, A. A. Toropov, T. V. Shubina, B. Ya. Melt’ser,
S. V. Shaposhnikov, P. S. Kop’ev, P. O. Holtz, J. P. Bergman, and B. Mon-
emar, Phys. Rev. B 51, 17257 (1995).
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