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A BANACH SPACE IN WHICH EVERY INJECTIVE OPERATOR
IS SURJECTIVE
ANTONIO AVILE´S AND PIOTR KOSZMIDER
Abstract. We construct an infinite dimensional Banach space of continuous
functions C(K) such that every one-to-one operator T : C(K) −→ C(K) is
onto.
1. Introduction
Already S. Banach has asked if every infinite dimensional Banach space X has
a proper subspace isomorphic to X ([5]). It took many decades until this problem
has been solved in the negative by T. Gowers in [13]. Thus, in spaces X like in [13]
all isomorphisms T : X → X must be onto X . This property is shared by spaces
with few operators constructed and investigated for example in [12] or [3] based on
hereditarily indecomposable Banach spaces (abbreviated HI) as well as in Banach
spaces of the form C(K) with few operators first constructed in [19]. In this paper
answering a question from [14] we strengthen this property proving the following:
Theorem 1.1. There is an infinite dimensional Banach space X such that when-
ever a bounded linear operator T : X → X is injective, then it is an isomorphism
onto X. Moreover X is of the form C(K).
Our approach is to construct a Banach space of the form C(K) with few op-
erators in the sense of [19]. Additional special properties of the compact space
present in our construction (K is an almost P -space) guarantee that every injective
operator is an isomorphism and so previously known arguments for C(K) spaces
with few operators can be used to conlude that the operator is onto. This seems
the only possible approach of modifying known spaces with few operators that can
work. Indeed, separable Banach spaces and HI spaces cannot serve for our purposes
because the main property may be shared only by finite dimensional spaces or those
which have nonseparable dual space in the weak∗ topology (see [14]):
Proposition 1.2. Suppose X is an infinite dimensional Banach space whose dual
ball which is separable in the weak∗ topology. Then there is an injective operator on
X which is not an automorphism of X. In particular this property is shared by all
separable infinite dimensional Banach spaces and all HI spaces.
Proof. By a result from [11], if the dual ball of X is separable in the weak∗ topology,
then there is a compact injective operator T : X → X . A compact operator cannot
be onto an infinite dimensional Banach space. As any HI space embeds into ℓ∞ (A.
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IV. 6 of [4]) whose dual ball is separable in the weak∗ topology, we conclude that
such spaces have separable dual balls as well. 
We also prove (see 2.3, 2.4 and the remarks after it) that a Banach space of the
form C(K) where all injective operators are automorphisms cannot be one of the
known constructions as in [19, 25, 20, 10, 22].
Another remark is that our space satisfies a version of the invariant subspace
property for nonseparable spaces, namely every operator T : X −→ X has an
invariant subspace Y such that both Y and X/Y are of density c. Indeed, the
subspace Y can be chosen to be complemented and such that still every injective
operator Y −→ Y or X/Y −→ X/Y is an isomorphism. This is analogous to what
happens in some separable Banach spaces with few operators [1, 2], where it can be
proven that every operator has a proper infinite-dimensional invariant subspace.
We wish to express our gratitude to Amin Kaidi. The discussion with him during
a visit of the first author to the University of Almeria is in the origin of this paper.
2. Almost P -spaces and weak multipliers
If K is a compact and Hausdorff and g ∈ C(K) we can define an operator
Tg : C(K) → C(K) by Tg(f) = fg, likewise for g a Borel bounded function on K
we can define g∗T : M(K)→M(K) by
∫
fdg∗T (µ) =
∫
fgdµ for every µ ∈M(K)
and f ∈ C(K).
Definition 2.1. Let T : C(K)→ C(K) be a linear bounded operator. We say that
T is a weak multiplication if and only if there is a g ∈ C(K) and a weakly compact
operator S : C(K)→ C(K) such
T = Tg + S.
We say that T is a weak multiplier if and only if there is a Borel g∗ : K → K and
a weakly compact operator S : C∗(K)→ C∗(K) such that
T ∗ = g∗T + S.
We will say that a space C(K) has few operators if and only if all operators on
C(K) are weak multiplications or weak multipliers.
Of course a weak multiplication is a weak multiplier and the form of the weak
multiplication is much nicer. However, the notion of a weak multiplier plays a more
natural role for example having all operators weak multipliers is invariant under
isomorphisms of C(K) spaces and having all operators weak multiplications is not
([28]).
It is easy to construct a weak multiplier on C(K) which is not a weak multiplica-
tion if we have a function which is discontinuous at one point and the discontinuity
cannot be removed by changing the value in this point. For example χ[0, 1
2
] is such
a function on [0, 1] and we get T : C([0, 1])→ C([0, 1]) defined by
T (f) = χ[0, 1
2
](f − f(
1
2
)),
then T ∗ = g∗T where g
∗ = χ[0, 1
2
] is the Borel function which is discontinuous at
one point 12 . We say that an x ∈ K is C
∗-embedded if and only every continuous
g : K \ {x} → [0, 1] can be extended to a continuous function on K. It is proved in
2.7 of [19] that every weak multiplier is a weak multiplication on C(K) if and only
if for every x ∈ K the subspace K \ {x} is C∗-embedded in K.
3Definition 2.2 ([17]). A topological space is called an almost P -space if and only
if every nonempty Gδ-set has non-empty interior.
Proposition 2.3. If K is not a weak P -space, then there is a an injective operator
T : C(K)→ C(K) which is not an automorphism of C(K).
Proof. Let Un ⊆ K be open subsets of K for n ∈ N such that
⋂
n∈N Un = F 6= ∅
has empty interior. We may assume that Un+1 ⊆ Un for each n ∈ N, and so that
F is closed. Let gn : K → [0, 1/2n] be continuous functions satisfying gn(x) =
1/2n whenever x ∈ K \ Un and gn(x) = 0 whenever x ∈ F . Let g = Σn∈Ngn.
Note that g ∈ C(K) assumes value 0 in x ∈ K if and only if x ∈ F . Consider
the operator Tg. The operator is injective, because any nonzero f ∈ C(K) has
values separated from zero on an open set, i.e., not included in F . Tg is not an
isomorphism because whenever n ∈ N and the support of f is inluded in Un we
have ||Tg(f)|| ≤ (1/2n−1)||f ||. It follows from the open mapping theorem that the
image of Tg is not closed, in particular, Tg is not onto C(K). 
Recall that a topological space satisfies the countable chain condition if and only
if it does not admit an uncountable pairwise disjoint collection of open sets.
Lemma 2.4. No infinite compact Hausdorff almost P -space K satisfies the count-
able chain condition.
Proof. We may assume that K has at most countably many isolated points. This
excludes scattered spaces where isolated points form a dense open set whose com-
plement would be Gδ under the above assumption. In any nonscattered compact
space we can construct a family {Us : s ∈ {0, 1}n, n ∈ N} of nonempty open sets
such that Us ⊆ Ut whenever t ⊆ s and Us ∩Ut = ∅ whenever s∪ t is not a function
where s, t ∈ {0, 1}n and n ∈ N. If K is a weak P -space for every σ ∈ {0, 1}N
there is nonempty open Uσ ⊆ Us for all s ∈ {0, 1}n with s ⊆ σ. It follows that
{Uσ : σ ∈ {0, 1}N} is a pairwise disjoint family of nonempty open sets of K of
cardinality continuum. 
The compact spaces constructed in [19, 25, 20, 10, 22] all satisfy the countable
chain condition (which is essentially used), and so they are not almost P -spaces. It
follows that the constructions like in [19, 25, 20, 10, 22] cannot be used to conclude
the main result of this paper.
The crucial properties of P -spaces in the context of multiplications and weakly
compact operators are the following:
Lemma 2.5. Suppose that K is a compact Hausdorff space which does not satisfy
the countable chain condition. Then no weakly compact operator T : C(K)→ C(K)
is injective.
Proof. Suppose that T : C(K)→ C(K) is weakly compact. Then ||T (fn)|| → 0 for
any sequence of pairwise disjoint (i.e., f .nfm = 0 for distinct n,m ∈ N) functions in
C(K) ([7]). Let {Ui : i ∈ I} be an uncountable pairwise disjoint family of nonempty
open subsets of K existing by Lemma 2.4 and let fi ∈ C(K) be nonzero functions
with supports included in Ui for each i ∈ I. It follows that ||T (fi)|| = 0, that is
T (fi) = 0, for all but countably many i ∈ I, and therefore T is not injective. 
Lemma 2.6. Suppose that K is a compact Hausdorff which is an almost P -space
and g ∈ C(K). Tg is an isomorphism onto its range if and only if Tg is injective.
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Proof. If Tg is not an isomorphism onto its range, then g(x0) = 0 for some x0 ∈ K.
Since {x ∈ K : g(x) = 0} is Gδ, it follows that it contains a nonempty open set
U ⊆ K. Taking a nonzero function f ∈ C(K) with its support in U , we have
Tg(f) = 0 and hance Tg is not injective. 
Proposition 2.7. Suppose that K is a compact totally disconnected almost P -space
such that every operator on C(K) is a weak multiplier. Then every injective linear
bounded operator on C(K) is an automorphism of C(K).
Proof. Let T be an injective operator on C(K). Since we assume that all operators
on C(K) are weak multipliers, by Theorem 2.2. (b) of [19] there is a bounded
borel g : K → R with at most countably many points of discontinuity and a
weakly compact operator S : C(K)∗ → C(K)∗ such that T ∗ = g∗T + S. Let
X = {xn : n ∈ N} be the set of the points of discontinuity of g.
First we will prove that there is no infinite sequence Y = {yn : n ∈ N} of points
of K such that |g(yn)| < 1/n. Supose that there is such a Y and let us derive a
contradiction. Let y ∈ K \X be an accumulation point of Y . It exists as the set
of accumulation points of Y is closed and with no isolated points since K cannot
have nontrivial convergent sequences because this would give a complemented in
C(K) copy of c0 yielding a noncommutativity of the quotent ring of all operators
on C(K) divided by weakly compact operators, contradicting by 4.5. of [28] the
fact that all operators on C(K) are weak multipliers. Moreover g(y) = 0 since g is
continuous at y.
Consider Vn = g
−1[(−1/n, 1/n)] \X . It is a relative open set in K \X . Let Un
be an open set of K such that Un \X = Vn. Let U =
⋂
(Un \ {xk : k < n}). U ∋ y
is a non-empty Gδ set, and so it has a nonempty interior W . We may assume that
W is clopen. Of course g|W = 0. Taking a function f ∈ C(K) with support in W
and any µ ∈M(K) we have
T ∗(µ)(f) =
∫
gfdµ+ S(µ)(f) = 0 + S(µ)(f).
So the dual of the restriction of T to functions with supports inW is weakly compact
and so by Gantmacher theorem the restriction of T to functions with supports in
W is weakly compact. In particular T is not injective by Lemma 2.5 as W is an
almost P -space. It follows that T is not injective, a contradiction. This completes
the proof of the nonexistence of Y as above.
Hence there is k ∈ N such that |g(x)| > 1/k for all but finitely many points
x ∈ K. By modifying g to gˆ on this finite set of points we obtain T ∗ =gˆ∗ T + S′
where |gˆ(x)| > 1/k for all points x ∈ K and S′ = S +(g−gˆ)∗ T is weakly compact
on M(K). gˆ∗T is now an automorphism on M(K), S
′ is strictly singular as weakly
compact on a dual to C(K) by [8, VI.8.10 and p. 394]. By Propositon 2 (c) 10 of
[24] T ∗ =gˆ∗ T+S
′ is Fredholm and so has a closed range and has the same Fredholm
index as gˆ∗T that is zero. As T is injective, T
∗ is onto, hence as an operator of
Fredholm index zero T ∗ has zero kernel an by the open mapping theorem it is an
automorphism of M(K). Hence T is an automorphism of C(K) by Ex. 2.39 of [9]
which completes the proof of the proposition. 
In this paper we shall construct a compact space K that satisfies the hypotheses
of Proposition 2.7. We do not know if one can prove without extra set-theoretic
axioms that such a K can exist so that every operator on C(K) is actually a weak
5multiplication. In fact the countable chain condition was needed in the construc-
tions like in [19, 25, 20, 10, 22] to ensure that K \ {x} is C∗-embedded in K for
every x ∈ K and consequently (by 2.7 of [19]) that every weak multiplier is actually
a weak multiplication. It should be noted however, that assuming an additional
set-theoretic axiom ♦ (see [16, 23]) such construction seems possible.
Let us say that a Boolean algebra is an almost P -algebra if its Stone space is
an almost P -space. We will use the symbols ∧, ∨, − and ≤ to denote the usual
operations and the order in a Boolean algebra. If a is an element of a Boolean
algebra, we will denote by [a] the corresponding clopen subset in its Stone space.
Lemma 2.8. Suppose that A is a Boolean algebra which is an almost P -algebra.
Suppose that fn ∈ C(KA) for each n ∈ N and
∑
n∈N fn(x) > δ for some x ∈ KA
and some δ ∈ R. Then there is a ∈ A such that∑
n∈N
fn(y) > δ
for every y ∈ [a].
Proof. By the continuity of fn, for each n ∈ N there is an an ∈ A such that x ∈ [an]
and fn(y) is close to fn(x) for each y ∈ [an]. So
⋂
n∈N[an] is a nonempty Gδ set
and so has a nonempty interior as KA is an almost P -space. It follows that there
is a ∈ A as required. 
3. Separation by submorphisms instead of separation by suprema
We say that two subsets I and J of a Boolean algebraA are orthogonal if x∧y = 0
for all x ∈ I, y ∈ J . We say that I and J are separated in A if there exists c ∈ A
such that x ≤ c, y ∧ c = 0 for all x ∈ I, y ∈ J .
We will say that a function between Boolean algebras φ : A1 −→ A2 is a sub-
morphism if φ(a ∧ b) = φ(a) ∧ φ(b), φ(a ∨ b) = φ(a) ∨ φ(b) and φ(0) = 0. If it also
satisfies φ(1) = 1, then we call φ a morphism.
Theorem 3.1. Let A be a Boolean algebra which is an almost P -algebra and KA
its Stone space. Suppose that for every pairwise disjoint family a = {an : n < ω} ⊂
A \ {0} there exists a submorphism φa : Pa −→ A such that
(1) Pa is a subalgebra of P(ω) that contains all finite sets.
(2) φa({n}) = an
(3) For any infinite σ ⊂ ω, and for any family of pairwise disjoint
{bn, n ∈ σ} ⊂ A \ {0}
orthogonal with {an : n ∈ N}, there exists τ ⊂ σ such that
(a) τ ∈ Pa
(b) {bn : n ∈ τ} and {bn : n ∈ σ \ τ} are not separated in A.
Then every operator T : C(KA) −→ C(KA) is a weak multiplier.
Proof. Suppose that A is a as above and that T : C(KA)→ C(KA) is not a weak
multiplier. By 2.1 and 2.2 of [19] there is an ε > 0, an antichain {an : n ∈ N} of A
and points xn ∈ K such that xn 6∈ [an] and
1) |T (1An)(xn)| > ε.
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By a slight modification of the points xn we may assume that they are not in the
closed and nowhere dense set F =
⋃
n∈N[an] \
⋃
n∈N[an].
By applying the Ramsey theorem [16, Theorem 9.1] to a coloring c : [N]2 → {0, 1}
where c(n,m) = 1 iff xn ∈ [am] or xm ∈ [an] and the fact that {an : n ∈ N} is an
antichain we may assume, by taking an infinite subset of N that xn 6∈ [am] for any
two distinct n,m ∈ N.
By applying the Rosenthal lemma [26, Lemma 1.1] by taking an infinite subset of
N we may assume that Σn∈N\{k}|T (1[an])(xk)| < ε/3 holds for all k ∈ N. Of course
if |T (1[an])(xk)| < δ, for some δ > 0, then there is b
k
n 6= 0 in A such that xk ∈ [b
k
n]
and ||T (1[an])|[b
k
n]|| < δ. Since A is an almost P -algebra there are 0 6= bk ≤ b
k
n for
all k ∈ N, so by the choice of xn outside of F we may assume that {bn : n ∈ N}
and {an : n ∈ N} are orthogonal and
2) Σn∈N\{k}||T (1[an])|bk|| < ε/3.
Moreover, by 1) and considering a bit smaller bks we may assume that for all n ∈ N
and for all x ∈ [bn] we have
3) |T (1an)(x)| > ε.
Let φa and Pa be as in the statement of the Theorem for a = {an : n ∈ N}.
Case 1. There is an infinite σ ⊆ N and 0 6= ck ≤ bk for all k ∈ N such that
T (1φa(τ))|[ck] =
∑
n∈τ
T (1[an])|[ck]
holds for every τ ⊆ σ, τ ∈ Pa.
In this case, by 2) and 3), if k ∈ τ , for every x ∈ [ck] we have
|T (1φa(τ))(x)| = |
∑
n∈τ1
T (1[an])(x)| > 2ε/3
and if k 6∈ τ , for every x ∈ [ck] we have
|T (1φa(τ))(x)| = |
∑
n∈τ1
T (1[an])(x)| < ε/3
Then (T (1φa(τ)))
−1((−∞, ε/3]) and (T (1φa(τ)))
−1([2ε/3,∞)) separate {cn : n ∈ τ}
from {cn : n 6∈ τ} whenever τ ⊂ σ, τ ∈ Pa. This contradicts condition (3) of the
Theorem.
Case 2. Case 1 does not hold.
Assuming the negation of the condition from case 1, we will carry out a transfinite
inductive construction which will contradict the boundedness of the operator T .
Let {σξ : ξ < ω1} be an almost disjoint (i.e., such that pairwise intersections of its
elements are finite) family of infinite subsets of N. For all ξ < ω1 construct:
• an infinite τξ ⊆ σξ,
• an antichain {cξk : k ∈ N} such that 0 6= c
ξ′
k ≤ c
ξ
k ≤ bk for all k and all
ξ ≤ ξ′ < ω1,
• nξ,mξ ∈ N \ {0}
such that for all x ∈ [cξnξ ] we have
(4) |T (1φa(τξ))(x) −
∑
n∈τξ
T (1an)(x)| > 1/mξ.
7The possiblity of such a construction follows from the fact that KA is an almost
P -space Lemma 2.8 and the assumption that Case 1 does not hold.
A single pair (n′,m′) has appeared infinitely many times as (nξ,mξ). Let i ∈ N
be such that i/6m′ > ||T || and consider ξ1 < ... < ξi such that (nξi ,mξi) = (n
′,m′).
Let n0 ∈ N be such that the pairwise intersections of all τξ1 , ..., τξi be included in
{0, ..., n0 − 1}. Puting τ ′ξ = τξ \ {0, ..., n0 − 1} and noting that
1φa(τξ) = 1φa(τ ′ξ) +
∑
n∈τξ∩n0
1an
we conclude from (4) that
|T (1φa(τ ′ξj )
)(x) −
∑
n∈τ ′
ξj
T (1an)(x)| > 1/m
′
for all x ∈ [cξin′ ] and all 1 ≤ j ≤ i. By taking n
′
0 > n0 and using (2) we may assume
that |
∑
n∈τ ′
ξj
T (1an)(x)| < 1/3m
′ and so |T (1φa(τ ′ξj )
)(x)| > 2/3m′ for all x ∈ [cξin′ ]
for all 1 ≤ j ≤ i and consequently for some F ⊆ {1, ..., i} of cardinality not smaller
than i/2 and some x ∈ [cξin′ ] we have
|
∑
j∈F
T (1φa(τ ′ξj )
)(x)| > (1/3m′)(i/2) > ||T ||.
However τ ′ξs are pairwise disjoint, so φa(τ
′
ξ)s are pairwise disjoint. It follows that
||
∑
j∈F 1φa(τ ′ξ)|| = 1 and so ||T (
∑
j∈F 1φa(τ ′ξj )
)|| ≤ ||T ||, a contradiction.

Remarks. Theorem 3.1 holds true even without the assumption that A is an
almost P -algebra. The proof in the general case would follow the steps of [27,
Theorem 3.3.2], which corresponds to the case in which Pa is the algebra of all
subsets τ ⊂ ω such that {an : n ∈ τ} has a supremum in A, and φa(τ) =
∨
{an :
n ∈ τ}. We decided to include a self-contained proof, and the assumption that A
is a P -agebra simplifies the argument and it is enough for our purposes.
Lemma 3.2. Let Aˆ ⊂ Bˆ be Boolean algebras such that |Aˆ| < c ≤ |Bˆ|, let φ :
P(ω) −→ Bˆ be a submorphism such that φ{n} ∈ Aˆ for every n < ω, let I be a set
with |I| < c and suppose that for every i ∈ I, Xi, Yi ⊂ Aˆ are orthogonal sets which
are nonseparated in Aˆ. Then, there exists an infinite set τ ⊂ ω such that Xi nd Yi
remain unseparated in Aˆ〈φυ〉 for all υ ⊂ τ and all i ∈ I.
Proof. We follow a similar argument as in [19, p. 1659]. LetM be an almost disjoint
family of subsets of ω with |M| = c. We shall prove that there exists τ ∈ M that
satisfies the statement of the Lemma. We proceed by contradiction, so suppose
that for every τ ∈M there exist i ∈ I and υ ⊂ τ such that Yi and Xi are separated
in Aˆ〈φυ〉.
The separation means that there exist pairwise disjoint b, c, d ∈ Aˆ such that
z = (b ∧ φυ) ∨ (c ∧ −φυ) ∨ d
separates Yi and Xi.
Since |M| = c, and there are less than c many choices for i, b, c and d, it follows
that there exists a single i ∈ I and three fixed elements b, c and d such that for at
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least two different choices of τ ∈M there exists υ ⊂ τ such that
z(υ) = (b ∧ φυ) ∨ (c ∧ −φυ) ∨ d
separates Yi and Xi. So pick τ 6= τ ′ in M, υ ⊂ τ , υ′ ⊂ τ ′ as above. Then, since
both z(υ) and z(υ′) separate Yi from Xi,
z0 = (b ∧ φυ ∧ φυ
′) ∨ (c ∧−(φυ ∧ φυ′)) ∨ d
also separates Yi from Xi. But z0 ∈ Aˆ since
φυ ∧ φυ′ = φ(υ ∩ υ′) =
∨
n∈υ∩υ′
φ{n}
as υ ∩ υ′ is finite. This is a contradiction with the hypothesis that Yi and Xi are
nonseparated in Aˆ. 
4. The construction
Along this section, B will be the Boolean algebra of subsets of N modulo finite
sets, B = P(N)/F in.
Theorem 4.1. There exists an infinite Boolean algebra A ⊂ B which satisfies the
hypotheses of Theorem 3.1.
Proof. We shall construct A as a union of a c-chain of subalgebras of B, each
subalgebra being of size less than c, in the form A =
⋃
α<cAα, |Aα| < c. The
algebrasAα are constructed by induction. For the first step, A0 can be any arbitrary
infinite subalgebra of B of cardinality less than c. Let us write
c =
⋃
α<c
Fα ∪
⋃
α<β<c
Gαβ
as a disjoint union where |Fα| = |Gαβ | = c and Fα ∩ α = Gαβ ∩ β = ∅ for each
α < β < c. We write Gαβ = {ξ
δγ
αβ : δ, γ < c} in such a way that (δ, γ) 7→ ξ
δγ
αβ is
a bijection between c × c and Gαβ . Once the algebra Aα is defined, we make the
following enumerations:
(1) {(dξn)n∈N : ξ ∈ Fα} are all strictly decreasing sequences of Aα.
(2) {{aγn(α) : n ∈ N} : γ < c} are all pairwise disjoint families in Aα \ {0}.
We fix morphisms ψγα : P(ω) −→ B such that ψ
γ
α({n}) = a
γ
n(α). Such
morphisms can be the following way: let σn ⊆ N be pairwise disjoint sets
such that h(σn) = an where h : ℘(N) → ℘(N)/F in = B is the canonical
surjective homomorphism; now define ψγα(ρ) = h[
⋃
n∈ρ σn].
(3) {{bδn(α)) : n ∈ σ
δ(α)} : δ < c} are all possible families where σδ(α) is an
infinite subset of N and {bδn(α) : n ∈ σ
δ(α)} is a family of pairwise disjoint
elements of Aα \ {0}.
At limit steps we shall define Aα =
⋃
β<αAβ . At a successor stage, Aξ+1 will
be the algebra generated by Aξ and a certain element xξ that we will add, Aξ+1 =
Aξ〈xξ〉. When ξ ∈ Fα for some α, xξ will be a lower bound of {dξn : n < ω}. When
ξ = ξγδαβ ∈ Gαβ for some α < β and the family {a
γ
n(α), b
δ
n(β), n ∈ σ
δ(β)} is pairwise
9disjoint, we shall find an infinite τξ ⊂ σδ(β) such that Bξ+ = {b
δ
n(β) : n ∈ τ
ξ}
and Bξ− = {b
δ
n(β) : n ∈ σ
δ(β) \ τξ} are nonseparated in Aα and we shall define
xξ = ψ
γ
α(τ
ξ), Aξ+1 = Aξ〈xξ〉. In this way, in the steps in Fα we take care that we
obtain an almost P -space, while in the steps in Gαβ we take care that the hypothe-
ses of Theorem 3.1 are satisfied1. In order this to work we must make sure that
when we construct Aξ+1, those families of the form B
ξ′
+ and B
ξ′
− that were chosen
to be nonseparated in some previous step ξ′ < ξ, remain nonseparated in Aξ+1,
assuming inductively that they were kept nonseparated in Aξ. More precisely, this
is done as follows:
(1) If ξ ∈ Gαβ for some α < β ≤ ξ, then ξ = ξ
γδ
αβ for some γ, δ < c. We
have {an = aγn(α) : n < ω} and ψ = ψ
γ
α : P(ω) −→ B on the one hand,
and {bn = bδn(β) : n ∈ σ = σ
δ(β)} on the other hand. If an ∧ bm 6= ∅
for some n,m ∈ σ we do nothing and just define Aξ+1 = Aξ (we call this
a trivial step). Otherwise, we can apply Lemma 3.2 for Bˆ = B, Aˆ = Aξ,
φ = ψ|P(σ) : P(σ) −→ B, and the sets B
ζ
+ and B
ζ
− which are kept nonsep-
arated in Aξ for ζ < ξ by the inductive hypothesis. Let τ ⊂ σ be given
by Lemma 3.2. Since |Aξ| < c there are less than c many υ ⊂ τ such that
{bn : n ∈ υ} and {bn : n ∈ σ \ υ} are separated. So choose τξ ⊂ τ such
that {bn : n ∈ υ} and {bn : n 6∈ σ \ υ} are not separated, xξ = ψ(τξ) and
Aξ+1 = Aξ〈xξ〉.
(2) If ξ ∈ Fα for some α ≤ ξ, then {dξn : n < ω} is a strictly decreasing sequence
of elements of Aα ⊂ Aξ, and we must add an element below it. If there
exists some element a ∈ Aξ such that a < dξn for all n, then we do not
need to add anything, and we make just Aξ+1 = Aξ. Otherwise, choose
xξ = x ∈ B \ {0} such that x < dξn for all n. Notice that if y ∈ Aξ and
y ≤ x then y = 0.
We have to check that Bζ+ and B
ζ
− remain unseparated in Aξ+1 for
ζ < ξ. So suppose for contradiction that they were separated by some
element z = (b ∧ x) ∨ (c ∧ −x) ∨ d with b, c, d ∈ Aξ pairwise disjoint. We
claim that z′ = (c ∨ d) also separate Bζ+ and B
ζ
−, which is a contradiction
since z′ ∈ Aξ. On the one hand, if u ∈ B
ζ
+ then
u < z = (b ∧ x) ∨ (c ∧−x) ∨ d < b ∨ c ∨ d.
But moreover, u∧ b < z∧ b < x and since u∧ b ∈ Aξ, we get that u∧ b = 0.
This proves that u < z′ = (c ∨ d). On the other hand if v ∈ Bζ−, then
v ∧ z = 0. This implies that v ∧ c ∧ −e = 0, so v ∧ c < e and since
v ∧ c ∈ Aξ, we get that v ∧ c = 0. It is clear that we also have v ∧ d = 0,
so v ∧ z′ = v ∧ (c ∨ d) = 0 as required.

Corollary 4.2. There exists a Banach space X ⊂ ℓ∞/c0 of the form X = C(K)
such that every injective operator T : X −→ X is surjective.
1When a = {aγn(α) : n < ω}, we will have Pa = {x ⊂ ω : ψ
γ
α(x) ∈ A} and φa will be the
restriction of ψγα to Pa.
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5. Invariant subspaces
Proposition 5.1. If K = KA is as in Theorem 3.1, then for every operator T :
X −→ X there exists a proper nonempty clopen subset L of K such that {f ∈
C(K) : f |K\L = 0} is an invariant subspace of T .
Proof. By Theorem 3.1, T is a weak multiplier, so T ∗ =g∗ T+S where g
∗ : K −→ K
is Borel and S is weakly compact.It is enough to find a proper nonempty clopen L
such that the set NL of measures whose support is disjoint from L is invariant under
T ∗. The set NL is invariant under g∗T for all clopens L and all Borel functions
g, hence it is enough to find L for which NL is invariant under S. We prove that
if {Lα : α < ω1} is a disjoint family of nonempty clopen subsets of K, then there
exists α such that NLα is invariant under S. If it was not the case, then for every
α < ω1 there exists a measure µα ∈ NLα , that we can take with ‖µα‖ = 1, such
that Sµα|Lα 6= 0. There is an ε > 0 such that |Sµα|(Lα) > ε for uncountably
many α < ω1. This contradicts weak compactness by the Dieudonn-Grothendieck
theorem [6, VII.14]. 
The invariant subspace Y = {f ∈ C(K) : f |K\L = 0} is complemented and
isomorphic to C(L), the complement being isomorphic to C(K\L). If L a nonempty
clopen set of K, then L is still as in Theorem 3.1, so again the Banach space C(L)
has the same properties as C(K): C(L) has density c and every injective operator
C(L) −→ C(L) is an isomorphism. But note that C(L) is not isomorphic to C(K),
or otherwise we could construct an injective operator C(K) −→ C(K) which is not
surjective.
References
[1] S. Argyros, R. Haydon, A hereditarily indecomposable L∞-space that solves the scalar-plus-
compact problem. Acta Math. 206 (2011), no. 1, 1-54.
[2] S. Argyros, P. Motakis, A reflexive HI space with the hereditary Invariant Subspace Property,
http://arxiv.org/abs/1111.3603, preprint 2011.
[3] S. Argyros, A. Tolias, Methods in the theory of hereditarily indecomposable Banach spaces.
Mem. Amer. Math. Soc. 170 (2004), no. 806.
[4] S. Argyros, S. Todorcevic, Ramsey methods in analysis. Advanced Courses in Mathematics.
CRM Barcelona. Birkhuser Verlag, Basel, 2005.
[5] S. Banach, The´orie des ope´rations line´aires, Monografje Matematyczne, Pan´stwowe
Wydawnictwo Naukowe, 1932.
[6] J. Diestel, Sequences and series in Banach spaces, Graduate Texts in Mathematics, 92.
Springer-Verlag, New York, 1984.
[7] J. Diestel, J.J. Jr. Uhl, Vector measures. Mathematical Surveys, No. 15. American Mathe-
matical Society, Providence, R.I., 1977.
[8] N. Dunford, J. Schwartz, Linear Operators; Part I, General Theory. Interscience Pub- lishers,
INC., New York, Fourth printing, 1967.
[9] M. Fabian et al, Functional analysis and infinite-dimensional geometry, CMS Books in Math-
ematics/Ouvrages de Mathe´matiques de la SMC, 8, Springer-Verlag, New York, 2001.
[10] R. Fajardo, An indecomposable Banach space of continuous functions which has small den-
sity. Fund. Math. 202 (2009), no. 1, pp. 43–63.
[11] S. Goldberg, A. H. Kruse, The existence of compact linear maps between Banach spaces.
Proc. Amer. Math. Soc. 13 1962 808–811.
[12] T. Gowers, B. Maurey, The unconditional basic sequence problem. J. Amer. Math. Soc. 6
(1993), no. 4, 851–874.
[13] T. Gowers, A solution to Banach’s hyperplane problem. Bull. London Math. Soc. 26 (1994),
no. 6, 523–530.
11
[14] A. Ha¨ıly, A. Kaidi, A. Rodr´ıguez Palacios, Algebra descent spectrum of operators, Israel J.
Math. 177 (2010), 349-368.
[15] R. Haydon, A nonreflexive Grothendieck space that does not contain ℓ∞. Israel J. Math. 40
(1981), no. 1, 65–73.
[16] T. Jech, Set theory, Springer Monographs in Mathematics, Springer-Verlag, Berlin, 2003, The
third millennium edition, revised and expanded.
[17] R. Levy, Almost-P -spaces. Canad. J. Math. 29 (1977), no. 2, 284–288.
[18] S. Koppelberg, Handbook of Boolean algebras. Vol. 1. Edited by J. Donald Monk and Robert
Bonnet. North-Holland Publishing Co., Amsterdam, 1989.
[19] P. Koszmider, Banach spaces of continuous functions with few operators. Math. Ann. 330
(2004), no. 1, 151–183.
[20] P. Koszmider, A space C(K) where all nontrivial complemented subspaces have big densities.
Studia Math. 168 (2005), no. 2, 109–127.
[21] P. Koszmider, A survey on Banach spaces C(K) with few operators. Rev. R. Acad. Cienc.
Exactas Fs. Nat. Ser. A Math. RACSAM 104 (2010), no. 2, 309–326.
[22] P. Koszmider, On large indecomposable Banach spaces, http://arxiv.org/abs/1106.2916,
preprint 2011.
[23] K. Kunen, Set Theory. An Introduction to Independence Proofs. North-Holland 1980.
[24] J. Lindenstrauss, L. Tzafriri, Classical Banach spaces. I. Sequence spaces. Springer-Verlag,
Berlin-New York, 1977.
[25] G. Plebanek, A construction of a Banach space C(K) with few operators. Topology Appl.
143 (2004), pp. 217–239.
[26] H. P. Rosenthal, On relatively disjoint families of measures with some applications to Banach
space theory. Studia Math. 37 (1970), 13-36.
[27] I. Schlackow, Classes of C(K) spaces with few operators D. Phil. Thesis. Univerity of Oxford,
2009, available at http://people.maths.ox.ac.uk/schlack1/
[28] I. Schlackow, Centripetal operators and Koszmider spaces Topology Appl. 155 (2008), no.
11, pp. 1227–1236
E-mail address: avileslo@um.es
Departamento de Matema´ticas, Universidad de Murcia, 30100 Murcia (Spain)
E-mail address: P.Koszmider@Impan.pl
Institute of Mathematics, Polish Academy of Sciences, ul. S´niadeckich 8, 00-956
Warszawa, Poland
