Grain yield of the maize plant depends on the sizes, shapes, and numbers of ears and the kernels they bear. An automated pipeline that can measure these components of yield from easily-obtained digital images is needed to advance our understanding of this globally important crop. Here we present three custom algorithms designed to compute such yield components automatically from digital images acquired by a lowcost platform. One algorithm determines the average space each kernel occupies along the cob axis using a sliding-window Fourier transform analysis of image intensity features. A second counts individual kernels removed from ears, including those in clusters. A third measures each kernel's major and minor axis after a Bayesian analysis of contour points identifies the kernel tip. Dimensionless ear and kernel shape traits that may interrelate yield components are measured by principal components analysis of contour point sets. Increased objectivity and speed compared to typical manual methods are achieved without loss of accuracy as evidenced by high correlations with ground truth measurements and simulated data. Millimeter-scale differences among ear, cob, and kernel traits that ranged more than 2.5-fold across a diverse group of inbred maize lines were resolved. This system for measuring maize ear, cob, and kernel attributes is being used by multiple research groups as an automated Web service running on community high-throughput computing and distributed data storage infrastructure. Users may create their own workflow using the source code that is staged for download on a public repository.
INTRODUCTION
A well developed ear of maize may have a thousand kernels formed from as many flowers tightly clustered along and around the cob, the structural core of the female inflorescence (Kiesselbach, 1949) . The starch, proteins, and oils within a kernel provide nutrition for humans and livestock as well as raw inputs for numerous industrial products ranging from liquid fuels to plastics (Ranum et al., 2014) . A high-throughput, automated method for measuring the characteristics of ears and kernels would advance our understanding of the genetic mechanisms controlling these fundamental yield components, on the basic side, or our ability to evaluate yield potential in a breeding program on the practical side.
measures grain yield on a plot level, yield component traits such as ear and kernel dimensions are typically measured by hand (Flint-Garcia et al., 2005; Upadyayula et al., 2006; Liu et al., 2014) . Digital image analysis provides a potentially automatable means for measuring seed traits that are yield components. Takanari et al. (2012) created an image analysis tool for measuring rice grain size and shape. Their tool, SmartGrain, takes advantage of the fact that all rice grains are approximately oval. However, maize kernels are more variable. Some may be as wide as they are tall. Some are triangular, while others are nearly circular. Therefore, different algorithms are needed to measure the standard features of maize kernels. If maize ears, cobs, and kernels could be automatically measured with greater objectivity and precision, more could be learned about the genetic bases of yield components and how to improve them using current and future maize genetic resources.
To shift the status quo from manual methods, a robust workflow must be constructed. This workflow should automatically execute analysis algorithms designed to measure the trait of interest and return useful results. Here we report such a high-throughput image analysis workflow based on custom algorithms that measure and count yield components from digital images of maize ears, cobs, and kernels.
RESULTS

Workflow
The overall goal of the project reported here is to enable a researcher to extract useful quantitative information from large numbers of digital images of maize ears, cobs, and kernels and return this information in a suitable format to the researcher (Figure 1a ). To accomplish this goal, a high-throughput computational workflow that leverages community cyberinfrastructure was created. Currently, geographically distributed users upload their image files ( Figure 1b ) to a resource that functions as a drop box. The current implementation uses a distributed datamanagement resource running integrated rule-oriented data system (IRODS) software (Rajasekar et al., 2010) administered by the iPlant Collaborative (Goff et al., 2011) , which is now named CyVerse. Successful image upload to this data store triggers analysis of each image as a separate computational job. Because each image is a separate job, the overall task is well matched with parallel computing. Currently, the workflow uses computing resources at the University of Wisconsin's Center for High-Throughput Computing (Figure 1c ) or to the national Open Science Grid (Pordes et al., 2007) depending on resource availability. HTCONDOR software (Thain et al., 2005) manages the scheduling, resource matching, execution of the analysis programs, and return of the results. Upon completion, each job transfers the processed results back to the data store ( Figure 1c ) for retrieval by the user (Figure 1d) . A researcher may use the high-throughput workflow in this software-for-service mode after obtaining a CyVerse account, or by locally executing the source code which has been staged for download on a public code repository.
As an input, the analysis algorithms expect an eight-bit color tag image format file (TIFF) with a resolution of 1200 dots per inch. Appropriate images are shown in Figure 1(a-c) , except each image should contain three non- Figure 1 . Automated workflow enabling members of the community regardless of location to analyze maize ear, cob, and kernel attributes from images using the custom algorithms described in this report. (a) The overall goal is to convert many images of many ears, cobs and kernels into a table of useful quantitative results. (b) Users upload images to their data store accounts. (c) Each image pulled from the data store is analyzed as an independent job on large-scale distributed computing resources. The processed results are pushed back to the user's account in the data store. touching, parallel ears instead of the single ear shown. The same arrangement is expected for cobs; the background should be green to ensure proper processing of the darkest red individuals. All of the data used in this report were obtained with flatbed document scanners though, in principal, other imaging devices that produce equivalent images should suffice.
Kernel length
The space a single kernel occupies along the major axis of the ear, hereafter kernel length (KL), may correlate with interrelated yield components such as kernel weight, number, size, and shape. Manual methods for estimating this trait include measuring the length of a segment completely overlying ten kernels near the midpoint of the ear axis (Flint-Garcia et al., 2005) and measuring directly the dimensions of an individual kernel with calipers (Liu et al., 2014) . The first step in our automated method for measuring this trait is to threshold the value channel from a huesaturation-value (HSV) representation of the image and then apply standard binary morphology operations in order to mask the background, dust, debris, and scratches. The series of kernel boundaries along the ear axis was treated as a source of a periodic signal in a gray-scale representation of the ear thus masked. The characteristic frequency of the signal was determined by Fast Fourier Transform (FFT) analysis of a 3-pixel-wide rectangular window placed at every tenth pixel within the mask, then extended from 1200 to 1600 pixels in 25-pixel increments. Figure 2 (a) shows a result for one typical window. The lowest frequency major peak inversely relates to KL because the longest regularly-repeating pattern along an ear axis (the lowest frequency signal in the image) is formed by the inter-kernel spaces. A sine wave having a period equal to the average KL is superimposed on the corresponding ear image (Figure 2(a) , inset). The FFT-derived period of this sine wave agrees well with the apparent kernel spacing on the ear. The accuracy of this approach for measuring KL was tested in two ways. First, KL was manually measured at five locations along an ear in an image with a pixel counting software tool. The same ear was analyzed by the automatic FFT method. This comparison was repeated on 60 ears. Figure 2(b) shows the good agreement obtained between these pairs of manual and automatic measurements of KL.
An independent validation was achieved with simulated data. A model of a gray-scale intensity ear profile was created by superimposing four submodels. The baseline model is a rectangular pulse train with pulse spacing of W g , pulse height of H, and pulse length of W k . The length of the pulse represents KL and the pulse height models the gray-scale intensity. The second sub-model simulates the rounded profile of some kernels by adding an ellipse of height H e . The third sub-model simulates the potential for dent corn via an inverted height normalized Gaussian distribution with width r d and height H d . The fourth and final sub-model is Gaussian noise with zero mean and a standard deviation of r s . Figure 3 (a) depicts each of the submodels and their superposition. Figure 3(b) shows a simulated gray-scale intensity profile over a length of 1600 units equivalent to pixels in an image. A set of 100 simulated gray-scale ear profiles was created by repeatedly choosing an average W k (simulated KL) from a uniform distribution then superimposing on this fundamental signal different amounts of structure and noise by varying the other model parameters as described. The average FFT spectrum of these 100 models captures the essential features of an average ear as shown in Figure 3 (c). This indicates the structure and noise incorporated into the model simulated realistic signals not related to KL. The 100 KL values obtained by analyzing each of the separate 100 models with the KL algorithm are plotted versus the W k values used to generate the models (Figure 3d ). Linear regression showed the relationship to have an r 2 = 0.96.
This result validates our FFT-based method for measuring KL along the maize ear axis. We used this method to measure KL from ear images representing 445 inbred genotypes within the Wisconsin Diverse Association Panel (Hansey et al., 2011) . Most of the lines tested were field corn, but the set included 11 popcorn, four flint, and three sweet types. Overall, the B10 genotype displayed the longest average KL, almost 2.5 times greater than the shortest average KL, which was observed in the Mo1W genotype (Table 1 ). The high value (0.95) of a repeatability metric made possible by each genotype being represented in more than one plot in the field indicated that the computed KL was a reliable measure of the genotype's expression of this kernel trait.
Kernel depth and width
An RGB image containing approximately 100 kernels mechanically removed from the ear and randomly scattered against a black background was converted to HSV color space and the value channel was binarized. Measuring the depth (major axis) and width (minor axis) of each kernel in the image (Figure 4 ) depends on correct identification of the kernel tip. The statistical method we developed for this purpose begins by creating a set of points defining the contour of each single (not clustered) kernel in the binary image. We determine the signed curvature at each contour location for each single kernel. The point of maximum curvature is used to set an axis passing through the center of mass to define the major axis of the kernel. However, the point of maximum contour curvature is not always the true anatomical tip. Therefore, additional measurements based on this first-assigned tip position are made for each kernel in the image to create a multivariate distribution that is enriched for features associated with anatomical tip points. The additional measurements include kernel depth, width, depth to width ratio, and symmetry about the major axis. To these five geometric descriptors we add information about curvature within contour segments near the putative tip (proximal) and opposite it (distal). Specifically, principal components analysis of curvature values within proximal and distal contour segments ( Figure 4b ) generates two metrics of contour shape at putative tip and cap regions. To determine if an alternative contour point is a better candidate for the anatomical tip, these seven features are computed at each point along the contour of a kernel, and the results compared to the initial distribution representing all the kernels. The tip is reassigned if a measurement made at a different contour point has a higher probability of being the anatomical tip as defined by the computed features. After each kernel in the population is examined in this way, the distribution is updated with the values associated with any reassigned tip. The process is repeated, the anatomical tip positions are then fixed, and kernel depth and width are computed. These methods were used to measure kernel depth and width in 445 diverse inbreds. Table 1 displays the maximum and minimum values observed and the genotypes that expressed them.
Kernel contour analysis
We rotated each kernel to align their major axes, then translated each to place the center of mass at the origin of a coordinate system used to parameterize one half of the contour from tip to mid-cap with 500 equidistant x, y points. The 500 x values and 500 y values were stored in a 1000-dimensional vector for each kernel. Principal components analysis decomposed this high-dimensional vector space to produce a three-dimensional representation of the data that captured 98% of the variation. To determine what varying features of the kernel contours were captured by each of the three axes, the value of each principal component (PC) was systematically changed, or swept, along its corresponding basis vector. The results were used to synthesize a family of complete contours. Figure 4 (c) shows that changing PC1 altered the contour fairly uniformly, i.e. PC1 captured isodiametric variation in kernel size among the population. Figure 4(c) shows the length-to-width ratio was sensitive to the value of PC2. PC3 captured a subtler variation in shape along a circle to triangle continuum. Thus, a kernel morphology phenotype could be represented by the values of three PCs.
Kernel counting
The images of kernels from which depth and width were calculated were used to develop a counting algorithm. Most of the objects in these images consisted of single kernels though many were present in clusters of two or more kernels. The first step in the counting algorithm determines the areas of the n binary objects in the image and places the results in a vector A. Next, we divide the area of each object A i by the area of each object A j where i and j index the n objects in A. We round the A i /A j quotients to produce the square matrix of whole numbers M.
Next, we count the number of unit values in each column in M to obtain the set K n .
The mode of the elements in K n is considered to be the number of single kernels in the image. Those objects whose rows in M contain the mode number of unit values are considered to be single kernels. Their average area ( A) is determined. The area of each object in the image (each element in A n ) is divided by A and the quotient rounded to produce n whole numbers. Their sum is T, the algorithmic count of all the kernels in the image, including those connected in clusters.
A possible use case for the counting algorithm is to weigh the sample of kernels in the image in order to produce the equivalent of the industry-standard 100 kernel weight, without weighing exactly 100 kernels. A simple example of this counting method, which is generally applicable to collections of similarly-sized objects in an image, is presented in Figure S1 . To validate the method, 60 images including kernels in clusters were processed by the algorithm and a human. The kernel counts obtained were 4285 and 4287, respectively. The correlation rounded to 1.00.
Ear analysis
Manual measurements of ear length are frequently made in studies of yield components (Ross et al., 2006) and were the basis of a long-term divergent selection study of the relationship between ear length and yield (Cortez-Mendoza and Hallauer, 1979; Hallauer et al., 2004) . Such studies could benefit from automated measurements of ear dimensions. To measure ear size automatically, the same images used to measure KL (Figure 2 ) were converted to singlechannel value representations and then binarized to isolate the ear from background (Figure 5a-c) . The length and width of the smallest possible box bounding each ear mask are considered ear length and maximum width, respectively (Figure 5c ). For validation, lengths and widths of 60 ears were measured manually and automatically by image analysis. The manual and automated measurements were in near perfect agreement (Figure 5d,e) .
We used this method to measure ears from the diverse population of inbreds. Table 2 shows that the average ear length ranged 2.5-fold among the genotypes, while width ranged two-fold.
The contour-modeling approach for quantifying kernel shapes ( Figure 4c ) was applied to ears using contour point sets extracted from masks ( Figure 5c ). The first three PCs explained 95% of the variance in the ear contour data set. Figure 5 (f) shows that ear length and width were primarily sensitive to PC1 and PC2, respectively. Variation in the taper of the distal end of the ear was the most obvious effect of changing the value of PC3. These results indicate that the most salient size and shape features of a maize ear can be expressed by three numbers, which cannot be obtained by calipers or other traditional means.
Cob analysis
Each RGB cob image was obtained by scanning three cobs aligned parallel to each other but not touching. The green paper background in each image (Figure 1b ) facilitated isolation of cobs that ranged in color from dark red to light yellow. The RGB images were transformed to the HSV representation. The cobs were isolated by removing the green background with a band-stop filter. A series of binary morphology operations was applied to fill holes in the cob and to remove small binary objects representing dust and scratches. As with the ear images, a box bounding each cob determined its length and maximum width. Figure 5d , e) shows the excellent agreement between manually measured cob dimensions and the results of automated image analysis. The widest average cob observed in the population (30.1 AE 1.0 cm, genotype MBUB) was 1.6-fold greater than the narrowest (18.0 AE 1.3 cm, genotype IDS69).
The color of maize cobs ranges from deep reddish brown to light yellow due to varying expression of the anthocyanin biosynthesis pathway that leads to accumulation of phlobaphene pigments (Rhee et al., 2010) . We sampled color information from pixels in the middle third of each cob. Principal components analysis of the threedimensional RGB data obtained from the measured population generated a metric that separated genotypes on the basis of color. Far apart on the first PCs axis are the two genotypes reported in Table 3 . Colors corresponding to the average RGB values of these two extremes are shown in Figure S2 . The approach used here is valid for comparing genotypes but a color standard should be incorporated into the scene if a calibrated value is important to the question being investigated.
DISCUSSION
In 1912, Henry Houser Love asked 'To what extent are visible seed-ear characters correlated with yield? Are there certain characters indicative of high yield which should be kept in mind when seed is being selected?' (Love, 1912) . The methods used then to study the relationships between maize ear phenotypes and yield (Waldron, 1910; Love and Wentz, 1917) closely resemble the methods used now, while most other methodologies used in crop genetic research and improvement has undergone dramatic technological advancement. The new methods described here will enable researchers of genetic mechanisms and breeders to investigate maize kernel and ear traits in high throughput with more objective and precise metrics.
The algorithms and results in relation to previous work
We estimate that the automated method for measuring KL and ear dimensions is five-fold faster than manual measurements, which typically employ calipers and counting (Flint-Garcia et al., 2005; Upadyayula et al., 2006; Liu et al., 2014) . A long-term divergent selection project used such manual methods for each of its 30 cycles, resulting in a genotype that produced ears approximately 270 mm long and a genotype with ears only 80 mm long (Hallauer et al., 2004) . That range in ear length forced by mass selection is interestingly close to the range we measured across the Wisconsin Diversity Panel (88-222 mm). Similarly, 30 cycles of divergent selection for large and small seeds from a yellow dent cultivar called Krug resulted in kernel depths of approximately 5 and 10 mm for the smallest and largest (Sekhon et al., 2014) . These values compare favorably with the algorithmically determined extremes in the population studied here of 6.5 and 12.5 mm. Thus, the methods reported here can quantify yield component traits over the range that mass selection and natural variation has produced. Kernel and ear phenotypes based on contour analyses were not previously automatically calculable at any rate. An example of such a new contour-based phenotype is the PC3 descriptor of ear taper (Figure 5f ). It may prove useful in efforts to improve tip fill. Barren tips of ears, exacerbated by water deficit during pollination, can substantially reduce yield (Schussler and Westgate, 1995; Setter et al., 2001; Xue et al., 2013) . Automated measurement of ear PC3 could assist the process of selecting genotypes that yield better during water deficit.
The use of flatbed document scanners to acquire images of seeds and software to quantify size and shape phenotypes is not new. Takanari et al. (2012) and Moore et al. (2013) mapped quantitative trait loci (QTL) in rice and Arabidopsis, respectively using image-derived size and shape phenotypes. Herridge et al. (2011) also used an imagebased approach to measure seed size QTL in Arabidopsis. However, those studies did not analyze contours, which limited the phenotypes to length, width, and area. By contrast, an image-based study of wheat grains included contour analysis. Similar to our finding with maize kernels (Figure 4c) , the first PC of wheat grain contours controlled overall size along both length and width axes in grains (Gegas et al., 2010) . In wheat, the second PC controlled something related to eccentricity, or the ratio of width to length. In maize we found that PC3 controls a shape trait that is independent of length, width, or their ratio (Figure 4c ) and therefore is not measurable by other means, though Pinnisch et al. (2012) were able to separate 'rounds' from 'flats' with a manual sieving device. The kernel shape features captured by PC3 may be found to correlate with yield due to an influence on how kernels fit to the cob, consistent with the conclusions reached by Pinnisch et al. (2012) about the importance of kernel morphology in determining yield.
Although the methods presented here were developed to measure maize yield components, some of the algorithms are generally applicable. For example, the method developed to count kernels including contiguous elements appears to be a unique contribution to a long-standing topic of object counting in computer vision (Kobayashi et al., 2008; Rahman and Islam, 2013) . Some counting methods, like that developed for quantifying bacterial colonies on the surfaces of Petri plates, rely on shape assumptions (Geissmann, 2013 ) but the counting method described here does not. The Bayesian method for finding the kernel tip is another generally applicable algorithm; it could be used to find a unique position in the contour of non-biological objects, or other plant structures such as leaves and flowers where contour shape has proven useful in evolutionary studies of morphology (Chitwood et al., 2016; Gardner et al., 2016; Rose et al., 2016) .
Cobs are potential sources of biomass for industrialscale bioenergy production (Jansen and L€ ubberstedt, 2012) . The ability to measure ear and cob features together may help to develop varieties with cob features that benefit fuel production while retaining desirable ear traits. The combination of ear and cob measurements described here may have more value than traditional phenotype measurements in studies of fasciated mutants, which are pursued to learn about the molecular pathways that affect meristem size and organization (Bommert et al., 2013) .
The software and its implementation
Large-scale genetics projects using images as a source of phenotype data will generate many thousands of files to be analyzed. Therefore, the image analysis software should be designed to execute in a high-throughput workflow because standard desktop solutions are not feasible. For example, sequentially analyzing 10 000 ear images would require approximately 1 year of single-core compute time, more if it was a standard Microsoft Windows-based desktop. Execution of the same algorithm on a shared largescale computing grid processes this amount of data in approximately 36 h. Such effective use of grid computing is aided by the general fact that each image is an independent analysis task, i.e. the processing of one image does not depend on a result extracted from another. We optimized the algorithms to function in such a distributed computing environment by streamlining its memory requirements to be <4 GB, within the capacity of many if not most nodes in modern high-throughput computing grids. Jobs with very short and very long execution times can decrease the efficiency of shared computing resources. We kept execution time for each image in a desirable runtime range by incorporating libraries from other languages in the Matlab-based code. Particularly important examples are the C-language libraries for matrix multiplication and image interpolation. The entire methods package is staged for download on a public code repository. Example images are included in the repository so a potential user may try the code without first generating their own data. A user may instantiate the tool suite on suitable computing infrastructure. Alternatively, a pre-made workflow is available to the public. It uses HTCONDOR scheduling software (Thain et al., 2005) to administer the execution of the algorithms to analyze users' images stored on iPlant (recently renamed CyVerse) infrastructure with appropriate computing resources at the University of Wisconsin-Madison's Center for HighThroughput Computing and the nation-wide Open Science Grid (Pordes et al., 2007) if necessary. Using the software in this way provides researchers with access to a national consortium of high-throughput computing capabilities and removes the burden of maintaining software and hardware. High-throughput computing capability associated with the public workflow becomes particularly advantageous when large data sets need to be repeatedly run and re-run as new data become available, or as image collections grow through new collaborative mergers, which may be increasingly true now that maize ear, cob, and kernel traits can be automatically measured from images.
EXPERIMENTAL PROCEDURES Plant material and experimental design
The plants were grown in a randomized complete block design (RCBD) with two replicates at the Arlington Agricultural Research Station (Arlington, WI, USA) during the summer of 2013 in single row plots 4.57 m long spaced 0.7 m apart at a density of approximately 65 000 plants ha
À1
. The trait values presented here were calculated from one of the two replicates. The values of the second replicate were used to calculate repeatability, using the model Y = u + G + R + e, where G is genotype, R is field replication (two in this case), e is error, and u is the mean. The ratio reported in Tables 1 and 2 was variance (G)/[variance (G) + (variance (e)/R)]. The primary ear was collected from three competitive plants for each plot, and dried to approximately 10-15% moisture content.
Image acquisition
Three de-shanked ears were placed on the imaging deck of a flatbed document scanner (Epson V700) set to acquire images at 1200 dots per inch and 24-bit color resolution. The lid of the scanner removed was to produce the black background needed for ear and kernel analyses. The resulting images were saved in TIFF. After scanning, each ear was rotated 90 degrees around its long axis and scanned again so that two sides of each ear were sampled. After the second scan, the ears were passed through a mechanical shelling device to remove the kernels from the cob. The cobs were scanned with a green background because dark pigmentation in some cobs complicated separation from a black background. Because the only cob features extracted are length and width, they can be scanned at resolutions as low as 300 dots per inch without losing meaningful resolution. Approximately 100 kernels removed from each ear were scanned. Thus, a single genotype produced two images of three ears, one image of three cobs, and one image of approximately 100 kernels. The four images collected per genotype required approximately 1 GB of disk storage.
Data storage
The data storage challenges of a platform intended to enable the public to perform large-scale studies of maize ear, cob, and kernel traits were met with iRODS-based infrastructure provided by the iPlant collaborative. A user must create folders named earData, cobData, and kernelData under the home path in their iPlant data store account. Alternative data storage technologies could be implemented to support automated computation using the algorithm source code.
SUPPORTING INFORMATION
Additional Supporting Information may be found in the online version of this article. Figure S1 . Demonstration of a counting algorithm capable of determining the number of similar but not identical objects in a binary image even when individuals are contiguous, i.e. forming clusters. Figure S2 . Average cob colors of two contrasting genotypes in the studied population presented as swatches corresponding to the values presented in Table 3 .
