Abstract
Introduction
This paper examines the geometric design of a five degree-of-freedom PRS serial chain constructed so that the prismatic, or sliding, joint (P) and the revolute, or hinged, joint (R) are parallel. In this configuration the center of the spherical wrist (S) moves on a right circular cylinder around the axis of the revolute joint. We call this a "cylindric" RPS chain. Our goal is to determine the dimensions and location of this cylinder so that an end-effector of the chain can reach an arbitrary set of task positions.
A cylindric PRS chain is kinematically equivalent to the CS chain, where C denotes a cylindric joint. Our choice of terminology emphasizes the fact that this chain is a special case of the general PRS chain in which the S joint lies on a skew cylinder that is traced by a circle that is tilted relative to the direction of travel along the prismatic joint. See Figure 1 .
Literature Review
The elementary principles of the geometric design of linkages can be found in the text by McCarthy (2000) . An advanced approach by Tsai (1973) provides a foundation for the design of robotic systems; also see Tsai and Roth (1972) . Krovi et al. (2001) study the design of coupled spatial RR chains, Liao and McCarthy (2001) focus on SS chains and their assembly into the single degreeof-freedom 5-SS platform, Mavroidis et al. (2001) obtain design equations for spatial RR chains using robotic kinematics equations and Lee and Mavroidis (2002) solved several design problems for RRR chains by polynomial continuation. Kihonge et al. (2002) provide virtual reality design environment for CC chains, and 4C linkages. Current research is focussed on generalizing these ideas to achieve task-based design for serial chains with two to five degrees of freedom.
This paper addresses the design of cylindric PRS chains, which, having the directions of the prismatic and revolute joints equal, may also be called a CS chain. The design equations for a cylindric PRS chain were studied originally by Chen and Roth (1967) . They considered the design of systems for which the direction of the cylindric joint is specified by the designer and six task positions are specified. They concluded that this design problem had at most 26 solutions. A solution procedure for these design equations was presented by Nielsen and Roth (1995) using sparse matrix elimination techniques. This approach yields 175 sparse equations in 140 monomials that can be reduced to a 26 × 26 generalized eigenvalue problem.
In addition to the six-position problem considered in the literature, we also solve cases where from three up to the maximum of eight task positions are specified. For each of these, we consider various possibilities for specifying a subset of design parameters to exactly determine the design. (That is, the total of the number of task positions and the number of specified design parameters is eight.) This allows a designer the flexibility to trade away direct control of the design parameters to obtain more task positions or vice versa.
For all of these design problems, we show how to bound the number of solutions using a linear product decomposition. This counting method is equivalent to the "set structure" theory in Verschelde and Haegemans (1993) and is a special case of the general product decomposition theory presented in Morgan et al. (1995) . For six or fewer task positions, this count is exact. Since the solution count is manageable for these cases (at most 26), we give elimination procedures for each. These procedures resemble the one in Nielsen and Roth (1995) and reduce to solving a generalized eigenvalue problem.
In order to analyze the seven and eight position design problems, we use numerical polynomial continuation, specifically the public-domain software PHC developed by Verschelde (1999) . The first use of continuation to synthesize a spatial chain was the treatment of the seven-position SS chain in Wampler et al (1990) . More recently, Lee and Mavroidis (2002) used the method for synthesizing RRR chains.
The synthesis problems solved here can be used to design a variety of mechanisms. These can range from a single RPS chain which is actuated as an open-chain, five-degree-of-freedom robot, to a one-degree-of-freedom spatial mechanism having five PRS legs in parallel. For example, three PRS chains are used as the legs of the Eclipse parallel machining center described in Ryu et al. (1998) and in Kim et al. (1999) . In this case, the axes of the P and R joints are at right angles, and the skew cylinder flattens into a plane parallel to the axis of the P joint.
The PRS serial chain
Let the axes of the P and R joints of the general PRS serial chain be defined by the Plucker vectors S 1 = (S 1 , c 1 × S 1 ) and S 2 = (S 2 , c 2 × S 2 ). Recall that S i is the direction of the joint axis and c i is a point on this axis. The common normal to these axes A 12 allows us to define the distance a and angle α between these lines along and around A 12 .
Denote the center of the spherical wrist as P, and let Q be the point on S 2 closest to P. Notice that Q moves along a line G parallel to the prismatic axis S 1 , while P moves on a circle about P in a plane perpendicular to S 2 . Let B be a fixed point that lies on G such that the variable distance between it and Q is k. For convenience, we now introduce the unit vectors ı = (S 2 × S 1 )/ sin α and  = S 2 × ı. These definitions allow us to define the location of P relative to B as
where R = |P − Q| and θ is the angle measured around S 2 from ı.
It is now easy to compute the equation
in which we have used the identity S 1 = cos αS 2 − sin α . Thus, we obtain the constraint equation for the PRS chain as
This equation has 13 dimensional parameters: the radius R, three each for the directions S 1 , S 2 , and three each for P and B. However, there are actually only 10 independent parameters available for design purposes. In what follows, we determine three additional linear constraints.
First, we note that any point along the line G can serve as the reference point B for the axis of the cylinder. We determine B by specifing an arbitrary plane U : (n, d). In general, the line G must intersect this plane, and we select this point at B. Thus, B satisfies the linear equation
Notice that n is the unit normal to the plane and d the directed distance from the origin to the plane.
Next, we note that it is the directions of S 1 and S 2 that matter not their magnitude. The vectors S 1 and λS 1 , for λ a nonzero scalar, define the same mechanism, and similarly for S 2 . It is not recommended that this ambiguity be resolved by requiring S i to be unit vectors. This results in a duplication of solutions, because ±S i both satisfy this condition. We introduce the two arbitrary planes V j : (m j , e j ), j = 1, 2, and note again that in general the lines S i must intersect these planes, respectively. We select these points of intersection as S i , such that they satisfy the linear constraints,
In order to design a general PRS chain we assume that we are given n goal positions defined by the transformations [T i ], i = 1, . . . , n. We then seek a point p in the moving body that P i = [T i ]p satisfies the constraint equation (3) in each of the goal positions. The general solution for 10 goal positions yields the following system of polynomials:
Note that we have subtracted the first constraint equation from the remaining nine in order to eliminate the term R 2 (S 1 · S 2 ) 2 . The result is 12 polynomial equations in 12 unknowns. The system (6) of nine sixth degree and three linear polynomials has a total degree of 6 9 ≈ 10 7 . This system may be solvable using an appropriate multihomogeneous formulation or other more advanced homotopies, however, it will be an expensive calculation. Rather than pursue this, we simplify the problem by requiring that the prismatic and revolute joints be parallel.
The cylindric PRS chain
If we require the axis of the prismatic joint to be parallel to that of the revolute joint, that is S 1 = S 2 = G, three components of the vector S 2 and the constraint equation m 2 · S 2 = e 2 are eliminated. The result is a loss of two design parameters. Thus, a cylindric PRS chain can be designed to reach at most eight spatial positions.
We now use the identity (a×(b×a)) 2 = (b×a) 2 a 2 to simplify the constraint equation (6) and obtain where we have concelled the G 2 term. Expand this further and cancel (B×G) 2 , so we obtain the system of design equations for eight task positions,
Recall that
Each solution of this set of seven fourth degree polynomials P i , and two linear equations C 1 and C 2 defines a cylindric PRS serial chain that reaches the specified task positions.
Notice that we can specify a set of the dimensional parameters, and thereby reduce the number of task positions for the design problem. This allows the designer to trade control of the task against a direct influence on the mechanism's geometry. In particular, if the designer chooses to specify j dimensional parameters, then the associated task would have n = 8 − j positions.
To tabulate the possibilities, let g ≤ 2, p ≤ 3, and b ≤ 2 be the number of components specified for G, p, and B, respectively. Recall, n + g + p + b = 8. Following Chen and Roth (1967), we specify G when possible, which means we have g = 2 for all of n ≤ 6. Table 1 shows the combinations of specified parameters and tasks that are available. 
Name n g p b
CS3a 3 2 3 0 CS3b 3 2 2 1 CS3c 3 2 1 2 CS4a 4 2 2 0 CS4b 4 2 1 1 CS4c 4 2 0 2 CS5a 5 2 1 0 CS5b 5 2 0 1 CS6 6 2 0 0 CS7a 7 1 0 0 CS7b 7 0 1 0 CS7c 7 0 0 1 CS8 8 0 0 0
Counting Solutions
For a system of n polynomial equations in n variables, a result known as Bezout's theorem states that the number of solutions must be less than or equal to the product of the degrees d i of the polynomials, that is
which is called the total degree of the system. More refined estimates of the number are possible by considering the strucuture of these polynomials. To do this we compile a list of the monomials that appear in the i th polynomial of the system. The collection of n lists of monomials forms the "monomial structure" of the system. It is a fundamental result in Algebraic Geometry that polynomial systems that have the same monomial structure, and differ only in the scalar coefficients of each of the monomials, form a family for which almost all have the same number of solutions over the complex numbers. We call this the "root count" or the generalized "Bezout number" of the family. Exceptional members of the family cannot have more than this number of isolated solutions (although they may have curves or other higher dimensional solution sets); that is, the Bezout number is a bound on the number of isolated solutions, or roots.
Each of our design problems has a particular monomial structure with its coefficients determined by the task positions and whatever design parameters we have specified. In what follows, we determine bounds on the number of roots for each case. Bernshtein (1975) shows that the root count for any monomial structure can be obtained from the mixed volume of the associated Newton polytopes, a result sometimes known as the "BKK bound." This mixed volume is combinatorial in nature, and can require computer calculation. However, a special case known as the linear product decomposition bound is applicable to our cylindric PRS design problem, and is convenient for hand calculation.
Linear Product Decomposition
A monomial list has a product decomposition (Morgan et al, 1995) if each monomial in this list can be obtained as a product of one element from each of two or more "factor" lists of monomials. If the monomials in these factor lists have degree at most one, then the product decomposition is linear, also called a set structure by Verschelde and Haegemans (1993) . The important result is that a root count generated from the product decomposition is the same as that for the original list.
The linear product decomposition allows the determination of the number of roots by tabulation of all ways of choosing one linear factor from each equation, such that all the variables are determined. Each admissible set of linear factors defines a single root. It is not necessary that each equation have the same monomial structure, and any number of linear factors can be present.
As an example, consider the pair of quadratic equations both of which have the monomial structure 1, x, y, x 2 , xy , 
where c ij are non-zero scalar coefficients. This monomial structure has the linear product decomposition 1, x, y, x 2 , xy = 1, x 1, x, y , therefore the pair of equations
with d ij as non-zero coefficients, will have the same number of roots as (9) . We can see that while there are four ways to choose a linear factor from the two equations in (10), only three allow us to compute both x and y. The set consisting of two linear terms in x is not admissible, because it cannot be used to determine y. Thus, the system Eq.(10) has a Bezout number of three, and by the product decomposition theory, so does system Eq. (9) .
It useful to note that if a polynomial in n variables contains all of the available monomials, then its monomial structure has the linear product decomposition 1, x 1 , . . . , x n d , where d is its degree. The Bezout number computed using the linear product decomposition for n such polynomials, in which the i th polynomial has degrees d i , is the total degree
Returning to our example, two general quadratic polynomial in two variables have the monomial structure 1, x, y, x 2 , xy, y 2 = 1, x, y 2 and has four roots. We now see that the reduction to three roots results from the fact that y 2 is missing in the two equations.
Root Counts for CS-n Designs
We now consider the monomial structure of our design equations (8) which has the design variables
The polynomials P i are linear combinations of monomials in the set generated by
Here we have used the fact that
which can be written as
This shows that the design equations (8) have the monomial structure,
Notice that the constraint equations P i are of degree four when G is an unknown, but become quadratic if G is specified.
3 ≤ n ≤ 6 Task positions
We now enumerate the root count for the tasks CSn, with 3 ≤ n ≤ 6. For these cases, we assume G is specified so the monomial structure of the design equations becomes
If less that six task positions are specified then we can have p specified components of p, and b specified components of B, such that 6 − n = p + b. Thus, if n and p are given, then b is fixed.
Each root of (15) is associated with an admissible set of linear terms that define the variables. For the first n − 1 equations, we can select at most 3 − p of the factors 1, p 1 , p 2 , p 3 , because more that this would would overdetermine the variables in p. The remaining terms must be taken from the second factor. We have no option in the selection of the factor from the last equation. These facts yield a formula for the linear decomposition bound for n task positions and p components specified, given by Table 2 lists the values given by this formula for the various design problems. The entry D = 2 n−1 is the total degree of the system-this becomes one for CS3a because p is completely specified. Notice that for problem CS6, the LPD bound of 26 is equal to the root count given previously by Chen and Roth (1967 Table 2 : Linear-product bounds for n ≤ 6.
7 and 8 Task positions
For n = 7 and n = 8 task positions, we must include the direction G in the variable list which means the contraint equations are of fourth degree. The linear product structure (14) allows us to compute a bound on the number of roots to these two design problems. Notice that for CS7 we can specify only one component of G, p, or B, and that for CS8 none can be specified. We consider the case of CS8 first. We must choose two terms from the first factor g 1 , g 2 , g 3 in P i which combine with C 2 to define a root G. Because this factor is squared, the number of choices is increased by a factor of 2 2 = 4. Next we can choose up to three terms from second factor p 1 , p 2 , p 3 , 1 in the five remaining constraint equations to define p. Any remaining terms must come from the third factor. This yields LPD(n, g, p) = LPD(8, 0, 0) = 2 2 7 2
which is much reduced from the total degree of 4 7 = 16384. This formula can be generalize to include the case CS7 by noting that 8−n = g + p + b, where g is the number of components specified in g, and p and b the number of components specified in p and B, as described above. Using this notation, the number of choices for the terms taken from the first factor is up to 2 − g taken from n − 1 equations, which is multiplied by 2 2−g to take into account the multiplicity of this factor. Finally, the number of terms taken from the second factor is up to 3 − p factors taken from (n − 1) − (2 − g) equations.
The remainder of the terms are taken from the third factor. Thus, we have the formula for the root count for cases CS7 and CS8 as
The values of this formula for the various designs is shown in Table 3 .
Name CS7a CS7b CS7c CS8 Table 3 : Linear-product bounds for n = 7, 8.
Solution by Elimination
For 3 ≤ n ≤ 6 task positions, the LPD bound is low enough to suggest that a variable elimination procedure may be convenient. In what follows, we describe the mathematical framework for our elimination procedure, and then apply it to these design problems.
Eigenvalue Elimination Procedure
Wampler (2002) shows how to formulate the solution of the kinematics equations of multi-loop spherical linkages as a generalized eigenvalue problem. We apply this technique to our design equations. The procedure has the following basic steps: This process yields the roots of the origninal set of polynomials, however, it may also generate extraneous roots. In particular, an eigenvalue can yield an eigenvector that has a zero coefficient for the monomial 1; this is equivalent to a solution at infinity.
While this procedure is general, there are three related aspects that must be adapted to a given set of polynomials: (i) the selection of monomials in
Step 1, (ii) the choice of the suppressed variable, and (iii) the selection of the identities in identities in Step 4. The rank of E(λ) is a convenient test whether the monomials and identities have been defined completely. However, once this is done the formulation is valid for a general case in the family polynomials systems related to P i , i = 1, . . . , m.
Application to CSn, 3 ≤ n ≤ 6
The monomial structure of the CSn problems is given in (15) . Recall that p and b denote the number of components, respectively, of p and B that are equations Ay = 0. This expanded set contains monomials up to degree µ + 2 in the components of of p together with monomials up to degree µ + 1 in p multipled by each of the components of B, which yields the monomial count
If b 1 is used as the suppressed variable, then the identities can be obtained from the monomials in p 1 , . . . , p 3−p up to degree µ + 1, or L = µ+4−p 3−p . The formulation of the eigenvalue elimination procedure for the nine design problems CSn, 3 ≤ n ≤ 6, are summarized in Table 4 . The column labeled "Multiplier" presents the linear product decomposition of the list of monomials that is used to multiply the original design equations to obtain the Mm equations Ay = 0. The suppresed variables are identified in the column "λ" and are used to formulate the identities. The column labeled "Identities" defines the monomial identities used to formulate the matrix. The last column gives the size of the final generalized eigenvalue problem, N − r, which in each case is equal to the LPD bound listed in Table 2 .
The Case of CS4b. Now consider the case CS4b, which consists of m = 3 equations with one component each of p and B are specified, that is p = b = 1. This problem has the monomial structure p 1 , p 2 1, p 1 , p 2 , b 1 = 1, p 1 , p 2 , b 1 
Notice that the variable b 2 is eliminated using the linear constraint C 1 in (15). These equations are linear in b 1 , so we use the monomials 1, p 1 , p 2 µ to expand this set of equations. Begin with µ = 0 and increment µ to obtain:
• µ = 0: This yields the multiplier list 1 which yields the orignal three equations. The expanded equations take the form Ay = 0, where A is 3 × 9 matrix and has rank r = 3. However, N − r = 9 − 3 = 6 is less than the expected number of roots, given by LPD=7.
• µ = 1: This yields the multiplier list 1, p 1 , p 2 which yields Ay = 0, such that A is 9 × 16. In this case, 16 − 9 = 7, therefore we seek a set of seven identities. If we select b 1 as the suppresed variable, we have only the six monomials 1, p 1 , p 2 2 that we can use to construct identities. Considering p 1 instead, we hav an identity for each of the original nine monomials. However, p 1 P i = 0, i = 1, 2, 3 are already in the set of equations Ay = 0, which means only six of the nine identities are independent. We obtain the same result if p 2 is chosen as the suppressed variable.
• µ = 2: In this case, the multiplier list is 1, p 1 , p 2 2 , and the equations become Ay = 0 where A has the dimensions 18 × 25. Now 25 − 18 = 7, so we choose b 1 as the suppresed variable and generate identities using seven of the 10 elements in the list 1, p 1 , p 2 3 . The result is a system E(b 1 )y = 0 that has full rank.
It useful to note that it is convenient to generate all of the identities associated with a specific suppressed variable and degree µ, and then simply check whether the system has full column rank.
The Case CS6. The same process can be applied to CS6 which has m = 5 design equations and p = b = 0. Applying the above formulas, we have the following table: 0 18  5  5  13  4  1 40  20  20  20  10  2 75  50  50  25  20  3 126 100 100  26  35  4 196 175 170 26 56
The fact that the number of expanded equations Mn = r for µ ≤ 3 is easily determined by numerical check. For µ ≤ 2, there are not enough identities to achieve full rank, because L < N − r. On the other hand for µ = 3, while there seem to be plenty of identities, it fails the rank test. Thus, µ = 4 results in a successful elimination procedure.
The reason that µ = 3 fails to result in a successful elimination can be found in the structure of the design equations which can be written in the form
Note that α i is of the form 
because the last column is a linear combination of the first two. All terms of this determinant take the form 1, The case µ = 4 is interesting because r = 170 < Mm = 175. The reason for this can again be seen in the structure of the design equations, now written in the form
where α i is of the form 1, p 1 , p 2 , p 3 2 and β i , γ i are both of the form 1, p 1 , p 2 , p 3 . We now form the five identities
The terms in these determinants are all of the form 1, p 1 , p 2 , p 3 4 P i , which linear combinations of the expanded set of equations. Thus, the rank of the expanded set of equations is 175 − 5 = 170. Nielsen and Roth (1995) provide a similar analysis for this design problem.
with n = 7, 8 task positions, the LPD bounds listed in Table 3 are large, so we attack these with continuation. We do not know at the outset whether the LPD bounds are sharp. By solving a generic example of each case, we can determine the exact root count for each problem. If it were to happen that the count is small, one could then be encouraged to look for an elimination method.
As it turns out, the LPD bounds are not sharp, but the number of roots is still too large to make an elimination approach desirable. Using PHC (Verchelde 1999), we computed the roots for random test cases. For each task position, we used a random number generator to obtain 7 numbers. Three are used as the position vector and the other 4 are normalized to a unit quaternion representing spatial orientation. With probability one, such a set of tasks will be generic; that is, the number of solutions to the synthesis problem defined by the tasks will be the generic root count. PHC includes an option to use a "random linear" start system, which will give exactly the number of continuation paths as the LPD bound. Some paths diverge to infinity, leaving a reduced number of finite roots. The root counts and execution times (1.5GHz Pentium 4) for the runs are summarized in Table 5 . It should be noted that the solutions for these generic test problems can be used as start points in a parameter continuation (Morgan and Sommese, 1989) . The number of continuation paths will then be reduced to actual root counts, hence the approximate running time will reduce by a factor of PHC/LPD, where these mean the root counts shown in Table 5 . 
Java Implementation and Numerical Examples for CS6
The generalized eigenvalue solution for the case CS6 has been implemented using pure Java language. The code has been integrated into our synthesis software Synthetica (Su et.al. 2002 ) that allows the designer to specify the spatial task and then view and evaluate the resulting serial chains. The software is available online at http://synthetica.eng.uci.edu/∼mccarthy/. Testing a large number of sample problems shows that the average running time is 40ms on a 1.5GHz Pentium 4 system. Table 6 : A set of six design positions that has 26 real solutions. Table 6 We also wrote a Java program that generates five random task matrices (the other is fixed as identity matrix) with position limited in the box |p 1 | < 2.0, |p 2 | < 2.0, 0.0 < p 3 < 2.0 and orientation totally random. After solving about two million such task sets (took 20 hours), we found 11 examples that have 26 real solutions.
One of the problems with all real solutions is as follows. The six task positions are listed in the Table 6 Figure 4 shows that the 4th solution is reaching the six design positions. Table 7 is reaching the six design positions.
Conclusions
This paper examines the design of a cylindric PRS serial chain to reach a given set of spatial positions. A maximum of eight such task positions can be prescribed; we formulated nine different design problems with the number of task positions ranging from three to eight. All of these were analyzed using a linear product decomposition technique in order to determine a tighter bound the number of solutions than the total degree. Solutions based on reduction to generalized eigenvalue problems are provided for a variety of three, four, five, and six position design problems. Polynomial homotopy continuation was used to numerically determine the of solutions for the seven and eight position problems. In particular, the eight position synthesis problem has a total degree of 32768 with a linear product decomposition bound of 2184, while numerical experimentation yielded 804 solutions. In practical design work, one would probably sacrifice one or more task positions to choose directly some of the linkage parameters.
A Java implementation of the generalized eigenvalue solution for the six task position problem has been integrated into our computer aided design tool Synthetica to allow the designers to specify the spatial task and then view and evaluate the resulting serial chains.
where the trailing blocks have been dropped, since they are zero. The only computation involved is the triangularization ofÂ 4 , which can be done efficiently by sparse routines. Eq.28 is the square generalized eigenvalue problem we seek.
