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Abstract
Let V denote a vector space of finite, positive dimension, and let V˜ denote the vector space dual of V .
Let A, A∗ be a tridiagonal pair on V , and let A˜ : V˜ → V˜ , A˜∗ : V˜ → V˜ be linear transformations such that
for all v ∈ V and f ∈ V˜ , A˜f (v) = f (Av) and A˜∗f (v) = f (A∗v). We show that A˜, A˜∗ is a tridiagonal
pair on V˜ . We then show that if A, A∗ is of q-Serre type, then A˜, A˜∗ is isomorphic to A, A∗. We also show
that in this case there exist a unique bilinear form on V such that for all u, v ∈ V , 〈Au, v〉 = 〈u,Av〉 and
〈A∗u, v〉 = 〈u,A∗v〉. Moreover, this bilinear form is nondegenerate and symmetric.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
For each tridiagonal pair, we produce a dual tridiagonal pair. We show that these two tridiagonal
pairs are isomorphic whenever the original is of q-Serre type. Finally, we show that for each
tridiagonal pair of q-Serre type there exist a unique bilinear form with respect to which both
elements of the pair are self-adjoint. To state these results precisely we recall some definitions.
Throughout this paper, letF denote a field, and let V denote a vector space overF with finite,
positive dimension. Let End(V ) denote theF-algebra consisting of allF-linear transformations
from V to V .
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Definition 1.1. An ordered pair A, A∗ of elements from End(V ) is said to be a tridiagonal pair
(TDP) on V whenever the following four conditions are satisfied.
(i) Each of A and A∗ is diagonalizable overF.
(ii) There exists an ordering V0, V1, …, Vd of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 (0  i  d), (1)
where V−1 = 0, Vd+1 = 0.
(iii) There exists an ordering V ∗0 , V ∗1 , . . . , V ∗δ of the eigenspaces of A∗ such that
AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 (0  i  δ), (2)
where V ∗−1 = 0, V ∗δ+1 = 0.
(iv) There is no proper nonzero subspace H of V such that both AH ⊆ H and A∗H ⊆ H .
Leonard pairs, the tridiagonal pairs for which all eigenspaces Vi and V ∗i have dimension one,
have been studied from several perspectives [12–16].
Our first result is the construction of a “dual” TDP.
Theorem 1.2. Let V˜ denote the vector space dual of V. Let A,A∗ be a tridiagonal pair on V , and
let A˜ : V˜ → V˜ and A˜∗ : V˜ → V˜ be linear transformations such that for all v ∈ V and f ∈ V˜ ,
A˜f (v) = f (Av) and A˜∗f (v) = f (A∗v).
Then A˜, A˜∗ is a tridiagonal pair on V˜ .
The remainder of the paper focuses on the TDP’s of q-Serre type. TDP’s of q-Serre type
have received a great deal of attention [1,2,5–8], in part because of their connection to finite-
dimensional representations of the quantum affine algebra Uq(ŝl2). We recall the q-Serre property
now.
Definition 1.3. Fix a nonzero scalar q ∈F which is not a root of unity. A TDP A, A∗ on V is
said to be of q-Serre type whenever the following hold:
A3A∗ − [3]A2A∗A + [3]AA∗A2 − A∗A3 = 0, (3)
A∗3A − [3]A∗2AA∗ + [3]A∗AA∗2 − AA∗3 = 0, (4)
where [3] = (q3 − q−3)/(q − q−1). Eqs. (3) and (4) are called the cubic q-Serre relations and
are among the defining relations of the quantum affine algebra Uq(ŝl2).
Our second result is the following.
Theorem 1.4. Let A, A∗ be a TDP on V of q-Serre type, and let A˜, A˜∗ be as in Theorem 1.2.
Then A, A∗ and A˜, A˜∗ are isomorphic TDP’s.
Our final result is the construction of a bilinear form for TDP’s of q-Serre type. Recall that a
bilinear form on V is a map 〈·, ·〉 : V × V →F satisfying (i) 〈u + v,w〉 = 〈u,w〉 + 〈v,w〉,
(ii) 〈λu,w〉 = λ〈u,w〉, (iii) 〈u, v + w〉 = 〈u, v〉 + 〈u,w〉, and (iv) 〈u, λw〉 = λ〈u,w〉 for all
u, v,w ∈ V and for all λ ∈F. It is clear that any linear combination of bilinear forms is itself a
bilinear form. A bilinear form 〈·, ·〉 on V is said to be degenerate whenever there exists a nonzero
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v ∈ V such that 〈v, v′〉 = 0 for all v′ ∈ V and nondegenerate otherwise. A bilinear form 〈·, ·〉 on
V is said to be symmetric whenever 〈u, v〉 = 〈v, u〉 for all u, v ∈ V .
In [15] Terwilliger showed that for each Leonard pair A, A∗ there is a unique bilinear form
up to scalar multiples such that 〈Au, v〉 = 〈u,Av〉 and 〈A∗u, v〉 = 〈u,A∗v〉 and that this form
is nondegenerate and symmetric. In [10] Ito and Terwilliger produced a bilinear form with the
same properties for tridiagonal pairs of Krawtchouk type based upon a similar bilinear form for
the Tetrahedron algebra [11]. In this paper we produce a bilinear form with these properties for
the TDP’s of q-Serre type.
Theorem 1.5. Let A, A∗ be a TDP on V of q-Serre type. Then there exists a nonzero bilinear
form 〈·, ·〉 on V such that for all u, v ∈ V
〈Au, v〉 = 〈u,Av〉 and 〈A∗u, v〉 = 〈u,A∗v〉.
Moreover, 〈·, ·〉 is unique up to scalar multiples. This form is symmetric and nondegenerate.
2. Background
In this section we recall some facts from [6] concerning tridiagonal pairs.
Lemma 2.1 [6]. Let A, A∗ denote a TDP on V. The scalars d and δ from Definition 1.1 are equal;
we refer to this common value as the diameter of A, A∗.
Definition 2.2 [6]. Let A, A∗ denote a TDP on V of diameter d.
(i) An orderingV0,V1, . . . , Vd of the eigenspaces ofA is said to be standard whenever it satisfies
(1). An eigenvalue sequence of A, A∗ is an ordering θ0, θ1, . . . , θd of the eigenvalues of A
such that the induced ordering of the eigenspaces of A is standard.
(ii) An ordering V ∗0 , V ∗1 , . . . , V ∗d of the eigenspaces of A∗ is said to be standard whenever
it satisfies (2). A dual eigenvalue sequence of A, A∗ is an ordering θ∗0 , θ∗1 , . . . , θ∗d of the
eigenvalues of A∗ such that the induced ordering of the eigenspaces of A∗ is standard.
Lemma 2.3 [6]. Let A, A∗ denote a TDP on V of diameter d.
(i) Suppose V0, V1, . . . , Vd is a standard ordering of the eigenspaces of A. Then Vd , Vd−1, . . . ,
V0 is also a standard ordering of the eigenspaces of A, and there are no other standard
orderings of the eigenspaces of A.
(ii) Suppose V ∗0 , V ∗1 , . . . , V ∗d is a standard ordering of the eigenspaces of A∗. Then V ∗d , V ∗d−1,
. . . , V ∗0 is also a standard ordering of the eigenspaces ofA∗, and there are no other standard
orderings of the eigenspaces of A∗.
Definition 2.4 [6]. Let A, A∗ denote a TDP on V of diameter d. Let V0, V1, . . . , Vd be a standard
ordering of eigenspaces of A, and let V ∗0 , V ∗1 , . . . , V ∗d be a standard ordering of eigenspaces of
A∗. Define Ui (0  i  d) by
Ui = (V ∗0 + V ∗1 + · · · + V ∗i ) ∩ (Vi + Vi+1 + · · · + Vd).
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The sequence U0, U1, . . . , Ud is called the split decomposition of V relative to the fixed standard
orderings. For notational convenience, define Ui = 0 for i < 0 or i > d. There are at most four
split decompositions of V by Lemma 2.3.
Lemma 2.5 [6]. With reference to Definition 2.4, for 0  i  d,
Vi ⊆ Ui + Ui+1 + · · · + Ud and V ∗i ⊆ U0 + U1 + · · · + Ui.
Lemma 2.6 [6]. LetA,A∗ denote a TDP onV of diameterd.Fix standard orderingsV0, V1, . . . , Vd
of the eigenspaces of A and V ∗0 , V ∗1 , . . . , V ∗d of the eigenspaces of A∗.
(i) For each i (0  i  d), the subspaces Vi, V ∗i , and Ui have the same dimension. We denote
this common dimension by ρi . The sequence ρ0, ρ1, . . . , ρd is called the shape of A,A∗.
(ii) The shape is symmetric: ρi = ρd−i (0  i  d). In particular, the shape of A,A∗ is inde-
pendent of the choice of standard orderings of the eigenspaces of A and A∗.
Theorem 2.7 [6]. Let A, A∗ denote a TDP on V of diameter d. Fix standard orderings of
the eigenspaces of A and A∗. Let θ0, θ1, . . . , θd and θ∗0 , θ∗1 , . . . , θ∗d denote the corresponding
eigenvalue and dual eigenvalue sequences. Let U0, U1, . . . , Ud denote the corresponding split
decomposition of V . Then the following hold.
(i) V = U0 + U1 + · · · + Ud (direct sum).
(ii) (A − θiI )Ui ⊆ Ui+1 (0  i  d).
(iii) (A∗ − θ∗i I )Ui ⊆ Ui−1 (0  i  d).
Definition 2.8 [6]. With the notation of Theorem 2.7, for 0  i  d, let Fi : V → V denote the
projection from V onto Ui , ie, the linear transformations satisfying the following:
(i) (Fi − I )Ui = 0 (0  i  d), and
(ii) FiUj = 0 if i /= j (0  i  d).
Lemma 2.9 [6]. With reference to Definition 2.8, the following hold.
(i) FiFj = δijFi (0  i, j  d).
(ii) ∑di=0 Fi = I.
(iii) FiV = Ui (0  i  d).
Definition 2.10. With reference to Definition 2.8, set
R = A −
d∑
i=0
θiFi and L = A∗ −
d∑
i=0
θ∗i Fi .
We respectively refer to R and L as the raising and lowering maps for A, A∗ relative to U0,
U1, . . . , Ud .
Lemma 2.11 [6]. With reference to Definition 2.10, for all i (0  i  d) and for all v ∈ Ui, Rv =
(A − θiI )v and Lv = (A∗ − θ∗i I )v.
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Corollary 2.12 [6]. With reference to Definition 2.10, the following hold.
(i) RUi ⊆ Ui+1 (0  i  d).
(ii) LUi ⊆ Ui−1 (0  i  d).
3. A dual TDP
In this section we construct a dual tridiagonal pair for each tridiagonal pair.
Definition 3.1. Let V˜ denote the vector space dual of V , i.e., the vector space V˜ of all linear
functionals V →F. Define a map˜ : End(V ) → End(V˜ ) such that for all B ∈ End(V ), B˜f (v) =
f (Bv) for all v ∈ V and f ∈ V˜ .
Let Matn(F) denote the F-algebra of all (n × n)-matrices with entries in F. Given B ∈
End(V ) and an ordered basis β = {v1, v2, . . . , vn} of V , the matrix representing B with respect
to β is the matrix [B]β = (bij )n×n ∈ Matn(F) given by Bvj =∑ni=1 bij vi (1  j  n).
Lemma 3.2. Let β be an ordered basis for V and let β˜ be the dual ordered basis of V˜ . Then for
all B ∈ V, [B]β = [B˜]t
β˜
.
Proof. Say β = {v1, v2, . . . , vn} and β˜ = {v˜1, v˜2, . . . , v˜n}. Write [B]β = (bij ) and [B˜]β˜ = (b˜ij ).
Compute bij = v˜i
(∑n
k=1 bkj vk
) = v˜i (Bvj ) = (B˜v˜i)vj = (∑nk=1 b˜ki v˜k
)
vj = b˜j i . 
Lemma 3.3. Let A, A∗ denote a TDP on V of diameter d and shape ρ0, ρ1, . . . , ρd . Let V0,
V1, . . . , Vd be a standard ordering of the eigenspaces for A, and let θ0, θ1, . . . , θd denote the
associated eigenvalue sequence. Let V˜i denote the vector subspace of V˜ consisting of those
functions which vanish on V0 + · · · + Vi−1 + Vi+1 + · · · + Vd (0  i  d).
(i) For all i (0  i  d), V˜i is an eigenspace for A˜with associated eigenvalue θi and dimension
ρi.
(ii) The ordering V˜0, V˜1, . . . , V˜d is a standard ordering of the eigenspaces of A˜.
Proof. Let β be an eigenbasis for A with elements of Vi appearing before elements of Vi+1,
and let β˜ the dual basis. Now [A]β is diagonal, so [A˜]β˜ = [A]tβ = [A]β . Thus (i) holds. Observe
that (1) is equivalent to the condition that off the diagonal, nonzero entries in rows of [A∗]β
indexed by elements of Vi appear in columns indexed by elements of Vi−1 and Vi+1. This
condition is preserved by transposition, so A˜∗V˜i ⊆ V˜i−1 + V˜i + V˜i+1 (0  i  d). Thus (ii)
holds. 
Lemma 3.4. Let A,A∗ denote a TDP on V of diameter d and shape ρ0, ρ1, . . . , ρd . Let V ∗0 ,
V ∗1 , . . . , V ∗d be a standard ordering of the eigenspaces for A∗, and let θ∗0 , θ∗1 , . . . , θ∗d denote the
associated eigenvalue sequence. Let V˜ ∗i denote the vector subspace of V˜ ∗ consisting of thosefunctions which vanish on V ∗0 + · · · + V ∗i−1 + V ∗i+1 + · · · + V ∗d (0  i  d).
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(i) For all i (0  i  d), V˜ ∗i is an eigenspace for A˜∗ with associated eigenvalue θ∗i and dimen-
sion ρi.
(ii) The ordering V˜ ∗0 , V˜ ∗1 , . . . , V˜ ∗d is a standard ordering of the eigenspaces of A˜∗.
Proof. Argue as in Lemma 3.3 with β an eigenbasis for A∗. 
We are now ready to prove Theorem 1.2, i.e., that A˜, A˜∗ is a TDP.
Proof of Theorem 1.2. In light of Lemmas 3.3 and 3.4, it remains to verify Condition (iv) of
Definition 1.1. Suppose there exists some proper nonzero subspace Z of V˜ such that A˜Z ⊆ Z
and A˜∗Z ⊆ Z. Let H ⊆ V be the vector subspace on which the complement of Z in V˜ vanishes.
Note that H is a proper nonzero subspace of V since it has the same dimension as Z. For all
h ∈ H and all z ∈ Z, z(Ah) = (A˜z)(h) and z(A∗h) = (A˜∗z)(h). Since A˜z, A˜∗z ∈ Z, it follows
that Ah, A∗h ∈ H , contradicting Definition 1.1 (iv) for A, A∗. Hence A˜, A˜∗ is a TDP. 
Lemma 3.5. With reference to Lemmas 3.3 and 3.4, let U0, U1, . . . , Ud denote the split decom-
position of V relative to V0, V1, . . . , Vd and V ∗0 , V ∗1 , . . . , V ∗d . Let U˜i denote the vector subspace
of V˜ consisting of those functions which vanish on U0 + · · · + Ui−1 + Ui+1 + · · · + Ud (0 
i  d). Then U˜0, U˜1, . . . , U˜d is the split decomposition of V˜ relative to V˜d , V˜d−1, . . . , V˜0 and
V˜ ∗d , V˜ ∗d−1, . . . , V˜ ∗0 .
Proof. Suppose f ∈ U˜i . Observe that f (V ∗k ) = 0 for 0  k < i by Lemma 2.5. Thus f ∈ V˜ ∗i +
· · · + V˜ ∗d . Similarly, f ∈ V˜0 + · · · + V˜i . Thus U˜i ⊆ (V˜ ∗i + · · · + V˜ ∗d ) ∩ (V˜0 + · · · + V˜i). Con-
versely, suppose f ∈ (V˜ ∗i + · · · + V˜ ∗d ) ∩ (V˜0 + · · · + V˜i). Then f (Uj ) = f ((V ∗0 + · · · + V ∗j ) ∩
(Vj + · · · + Vd)) = 0 if i /= j . Thus (V˜ ∗i + · · · + V˜ ∗d ) ∩ (V˜0 + · · · + V˜i) ⊆ U˜i , so equality holds.
Hence U˜d , U˜d−1, . . . , U˜0 is the claimed split decomposition. 
Corollary 3.6. With reference to Lemma 3.5, let R and L be the respective raising and lowering
maps for A, A∗ relative to U0, U1, . . . , Ud, and let R′ and L′ be the respective raising and
lowering maps for A˜, A˜∗ relative to U˜d , U˜d−1, . . . , U˜0. Then R′ = R˜ and L′ = L˜.
Proof. Fix v ∈ Ui and f ∈ U˜j . Using Lemmas 2.11 and 3.5 we compute (R˜f )(v) + δij θif (v) =
f (Rv) + θif (v) = f ((R + θiI )v) = f (Av) = (A˜f )(v) = ((R′ + θj I )(f ))(v) = (R′f )(v) +
δij θjf (v). Thus (R˜f )(v) = (R′f )(v). Since this holds on bases of V and V˜ , R′ = R˜. Similarly,
L′ = L˜. 
4. The quantum affine algebra Uq(̂sl2)
In this section we recall the quantum affine algebra Uq(ŝl2) and some facts concerning its
irreducible modules. In the next section we shall use these facts to complete the proofs of Theorems
1.4 and 1.5. Fix a nonzero scalar q ∈F which is not a root of unity. For all integers k and for all
positive integers n write
[k] = q
k − q−k
q − q−1 and [n]! = [1][2] · · · [n].
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Definition 4.1 [3,4]. The quantum affine algebra Uq(ŝl2) is the associativeF-algebra with gen-
erators e±i , Ki , K
−1
i (i = 0, 1) and relations:
KiK
−1
i = K−1i Ki = 1,
K0K1 = K1K0,
Kie
±
i K
−1
i = q±2e±i ,
Kie
±
j K
−1
i = q∓2e±j (i /= j),
[e+i , e−i ] = Ki−K
−1
i
q−q−1 ,
[e±0 , e∓1 ] = 0,
(e±i )
3e±j − [3](e±i )2e±j e±i + [3]e±i e±j (e±i )2 − e±j (e±i )3 = 0 (i /= j). (5)
The equations of (5) are cubic q-Serre relations, just as (3) and (4) are.
Lemma 4.2 [3,4]. Uq(ŝl2) is a Hopf algebra with comultiplication (e+i ) = e+i ⊗ Ki + 1 ⊗
e+i ,(e
−
i ) = e−i ⊗ 1 + K−1i ⊗ e−i ,(Ki) = Ki ⊗ Ki (i = 0, 1).
Lemma 4.3 [3]. Let M denote a finite-dimensional irreducible Uq(ŝl2)-module. Then there exist
unique scalars ε0, ε1 in {1,−1} and a unique decomposition U0, U1, . . . , Ud of M such that for
all i (0  i  d)
(K0 − ε0q2i−d)Ui = 0, (K1 − ε1qd−2i )Ui = 0,
e+0 Ui ⊆ Ui+1, e−1 Ui ⊆ Ui+1,
e−0 Ui ⊆ Ui−1, e+1 Ui ⊆ Ui−1.
Definition 4.4. With reference to Lemma 4.3, we refer to the ordered pair (ε0, ε1) as the type of
M and the number d as the diameter of M . The Ui are called the weight spaces of M , and the
sequence U0, U1, . . . , Ud is called the weight space decomposition of M .
Lemma 4.5 [3]. For all nonnegative integers d and for all nonzero scalars a ∈F, there is
a (d + 1)-dimensional irreducible Uq(ŝl2)-module of type (1, 1) with basis v0, v1, . . . , vd and
action
e+0 · vi−1 = q−1a[i]vi, e−1 · vi−1 = [i]vi,
e−0 · vi = qa−1[d − i + 1]vi−1, e+1 · vi = [d − i + 1]vi−1,
K0 · vi = q−d+2ivi , K1 · vi = qd−2ivi .
Such a module is called an evaluation module.
In light of Lemma 4.2, the tensor product of evaluations modules is a Uq(ŝl2)-module.
Theorem 4.6 [3]. Every finite-dimensional irreducible Uq(ŝl2)-modules of type (1, 1) is isomor-
phic to a tensor product of evaluation modules.
Corollary 4.7 [3]. Let M denote a finite-dimensional irreducible Uq(ŝl2)-module of type (1, 1),
and let U0, U1, . . . , Ud be the weight space decomposition of M. Then the following hold.
(i) For all u ∈ Ui, K0u = q−d+2iu and K1u = qd−2iu.
H. Alnajjar, B. Curtin / Linear Algebra and its Applications 428 (2008) 2688–2698 2695
(ii) Say M = M ′ ⊗ M ′′ , where M ′, M ′′ are finite-dimensional irreducible Uq(ŝl2)-modules of
type (1, 1). Then Ui =∑h+j=i U ′h ⊗ U ′′j , where U ′0, U ′1, . . . , U ′d ′ and U ′′0 , U ′′1 , . . . , U ′′d ′′
are the weight space decompositions of M ′ and M ′′ , respectively.
(iii) dim Ui = dim Ud−i (0  i  d).
(iv) dim Ui 
(
d
i
)
(0  i  d). In particular, dim U0 = dim Ud = 1.
Lemma 4.8 [3]. Let M denote a finite-dimensional irreducible Uq(ŝl2)-module of type (1, 1), and
let U0, U1, . . . , Ud be the corresponding weight space decomposition.
(i) U0 is an eigenspace for (e+1 )i(e+0 )i for all i  0.
(ii) For all nonnegative integers i, let σi denote the eigenvalue of (e+1 )i (e+0 )i on U0. Then
σi = 0 for i ≥ d.
Definition 4.9 [3]. Let M denote a finite-dimensional irreducible Uq(ŝl2)-module of type (1,1).
Define a polynomial PM ∈F[z] by
PM =
∞∑
i=0
(−1)iσiqizi
([i]!)2 ,
where the scalars σi are from Lemma 4.8. We observe that PM has degree at most the diameter
of M . Moreover, PM has constant term σ0 = 1. We call PM the Drinfel’d polynomial of M .
Theorem 4.10 [3]. The map M → PM induces a bijection between the following two sets.
(i) The isomorphism classes of finite-dimensional irreducible Uq(ŝl2)-modules of type (1, 1).
(ii) The polynomials inF[z] that have constant coefficient 1.
To account for the reversal in Lemma 3.5, we will need a certain anti-symmetry in the action
of e+0 and e
+
1 on irreducible Uq(ŝl2)-modules of type (1,1). Given an ordered basis β of a vector
space, we write βrev to denote the same basis with the ordering reversed.
Lemma 4.11. Every finite-dimensional irreducible Uq(ŝl2)-module M of type (1, 1) has an or-
dered basis such that each element of is contained in a weight space of M, the elements of in
Ui appear before those in Ui+1(0  i  d − 1), and [e+1 ] = α[e+0 ]rev for some nonzero scalar
α ∈F. Moreover, [K0] and [K1] are diagonal, [K0] = [K1]rev , and [e+0 ] = α−1[e+1 ]rev .
Proof. The result holds for evaluation modules with the basis of Lemma 4.5. We induct on the
number of tensor factors, as permitted by Theorem 4.6. Say M = M ′ ⊗ M ′′ , where the lemma
holds for both M ′ and M ′′ by induction. Let ′ = {ω′i} and 
′′ = {ω′′i } be respective bases of M ′
and M ′′ witnessing the lemma for M ′ and M ′′ . Then M has basis  = {ω′i ⊗ ω
′′
j }. By Lemma
4.2, [Ki] = [Ki]′ ⊗ [Ki]′′ , [e+i ] = [e+i ]′ ⊗ [Ki]′′ + [I ]′ ⊗ [e+i ]′′ (i = 0, 1), taking the
Kronecker products of the matrices involved. We note that [K0]′′ and [K1]′′ are diagonal
with entries [K0]′′ = [K1]′′ rev by Corollary 4.7. These Kronecker products retain the reverse
symmetry of the factors, somay be sorted appropriately by weight space. Hence the result holds
for M. 
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5. The isomorphism of A, A∗ and ˜A, ˜A∗ for q-Serre type
In Section 3 we produced a pair of dual TDP’s, A, A∗ and A˜, A˜∗. We show that if A, A∗ is of
q-Serre type, then so is A˜, A˜∗. We then show that they are in fact isomorphic by appealing to the
results of Section 4.
Lemma 5.1 [13]. Let A, A∗ denote a TDP on V of diameter d. Then the following are equivalent.
(i) A, A∗ is of q-Serre type.
(ii) There exist eigenvalue and dual eigenvalue sequences for A, A∗ which satisfy
θi = q2iθ, θ∗i = q2d−2iθ∗ (0  i  d) (6)
for some nonzero scalars θ, θ∗ ∈F.
The TDP’s of q-Serre type are sometimes refered to as q-geometric TDP’s [13].
Lemma 5.2. If A, A∗ is a TDP of q-Serre type, then so is A˜, A˜∗.
Proof. Clear from Lemmas 3.3, 3.4, and 5.1. 
Definition 5.3. With reference to Lemma 3.5, set K =∑di=0 q2i−d , where the Fi are as in Defi-
nition 2.8. Note that K is invertible with inverse K−1 =∑di=0 qd−2iFi .
Lemma 5.4 [13]. With reference to Lemma 3.5 assume that A, A∗ is of q-Serre type and that the
eigenvalue and dual eigenvalue sequences satisfy (6). Then
A = qdθK + R and A∗ = qdθ∗K−1 + L,
where R and L are as in Definition 2.10, K is as in Definition 5.3, and θ and θ∗ are as in Lemma
5.1.
Definition 5.5. We say that a TDP of q-Serre type is normalized whenever the corresponding
scalars θ and θ∗ of Lemma 5.1 are both q−d .
Lemma 5.6. Let A, A∗ be a TDP on V of q-Serre type, and let θ and θ∗ be as in Lemma 5.1.
Then q−dθ−1A, q−dθ∗−1A∗ is a normalized TDP on V of q-Serre type.
Proof. Straightforward. 
Theorem 5.7 [9]. Let A, A∗ be a normalized TDP on V of q-Serre type. Then there exists
a unique Uq(ŝl2)-module structure on V such that A and A∗ act as e+0 + K0 and e+1 + K1,
respectively. This Uq(ŝl2)-module is irreducible of type (1, 1), and its Drinfel’d polynomial PV
satisfies PV (q−1(q − q−1)−2) /= 0.
Corollary 5.8. Let A, A∗ be a normalized TDP on V of q-Serre type. Then R, L, K, and K−1
act respectively as e+0 , e
+
1 , K0, and K1 on the Uq(ŝl2)-module structure on V of Theorem 5.7.
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Proof. Straightforward. 
In light of Corollary 3.6, Theorem 5.7 applied to A˜, A˜∗ gives an irreducible Uq(ŝl2)-module of
type (1,1) on V˜ with weight spaces U˜0, U˜1, . . . , U˜d where A˜ and A˜∗ act as e+1 + K1 and e+0 + K0,
respectively. We shall show that the Uq(ŝl2)-modules associated with A, A∗ and with A˜, A˜∗ are
isomorphic. In light of Theorem 4.10, it suffices to show that these two modules have the same
Drinfel’d polynomials. LetPV =∑∞i=0 (−1)iσiqizi/([i]!)2 andPV˜ =∑∞i=0 (−1)i σ˜iqizi/([i]!)2
denote the respective Drinfel’d polynomials for the modules associated with A, A∗ and A˜, A˜∗.
To show that PV = PV˜ , we show that σi = σ˜i for all i.
Lemma 5.9. With reference to Lemma 3.5, let A,A∗ be a normalized TDP of q-Serre type. Then
σi = σ˜i for all i (i  0).
Proof. LetR andLbe the raising and lowering maps forA,A∗ induced by the eigenvalue sequence
θi = q2i−d(0  i  d) and dual eigenvalue sequence θ∗i = qd−2i (0  i  d). By Lemma 4.11
and Corollary 5.8, we may fix an ordered basis  of V such that each element of  is contained
in a weight space Ui of V , the elements of  in Ui appear before those in Ui+1 (0  i  d − 1),
and [R] = α−1[L]rev , [L] = α[R]rev for some nonzero scalar α. By Corollary 4.7, there is a
unique element u0 of ∩ U0. By Lemma 5.4, σi is defined on the Uq(ŝl2)-module V of Theorem
5.7 by LiRiu0 = σiu0, ie, σi = ([L]i[R]i)(0, 0), where the entries of the matrices are indexed
by the subscript of the corresponding basis element.
In light of Lemmas 3.3, 3.4, and 3.5, R˜ and L˜ are the raising and lowering maps for A˜, A˜∗
induced by the eigenvalue sequence θ˜i = qd−2i and dual eigenvalue sequence θ˜∗i = q2i−d . Let
˜ be the dual basis for . By Lemma 3.5, each element of ˜ is contained in a weight space U˜i of
V˜ . Let u˜n be the unique element of ˜ ∩ U˜d . By Lemma 5.4 and Corollary 3.6, σ˜i is defined on
the Uq(ŝl2)-module V˜ of Theorem 5.7 by L˜iR˜i u˜n = σ˜i u˜n, i.e., σ˜i = ([L˜]i˜[R˜]i˜)(n, n).
By Lemma 3.2 and Corollary 3.6, [L˜]˜ = ([L])t and [R˜]˜ = ([R])t . Thus using Lemma
4.11 and Corollary 5.8 gives
[L˜]i
˜
[R˜]i
˜
= ([L]i)t([R]i)t = ([R]i[L]i)t = (α−i[L]irevαi[R]irev)t = ([L]irev [R]irev)t.
Now the dual of un is u˜n, and un is in the position opposite from u0 in  since U0 and Ud are
both one-dimensional spaces by Corollary 4.7. Hence
σ˜i = ([L˜]i˜[R˜]i˜)(n, n) = ([L]i[R]i)t(0, 0) = ([L]i[R]i)(0, 0) = σi. 
Lemma 5.10. With reference to Lemma 3.5, let A,A∗ be a normalized TDP of q-Serre type. Then
PV = PV˜ .
Proof. Clear from Theorem 4.10 and Lemma 5.9. 
We now prove our main results.
Proof of Theorem 1.4. By Lemmas 3.3 and 3.4, scalars θ and θ∗ from Lemma 5.6 are equal for
both A, A∗ and A˜, A˜∗, so without loss we may assume that both are normalized TDP’s of q-Serre
type. By Theorem 4.10 and Lemma 5.10, the Uq(ŝl2)-module structures on V and V˜ of Theorem
5.7 are isomorphic. Hence the TDP’s A, A∗ and A˜, A˜∗ are isomorphic TDP’s. 
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Proof of Theorem 1.5. In light of Theorem 1.4, there is a linear bijection φ : V → V˜ such that
φ(Au) = A˜φ(u) andφ(A∗u) = A˜∗φ(u) for allu ∈ V . Define a bilinear form 〈·, ·〉 : V × V →F
by 〈u, u′〉 = φ(u′)(u) for all u, u′ ∈ V . This bilinear form is nondegenerate since for each v ∈ V ,
there is v′ ∈ V such that φ(v′) is the vector space dual of v and 〈v, v′〉 = φ(v′)(v) = 1. By
construction 〈Au, v〉 = 〈u,Av〉 and 〈A∗u, v〉 = 〈u,A∗v〉 for all v, u ∈ V .
We now prove the uniqueness of this bilinear form. Suppose that in addition to 〈·, ·〉 there is a
second bilinear form [·, ·] such that [Av,w] = [v,Aw] and [A∗v,w] = [v,A∗w] for all v,w ∈
V . Let v0 ∈ V0 be any nonzero vector. Say [v0, v0] = c, and define a third bilinear form (·, ·)
on V by (v,w) = c〈v,w〉 − [v,w]. Note that (v0, v0) = 0 since 〈v0, v0〉 = 1. Now (Av,w) =
c〈Av,w〉−[Av,w]=c〈v,Aw〉 − [v,Aw]=(v, Aw). Similarly forA∗. Thus (Av,w) = (v, Aw)
and (A∗v,w) = (v, A∗w) for all v,w ∈ V .
Letwi ∈ Vi , and recall thatAwi =θiwi . Thus θ0(v0, wi)=(Av0, wi)=(v0, Awi)=θi(v0, wi).
Since dim V0 = ρ0 = 1 by Theorem 4.7(iv) and θ0 /= θi for i /= 0, we find that (v0, wi) = 0 for
i /= 0. Thus (v0, v) = 0 for all v ∈ V . Let W = {v ∈ V | (v, x) = 0 ∀x ∈ V }. Now (Av, x) =
(v, Ax) = 0 and (A∗v, x) = (v, A∗x) = 0, so W is an (A,A∗)-invariant subspace of V . Thus
either W = {0} or W = V by the definition of a tridiagonal pair. But W /= {0} since v0 ∈ W .
Thus W = V , so (v,w) = 0 for all v,w ∈ V . Hence [·, ·] = c〈·, ·〉.
To see that this form is symmetric, define a bilinear form 〈·, ·〉† on V by 〈u, v〉† = 〈v, u〉.
Observe that by construction, this bilinear form satisfies the hypotheses of this theorem, so 〈·, ·〉† =
γ 〈·, ·〉 for some scalar γ . However, 〈v0, v0〉 = 〈v0, v0〉† = γ 〈v0, v0〉, so γ = 1. Thus, 〈·, ·〉 is
symmetric. 
Note that our proof of the existence of the bilinear form used only that A, A∗ and A˜, A˜∗ are
isomorphic and that our proof of uniqueness of the bilinear form used only that ρ0 = 1.
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