Abstract-For non-destructive testing of aerospace structures, it is extremely important to know how the probability of detecting a fault depends on its size. Recently, an empirical formula has been found which described this dependence. In this paper, we provide the theoretical justification for this formula by using methods motivated by the neural network approach.
I. FORMULATION OF THE PROBLEM
For non-destructive testing of aerospace structures (see, e.g., [3] -[7J, [9] , [ll] ), it is extremely important to know how the probability p ( a ) of detecting a fauIt of linear size a depends on this size a. This dependence is caIled a probability of detection (POD) curve. Recently, an empirical formuIa has been found which described this dependence PI , M, PI :
(1) A -ap p(a) = 1 + A . ' Since important decisions are based on this formula, it is desirable to fmd out how reliable it is, i.e., whether it is a crude empirical approximation or a precise formula which has deep theoretical justifications.
WHAT WE ARE PLANNING TO Do
In this paper, we show that this formula (I) can indeed be theoretically justified. Our justification for this formula will use methods motivated by the neural network approach (see, e.g., [lo] ).
WE MUST CHOOSE A FAMILY OF FUNCTIONS, NOT A SINGLE FUNCTION

A. P O D can be, in principle, experimentally determined
For practical applications, we need the function p ( a ) which would determine the probability that if a sample with a fault size a i s presented to a certain NDE technique, then this fault will be detected. In order to determine this function empirically, we must have a statistics of samples which were presented to this techniques and for which, later on, the fault was discovered; from this statistics, we can determine the desired probability.
B. P O D depends o n the pre-selection procedure
This probability, however, depends on how we select the samples presented to the NDE techniques. For example, most structures are inspected visually before using a more complicated NDE technology. Some aerospace structures are easier to inspect visually, so we can detect more faults visually, and only harder-than-usual faults are presented to the NDE technique; as a result of this preselection, for such structures, the success probability p ( a ) is lower than in other cases. Other structures are more difficult to inspect visually; for these structures, all the faults (including easy-to-detect ones) are presented to the NDE techniques, and the success probabilities p(a) will be higher. In view of this pre-selection, for one and the same NDE technique we may have different POD functions depending on which structures we apply it to. So, instead of looking for a single function p(a), we should lodk for a family of POD functions which correspond to different pre-selections.
C. Relation between P O D curves corresponding t o diger-
How are different functions from this famiIy related to each other? Pre-selection means, in effect, that we are moving from the original unconditional detection probability to the conditional probability, under the condition that this particular sample has been pre-selected. In statistics, the transformation from an unconditional probability Po(&) of a certain hypothesis Hi to its conditional probability P(HilS) (under the condition S that a sample was pre-selected) is described by the Bayes formula ent pre-selection procedures 
A . We can have many different optimality criteria
Among all such families, we want to choose the best one. In formalizing what "the best" means we follow the general idea outlined in [lo] . The criteria to choose may be: 0 approximation accuracy (i.e., accuracy with which these functions approximate the emprical data about the dependence of the POD of the fault size), 0 computational simplicity, or 0 something else.
B. Non-numeric criteria are possible
In mathematical optimization problems, numeric criteria are most frequently used, when to every family we assign some value expressing its performance, and choose a family for which this value is maximal. However, it is not necessary to restrict ourselves to such numeric criteria only. For example, if we have several different families that have the same approximation accuracy A, we can choose between them the one that has the minimal computational complexity C. In this case, the actual criterion that we use to compare two families is not numeric, but more complicated: 
A family F1 is better than the family F2 if and only if:
0 either A(F1) > A(Fz), 0 or A(F1) = A(F2) and C(F1) < C(Fz).
D. A criterion must choose a unique optimal family
A natural demand is that this criterion must choose a unique optimal family (i.e., a family that is better with respect to this criterion than any other family).
The reason for this demand is simple:
0 If a criterion does not choose any family at all, then it is of no use.
0 If several different families are "the best" according to this criterion, then we still have a problem to choose among those "best". Therefore, we need some additional criterion for that choice. For example, if several families turn out to have the same approximation accuracy, we can choose among them a family with minimal computational complexity. So what we actually do in this case is abandon that criterion for which there were several "best" families, and consider a new "composite" criterion instead: F1 is better than FZ according to this new criterion if either it was better according to the old criterion or according to the old criterion they had the same quality and F1 is better than Fz according to the additional criterion.
In other words, if a criterion does not allow us to choose a unique best family it means that this criterion is not ultimate; we have to modify it until we come to a final criterion that will have that property.
E. A criterion must be scale-invariant
The next natural condition that the criterion must satisfy is that the relative quality of the two families should not depend on the choice of the units in which we measure the size of the fault.
Suppose that instead of the original unit of length, we consider a new unit of length which is X times larger than the original one. How will the POD curve change, i.e., what will be the new function F(E) describing the dependence of the probability of detection on the size ii in the new units?
One new unit is equal to X old units, therefore, the length E in the new units means the length a = X .E in the old units. So, the probability F(E) is equal to c(E) = This argument can be used to motivate that the criterion is invariant with respect to rescaling transformations.
P(X * a).
We arrive at the following definitions: v. DEFINITIONS AND THE MAIN RESULT
Definition 1.
By a probability function, we mean a smooth rnonotonic function p(a) defined for all U 2 0 for which p(0) = 0 andp(a) + 1 as a -+ 00.
By a famiZy of functions we mean the set of functions that is obtained fiom a probability function p(a) by applying fiactionally linear transformations.
A pair of relations (<, -) is called consistent if it satisfies the following conditions: (1) if F < G and
G -F ; ( 4 ) i f F~G a n d G~H t h e n F~H ; ( 5 ) i f
Assume a set 7 is given. its elements will be called alternatives. By an optimality criterion we mean a consistent pair (<, -) of relations on the set 7 of all alternatives. If F > G, we say that F is better than G; if F N G, we say that the alternatives F and G are equivalent with respect to this criterion. We say that an dternative F is optimal (or best) with respect to a criterion (<, -) if for every other alternative G,
We say that a criterion is final if there exists an optimal alternative, and this optimal alternative is unique.
In the present section we consider optimality criteria on the set 3 of a11 families. Definition 2. Let X 9 0. By the X-rescaling S, (p) of a function p(u), we mean a function F(u) = p(X -a). By the X-rescaling Sx(F) of the family F , we mean the family of the functions that are obtained fiom p E F by X-resealing. Definition 3. We say that an optimality criterion on T is scade-invariant if for every two fmilies F and G and for every number X > 0, the following two conditions are true: Indeed, we assumed thet the optimal family Fopt exists and is scale-invariant in the sense that Sx(Fopt) = Fopt for all real numbers X > 0. Indeed, we assumed that the optimality criterion is final, therefore there exists a unique optimal family Fopt. Let's now prove that this optimal family is scale-invariant (this proof is practically the same as in [IO] ). The fact that Fopt is optimal means that for every other F , either Fopt > F or Fopt N F . If
Fopt N F for some F # Fopl;, then from the definition of the optimality criterion we can easily deduce that F is also optimal, which contradicts the fact that there is only one optimal family. So for every F either Fopt > F or Take an arbitrary X and let F = Sx(FOpt). If Fopt > F = Sx(F,,t), then from the invariance of the optimality criterion we conclude that S,-l(FoPt) > Fopt, and that conclusion contradicts the choice of Fopt as the optimal family. So Fopt > F = §x (F,,t) is impossible, and therefore Fopt = F = Sx(Fopt), i.e., the optimal family is really scale-invariant . For X = 1, we have n = 1, so, since p is smooth (hence continuous), for X M 1, we have n(X) # 0; hence, we can divide both the numerator and the denominator of (2) by n(X) and thus, get a similar formula with n(X) = 1.
If we multiply both sides of the resulting equation by the denominator, we get the following formula:
If we fix X and take three different values of a, we get three Iinear equations for determining three unknowns k ( X ) , Z(X), and rn(X), from which we can determine these unknowns using Cramer's rule. Cramer's ruIe expresses every unknown as a fraction of two determinants, and these determinants polynomially depend on the coefficients. The coefficients either do not depend on X at all (like p ( a ) ) or depend smoothly (p(X. a) smoothly depends on X because p ( a ) is a smooth function). Therefore, these polynomials are also smooth functions of A, and so are their ratios k(X), Z(X), and m(X).
Now that we know that all the functions in the equations (2) are differentiable, we can differentiate both sides with respect to X and set X = 1. As a result, we get the following differential equation:
for some constants Ci. To solve this equation, we can separate the variables, i.e., move all the terms related to a to one side and all the terms related to p to the other side, and get the differential equation Now, the condition that p(0) = 0 leads to BID = 0 and hence, to B = 0. The condition leads to A = C, i.e., to Since p ( a ) is not identically equal to 1, we have D # 0. Therefore, we can divide both the numerator and the denominator of this fraction by D, and get the desired expression (1). The theorem is proven.
