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Abstract
In general, estimators of the extreme value index of i.i.d. random variables crucially depend
on the sample fraction that is used for estimation. In case of the well-known Hill estimator
the optimal number koptn of largest order statistics was given by Hall and Welsh (1985) as a
function of some parameters of the unknown distribution function F , which was assumed to
admit a certain expansion. Moreover, an estimator of koptn was proposed that is consistent if
a second-order parameter  of F belongs to a bounded interval. In contrast, we introduce a
sequential procedure that yields a consistent estimator of koptn in the full model without requiring
prior information about . Then it is demonstrated that even in a more general setup the resulting
adaptive Hill estimator is asymptotically as ecient as the Hill estimator based on the optimal
number of order statistics. Finally, it is shown by Monte Carlo simulations that also for moderate
sample sizes the procedure shows a reasonable performance, which can be improved further if
 is restricted to bounded intervals. c© 1998 Elsevier Science B.V. All rights reserved.
AMS classication: primary 62G05; 62G20; secondary 62F35; 62G30
Keywords: Adaptive estimation; Asymptotic eciency; Extreme value index; Hill estimator;
Optimal sample fraction; Order statistics; Sequential procedure
1. Introduction
Let Xi, i2N, be i.i.d. random variables (r.v.’s) whose common distribution function
(d.f.) F belongs to the weak domain of attraction of an extreme value d.f. G, i.e.,
lim
n!1F
n(anx + bn)=G(x) :=
(
exp(−(1 + x)−1=) if  6= 0; 1 + x>0;
exp(−e−x) if =0;
for some normalizing constants an>0 and bn 2R. In the last two decades a lot of
estimators of the extreme value index 2R have been proposed that use a certain
number kn of largest order statistics for estimation; see, e.g., Hill (1975), Pickands
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(1975), Csorg}o et al. (1985), Dekkers et al. (1989) and Drees (1995,1998a,b). Most
prominent is the Hill estimator
^n; kn :=
1
kn − 1
kn−1X
i=1
log
Xn−i+1:n
Xn−kn+1:n
based on the kn largest order statistics, which is weakly consistent if  is positive and
(kn) is an intermediate sequence, that is, kn!1 and kn=n! 0. Here Xi:n denotes the
ith smallest order statistic pertaining to X1; : : : ; Xn.
The performance of the Hill estimator and the other estimators of  considered in
the aforementioned papers crucially depend on the choice of the sample fraction used
for estimation. If kn is too large, then the estimators have a large bias, while on the
other hand, their variance is large if kn is small. Hall and Welsh (1985) proved that
the asymptotic mean squared error of the Hill estimator is minimal for
koptn 

C2(+ 1)2
2D23
1=(2+1)
n2=(2+1) (1)
if the underlying d.f. satises the so-called Hall condition
1− F(x)=Cx−1=(1 + Dx−= + o(x−=)): (2)
Since the parameters >0, C>0 and D 6=0 are unknown, this result cannot be used
directly to determine the optimal number of order statistics for a given data set.
Hill (1975) suggested to take the smallest k such that (log(Xn−i+1:n=Xn−i:n))16i6k−1
fails a test for exponentiality, yet Hall and Welsh (1985) demonstrated that, in general,
this procedure yields too large a number of order statistics. As an alternative, they took
advantage of the particular structure of the bias of ^n; i as a function of i to construct
an estimator of koptn if some prior information about  is known. More precisely, it
was proven that, with
^ :=
log

^
−1
n; t1 − ^
−1
n; s
^
−1
n; t2 − ^
−1
n; s


log
t1
t2
 and
^0 :=
(2^)−1=2

n
t1
^ ^−1n; t1 − ^−1n; s
^n; s

2=(2^+1)
;
k^n := [^0n2^=(2^+1)]
is a consistent estimator of koptn in the sense that k^n=k
opt
n ! 1 in probability if ti= [ni ],
i=1; 2 and s= [n] for some 0<2(1 − 1)<<2=(2 + 1)<1<2<1; here [x]
denotes the largest integer smaller than or equal to x. However, note that, for a given
choice of <1 < 2, one must restrict the second-order parameter  to the interval
(=(2(1− )); =(2(1− 1))), i.e., consistency merely holds in a submodel of Eq. (2).
In this case ^n; k^n is asymptotically as ecient as ^n; koptn .
More recently, interpreting the selection of kn as a regression diagnostics problem,
Beirlant et al. (1996a,b) introduced an iterative least-squares procedure which seems
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to work reasonably well for moderate sample sizes, but no consistency or eciency
results were proven. Furthermore, a heuristically motivated method for choosing kn was
proposed by Reiss and Thomas (1997, p. 121).
Another natural approach is to select the optimal sample fraction by a resampling
procedure, yet the usual bootstrap method fails, because it seriously underestimates
the bias of the Hill estimator. To overcome this problem, Hall (1990) proposed to
use resamples whose size is of a smaller order than the original sample size, but this
procedure requires that the parameter  is known and the sample size n is very large.
Recently, Danielsson et al. (1996) used a combination of subsample bootstrap estimates
for the dierence of two estimators of 2 based on bootstrap sample sizes of dierent
order to obtain a consistent estimator of the optimal number of order statistics that
does not need any restriction on .
As an alternative we propose a sequential approach to construct a consistent estimator
of koptn that works asymptotically without any prior knowledge about the underlying d.f.
of type (2). Theorem 3:1 of Hall and Welsh (1985) and the Theorem of Mason and
Turova (1994) in combination with a law of iterated logarithm (w.r.t. convergence in
probability) suggest that the maximum random uctuation of i1=2(^n; i − ), 26i6kn,
is of the order (log log n)1=2, i.e.,
max
26i6kn
i1=2j^n; i −  − bn; ij=Op((log log n)1=2) (3)
for all intermediate sequences (kn), where bn; i 2R, 26i6kn, denote some bias terms
of the Hill estimators. Now dene a \stopping time" for the sequence of Hill estimators
by
kn(rn) := min

k 2f2; : : : ; ng
 max26i6k i1=2j^n; i − ^n; k j>rn

; (4)
where the thresholds rn constitute a sequence that is of larger order than (log log n)1=2
but of smaller order than n1=2. (This denition is inspired by a somewhat related
statistic which is used to choose an optimal local bandwidth in nonparametric curve
estimation; see Lepskii, 1991; Lepskii et al., 1997.) In view of Eq. (3), kn(rn) is
asymptotically equivalent to the deterministic sequence ~kn(rn) dened by (4) with
^n; i and ^n; k replaced by the corresponding bias terms bn; i and bn; k , respectively. As,
roughly speaking, bn; i  const:(i=n), this fact can be used to construct consistent
estimators of  and koptn based on kn(rn) and kn(rn) with 2 (0; 1).
The details of this programme are worked out in Section 2. Then it is indicated
how this procedure can be modied to select an optimal sample fraction for a dif-
ferent class of d.f.’s. In Section 3 we examine the performance of the estimator of
koptn and the pertaining adaptive Hill estimator for nite sample sizes in a simulation
study.
It should be mentioned that, though we give a rigorous treatment of the problem
only for the Hill estimator, analogues of the basic relation kn(rn)  ~kn(rn) are also
satised for other estimators. For example, Lemma 4.2 of Drees (1995) demonstrates
that the Pickands estimator shows a similar behavior. Moreover, the Theorems 2.1 of
Drees (1998a,b) indicate that one can utilize the methods introduced in the present
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paper to construct consistent estimators for the optimal number of order statistics for a
much broader class of estimators of the extreme value index , including the moment
estimator of Dekkers et al. (1989) and the probability weighted moment estimator
proposed by Hosking and Wallis (1987).
2. A sequential estimator of the optimal sample fraction
Following Csorg}o et al. (1985), we assume that the quantile function (q.f.) is a
normalized regularly varying function, i.e.,
F−1(1− t)= ct− exp
 Z 1
t
(s)
s
ds
!
(5)
for all t6t0, some constant c>0 and a measurable function  converging to 0 as s
tends to 0. Observe that Eq. (5) is equivalent to the von Mises condition q(x) := (1−
F(x))=(xf(x))!  as x!1, where f denotes a suitable Lebesgue density of the d.f.
F , in which case one can choose (s)= q(F−1(1 − s)) − . In particular, Eq. (5) is
necessary for F 2D(G) if the density f is eventually decreasing (de Haan, 1970,
Theorem 2.7.1).
Csorg}o et al. (1985, p. 1054) proved that for any intermediate sequence (kn) one
has
L(k1=2n (^n; kn −  − bn; kn))!N(0; 2) weakly; (6)
where
bn; k :=
Z 1
0


k
n
t

dt=E

k
n

with
E(t) := t−1
Z t
0
(s) ds:
Remark 1. Asymptotic normality of the Hill estimator was also proven under dierent
second order conditions, i.e., without assuming the von Mises condition (5), by Haeusler
and Teugels (1985) and Goldie and Smith (1987), among others, provided the interme-
diate sequence (kn) converges to innity suciently slowly. At the end of this section,
we will indicate how our sequential approach for choosing kn can be employed under
such conditions.
It is reasonable to choose kn such that the asymptotic mean squared error (AMSE)
of ^n; kn , which equals
b2n; kn + 
2k−1n =E
2

kn
n

+ 2k−1n (7)
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is minimized. In general, the minimum can be determined only numerically. However,
if E is -varying at 0 for some >0 (in short: E 2RV 0 ), that is
lim
t#0
E(t x)
E(t)
= x (8)
for all x>0, then the optimal sequence (koptn ) can be characterized in a simple way.
Using Theorem 1.6.5 of Bingham et al. (1987), it is easily seen that Eq. (8) is equiva-
lent to the assumption that t 7! R t0 (s)=s ds exists and is -varying at 0, too. According
to Lemma 2.3 2 of Dekkers and de Haan (1993), this in turn is equivalent to each of
the expansions
F−1(1− t)= ~ct−(1 + R1(t)) (9)
and
1− F(x)= ~c1=x−1=(1 + R2(x))
with R1 denoting some function that is -varying at 0 and R2 some (−=)-varying
function. Thus, under condition (5), assumption (8) is a reasonable generalization of
Eq. (2).
Proposition 1. If Eq. (5) holds and E is -varying at 0 for some >0; then the
AMSE (7) is asymptotically minimized by the asymptotically unique intermediate
sequence (kn) satisfyingE

kn
n
 k1=2n ! (2)−1=2: (10)
Proof. Since the arguments are standard (see, e.g., Pereira, 1994, Theorem 4.4), we
only give a sketch of the proof. The existence and asymptotic uniqueness of the inter-
mediate sequence (kn) satisfying Eq. (10) follows from Theorem 1.5.12 of Bingham
et al. (1987) applied to t 7! t1=2=E(t−1). Likewise one can choose a sequence (k(1)n )
such thatE
 
k(1)n
n
! (k(1)n )1=2! 1: (11)
Check that the AMSE (7) is of minimal order if and only if kn is of the same or-
der as k(1)n . So in order to determine the optimal kn, suppose that kn  k(1)n for
some 2 (0;1) and minimize E2(kn=n) + 2k−1n  (2 + 2−1)=k(1)n by choosing
=(2=(2))1=(2+1), which yields the assertion.
Example 1. In model (5), the Hall condition (2) is equivalent to E(t)  const:t. To
see this, rst note that Eq. (2) can be reformulated in terms of the q.f. as
F−1(1− t)=Ct−(1 + DC−t + o(t))
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(Csorg}o et al., 1985, (D40)). Under condition (5), this in turn is equivalent to C
= c exp(
R 1
0 (s)=s ds) and
exp

−
Z t
0
(s)
s
ds

=1 + DC−t + o(t)
,
Z t
0
(s)
s
ds  −DC−t
)E(t) =
Z t
0
(s)
s
ds− t−1
Z t
0
Z u
0
(s)
s
ds du  −DC− 
+ 1
t; (12)
where for the last equation integration by parts has been utilized. The converse impli-
cation can easily be established using Theorem 1.6.5 of Bingham et al. (1987).
Observe that, of course, in this case the implicit characterization (10) of the optimal
sequence is just a reformulation of Eq. (1).
Next, we examine the asymptotic behavior of the \stopping time" kn(rn) dened
by Eq. (4), which will be the basis of our estimator of the optimal number of order
statistics. As a rst step we verify Eq. (3) in the general setup (5).
Lemma 1. If Eq. (5) holds; then for all intermediate sequences (kn); one has
max
26i6kn
i1=2j^n; i −  − bn; ij=Op((log log n)1=2):
Proof. W.l.o.g., one may assume that Xi=F−1(1 − Ui) where Ui are i.i.d. uniformly
on (0,1) distributed r.v.’s. Denote by Qn the empirical q.f. pertaining to Ui:
Qn(t) = Ui:n if
i − 1
n
<t6
i
n
:
Using integration by parts we obtain
i − 1
i
^n; i =
Z 1
0
log
F−1(1− Qn(ti=n))
F−1(1− Qn(i=n)) dt
=  +
Z 1
0
Z i=n
ti=n
(s)
s
ds dt +
Z 1
0
log
F−1(1− Qn(ti=n))
F−1(1− ti=n) dt
− log F
−1(1− Qn(i=n))
F−1(1− i=n)
=  + bn; i +
Z 1
0
log
F−1(1− Qn(ti=n))
F−1(1− ti=n) dt − log
F−1(1− Qn(i=n))
F−1(1− i=n) :
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Hence,
j^n; i −  − bn; ij
6
i
i − 1

Z 1
0
 
− log Qn(ti=n)
ti=n
+
Z ti=n
Qn(ti=n)
(s)
s
ds
!
dt
+ log
Qn(i=n)
i=n
+
Z i=n
Qn(i=n)
(s)
s
ds
+ j + bn; iji − 1
=Op
 Z 1
0
log Qn(ti=n)ti=n
 dt +
log Qn(i=n)i=n
+ 1i − 1
!
uniformly for 26i6kn, because (s)! 0 as s! 0. Therefore, it suces to prove that
max
26i6kn
i1=2
Z 1
0
log Qn(ti=n)ti=n
 dt=Op((log log n)1=2) (13)
and
max
26i6kn
i1=2
log Qn(i=n)i=n
 =Op((log log n)1=2): (14)
First, note that
max
26i6kn
i1=2
Z 1=i
0
log Qn(ti=n)ti=n
 dt 6 max26i6kn i−1=2
 
j log(nU1:n)j −
Z 1
0
log t dt
!
=Op(1)
since nU1:n converges weakly to a standard exponential r.v. On the other hand,
sup
1=n6t61
log Qn(t)t
 =Op(1)
(Shorack and Wellner, 1986, (10.3.7) and (10.3.8)) and the mean value theorem imply
sup
1=n6t61
 log(Qn(t)=t)Qn(t)=t − 1
 =Op(1); (15)
so that
max
26i6kn
i1=2
Z 1
1=i
log Qn(ti=n)ti=n
 dt
= max
26i6kn
n
i
1=2 Z i=n
1=n
n1=2
log Qn(t)t
 dt
=Op
 
max
26i6kn
n
i
1=2 Z i=n
1=n
n1=2t−1=2jQn(t)− tj t−1=2 dt
!
:
Now,
sup
1=n6t61
n1=2t−1=2jQn(t)− tj=Op((log log n)1=2) (16)
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(Csorg}o and Horvath, 1993, Theorem 4.2.1) gives Eq. (13). Likewise Eq. (14) is an
immediate consequence of Eqs. (15) and (16).
Since the \variance part" of i1=2j^n; i − ^n; k j is stochastically bounded by a term
of order (log log n)1=2, obviously the bias i1=2jbn; i − bn; k j must be the dominant part
if i1=2j^n; i − ^n; k j is of larger order than (log log n)1=2. In particular, this is true for
kn= kn(rn) with (log log n)1=2 = o(rn), so that kn(rn) is asymptotically equivalent to a
deterministic sequence. More precisely, the following result holds true.
Corollary 1. Suppose Eq. (5) is satised and E is -varying at 0 with >0. If
rn=o(n1=2) and (log log n)1=2 = o(rn); then
kn(rn)
n
! 1 in probability
for any deterministic sequence (n) satisfying
jE(n=n)j1=2n
rn
! (2+ 1)
1+1=(2)
2
: (17)
Note that again rn=o(n1=2) and the regular variation of E imply the existence of an
asymptotically unique intermediate sequence (n) satisfying Eq. (17).
Proof. Dene
~kn(rn) := min

k 2f2; : : : ; ng
 max26i6k i1=2jbn; i − bn; k j>rn

:
By the uniform convergence theorem for regularly varying functions we have
max
26i6k
i1=2jbn; i − bn; k j= jE(k=n)jk1=2 max
26i6k

i
k
1=2 1− E(i=n)E(k=n)

 jE(k=n)jk1=2 sup
06t61
t1=2(1− t)
= jE(k=n)jk1=2(2+ 1)−(1+1=(2))2; (18)
provided k=n! 0. Since jE(t)jt1=2 is (+1=2)-varying at 0 and hence sups6t jE(s)js1=2 
jE(t)jt1=2, it follows for all 2 (0; 1)
max
26k6(1)n
max
26i6k
i1=2jbn; i − bn; k j  sup
t6(1)n=n
jE(t)jt1=2n1=2(2+ 1)−(1+1=(2))2
 (1 )+1=2rn;
so that for any positive sequence un=o(rn)
~kn(rn  un)  n: (19)
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On the other hand, note that by the triangle inequality and the denition of ~kn we have
max
26k< ~kn(rn−un)
max
26i6k
i1=2j^n; i − ^n; k j
= max
26k< ~kn(rn−un)
max
26i6k
i1=2jbn; i − bn; k + (^n; i −  − bn; i)− (^n; k −  − bn; k)j
6 max
26k< ~kn(rn−un)
max
26i6k
i1=2jbn; i − bn; k j+ 2 max
26i6 ~kn(rn−un)
i1=2j^n; i −  − bn; ij
6rn − un + 2 max
26i6 ~kn(rn−un)
i1=2j^n; i −  − bn; ij:
Hence, for (log log n)1=2 = o(un), Lemma 1 implies
Pf~kn(rn − un)6 kn(rn)g = P

max
26k< ~kn(rn−un)
max
26i6k
i1=2j^n; i − ^n; k j6rn

> P

rn − un + 2 max
26i6 ~kn(rn−un)
i1=2j^n; i −  − bn; ij6rn

! 1; (20)
since (~kn(rn−un)) is an intermediate sequence (see the remark following Corollary 1).
Likewise,
Pf kn(rn)6~kn(rn + un)g
>P

max
26i6 ~kn(rn+un)
i1=2j^n; i − ^n; ~kn(rn+un)j>rn

>P

rn + un − 2 max
26i6 ~kn(rn+un)
i1=2j^n; i −  − bn; ij>rn

! 1: (21)
Combining Eqs. (19){(21), we arrive at the assertion.
Remark 2. The proof shows that the assertion of Corollary 1 holds true if rn is replaced
by a random threshold Rn satisfying Rn=rn! 1 in probability. For then one can nd a
sequence un=o(rn) such that max((log log n)1=2; jRn−rnj)= oP(un) and hence it follows
by the same arguments as above that Pf~kn(rn − un)6 kn(Rn)6~kn(rn + un)g! 1.
In view of Proposition 1 and Corollary 1, it is plausible that one can construct a
sequential estimator for the optimal number koptn based on the \stopping time" kn(rn).
For the time being, we concentrate on those d.f.’s satisfying the Hall condition (2) to
introduce the estimator k^
opt
n , because in the general case more complex conditions on rn
are needed. Recall from Example 1 that Eq. (2) is equivalent to E(t)const:t. There-
fore, by Corollary 1, kn(rn)  const.(rnn)2=(2+1), so that ( kn(rn )=( kn(rn)))1=(1−) with
 2 (0; 1) has the optimal order n2=(2+1) and can serve as the basis of a consistent
estimator of koptn .
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Theorem 1. If Eqs. (2) and (5) hold, rn=o(n1=2) and (log log n)1=2 = o(rn), then
^(1)n; (rn) := log
max26i6[ kn(rn)] i
1=2j^n; i − ^n; [ kn(rn)]j
max26i6 kn(rn) i
1=2j^n; i − ^n; kn(rn)j
.
log − 1
2
and
^(2)n; (rn) := log
^n; [2 kn(rn)] − ^n; [ kn(rn)]
^n; [ kn(rn)] − ^n; kn(rn)
.
log ;
with 2(0; 1); are (weakly) consistent estimators of . If ^n is any consistent es-
timator of  and ~n is a consistent initial estimator of ; then for  2 (0; 1) and
(log log n)1=(2) = o(rn)
k^
opt
n :=
"
(2^n + 1)
−1=^n(2 ~
2
n^n)
1=(2^n+1)
 kn(rn )
( kn(rn))
1=(1−)#
is a consistent estimator of koptn given by Eq. (1) in the sense that k^
opt
n =k
opt
n ! 1 in
probability. In particular, ^n; k^ optn has the same asymptotic eciency as ^n; k
opt
n
.
Essentially both estimators of  utilize the fact that, roughly speaking, ^n; k − 
behaves like a -varying function of k if the bias dominates the random error so
that ^n; [k]− ^n; k  (− 1)(^n; k − ). Since ^(1)n; (rn), which is motivated by a weighted
uniform version of this approximation (see Eq. (22)), is based on all Hill estimators up
to the index kn(rn), one may expect that it is less sensitive to random errors of single
Hill estimators than the Pickands-type estimator ^(2)n; (rn) (see Beirlant et al. (1996a,b)
for a closely related estimator of ).
At the end of this section, we will see that the assertions hold true in the full Hall
model, i.e., without assuming the von Mises condition (5).
Proof. In view of the proof of Corollary 1 (cf. Eq. (18)), we have
max
26i6kn
i1=2j^n; i − ^n; kn j  jE(kn=n)jk1=2n (2+ 1)−(1+1=(2))2 (22)
in probability if kn kn(rn) for some 2(0;1). Since E is -varying at 0, it follows
that
^(1)n; (rn)= log
jE( kn(rn)=n)j1=2(1 + oP(1))
jE( kn(rn)=n)j(1 + oP(1))
.
log − 1=2! 
in probability.
Observe that, by the -variation of E (or representation (12)), bn;[i kn(rn)] −
bn;[i−1 kn(rn)], i=1; 2, is of the same order as E(
kn(rn)=n), which, by Corollary 1 and
(log log n)1=2 = o(rn), is of larger order than (log log n= kn(rn))1=2. Hence Lemma 1 yields
^(2)n; (rn)= log
bn;[2 kn(rn)] − bn;[ kn(rn)]
bn;[ kn(rn)] − bn; kn(rn)
.
log + op(1)= + op(1);
i.e., the consistency of ^(2)n; (rn).
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Next note that, in view of Eq. (12), (17) reads as
jDjC−(n=n)1=2n
(+ 1)rn
! (2+ 1)
1+1=(2)
2
;
and consequently,
kn(rn)= (2+ 1)1=

C(+ 1)
2jDj2 rnn

2=(2+1)
(1 + op(1)):
Hence Eq. (1) implies that
 kn(rn )
( kn(rn))
1=(1−)
= (2+ 1)1=

C(+ 1)
2jDj2 n

2=(2+1)
(1 + op(1))
= (2+ 1)1=(22)−1=(2+1)koptn (1 + op(1));
so that obviously k^
opt
n =k
opt
n ! 1 in probability and the last assertion follows from Hall
and Welsh (1985), Theorem 4.1.
For general -varying functions E, one has relations of the type E(nkn=n) n
E(kn=n), which are necessary to determine the asymptotic behavior of k^
opt
n using
Eq. (17), only if n does not converge to 1 too fast. In order to specify the necessary
conditions, recall that by Karamata’s representation there exist a constant d 6= 0 and a
function  : (0; 1)!R with limt#0 (t)= 0 such that
E(t) dt exp
 Z 1
t
(s)
s
ds
!
: (23)
Theorem 2. If, in addition to the conditions of Theorem 1,
lim
n!1 sup0<t6(r2n =n)1=(2+1)−
j(t)j log rn=0 (24)
for some >0; then ^(1)n; (rn) and ^
(2)
n; (rn) are consistent for . Moreover, k^
opt
n satises
the optimality criterion (10) in probability.
Proof. The consistency of ^(i)n; (rn), i=1; 2, can be deduced from the -variation of E
in the same way as in the proof of Theorem 1. To nish the proof it suces to verify
that E
 
n; 
n
1=(1−)
n−1
!

n; 
n
1=(2(1−))
! (2+ 1)
1+1=(2)
2
;
where n and n; denote (deterministic) sequences such that n= kn(rn) ! 1 and
n;= kn(rn ) ! 1 in probability, because then again by the -variation of E it follows
that k^
opt
n satises Eq. (10) in probability.
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By Eq. (17) and de Haan (1970), Corollary 1.2.1 5., there exists a function R2
RV 01=(+1=2) such that
n
n
=R

(2+ 1)1+1=(2)
2
rnn−1=2

: (25)
Using Corollary 1 and Eq. (23), direct calculations lead toE
 
n; 
n
1=(1−)
n−1
!

n; 
n
1=(2(1−))
 (2+ 1)
1+1=(2)
2
 exp
 
1
1− 
 
−
Z 1
n; =n
(s)
s
ds+ 
Z 1
n=n
(s)
s
ds
+(1− )
Z 1
(n; =

n)1=(1−)n−1
(s)
s
ds
!!
:
Thus it remains to prove that
o(1) =
−
Z 1
n; =n
(s)
s
ds+ 
Z 1
n=n
(s)
s
ds+ (1− )
Z 1
(n; =

n)1=(1−)n−1
(s)
s
ds

=

Z n; =n
(n; =

n)1=(1−)n−1
(s)
s
ds+ 
Z (n; =n)1=(1−)n−1
n=n
(s)
s
ds

6
Z 1
(n; =n)=(1−)
j(sn; =n)j
s
ds+ 
Z 1
(n; =n)1=(1−)
j(sn=n)j
s
ds
6
2
1−  sup0<t6n=n
j(t)j
log n; n
 :
This, however, is immediate from Eq. (24), as by Eq. (25), the analogous equation for
n;  and the Potter bounds (Bingham et al., 1987, Theorem 1.5.6) one has
n
n
=o
 
r2n
n
1=(2+1)−!
and log
n; 
n
=O(log rn)
for all >0.
Remarks 3. (i) Recall that one can take
(t) := − E(t)R t
0 E(s)=s ds
= +
E(t)
E(t)− R t0 "(s)=s ds
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for suciently small t (de Haan, 1970, Remark 1.2.3). If " is -varying at 0, too, then
another possible choice is
(t) := + 1− "(t)
E(t)
:
In both cases  measures the quality of the pertaining Karamata approximation (cf. de
Haan, 1970, Theorem 1.2.1).
(ii) If  converges to 0 extremely slowly, then it might be impossible to fulll
Eq. (24) and (log log n)1=(2) = o(rn) at the same time. Then, however, the rate of
convergence in Eq. (6) is extremely poor, too, if kn satises Eq. (10). Consequently,
in this case the minimization of the AMSE given by Eq. (7) is not a reasonable
criterion from a practical point of view.
Example 2. Suppose that
E(t) dt exp
Z t0
t
1
s log s
ds

 ~dtj log tj:
Then condition (24) reads as
lim
n!1
log rn
log(r2n =n)
= 0;
which is satised by all slowly varying functions rn of n, i.e., if r [xn]=rn! 1 for all
x>0.
Next, let us discuss the case =0, that is, E is assumed to be slowly varying at 0.
Proposition 2. Suppose Eq. (5) holds for some slowly varying function E. Let (k(1)n )
be an intermediate sequence satisfying Eq. (11). Then the AMSE (7) is asymptoti-
cally minimal if and only if (kn) satises
E(kn=n)
E(k(1)n =n)
! 1 but kn
k(1)n
!1: (26)
In this case one has
^n; kn − 
E(k(1)n =n)
! 1 (27)
in probability.
Proof. For kn= k
(1)
n the variance and the squared bias of ^n; kn are of the same order. For
kn satisfying Eq. (26) the asymptotic bias stays the same while the asymptotic variance
is of smaller order. Hence the AMSE is smaller (namely equal to E2(k(1)n =n)(1+o(1)))
and Eq. (27) holds. On the other hand, if kn=o(k
(1)
n ), then the variance is of larger
order, and in case of lim supn!1 E(kn=n)=E(k
(1)
n =n)>1 the bias is larger.
Using the uniform convergence theorem for slowly varying functions or Karamata’s
representation, it is easily seen that a sequence (kn) satisfying Eq. (26) exists (see
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Drees, 1998a, Corollary 4.1). Since obviously for such a (kn) all sequences ( ~kn) with
k(1)n =o( ~kn) and ~kn=O(kn) fulll Eq. (26), too, there is no asymptotically unique
optimal sequence. Furthermore, the asymptotic distribution of the estimation error is
degenerate if kn is chosen optimally. Thus in the present situation the problem is of a
dierent nature than in case of >0.
In the sequel we restrict ourselves to showing that an estimator k^n closely related
to koptn can be dened that satises Eq. (26) in probability, although a dierent type of
estimator may be more appropriate in the present situation. This approach is motivated
by the fact that usually it is not known in advance whether  equals 0.
For the examination of the asymptotic behavior of kn(rn) we need stronger condi-
tions, namely E20g, i.e., there exists a function g such that
lim
t#0
E(tx)− E(t)
g(t)
= log x
for all x>0. Then the auxiliary function g is slowly varying at 0.
Lemma 2. If Eq. (5) is satised for some E20g; rn=o(n1=2) and (log log n)1=2
= o(rn); then
kn(rn)
n
! 1 in probability
for any deterministic sequence (n) satisfying
jg(n=n)j1=2n
rn
! e
2
: (28)
Proof. The assertion may be veried in the same way as Corollary 1 using
max
26i6k
i1=2jbn; i − bn; k j  jg(k=n)jk1=2 sup
0<t61
t1=2j log tj= 2
e
jg(k=n)jk1=2 (29)
for k=n! 0.
Since E is slowly varying, due to Karamata’s representation there exists a function
(t)! 0 as t! 0 such that
E(t)d exp
 Z 1
t
(s)
s
ds
!
:
The functions E, g and  are linked by
g(t)−E(t)(t);
because, according to the proof of Theorem 1.2.1 and by Theorem 1.4.1 of de Haan
(1970), (t−1)  (E(t−1) − t−1 R t1 E(s−1) ds)=E(t−1)−g(t−1)=E(t−1) as t!1. In
particular,  is slowly varying at 0, too. For the sake of simplicity, we assume in the
main part of the following counterpart of Theorem 2 that jj is eventually decreasing
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and that rn is a slowly varying function of n. However, it is worth mentioning that the
same result can be proven under weaker conditions.
Theorem 3. If rn=o(n1=2) and (log log n)1=2 = o(rn); then ^
(1)
n; (rn) and ^
(2)
n; (rn) (dened
in Theorem 1) are weakly consistent estimators of =0.
Suppose that, in addition, rn is a slowly varying function of n (i.e., r [xn]=rn! 1
for all x>0), (log log n)1=(2) = o(rn) and jj is an eventually decreasing function such
that
(i) lim sup
n!1
j(n−1)j log rn<1 and
(ii) lim
n!1 (n
−1) log j(n−1)j=0
for some >0. Then for all #>0
k^
opt
n; # :=
"
#
 kn(rn )
( kn(rn))
1=(1−)#
fullls Eq. (26) in probability. Consequently,
^n; k^ optn;# − 
E(k(1)n =n)
! 1
in probability, i.e., k^
opt
n; # is an asymptotically optimal number of order statistics.
Note that (ii) is a very weak condition which ensures that  is not too \wiggly".
Condition (i) is the counterpart of Eq. (24) in Theorem 2.
Proof. The consistency of ^(1)n; (rn) follows from Eq. (29) and the slow variation of g
by similar arguments as given in the proof of Theorem 1. Check that by Lemmas 1
and 2
(log log n)1=2 = o(rn)= o

g
 kn(rn)
n

( kn(rn))1=2

) ^n; [i kn(rn)] − ^n; [i−1 kn(rn)] = g
 kn(rn)
n

log (1 + op(1))
(i=1; 2)
) ^(2)n; (rn)! 0
in probability.
Denote by n and n;  sequences satisfying Eq. (28) for kn(rn) and kn(rn ), respec-
tively. Similarly as in the proof of Theorem 2, one obtains
n
n
R
 e
2
2 r2n
n

(30)
for some R2RV 01 , which in combination with the corresponding relation for n;  shows
that n and n;  are slowly varying functions of n if rn is slowly varying. Particularly,
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one has n; n; =o(n) for all >0. Moreover, the Potter bounds (Bingham et al.,
1987, Theorem 1.5.6) give log(n; =n)=O(log rn). Straightforward calculations show
that
E
 
k^
opt
n; #
n
! (k^optn; #)1=2 e2
 ((n=n))(n; =n)

1=(1−)
 exp
 
1
1− 
 Z 1
(n; =n)=(1−)
(sn; =n)
s
ds− 
Z 1
(n; =n)1=(1−)
(sn=n)
s
ds
!!
in probability, where according to condition (i) the exponent is bounded. Since
 (n=n)(n; =n)

1=(1−)
=
 (n=n)(n; =n)

1=(1−) .
j(n=n)j!1
because of n>n; and j(t)j # 0 as t # 0, it follows that
E
 
k^
opt
n; #
n
! (k^optn; #)1=2!1
so that k^
opt
n; #=k
(1)
n !1 in probability.
To verify the rst part of Eq. (26) choose a sequence ( ~k n) such that
g
 
~k n
n
! ~k1=2n ! 1: (31)
Then as before Eq. (30) and the Potter bounds yield
log
k^
opt
n;#
~k n
=op(log rn): (32)
On the other hand,
g
 
k(1)n
n
! (k(1)n )1=2

 
k(1)n
n
!
and thus by Eq. (31)
k(1)n
~k n
=op
0
@

 
k(1)n
n
!
2−1A (33)
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for all >0. Finally, a combination of Eqs. (32) and (33) leads tolog E(k^
opt
n;#=n)
E(k(1)n =n)
 =

Z k(1)n =n
k^
opt
n;# =n
(s)
s
ds
+ op(1)
6 sup
0<t6n−1
j(t)j
log k
(1)
n
k^
opt
n;#
+ op(1)
= j(n−1)j(op(log rn) + Op(log j(n−1)j))
! 0
in probability by condition (i) and (ii). Here the monotonicity of jj has been utilized
for the last equation. Now, the rst convergence condition of Eq. (26) is obvious and
the last assertion of the theorem follows from Lemma 1.
Examples 3. (i) Let E(t)=djlog tj− for some >0. Then one can choose (t) :=
= log t for suciently small t and the conditions of Theorem 3 are satised for all
slowly varying sequences rn, because log rn= log n! 0 and log log n= log n! 0.
(ii) Suppose E(t)=d exp(−jlog tj) with 2(0; 1), so that (t)=−(− log t)−1
satises the conditions (i) and (ii) of Theorem 3 if log rn=O((log n)1−), e.g., for
rn=(log n)# with #>0.
Finally, we briey discuss modications of the aforementioned results if one does
not impose the von Mises condition (5), but the following second-order condition:
(tx)F−1(1− tx)
tF−1(1− t) − 1A(t)H (x); (34)
where A(t)! 0 as t ! 0, i.e., tF−1(1− t) is slowly varying with remainder. Under
weak conditions on H , w.l.o.g. one may assume that H (x)= (x − 1)=, which is to
be read as log x if =0, and that A is -varying at 0 for some >0 (see Goldie and
Smith, 1987, p. 45).
Note that, under the von Mises condition (5), the -variation of E for some >0
is equivalent to Eq. (34), so that the present setup actually is a generalization of the
conditions used in the main part of this section, in that here we abandon condition
(5). In fact, for >0, Eq. (34) is equivalent to expansion (9) with R1(t)  A(t)=
(Goldie and Smith, 1987, (2.2.2)); in particular, the Hall condition (2) is equivalent to
Eq. (34) with A(t)= DC−t (see Example 1). To prove the asserted equivalence
in case of =0, observe that E(t)=−h(t)+ t−1 R t0 h(s) ds with h(t) := R 1t "(s)=s ds, so
that E is slowly varying at 0 if and only if −h is -varying at 0 with auxiliary function
E, i.e., (h(tx)− h(t))=E(t)! − log x (de Haan, 1970, Theorem 1.4.1). Because of
(tx)F−1(1− tx)
tF−1(1− t) − 1= exp(h(tx)− h(t))− 1 h(tx)− h(t);
this in turn is equivalent to Eq. (34) with A(t)=−E(t).
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Under condition (34), Dekkers and de Haan (1993) proved asymptotic normality
of the Hill estimator ^n; kn if the intermediate sequence (kn) does not converge to 1
too fast; see Goldie and Smith (1987) for a closely related result. Indeed, using the
facts that for i.i.d. standard exponential r.v.’s j and Si :=
Pi
j=1 j the order statis-
tics Xn−i+1:n, 16i6n, have the same distribution as F−1(1 − Si=Sn+1), 16i6n, and
that Si =
Pi
j=1 log(Si+1=Sj), i>1, are distributional equal to Si, i>1 (Reiss, 1989,
Corollaries 1.6.9 and 1.6.11), it is not dicult to verify that
L(k1=2n (^n; kn −  − bn; kn))!N(0; 2) weakly
if k1=2n bn; kn =O(1) where
bn; k :=− 1+ 1A(k=n);
and
b−1n; kn(^n; kn −  − bn; kn)! 0 in probability
if k1=2n bn; kn !1. Moreover, for all intermediate sequences (kn)
max
26i6kn
i1=2
^n; i −  − bn; i − n; i =OP((log log n)1=2); (35)
where n; i=oP(bn; i) uniformly for 26i6kn. From this analogue to Lemma 1 one may
deduce a counterpart of Corollary 1 with E(t) :=−A(t)=(+ 1) using the same argu-
ments, since the additional error terms n; i are negligible, so that indeed the assertions
of Theorem 1 hold true in the full Hall model (2). Likewise, an analogue to Theorem 2
may be established under the weaker condition (34).
In contrast, it is impossible to generalize Lemma 2 and Theorem 3 without imposing
stronger conditions than Eq. (34). To see this, observe that according to Eq. (29) for
A20g
max
26i6k
i1=2jbn; i − bn; k j=o(bn; k):
Hence it is not clear whether asymptotically max26i6k i1=2j^n; i − ^n; k j behaves as
max26i6k i1=2jbn; i − bn; k j if the former maximum is of larger order than (log log n)1=2,
since the maximal weighted dierence max26i6k i1=2jn; i − n; k j of the additional error
terms need not be negligible any longer.
3. Simulation results
To get an impression of the small sample properties of the proposed adaptive Hill
estimator, we study its root mean squared error by Monte Carlo simulations. The com-
putations have been carried out in S-Plus. To go into detail, we have drawn 5000
samples of sizes n=100; 200; 500; 1000; 10 000 from the following distributions satis-
fying condition (2):
 Frechet distributions F(x)= exp(−x−1=) (x>0) with 2f0:2; 0:5; 1g where =1;
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 Cauchy distribution where =1 and =2;
 Symmetric stable distribution with index =0:5; =1==2 and =1;
 Student’s t-distribution with 2f4; 10g degrees of freedom where =1= and
=2=.
Observe that though often one has =1, the Cauchy and t distributions are prominent
examples where  diers from 1. In addition, two distributions are studied that satisfy
Eq. (5), but do not belong to model (2):
 a distribution H that admits the representation (5) with =0:5 and "(s)= 2s log s,
i.e., =1;
 the log-gamma distribution with density f(x)= const:(log x)a−1x−1=−1 where = 13 ;
a=2 and =0.
While in model (2) the adaptive Hill estimator ^n; k^optn is asymptotically optimal
for all sequences of thresholds rn satisfying the mild conditions of Theorem 1 and all
2 (0; 1), for moderate sample sizes its performance crucially depends on the particular
choice of these parameters. In extensive simulations we obtained best results for the
random threshold rn=2:5 ~nn
0:25 and =0:7 (cf. Remark 2). Here the initial estimator
~n of  is introduced to standardize the statistic i
1=2(^n; i − ^n; k) in the denition of
k(rn), because the asymptotic standard deviation of the Hill estimator equals . As
initial estimator we have chosen the Hill estimator based on the upper 2
p
n+ order
statistics, where n+ denotes the number of positive observations in the given sample.
In particular, for the symmetric, i.e., the Cauchy, stable and Student’s t d.f.’s, in the
average only n=2 order statistics can be used for estimation.
It may happen that the threshold rn is too large such that max26i6k i1=2j^n; i−^n; k j>rn
is never satised. In this case we have repeatedly replaced rn by 0:9  rn until kn(rn)
is well dened. Note that this modication does not change the asymptotic properties
of the whole procedure.
It has previously been observed that, for moderate sample sizes, estimates of second
order parameters like  usually are rather inaccurate (see, e.g., Beirlant et al., 1996b,
Figure 3). Indeed, it turned out that for most d.f.’s under consideration the RMSE
of the adaptive Hill estimator is lower if in the denition of k^
opt
n one uses a xed
value 0 rather than one of the estimators ^
(i)
n; ; i=1; 2, for , even if the parameter
 is misspecied, that is, 0 6= . Observe that the resulting estimator for the optimal
number of order statistics is asymptotically equivalent to k^
opt
n; # dened in Theorem 3
with #=(20+1)−1=0 (220)1=(20+1); in particular, under the conditions of Theorem 3
it is weakly consistent.
For small sample sizes the estimation procedure fails in some cases, in which the
estimator k^
opt
n of the optimal sample fraction is smaller than 2 such that the adaptive
Hill estimator is not dened. The percentage of simulations, where this happened, is
given in Table 1 for xed 0 = 1. With the exception of the \articial" d.f. H , for
which the procedure yields an estimate of  with a high probability only for n>1000,
and the stable d.f. with sample size n=100, the estimator has an admissible value in
at least 95% of the simulations. The calculations of the empirical root mean squared
errors (RMSE) of the adaptive Hill estimator and the median of k^
opt
n given below are
based only on those simulations where k^
opt
n >2.
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Table 1
Percentage of simulations with k^
opt
n <2 (0 = 1)
d.f.   n=100 200 500 1000 10 000
F0:2 0.2 1 1.2 0.0 0.0 0.0 0.0
F0:5 0.5 1 0.6 0.1 0.0 0.0 0.0
F1 1 1 1.3 0.2 0.2 0.1 0.0
Cauchy 1 2 0.4 0.2 0.1 0.1 0.0
Stable 2 1 5.7 1.1 0.4 0.2 0.0
t4 0.25 0.5 0.7 0.0 0.0 0.0 0.0
t10 0.1 0.2 0.9 0.1 0.0 0.0 0.0
H 0.5 1 24.1 22.1 13.9 5.8 0.0
log-gamma 1=3 0 4.1 1.1 0.1 0.0 0.0
Table 2
Empirical RMSE(^n; k^optn
) (0 = 1)
d.f.   n=100 200 500 1000 10 000
F0:2 0.2 1 0.055 0.039 0.027 0.021 0.008
F0:5 0.5 1 0.114 0.088 0.065 0.048 0.021
F1 1 1 0.233 0.183 0.132 0.104 0.047
Cauchy 1 2 0.291 0.223 0.150 0.112 0.040
Stable 2 1 0.680 0.547 0.405 0.311 0.136
t4 0.25 0.5 0.213 0.164 0.122 0.098 0.052
t10 0.1 0.2 0.231 0.188 0.146 0.125 0.082
H 0.5 1 0.336 0.295 0.241 0.208 0.089
log-gamma 1=3 0 0.122 0.102 0.090 0.085 0.071
Table 3
Empirical RMSE(^n; k^optn
)=RMSE(^
n; kopt; simn
) and RMSE(^n; k^optn
)=RMSE(^n; koptn
) (0 = 1)
d.f.   n=100 200 500 1000 10 000
F0:2 0.2 1 1:29=1:23 1:19=1:16 1:15=1:15 1:12=1:12 1:02=1:02
F0:5 0.5 1 1:08=1:03 1:08=1:05 1:08=1:06 1:05=1:04 1:04=1:04
F1 1 1 1:12=1:07 1:14=1:09 1:13=1:12 1:12=1:12 1:12=1:11
Cauchy 1 2 1:09=1:05 1:15=1:13 1:16=1:16 1:15=1:15 1:07=1:07
Stable 2 1 1:28=1:11 1:28=1:20 1:32=1:29 1:33=1:31 1:28=1:27
t4 0.25 0.5 1:15=1:12 1:14=1:09 1:15=1:12 1:14=1:13 1:19=1:18
t10 0.1 0.2 1:24=1:13 1:28=1:15 1:30=1:20 1:30=1:25 1:43=1:39
H 0.5 1 1:08=1:08 1:14=1:13 1:24=1:24 1:34=1:33 1:24=1:23
log-gamma 1=3 0 1:04=| 0:99=| 1:03=| 1:09=| 1:27=|
Table 2 gives the empirical RMSE of the adaptive Hill estimator ^n; k^optn with xed
0 = 1, which clearly decreases towards 0 as the sample size increases. Notice that the
speed of convergence is particularly slow for the log-gamma d.f., where the optimal
rate of convergence is 1= log n.
The quality of the adaptive Hill estimator is described more expressively by its
RMSE divided by the minimal empirical RMSE of all Hill estimators based on a
deterministic number of order statistics (Table 3, rst gures); the pertaining optimal
number will be denoted by kopt; simn . Alternatively, in the case >0, one can compare
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Table 4
Empirical median (k^
opt
n )=k
opt; sim
n and median (k^
opt
n )=k
opt
n (0 = 1)
d.f.   n=100 200 500 1000 10 000
F0:2 0.2 1 0:44=0:33 0:48=0:4 0:53=0:5 0:65=0:58 0:9=0:84
F0:5 0.5 1 0:72=0:53 0:79=0:65 0:95=0:77 0:98=0:86 1:08=1:11
F1 1 1 0:89=0:72 1:13=0:88 1:17=1:02 1:21=1:11 1:37=1:32
Cauchy 1 2 0:78=0:64 0:76=0:68 0:76=0:73 0:80=0:76 0:83=0:81
Stable 2 1 1:16=0:81 1:33=1:02 1:48=1:20 1:60=1:33 1:68=1:59
t4 0.25 0.5 1:40=1:00 1:38=1:00 1:54=1:18 1:68=1:33 2:09=1:90
t10 0.1 0.2 2:00=1:20 3:00=1:29 3:00=1:67 4:60=2:09 6:50=4:33
H 0.5 1 1:40=1:40 1:12=1:29 0:85=0:92 0:65=0:72 0:49=0:54
log-gamma 1=3 0 0:87=| 1:29=| 1:94=| 2:45=| 6:68=|
the RMSE with the estimation error if the asymptotically optimal number koptn is used
(Table 3, second gures), i.e., the integer nearest to the right-hand side of Eq. (1) in
the case of model (2) and the number minimizing the approximation error in (10) for
the d.f. H .
For the Frechet (with n>200 if =0:2), Cauchy and Student’s d.f.’s with four de-
grees of freedom, the RMSE of ^n; k^optn is less than 20% higher than the minimal RMSE;
even for samples of size 100 the procedure yields good results. The slight decrease
of the relative eciency of the adaptive procedure for the t10-d.f. is apparently caused
by the misspecication of the parameter ; however, note that this misspecication
barely aects the performance for the Cauchy and t4-d.f.’s. Also in the case of the
\articial" d.f. H and the log-gamma distribution, our adaptive method has a reason-
able eciency, though the assumptions of Theorems 2 and 3 are not fullled as the
sequence of thresholds rn grows too fast.
For many distributions the relative eciency of the adaptive Hill estimator seems to
be higher for n=100 than for n=500, yet mainly this is an articial eect due to the
omission of those simulations where k^
opt
n is smaller than 2.
In Table 4 the median of the estimator k^
opt
n divided by the simulated optimal number
kopt; simn of order statistics and the asymptotically optimal number k
opt
n , respectively, is
shown. In general, the estimation error is much larger for k^
opt
n than for the resulting
adaptive Hill estimator; likewise, the approximation of the optimal number of order
statistics by the asymptotically optimal sequence is worse than the approximation of
the RMSE of the pertaining Hill estimators, as one can see by a comparison of the
respective rst and second gures in Tables 3 and 4. In particular, for the t10 distribution
kopt; simn is much smaller than k
opt
n ; note that in this case, despite the large error of k^
opt
n
(mostly caused by the misspecication of ), the loss of eciency is moderate since,
due to the small value of , the bias, and hence the RMSE, varies only slightly with
the number of order statistics used for estimation.
Next, we examine the adaptive Hill estimator if  is estimated consistently by one
of the estimators considered in Theorem 1. Since, as expected (see the discussion
following Theorem 1), it turned out that ^(1)n;  performs much better than ^
(2)
n; , for the
following simulations we used the former estimator.
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Table 5
Percentage of simulations with k^
opt
n <2 ( estimated by modied ^
(1)
n; 0:6(r

n))
d.f.   n=100 200 500 1000 10 000
F0:2 0.2 1 1.4 0.2 0.0 0.0 0.0
F0:5 0.5 1 1.5 0.3 0.1 0.0 0.0
F1 1 1 2.5 0.9 0.4 0.1 0.0
Cauchy 1 2 1.3 0.6 0.3 0.1 0.0
Stable 2 1 6.9 1.6 0.7 0.3 0.0
t4 0.25 0.5 1.5 0.9 0.7 0.2 0.0
t10 0.1 0.2 1.7 1.2 1.2 0.9 0.0
H 0.5 1 33.2 33.7 30.1 24.0 4.4
log-gamma 1=3 0 9.9 3.1 0.5 0.1 0.0
Table 6
Empirical RMSE(^n; k^optn
)=RMSE(^
n; kopt; simn
) and RMSE(^n; k^optn
)=RMSE(^n; koptn
) ( estimated by modied
^(1)n; 0:6(r

n))
d.f.   n=100 200 500 1000 10 000
F0:2 0.2 1 1:22=1:16 1:21=1:19 1:18=1:16 1:23=1:22 1:23=1:23
F0:5 0.5 1 1:24=1:18 1:23=1:20 1:26=1:24 1:25=1:23 1:23=1:22
F1 1 1 1:28=1:24 1:34=1:30 1:30=1:28 1:40=1:39 1:23=1:22
Cauchy 1 2 1:20=1:16 1:27=1:25 1:28=1:28 1:22=1:22 1:13=1:13
Stable 2 1 1:36=1:19 1:35=1:29 1:45=1:41 1:40=1:37 1:35=1:34
t4 0.25 0.5 1:36=1:30 1:28=1:23 1:27=1:24 1:27=1:25 1:23=1:22
t10 0.1 0.2 1:48=1:36 1:46=1:32 1:41=1:33 1:37=1:32 1:35=1:32
H 0.5 1 1:03=1:03 1:15=1:14 1:28=1:28 1:43=1:43 1:96=1:95
log-gamma 1=3 0 1:18=| 1:11=| 1:12=| 1:23=| 1:35=|
Tables 5 and 6 are the counterparts of Tables 1 and 3 for the adaptive Hill estimator
^n; k^optn with  estimated by ^n := ^
(1)
n;0:6(r

n). If ^n is not dened we let ^n := 1; with the
exception of the d.f. H for n61000, this happened is less than 6% of the simulations.
For these d.f.’s the procedure leads to an admissible value of k in at least 97% of
the simulations if n>200 and the resulting adaptive Hill estimator has a reasonable
eciency, with an RMSE being less than 40% higher than the optimal RMSE in most
cases, and less than 30% higher for the F0:2, F0:5, Cauchy, t4 and, for n61000, the log-
gamma d.f. Moreover, in case of the Frechet d.f.’s the adaptive Hill estimator performs
better for smaller extreme value indices, whereas one can observe the opposite eect
for Student’s d.f.’s. Hence the estimator shows a reasonable good behavior over a wide
range of extreme value indices with no obvious preference for smaller or larger values
of .
On the other hand, for most d.f.’s its performance is signicantly worse than the
performance of the estimator if the xed value 0 = 1 is used. Note, however, that
for Student’s t10-d.f., where the misspecication has the largest eect on the adaptive
Hill estimator, for n=10 000, apparently the adaptive Hill estimator with estimated 
outperforms the estimator with xed 0.
To sum up, the adaptive Hill estimator with  estimated by ^n dened above
shows a reasonable performance for the d.f.’s belonging to the Hall model (2) and
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for the log-gamma distribution, yet if some prior information about  is available
(e.g., 2 [1=2; 2]), then often it is advisable to use a xed value 0 for  instead (e.g.,
0 = 1), unless the sample size is extremely large.
Finally, it is worth mentioning that our procedure clearly deteriorates if the error
of the basic approximation (12) and hence in general of (1), too, is large. Typical
examples are symmetric stable distributions with index  close to 2; however, note
that the approximation of the tails of these d.f.’s by Pareto tails also is rather poor,
so that a good estimator of the extreme value index would be of limited help for
the estimation of, for instance, extreme quantiles or tail probabilities (cf. Reiss and
Thomas, 1997, p. 150).
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