Abstract-A deconvolution filtering design is proposed for the 1=f fractal signal transmission systems, with its design philosophy being based on multiscale Kalman deconvolution filter bank equipped in the analysis/synthesis wavelet filter bank. The role of wavelet transformation for 1=f fractal signal process is exploited as a multiscale whitening filter for removing the properties of self-similarity and long-range dependence from the fractal signals.
In case the point to be interpolated is at the middle of two sampled points, the additional calculations reduce to the values given by Table II(c). As can be seen from Table II , there is a tradeoff between the number of operations and accuracy of interpolation. If a definite intermediate value is to be calculated, the values of the kernel for that specific point may be kept in memory as a look-up table that reduces the number of calculations to a number that is comparable with the cardinal splines.
The kernel may be used for the sake of its precision if the data is oversampled since the number of necessary calculations is appreciably less than that of the fourth-order cardinal spline.
It may especially be used in case the data is to be multiplied with powers of two by using the interpolated values as if they were the sampled values. (It is suggested that the first multiplication should be obtained by using the fourth-order convolution kernel).
V. CONCLUSIONS
A new fifth-order convolution interpolation kernel and its timefrequency domain properties have been introduced. The following results have been established: 1) This kernel gives better approximations when compared with the fourth-order convolution kernel and cubic cardinal spline interpolator if the data is oversampled.
2) The required number of calculations is slightly more than the third-and fourth-order convolution calculations and comparable with cubic spline interpolation calculations if look-up tables are used or points having relatively the same positions are calculated (the kernel needs not be recalculated). If midpoints are to be interpolated, a fifth-order local kernel needs slightly fewer calculations as compared with the third-order cardinal spline.
3) The results of interpolation calculations may be used to estimate the local sampling frequency.
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I. INTRODUCTION
The received signal in signal transmission systems can always be modeled as a convolution of transmitted signal and the impulse response of transmission channel under corrupted noise. The deconvolution task lies in restoring the input signal by removing the distortion of channel and corrupted noise. In most previous work, the signals in the deconvolution systems are assumed to be stationary processes. However, the 1=f family of fractal signals are apparently nonstationary processes, and the conventional deconvolution filtering techniques are not easily applied toward removal of the distortion of the channel and the corruption of noise.
A new method for time-varying signal analysis, which is referred as to the wavelet transform, has come under investigation during the recent past [1] , [2] . The signal system in practical engineering applications is designed with the capability of tackling a nonstationary signal or noise. Wornell [2] , [3] has exploited the role of the wavelet transformation as a whitening filter that is effective in removing the properties of self-similarity and strong long-range dependence from 1=f processes. However, the distortion of channel in transmission is neglected in their approach. The signal restoration in signal transmission systems has recently become an important topic in the application of wavelets and has been solved by Chen and Lin via the multiscale Wiener filtering method [8] from the frequency domain viewpoint. However, the undecimated coefficients of the multiscales are assumed to be white signal processes in their approach. In this correspondence, the signal reconstruction problem of fractal signal transmission systems is treated from multiscale Kalman filtering technique from the point of view of state space model; moreover, we propose an AR model to approach the colored processes of undecimated coefficients of multiscales.
At the beginning, the convolution of the signal transmission system is transformed into several multiscale convolutions in the time-scale domain via the analysis part of filter bank based on the orthonormal wavelet bases. The mth-scale convolution in the mth subband of the wavelet filter bank is observed here to be a convolution of the mth-scale input signal with the impulse response of transmission channel under the mth-scale corrupted noise. Then, the mth-scale Kalman deconvolution algorithm in the mth subband of the wavelet filter bank is employed to estimate the mth-scale transmitted signal.
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1053-587X/97$10.00 © 1997 IEEE Consequently, while equipped in wavelet filter bank, the conventional Kalman optimal state estimation algorithm can be employed to treat this deconvolution problem for fractal signal transmission systems. After the multiscales of transmitted signal have been estimated in each subband of the wavelet filter bank, a synthesis of input signal estimation is explored by the subsequent synthesis part of the wavelet filter bank. The deconvolution algorithm is consequently implemented in a parallelepiped structure. Finally, the performance of the deconvolution algorithm is discussed with several simulation examples given for illustrating the proposed method.
II. PROBLEM FORMULATION AND A REVIEW OF MULTISCALE REPRESENTATION OF SIGNALS

A. Problem Formulation
A signal transmission system is of the following form:
( 1) where y(t) received signal, c(t) impulse response of the transmission channel, u(t) input signal, w(t) additive noise. In this signal transmission system, the channel impulse response c(t) is time invariant, the input signal u(t) is a 1=f family of fractal signal, and the noise w(t) is a zero mean white gaussian noise. The restoration problem of signal transmission system (1) is to estimate u(t) (1=f signal) from y(t) with additive noise w(t).
B. A Review of Multiscale Represent of Signals
The approximated signal Amu(t) of u(t) at the mth scale
where n m (t) = (2 m t 0 n), and (t) is a basic scaling function.
The additional information or detail in going from a resolution-
where n m (t) = (2 m t 0 n), and (t) is the basic wavelet.
The approximate coefficients [A d m u](n) and the detailed coefficients
where h(n) = 0 01 (t) n 0 (t)dt and g(n) = 0
Furthermore, leth(n) andg(n) be the mirror filter of h(n) and
. The wavelet transform discussed above, which can be denoted as the "decimated wavelet transform," in Fig. 1 is not translation invariant. A new form of undecimated wavelet transform in Fig. 2 has been proposed [5] , which is also useful for multiscale decomposition of deconvolution system. It is clear from [5] and [8] that downsampling
Note that the tilde [~] is used to indicate the undecimated wavelet transform. In our design, the received signal y(t) in Fig. 3 is transformed into several multiscale signals in each subband of wavelet filter bank based on the orthonormal wavelets. A multiscale deconvolution filter design in each subband of wavelet filter bank can therefore employ a conventional Kalman filter for estimating a multiscale transmitted signal in each subband of wavelet filter bank with accuracy. Once the estimation of multiscale transmitted signal in each subband of wavelet filter bank is finished, a synthesis of estimated transmitted signalû(t) can then be explored by the subsequent wavelet synthesis filter bank. III. 1=f FRACTAL PROCESSES VIA WAVELET FILTER BANK The empirical power spectrum of 1=f fractal signal processes is of the following form:
The fractal signal, which is a nonstationary process, does not easily to correlate with the fractal signal produced from previous conventional methods. However, the undecimated discrete wavelet coefficients is observed here to be of a stationary process.
The autocorrelation function of the multiscales for the fractal signal u(t) is obtained from [6] and [7] as 
IV. MULTISCALE KALMAN DECONVOLUTION FILTER BANK DESIGN
The received signal y(t) in (1) is sent to the analysis filter bank for multiscale decomposition before further signal reconstruction in the next stage of Kalman filter bank (see Fig. 3 ). For normalization purpose, the signal sequence u(n) and y(n) are assumed to be of scale 0 (or resolution-2 0 = 1), i.e., u(n) In formulating a state space model for the multiscale convolution of (14), the state vector is defined here as
. . . 
Based on the definition of X 0k (n), the following state space model for the multiscale convolution of (14) may then be derived from the model in (11) and (12).
Here, we denote 
where Oi2j denotes the zero matrix with dimension i 2 j. 
Remark 2:
While the channel impulse response c(n) is of the IIR case, the system state variable X 0k (n); V 0k (n) and matrices A 0k ; B; C in (17) can also be modified equivalently.
The multiscale deconvolution filtering in the analysis (as in the above section) aims at obtaining the state estimateX 0k (n) from As an undecimated kth-scale optimal estimate of input signal
0k u](n) is obtained, a decimated kth-scale optimal estimate of input signal [D d 0k u](n) can therefore be obtained by (7) . Then, through the wavelet synthesis filter bank in Fig. 3 , the deconvolution of fractal signal u(t) in the convolution system (1) is given bŷ
The summation of (20) are described in Fig. 3 on the basis of the wavelet filter bank in a parallelepiped structure. 
V. ILLUSTRATIVE SIMULATION RESULTS
Some numerical simulations are presented in this section by using artificial fractal signals [8] passing through a channel corrupted by a Gaussian noise. The transmitted fractal signal in the deconvolution system is shown in Fig. 4 The additive white Gaussian noise is added in this fractal signal with the SNR' being 0 dB. The distorted noisy fractal signal of channel output is shown in Fig. 5 . The lag is set to 5. The distorted noisy fractal signals are then processed using the proposed algorithm. A considerable amount of improvement is observed from the reconstructed signal in Fig. 6 . It is obviously indicated from Fig. 7 to have a worse performance than the proposed algorithm if the conventional Kalman filter is directly applied toward reconstructing the fractal signals from the channel output.
The comparisons among the conventional Kalman filter without multiscale decomposition, multiscale Wiener filter [8] , and the proposed algorithm are shown in Table I . The additive white Gaussian noise is added in this fractal with the SNR' being 0 dB. The distorted noisy fractal signal of channel output is shown in Fig. 8 . The distorted noisy fractal signals are then processed using the proposed algorithm. The reconstructed signal is shown in Fig. 9 , where the lag is set to be 1. The reconstructed signals being directly transmitted by the conventional Kalman filter are confirmed by the results in Fig. 10 . The fractal signal deconvolution problem is indicated by this figure to be incapable of being easily solved by the conventional Kalman filtering technique without using the multiscale decomposition technique.
The comparisons among the conventional Kalman filter without multiscale decomposition, multiscale Wiener filter [8] , and the proposed algorithm are also shown in Table II . We have found that the proposed method has better performance than that of [8] because in [8] , the undecimated coefficients of the multiscales are assumed to be white signal processes; however, in this paper, we have proposed an AR model to approach the colored processes of undecimated coefficients of multiscales.
A good reconstruction performance is achieved in the above simulation examples by the proposed multiscale deconvolution algorithms, even in very poor SNR cases. The reason for this is that the 1=f processes at low frequencies (coarse scales) are dominant in energy, and the proposed multiscale deconvolution algorithm has exploited and used this important property of 1=f nonstationary processes. 
VI. CONCLUSION
A wavelet analysis/synthesis filter bank is developed to equip with a multiscale Kalman deconvolution filter bank to solve the deconvolution problem of the fractal signal transmission systems. The wavelet filter bank plays the role of removing the self-similarity and long-range dependence of 1=f fractal signal that cannot be easily treated by the conventional signal processing techniques. The Kalman deconvolution filter bank plays the role of removing the distortion of transmission channel and eliminating the effect of corrupted noise.
In order to improve the reconstruction performance, the multiscale Kalman smoother bank is also proposed. Since the proposed method is based on the Kalman filtering algorithm, it can be computed recursively and is more adequate for real-time signal reconstruction.
The proposed algorithm is confirmed from the illustrative simulation results to obtain a better performance than the conventional deconvolution method without the multiscale decomposition technique. Therefore, the proposed Kalman deconvolution filter bank can efficiently treat the deconvolution problem of nonstationary fractal signal transmission systems.
INTRODUCTION
The recursive least square (RLS) algorithm is a fast convergent method for identifying the parameters of unknown systems. RLS converges faster than the normalized least mean square (NLMS) and least mean square (LMS) algorithms [4] , [5] . On the other hand, the NLMS algorithm is more robust and less prone to numerical divergence than the RLS algorithm. Thus, the performances of both algorithms are of interest.
The RLS and NLMS algorithms have been widely used in linear adaptive filtering. They have also been used in nonlinear filtering to update the coefficients of some Volterra filters [6] . The nonlinear filters were reduced to a linear form in the coefficient space of the filters. Our problem is slightly different because the PWL filter coefficients cannot be decomposed in a linear manner. The backpropagation algorithm [7] and the linear decomposition problem suggests an interesting hybrid solution that uses the RLS and NLMS algorithms in a neural net form (see Fig. 1 ). In a related paper, Lin and Unbehauen [2] have used LMS in a nonneural net form.
The piecewise linear (PWL) functions are practical for two reasons: 1) They perform better and 2) require fewer coefficients than the Volterra filter to model strong nonlinearities [2] . Thus, the computational requirements are greatly reduced using an adaptive PWL function filter to approximate an unknown nonlinear filter. This note uses a canonical piecewise linear function of the form [1] f(x(n)) = a +b Tx (n) + j=1 C j T jx (n) + jN : (1) Equation (1) is more general than the well-known back-propagation neural network. In fact, it can be suitable for weak or strong nonlinearity systems identification. Moreover, using finite sums, Sandberg [3] showed that the nonlinear part of (1) can approximate arbitrarily well any causal, time-invariant model that satisfies certain continuity and approximately-finite-memory conditions. Our approximation scheme is slightly more general than [2] since no symmetry condition is assumed, and the centers are allowed to be fitted to the origin.
The remaining sections are divided in three sections. Section I introduces the two new methods and provides their recursive algorithms. Section II presents the simulation results. Finally, Section III discusses the results along with some further research ideas.
I. ALGORITHM DEVELOPMENT
The proposed nonlinear filter is shown in Fig. 1 for system identification. The cost functions minimized are a) the exponentially weighted least square J(n) = n i=1 n0i je(i)j 2 for RLS in which e(i) is the difference between the desired signal d(i) and the approximated signal f(x(i)) and b) for NLMS, the squared euclidean norm J(n) = k!(n)0!(n01)k 2 subject to the constraint f(x(n)) = d(n) [4] .!(n) is the coefficient vector of the estimated linear model at time n [!(n) would stand for!1(n) in (2) and!2(n) in (6)].
Rewriting (1) in terms of vectors and matrices, y(n) = f(x(n)) =! T 1 (n)X(n): (2) The coefficient vector!1(n) is given bỹ !1(n) = a(n)b T (n) C1(n); . . . ; C(n) T :
The data vectorX(n) is given bỹ X(n) = [1x(n) r 1 (n); . . . ; r (n)] T
where ri(n) = T i (n)x(n) + iN (n) :
Form (2) is linear in! 1 (n) and allows any linear algorithm for the parameters a(n),b(n), and C i (n) (i = 1; . . . ; ). Repeating this approach withi(n) and iN (i = 1; . . . ; ), (1) can be rewritten as y(n) = B +C T! 2 (n)
where B is used as a bias for this step and is given by B = a(n) +b T (n)x(n):
We assume that the coefficient vector!1(n) has been adapted previously. Thus,C is considered to be a data vector for this step C = C 1 sgn T 1 (n)x(n) + 1N (n) [x T (n); 1]; . . . ; C sgn T (n)x(n) + N (n) [x T (n); 1] T : (8) 1053-587X/97$10.00 © 1997 IEEE
