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Abstract
We provide sufficient conditions for the continuity of the free-boundary in a gene-
ral class of finite-horizon optimal stopping problems arising for instance in finance
and economics. The underlying process is a strong solution of one dimensional,
time-homogeneous stochastic differential equation (SDE). The proof relies on both
analytic and probabilistic arguments and it is based on a contradiction scheme
inspired by the maximum principle in partial differential equations (PDE) theory.
Mild, local regularity of the coefficients of the SDE and smoothness of the gain
function locally at the boundary are required.
MSC2010 Classification: 60G40, 60J60, 35R35, 35K20.
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tinuous free-boundaries, second-order linear parabolic PDEs.
1 Introduction
In this work we provide some sufficient conditions for the continuity of optimal stopping
boundaries in a class of optimal stopping problems of the form
sup
0≤τ≤T−t
Ex
[
G
(
t + τ,Xτ
)]
, (1.1)
where 0 < T < +∞ and the supremum is taken over stopping times of a Markov process
X . The gain function G is real valued and X is the unique strong solution of a time-
homogeneous, one dimensional stochastic differential equation (SDE). We require mild
regularity on the coefficients of the SDE and some regularity properties of G locally at
the optimal boundary. In principle G may even be discontinuous at points not on the
optimal boundary without altering validity of our results.
∗This work was partially supported by EPSRC grant EP/K00557X/1.
†School of Mathematics, University of Manchester, Oxford Rd. M13 9PL Manchester, UK;
tiziano.deangelis@manchester.ac.uk
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It is well known that a link exists between optimal stopping problems in probability
theory and free-boundary problems in partial differential equations (PDE) theory. For
a general exposition of analytical and probabilistic results related to this topic one may
refer, to [2] and [14], among others. Also, a probabilistic approach to optimal stopping
and free-boundary problems may be found, for instance, in [33] (mainly Markovian setting
and infinite time-horizon) and [30] (both Markovian setting and martingale methods with
finite/infinite time-horizon) and references therein.
A particular class of problems that has been attracting intense studies for more than 40
years is the one in which X is real valued and the free boundary is a curve {b(t), t ∈ [0, T ]}
depending only on time. In these cases it is possible and often interesting to analyse the
regularity of the map t 7→ b(t).
Properties of the free-boundary have been studied thoroughly by means of PDE me-
thods in a large number of cases related to the Stefan problem. There exists a huge
literature in this area and listing a complete set of references is a demanding task that
falls outside the scopes of this work (some insights may be found for instance in [4], [32]
and references therein). On the other hand, several works on stochastic control problems
are partially devoted to the analysis of continuity and differentiability of the free-boundary
by means of variational methods (cf. [1] and [15], among others); in [15] for instance the
author proves free-boundary’s differentiability for a particular class of problems and shows
its continuity in wide generality (cf. Section 6 of that work).
Methods involving both analytical and probabilistic tools where originally developed
by [21], [24] and [34], among others, where differentiability of the free-boundary b in
the open interval (0, T ) was proven under suitable assumptions on X and G. In [24] it
was also shown that b solves a countable system of non-linear integral equation but the
problem of uniqueness of such solution was left open. Another integral equation for b
and its first derivative b′ was obtained in [34]; however, a full proof of existence and local
uniqueness of a solution pair (b , b′) was only given in the case of b′ bounded on [0, T ].
This condition is somewhat restrictive in general and does not hold for instance in the
famous example of the American put option. The latter has received significant attention
due to its strongly applicative nature and the regularity of the associated free-boundary
was analysed carefully (cf. [3], [6], [7] and [13], among others, for an overview of known
results in that setting). At the beginning of the 1990s an integral equation for the optimal
boundary (with no derivatives) was derived independently by [5], [18] and [20] but, as it
was pointed out in [25], the question of uniqueness was left open at that time. More than
ten years later it was proven in [27] that the free-boundary is the unique solution in the
class of continuous functions to this integral equation.
It seems then natural from the standpoint of optimal stopping to investigate continuity
properties of the free-boundary. In fact, in a very large class of examples, if continuity is
established a priori, one may rely upon on an extension of Itoˆ’s formula (cf. [28] or [29]
for a detailed exposition) to find an integral equation for b; uniqueness of its solution in
the class of continuous functions may be then proven by developing arguments as in [27]
(see [30] and the references therein). This characterises the free-boundary unambiguously
and the value V of (1.1) may be expressed as a functional of b itself.
A proof of continuity generally requires techniques based on ad hoc arguments that
have to be found on a case by case basis. In fact, in optimal stopping literature this is
usually obtained by an application of Newton-Leibnitz formula, combined with the so-
called smooth-fit property (i.e. the fact that V (t, · ) is C1 across the optimal boundary)
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and estimates on V obtained ex ante (see [30] for a list of examples).
Although Newton-Leibnitz formula turns out to be a suitable tool to deal with most
of the examples that we could find in literature, we observed that some cases seem quite
hard to tackle this way (cf. for instance [9], [11], [35] or [8]; in particular in [11] one
may find applications of results of this work to zero-sum optimal stopping games). In
fact, some difficulties may arise when one or more of the following facts occur: i) V is not
convex/concave with respect to the space variable, ii) the explicit expression of the process
X is unknown or the coefficients of its infinitesimal generator are non-trivial and make
some estimates rather difficult, iii) the gain function underlying the optimal stopping
problem is non-differentiable or it is explicitly time-dependent, iv) the free-boundary is
non-monotone.
The purpose of this work is to provide an alternative proof of the free-boundary’s
continuity partly based on local regularity of G at the boundary and partly based on
properties of V which are generally obtainable via probabilistic arguments. To the best of
our knowledge all examples where continuity has already been established meet require-
ments of our setting. It might be worth noticing that smooth-fit condition is not needed
in our proofs.
The rest of the paper is organised as follows. In Section 2 we introduce the optimal
stopping problem, some standard assumptions and a list of conditions that will be used
only when needed in different proofs of free-boundary’s continuity. We take X as the
unique strong solution of a time-homogeneous SDE in R with locally Lipschitz coefficients,
we assume that a free-boundary exists and we make some mild regularity assumptions on
the gain function G locally at the boundary. These assumptions are mainly in the spirit
of a probabilistic approach to optimal stopping, rather than a PDE one. In Section 3 we
prove that the free-boundary of an optimal stopping problem of this kind is continuous in
all intervals where it is either increasing or decreasing (increasing here means b(t1) ≤ b(t2),
for t1 ≤ t2). Proofs are provided for two different settings: firstly, we assume that V
has a local modulus of continuity; secondly, we replace that assumption by a suitable
integrability condition on G and extend continuity of b to a setting in which V is only
continuous. A contradiction scheme and arguments inspired by the maximum principle are
combined with probabilistic estimates to obtain the results. The work is completed by an
alternative proof of the free-boundary’s continuity in the special case of time independent
gain functions.
2 Setting and Assumptions
Consider a complete probability space (Ω,F ,P) equipped with the natural filtration F :=
(Ft)t≥0 generated by a one dimensional, standard Brownian motion B := (Bt)t≥0. Assume
that the filtration is completed with P-null sets and it is therefore continuous. Without
loss of generality we may consider Ω = C([0,∞)), i.e. the canonical space of continuous
trajectories and P the Wiener measure; then Bt = ω(t) coincides with the coordinate
mapping.
Results of this work hold for diffusions with state space in an arbitrary open subset
O of R and such that conditions below hold in O (a simple example is the Geometric
Brownian motion and O := (0,+∞)). It should be noticed that all proofs of Section 3
may be easily repeated in case of a diffusion taking values in O provided that the free-
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boundary does not intersect ∂O. Alternatively, if a portion of the free-boundary coincides
with a portion of ∂O, the analysis becomes more delicate and one may have to take into
account for the behaviour of the diffusion at ∂O. However, bearing this in mind we take
O = R to simplify the exposition.
Let functions µ : R→ R and σ : R→ R+ be such that
(A.1) µ and σ are locally Lipschitz, µ is piecewise-C2, σ > 0 and it is piecewise-C3.
Denote by X := (Xt)t≥0 the time-homogeneous real process that uniquely solves
dXt = µ(Xt)dt+ σ(Xt)dBt, X0 = x (2.1)
in the strong sense. We denote by Px the probability measure induced by X started at
time zero from x.
Fix T > 0 and take G : [0, T ]× R→ R such that
(A.2) G is upper semi-continuous.
We can now define a general optimal stopping problem with value function given by
V (t, x) := sup
0≤τ≤T−t
Ex
[
G(t+ τ,Xτ )
]
, (2.2)
where the supremum is taken over all F-stopping times in [0, T − t].
In many cases of interest one may verify that
(A.3) V is continuous on (0, T )× R
and the stopping time
τ∗(t, x) := inf
{
s ≥ 0 : V (t + s,Xs) = G(t + s,Xs)
}
∧ (T − t) under Px (2.3)
is optimal for (2.2). The state space is then naturally split into a continuation set C :={
V > G
}
and a stopping set D :=
{
V = G
}
which are an open and a closed subset of
[0, T ]× R, respectively.
Define the infinitesimal generator LX of X by
LXf(x) :=
σ2(x)
2
f ′′(x) + µ(x)f ′(x) for f ∈ C2b (R). (2.4)
From standard Markovian arguments and with no further assumptions one obtains that
V ∈ C1,2 inside C and it solves the free-boundary problem
Vt + LXV = 0 in C
Vt + LXV ≤ 0 in [0, T ]× R
V ≥ G in [0, T ]× R
V = G in D ∪ {T} × R.
(2.5)
We make now a basic existence assumption for the free-boundary.
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Assumption 2.1. There exists a free-boundary {b(t), 0 ≤ t ≤ T} such that
C :=
{
x ∈ R : x > b(t), t ∈ [0, T )
}
& D :=
{
x ∈ R : x ≤ b(t), t ∈ [0, T )
}
∪ {T} × R.
(2.6)
Although in general G is only USC on [0, T ]×R, one may verify that in numerous examples
a stronger local regularity holds at points of the boundary (cf. [30] for an overview).
Therefore we may consider G fulfilling (A.2) and such that
(A.4) For any t ∈ [0, T ), there exists ε > 0, a ball B := Bεt,b(t) centered in (t, b(t)) and with
radius ε such that G ∈ C1,2(B ∩ C).
Now we list conditions that will be used in Section 3 below to prove continuity of the
free-boundary in different settings. It is important to stress that we will not employ all
of them at the same time and that they will be recalled only when needed. The next
two conditions are useful to show continuity of the free-boundary when it is increasing or
decreasing, respectively.
(C.1) There exist ε > 0 and B as in (A.4) such that
H := Gt + LXG ≤ −ℓε in B ∩ C (2.7)
with ℓε > 0 a suitable constant.
(C.2) There exist ε > 0 and B as in (A.4) such that Gtx and Gxxx exist and are continuous
in B ∩ C. Moreover, there exists a constant ℓ′ε > 0 such that
Hx :=
∂
∂x
(
Gt + LXG
)
≥ ℓ′ε in B ∩ C (2.8)
and
Vx ≥ Gx in B ∩ C. (2.9)
Remark 2.2. Assumption 2.1 is not binding. In fact, results of this work extend to the
case of a free-boundary {c(t), 0 ≤ t ≤ T} such that
C :=
{
x ∈ R : x < c(t), t ∈ [0, T )
}
& D :=
{
x ∈ R : x ≥ c(t), t ∈ [0, T )
}
∪ {T} × R.
(2.10)
Conditions (C.1) and (C.2) (with ℓ′ε < 0 and reverse inequalities in (2.8) and (2.9) if
(2.10) holds) are instead crucial, as it will be shown in a counterexample below. Suitable
extension to the case of multiple free-boundaries as for instance in [11], [12] and [35] may
be obtained with minor modifications.
Condition (A.4), (C.1), (C.2) and Assumption 2.1 are mostly in the spirit of a proba-
bilistic approach to optimal stopping problems rather than a PDE one. In fact, existence
of a free-boundary as in (2.6), as well as the structure of C and D, may be proven quite
often by means of techniques borrowed from stochastic calculus (again we refer the reader
to [30] for a list of examples). On the other hand, condition (A.4) and (2.7) mean,
roughly speaking, that the free-boundary lies in a portion of the (t, x)-plane where G is
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smooth and it is locally not convenient to wait. Note that (2.7) is stronger than the usual
condition
D ⊂
{
(t, x) : Gt + LXG ≤ 0
}
for G ∈ C1,2 (2.11)
since it requires strict inequality. Local smoothness of G at the boundary has been
observed, for example, in problems related to mathematical finance (cf. [18] or [31], among
others). Conditions (A.4) and (C.2) are closely related as well. In fact regularity of V in
C, (A.4) and Assumption 2.1 imply (2.9). On the other hand, if G ∈ C1,2 and (2.8) holds
in [0, T ] × R one may show that Assumption 2.1 and (2.9) hold as well (cf. for instance
[19], Theorem 4.3).
As already mentioned conditions (2.7) and (2.8) are crucial in our proofs. In fact,
continuity of the boundary may break down if we omit one of them. There is for instance
an interesting counterexample in which at some points on the boundary ℓε = ℓ
′
ε ≡ 0 for
all ε > 0. In Remark 15, at the end of [10], authors analyse a particular optimal stopping
problem for Brownian motion which is relevant to the study of Skorokhod embedding
(cf. eq. (5.23) therein). The continuation set and the stopping set are separated by
discontinuous optimal boundaries (this was also shown in [23] with a different approach).
The gain function has the particular form G(x) := |x|−2
∫ x
0
F (y)dy, where F , in principle,
is not even C1 (for simplicity we will consider F ∈ C1). It was shown in [10], Proposition 7,
that discontinuities for a right-continuous, increasing boundary only happen at particular
points t0 such that F
′(x) ≡ 0 for x ∈ (b(t0), b(t0+)). Equivalently, discontinuities for a
right-continuous, decreasing boundary only happen for t′0 such that F
′(x) ≡ 0 for x ∈
(c(t′0+), c(t
′
0)). However, for t0 and t
′
0 as above one has LXG(x) =
1
2
Gxx(x) = −F
′(x) ≡ 0
on (b(t0), b(t0+)) \ {0} and (c(t
′
0+), c(t
′
0)) \ {0} implying that both ℓε and ℓ
′
ε in (2.7) and
(2.8) cannot be larger than zero.
Remark 2.3. Once the existence of a free-boundary is proven one would like to add to
(2.5) the so-called smooth-fit condition, i.e. Vx(t, b(t)+) = Gx(t, b(t)−), t ∈ [0, T ). This
can hardly be done by probabilistic methods when an explicit solution of (2.1) is not known.
However, under some additional assumptions on µ and σ one could rely on results about
variational inequalities and Sobolev embedding theorems (cf. for instance [14] and [15])
to retrieve this further condition. For the purpose of this exposition the smooth-fit is not
necessary, hence we will not discuss it here.
We now introduce two conditions, each of which is sufficient, together with (C.1),
to prove continuity of increasing free-boundaries. The first one is on the regularity of
the value function (2.2) and it is stronger than (A.3) but it may be verified in several
examples of interest (cf. for instance [12] and [18]).
(C.3) The value function fulfils (A.3) with a local modulus of continuity. In particular
there exists α > 0 and continuous functions θi : R+ → R+ for i = 1, 2 such that∣∣V (t+ h, x+ h′)− V (t, x)∣∣ ≤ θ1(|x|)|h|α/2 + θ2(|t|)|h′|α (2.12)
for (t, x) ∈ [0, T − h]× R and h, h′ > 0.
Sufficient conditions for (C.3) to hold with θ1 = θ2 ≡ const. are that µ, σ in (2.1) are
Lipschitz and |G(t1, x1) − G(t2, x2)| ≤ C(|t2 − t1|
α/2 + |x2 − x1|
α) for a fixed constant
C > 0.
The second condition is very similar to a usual sufficient condition for the well-
posedness of the optimal stopping problem (cf. for instance [30], Section 2.2).
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(C.4) There exists δ > 1 such that the map (t, x) 7→ κ(t, x) defined by
κ(t, x) := Ex
[
sup
0≤s≤T−t
∣∣G(t+ s,Xs)∣∣δ
]
(2.13)
satisfies
sup
0≤t≤T
∫ R
−R
∣∣κ(t, x)∣∣ 1δ dx <∞ for any fixed R > 0. (2.14)
The usual assumption only requires that the expression in (2.13) is finite with δ = 1;
however, one may often show that the map (t, x) 7→ κ(t, x) is in fact bounded on any
compact set [0, T ]× [−R,R].
It is worth noticing that conditions (A.1), (A.2) and (A.4) have a local character and
G could exhibit jumps somewhere without invalidating results of this paper.
3 Continuity of the free-boundary
In what follows we will prove continuity of the free-boundary in different settings. For
increasing free-boundary we obtain a first proof under condition (C.3) and a second one
under condition (C.4); for decreasing free-boundary we only require condition (C.2).
Theorem 3.1. Let (A.1)–(A.4) and Assumption 2.1 hold. Let [t1, t2] ⊂ [0, T ] be a time
interval where the free-boundary is increasing. Then, under conditions (C.1) and (C.3),
the free-boundary t 7→ b(t) is continuous on [t1, t2].
Proof. Since D is closed and b is increasing, it follows from standard arguments (see,
e.g. [18]) that b is right-continuous. To prove continuity we argue by contradiction and
assume that there exists t0 ∈ (t1, t2] such that a discontinuity of b occurs. That is, at
t0 one has b(t0−) < b(t0), where b(t0−) denotes the left limit of the boundary at t0
(this always exists as b(t) is monotone increasing in [t1, t2]). Take x1 and x2 such that
b(t0−) < x1 < x2 < b(t0); then, for arbitrary but fixed t
′ ∈ (t1, t0) define an open bounded
domain R ⊂ C with R := (t′, t0)× (x1, x2). Its parabolic boundary ∂PR is formed by the
horizontal lines [t′, t0) × {xi}, i = 1, 2, and by the vertical line {t0} × [x1, x2] (note that
in this setting C lies on the left of the vertical segment [b(t0−), b(t0)]).
From (2.5) we know that V (uniquely) solves the Cauchy-Dirichlet problem
ut + LXu = 0 in R
u = V on ∂PR
(3.1)
and it is C1,2 in the interior ofR. Denote by C∞c ([x1, x2]) the set of functions with infinitely
many continuous derivatives and compact support in [x1, x2]. Take ψ ≥ 0 arbitrary in
C∞c ([x1, x2]) and such that
∫ x2
x1
ψ(y)dy = 1. Multiply the first equation in (3.1) (with V
instead of u) by ψ and integrate1 over (t, t0)× (x1, x2) for some t ∈ (t
′, t0). It gives∫ t0
t
∫ x2
x1
(
Vt(s, y) + LXV (s, y)
)
ψ(y)dy ds = 0. (3.2)
1Note that V is C1,2 on RP and not necessarily on RP . The integration with respect to y may be
interpreted in the sense of distributions by taking derivatives of ψ. The integral with respect to s is well
defined since
∫ t0
t
∫ x2
x1
Vt(s, y)ψ(y)dy ds =
∫ x2
x1
(
V (t0, y)− V (t, y)
)
ψ(y)dy.
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We want to estimate the left-hand side of (3.2) and provide an upper bound. In order to
do so we will study separately the two terms of the integrand.
Integrating Vt over (t, t0) and using V (t0, y) = G(t0, y) and V (t, y) ≥ G(t, y) it follows
∫ t0
t
∫ x2
x1
Vt(s, y)ψ(y)dy ds ≤
∫ x2
x1
(
G(t0, y)−G(t, y)
)
ψ(y)dy =
∫ t0
t
∫ x2
x1
Gt(s, y)ψ(y)dy ds.
(3.3)
Now, we integrate by parts in dy the term in (3.2) involving the infinitesimal generator
of X and we use the fact that ψ has compact support in [x1, x2]. It gives
∫ t0
t
∫ x2
x1
LXV (s, y)ψ(y)dy ds =
∫ t0
t
∫ x2
x1
V (s, y)LX
∗ψ(y)dy ds, (3.4)
where LX
∗ denotes the formal adjoint of LX defined by
LX
∗φ(x) :=
1
2
∂2
∂x2
(
σ2(x)φ(x)
)
−
∂
∂x
(
µ(x)φ(x)
)
, φ ∈ C2(R). (3.5)
Note that with no loss of generality we can take R so that (3.5) is well defined and
continuous on R by (A.1).
Since G ∈ C1,2(R) there exists a continuous function θG(| · |) such that
∣∣V (s, y)−G(s, y)∣∣ ≤ ∣∣V (s, y)− V (t0, y)∣∣+ ∣∣G(t0, y)−G(s, y)∣∣
≤ θ1(|y|)(t0 − s)
α/2 + θG(|y|)(t0 − s) for all (s, y) ∈ R (3.6)
by (2.12). We may consider |t0 − t| < 1 and hence (3.6) holds with the right-hand side
replaced by
(
θ1(|y|) + θG(|y|)
)
(t0 − s)
α/2. We set ϑ(y) := θ1(|y|) + θG(|y|) and use V ≥ G
and (3.6) to obtain
G(s, y) ≤ V (s, y) ≤ G(s, y) + ϑ(y)(t0 − s)
α/2 in R. (3.7)
For any s ∈ (t, t0) we deduce from (3.7) that
∫ x2
x1
V (s, y)LX
∗ψ(y)dy
=
∫ x2
x1
I{LX∗ψ≥0}(y)V (s, y)LX
∗ψ(y)dy +
∫ x2
x1
I{LX∗ψ<0}(y)V (s, y)LX
∗ψ(y)dy
≤
∫ x2
x1
I{LX∗ψ≥0}(y)G(s, y)LX
∗ψ(y)dy +
∫ x2
x1
I{LX∗ψ<0}(y)G(s, y)LX
∗ψ(y)dy
+ (t0 − s)
α/2
∫ x2
x1
I{LX∗ψ≥0}(y)ϑ(y)LX
∗ψ(y)dy
=
∫ x2
x1
G(s, y)LX
∗ψ(y)dy + (t0 − s)
α/2
∫ x2
x1
I{LX∗ψ≥0}(y)ϑ(y)LX
∗ψ(y)dy
=
∫ x2
x1
LXG(s, y)ψ(y)dy + (t0 − s)
α/2
∫ x2
x1
I{LX∗ψ≥0}(y)ϑ(y)LX
∗ψ(y)dy (3.8)
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by integration by parts. Note that the last term is strictly positive by arbitrariness of ψ.
We define γ ≡ γ(ψ; x1, x2) > 0 by
γ :=
∫ x2
x1
I{LX∗ψ≥0}(y)ϑ(y)LX
∗ψ(y)dy. (3.9)
Now, from (3.2), (3.3), (3.4) and (3.8) we obtain
0 ≤
∫ t0
t
∫ x2
x1
(
Gt(s, y) + LXG(s, y)
)
ψ(y)dy ds+ γ(t0 − t)
1+α/2. (3.10)
One may observe from (C.1) that the first integral in (3.10) must be strictly negative. In
fact, recalling that
∫ x2
x1
ψ(y)dy = 1, there exists ℓ > 0 depending on x1, x2, such that
0 ≤ −ℓ(t0 − t) + γ(t0 − t)
1+α/2 (3.11)
by (2.7) and (3.10). In the limit as t ↑ t0 we inevitably reach a contradiction as the
positive term vanishes more rapidly than the negative one and hence the jump may not
occur.
The proof above did not require any probabilistic arguments and it follows from simple
PDE results and the regularity assumptions on V and G. It is sometimes useful to relax
condition (C.3) and replace it by (C.4). The latter is in fact easier to verify than (C.3)
and holds for a wide class of gain functions G. Although the proof of continuity becomes
slightly more involved, bounds similar to (3.7) may be retrieved by means of purely
probabilistic arguments.
Theorem 3.2. Let (A.1)–(A.4) and Assumption 2.1 hold. Let [t1, t2] ⊂ [0, T ] be a time
interval where the free-boundary is increasing. Then, under conditions (C.1) and (C.4)
the free-boundary t 7→ b(t) is continuous on [t1, t2].
Proof. We recall once more that since D is closed and b is increasing, standard arguments
(see, e.g. [18]) imply that b is right-continuous. To prove continuity we argue again by
contradiction and assume that there exists t0 ∈ (t1, t2] where a discontinuity of b occurs
and b(t0−) < b(t0). We define an open bounded domain U ⊂ C, U := (t¯, t0) × (x
0
1, x
0
2)
with x01 and x
0
2 such that b(t0−) < x
0
1 < x
0
2 < b(t0) and arbitrary t¯ ∈ (t1, t0). Its parabolic
boundary ∂PU is formed by the horizontal lines [t¯, t0)× {x
0
i }, i = 1, 2 and by the vertical
line {t0} × [x
0
1, x
0
2]. Hence, the value function V is (unique) classical solution of the
boundary value problem
ut + LXu = 0 in U
u = V on ∂PU
(3.12)
by (2.5).
Fix η0 > 0 such that 2η0 < min{|x
0
2 − x
0
1|, 2}, take x1 and x2 such that (x1, x2) ⊂
(x01 + η0, x
0
2 − η0) and take an arbitrary t ∈ (t¯, t0). Now define another open bounded
domain R ⊂ U by R := (t, t0) × (x1, x2) with parabolic boundary ∂PR formed by the
horizontal lines (t, t0)×{xi}, i = 1, 2 and by the vertical line {t0}× [x1, x2] and such that
(2.7) holds.
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Take ψ ≥ 0 arbitrary in C∞c ([x1, x2]) and such that
∫ x2
x1
ψ(y)dy = 1, multiply the first
equation in (3.12) (with V instead of u) by ψ and integrate over (t, t0)×(x1, x2). It follows∫ t0
t
∫ x2
x1
(
Vt(s, y) + LXV (s, y)
)
ψ(y)dy ds = 0. (3.13)
Of course we would like to reproduce here arguments similar to those adopted in (3.2)–
(3.10) to find a contradiction in (3.13). However, in order to do so we need a bound
similar to (3.7).
Let τU denote the first exit time of (s + r,Xr)r≥0 from U for s ∈ [t, t0) and X0 = y ∈
(x1, x2), that is,
τU(s, y) := inf
{
s ≥ 0 : (s+ r,Xr) /∈ U
}
under Py, y ∈ (x1, x2). (3.14)
Set τU ≡ τU(s, y) for simplicity. Clearly τU ≤ t0− s ≤ t0− t, Py-a.s. for y ∈ (x1, x2). Also,
the stopping time
τ∗(s, y) := inf
{
r ≥ 0 : Xr ≤ b(s + r)
}
∧ (T − s) (3.15)
is an optimal stopping time for V (s, y) and τU ≤ τ∗, Py-a.s. for y ∈ (x1, x2), from mono-
tonicity of b.
Since U is arbitrary, G ∈ C1,2 in U by (A.4) and we may use Itoˆ’s calculus to obtain
G(s, y) = Ey
[
G(s+ ρ,Xρ)−
∫ ρ
0
(
Gt + LXG
)
(s+ r,Xr)dr
]
(3.16)
for all stopping times ρ ≤ τU , Py-a.s., y ∈ (x1, x2). Set for simplicity τ∗ ≡ τ∗(s, y) and
take ρ = τU ∧ τ∗ in (3.16). It follows
0 ≤V (s, y)−G(s, y)
=Ey
[
G(s+ τ∗, Xτ∗)−G(s+ τU ∧ τ∗, XτU∧τ∗) +
∫ τU∧τ∗
0
(
Gt + LXG
)
(s+ r,Xr)dr
]
≤Ey
[
G(s+ τ∗, Xτ∗)−G(s+ τU ∧ τ∗, XτU∧τ∗)
]
, (3.17)
where in the last inequality we used (2.7). The only non-zero contribution in the last
expression of (3.17) comes from the set
{
τ∗ > τU
}
and we have
0 ≤V (s, y)−G(s, y)
≤Ey
[(
G(s+ τ∗, Xτ∗)−G(s+ τU , XτU )
)
I{τ∗>τU}
]
≤Ey
[∣∣∣G(s+ τ∗, Xτ∗)−G(s+ τU , XτU )
∣∣∣δ
] 1
δ
Py
(
τ∗ > τU
)1− 1
δ (3.18)
where we have used Ho¨lder’s inequality E|XY | ≤
(
E|X|p
)1/p(
E|Y |q
)1/q
with p = δ and
q = δ
δ−1
. Note that condition (C.4) guarantees that the last term in (3.18) is well defined.
We observe that if τ∗ > τU then the process exits U from the upper/lower horizontal
boundary strictly before hitting the free-boundary b. This also means that τU < t0− s as
otherwise τU = τ∗. Now, recalling that y ∈ (x1, x2) ⊂ (x
0
1 + η0, x
0
2 − η0, ) we find{
τ∗ > τU
}
⊂
{
XτU ≤ x1 − η0 or XτU ≥ x2 + η0
}
⊂
{
sup
0≤r≤t0−s
∣∣Xr − y∣∣ > η0
}
. (3.19)
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From (3.19), Markov inequality and standard estimates for strong solutions of SDEs (cf.
for instance [22] Chapter 2, Section 5, Corollary 12 or [16], Chapter 5, Theorem 2.3 for
the case of locally Lipschitz coefficients µ and σ) it follows
Py
(
τ∗ > τU
)
≤Py
(
sup
0≤r≤t0−s
∣∣Xr − y∣∣ > η0
)
≤
1
ηβ0
Ey
[
sup
0≤r≤t0−t
∣∣Xr − y∣∣β
]
≤
1
ηβ0
CT,β
(
1 + |y|β
)(
t0 − t
)β/2
(3.20)
for a suitable constant CT,β > 0 only depending on T and arbitrary β > 0.
Set ζ := 1− 1/δ. Using (3.18), (3.20) and (2.13) we finally obtain
0 ≤ V (s, y)−G(s, y) ≤ 2κ(s, y)1/δ
( 1
ηβ0
CT,β
(
1 + |y|β
))ζ(
t0 − t
)ζβ/2
(3.21)
for y ∈ (x1, x2). The inequality (3.21) provides the analogue of (3.7) in the present setting.
We repeat the same arguments as in (3.1)–(3.4) to obtain
0 ≤
∫ t0
t
∫ x2
x1
Gt(s, y)ψ(y)dy ds+
∫ t0
t
∫ x2
x1
V (s, y)LX
∗ψ(y)dy ds (3.22)
from (3.13) and use (3.21), (3.22), condition (C.4) and calculations as in (3.8) to find
0 ≤
∫ t0
t
∫ x2
x1
Gt(s, y)ψ(y)dy ds+
∫ t0
t
∫ x2
x1
LXG(s, y)ψ(y)dy ds+
c
ηβ0
(t0 − t)
1+ζβ/2 (3.23)
with
c ≡ c(T, δ, η0, β, x
0
1, x
0
2, ψ) := 2c
∞
ψ
[
CT,β
(
1 + max{|x01|, |x
0
2|}
β
)]ζ
sup
0≤s≤T
∫ x0
2
x0
1
κ1/δ(s, y)dy
(3.24)
and c∞ψ ≡ c
∞
ψ (x
0
1, x
0
2) := supy∈[x0
1
,x0
2
]
∣∣L∗Xψ(y)∣∣. Note that c∞ψ < +∞ as µ, σ and ψ are C2
in [x01, x
0
2]. As usual Gt + LXG < −ℓ in U for some constant ℓ > 0 by (C.1) and hence
0 ≤ −ℓ(t0 − t) +
c
ηβ0
(t0 − t)
1+ζβ/2 (3.25)
by (3.23). For fixed δ, η0, β, U and ψ, (3.25) leads to a contradiction in the limit as
t ↑ t0.
When Assumption 2.1 holds and the free-boundary is decreasing, arguments above
seem to break down. This is mainly due to the fact that if a jump occurs at t0 and
the diffusion (t, X) starts either from a point (t0 + ε, x) with ε > 0 or from (t0 − ε, x)
with x > b(t0−) then, as time elapses it will move away from the discontinuity. On the
contrary, in theorems above and in particular in Theorem 3.2 we crucially relied on the
fact that (t, X) moves towards the jump. Intuitively it might happen that the diffusion
does not “see” discontinuities of a decreasing boundary and hence the rationale above
may not be adopted. Our first natural attempt to overcome this difficulty was to study
the time reversed process (t − s,Xs)s≥0 but we realised that this introduces seemingly
harder complications to deal with. An approach based on PDE results and condition
(C.2) allows instead to find continuity of b again.
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Theorem 3.3. Let (A.1)–(A.4) and Assumption 2.1 hold. Let [t1, t2] ⊂ [0, T ] be a
time interval where the free-boundary is decreasing. Then, under condition (C.2) the
free-boundary t 7→ b(t) is continuous on [t1, t2].
Proof. In this case adapting standard arguments (see, e.g. [18]) one finds that b is left-
continuous as D is closed and b is decreasing. Assume that there exists t0 ∈ [t1, t2) such
that a discontinuity of b occurs. That is, b(t0+) < b(t0), where b(t0+) denotes the right
limit of the boundary at t0. Take x1 and x2 such that b(t0+) < x1 < x2 < b(t0) and t
′ ∈
(t0, t2); then, define once more an open bounded domainR ⊂ C withR := (t0, t
′)×(x1, x2).
Its parabolic boundary ∂PR is formed by the horizontal lines (t0, t
′)× {xi}, i = 1, 2, and
by the vertical line {t′}× [x1, x2] (note that in this setting C lies on the right of the vertical
segment [b(t0+), b(t0)]).
Set u := V −G and recall the definition of H from (2.7). Hence, u is (unique) classical
solution of the boundary value problem
ut + LXu = −H in R
u = V −G on ∂PR
(3.26)
by (2.5) and (A.4). Define a differential operator A by
Af(x) :=
1
2
σ2(x)f ′′(x) +
(
σ σ′ (x) + µ(x)
)
f ′(x) + µ′(x)f(x), x ∈ R, f ∈ C2(R).
(3.27)
Now, conditions (A.1), (A.4) and (C.2) imply that utx and uxxx exist and are continuous
in R (cf. [17], Chapter 3, Theorem 10). We differentiate the first equation in (3.12) with
respect to x and set u¯ := ux to obtain
u¯t +Au¯ = −Hx in R, (3.28)
with A as in (3.27). Take ψ ≥ 0 arbitrary in C∞c ([x1, x2]) and such that
∫ x2
x1
ψ(y)dy = 1.
We define a function Fψ : (t0, t
′)→ R by
Fψ(t) :=
∫ x2
x1
u¯t(t, x)ψ(x)dx (3.29)
and (3.28) gives
Fψ(t) =−
∫ x2
x1
(
Hx(t, x) +Au¯(t, x)
)
ψ(x)dx
=−
∫ x2
x1
Hx(t, x)ψ(x)dx−
∫ x2
x1
u¯(t, x)A∗ψ(x)dx (3.30)
=−
∫ x2
x1
Hx(t, x)ψ(x)dx+
∫ x2
x1
u(t, x)
∂
∂x
(
A∗ψ
)
(x)dx,
where A∗ is the formal adjoint of A and ∂
∂x
(
A∗ψ
)
∈ Cc([x1, x2]) by (A.1) and arbitrariness
of [x1, x2]. It follows from (3.30) that Fψ is continuous on (t0, t
′) and the right-limit of Fψ
at t0 exists and it is
Fψ(t0+) := lim
t↓t0
Fψ(t) = −
∫ x2
x1
Hx(t0, x)ψ(x)dx (3.31)
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by using that u ∈ C(R) and u(t0, x) ≡ 0 for x ∈ [x1, x2]. Therefore, from (2.8) we obtain
Fψ(t0+) ≤ −ℓ for suitable ℓ > 0 and continuity of Fψ implies that there exists ε > 0 such
that Fψ(t) < −ℓ/2 for all t ∈ (t0, t0 + ε). Set 0 < δ < ε, then (3.29), Fubini’s Theorem
and an integration by parts give
−
ℓ
2
(ε− δ) >
∫ ε
δ
Fψ(t0 + s)ds =
∫ x2
x1
[
u¯(t0 + ε, x)− u¯(t0 + δ, x)
]
ψ(x)dx
=
∫ x2
x1
u¯(t0 + ε, x)ψ(x)dx+
∫ x2
x1
u(t0 + δ, x)ψ
′(x)dx. (3.32)
Now, taking limits as δ → 0, using dominated convergence and recalling that u¯ = ux,
u ∈ C(R), u(t0, x) ≡ 0 for x ∈ [x1, x2] we obtain
−
ℓ
2
ε ≥
∫ x2
x1
u¯(t0 + ε, x)ψ(x)dx =
∫ x2
x1
[
Vx −Gx
]
(t0 + ε, x)ψ(x)dx. (3.33)
Since ψ ≥ 0, then (2.9) and (3.33) lead to a contradiction; hence b must be continuous.
It easy to see that from Theorems 3.1–3.3 it follows
Corollary 3.4. Let (A.1)–(A.4), Assumption 2.1 and conditions (C.1), (C.2) hold.
Assume that the free-boundary is piecewise monotone on [0, T ] and that either (C.3) or
(C.4) holds. Then b is continuous on [0, T ].
The special case of a time-independent gain function may be treated separately. In
fact, in that case conditions (C.2), (C.3) and (C.4) may be dropped and continuity
is obtained in a very general setting. We prove this claim in the next Proposition, for
completeness.
Proposition 3.5. Assume (A.1) and that G : R → R is time independent and it meets
(A.2). Assume also that the value function
V (t, x) := sup
0≤τ≤T−t
Ex
[
G(Xτ )
]
(3.34)
fulfils (A.3) and that there exists a free-boundary
{
b(t), 0 ≤ t ≤ T
}
such that Assumption
2.1, (A.4) and (C.1) hold. Then t 7→ b(t) is increasing and continuous on [0, T ].
Proof. To show that t 7→ b(t) is monotone increasing we use standard arguments (cf. [18],
for instance). Since G does not depend on time, the mapping t 7→ V (t, x) is decreasing
for any x ∈ R. Take (t0, x0) ∈ D and t > t0, then V (t, x0) ≤ V (t0, x0) = G(x0) and hence
(t, x0) ∈ D for all t > t0. Closedness of D implies that b(t) is also right-continuous.
To prove continuity, assume that there exists t0 ∈ (0, T ] such that b(t0−) < b(t0); con-
struct a rectangular domain R with parabolic boundary ∂PR as in the proof of Theorem
3.1, then V is the (unique) classical solution of the Cauchy-Dirichlet problem
ut + LXu = 0 in R
u = V on ∂PR.
(3.35)
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Take ψ ≥ 0 arbitrary in C∞c ([x1, x2]) with
∫ x2
x1
ψ(y)dy = 1, multiply the first equation
in (3.35) (with V instead of u) by ψ and integrate over [x1, x2]. Then∫ x2
x1
Vt(s, y)ψ(y)dy = −
∫ x2
x1
LXV (s, y)ψ(y)dy for all s ∈ (t
′, t0) (3.36)
and, integrating by parts the term on the right-hand side of (3.36), we obtain∫ x2
x1
Vt(s, y)ψ(y)dy = −
∫ x2
x1
V (s, y)LX
∗ψ(y)dy for all s ∈ (t′, t0). (3.37)
The left-hand side of (3.37) is negative since V is decreasing in time and ψ ≥ 0. Then,
we take the limit as s ↑ t0 in the right-hand side of (3.37) and use dominated convergence,
continuity of V and boundary condition V (t0, y) = G(y) to obtain
0 ≥ −
∫ x2
x1
V (t0, y)LX
∗ψ(y)dy = −
∫ x2
x1
G(y)LX
∗ψ(y)dy = −
∫ x2
x1
LXG(y)ψ(y)dy.
(3.38)
There exists ℓ > 0 depending only on R such that LXG(y) < −ℓ in [x1, x2], by (2.7) and
then we find the contradiction
0 ≥ ℓ
∫ x2
x1
ψ(y)dy = ℓ > 0 (3.39)
by (3.38).
A basic example of a more general optimal stopping problem may be considered by
taking
G(t, x) := g(t, x)I{t<T} + h(x)I{t=T} (3.40)
in (2.2) with g and h bounded and continuous. A probabilistic proof of the existence of
an optimal stopping time in this setting may be found in [26] and the continuation set
is C :=
{
V > g
}
. Then, replacing assumptions on G with analogous ones for g one may
use the same arguments as above to show that b(t) as in Assumption 2.1 is continuous on
the open interval (0, T ). However, continuity at the maturity T may break down and it
should be studied again on a case by case basis. Note that if b(t) is decreasing on (t1, T ]
for some t1 < T , then it is also continuous at T since it is left-continuous on the interval.
On the other hand, for an increasing boundary on (t1, T ] one may easily check, proceeding
as in the proofs of Theorems 3.1 and 3.2, that sufficient conditions for continuity at T
are: i) LXh well defined and piecewise continuous, ii) LXh < −ℓε for x ≤ b(T ).
All results of this paper naturally extend to the case of discounted gain functions and
in presence of running costs. In fact, if we take for instance a positive, continuous discount
function r(x) and a positive, continuous cost function C(t, x) such that
Ex
[ ∫ T
0
C(s,Xs)ds
]
< +∞ for x ∈ R (3.41)
we may define the optimal stopping problem
V (t, x) := sup
0≤τ≤T−t
Ex
[
e−
∫
τ
0
r(Xs)dsG(t+ τ,Xτ )−
∫ τ
0
e−
∫
s
0
r(Xu)duC(t+ s,Xs)ds
]
. (3.42)
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If (A.2) and (A.3) hold then τ∗ as in (2.3) is optimal. If we now modify conditions (C.1)
and (C.2) by using Gt + LXG − rG − C instead of Gt + LXG and assume for instance
that
ξ(t, x) := Ex
[ ∫ T−t
0
∣∣C(t+ s,Xs)∣∣δds
]
(3.43)
is locally bounded on [0, T ]× R, for δ > 1 as in (C.4), all conclusions above remain true
(this is the case for instance of [9]).
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