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Universal Quantum Computation With Majorana Fermion Edge Modes Through
Microwave Spectroscopy Of Quasi-1D Cold Gases In Optical Lattices
Bhuvanesh Sundar and Erich J. Mueller
Laboratory of Atomic and Solid State Physics, Cornell University, Ithaca NY 14850
(Dated: July 9, 2018)
We describe how microwave spectroscopy of cold fermions in quasi-1D traps can be used to
detect, manipulate, and entangle exotic nonlocal qubits associated with “Majorana” edge modes.
We present different approaches to generate the p-wave superfluidity which is responsible for these
topological zero-energy edge modes. We find that the edge modes have clear signatures in the
microwave spectrum, and that the line shape distinguishes between the degenerate states of a qubit
encoded in these edge modes. Moreover, the microwaves rotate the system in its degenerate ground-
state manifold. We use these rotations to implement a set of universal quantum gates, allowing the
system to be used as a universal quantum computer.
PACS numbers: 67.85.Lm, 03.75.Ss, 03.65.Vf, 03.67.Lx
I. INTRODUCTION
In condensed-matter physics, Majorana fermions are
exotic collective excitations that possess non-Abelian
braiding statistics and are “topologically protected” [1].
They can be used to realize fault-tolerant quantum bits
(qubits), an essential ingredient for quantum computing.
In this paper we propose a scheme in which microwaves
are used to detect Majorana modes in a cold Fermi gas,
read out the state of the system, and perform quantum
gates.
In a seminal paper Kitaev showed that one-
dimensional (1D) p-wave superfluids support zero-energy
Majorana fermion excitations at their edges [2]. Mo-
tivated in part by these arguments, researchers have
searched for (and found) evidence of Majorana modes
in spin-orbit coupled nanowires with proximity-induced
superconductivity [3, 4]. In ultracold atomic systems,
researchers are attempting to produce Majorana modes
using Raman-induced spin-orbit coupling [5, 6]. They
have created spin-orbit coupled systems with strongly
interacting fermions and measured their radio-frequency
spectra [7]. Our proposal builds on these developments.
We explain how p-wave superfluidity can be induced in
quasi-1D cold gases, and study the interactions of these
systems with microwaves. In particular, we describe pro-
tocols to produce a set of universal quantum gates.
The ground state of a 1D p-wave superfluid is doubly
degenerate. These two ground states can be used as a
qubit. The information encoded in this qubit is nonlo-
cal: These states can be distinguished by simultaneously
probing the two boundaries of the system or by measur-
ing particle number parity. Mathematically one describes
the system as having a Majorana mode at each edge and
attributes the degeneracy to these Majorana degrees of
freedom.
Detecting Majorana modes is a major challenge and
has attracted wide theoretical and experimental inter-
est [3, 4, 8–14]. In order to use Majorana edge states
as qubits, one must also have the capability to perform
projective measurements and quantum gate operations
in the degenerate ground-state manifold. Here we note
that optical, microwave, or radio probes coherently inter-
act with well-separated regions of a cold-gas system and
can be used for detecting and manipulating the delocal-
ized quantum information. We show that the system’s
microwave-absorption spectrum measures the qubit and
show that microwaves also rotate the qubit.
We emphasize that while other spectroscopic tech-
niques can detect the existence of Majorana modes, the
microwave absorption spectroscopy studied here can do
more: It allows us to measure and manipulate the stored
quantum information. Further, while other theoretical
studies have explored manipulation of this stored infor-
mation by interactions of Majorana fermions with mi-
crowave cavities [15, 16], we do more: We describe meth-
ods to produce all the necessary single- and two-qubit
quantum gates for universal quantum computation in-
cluding initialization and measurement and describe a
general framework for producing arbitrary rotations of
the qubits.
We envision two possible experimental geometries of
superfluids that support Majorana fermions. One geom-
etry consists of a 2D array of 1D superfluid wires with
weak interwire tunneling. We believe this is the most ex-
perimentally accessible geometry for creating Majorana
fermions in cold gases. Multiple wires are advantageous
because they enhance the measured signal. Moreover,
the interwire tunneling stabilizes long-range superfluid
order and allows a mean-field treatment of each wire.
The other geometry consists of a single wire embedded
in a 3D superfluid bath. While the linear response to
microwaves in this geometry is the same as that for an
array of wires, the dynamics beyond linear response are
different in these two cases. The protocols necessary for
quantum computations work better in this latter geome-
try. Further the latter geometry connects more closely to
experiments with evidence of Majorana fermions in solid
state systems.
This paper is organized as follows. In Sec. II we briefly
review experimental scenarios to realize p-wave superflu-
idity in arrays of coupled wires and in wires in proximity
2to a superfluid cloud. In Sec. III we present our theo-
retical model for these systems. In Sec. IV we explore
the single-particle excitations in this model. In Sec. V
we specialize to the Majorana modes. In Sec. VI we cal-
culate the response of the system to a microwave probe.
In Secs. VII–IX we explain how to implement various
quantum gates on single qubits. In Sec. VII we explore
the relative time scales required for performing different
gate operations. In Sec. VIII we discuss our numerical
methods for studying the dynamics of the system during
gate operations. In Sec. IX we discuss quantum gates
through microwave illumination of qubits. In Sec. X
we describe an architecture and algorithms to implement
all the quantum gates necessary for universal quantum
computation in this system. We summarize in Sec. XI.
II. EXPERIMENTAL SETUP
We consider two possible geometries of cold neutral
fermionic atoms or molecules that will have Majorana
fermion excitations at their edges, a 2D array of 1D wires
created by a highly anisotropic optical lattice and a 1D
potential valley on the surface of an atom chip embed-
ded in a large 3D superfluid cloud. In the first geometry
a weak interwire tunneling stabilizes superfluidity in the
wires. In the second geometry superfluidity is induced in
the wire due to the proximity effect. Below we propose
experimental implementations of these two geometries.
We discuss methods to create p-wave superfluids in these
geometries. We supplement these discussions with cal-
culations of experimental parameters in the coupled-wire
geometry.
A. Coupled Wires
First we study a fermionic gas trapped in a 2D array of
1D wires created by a highly anisotropic optical lattice:
Hopping in the y and z directions is strongly suppressed
compared to that in the x direction. Such an array is
readily produced by interfering several lasers [17]. p-wave
superfluidity will be favored if there are strong nearest-
neighbor interactions in each wire. Below we review a
few methods to generate such interactions. In Appendix
A we calculate the superfluid gap (∆) created by these
interactions. For our proposals to work, we would like the
gap ∆ to be such that ∆/kB is on the order of or larger
than a few nanokelvins, which is the typical temperature
of these gases. For reference, h¯ · 1 MHz = kB · 7.64 nK.
The conceptually simplest way to generate nearest-
neighbor (or longer-ranged) interactions involves using
neutral molecules such as KRb or LiCs that have large
dipole moments [18]. Interactions between the molecules
can be controlled by applying an electric field, which ad-
justs the alignment of their dipole moments. The dipole
moments of these molecules are typically of the order of
10 D, which creates interactions of strengths in the kHz
range between nearest neighbors on a lattice with lat-
tice spacing of a few µm. As shown in Appendix A, the
superfluid gap will then be in the kHz range.
A second method to create nearest-neighbor interac-
tions uses spin-orbit coupled atoms in the lower helicity
state. Here one shines two counter propagating lasers on
two spin species of fermionic atoms such as 40K or 6Li.
The resulting dressed atomic levels are described by a
Hamiltonian analogous to spin-orbit coupled electrons in
a semiconducting wire. When projected into the lower
dressed band, effective separable long-range atomic in-
teractions emerge [6]. Current experiments using 40K [6]
achieve spin-orbit coupling strengths and Zeeman split-
ting between the dressed states in the kHz range. In
Appendix A we show that the resulting superfluid gap
will be of order kHz.
A third method to create nearest-neighbor interactions
is to engineer significant overlap of Wannier functions at
adjacent lattice sites. One such example is to use spin-
dependent lattices, outlined in [9]. We show in Appendix
A that the resulting superfluid gap would be of order
MHz.
All of the methods outlined above create effectively
spinless fermions in one band “a” which have interac-
tions that extend beyond a single site. While these tech-
niques generate interactions of various ranges, the essen-
tial physics is captured by a model with only nearest-
neighbor interactions. We work with this simplified
model.
B. Proximity-Induced Superfluid
We also consider a geometry where a single wire is im-
mersed in a superfluid cloud. Superfluidity is induced in
the wire due to the proximity effect. This is the geometry
realized in solid-state experiments, where semiconductor
wires are in contact with a superconductor [3]. One way
to realize this geometry in a gas of cold atoms is to put
an s-wave superfluid of 6Li or 40K near an atom chip
[19]. Current-carrying wires on the atom chip create a
1D potential valley for the atoms. We envision a bimodal
population, with a large 3D cloud surrounding a tightly
confined 1D gas. We artificially induce spin-orbit cou-
pling in the 1D gas by shining Raman lasers along the
potential valley. By keeping the beam waist small, the
Raman lasers have minimal effect on the 3D cloud. If
desired, an optical lattice can be added to the potential
valley. The superfluid cloud acts as a bath of Cooper
pairs which tunnel into the 1D wire; hence, a superfluid
order parameter is induced in the chain of atoms. The ar-
tificially induced spin-orbit coupling projects these pairs
onto dressed bands. In the lower dressed band the in-
duced order parameter has p-wave character.
3C. Trap and Probe
Most experiments in both geometries are performed in
the presence of harmonic potentials. As explicitly shown
by Wei and Mueller [8] for the case of spin-orbit coupled
atoms, the physics of Majorana fermions in a harmonic
trap is identical to that in an infinite square well. Ex-
perimentally infinite square wells can be engineered with
“tube beams” and “sheet beams” [20]. For simplicity,
we predominantly model the confinement as an infinite
square well. In Sec. VIC we also include calculations in
a harmonic trap.
To probe the Majorana modes in the 1D superfluid,
we propose driving a transition to another atomic state
“c” by shining electromagnetic waves on the system. We
consider the case of microwaves or radiowaves, where the
wavelength is larger than the system size (0.1 − 1mm).
If the bandwidth of the Bloch waves in the “c” states is
small compared to ∆, we find that the spectral signa-
ture of the Majorana modes is well separated from the
bulk modes, and the spectral line shape can distinguish
which of the two degenerate ground states is present. Re-
searchers have been able to create spin-dependent lattices
with different bandwidths for different hyperfine states of
bosonic atoms [21]. We anticipate that similar techniques
can be used to independently control the bandwidths of
the fermionic “a” and “c” states in our system as well.
III. THEORETICAL MODEL
The two geometries discussed in the previous section
are modeled by slightly different effective Hamiltonians.
The cause of the difference is the mechanism inducing
superfluidity in the wires. In the coupled-wire geome-
try, the superfluid order parameter ∆ is determined self-
consistently from the properties of the wires, while in the
case of a proximity-induced superfluid, ∆ is imposed by
the surrounding bath. Below we present the Hamiltonian
governing our system in these two cases.
A. Coupled Wires
The ensemble of wires described in Sec. II A is modeled
by the effective Hamiltonian
Hˆ = Hˆa + Hˆc + HˆMW + Hˆiw. (1)
The atoms in the “a” states are described by a tight-
binding model,
Hˆa =
∑
i
N−1∑
j=1
−J
(
aˆ
(i)†
j aˆ
(i)
j+1 + aˆ
(i)†
j+1aˆ
(i)
j
)
+V aˆ
(i)†
j aˆ
(i)†
j+1aˆ
(i)
j+1aˆ
(i)
j −
∑
i
N∑
j=1
µaˆ
(i)†
j aˆ
(i)
j ,
(2)
where J is the hopping amplitude, V is the nearest-
neighbor interaction strength, µ is the chemical potential,
and aˆ
(i)†
j and aˆ
(i)
j create and annihilate spinless fermions
in the “a” state at site j in the ith wire. We model the
interwire coupling via
Hˆiw =
∑
<ii′>
N∑
j=1
−J ′
(
aˆ
(i)†
j aˆ
(i′)
j + aˆ
(i′)†
j aˆ
(i)
j
)
+V ′aˆ(i)†j aˆ
(i′)†
j aˆ
(i′)
j aˆ
(i)
j
(3)
where J ′ and V ′ parametrize the interwire hopping and
interactions, respectively. All adjacent pairs of wires 〈ii′〉
are summed over. In the limit of J ′ << J and V ′ << V ,
Hˆiw has only a perturbative role in this mean-field theory
and can be neglected. Under a mean-field approximation,
each wire is then equivalent, and we can drop the index
labeling the wires from our operators. We emphasize,
however, that the presence of this interwire hopping is
important as it stabilizes long-range order and justifies
our mean-field approximation. The mean-field Hamilto-
nian describing the “a” atoms or molecules is then
HˆMF = E0 +
N−1∑
j=1
[
− J
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
−
(
∆j aˆ
†
j aˆ
†
j+1 +∆
∗
j aˆj+1aˆj
) ]
−
N∑
j=1
µaˆ†jaˆj ,
(4)
where the local order parameter ∆j is defined self-
consistently as
∆j = −V 〈aˆj+1aˆj〉, (5)
and E0 is an irrelevant energy shift. ∆j can always be
chosen to be real and positive by a local gauge transfor-
mation of the creation and annihilation operators of the
“a” atoms or molecules. Moreover, one can also take ∆j
to be symmetric under reflection, ∆j = ∆N−j .
Microwaves can change the internal state of the atoms
or molecules, introducing a term in the Hamiltonian of
the form
HˆMW = Ω
N∑
j=1
(
cˆ†j aˆje
−iωt + aˆ†j cˆje
iωt
)
. (6)
The operators cˆj and cˆ
†
j correspond to excited atoms or
molecules. These excited particles generally feel a differ-
ent lattice, and are described by a tight-binding model
Hˆc =
∑
j
−Jc
(
cˆ†j cˆj+1 + cˆ
†
j+1cˆj
)
− µccˆ†j cˆj , (7)
where Jc is the hopping amplitude and µc is the chemical
potential. The frequency ω in Eq. (6) is related to the
real frequency of electromagnetic waves via
ω = ωphysical − δǫ+ µ− µc, (8)
where ωphysical is the real electromagnetic frequency and
δǫ is the absorption frequency in free space.
4B. Proximity-Induced Superfluid
A proximity-induced superfluid will be governed by the
effective Hamiltonian
Hˆ = Hˆa + Hˆc + HˆMW. (9)
The “a” states are described by a tight-binding model
Hˆa =
N−1∑
j=1
[
− J
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
−
(
∆j aˆ
†
j aˆ
†
j+1 +∆
∗
j aˆj+1aˆj
) ]
−
N∑
j=1
µaˆ†j aˆj ,
(10)
where J is the hopping amplitude, ∆j is the order param-
eter induced at site j from the bath, µ is the chemical
potential, and aˆ†j and aˆj create and annihilate spinless
fermions in the “a” state at site j in the wire. HˆMW
and Hˆc are given by Eqs. (6) and (7). The model for
proximity-induced superfluids is simpler because as long
as the bath is large enough, ∆j are constant parameters
and need not be self-consistently determined from the
properties of the wire.
C. Other Considerations
In this study we analyze the case where interactions be-
tween “a” and “c” atoms or molecules can be neglected.
For example, this would be the case for spin-orbit coupled
40K near a Feshbach resonance. Such final-state interac-
tions can be modeled by using the techniques from [22].
IV. BOGOLIUBOV EXCITATIONS
In this section, we analyze the quasiparticles of the
mean-field theory. We give particular emphasis to their
properties under reflection and derive relations that will
be useful in the next section. We explore the local density
of states associated with our mean-field model in Eqs. (4)
and (10) and verify that a zero-energy mode appears at
the boundaries. We include a brief qualitative discussion
of the full coupled-wire model with the interwire coupling
at the end of this section.
Equations (4) and (10) can be rewritten as
HˆMF = E
′
0 +
∑
ν
Eν γˆ
†
ν γˆν , (11)
where E′0 is an irrelevant energy shift. The creation op-
erator for the quasiparticles, which are superpositions of
particles and holes, are of the form
γˆ†ν =
N∑
j=1
uν(j)aˆ
†
j + vν(j)aˆj , (12)
where N is the number of sites. Since all the parameters
in our mean-field model are real, we can always choose
uν(j) and vν(j) to be real.
The coherence factors uν(j) and vν(j) at different sites
are not completely independent of each other. We con-
sider an operator that performs a simultaneous reflection
and a global gauge transformation,
QˆaˆjQˆ
† = iaˆN+1−j. (13)
Under the assumption that ∆j = ∆N−j , this operator
represents a symmetry of the mean-field Hamiltonian,
[Qˆ, HˆMF] = 0. Barring any degeneracies, this symme-
try implies that [Qˆ, γˆ†ν γˆν ] = 0 ∀ν. Consequently, Qˆ
acts a gauge transformation on the quasiparticle oper-
ators, Qˆγˆ†νQˆ
† = λν γˆ†ν . Direct computation starting from
Eq. (13) yields Qˆ2γˆ†νQˆ
†2 = −γˆ†ν . Hence, λν = ±i.
When λν = −i, uν(j) is symmetric under reflection and
vν(j) is antisymmetric under reflection: uν(N +1− j) =
uν(j), vν(N + 1 − j) = −vν(j). In this case the quasi-
particle creation operators have the form
γˆ(s)†ν =
∑
j
f (s)ν (j)
aˆ†j + aˆj + aˆ
†
N+1−j − aˆN+1−j
2
, (14)
where f
(s)
ν (j) = uν(j) + vν(j). When λν = i, uν(j) is
antisymmetric under reflection and vν(j) is symmetric
under reflection: uν(N+1−j) = −uν(j), vν(N+1−j) =
vν(j). In this case the quasiparticle creation operators
have the form
γˆ(a)†ν =
∑
j
f (a)ν (j)
aˆj + aˆ
†
j + aˆN+1−j − aˆ†N+1−j
2
, (15)
where again f
(a)
ν (j) = uν(j) + vν(j). These modified
forms will be helpful in our analysis of Majorana modes
in Sec. V.
The local density of states in the superfluid at energy
E and position j is given by
A(j, E) = 2Im
(
〈aˆj 1
E − Hˆ aˆ
†
j〉+ 〈aˆ†j
1
E + Hˆ
aˆj〉
)
= 2π
∑
ν
[|uν(j)|2δ(E − Eν) + |vν(j)|2δ(E + Eν)] ,
(16)
where δ is the Dirac δ function, and all quasiparticle in-
dices ν have been summed over. We illustrate this den-
sity of states in Fig. 1, marking a point in the position-
energy plane at the locations of the Dirac δ functions,
with darker points representing higher amplitudes of the
δ functions. The pair of zero-energy peaks visible in Fig.
1 are Majorana modes. These Majorana modes are zero-
energy solutions to the Bogoliubov-deGennes equations,
that are exponentially localized at the two ends [2]. They
always occur in pairs at opposite ends of the 1D super-
fluid and are always found if |µ| < 2J , where the super-
fluid is in a topologically non-trivial phase.
5FIG. 1: Local single-particle density of states for the mean-
field model in Eq. (10) with parameters ∆j = µ = 0.25J, N =
50. The local density of states is a sum of Dirac δ functions.
Darker shades represent higher amplitudes of the Dirac δ func-
tions. We can observe bulk quasiparticles with Eν > 0 and
zero-energy (Eν = 0) excitations at the edges. These zero-
energy modes are Majorana modes.
To explore the robustness of these spectra, we also
carried out the analogous calculation using a multi-wire
mean-field theory,
HˆMWMF =
∑
i
∑N
j=1[−J
(
aˆ
(i)†
j aˆ
(i)
j+1 + aˆ
(i)†
j+1aˆ
(i)
j
)
−
(
∆j aˆ
(i)†
j aˆ
(i)†
j+1 +∆
∗
j aˆ
(i)
j+1aˆ
(i)
j
)
− µaˆ(i)†j aˆ(i)j ]
−J ′∑〈ii′〉∑Nj=1 (aˆ(i)†j aˆ(i+1)j + aˆ(i+1)†j aˆ(i)j )
(17)
with J and ∆j comparable in magnitude and µ = 0.
The interwire coupling J ′ has very little effect on the
spectrum, even when it is a sizable fraction of J . In
particular, the edge modes stay at zero energy. Hence,
our assumption that Hˆiw only plays a perturbative role
is valid, and it is sufficient to work with our mean-field
model in Eqs. (4) and (10) hereafter.
V. MAJORANA MODES
The Eν = 0 quasiparticle in Eq. (11) is composed of
two Majorana modes. Since this excitation is localized
at the edges, we denote its creation operator by γˆ†edge.
There is an ambiguity in the definition of γˆ†edge, as the
canonical transformation γˆedge → γˆ†edge, γˆ†edge → γˆedge is
a symmetry of the system. Somewhat arbitrarily, we de-
fine γˆ†edge by its properties under Qˆ, Qˆγˆ
†
edgeQˆ
† = −iγˆ†edge.
With this choice,
γˆ†edge =
∑
j
f0(j)
(
aˆ†j + aˆj
2
+ i
aˆ†N+1−j − aˆN+1−j
2i
)
.
(18)
The coherence factors f0(j) are real and satisfy
(J −∆j−1)f0(j − 1) + (J +∆j)f0(j + 1) + µf0(j) = 0,
1 < j < N.
(19)
For the proximity-induced case with uniform ∆j = ∆,
the above equation can be solved explicitly [2]. The re-
sulting solution has the form
f0(j) = α(x
j
+ − xj−), if x+, x− 6= 0 and 1x+ , 1x− 6= 0,
f0(j) = δj1, if x+ = x− = 0,
f0(j) = δjN , if
1
x+
= 1x− = 0,
(20)
where
x± =
µ
2(J +∆)
±
√(
µ
2(J +∆)
)2
+
∆− J
∆+ J
, (21)
α is a normalization constant, and δ is the Kronecker δ.
A derivation of Eq. (20) is provided in Appendix B. The
coherence factors f0(j) exponentially decay away from
the boundaries. They are sharply peaked at j = 1 if ∆ >
0, and peaked at j = N if ∆ < 0. Numerical solutions
for the coupled-wire case where ∆j are determined self-
consistently usually result in nearly uniform ∆j = ∆.
Therefore the expressions in Eq. (20) are qualitatively
applicable to the coupled-wire case as well.
As explained by Kitaev [2], the physics is particularly
simple if
µ = 0, V = −4J, (22)
parameters which yield uniform ∆j = J . For these pa-
rameters, the energy gap for bulk Bogoliubov excitations
is 2J and their bandwidth is zero. The coherence factors
are f0(j) = δj1. While the bulk of our calculations are
performed for generic parameters, this simple limit in Eq.
(22) is useful for qualitatively understanding the results.
Since γˆ†edge creates an excitation of zero energy, the
mean-field models in Eqs.(4) and (10) have two degener-
ate ground states, |g−〉 and |g+〉. We identify |g−〉 with
the quasiparticle vacuum, characterized by
γˆν |g−〉 = 0 ∀ν, (23)
and then define
|g+〉 = γˆ†edge|g−〉. (24)
|g+〉 and |g−〉 are eigenstates of the particle number par-
ity operator Pˆ = (−1)
∑
j aˆ
†
j aˆj . For the choice of γˆ†edge we
made in Eq. (18), Pˆ |g+〉 = −|g+〉 and Pˆ |g−〉 = |g−〉. We
use the states |g+〉 and |g−〉 to encode physical qubits.
In the case of multiple wires, we assume that all the
wires are in the same state. The statement that “the”
qubit is in the state |g+〉 denotes that all the wires are in
|g+〉.
6In the next section we show how to projectively mea-
sure physical qubits in the basis of |g+〉 and |g−〉. We find
in Sec. IX that to perform universal quantum computa-
tion, we need a more sophisticated architecture in which
logical qubits are constructed from more than one phys-
ical qubit. Manipulations of the logical qubits consist of
manipulations of the component physical qubits. In Secs.
VII–IX, we describe algorithms for implementing quan-
tum gates on physical qubits and the logic behind them.
Finally, in Sec. X we show how to perform universal
quantum computation using logical qubits constructed
from physical qubits.
VI. ABSORPTION SPECTRUM
The superfluid’s electromagnetic absorption spectrum
is given by
Γ(|i〉, ω) =
∑
f
2π
h¯
|〈f |HˆMW|i〉|2δ(ω − (Ef − Ei)), (25)
where |i〉 is the initial state and |f〉 are the final states,
and Ei and Ef are their respective energies. The final
states |f〉 have one quasiparticle of energy Eν and one
atom in the excited state, created by
cˆ†k =
∑
j
ψk(j)cˆ
†
j , (26)
where cˆ†k diagonalize the tight-binding Hamiltonian in
Eq. (7) for the excited atoms:
Hˆc =
∑
k
ǫk cˆ
†
k cˆk. (27)
In the case of a translationally invariant system, k would
label momentum. We consider more generic cases here,
and let k simply be a label of the excited states. We
denote the energies of the lowest and highest energy “c”
states as min(ǫk) and max(ǫk) and the bottom and top
of the bulk “a” Bogoliubov spectrum as min(Eν) and
max(Eν), where we take Eν > 0; i.e, we exclude the zero-
energy edge state in defining these ranges. The bulk exci-
tations contribute to the absorption spectrum in Eq. (25)
for min(ǫk)+min(Eν) < ω <max(ǫk)+max(Eν). The
edge modes contribute to the spectral weight in the range
min(ǫk) < ω <max(ǫk). We consider the case where
these spectral features are well separated and restrict
ourselves to the edge spectrum.
In terms of the wave functions ψk(j), Eq. (25) simpli-
fies to
Γ(|g±〉, ω) = 2π|Ω|
2
h¯
∑
k
δ(ω − ǫk)×
∣∣∣∣∣∣
∑
j
f0(j) (ψk(j)± ψk(N + 1− j))
∣∣∣∣∣∣
2
,
(28)
where f0(j) are the coherence factors for the edge state
in Eq. (18), δ is the Dirac δ function, and all excitation
indices k and sites j have been summed over. In the sim-
ple case where µ = 0,∆j = J , Eq. (28) further simplifies
to
Γ(|g±〉, ω) = 2π|Ω|
2
h¯
∑
k
|ψk(1)±ψk(N)|2δ(ω−ǫk). (29)
Equation (28) tell us that the amplitudes of electromag-
netic absorption at the two ends of the wire interfere with
each other, and the phase associated with absorption at
the ends of the wire is different in the states |g+〉 and
|g−〉. This generically leads to different spectral weights
Γ(|g+〉, ω) and Γ(|g−〉, ω), and enables us to measure the
state of the qubit. For an arbitrary superposition of the
two states, the spectral weight is given by
Γ(α|g+〉+ β|g−〉, ω) = |α|2Γ(|g+〉, ω) + |β|2Γ(|g−〉, ω).
(30)
The wave functions ψk(j) depend on the how the “c”
atoms are confined. In the following, we discuss a range
of boundary conditions on the “c” atoms.
A. Periodic Boundary Conditions
While difficult to implement experimentally, the sim-
plest boundary conditions for theoretical study are peri-
odic. Specifically, we consider a case where the “a” atoms
are trapped by an optical lattice in a ring geometry con-
sisting of N sites with lattice spacing a. A potential
barrier (for example, generated by a blue-detuned laser)
prevents hopping along one bond, providing edges to the
system. We imagine that the “c” atoms are also confined
to a ring, but do not see the barrier.
In this geometry, the analysis is simple as the eigen-
states in Eq. (26) are plane waves with wave functions
ψk(j) =
eikrj√
N
, (31)
where rj is the position of the site labeled by j, and
the quantized momenta k obey eiNka = 1. The spectral
weights are then given by
Γ(|g±〉, ω) = 2π|Ω|
2
Nh¯
∑
k
δ(ω − ǫk)
×
∣∣∣∣∣∣
∑
j
f0(j)
(
eikrj ± eikae−ikrj )
∣∣∣∣∣∣
2
,
(32)
where ǫk = −2Jc cos ka−µc, Jc is the hopping amplitude
of the excited atoms, and µc is the chemical potential. In
this case |g+〉 and |g−〉 have clearly distinguishable spec-
tra. For example, at microwave frequency ω = −2Jc−µc,
only the uniform wave function (k = 0) contributes to
the spectral weight, and Γ−(−2Jc − µc) = 0. Similarly,
Γ+(2Jc − µc) = 0.
7In the special case of Eq. (22), where we took µ = 0
and ∆j = J ,
Γ(|g±〉, ω) = −2|Ω|
2
Jch¯
−2Jc ± (ω + µc)√
(2Jc)2 − (ω + µc)2
. (33)
This spectrum is plotted in Fig. 2(a). For this special
case, one sees that Γ+(ω) is monotonically decreasing
while Γ−(ω) is monotonically increasing. This behavior
is special to these parameters, and, as shown in Fig. 2(b),
the spectra could, in general, have a richer structure.
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FIG. 2: The electromagnetic absorption spectrum when
atoms are excited from the “a” state to the “c” state with
periodic boundary conditions. The solid curve is the absorp-
tion spectrum of |g+〉 and the dashed curve of |g−〉. Param-
eters chosen in (a) are ∆j = J, µ = 0, N = 30, and in (b) are
∆j = J/2, µ = J/4, N = 30. The parameters used in (b) are
not a self-consistent solution of the mean-field approximation
[Eq. (19)]. If instead we find ∆j self-consistently, the spectra
do not change significantly.
B. Infinite Square Well
Here we consider an experimentally simpler case where
both the “a” and the “c” atoms are trapped in a linear
geometry by an optical lattice of length L and lattice
spacing a and with hard-wall boundary conditions. The
wave functions of the “c” atoms are
ψk(j) =
√
2 sin krj√
N
, (34)
where the allowed values of k are nπ/(N +1) for integer
values of n. The spectra, given by
Γ(|g±〉, ω) = 4π|Ω|
2
Nh¯
∑
k
δ(ω − ǫk)
×
∣∣∣∣∣∣
∑
j
f0(j) (sin krj ± sin k((N + 1)a− rj))
∣∣∣∣∣∣
2
, (35)
now have a richer, inter-digitated structure. They are
plotted in Fig. 3(a) for a small lattice in the special case
of Eq. (22), where f0(j) = δj1.
Figure 3 illustrates that the spectra exhibit N/2 os-
cillations within a frequency range equal to the band-
width of the “c” atoms. As the system becomes longer,
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FIG. 3: The electromagnetic absorption spectrum when
atoms are excited from the “a” state to the “c” state with
open boundary conditions. (a) The atoms are trapped in a
lattice with 10 sites and hard walls at its ends. (b) The atoms
are trapped in a harmonic trap so that the distance between
the Majorana modes is 10 sites. In (b), µc refers to the chem-
ical potential of the “c” atoms at the center of the trap. The
solid curve is the absorption spectrum of |g+〉, and the dashed
curve of |g−〉. Insets show the confining potential minus the
optical lattice.
the spectra develop more closely spaced oscillations. In
the thermodynamic limit, high-frequency resolution is
needed to differentiate |g+〉 and |g−〉. Depending on
the bandwidth of the “c” atoms and the experimen-
tally achievable frequency resolution, this places an up-
per limit on the length of the superfluid. A lower limit is
placed by the hybridization of the edge modes. In exper-
iments involving 1D optical lattices [17], N is typically
of the order of 100. As explained at the beginning of this
section, the bandwidth of the “c” atoms must be less than
the superfluid gap in order to separate the spectral fea-
tures of the bulk and edge modes. As explained in Sec.
II, the superfluid gap produced by different techniques
is in the kHz–MHz range. Therefore, the frequency res-
olution needed to resolve the interdigitated absorption
spectra is on the order of kHz.
C. Harmonic Traps
Finally we consider the most experimentally realis-
tic case where both the “a” atoms and “c” atoms are
trapped by a harmonic potential. The effect of intro-
ducing a harmonic trap is twofold: The individual peaks
shift to higher frequencies while the envelope shifts to
lower frequencies [see Fig. 3(b)]. Qualitatively, however,
the spectrum is nearly indistinguishable from a hard-wall
trap. We numerically calculate and plot the result for a
small lattice in a harmonic trap in Fig. 3(b).
VII. DYNAMICS
To use our system to process quantum information we
need algorithms to implement quantum gates. Here we
construct gates based on microwave illumination. Each
photon absorbed or emitted flips an atom between the
“a” state and the “c” state, creating a quasiparticle and
8changing the particle number parity of the “a” atoms. In
the appropriate frequency range, this parity change cor-
responds to flipping between |g+〉 and |g−〉. We envision
that we can utilize this feature to perform gate opera-
tions. For example, if a microwave pulse is applied to a
qubit in a state |ψi〉 = α|g−〉⊗|0〉+β|g+〉⊗|0〉, the qubit
will evolve to |ψf 〉 = α(cosφ−|g−〉 ⊗ |0〉 + sinφ−|g+〉 ⊗
|c1〉)+β(cosφ+|g+〉⊗ |0〉+sinφ+|g−〉⊗ |c2〉) after a time
t, where |0〉 is the vacuum of “c” atoms, |c1〉 and |c2〉 are
single-particle “c” states, and ⊗ is the Cartesian product.
In the strongly coupled regime Ω > Jc and the weakly
coupled regime Ω < Jc/N , we show in Sec. IXB that
we can arrange φ− = ±π/2, φ+ = ±π/2 and |c1〉 = |c2〉.
Under these circumstances, the “c” atoms are disentan-
gled from the qubit, and we have produced an X or a
Y gate (so named because they act as Pauli operators
σx or σy). The implementation of the X and Y gates
will be explicitly demonstrated in Sec. IXB. Composing
these operations yields a Z gate. We show in Sec. X that
more complicated (universal) gates can be implemented
by using composite logical qubits.
In the intermediate regime Jc > Ω > Jc/N , we show in
Sec. IXA that can arrange φ− = π/2, φ+ = 0. Here the
final state will be |ψf 〉 = |g+〉 ⊗ (α|c1〉 + β|0〉). The “c”
atoms are in a superposition of number eigenstates, but
because of the product structure, they have no impact
on future gate operations. Thus, this acts as a SET gate
which projectively initializes the qubit in |g+〉. To set
the qubit in |g−〉, we arrange φ+ = π/2, φ− = 0.
Since the gates substantially change the state, they
cannot be described by linear response. This motivates
us to study the full quantum dynamics in Sec. VIII.
In Sec. IX we propose algorithms to implement various
gates, and use the numerical methods described in Sec.
VIII to observe the dynamics during the gate operations.
VIII. NUMERICAL METHODS
To study the dynamics of the system we work in the
Heisenberg picture. Within a mean-field approximation,
the Heisenberg equations of motion,
i∂taˆj(t) = [aˆj(t), Hˆ ],
i∂tcˆj(t) = [cˆj(t), Hˆ ],
(36)
reduce to a matrix equation i∂tX(t) = H(t)X(t), where
H(t) is a 4N × 4N matrix, and X(t) is a 4N × 1 vector
that maps fermionic operators at time t to those at t = 0,
(
aˆ1(t) aˆ2(t) .. aˆN (t)aˆ
†
1(t) .. aˆ
†
N(t) cˆ1(t) .. cˆ
†
N (t)
)T
= X(t)
(
aˆ1(0) .. aˆ
†
N (0) cˆ1(0) .. cˆ
†
N(0)
)T
. (37)
In a typical numerical experiment we take N ≃ 50. The
matrix H(t) can be computed from Eq. (36). We up-
date X via X(t + δt) = e−iHδtX(t), where H is an ap-
proximant to the average H(t) in the interval between t
and t + δt. In the coupled-wire case, H(t) depends on
X(t) through the self-consistency condition in Eq. (5).
This self-consistent approach conserves total mean parti-
cle number of “a” and “c” atoms, and is a more sophisti-
cated generalization of the random phase approximation.
In the proximity-induced superfluid case, contact with a
bath implies H(t) is a constant and the total mean num-
ber of “a” and “c” atoms are not conserved.
From X(t), we calculate 〈γˆ†edgeγˆedge〉, the probability
of the qubit being in the state |g+〉. We also calcu-
late coherences between |g+〉 and |g−〉 through 〈γˆedge〉.
We quantify the success of our protocols through the fi-
delity of the final state produced by the gates, defined
as the norm of the overlap of the final state |ψf 〉 with
the intended target state |φ〉, f(|φ〉, |ψf 〉) = ||〈φ|ψf 〉||.
We express the fidelity in terms of expectation values of
edge-state creation and annihilation operators. For ex-
ample if the intended target state is |g+〉, the fidelity is√
〈ψf |γˆ†edgeγˆedge|ψf 〉. With these tools we explore algo-
rithms to implement various gates on qubits.
IX. QUANTUM GATES
A. Intermediate Regime: Projective Initialization
We begin by discussing the physics of the intermediate
regime Jc > Ω > Jc/N as this is the most familiar. Here
the photon absorption rate is given by Fermi’s golden
rule, and Figs. 2 and 3 can be directly interpreted as the
rates of producing “c” atoms. To perform a projective
initialization, we use the fact that there are frequencies
ω where Γ(|g+〉, ω) 6= 0, but Γ(|g−〉, ω) = 0. Logically
one must be able to deterministically set the qubit into
the state |g−〉 by shining photons at those frequencies.
A similar method can be used to set the qubit into |g+〉.
By working in the regime Jc/N < Ω < Jc, we ensure
that any atoms which exit in the “c” state carry away
the information about the initial state of the qubit.
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FIG. 4: Dynamics of 〈γˆ†edgeγˆedge〉 during the initialization gate
in a geometry where the system consists of a single wire im-
mersed in a superfluid cloud. The wire is in the form of a
ring, as explained in Sec. VIA. Electromagnetic waves are
shined upon the system, with frequencies (a) ω = −µc − 2Jc
and (b) ω = −µc + 2Jc. The solid curve corresponds to the
system’s initial state being |ψ〉 = |g+〉, and the dashed curve
to |ψ〉 = |g−〉. The fidelities of the initialization gate in the
two cases are nearly 100%.
9Figure 4 shows the dynamics of 〈γˆ†edgeγˆedge〉 for the
proximity-induced case (i.e, when ∆j are constant) for
two different microwave frequencies and two different ini-
tial states |g+〉 and |g−〉. In Fig. 4(a) we choose a fre-
quency where Γ(|g−〉, ω) = 0, producing |g−〉 as the final
state for both initial states, and in Fig. 4(b) we choose
a frequency where Γ(|g+〉, ω) = 0, producing |g+〉 as the
final state for both initial states. The fidelity of the final
state produced in all four cases is nearly 100%.
We find that our algorithm to initialize the qubit does
not work in the coupled-wire geometry, where ∆j are
determined self-consistently. Figure 5 shows the dynam-
ics of 〈γˆ†edgeγˆedge〉 for this case. This failure is due to
an induced chemical potential in the wires during pho-
ton absorption. We examine this failure in more detail
below.
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FIG. 5: Dynamics of 〈γˆedgeγˆ
†
edge〉 during the initialization
gate in a geometry of coupled wires or rings. (a) The
atoms are trapped in an array of linear wires. Parame-
ters: ∆j = J = 40Ω, Jc = 5Ω, N = 25, ω0 = −µc. (b)
The atoms are trapped in an array of rings. Parameters:
∆j = J = 20Ω, Jc = 7.5Ω, N = 50, ω0 = −µc − 2Jc. In-
sets show the geometry of trapping. The solid line represents
the case where the system is initially in the state |g+〉, and
the dashed line represents where it is initially in |g−〉. A fre-
quency ω0 where Γ(|g−〉, ω0) = 0 is shined upon the system,
with the intention of setting the qubit to |g−〉. The square of
the fidelity of the final state is roughly 50% in (a) and 90% in
(b). In both cases, there is some absorption when the initial
state is |g−〉 due to finite bandwidth of the “c” atoms. In both
cases, this shifts ω to a new frequency where |g−〉 is not dark.
In case (a) the absorption at this new frequency is significant,
while in case (b) the absorption is still small.
1. Failure of Projective Initialization in Arrays of Coupled
Wires
As previously introduced, we consider an array of
wires or rings, each initially in the state |g+〉. We il-
luminate the atoms with photons of frequency ω0 where
Γ(|g+〉, ω0) 6= 0, but Γ(|g−〉, ω0) = 0, with the intention
of driving all the clouds into |g−〉. If this process was suc-
cessful, it would remove one “a” atom from each wire and
hence shift the chemical potential. This resulting shift δµ
would be of order J/N , where J is the hopping ampli-
tude of the “a” atoms andN is the number of lattice sites.
As detailed in Eq. (8), the chemical potential enters into
the relationship between the physical electromagnetic fre-
quency ωphysical and the frequency ω that appears in
Fermi’s golden rule. The condition Γ(|g−〉, ω) = 0 will
be violated at the new frequency ω = ω0− δµ/h¯, and the
gate instead drives the system into a steady-state mixture
of |g+〉 and |g−〉. As a technical point, we do not have
a time-dependent µ in our equations; rather this effect is
manifest by a time-dependent phase for ∆j . Figure 5(a)
shows a self-consistent mean-field theory calculation of
the evolution of 〈γˆ†edgeγˆedge〉 when the atoms are trapped
in an array of finite wires. It illustrates that the square
of the fidelity of the final state is only about 50%.
One might argue that the scaling of δµ ≃ O(J/N) with
N implies that the gate will work in the thermodynamic
limit. Such an argument is fallacious when the atoms
are trapped in a linear geometry. In this case the spac-
ing δω of the peaks in the absorption spectra scales as
O(Jc/Nh¯). In order to have localized edge modes where
the edge spectrum is separated from the bulk, one needs
Jc << ∆ ≃ J . Therefore in this geometry, δµ is always
large compared to h¯δω, and the absorption rate in the
state |g−〉 at the new frequency ω = ω0− δµ/h¯ is signifi-
cant. The fidelity is therefore poor.
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FIG. 6: Fidelity of the initialization gate for different lengths
of superfluid rings. The “a” and “c” atoms are confined in
a ring geometry. We used parameters: ∆j = J = 20Ω, Jc =
7.5Ω, and ω0 = µc ± 2Jc for desired final states |φ〉 = |g±〉.
|ψf 〉 denotes the actual final state produced. The initializa-
tion gate has higher fidelity for larger lengths N .
Conversely, the initialization gate works in the thermo-
dynamic limit for an array of rings. As shown in Fig. 2
for the ring geometry, the change in the spectral weights
over a scale of O(Jc/N) is small. Therefore, in this case
one can spectroscopically set the qubit with higher fi-
delity. This success is illustrated in Fig. 5(b) for param-
eters where the square of the fidelity of the final state is
roughly 90%. Figure 6 illustrates that the fidelity grows
as N increases, albeit slowly.
We avoid these difficulties in the rest of this paper
by restricting ourselves to the case of a single wire in
proximity to a superfluid cloud. Similar physics can be
seen in arrays of coupled wires, but the changing chemical
potential will result in smaller fidelities.
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B. Fast and Slow Regimes: Coherent Gate
Operations
In this section we explore algorithms to perform a
set of gates required for quantum computing: X,Y,H
(Hadamard) and CY (controlled-Y ). It will be conve-
nient to also define a Z gate: Z = −iXY . The X,Y, Z,
andH gates act on single qubits and are described below.
The CY gate is a two-qubit gate which will be analyzed
in Sec. X.
The X , Y and Z gates perform a rotation of the Bloch
sphere by π radians around the x, y and z axes. That is,
X |g+〉 = |g−〉, X |g−〉 = |g+〉,
Y |g+〉 = i|g−〉, Y |g−〉 = −i|g+〉,
Z|g+〉 = |g+〉, Z|g−〉 = −|g−〉.
(38)
For our system, these gates can be expressed as X =
γˆedge+ γˆ
†
edge, Y = i(γˆedge− γˆ†edge), and Z = γˆ†edgeγˆedge −
γˆedgeγˆ
†
edge. The X and Y gates are related to each other
by a gauge transformation of the fermionic creation and
annihilation operators. To disambiguate the situation we
take ∆j > 0. It can be observed from Eq. (20) that, in
this case, the coherence factors f0(j) are peaked at j = 1.
The H gate is
H |g+〉 = |g+〉+|g−〉√2 ,
H |g−〉 = |g+〉−|g−〉√2 .
(39)
It can be expressed in terms of edge mode operators as
H = (γˆedge + γˆ
†
edge + γˆ
†
edgeγˆedge − γˆedgeγˆ†edge)/
√
2. The
H gate creates superpositions between states of opposite
number parity. Since the Hamiltonian modeling our sys-
tem [Eq. (9)] is parity-conserving, it is not possible to
implement the H gate using microwaves on these qubits:
Any attempt to produce it using microwaves will result
in a state with entanglement between the “a” and “c”
atoms. We explain how to avoid this in Sec. X, where
we propose an architecture in which two logical qubits are
encoded in three physical qubits. The logical gates will
be made from X,Y , and Z rotations on physical qubits,
which we explore below.
1. X Gate
To implement the X gate on a physical qubit, we il-
luminate only the left half of the qubit. Experimentally,
this can be done by either placing a mask on the right
half or by focusing light of short wavelength on the left
half of the system, i.e, using Raman techniques with light
of wavelength shorter than half the size of the system ≃
O(mm). In the rotating-wave approximation, the term
in the Hamiltonian that involves electromagnetic waves
[Eq. (6)] is now
HˆX = Ω
∑
j≤N/2
cˆ†j aˆj + h.c.. (40)
We can decompose HˆX as HˆX = Hˆ
res
X + Hˆ
off−res
X , where
HˆresX includes terms in which edge modes are resonant
with the “c” states, and Hˆoff−resX includes all the other
terms which are off-resonant. This can be observed by
rewriting aˆj in terms of quasiparticle operators. Inverting
Eq. (12) and using the definition of f0(j), we obtain
aˆj = f0(j)(γˆedge + γˆ
†
edge) + f0(N + 1− j)(γˆedge − γˆ†edge)
+
∑
ν 6=0(uν(j)γˆν + vν(j)γˆ
†
ν).
(41)
The terms involving bulk quasiparticles (ν 6= 0) are off-
resonant and are included in Hˆoff−resX . Further in Eq.
(40), cˆ†j can be decomposed into “c” eigenmode creation
operators. All the eigenmodes will be excited in the fast
regime ∆j >> Ω > Jc, while only one eigenmode will
be resonantly coupled in the slow regime Ωc < Jc/N .
Terms in Eq. (40) involving modes that are not excited
are included in Hˆoff−resX . Hereafter, we neglect the off-
resonant terms, Hˆoff−resX . We explicitly consider the form
of HˆresX in both the slow (Ω < Jc/N) and the fast (Ω >
Jc) limits.
As explained above, in the fast regime ∆j >> Ω > Jc,
HˆresX =
Ω
2
∑
j≤N/2
(f0(j)cˆ
†
jX − if0(N + 1− j)cˆ†jY + h.c),
(42)
where X = γˆedge + γˆ
†
edge, Y = i(γˆedge − γˆ†edge), and f0(j)
are the coherence factors discussed in Sec. V. Since f0(j)
falls exponentially to zero away from j = 1, the coef-
ficients of Y are small and can be ignored. We define
cˆ
†
=
∑
j≤N/2 f0(j)cˆ
†
j∑
j≤N/2 |f0(j)|2 and Ω˜ = Ω
∑
j≤N/2 |f0(j)|2 to pro-
duce
HˆresX =
Ω˜
2
(cˆ
† − cˆ)X. (43)
For short times t << h¯/Jc, one can ignore the dynamics
of “c” atoms. The state of the qubit at time t is
|ψ(t)〉 =
(
cos
Ω˜t
2h¯
+ sin
Ω˜t
2h¯
cˆ− cˆ†
i
X
)
|ψ(0)〉+O(Jct/h¯).
(44)
The X gate is implemented by shining a π pulse last-
ing T = pih¯
Ω˜
. The pulse also excites or deexcites a “c”
atom, but, as explained in Sec. VII, these “c” atoms do
not play any role in future dynamics. The dynamics of
〈γˆ†edgeγˆedge〉 and 〈γˆedge〉 for a π pulse are illustrated in
Figs. 7(a) and 7(b) for an initial state |g+〉+|g−〉√
2
, which
is an eigenstate of X . The average occupation of the
edge mode, 〈γˆ†edgeγˆedge〉, does not change, indicating that
the probability of the qubit being in |g+〉 remains 50%
throughout the pulse. The coherence 〈γˆedge〉 also remains
constant, indicating that the phase between |g+〉 and |g−〉
remains zero.
In the slow regime Ω < Jc/N , the Majorana modes
only resonantly couple to one eigenmode of the “c” state.
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This eigenmode is a momentum state in translationally
invariant geometries. In this regime,
HˆresX =
Ω
2
(
(αk cˆ
†
k − α∗k cˆk)X + i(βk cˆ†k + β∗k cˆk)Y
)
. (45)
where k labels the spectrally selected mode, αk =
1
2
∑
j≤N/2 f0(j)ψk(j), βk =
1
2
∑
j≤N/2 f0(N+1−j)ψk(j),
and ψk is the wave function of the “c” mode discussed in
Sec. VI. As before we neglect the coefficients of Y and
arrive at a similar expression
|ψ(t)〉 =
(
cos
|αk|Ωt
2h¯
+ sin
|αk|Ωt
2h¯
α∗k cˆk − αk cˆ†k
i
X
)
|ψ(0)〉.
(46)
The X gate is implemented by shining a π pulse lasting
T = pih¯|αk|Ω .
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FIG. 7: Dynamics of 〈γˆ†edgeγˆedge〉 and 〈γˆedge〉 during theX and
Y gates. The parameters used are ∆ = J = 80Ω, µ = 0, Jc =
0, ω = −µc, and the system is initialized to
1√
2
(|g+〉+ |g−〉).
Panels (a) and (b) illustrate the dynamics in the case of an X
gate operation and show that the final state is 1√
2
(|g+〉+|g−〉).
Panels (c) and (d) illustrate the dynamics in the case of a Y
gate operation and show that the final state is i√
2
(|g+〉−|g−〉).
2. Y Gate
To implement the Y gate we illuminate only the right
half of the system. The term in the Hamiltonian that
involves electromagnetic waves [Eq. (6)] is replaced with
HˆY = Ω
∑
j>N/2
cˆ†j aˆje
−iωt + h.c. (47)
Neglecting off-resonant terms and exponentially small
terms, Eq. (47) reduces to
Hˆ fastY =
iΩ˜
2
(cˆ
†
+ cˆ)Y (48)
in the fast regime, and to
HˆslowY =
iΩ
2
(β∗k cˆk + βk cˆ
†
k)Y (49)
in the slow regime. Here Ω˜, cˆ and βk have the same
meaning as in Sec. IXB 1. The Y gate is implemented
by shining a π pulse lasting T = pih¯
Ω˜
in the fast regime
and T = pih¯|βk|Ω in the slow regime. The dynamics of
〈γˆ†edgeγˆedge〉 and 〈γˆedge〉 for such a π pulse in the fast
regime are illustrated in Figs. 7(c) and 7(d). Here we see
a π phase introduced in the coherence between |g+〉 and
|g−〉.
C. Z Gate
The Z = −iXY gate can be implemented by illumi-
nating a π pulse on the right half, followed by a π pulse
on the left half.
X. TWO LOGICAL QUBITS COMPOSED OF
THREE PHYSICAL QUBITS
As explained in Sec. IX, it is impossible to implement
the H gate on individual physical qubits as our approach
cannot create superpositions of states with odd and even
numbers of particles. This motivates us to consider a
more sophisticated architecture where we construct n log-
ical qubits from n+1 physical qubits. Alternatively, one
could encode each logical qubit in a pair of physical qubits
(for example, [23]), but our encoding is more compact.
In this section, we focus on the case n = 2. We define
our construction, and propose algorithms to produce all
the quantum gates required for universal quantum com-
putation. In Sec. XD2 we discuss the generalization to
arbitrary n.
A. Construction of Logical Qubits
We consider a 1D cloud of “a” atoms broken by a set
of potential barriers into three segments, each of length
N . We envision using spin-dependent potentials so that
the barriers are invisible to atoms in the “c” state. Each
segment of “a” atoms has a pair of Majorana edge modes.
We label the three clouds as p1, p2, and p3 and denote the
positions of their edges by r1 and r
′
1, r2 and r
′
2, and r3
and r′3. We use the construction in Sec. V to uniquely de-
fine fermionic modes γˆ†1, γˆ
†
2, and γˆ
†
3 from the edge modes
localized at r1 and r
′
1, r2 and r
′
2, and r3 and r
′
3.
The ground-state manifold of this system is eight-fold
degenerate, |g±±±〉. We define |g−−−〉 as the vacuum
of quasiparticles: γˆ1|g−−−〉 = γˆ2|g−−−〉 = γˆ3|g−−−〉 =
0 and define the other ground states as |gσσ′σ′′〉 =(
γˆ†1
) 1+σ
2
(
γˆ†2
) 1+σ′
2
(
γˆ†3
) 1+σ′′
2 |g−−−〉, where σ, σ′, σ′′ =
12
±. For example, |g+++〉 = γˆ†1γˆ†2γˆ†3|g−−−〉. We will use
the notations |gσσ′σ′′〉 and |gσ〉⊗|gσ′〉⊗|gσ′′〉 interchange-
ably, where ⊗ is the Cartesian product.
Of the eightfold degenerate states, four have the same
parity. We construct two logical qubits from these four
states and assign them the labels:
| − −〉 ≡ |g−−+〉 = γˆ†3|g−−−〉
| −+〉 ≡ |g−+−〉 = γˆ†2|g−−−〉
|+−〉 ≡ |g+−−〉 = γˆ†1|g−−−〉
|++〉 ≡ |g+++〉 = γˆ†1γˆ†2γˆ†3|g−−−〉.
(50)
We denote the logical qubits by l1 and l2. We call p1 and
p2 the representational bits as their states are identical
to those of the logical qubits l1 and l2. The ancillary bit
p3 serves the purpose of maintaining the total parity.
To spectroscopically measure and perform gate opera-
tions on the logical qubit, we electromagnetically excite
the atoms from the “a” state to the “c” state. We find
that we can measure the state of the qubits and imple-
ment the initialization, X,Y , and Z gates on the logical
qubits by addressing each physical qubit separately as
outlined in Secs. VI and IX. To implement the Hadamard
and two-qubit gates, we address two physical qubits si-
multaneously. In the following, we let X1 denote the X
gate on the physical qubit p1 and X
logical
1 denote the X
gate on the logical qubit l1. We use similar notations for
the other gates. Below we describe the logical gates.
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FIG. 8: Absorption spectrum of physical qubit p1 trapped in
a linear geometry, where barriers create three physical qubits
from one wire. Parameters used: ∆j = J, µ = 0, N = 7.
The solid curve corresponds to the spectrum of |g+〉, and the
dashed curve to the spectrum of |g−〉.
B. Measurement and Initialization
As mentioned earlier, the states of the logical qubits
l1 and l2 coincide with the states of physical qubits p1
and p2. The spectra of each physical qubit are given by
expressions derived in Sec. VI. These spectra are plot-
ted in Fig. 8. Since the cloud of “c” atoms is three
times as long as the segment corresponding to a physical
qubit, the spectra contain sets of three peaks interdigi-
tated among each other.
Projective initialization of the two logical qubits can be
achieved by three single-photon transitions, one for each
physical qubit. For example, to set the logical qubits
in the state | + +〉, we initialize each physical qubit in
the state |g+〉. To achieve this we illuminate each wire
separately at the frequencies which drive the qubits into
the desired state.
C. Coherent Single Qubit Operations
We implement coherent single-qubit gates by a series
of microwave pulses on individual physical qubits. One
complication is that each microwave pulse not only flips
a qubit, but can also add an undesired phase determined
by the other qubits. This phase is a result of fermionic
commutation relations. For illustration, we consider the
action of the operator γˆ2 + γˆ
†
2 (which is the relevant op-
erator when the left half of p2 is illuminated, and would
naively be expected to give the X2 gate):
(γˆ2 + γˆ
†
2)|g−+σ〉 = |g−−σ〉 = −Z1X2|g−+σ〉,
(γˆ2 + γˆ
†
2)|g++σ〉 = −|g+−σ〉 = −Z1X2|g++σ〉.
(51)
This operation yields −Z1X2 instead of the intended
gate X2. In the generic case, the result of a rotation(
ziγˆi + z
∗
i γˆ
†
i
)
on a state ⊗3j=1|gσj 〉 is(
ziγˆi + z
∗
i γˆ
†
i
) (⊗3j=1|gσj 〉) = (⊗j<i − Zj|gσj 〉)⊗((
ziγˆi + z
∗
i γˆ
†
i
)
|gσi〉
)
⊗ (⊗j>i|gσj 〉) (52)
The sequence of −Z gates above can be thought of as a
Jordan-Wigner transformation. As explicitly shown be-
low, a simple sequence of pulses can remove these un-
wanted phases for the X,Y and Z gates.
Incorporating pulses to remove unwanted phases, we
find
X logical1 = X1X3
= (γˆ1 − γˆ†1)(γˆ2 + γˆ†2)(γˆ2 − γˆ†2)(γˆ3 + γˆ†3),
Y logical1 = Y1X3
= (γˆ1 + γˆ
†
1)(γˆ2 + γˆ
†
2)(γˆ2 − γˆ†2)(γˆ3 + γˆ†3),
X logical2 = X2X3
= (γˆ2 − γˆ†2)(γˆ3 + γˆ†3),
Y logical2 = Y2X3
= (γˆ2 + γˆ
†
2)(γˆ3 + γˆ
†
3).
(53)
As in Sec. IX, each operator in parentheses corresponds
to illuminating one part of one segment. As before,
Z logicali = −iX logicali Y logicali .
The logical Hadamard gate, H logicali , requires two-
qubit operations (one representational bit and one an-
cillary bit) and is discussed in Sec. XD 1 along with the
CY gate.
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D. Two-Qubit Operations
We achieve two-qubit operations on physical qubits pi
and pj by simultaneously illuminating pi and pj with a
microwave coupling strength Ω < Jc/N . To achieve dif-
ferent rotations in the ground-state manifold, we focus
microwave pulses of different frequencies, durations and
spatial distributions. For concreteness, we consider the
rotation given by γˆ1+γˆ
†
1+γˆ2+γˆ
†
2. To achieve this, we illu-
minate the left half of p1 and p2 simultaneously. Labeling
the “c” eigenstate being excited by k, the Hamiltonian
governing the excitation to that mode has the form
Hˆres2qubit =
∑
0≤j<N/2
f1(r1 + j)ψk(r1 + j)cˆ
†
k
γˆ1 + γˆ
†
1
2
+f2(r2 + j)ψk(r2 + j)cˆ
†
k
γˆ2 + γˆ
†
2
2
+ f1(r
′
1 − j)ψk(r′1 − j)
×cˆ†k
γˆ1 − γˆ†1
2
+ f2(r
′
2 − j)ψk(r′2 − j)cˆ†k
γˆ2 − γˆ†2
2
+ h.c
(54)
Since f1(r1+ j) and f2(r2+ j) exponentially decay away
from j = 0, we neglect the coefficients of γˆ1 − γˆ1† and
γˆ2 − γˆ2†. We find that the microwave frequency should
be chosen such that
∑
0≤j<N/2 f1(r1 + j)ψk(r1 + j) =∑
0≤j<N/2 f2(r2+ j)ψk(r2+ j) whose value we denote by
αk. In that case, Eq. (54) reduces to
Hˆres2qubit = Ω
αk cˆ
†
k − α∗k cˆk
2
(
γˆ1 + γˆ
†
1 + γˆ2 + γˆ
†
2
)
. (55)
A π pulse lasting T = pih¯|αk|Ω performs the intended opera-
tion γˆ1+ γˆ
†
1+ γˆ2+ γˆ
†
2. Other rotations in the ground-state
manifold can be produced by choosing the frequency, du-
ration, and spatial distribution of the microwave pulse
appropriately.
Below we provide explicit algorithms to perform the
H logicali and C
Y gates. We first introduce two opera-
tions that will be useful building blocks and construct
the H logicali and C
Y gates out of these building blocks.
In Sec. XD2, we consider the action of generic rotations
on the qubits and the problems encountered in generic
rotations.
1. Gates Involving Two-Qubit Operations
The first operation we consider, denoted by Hij , con-
sists of two steps which perform the rotation (γˆ†i+γˆi+γˆ
†
j+
γˆj)(γˆi−γˆ†i ). The second operation we introduce also con-
sists of two steps: Sij = (γˆi+γˆ
†
i+γˆj+γˆ
†
j )(γˆi−γˆ†i+γˆj−γˆ†j ).
We construct H logicali and C
Y gates out of Hij , Sij and
single-qubit gates.
In terms of these building blocks,
H logical2 = H23,
CY12 = Z1Z2S23,
CY21 = Z1S12S23S12, and
H logical1 = C
Y
21S13.
(56)
2. Entanglement in Two-Qubit Operations
In this section we explore generic two-qubit operations
that can be performed by microwave pulses on pairs of
qubits. The Hij and Sij operations introduced earlier
are special cases.
The term in the Hamiltonian [Eq. (6)] which reso-
nantly couples the Majorana mode to a “c” eigenstate
labeled by k has the form
Hˆres = Ω(cˆ†khˆij + hˆ
†
ij cˆk), (57)
where hˆij consists of edge mode operators. The most
generic hij is Hermitian; i.e, it has the form:
hˆij = ziγˆi + z
∗
i γˆ
†
i + zj γˆj + z
∗
j γˆ
†
j . (58)
This can be derived as follows. In order for the “c” atoms
to disentangle from the rotation performed on the qubits,
hˆij has to satisfy hˆ
†
ij = e
iφhˆij where φ is an arbitrary
phase. By absorbing this phase into the “c” operators,
we arrive at the form in Eq. (58).
We illustrate that hˆij leads to different physical con-
sequences when acting upon neighboring qubits or dis-
tantly spaced qubits. If the segments i and j = i+ 1 are
neighbors, the result of the generic pulse in Eq. (58) only
involves the physical qubits on those sites, and
hˆi,i+1|gσiσi+1〉 =
(
ziγˆi + z
∗
i γˆ
†
i |gσi〉
)
⊗ |gσi+1〉
+(−1) 1+σi2 |gσi〉 ⊗
(
zi+1γˆi+1 + z
∗
i+1γˆ
†
i+1|gσi+1〉
)
,
(59)
where σi, σi+1 = ±. If instead the segments are further
spaced, the action of the pulse involves all intervening
qubits. For example, if they are separated by one seg-
ment (which is the largest separation allowed for three
physical qubits),
hˆi,i+2|gσiσi+1σi+2〉 =
(
ziγˆi + z
∗
i γˆ
†
i |gσi〉
)
⊗ |gσi+1,σi+2〉
+(−1)
2+σi+σi+1
2 |gσi,σi+1〉 ⊗
(
zi+2γˆi+2 + z
∗
i+2γˆ
†
i+2|gσi+2〉
)
.
(60)
The generalization to longer chains is straightforward.
The extra phases produced when hij acts on nonad-
jacent qubits are the reason why the implementation of
H logical1 and C
21
Y in Sec. XD1 were so much more com-
plicated than H logical2 and C
12
Y . Due to these phases, ex-
tending our proposal to more than two logical qubits is
non-trivial. However we see no impediment to construct-
ing generic gates for chains of N qubits for arbitrary N .
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XI. SUMMARY
In summary, we have presented an experimentally fea-
sible method to perform quantum computing with Majo-
rana fermions in cold gases using microwaves. We consid-
ered two geometries which give rise to Majorana fermion
excitations: a 2D array of coupled 1D wires, and a sin-
gle 1D wire embedded in a superfluid cloud. We pro-
posed various methods to generate nearest-neighbor in-
teractions between atoms in the coupled wires, which is
crucial to creating Majorana fermions. We modeled these
systems with a mean-field theory and studied their single-
particle excitation spectra. We observed that the systems
supported Majorana modes for a certain range of param-
eters, and that in this “topologically non-trivial phase”,
the ground state is doubly degenerate. These two degen-
erate states can be used as a qubit. We calculated the
absorption spectra, and showed that the lineshape gives
evidence of Majorana fermions and can be used to mea-
sure the state of the qubit. We further showed that ab-
sorption of a photon flips between the degenerate states.
We proposed that this feature could be used to perform
quantum gates on the qubit. We found the geometries
for which this protocol works. We presented algorithms
to perform certain quantum gates on individual physi-
cal qubits. We constructed logical qubits out of physical
qubits and gave generic arguments to perform rotations
of the qubits. In addition to these arguments, we gave
explicit pulse sequences for constructing a universal set
of quantum gates for two logical qubits encoded in three
physical qubits, hence allowing our system to be used for
universal quantum computation.
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Appendix A: Superfluid gap from nearest-neighbor
interactions
Nearest-neighbor interactions in the tight-binding
model [Eq. (2)] for the “a” atoms in an optical lattice
lead to a superfluid gap ∆, given implicitly by the gap
equation,
−1
V
=
1
N
∑
k
sin2 ka√
(2J cos ka− µ)2 + (2∆ sin ka)2 , (A1)
where N is the number of lattice sites, a is the lattice
constant, V is the nearest-neighbor interaction strength,
J is the hopping amplitude, and allowed momenta k =
2npi
Na , (n = 0, 1, ..N − 1) are summed over. J is typically
controlled by the depth of the optical lattice, and V de-
pends on the parameters dictating the mechanism cre-
ating nearest-neighbor interactions, and the s-wave scat-
tering length if applicable. Below we calculate the super-
fluid gap created in three different mechanisms producing
nearest-neighbor interactions.
1. Dipolar molecules
Dipolar molecules such as KRb or LiCs have nearest-
neighbor dipole-dipole interactions. The interaction
strength of two molecules at adjacent lattice sites, with
dipole moments ~d1 and ~d2 is
V =
~d1 · ~d2 − 3~d1 · rˆ ~d2 · rˆ
4πǫ0a3
, (A2)
where a is the lattice constant and rˆ is the unit vector
joining the two lattice sites. For typical dipole moments
of the order of 10 D and typical lattice spacings of a few
µm, this interaction strength is on the order of a few kHz.
For hopping amplitudes of a few kHz, Eq. (A1) results
in a superfluid gap of the order of kHz.
2. Artificial spin-orbit coupling
Nearest-neighbor interaction arises in spin-orbit cou-
pled gases as an effective interaction between atoms in
dressed states (the helicity states). The Hamiltonian de-
scribing the bare atoms is
Hˆ =
∑
k
(
aˆ†↑k+kl aˆ
†
↓k−kl
)(
ǫk+kL Ω
Ω ǫk−kL
)(
aˆ↑k+kl
aˆ↓k−kl
)
+V
∑
i
aˆ†↑iaˆ
†
↓iaˆ↓iaˆ↑i
(A3)
where the Raman coupling strength Ω will dictate the en-
ergy gap between the two helicity states, ǫk = −2J cos ka
is the kinetic energy due to tunneling in an optical lat-
tice. For small momenta, the spin-orbit coupling strength
is −2Ja sinkLa, where kL is the recoil momentum due to
a Raman photon. The effective nearest-neighbor interac-
tion between two atoms in the lower helicity state is
Veff ≃ V
(
2J
Ω
sin kLa
)2
(A4)
for Ω >> 2J . Jeff ≃ J cos kLa is the effective hopping
amplitude between atoms in dressed states. For typical
scattering lengths of the order of 100 Bohr radii at Fesh-
bach resonance and typical hopping amplitudes of a few
kHz, the superfluid gap from Eq. (A1) is a few kHz.
15
FIG. 9: (Color online) Schematic of a deep spin-dependent
lattice and a transverse magnetic field.
3. Spin-dependent lattices
Another way to create strong nearest-neighbor inter-
actions between atoms is to increase the overlap between
Wannier functions at two adjacent sites on an optical
lattice. For example, consider the spin-dependent lat-
tice along the x direction illustrated in Fig. 9, with its
spin-quantization axis along the z direction. The sites for
↑-spins are shifted by half a lattice constant relative to
the sites of the ↓-spins. Equivalently, we can consider a
superlattice with ↑-spins on the even sites and ↓-spins on
the odd sites. In the presence of a transverse magnetic
field Byˆ, this system can be modeled by the Hamiltonian
Hˆ =
∫
dx
−h¯2
2m
∑
σ
(
ψˆ†σ(x)
∂2
∂x2
ψˆσ(x)
)
+ U0 cos
2 πx
a
ψˆ†↑(x)ψˆ↑(x) + U0 sin
2 πx
a
ψˆ†↓(x)ψˆ↓(x) (A5)
−µ0B(ψˆ†↑(x)ψˆ↓(x) + ψˆ†↓(x)ψˆ↑(x)) + gψˆ†↑(x)ψˆ†↓(x)ψˆ↓(x)ψˆ↑(x),
where m is the mass of the fermion, U0 is the lattice
depth, µ0 is the Bohr magneton, and g is the on-site
interaction strength. Here ψˆ↑(x) =
∑
i aˆ2i↑φ(x − x2i)
and ψˆ↓(x) =
∑
i aˆ2i+1↓φ(x − x2i+1) are field operators
for ↑-spins and ↓-spins, where aˆiσ annihilates a fermion
with spin σ at site i, φ(x) is the Wannier function, xi
are the positions of the lattice sites, and all sites i have
been summed over. The first term in Eq. (A6), which
gives rise to hopping between sites with the same spin
on the lattice, can be quenched by increasing the lattice
depth. The magnetic field enables the fermions to hop
between adjacent sites on the superlattice while flipping
their spin. The last term in Eq. (A6) gives rise to in-
teractions between adjacent fermions with opposite spin.
This is clearly illustrated by rewriting the Hamiltonian
in terms of new operators bˆ2i = aˆ2i↑, bˆ2i+1 = aˆ2i+1↓ as
Hˆ =
∑
i
−Jeff (bˆ†i bˆi+1 + h.c) + Veff bˆ†i bˆ†i+1bˆi+1bˆi. (A6)
This is equivalent to a model for a gas of spinless fermions
with nearest-neighbor interactions on an optical lattice.
Direct computation yields
Jeff = µ0B
∫
dxφ∗(x)φ(x − a/2) (A7)
and
Veff = g
∫
dx|φ(x)|2 |φ(x− a/2)|2. (A8)
Magnetic fields of a few Gauss lead to hopping ampli-
tudes in the MHz range. If we tune the interaction
strength to a few MHz via a Feshbach resonance, the
superfluid gap from Eq. (A1) would be on the order of a
few MHz.
Appendix B: Edge modes
The creation operator for the zero-energy quasiparticle
has the form
γˆ†edge =
∑
j
f0(j)
(
aˆ†j + aˆj
2
+ i
aˆ†N+1−j − aˆN+1−j
2i
)
.
(B1)
Demanding that the quasiparticle created by this opera-
tor has zero energy leads to difference equations govern-
ing the coherence factors f0(j),
(J −∆j−1)f0(j − 1) + (J +∆j+1)f0(j + 1)− µf0(j) = 0,
1 < j < N,
(B2)
For the non-self-consistent case of uniform ∆j = ∆, these
equations are solved by assuming a solution of the form
f0(j) = αx
j
+ + βx
j
−. α and β are determined by the
boundary conditions
f0(2) =
µ
J+∆f0(1), if ∆ > 0,
f0(N − 1) = µJ−∆f0(N), if ∆ < 0,
(B3)
and the normalization condition∑
j
∣∣∣∣f0(j) + f0(N + 1− j)2
∣∣∣∣
2
+
∣∣∣∣f0(j)− f0(N + 1− j)2
∣∣∣∣
2
= 1.
(B4)
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The difference equations yield
x± =
µ
2(J +∆)
±
√(
µ
2(J +∆)
)2
+
∆− J
∆+ J
, (B5)
and the boundary conditions yield α = −β if ∆ > 0, and
α = −
(
x−
x+
)N+1
β if ∆ < 0.
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