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An inverse boundary value problem for the
magnetic Schro¨dinger operator with a bounded
magnetic potential in a slab
Shitao Liu, Yang Yang
Abstract
We study an inverse boundary value problem with partial data in an
infinite slab in Rn, n ≥ 3, for the magnetic Schro¨dinger operator with an
L
∞ magnetic potential and an L∞ electric potential. We show that the
magnetic field and the electric potential can be uniquely determined, when
the Dirichlet and Neumann data are given on either different boundary
hyperplanes or on the same boundary hyperplanes of the slab. This gener-
alizes the result in [11], where the same uniqueness result was established
when the magnetic potential is Lipschitz continuous. The proof is based
on the complex geometric optics solutions constructed in [14], which are
special solutions to the magnetic Schro¨dinger equation with L∞ magnetic
and electric potentials in a bounded domain.
1 INTRODUCTION AND STATEMENTOF RE-
SULTS
In this paper we study an inverse boundary value problems with partial data
for the magnetic Schro¨dinger operator with bounded magnetic potential and
bounded electric potential in an infinite slab.
A magnetic Schro¨dinger operator with bounded magnetic potential and
bounded electric potential is a differential operator of the form
LA,q(x,D) :=
n∑
j=1
(Dj + Aj(x))
2 + q(x),
whereDj = i
−1 ∂
∂xj
, the complex-valued vector field A = (Aj)1≤j≤n ∈ L∞(Σ;Cn)
is the magnetic potential, and the complex-valued function q ∈ L∞(Σ;C) is the
electric potential. Throughout this paper, we shall assume A and q are com-
pactly supported in the slab.
We denote the infinite slab by Σ. This is a subset of Rn, n ≥ 3, which
lies between two parallel hyperplanes. By choosing appropriate coordinates, we
may assume that the slab is defined by
Σ := {x = (x′, xn) ∈ R
n : x′ = (x1, . . . , xn−1) ∈ R
n−1, 0 < xn < L}, L > 0.
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Its boundary consists of two parallel hyperplanes
Γ1 := {x ∈ R
n : xn = L} Γ2 := {x ∈ R
n : xn = 0}.
Given f ∈ H
3
2 (Γ1) which is compactly supported in Γ1, we are interested in
the following Dirichlet problem
(LA,q − k2)u = 0 in Σ
u = f on Γ1
u = 0 on Γ2.
(1.1)
Here k ≥ 0 is fixed. This Dirichlet boundary value problem admits a unique
solution in H2loc(Σ) for admissible k; in this case, we define the Dirichlet-to-
Neumann map by
NA,q : (H
3
2 (Γ1) ∩ E
′(Γ1)) → H
1
2
loc(∂Σ)
f 7→ (∂ν + iA · ν)u|∂Σ,
where u is the solution of (1.1), E ′(Γ1) is the set of compactly supported distri-
butions on Γ1, ν is the unit outer normal vector field to ∂Σ = Γ1 ∪ Γ2.
It was observed in [22] that the Dirichlet-to-Neumann map is invariant under
a certain gauge transformation of the magnetic potential. More precisely, from
the identities
e−iΨLA,qe
iΨ = LA+∇Ψ,q, e
−iΨNA,qe
iΨ = NA+∇Ψ,q (1.2)
we conclude that NA,q = NA+∇Ψ,q provided that Ψ ∈ W 1,∞(Σ) is compactly
supported and Ψ|∂Σ = 0. Thus, NA,q only gives information about the magnetic
field dA, where the vector field A is viewed as the 1-form
∑n
j=1 Ajdxj , and the
differential 2-form dA is defined as
dA =
∑
1≤j<k≤n
(∂xjAk − ∂xkAj)dxj ∧ dxk
in the sense of distributions.
In this paper we consider the inverse boundary value problem of determining
the magnetic field dA and the electric potential q for only bounded A and q.
Our main results in this paper are the following two theorems. They generalize
the results in [15], which were obtained when A = 0, and the results in [11],
which were obtained when A ∈W 1,∞(Σ;Cn) is compactly supported. The first
result concerns the case when the data and the measurements are on different
boundary hyperplanes, while the second deals with the case when the data and
the measurements are on the same boundary hyperplanes.
Theorem 1.1. Let Σ ⊂ Rn(n ≥ 3) be an infinite slab with boundary hyperplanes
Γ1 and Γ2. Let A
(j) ∈ L∞(Σ;Cn)∩E ′(Σ¯;Cn) and q(j) ∈ L∞(Σ;C)∩E ′(Σ¯;C), j =
2
1, 2. Denote by B ⊂ Rn an open ball containing the supports of A(j), q(j), j =
1, 2. Denote by γj ⊂ Γj an arbitrary open subset of Γj satisfying that
Γj ∩ B¯ ⊂ γj , j = 1, 2.
Let k ≥ 0 be fixed and admissible for both the operator LA(j),q(j) and its real
transpose L−A(j),q(j) , j = 1, 2. If
NA(1),q(1)(f)|γ2 = NA(2),q(2)(f)|γ2
for all f ∈ H
3
2 (Γ1) with supp(f) ⊂ γ1, then dA(1) = dA(2) and q(1) = q(2).
The assumption that k ≥ 0 is admissible for the real transpose L−A(j),q(j) is
necessary for the proof of a Runge type approximation result. A special case of
the assumption in the above theorem is that the supports of A(j), q(j) are strictly
contained in the interior of the slab, in this situation B ∩ Γ1 = B ∩ Γ2 = ∅, so
the open subsets γ1 and γ2 can be arbitrarily small in Γ1 and Γ2.
Next we give the result of our inverse problem for the case when the given
data and the measurements are on the same hyperplane Γ1.
Theorem 1.2. Let Σ ⊂ Rn(n ≥ 3) be an infinite slab with boundary hyperplanes
Γ1 and Γ2. Let A
(j) ∈ L∞(Σ;Cn)∩E ′(Σ¯;Cn) and q(j) ∈ L∞(Σ;C)∩E ′(Σ¯;C), j =
1, 2. Denote by B ⊂ Rn an open ball containing the supports of A(j), q(j), j =
1, 2. Denote by γ1, γ
′
1 ⊂ Γ1 two arbitrary open subsets of Γ1 satisfying that
Γ1 ∩ B¯ ⊂ γ1, Γ1 ∩ B¯ ⊂ γ
′
1.
Let k ≥ 0 be fixed and admissible for both the operator LA(j),q(j) and its real
transpose L−A(j),q(j) , j = 1, 2. If
NA(1),q(1)(f)|γ′1 = NA(2),q(2)(f)|γ′1
for all f ∈ H
3
2 (Γ1) with supp(f) ⊂ γ1, then dA(1) = dA(2) and q(1) = q(2).
The proofs of Theorem 1.1 and Theorem 1.2 are based on the construction
of a special kind of complex geometric optics (CGO) solutions which vanish
on appropriate subsets of the boundary hyperplanes, through a reflection argu-
ment. The constructions of CGO solutions for the conductivity equation and
the Schro¨dinger equation go back to [23]. Constructing CGO solutions by using
a reflection argument was initiated in [9]. It was applied to the inverse bound-
ary value problem for the Schro¨dinger operator in a slab in [15], and for the
magnetic Scho¨dinger operator in a slab in [11].
The geometry of an infinite slab shows up in modeling the propagation of
acoustic waves in shallow oceans, see [1]. Various inverse problems in a slab
have been studied by many authors. In [8, 21], inverse conductivity problems
in a slab were studied; in [4], an inverse scattering problem for the Schro¨dinger
operator in a slab was considered.
Another closely related inverse problem for the magnetic Schro¨dinger op-
erator is the inverse boundary value problem in a bounded open subset Ω of
3
Rn, n ≥ 3. In this problem one hopes to determine the magnetic field and the
electric potential by measuring the Dirichlet-to-Neumann map on the bound-
ary ∂Ω, under various regularity assumption on the magnetic potential A and
the electric potential q. In [22], this type of determination was established for
W 2,∞ magnetic potentials, which are small in a suitable sense, and L∞ electric
potentials. In [16], the smallness condition was removed for C∞ magnetic and
electric potentials. This uniqueness was extended to C1 magnetic potentials
in [25], to some less regularity but small potentials in [17], to Dini continuous
magnetic potentials in [18], and recently to L∞ magnetic and electric potentials
in [14].
In a bounded domain Ω, one may also consider this inverse boundary value
problem with partial boundary measurements. More precisely, let γ1 and γ2 be
two open subsets of ∂Ω, and let the partial data measurements be NA,q(f)|γ2
for all f with supp(f) ⊂ γ1. Determination of the magnetic potential and the
electric potential from partial boundary measurements was proved in [5] when
γ1 = ∂Ω and γ2 is possibly a very small subset. Under the assumption that
A(1) = A(2) and q(1) = q(2) in a neighborhood of the boundary, it was proved
in [2] when γ1 = ∂Ω and γ2 is arbitrary. This was generalized to arbitrary
non-empty subsets γ1, γ2 ⊂ ∂Ω in [11]. Logarithmic stability estimate for this
problem was obtained in [2].
This paper is structured as follows. In Section 2, we review the construc-
tion of CGO solutions in a bounded domain Ω ⊂ Rn, n ≥ 3, to the magnetic
Schro¨dinger equation with L∞ magnetic and electric potentials, following [14].
Section 3 contains the proof of Theorem 1.1, and is divided into three parts:
Section 3.1 establishes an integral inequality of Green’s type for some special so-
lutions of the magnetic Schro¨dinger equation; Section 3.2 shows how to construct
the desired partial data CGO solutions from the CGO solutions constructed in
Section 2 through a reflection argument; In Section 3.3, we finish the proof of
Theorem 1.1 by combining the result in Section 3.1 and 3.2. Section 4 demon-
strates the proof of Theorem 1.2.
2 CGO SOLUTIONS
In this section, we recall how to construct CGO solutions for the mangetic
Schro¨dinger operator with a bounded magnetic potential on a bounded domain.
For detailed construction we refer to [14]. This construction together with a
reflection argument will allow us to construct the special partial data CGO
solutions in the infinite slab Σ.
Let Ω ⊂ Rn, n ≥ 3, be a bounded open subset with smooth boundary.
Rewrite the magnetic Schro¨dinger equation as
LA,qu = −∆u(x) +A(x) ·Du(x) +D · (A(x)u(x)) + (A
2(x) + q(x))u(x)
= 0 in Ω,
with A ∈ L∞(Ω;Cn) and q ∈ L∞(Ω;C). Notice that Au ∈ L∞(Ω;Cn) ∩
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E ′(Ω;Cn) and D · (A(x)u(x)) ∈ H−1(Ω), therefore
LA,q : C
∞
c (Ω)→ H
−1(Rn) ∩ E ′(Ω)
is a bounded operator. Here E ′(Ω) := {u ∈ D′(Ω) : supp(u) is compact}. Fol-
lowing [14], we will construct solutions to the above magnetic Schro¨dinger equa-
tion of the form
u(x, ζ, h) = ex·ζ/h(a(x, ζ, h) + r(x, ζ, h)). (2.1)
Here ζ ∈ Cn is a complex vector with ζ · ζ = 0. In this paper we shall work
with ζ which can be written as ζ = ζ(0) + ζ(1) with ζ(0) independent of h,
ζ(0) · ζ(0) = 0, |Reζ(0)| = |Imζ(0)| = 1, and ζ(1) = O(h) as h→ 0. a is a smooth
function, r is an L2(Ω)-function, and h > 0 is a small semiclassical parameter.
They are called complex geometric optics solutions since the phase functions
are complex-valued. This construction relies on a Carleman estimate for the
magnetic Schro¨dinger operator LA,q with a gain of two derivatives, which is
based on the corresponding Carleman estimate for the Laplacian obtained in
[20].
We extend A to a vector field on Rn by defining it to be zero in Rn\Ω, this
extension is still denoted by A. Then A ∈ (L∞ ∩ E ′)(Rn;Cn) ⊂ Lp(Rn;Cn),
1 ≤ p ≤ ∞. Let ηǫ(x) = ǫ
−nη(x/ǫ), ǫ > 0 be the standard mollifier with
η ∈ C∞c (R
n), 0 ≤ η ≤ 1 and
∫
η dx = 1. Define A♯ := A ∗ ηǫ ∈ C∞c (R
n;Cn),
then
‖A−A♯‖L2(Rn) = O(ǫ), as ǫ→ 0. (2.2)
and
‖∂αA♯‖L∞(Rn) = O(ǫ
−|α|), as ǫ→ 0 for all α, |α| ≥ 0. (2.3)
Consider the conjugated operator
e−x·ζ/hh2LA,qex·ζ/h = −h2∆− 2ihζ(0) ·D − 2ihζ(1) ·D + h2A ·D − 2ihζ(0) ·A♯
−2ihζ(0) · (A−A♯)− 2ihζ(1) · A+ h2D · (A·) + h2(A2 + q).
(2.4)
We choose a so that it satisfies the equation
ζ(0) ·Da+ ζ(0) · A♯a = 0 in Rn.
This is a transport equation. To solve this equation we look for solutions of the
form a = eΦ
♯
where Φ♯ solves the equation
ζ(0) ·DΦ♯ + ζ(0) ·A♯ = 0 in Rn. (2.5)
As ζ(0) · ζ(0) = 0 and |Re ζ(0)|=|Im ζ(0)| = 1, the operator Nζ(0) := ζ
(0) · ∇
is the ∂¯-operator in appropriate coordinates. To solve the equation (2.5), we
introduce the Cauchy transform N−1
ζ(0)
:
(N−1
ζ(0)
f)(x) :=
1
2π
∫
Rn
f(x− y1Re ζ(0) − y2Im ζ(0))
y1 + iy2
dy1dy2, f ∈ Cc(R
n).
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By [14, Lemma 2.4, 2.5], Φ♯ = N−1
ζ(0)
(−iζ(0) ·A♯) ∈ C∞(Rn) solves the equation
(2.5), and satisfies
‖∂αΦ♯‖L∞(Rn) = O(ǫ
−|α|), as ǫ→ 0 for all α, |α| ≥ 0. (2.6)
Furthermore, if we denote Φ(·, ζ(0)) := N−1
ζ(0)
(−iζ(0) ·A) ∈ L∞(Rn), then
Φ♯(·, ζ(0), ǫ)→ Φ(·, ζ(0)) in L2loc(R
n) as ǫ→ 0. (2.7)
To make (2.1) a solution of the equation LA,qu = 0, the correction term r
needs to satisfy the equation
e−x·ζ/hh2LA,qe
x·ζ/hr = −e−x·ζ/hh2LA,qe
x·ζ/ha.
Notice that the right hand side belongs to H−1(Ω), and is of order o(h) due to
our choice of a. Hence r can be found using the solvability result [14, Proposition
2.3]; moreover, r satisfies the decay property ‖r‖H1
scl
(Ω) = O(hǫ
−2+ǫ) as h→ 0,
where ‖r‖2
H1
scl
(Ω)
= ‖r‖2L2(Ω)+‖hDr‖
2
L2(Ω). Putting these together and choosing
ǫ = h1/3, we obtain the following result (see [14, Proposition 2.6])
Proposition 2.1. Let Ω ⊂ Rn, n ≥ 3, be a bounded open set. Let A ∈
L∞(Ω;Cn) and q ∈ L∞(Ω;C). Let ζ ∈ Cn be such that ζ · ζ = 0, ζ = ζ(0) + ζ(1)
with ζ(0) independent of h, |Re ζ(0)| = |Im ζ(0)| = 1, and ζ(1) = O(h) as h→ 0.
Then for h > 0 small, there exist solutions u(x, ζ, h) ∈ H1(Ω) to the magnetic
Schro¨dinger equation LA,qu = 0 of the form
u(x, ζ, h) = ex·ζ/h(eΦ
♯(x,ζ(0),h) + r(x, ζ, h)).
Here the function Φ♯(·, ζ(0), h) ∈ C∞(Rn) satisfies ‖∂αΦ♯‖L∞(Rn) ≤ Cαh
−|α|/3
for all α with |α| ≥ 0, and Φ♯(·, ζ(0), h) converges to Φ(·, ζ(0)) := N−1
ζ(0)
(−iζ(0) ·
A) ∈ L∞(Rn) in L2loc(R
n) as h→ 0. Here we have extended A by zero to Rn\Ω.
The remainder r satisfies ‖r‖H1
scl
(Ω) = O(h
1/3) as h→ 0.
In the proofs below we may need CGO solutions belonging to H2(Ω). To
obtain such solutions, we can first construct CGO solutions on a larger bounded
open set whose interior contains the closure of Ω, and then restrict the solutions
back to Ω. These solutions will belong to H2(Ω) by elliptic regularity.
3 PROOF OF THEOREM 1.1
3.1 INTEGRAL IDENTITY
First we derive an integral identity from Green’s formula. We shall use the
L2-spaces with inner products
(u, v)L2(Ω) =
∫
Ω
u(x)v(x) dx (u, v)L2(∂Ω) =
∫
∂Ω
u(x)v(x) dS
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where dS is the surface measure on ∂Ω. The following Green’s formula for the
magnetic Schro¨dinger operator LA,q was established in [5].
(LA,qu, v)L2(Ω)−(u,LA¯,q¯v)L2(Ω) = (u, (∂ν+iν·A¯)v)L2(∂Ω)−((∂ν+iν·A)u, v)L2(∂Ω)
(3.1)
for all u, v ∈ H2(Ω).
Let k ≥ 0 be fixed and admissible for both the operator LA(j),q(j) and its
real transpose L−A(j),q(j) , j = 1, 2. Let u1 ∈ H
2
loc(Σ) be the admissible solution
to the Dirichlet boundary value problem
(LA(1),q(1) − k
2)u1 = 0 in Σ
u1 = f on Γ1
u1 = 0 on Γ2
where f ∈ H3/2(Γ1) with supp(f) ⊂ γ1. Let w ∈ H2loc(Σ) be the admissible
solution of the problem
(LA(1),q(1) − k
2)w = 0 in Σ
w = u1 on Γ1
w = u1 on Γ2.
Set v = w − u1, then
(LA(2),q(2) − k
2)v = (A(1) −A(2)) ·Du1 +D · ((A
(1) −A(2))u1)
+((A(1))2 − (A(2))2 + q(1) − q(2))u1 in Σ.
(3.2)
Under the assumption that NA(1),q(1)(f)|γ2 = NA(2),q(2)(f)|γ2 , we have
(∂ν + iA
(1) · ν)u1|γ2 = (∂ν + iA
(2) · ν)w|γ2 .
Since u1 = w = 0 on Γ2, we conclude that (∂νv)|γ2 = 0. Introduce the notations
l1 := Γ1 ∩ B¯ ⊂ γ1, l2 := Γ2 ∩ B¯ ⊂ γ2, l3 := Σ ∩ ∂B.
It is clear that ∂(Σ ∩ B) = l1 ∪ l2 ∪ l3. Then v ∈ H2loc(Σ) is a solution to the
equation
(−∆− k2)v = 0 in Σ\B¯
with v = ∂νv = 0 on γ2\l2, thus by unique continuation, v = 0 in Σ\B¯. As a
consequence, v = ∂νv = 0 on l3.
Let u2 ∈ H2(Σ ∩B) be a solution to the equation
(L
A(2),q(2)
− k2)u2 = 0 in Σ ∩B (3.3)
with u2 = 0 on l1. Apply Green’s formula (3.1) to v and u2 over Σ ∩B to get
((LA(2),q(2) − k
2)v, u2)L2(Σ∩B) − (v, (LA(2),q(2) − k
2)u2)L2(Σ∩B)
= (v, (∂ν + iν · A(2))u2)L2(∂(Σ∩B)) − ((∂ν + iν ·A
(2))v, u2)L2(∂(Σ∩B)).
(3.4)
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Notice that v = 0 on l1∪ l2∪ l3, ∂νv = 0 on l2∪ l3 and u2 = 0 on l1, the equation
(3.4) then reduces to
((LA(2),q(2) − k
2)v, u2)L2(Σ∩B) = 0.
This together with (3.2) gives, after integrating by parts, that∫
Σ∩B
(A(1) −A(2)) · ((Du1)u2 + u1Du2) dx+
1
i
∫
∂(Σ∩B)
(A(1) −A(2)) · νu1u2 dS
+
∫
Σ∩B
((A(1))2 − (A(2))2 + q(1) − q(2))u1u2 dx = 0.
(3.5)
We would like to show that the second term on the left vanishes. Without
loss of generality, we may assume that
A(1) · ν = A(2) · ν = 0 on Γ1 ∪ Γ2. (3.6)
In fact, if this does not hold, we can find compactly supported Ψ(j) ∈W 1,∞(Σ),
j = 1, 2, such that
Ψ(j)|∂Σ = 0, and ∂νΨ
(j) = −A(j) · ν on ∂Σ.
Then we can replace A(j) by A(j) +∇Ψ(j). This will not change the Dirichlet-
to-Neumann map due to (1.2). The existence of such Ψ(j) was proved in [7,
Theorem 1.3.3]. On the other hand, we conclude A(1) = A(2) = 0 on l3, since
their supports are contained in B. Putting these together, we have showed that
(A(1) − A(2)) · ν = 0 on the boundary ∂(Σ ∩ B), thus the second term on the
left hand side in (3.5) vanishes, and we obtain∫
Σ∩B
(A(1) −A(2)) · ((Du1)u2 + u1Du2) dx
+
∫
Σ∩B
((A(1))2 − (A(2))2 + q(1) − q(2))u1u2 dx = 0.
(3.7)
Introduce the following function spaces
W(Σ) := {u ∈ H2loc(Σ) admissible : (LA(1),q(1) − k
2)u = 0 in Σ,
u|Γ2 = 0, supp(u|Γ1) ⊂ γ1, u}
Vlj (Σ ∩B) := {u ∈ H
2(Σ ∩B) : (L
A(2),q(2)
− k2)u = 0 in Σ ∩B, u|lj = 0}.
Wlj (Σ ∩B) := {u ∈ H
2(Σ ∩B) : (LA(1),q(1) − k
2)u = 0 in Σ ∩B, u|lj = 0}.
Then the above argument shows that identity (3.7) holds for all u1 ∈ W(Σ)
and for all u2 ∈ Vl1(Σ ∩B). The following proposition allows us to enlarge the
function space where u1 lies from W(Σ) to Wl2(Σ ∩B).
Proposition 3.1. W(Σ) is a dense subspace of Wl2(Σ ∩B) in the L
2(Σ ∩B)-
topology.
8
This is a Runge type approximation result. The proof is exactly the same as
the one for [11, Proposition 3.1], since in that proof no regularity assumption
of A(j) and q(j) is involved.
Summing up, we have proved
Proposition 3.2. With above notations, the identity∫
Σ∩B
(A(1) − A(2)) · ((Du1)u2 + u1Du2) dx
+
∫
Σ∩B
((A(1))2 − (A(2))2 + q(1) − q(2))u1u2 dx = 0
(3.8)
holds for all u1 ∈ Wl2(Σ ∩B) and for all u2 ∈ Vl1(Σ ∩B).
3.2 PARTIAL DATA CGO SOLUTIONS
Next we construct partial data CGO solutions u1 ∈ Wl2(Σ ∩ B) and u2 ∈
Vl1(Σ ∩ B). The idea is to first construct CGO solutions on a larger domain
containing Σ∩B, and then take the difference of a solution and its reflection to
fulfill the boundary condition. Recall that in the construction of CGO solutions
on a bounded domain, we have used complex vectors ζ ∈ Cn satisfying that
ζ · ζ = 0, ζ = ζ(0) + ζ(1) with ζ(0) independent of h, |Re ζ(0)| = |Im ζ(0)| = 1,
and ζ(1) = O(h) as h → 0. Now we will construct two such ζ’s explicitly. Let
ξ, µ(1), µ(2) ∈ Rn be three real vectors with |µ(1)| = |µ(2)| = 1 and ξ · µ(1) =
ξ · µ(2) = µ(1) · µ(2) = 0. Set
ζ1 :=
ihξ
2
+ i
√
1− h2
|ξ|2
4
µ(1) + µ(2), ζ2 := −
ihξ
2
+ i
√
1− h2
|ξ|2
4
µ(1) − µ(2).
(3.9)
It is easy to check that ζ1, ζ2 satisfy the above conditions with ζ
(0)
1 = iµ
(1)+µ(2)
and ζ
(0)
2 = iµ
(1) − µ(2).
First we construct u1 ∈ Wl2(Σ ∩ B). To satisfy the boundary condition
u1|l2 = 0, we will reflect Σ ∩ B with respect to the boundary hyperplane Γ2.
More precisely, denote (Σ ∩ B)∗ := {(x′,−xn) : x = (x′, xn) ∈ Σ ∩ B} where
x′ = (x1, · · · , xn−1). We extend the coefficients A
(1) and q(1) to (Σ ∩ B)∗ as
follows: for the components A
(1)
j , 1 ≤ j ≤ n − 1 and q
(1), we extend them as
even functions with respect to Γ2, so we define
A˜
(1)
j (x) =
 A
(1)
j (x
′, xn) 0 < xn < L
A
(1)
j (x
′,−xn) −L < xn < 0
, j = 1, · · · , n− 1
q˜(1)(x) =
{
q(1)(x′, xn) 0 < xn < L
q(1)(x′,−xn) −L < xn < 0
.
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For A
(1)
n we extend it as an odd function with respect to Γ2, that is, we define
A˜
(1)
n (x) =
{
A
(1)
n (x′, xn) 0 < xn < L
−A
(1)
n (x′,−xn) −L < xn < 0
.
On Γ2, A
(1)
n |xn=0 = A
(1) ·ν = 0 by (3.6), then A˜(1) ∈ L∞((Σ∩B)∪(Σ∩B)∗ )
and q˜(1) ∈ L∞((Σ ∩ B) ∪ (Σ ∩ B)∗). By Proposition 2.1, there exist CGO
solutions of the form
u˜1(x, ζ1, h) = e
x·ζ1/h(eΦ
♯
1(x,iµ
(1)+µ(2),h) + r1(x, ζ1, h))
which satisfy the equation (LA˜(1),q˜(1) − k
2)u˜1 = 0 in the bounded region (Σ ∩
B) ∪ (Σ ∩B)∗ with Φ♯1 ∈ C
∞((Σ ∩B) ∪ (Σ ∩B)∗),
(iµ(1)+µ(2)) ·DΦ♯1+(iµ
(1)+µ(2)) · (A˜(1))♯ = 0 in (Σ∩B)∪ (Σ∩B)∗, (3.10)
‖∂αeΦ
♯
1‖L∞((Σ∩B)∪(Σ∩B)∗) ≤ Cαh
−|α|/3 for all α with |α| ≥ 0, (3.11)
Φ♯1(·, iµ
(1) + µ(2), h) → Φ1(·, iµ(1) + µ(2)) in L2((Σ ∩ B) ∪ (Σ ∩ B)∗) as h → 0;
and
‖r1‖H1
scl
((Σ∩B)∪(Σ∩B)∗) = O(h
1/3) as h→ 0. (3.12)
Let
u1(x) := u˜1(x
′, xn)− u˜1(x′,−xn)
= ex·ζ1/h(eΦ
♯
1 + r1(x))−
e(x
′,−xn)·ζ1/h(eΦ
♯
1(x
′,−xn) + r1(x
′,−xn)) x ∈ Σ ∩B.
(3.13)
It can be checked by direct computation that u1 ∈ Wl2(Σ ∩B).
Next we construct u2 ∈ Vl1(Σ∩B). The construction is similar to that of u1,
but this time we reflect with respect to Γ1. Denote (Σ∩B)∗∗ := {(x′,−xn+2L) :
x = (x′, xn) ∈ Σ∩B} where x′ = (x1, · · · , xn−1). We also extend the coefficients
A(2) and q(2) to (Σ ∩ B)∗∗ as follows: for the components A
(2)
j , 1 ≤ j ≤ n − 1
and q(2), we extend them as even functions with respect to Γ1,
A˜
(2)
j (x) =
 A
(2)
j (x
′, xn) 0 < xn < L
A
(2)
j (x
′,−xn + 2L) L < xn < 2L
, j = 1, · · · , n− 1
q˜(2)(x) =
{
q(2)(x′, xn) 0 < xn < L
q(2)(x′,−xn + 2L) L < xn < 2L
.
For A
(2)
n we extend it as an odd function with respect to xn = L, i.e. we set
A˜
(2)
n (x) =
{
A
(2)
n (x′, xn) 0 < xn < L
−A
(2)
n (x′,−xn + 2L) L < xn < 2L
.
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On Γ1, A
(2)
n |xn=L = A
(2) ·ν = 0 by (3.6), then A˜(2) ∈ L∞((Σ∩B)∪(Σ∩B)∗∗)
and q˜(2) ∈ L∞((Σ ∩ B) ∪ (Σ ∩ B)∗∗). By Proposition 2.1, there exist CGO
solutions of the form
u˜2(x, ζ2, h) = e
x·ζ2/h(eΦ
♯
2(x,iµ
(1)−µ(2),h) + r2(x, ζ2, h))
which satisfy the equation (L
A˜(2),q˜(2)
− k2)u˜2 = 0 in the bounded region (Σ ∩
B) ∪ (Σ ∩B)∗∗ with Φ♯2 ∈ C
∞((Σ ∩B) ∪ (Σ ∩B)∗∗),
(iµ(1)−µ(2)) ·DΦ♯2+(iµ
(1)−µ(2)) · (A˜(2))♯ = 0 in (Σ∩B)∪ (Σ∩B)∗∗ , (3.14)
‖∂αeΦ
♯
2‖L∞((Σ∩B)∪(Σ∩B)∗∗) ≤ Cαh
−|α|/3 for all α with |α| ≥ 0, (3.15)
Φ♯2(·, iµ
(1) − µ(2), h)→ Φ2(·, iµ(1) − µ(2)) in L2((Σ ∩B) ∪ (Σ ∩B)∗∗) as h→ 0;
and
‖r2‖H1
scl
((Σ∩B)∪(Σ∩B)∗∗) = O(h
1/3) as h→ 0. (3.16)
Let
u2(x) := u˜2(x
′, xn)− u˜2(x′,−xn + 2L)
= ex·ζ2/h(eΦ
♯
2 + r2(x))−
e(x
′,−xn+2L)·ζ2/h(eΦ
♯
2(x
′,−xn+2L) + r2(x
′,−xn + 2L)) x ∈ Σ ∩B.
(3.17)
Then u2 ∈ Vl1(Σ ∩B), which can be easily verified.
3.3 END OF THE PROOF
We are now in the position to finish the proof of Theorem 1.1. We will insert
the partial data CGO solutions (3.13) and (3.17) into the identity (3.8). For
this purpose we compute
ex·ζ1/hex·ζ2/h = eix·ξ
e(x
′,−xn)·ζ1/hex·ζ2/h = e−2µ
(2)
n xn/h+ib1
ex·ζ1/he(x
′,−xn+2L)·ζ2/h = e2µ
(2)
n (xn−L)/h+ib2
e(x
′,−xn)·ζ1/he(x
′,−xn+2L)·ζ2/h = e−2Lµ
(2)
n /h+ib3
(3.18)
where b1, b2, b3 ∈ Rn are defined by
b1 := x
′ · ξ′ −
2
h
√
1− h2
|ξ|2
4
µ(1)n xn,
b2 := x
′ · ξ′ +
2
h
√
1− h2
|ξ|2
4
µ(1)n (xn − L) + Lξn,
b3 := x
′ · ξ′ −
2L
h
√
1− h2
|ξ|2
4
µ(1)n − xnξn + Lξn.
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In order to eliminate the undesired terms, we shall further assume that µ
(2)
n > 0
so that for 0 < xn < L we have the following pointwise convergence:
e(x
′,−xn)·ζ1/hex·ζ2/h → 0 as h→ 0+,
ex·ζ1/he(x
′,−xn+2L)·ζ2/h → 0 as h→ 0+,
e(x
′,−xn)·ζ1/he(x
′,−xn+2L)·ζ2/h → 0 as h→ 0+.
(3.19)
Notice that by (3.11), (3.12), (3.15) and (3.16), we have for j = 1, 2,
‖eΦ
♯
j‖L∞(Σ∩B) = O(1) ‖De
Φ♯j‖L∞(Σ∩B) = O(h
−1/3)
‖rj‖L2(Σ∩B) = O(h
1/3) ‖Drj‖L2(Σ∩B) = O(h
−2/3).
(3.20)
Therefore, with the complex geometric optics solutions u1 and u2 given by
(3.13) and (3.17), we conclude from (3.19) and (3.20) that, after multiplying
the identity (3.8) by h, the second term will tend to zero as h→ 0+, i.e.
h
∫
Σ∩B
((A(1))2 − (A(2))2 + q(1) − q(2))u1u2 dx→ 0 as h→ 0
+. (3.21)
Now we analyze the first term after multiplying (3.8) by h. Denote ζ∗j =
(ζ′j ,−(ζj)n) for ζj = (ζ
′
j , (ζj)n), j = 1, 2. Using (3.13) and (3.17) we compute
Du1(x) = −
iζ1
h
ex·ζ1/h(eΦ
♯
1(x) + r1(x)) + e
x·ζ1/h(DeΦ
♯
1(x) +Dr1(x))
+
iζ∗1
h
e(x
′,−xn)·ζ1/h(eΦ
♯
1(x
′,−xn) + r1(x
′,−xn))
−e(x
′,−xn)·ζ1/h(DeΦ
♯
1(x
′,−xn) +Dr1(x
′,−xn)).
(3.22)
Du2(x) =
iζ2
h
ex·ζ2/h(eΦ
♯
2(x) + r2(x)) + e
x·ζ2/h(DeΦ
♯
2(x) +Dr2(x))
−
iζ∗2
h
e(x
′,−xn+2L)·ζ2/h(eΦ
♯
2(x
′,−xn+2L) + r2(x′,−xn + 2L))
−e(x
′,−xn+2L)·ζ2/h(DeΦ
♯
2(x
′,−xn+2L) +Dr2(x′,−xn + 2L)).
(3.23)
Combining the above computation with the facts that Φ♯1(·, iµ
(1) + µ(2), h) →
Φ1(·, iµ(1)+µ(2)) in L2((Σ∩B)∪(Σ∩B)∗) as h→ 0+ and Φ
♯
2(·, iµ
(1)−µ(2), h)→
Φ2(·, iµ
(1)−µ(2)) in L2((Σ∩B)∪(Σ∩B)∗∗) as h→ 0+, we have that, as h→ 0+,
h
∫
Σ∩B
(A(1) −A(2)) ·Du1u2 dx
→ (iµ(1) + µ(2)) ·
∫
Σ∩B
(A(1) −A(2))eix·ξeΦ1(x,iµ
(1)+µ(2))+Φ2(x,iµ(1)−µ(2)) dx.
(3.24)
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Therefore, multiplying (3.8) by h and letting h → 0+ for the constructed solu-
tions u1 and u2, we obtain from (3.21) and (3.24) that
(iµ(1) + µ(2)) ·
∫
Σ∩B
(A(1) −A(2))eix·ξeΦ1(x,iµ
(1)+µ(2))+Φ2(x,iµ(1)−µ(2)) dx = 0.
In fact, [19, Lemma 6.2] implies that the same identity is true with eΦ1(x,iµ
(1)+µ(2))+Φ2(x,iµ(1)−µ(2))
replaced by 1, i.e.
(iµ(1) + µ(2)) ·
∫
Σ∩B
(A(1) −A(2))eix·ξ dx = 0 (3.25)
for all ξ, µ(1), µ(2) ∈ Rn satisfying
ξ · µ(1) = ξ · µ(2) = µ(1) · µ(2) = 0, |µ(1)| = |µ(2)| = 1, µ(2)n > 0.
This implies the vanishing of the Fourier transform of components of the
distribution d(A(1) − A(2)) in the first quadrant {ξ ∈ Rn : ξ1 > 0, · · · , ξn > 0},
and hence in Rn by analyticity of the Fourier transform of compactly supported
distributions. For details of this type of argument we refer to [11].
Therefore, d(A(1)−A(2)) = 0 in Σ. Since Σ is simply connected, there exists
compactly supported Ψ ∈W 1,∞(Σ) such that
A(1) −A(2) = ∇Ψ in Σ.
Moreover, it can be shown as in [11] that Ψ = 0 on ∂Σ. Thus, we can replace
A(1) by A(1)+∇Ψ while keeping the Dirichlet-to-Neumann map unchanged due
to (1.2). In the following we will assume this replacement has been made so
that A(1) = A(2).
Inserting A(1) = A(2) into (3.8) yields∫
Σ∩B
(q(1) − q(2))u1u2 dx = 0.
Again we plug in the CGO solutions u1 as in (3.13) and u2 as in (3.17), then
take h→ 0+ to obtain∫
Σ∩B
(q(1) − q(2))eix·ξeΦ1(x)+Φ2(x) dx = 0.
As before, by using the argument in [19, Lemma 6.2], the above identity is still
true after replacing eΦ1(x)+Φ2(x) by 1, which gives∫
Σ∩B
(q(1) − q(2))eix·ξ dx = 0.
This identity is valid for all ξ for which there exist µ(1), µ(2) ∈ Rn with
ξ · µ(1) = ξ · µ(2) = µ(1) · µ(2) = 0, |µ(1)| = |µ(2)| = 1, µ(2)n > 0.
It is clear that for ξ in the first quadrant, the vectors µ(1), µ(2) always exist.
This implies that the Fourier transform of (q(1)− q(2))χΣ∩B vanishes in the first
quadrant, hence in Rn by the analyticity of the Fourier transform. Here χΣ∩B
denotes the characteristic function of the set Σ ∩ B. This completes the proof
of Theorem 1.1.
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4 Proof of Theorem 1.2
The proof of Theorem 1.2 is analogous to that of Theorem 1.1. We will derive
an integral identity, construct some partial data CGO solutions, and finally
derive the vanishing of the Fourier transform of some compactly supported
distributions to conclude the uniqueness.
First, by a similar argument as in Section 3.1, we can obtain the identity
(3.8) for all u1 ∈ Wl2(Σ ∩ B) and u2 ∈ Vl2(Σ ∩ B). We will continue to use
complex frequencies ζ1 and ζ2 defined in (3.9) as well as u1 of the form (3.13).
To construct u2 ∈ Vl2(Σ ∩ B), we proceed as in the definition of u1 by
reflecting the coefficients with respect to the boundary hyperplane Γ2. For
A
(2)
j , 1 ≤ j ≤ n− 1 and q
(2), we extend them as even functions with respect to
xn = 0 and define
A˜
(2)
j (x) =
 A
(2)
j (x
′, xn) 0 < xn < L
A
(2)
j (x
′,−xn) −L < xn < 0
, j = 1, · · · , n− 1
q˜(2)(x) =
{
q(2)(x′, xn) 0 < xn < L
q(2)(x′,−xn) −L < xn < 0
.
For A
(2)
n , we extend it as an odd function with respect to Γ2 and define
A˜
(2)
n (x) =
{
A
(2)
n (x′, xn) 0 < xn < L
−A
(2)
n (x′,−xn) −L < xn < 0
.
On Γ2, we have A
(2)
n |xn=0 = A
(2) · ν = 0 by (3.6), then A˜(2) ∈ L∞((Σ∩B)∪
(Σ∩B)∗) and q˜(2) ∈ L∞((Σ∩B)∪ (Σ∩B)∗). Proposition 2.1 implies that there
exist CGO solutions of the form
u˜2(x, ζ2, h) = e
x·ζ2/h(eΦ
♯
2(x,iµ
(1)−µ(2),h) + r2(x, ζ2, h))
which satisfy the equation (L
A˜(2),q˜(2)
− k2)u2 = 0 in the bounded region (Σ ∩
B) ∪ (Σ ∩B)∗ with Φ♯2 ∈ C
∞((Σ ∩B) ∪ (Σ ∩B)∗),
(iµ(1)− µ(2)) ·DΦ♯2+ (iµ
(1)− µ(2)) · (A(2))♯ = 0 in (Σ∩B)∪ (Σ∩B)∗, (4.1)
‖∂αeΦ
♯
2‖L∞((Σ∩B)∪(Σ∩B)∗) ≤ Cαh
−|α|/3 for all α with |α| ≥ 0, (4.2)
Φ♯2(·, iµ
(1) − µ(2), h) → Φ2(·, iµ
(1) − µ(2)) in L2((Σ ∩ B) ∪ (Σ ∩ B)∗) as h → 0;
and
‖r2‖H1
scl
((Σ∩B)∪(Σ∩B)∗) = O(h
1/3) as h→ 0. (4.3)
Let
u2(x) := u˜2(x
′, xn)− u˜2(x′,−xn)
= ex·ζ2/h(eΦ
♯
2(x) + r2(x))−
e(x
′,−xn)·ζ2(eΦ
♯
2(x
′,−xn) + r2(x
′,−xn)) x ∈ Σ ∩B.
(4.4)
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Then u2 ∈ Vl2(Σ ∩B).
We will insert u1 in (3.13) and u2 in (4.4) into the identity (3.8). To this
end, we compute some products which appear in the integral
ex·ζ1/hex·ζ2/h = eix·ξ
ex·ζ1/he(x
′,−xn)·ζ2/h = eix·c1+2µ
(2)
n xn/h
e(x
′,−xn)·ζ1/hex·ζ2/h = eix·c2−2µ
(2)
n xn/h
e(x
′,−xn)·ζ1/he(x
′,−xn)·ζ2/h = ei(x
′,−xn)·ξ
where
c1 =
(
ξ′,+
2
h
√
1− h2
|ξ|2
4
µ(1)n
)
, c2 =
(
ξ′,−
2
h
√
1− h2
|ξ|2
4
µ(1)n
)
.
To eliminate the undesired terms, we assume µ
(2)
n = 0 and µ
(1)
n 6= 0, so c1, c2 →
∞ as h→ 0. We have
ζ1 ·
∫
Σ∩B
(A(1) −A(2))ex·ζ1/he(x
′,−xn)·ζ2/heΦ
♯
1(x)+Φ
♯
2(x
′,−xn) dx
= ζ1 ·
∫
Σ∩B
(A(1) −A(2))eix·ξ˜+eΦ1(x)+Φ2(x
′,−xn) dx
+ζ1 ·
∫
Σ∩B
(A(1) −A(2))eix·ξ˜+(eΦ
♯
1(x)+Φ
♯
2(x
′,−xn) − eΦ1(x)+Φ2(x
′,−xn)) dx→ 0
as h → 0. Here the first integral on the right hand side tends to zero by the
Riemann-Lebesgue lemma; the second tends to zero since Φ♯1(·, iµ
(1)+µ(2), h)→
Φ1(·, iµ(1) + µ(2)) in L2((Σ ∩B) ∪ (Σ ∩B)∗) as h→ 0+, Φ
♯
2(·, iµ
(1) − µ(2), h)→
Φ2(·, iµ(1)−µ(2)) in L2((Σ∩B)∪ (Σ∩B)∗) as h→ 0+, and since the inequality
|ez − ew| ≤ |z − w|emax(Re z,Rew), z, w ∈ Cn.
Similarly
ζ1 ·
∫
Σ∩B
(A(1) −A(2))e(x
′,−xn)·ζ1/hex·ζ2/heΦ
♯
1(x)+Φ
♯
2(x
′,−xn) dx→ 0 (4.5)
as h→ 0. Therefore, multiplying (3.8) by h and letting h→ 0 we get(
iµ(1) + µ(2)
)
·
∫
(Σ∩B)∪(Σ∩B)∗
(
A˜(1) − A˜(2)
)
eix·ξeΦ1(x)+Φ2(x) dx = 0
where we have made a change of variable so that the integral domain becomes
(Σ ∩B) ∪ (Σ ∩B)∗. As before we may replace eΦ1(x)+Φ2(x) by 1 to obtain(
iµ(1) + µ(2)
)
·
∫
(Σ∩B)∪(Σ∩B)∗
(
A˜(1) − A˜(2)
)
eix·ξ dx = 0
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for all ξ, µ(1), µ(2) ∈ Rn such that
ξ · µ(1) = ξ · µ(2) = µ(1) · µ(2) = 0, |µ(1)| = |µ(2)| = 1, µ(2)n = 0, µ
(1)
n 6= 0.
This implies the vanishing of the Fourier transform of components of the distri-
bution d(A˜(1) − A˜(2)) in the first quadrant, and hence in Rn by analyticity of
the Fourier transform of compactly supported distributions. We conclude that
dA˜(1) = dA˜(2).
The rest of the proof is similar to that of Theorem 1.1. dA˜(1) = dA˜(2) implies
the existence of a function Ψ ∈ W 1,∞(Σ) with Ψ = 0 along ∂((Σ∩B)∪(Σ∩B)∗)
such that A˜(1)− A˜(2) = ∇Ψ. Replacing A˜(1) by A˜(1)+∇Ψ if necessary, we may
assume that A˜(1) = A˜(2). Inserting this into (3.8) and arguing as in the proof
of Theorem 1.1 we arrive at∫
(Σ∩B)∪(Σ∩B)∗
(q˜(1) − q˜(2))eix·ξ dx = 0
for all ξ such that there exist µ(1), µ(2) ∈ Rn with
ξ · µ(1) = ξ · µ(2) = µ(1) · µ(2) = 0, |µ(1)| = |µ(2)| = 1, µ(2)n = 0, µ
(1)
n 6= 0.
Since for any ξ in the first quadrant we can find such vectors µ(1) and µ(2),
we conclude that the Fourier transform of (q˜(1) − q˜(2))χ(Σ∩B)∪(Σ∩B)∗ vanishes
in the first quadrant, hence in Rn by analyticity. This completes the proof of
Theorem 1.2
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