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Abstract
We prove that the group of area-preserving diffeomorphisms of the
2-sphere admits a non-trivial homogeneous quasimorphism to the real
numbers with the following property. Its value on any diffeomorphism
supported in a sufficiently small open subset of the sphere equals to the
Calabi invariant of the diffeomorphism. This result extends to more
general symplectic manifolds: If the symplectic manifold is monotone
and its quantum homology algebra is semi-simple we construct a simi-
lar quasimorphism on the universal cover of the group of Hamiltonian
diffeomorphisms.
∗Supported by the Israel Science Foundation
1
Contents
1 Introduction and results 4
1.1 Extending the Calabi homomorphism . . . . . . . . . . . . . . 4
1.2 Applications and discussion . . . . . . . . . . . . . . . . . . . 9
1.2.1 The commutator norm . . . . . . . . . . . . . . . . . . 9
1.2.2 Quantitative fragmentation lemma . . . . . . . . . . . 10
1.2.3 Asymptotic growth of one-parametric subgroups . . . . 10
1.2.4 Other quasimorphisms? . . . . . . . . . . . . . . . . . 11
1.2.5 Continuum of Calabi quasimorphisms on an open surface 12
2 Symplectic preliminaries 13
2.1 Starting notations . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Gromov-Witten invariants . . . . . . . . . . . . . . . . . . . . 13
2.3 Quantum homology algebra . . . . . . . . . . . . . . . . . . . 14
2.3.1 Example: S2 . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Example: CP n . . . . . . . . . . . . . . . . . . . . . . 15
2.3.3 Example: S2 × S2 . . . . . . . . . . . . . . . . . . . . . 16
2.3.4 Example: CP 2 blown up at one point . . . . . . . . . . 16
2.4 The action functional . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Filtered Floer homology . . . . . . . . . . . . . . . . . . . . . 17
2.6 Algebraic data and spectral invariants . . . . . . . . . . . . . 19
2.6.1 Identification with quantum homology . . . . . . . . . 19
2.6.2 Natural inclusions . . . . . . . . . . . . . . . . . . . . . 19
2.6.3 Spectral invariants: finiteness and continuity . . . . . . 20
2.6.4 Spectral invariants as characteristic exponents . . . . . 21
2.6.5 Spectral invariants of the identity . . . . . . . . . . . . 22
2.6.6 Pair-of-pants product . . . . . . . . . . . . . . . . . . . 23
2.6.7 Natural projections . . . . . . . . . . . . . . . . . . . . 23
2.6.8 Poincare´ duality . . . . . . . . . . . . . . . . . . . . . . 23
2.7 Comparing spectral invariants of f and f−1 . . . . . . . . . . 24
3 Constructing the quasimorphism 25
3.1 Spectral numbers define a quasimorphism r on G˜ . . . . . . . 25
3.2 A lemma from non-Archimedian geometry . . . . . . . . . . . 25
3.3 Proof of Theorem 3.1 . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Building a Calabi quasimorphism µ˜ from r . . . . . . . . . . . 27
3.5 From G˜ to G . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2
3.6 Hofer metric and the continuity properties of µ˜ and µ . . . . . 28
3.7 Proofs of Theorems 1.3 (for M = S2, S2 × S2,CP 2) and 1.5 . . 31
4 Spectral invariants and Hamiltonian loops 31
4.1 Preliminaries on the Seidel action . . . . . . . . . . . . . . . . 32
4.1.1 Hamiltonian fibrations over S2 . . . . . . . . . . . . . . 32
4.1.2 Gromov-Witten invariants revisited . . . . . . . . . . . 33
4.1.3 Hamiltonian loops . . . . . . . . . . . . . . . . . . . . 33
4.1.4 Extending the field . . . . . . . . . . . . . . . . . . . . 34
4.1.5 Seidel action . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 A formula for the restriction of µ˜ on π1(G) . . . . . . . . . . . 35
4.3 Proof of Theorem 1.3 in the case M = CP n . . . . . . . . . . 36
5 Calabi quasimorphism and combinatorics of level sets of au-
tonomous Hamiltonians on the 2-sphere 38
5.1 Morse functions and abelian subgroups of Ham (S2) . . . . . . 38
5.2 A measured tree associated to a Morse function . . . . . . . . 39
5.3 The median of a measured tree . . . . . . . . . . . . . . . . . 40
5.4 The calculation . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.5 Proof of Corollary 1.9 . . . . . . . . . . . . . . . . . . . . . . . 43
5.6 Proof of Theorem 1.11 . . . . . . . . . . . . . . . . . . . . . . 44
3
1 Introduction and results
A quasimorphism on a group G is a function r : G → R which satisfies the
homomorphism equation up to a bounded error: there exists R > 0 such
that
|r(fg)− r(f)− r(g)| ≤ R
for all f, g ∈ G (see [4] for preliminaries on quasimorphisms). A quasimor-
phism rh is called homogeneous if rh(g
m) = mrh(g) for all g ∈ G and m ∈ Z.
Homogeneous quasimorphisms are invariant under conjugations in G. Every
quasimorphism r gives rise to a homogeneous one
rh(g) = lim
m→+∞
r(gm)
m
,
called the homogenization of r. Starting from the classical work of R.Brooks
[9], who explicitly constructed a non-trivial quasimorphism on a free group,
quasimorphisms are playing an important role in the study of groups. In par-
ticular, they appear in the bounded cohomology theory and in the geometry
of the commutator norm (see e.g. [4] and Section 1.2.1 below).
In the present paper we focus on the cases when G is either the group
of Hamiltonian diffeomorphisms of a symplectic manifold or its universal
cover. For a class of manifolds, which for instance includes complex projec-
tive spaces, we give an explicit construction of a non-trivial quasimorphism
on G. The construction involves some tools from ”hard” symplectic topol-
ogy, in particular, Floer and quantum homology. Interestingly enough, our
quasimorphism is closely related to the classical Calabi invariant.
1.1 Extending the Calabi homomorphism
LetG = Ham (M,ω) be the group of Hamiltonian diffeomorphisms of a closed
connected symplectic manifoldM2n (see e.g. [25],[35] for preliminaries on G).
The group G has a natural class of subgroups GU associated to non-empty
open subsets U ⊂ M , U 6= M . The subgroup GU consists of all elements
f ∈ G generated by a time-dependent Hamiltonian
Ft :M → R, t ∈ [0; 1] with support(Ft) ⊂ U for all t. (1)
Consider the map CalU : GU → R given by
f 7→
∫ 1
0
dt
∫
M
Ftω
n. (2)
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When the symplectic form ω is exact on U , this map is well defined, meaning
that it does not depend on the specific choice of the Hamiltonian F generating
f . In fact, CalU is a homomorphism called the Calabi homomorphism [2], [10].
Note that GU ⊂ GV for U ⊂ V , and in this case CalU = CalV on GU .
In what follows we deal with the class D of all non-empty open subsets
U which can be displaced by a Hamiltonian diffeomorphism:
hU ∩ Closure (U) = ∅ for some h ∈ G. (3)
Put
Dex = {U ∈ D
∣∣ ω is exact on U}.
A celebrated result due to A.Banyaga [2] states that the group G is sim-
ple and therefore does not admit a non-trivial homomorphism to R. In this
paper we observe the following phenomenon: for certain symplectic mani-
folds the family of homomorphisms {CalU : GU → R}U∈Dex extends to a
quasimorphism from G to R.
Given a HamiltonianH : M×S1 → R denote by ψH ∈ G the Hamiltonian
symplectomorphism generated by H , i.e. time-1 map of the Hamiltonian flow
of H .
Definition 1.1. Suppose that a function r : G → R satisfies the following
condition: if a sequence {Hi} of smooth (possibly time-dependent) Hamil-
tonians Hi : M × S
1 → R converges C0-uniformly to a smooth function
H : M × S1 → R then
r(ψHi)→ r(ψH) as i→∞. (4)
In such a case the function r will be called continuous.
Definition 1.2. A quasimorphism on G coinciding with the Calabi homo-
morphism {CalU : GU → R} on any U ∈ Dex will be called a Calabi quasi-
morphism.
Theorem 1.3. Let (M,ω) be one of the following symplectic manifolds:
• the 2-sphere S2 with an area form ω;
• S2 × S2 with the split symplectic form ω ⊕ ω;
• the complex projective space CP n endowed with the Fubini-Study form.
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Then there exists a continuous homogeneous Calabi quasimorphism µ : G→
R.
For all the cases except CP n, n ≥ 3, such a quasimorphism µ will be
constructed in Section 3 below. For the case CP n, n ≥ 3, see Section 4.3.
Remark 1.4. 1) We do not know whether such a quasimorphism µ is unique.
2) In the case of S2 one can show that all continuous homogeneous Calabi
quasimorphisms on G coincide on elements of the group generated by auto-
nomous Hamiltonians: given such a quasimorphism µ and an autonomous
Hamiltonian H : S2 → R, one can explicitly compute µ(ψH) in terms of
combinatorics of the level sets of H – see Section 5.
3) The specific homogeneous quasimorphism µ : G → R constructed in the
proof of Theorem 1.3 is not only continuous but also Lipschitz with respect
to the famous Hofer metric on G – see Section 3.6.
In fact, the ”natural environment” in which one can look for a Calabi
quasimorphism is the universal cover G˜ of G rather then G itself. Namely,
for a non-empty open subset U ⊂ M , U 6= M , consider a subgroup G˜U ⊂ G˜
defined as follows. An element of G˜ lies in G˜U if and only if it can be
represented by a Hamiltonian flow {ft}t∈[0;1], with f0 = 1, generated by a
Hamiltonian Ft satisfying condition (1). Formula (2) gives rise to a well
defined homomorphism
C˜al : G˜U → R.
We wish to extend the family of Calabi homomorphisms
{C˜alU}U∈D
to a quasimorphism on G˜. If such an extension is possible the resulting
quasimorphism on G˜ is also called a Calabi quasimorphism. The definition
of a continuous function on G˜ virtually repeats Definition 1.1.
The mere existence of a continuous homogeneous Calabi quasimorphism
on G˜ can be shown for a larger class of symplectic manifolds than the pre-
vious theorem (see below). For the manifolds listed in Theorem 1.3 such a
quasimorphism on G˜ actually descends to G: for the cases other than CP n
(n ≥ 3) this is due to finiteness of the fundamental group π1(G); in the case
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CP n (n ≥ 3) when π1(G) is unknown, the proof relies on a delicate argument
due to P.Seidel and based on his work [43].
Now we are going to formulate a result concerning the existence of a ho-
mogeneous Calabi quasimorphism on G˜. It will hold for so called spherically
monotone symplectic manifolds. Recall that a closed connected symplectic
manifold (M,ω) is called spherically monotone if there exists a real constant
κ > 0 such that
(c1(M), A) = κ · ([ω], A) for all A ∈ π2(M).
Here c1(M) stands for the first Chern class of the symplectic bundle TM →
M equipped with an ω-compatible almost complex structure J on M , where
ω-compatibility means that the form ω(·, J ·) is a Riemannian metric on M
(such an almost complex structure is homotopically unique [17]).
A crucial character of our story is the even-dimensional quantum homol-
ogy algebra QHev(M) (see [22], [24], [38], [39], [46]) over the field k = C[[s].
Elements of k are formal Laurent series
∑
j∈Z zjs
j where zj ∈ C, s is a formal
variable and all zj vanish for large enough positive j. The even-dimensional
quantum homology is a commutative Frobenius algebra with unity whose
vector space structure is given by Hev(M)⊗C k.
1 The product on QHev(M)
is a certain deformation of the homological intersection product
∩ : Hev(M)⊗Hev(M)→ Hev(M).
Set P = [point] ∈ H0(M). The Frobenius structure on QHev(M) is given
by a non-degenerate bilinear k-valued form ∆ which associates to a pair
of quantum homology classes a, b ∈ QHev(M) the coefficient at P in their
quantum product a ∗ b ∈ Hev(M) ⊗C k. We refer to 2.3 below for brief
preliminaries on quantum homology and to [24] for a detailed exposition.
Recall that a commutative algebra Q over a field k is called semi-simple
if it splits into a direct sum of fields as follows: Q = Q1 ⊕ ...⊕Qd , where
• each Qi ⊂ Q is a finite-dimensional linear subspace over k;
• each Qi is a field with respect to the induced ring structure;
• The multiplication in Q respects the splitting:
(a1, ..., ad) · (b1, ..., bd) = (a1b1, ..., adbd).
1By H∗(M) we always denote the singular homology groups of M with complex coef-
ficients, and Hev(M) stands for its even part.
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The semi-simplicity of a Frobenius algebra Q over a field k can be checked
using a criterion due to L.Abrams [1] which says that a Frobenius algebra is
semi-simple if and only if its Euler class is invertible. Recall that the Euler
class E of a Frobenius algebra Q is defined as
E =
∑
i
eie
♯
i,
where {ei} is a basis of Q over k and {e
♯
i} is the dual basis with respect to
the non-degenerate bilinear form on Q defining the Frobenius structure. The
Euler class does not depend on the choice of the basis {ei}.
Theorem 1.5. Let (M,ω) be a closed connected spherically monotone sym-
plectic manifold. Suppose that the quantum homology algebra QHev(M) is
semi-simple. Then there exists a continuous homogeneous Calabi quasimor-
phism µ˜ : G˜→ R.
Remark 1.6. 1) We do not know whether such a quasimorphism µ˜ is unique.
2) The quasimorphism µ˜ can be calculated on the subgroup π1(G) ⊂ G˜ in
terms of the Seidel action of π1(G) on the quantum homology of M (see
Section 4).
3) The Hofer metric on G can be lifted to a (bi-invariant) pseudo-metric on
G˜. The quasimorphism µ˜ is Lipschitz with respect to this pseudo-metric (see
Section 3.6).
Examples of symplectic manifolds M with semi-simple quantum homol-
ogy algebra QHev(M) include, in particular, S
2, S2×S2, CP n, CP 2 blown up
at one point and complex Grassmannians with the usual monotone symplec-
tic structures. To get the semi-simplicity of QHev(M) in these cases one can
use the known explicit descriptions of the multiplicative structure of QH∗(M)
to check that the Euler class is invertible so that the Abrams criterion can
be applied. For more details on the first four examples see Section 2.3. In
the case of a complex Grassmannian the structure of the quantum homology
algebra is described in [6], [44], [47]. In such a case the Euler class is an
integral multiple of P = [point] (see [1],[5]) which is invertible according to
a computation based on [7] and due to A.Postnikov (see [13], also see [36]).
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It is known that when the class of the symplectic form [ω] vanishes on
π2(M) then the product structure on QHev(M) = Hev(M)⊗k is given by the
ordinary intersection product ∩, and so is never semi-simple. Thus our result
does not apply to those spherically monotone symplectic manifolds (M,ω)
where [ω] vanishes identically on π2(M).
1.2 Applications and discussion
1.2.1 The commutator norm
Let G be a group and [G,G] be its commutator subgroup. Every element h ∈
[G,G] can be written as a product of simple commutators fgf−1g−1, f, g ∈
G. The commutator norm ||h|| is by definition the minimal number of simple
commutators needed in order to represent h. It is known (see e.g. [3], [4])
that for a homogeneous quasimorphism µ : G→ R one has 2
||h|| ≥ const (µ) · µ(h), h ∈ [G,G].
In particular, existence of a homogeneous quasimorphism which does not
vanish on [G,G] implies that the diameter of the group [G,G] with respect to
the commutator norm is infinite. Recall that G is called perfect if G = [G,G].
A.Banyaga [2] proved that the group G = Ham (M,ω) and its universal
cover G˜ are perfect for every closed symplectic manifold (M,ω). As an
immediate consequence of our results we get the following
Corollary 1.7. Let (M,ω) be a closed connected spherically monotone sym-
plectic manifold, G = Ham (M,ω). Suppose that the quantum homology al-
gebra QHev(M) is semi-simple. Let U ∈ D be a displaceable open subset.
Then
||f˜ || ≥ const · |C˜al (f˜)|
for every f˜ ∈ G˜U . If in addition the fundamental group π1(G) is finite then
||f || ≥ const · |Cal (f)|
for every f ∈ GU provided U ∈ Dex.
The second part of the corollary follows from Proposition 3.4 below which
says that if π1(G) is finite then the Calabi quasimorphism µ˜ on G˜ descends
2Here and below const stands for a positive constant.
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to a homogeneous Calabi quasimorphism µ on G. Corollary 1.7 generalizes
a result obtained in a recent work [13] which served as the starting point for
the present research.
1.2.2 Quantitative fragmentation lemma
Let {U1, ..., Um} be an open covering of a closed connected symplectic mani-
fold (M,ω). Banyaga’s fragmentation lemma states that any element f ∈ G
can be written as a product of diffeomorphisms gi as follows. Each gi lies in
GUj for some j ∈ {1; ...;m} and moreover it is contained in the kernel of the
Calabi homomorphism. Denote by l(f) the minimal number of gi’s needed
in order to represent f .
Suppose now that (M,ω) is one of the manifolds listed in Theorem 1.3,
and all the sets Uj lie in Dex. The following is an immediate consequence of
Theorem 1.3.
Corollary 1.8.
l(f) ≥ const · |Cal (f)|
for every f ∈ GU provided U ∈ Dex.
1.2.3 Asymptotic growth of one-parametric subgroups
We recall a few known definitions. Denote by F the space of all smooth
Hamiltonian functions F : M × S1 → R which satisfy the following normal-
ization condition:
∫
M
Ft ω
n = 0 for all t ∈ S1, where Ft = F (·, t). Introduce
the C0-norm on F by
‖F‖C0 = max
M
F −min
M
F. (5)
A distance between the identity 1 and an element f of the group G is
defined [18] as
ρ(1, f) = inf
F
∫
S1
‖Ft‖C0 dt,
where the infimum is taken over all time-dependent Hamiltonians F ∈ F gen-
erating f . The distance function ρ gives rise to a bi-invariant non-degenerate
metric on G [18], [20], [33], called the Hofer metric.
A time-independent Hamiltonian F ∈ F generates a one-parametric sub-
group {ψtF} of G so that ψF = ψ
1
F . The asymptotic growth of the subgroup
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{ψtF} is defined [35] as
ζ(F ) = lim
t→+∞
ρ(1, ψtF )
t‖F‖C0
.
Such a limit always exists and belongs to [0, 1].
Corollary 1.9. Let M = S2. Then for a generic F
ζ(F ) > 0.
The proof can be found in Section 5.5. It relies on the estimate
ζ(F ) ≥
|µ(ψF )|
‖F‖C0
, (6)
which holds for the specific quasimorphism µ constructed in the proof of
Theorem 1.3 (see Section 5.5), and on the explicit computation of the value
of µ : G→ R on ψmF , m = 1, 2, . . ., in the case M = S
2 made in Section 5.4.
Remark 1.10. 1) In fact, the inequality ζ(F ) > 0 for a generic Hamiltonian
F is valid on all closed symplectic surfaces. The case of the 2-torus is settled
in [35], Section 8.4. The argument given in [35] actually works for any closed
symplectic surface of positive genus.
2) For symplectic manifolds listed in Theorem 1.3 inequality (6) immediately
produces examples of 1-parametric subgroups of G with positive ζ(F ) – for
example, take an autonomous Hamiltonian F supported in a sufficiently small
ball and such that the Calabi invariant of ψF is non-zero. This shows, in
particular, that for these manifolds the group G has infinite diameter with
respect to the Hofer metric.
1.2.4 Other quasimorphisms?
J.Barge and E.Ghys [3] constructed a quasimorphism of a different nature
on the group of compactly supported symplectomorphisms of a standard
symplectic ball. The Barge-Ghys quasimorphism is closely related to the
Maslov class in symplectic geometry. This construction was later general-
ized in [13] to closed symplectic manifolds (M,ω) with c1(M) = 0 (e.g. tori
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and K3-surfaces). As a result one gets a homogeneous quasimorphism on
S˜ymp0 (M,ω) which does not vanish on H˜am (M,ω) [13]. Here S˜ymp0 (M,ω)
is the universal cover of the identity component of the group of symplecto-
morphisms of (M,ω).
Interestingly enough, this class of manifolds is disjoint from the one con-
sidered in the present paper. We believe however that the class of manifolds
admitting a Calabi quasimorphism can be enlarged, namely the spherical
monotonicity condition can be removed. Such a generalization should go
along the same lines though the technicalities will become more complicated.
On the other hand, semi-simplicity of the quantum homology algebra seems
to be a crucial assumption.
No other quasimorphism of G and G˜ is known at the moment. The
simplest symplectic manifolds for which no information on quasimorphisms
and the commutator norm is available at all are closed oriented surfaces of
genus ≥ 2. Any progress in this direction would be very interesting.
1.2.5 Continuum of Calabi quasimorphisms on an open surface
The notion of Calabi quasimorphism can be extended in a straightforward
way to open symplectic manifolds. It turns out that even for very simple man-
ifolds Calabi quasimorphisms can form an infinite-dimensional affine space.
For an open connected symplectic manifoldM denote by GM the group of all
Hamiltonian diffeomorphisms ofM generated by Hamiltonians with compact
support in M×S1. It is known that formula (2) gives rise to the well defined
Calabi homomorphism CalM : GM → R. Up to a multiple, this is the only
homomorphism GM → R.
Theorem 1.11. Suppose that eitherM ⊂ R2 is an open disk of finite area, or
M ⊂ T ∗S1 is an open annulus of finite area. There exists a family µǫ, ǫ ∈ R,
of continuous homogeneous Calabi quasimorphisms on GM with the following
properties:
• Given a finite subset I ⊂ R, the quasimorphisms µǫ, ǫ ∈ I, are linearly
independent over R. In particular, the 2-nd bounded cohomology of GM
is an infinite-dimensional space over R;
• Moreover, if M is an annulus, the quasimorphisms can be chosen so
that every µǫ coincides with the Calabi homomorphism CalM on the
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subgroup GU , where U is the interior of any (not necessarily displace-
able!) embedded closed disk in M .
The proof is given in Section 5.6 below. It seems likely that analogous results
hold true for any other open surface of genus 0 with finite area. It would be
also interesting to find a generalization to higher dimensions, for instance to
the cases when M is either the standard symplectic open ball, or the open
unit coball bundle of the flat n-dimensional torus. Let us mention also that
J.-M. Gambaudo [15] suggested a different approach which could lead to an
infinite sequence of non-trivial quasimorphisms on GM in the case when M
is a 2-dimensional disk.
2 Symplectic preliminaries
2.1 Starting notations
Let (M2n, ω) be a closed spherically monotone symplectic manifold. Consider
the group
π¯2(M) = π2(M)/ ∼,
where by definition A ∼ B iff ([ω], A) = ([ω], B). Clearly, both [ω] and
c1(M) descend to homomorphisms of π¯2(M). In view of the comment at the
very end of Section 1.1, we will always assume that [ω] does not vanish on
π¯2(M). In particular, the group π¯2(M) is the infinite cyclic group, and it has
a generator S so that Ω := ([ω], S) > 0. Set N := (c1(M), S) > 0. As above
G˜ stands for the universal cover of Ham (M,ω).
2.2 Gromov-Witten invariants
The Gromov-Witten invariant GWj , j ∈ N, is a 3-linear (over C) C-valued
form on H∗(M). It is defined along the following lines (see [24], [38], [39] for
the precise definition). First of all, GWj(A,B,C) = 0 unless
degA + degB + degC = 4n− 2Nj.
If the equality above holds, we assume without loss of generality that the
homology classes A,B and C are represented by smooth submanifolds Â, B̂
and Ĉ respectively. Take an ω-compatible almost complex structure J on
M . Consider the following elliptic problem:
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Find all J-holomorphic maps CP 1 → (M,J) which represent the class jS ∈
π¯2(M) and which send the points 0, 1,∞ ∈ C¯ ∪ {∞} = CP
1 to Â, B̂ and Ĉ
respectively.
When the almost complex structure J and the submanifolds Â, B̂, Ĉ are
chosen in a generic way, the set of solutions of this problem is finite. The
number GWj(A,B,C) is defined as the number of the solutions counted with
an appropriate sign. It is useful to have in mind that if J is a genuine complex
structure and Â,B̂,Ĉ are generic complex submanifolds, the sign in question
is positive.
2.3 Quantum homology algebra
As a vector space over C the quantum homology QH∗(M) is isomorphic to
H∗(M)⊗Ck, where k stands for the field C[[s] which appeared in Section 1.1.
The quantum multiplication a ∗ b, a, b ∈ QH∗(M), is defined as follows. For
A,B ∈ H∗(M) and j ∈ N define (A∗B)j ∈ H∗(M) as the unique class which
satisfies
(A ∗B)j ◦ C = GWj(A,B,C)
for all C ∈ H∗(M). Here ◦ stands for the ordinary intersection index in
homology. Now for any A,B ∈ H∗(M) set
A ∗B = A ∩B +
∑
j∈N
(A ∗B)j s
−j ∈ QH∗(M).
By k-linearity extend the quantum product to the whole QH∗(M). As a
result one gets a correctly defined skew-commutative associative product
operation on QH∗(M) which is a deformation of the classical ∩-product in
singular homology [22], [24], [38], [39], [46].
The field k has a ring grading defined by the condition that the grade
degree of s equals 2N . Such a grading on k together with the usual grading
on H∗(M) define a grading on QH∗(M) = H∗(M) ⊗C k. If a, b ∈ QH∗(M)
have graded degrees deg (a), deg (b) then deg (a ∗ b) = deg (a) + deg (b)− 2n.
The fundamental class [M ] is the unity with respect to the quantum
multiplication. If A ∈ H∗(M), ς ∈ k, we will denote the elements A ⊗
1, [M ]⊗ ς of QH∗(M) = H∗(M)⊗C k respectively by A and ς. The even part
QHev(M) := Hev(M)⊗C k is a commutative subalgebra of QH∗(M).
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The algebra QHev(M) is a Frobenius algebra over k. Consider the pairing
∆ : QHev(M)×QHev(M)→ k,
∆
(∑
Ajs
j,
∑
Bls
l
)
=
∑
(Aj ◦Bl) · s
j+l.
In fact ∆ associates to a pair of quantum homology classes a, b ∈ QHev(M)
the coefficient at P = [point] in their quantum product a ∗ b ∈ Hev(M)⊗C k.
The pairing ∆ defines a Frobenius algebra structure , which means that ∆
is non-degenerate and
∆(a, b) = ∆(a ∗ b, [M ]) for all a, b ∈ QHev(M).
Let τ : k → C be the map sending
∑
zjs
j to z0. Define a C-valued pairing
Π(a, b) = τ∆(a, b) = τ∆(a ∗ b, [M ]) (7)
on QHev(M). It will play an important role below.
2.3.1 Example: S2
Let M be the 2-sphere S2. Set P = [point]. Note that GW1(P, P, P ) = 1,
and moreover this is the only non-vanishing Gromov-Witten invariant. Hence
P ∗ P = s−1 and QH∗(M) is a field:
QH∗(M) =
k[P ]
{P 2 = s−1}
.
Thus QH∗(M) = QHev(M) is semi-simple.
2.3.2 Example: CP n
The previous example can be generalized. Let M = CP n be equipped with
the standard Fubini-Study symplectic form. This is a spherically monotone
symplectic manifold. Let A ∈ H2n−2(M) be the projective hyperplane class.
Then
QH∗(M) =
k[A]
{An+1 = s−1}
,
(see [38], [39], [46]). One immediately sees that QH∗(M) = QHev(M) is a
field over k = C[[s] and therefore it is a semi-simple algebra.
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2.3.3 Example: S2 × S2
LetM = S2×S2 be equipped with the split symplectic form ω⊕ω, where ω is
an area form on S2. This is a spherically monotone symplectic manifold. Let
A,B ∈ H2(M) be the homology classes of S
2×pt and pt×S2. The elements
P = [pt], A, B, [M ] form a basis of QH∗(M) over k and the multiplicative
relations are completely defined by the identities:
A ∗B = P, A2 = B2 = s−1.
Thus the Euler class is
E = 2P ∗ [M ] + 2A ∗B = 4P.
The classes A,B are invertible and so are P and E . Therefore, according to
the Abrams criterion, the algebra QH∗(M) = QHev(M) is semi-simple. Note
that QHev(M) is not a field since it contains divisors of zero: (A−B) ∗ (A+
B) = A2 −B2 = 0.
2.3.4 Example: CP 2 blown up at one point
LetM be the complex blow up of CP 2 at one point equipped with a monotone
symplectic form (see [23],[34]). Its quantum homology algebra is described in
[23] as follows. Let P = [point]. Denote by A the exceptional divisor and set
B = [CP 1]−A. Together with the fundamental class [M ] the classes P,A,B
generate QH∗(M) as a vector space over k. The multiplicative relations are
as follows (recall that [M ] is the unity element in the quantum homology
algebra):
P ∗ P = (A+B)s−3 A ∗ P = Bs−2
P ∗B = s−3 A ∗ A = −P + As−1 + s−2
A ∗B = P −As−1 B ∗B = As−1.
The Euler class E is easily computable:
E = P ∗ [M ] + A ∗B +B ∗ (A +B) + [M ] ∗ P = 4P − As−1.
One can check that E is invertible:
E−1 =
1
283
(−12Ps4 + 9As3 + 73Bs3 + 16s2).
Therefore, according to the Abrams criterion, QH∗(M) = QHev(M) is a
semi-simple algebra.
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2.4 The action functional
Let Λ be the space of all smooth contractible loops x : S1 = R/Z → M .
Consider a covering Λ˜ of Λ whose elements are equivalence classes of pairs
(x, u), where x ∈ Λ, u is a disk spanning x in M and the equivalence relation
is defined as follows: (x1, u1) ∼ (x2, u2) iff x1 = x2 and the 2-sphere u1#(−u2)
vanishes in π¯2(M). The equivalence class of a pair (x, u) will be denoted by
[x, u]. The group of deck transformations of this covering can be naturally
identified with π¯2(M). The generator S acts by the transformation s : Λ˜→ Λ˜
so that
s([x, u]) = [x, u#(−S)]. (8)
Recall that by F we denote the space of all smooth Hamiltonian func-
tions F : M × S1 → R which satisfy the following normalization condition:∫
M
F (·, t)ωn = 0 for any t ∈ S1. For F ∈ F define the action functional
AF ([x, u]) :=
∫
S1
F (x(t), t)dt−
∫
u
ω
on Λ˜. Note that
AF (sy) = AF (y) + Ω (9)
for all y ∈ Λ˜.
Let PF ⊂ Λ be the set of all contractible 1-periodic orbits of the Hamil-
tonian flow generated by F . Its full lift P˜F to Λ˜ coincides with the set of
critical points of AF . We define the action spectrum spec(F ) as the set of
critical values of AF . This is a closed nowhere dense ΩZ-invariant subset of
R [28], [41].
2.5 Filtered Floer homology
For a generic Hamiltonian F ∈ F and α ∈ (R \ spec(F )) ∪ {+∞} define a
complex vector space Cα(F ) as the set of all formal sums∑
y∈P˜F
zyy,
where zy ∈ C, AF (y) < α, which satisfy the following finiteness condition:
#{y | zy 6= 0 and AF (y) > δ} <∞
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for every δ ∈ R. Formula (8) defines a structure of the vector space over k
on C∞(F ).
Given a loop {Jt}, t ∈ S
1, of ω-compatible almost complex structures,
define a Riemannian metric on Λ by
(ξ1, ξ2) =
∫ 1
0
ω(ξ1(t), Jtξ2(t))dt,
where ξ1, ξ2 ∈ TΛ. Lift this metric to Λ˜ and consider the negative gradient
flow of the action functional AF . For a generic choice of the Hamiltonian
F and the loop {Jt} the count of isolated gradient trajectories connecting
critical points of AF gives rise in the standard way [14], [19] to a Morse-type
differential
d : C∞(F )→ C∞(F ), d
2 = 0. (10)
The differential d is k-linear. Moreover it preserves C-subspaces Cα(F ) ⊂
C∞(F ) for all α ∈ R.
The complexes (Cα(F ), d) have a natural grading according to the Conley-
Zehnder index ind : P˜F :→ Z (see [11]) which satisfies ind (sy) = ind (y)+2N
for every y ∈ P˜F . Note that different authors use slightly different versions
of the Conley-Zehnder index. In order to fix our convention consider the
case of a sufficiently C2-small autonomous Morse Hamiltonian F . Then the
Conley-Zehnder index ind (y) of an element y ∈ P˜F , represented by a pair
(x, u) consisting of a critical point x of F and the trivial disk u, is equal to
the Morse index of x. In what follows we are interested in the even part of
the homology of these complexes.
Notice that in spite of the involvement of the almost complex structures
{Jt}, t ∈ S
1, in the definition of the complex (C∞(F ), d), different choices of
{Jt} lead to complexes whose homologies are related by natural isomorphisms
preserving the filtration as long as the Hamiltonian F is fixed [14], [19], [28],
[30]. Because of this we will suppress the dependence on {Jt}, and define
Vα(F ) = Hev(Cα(F ), d) and V
α(F ) = Hev(C∞(F )/Cα(F ), d).
Meanwhile these homology groups have been defined for generic Hamilto-
nians F only. Using an appropriate continuation procedure one can extend
the definition to all F ∈ F . Namely, let α /∈ spec(F ). Pick any generic
Hamiltonians F ′, F ′′ such that the spaces Vα(F
′) and Vα(F
′′) are defined.
Then if F ′, F ′′ are sufficiently C∞-close to F we have that α /∈ spec(F ′),
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α /∈ spec(F ′′), and the spaces Vα(F
′) and Vα(F
′′) are canonically isomorphic.
Thus we can set Vα(F ) as Vα(F
′) for any F ′ sufficiently close to F , and this
definition is correct. Similarly one can define V α(F ) for arbitrary F and
α /∈ spec(F ).
Suppose now that two Hamiltonian functions F, F ′ ∈ F generate the
same element f ∈ G˜. In this case spec(F ) = spec(F ′). This was proved
in [41] (see Lemma 3.3 there) in the case when ω vanishes on π¯2 and the
proof readily extends to the general case (see e.g. [30]). The resulting set
will be denoted simply by spec(f). Moreover the vector spaces Vα(F ) and
V α(F ) can be canonically identified, respectively, with Vα(F
′) and V α(F ′).
Therefore we shall denote them, respectively, by Vα(f) and V
α(f), where
α ∈ (R \ spec(f)) ∪+∞ (the dependence on {Jt} is suppressed for the same
reasons as above). These spaces are called filtered Floer homology of an
element f ∈ G˜.
2.6 Algebraic data and spectral invariants
Filtered Floer homology come with additional algebraic data which we are
going to list now.
2.6.1 Identification with quantum homology
All spaces V∞(f) are canonically identified (as vector spaces over k) with
QHev(M) [32]. The different choices of a Hamiltonian F generating f and of
almost complex structures {Jt} give rise to different Floer complexes whose
homologies are related by natural isomorphisms preserving the filtration,
thus leading to a well-defined space V∞(f). For each such Floer complex
its homology can be canonically identified with QHev(M) (as in [32]). These
identifications agree for different Floer complexes and therefore lead to a well-
defined identification of V∞(f) with QHev(M) which preserves the grading
[32]. Recall that QH∗(M) = H∗(M) ⊗C k carries a grading, while V∞(f) is
graded by the Conley-Zehnder index ind.
2.6.2 Natural inclusions
For any β < α ≤ +∞ the natural inclusion Cβ(F ) → Cα(F ) of Floer com-
plexes leads to a homomorphism
iαβ : Vβ(f)→ Vα(f)
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between their homology. Moreover iαβiβγ = iαγ for any γ < β < α. We
abbreviate iα for iα∞. In the case we wish to emphasize the dependence of
iα on the element f we will write iα{f}.
2.6.3 Spectral invariants: finiteness and continuity
Following the works of C.Viterbo [45], Y.-G. Oh [26], [27], [28], [30] and
M.Schwarz [41], [42], we give the following definition. Given f ∈ G˜ and
a ∈ QHev(M) = V∞(f), a 6= 0, set
c(a, f) = inf {α | a ∈ Image iα }.
Then −∞ < c(a, f) < +∞ and for a given a the function c(a, f) is continuous
with respect to the C∞-topology on G˜. In the case when a is a singular
homology class this has been proved in [28]. The proof for the general case
can be found in [30]. In fact, in the case of a spherically monotone symplectic
manifold, when we consider an arbitrary quantum homology class, the only
detail that should be added to the proof in [28] is the following one.
A generic element f ∈ G˜ can be defined by means of a Hamiltonian flow
(generated by a Hamiltonian F ) that has only a finite number of 1-periodic
trajectories. Thus, since M is spherically monotone, there exist constants
R1, R2 > 0 such that for any y ∈ P˜F
R1 · ind (y)− R2 ≤ AF (y) ≤ R1 · ind (y) +R2. (11)
Now write a as a sum a =
∑
m a
(m) of its homogeneous graded components,
with each a(m) having the grading m. Consider the set I := {m | a(m) 6= 0}.
The definition of the field k implies that m0 := max I < ∞. We are going
to use the grading-preserving identification of QHev(M) with V∞(f) (see
Section 2.6.1).
First, it follows that
c(a, f) = max
m∈I
c(a(m), f). (12)
Further, the classes a and a(m) can be viewed as Floer homology classes from
V∞(f). Let C
(m) =
∑
y zyy, zy ∈ C, y ∈ P˜F , be a Floer chain representing
a(m). Then ind (y) = m for any y entering C(m). Using (11) we see that for
any such y
R1m− R2 ≤ AF (y) ≤ R1m+R2.
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Therefore, since the Floer chain C(m) representing a(m) was chosen arbitrarily,
R1m−R2 ≤ c(a
(m), f) ≤ R1m+R2 for every m ∈ I.
Combining it with (12) we see that
R1m0 − R2 ≤ c(a, f) ≤ R1m0 +R2,
and hence c(a, f) is finite. The rest of the proof in [28] of the finiteness and
continuity of spectral invariants can be carried over to our case in a direct
fashion. In particular, the continuity follows from the following C0-estimate
[28], [41]. For any Hamiltonians F ′, F ′′ ∈ F and a ∈ QHev(M) one has∫
S1
−max
M
(F ′t − F
′′
t ) dt ≤ c(a, ψ˜F ′)− c(a, ψ˜F ′′) ≤
≤
∫
S1
−min
M
(F ′t − F
′′
t ) dt. (13)
The numbers c(a, f) are called spectral invariants of an element f ∈ G˜.
One can show that they all lie in the action spectrum spec(f) [28],[30], [41]
(this is obviously true for a generic Hamiltonian from the original definition
(10) of d) and persist under conjugations in G˜ (see [28], [30], [41], cf. [13]).
Spectral invariants will play a crucial role below in the construction of the
Calabi quasimorphism.
2.6.4 Spectral invariants as characteristic exponents
A function χ : V → R ∪ −∞ on a vector space V over C is called a charac-
teristic exponent if
• χ(v) ∈ R for all non-zero v ∈ V and χ(0) = −∞;
• χ(δ · v) = χ(v) for every non-zero δ ∈ C and v ∈ V ;
• χ(v1 + v2) ≤ max(χ(v1), χ(v2)) for all v1, v2 ∈ V .
This notion (which appears in the theory of Lyapunov exponents in Dynam-
ical Systems, see e.g. [12]) is relevant in our study of spectral invariants. It
is a straightforward consequence of the definitions that for a given f ∈ G˜ the
function
c(·, f) : QHev(M)→ R, a 7→ c(a, f)
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is a characteristic exponent on QHev(M). Starting from this observation, one
can apply various known facts about characteristic exponents to the spectral
invariants. For instance, for every f ∈ G˜ and m ∈ Z the set
{c(a, f) | a ∈ QH2m(M)}
has at most dimCQH2m(M) distinct elements. The well known fact which
will be used below is as follows. We formulate it in the language of charac-
teristic exponents.
Proposition 2.1. Let χ : V → R be a characteristic exponent. Assume that
χ(v1) < χ(v2). Then χ(v1 + v2) = χ(v2).
Proof: By definition, χ(v1 + v2) ≤ χ(v2). Assume on the contrary that
χ(v1 + v2) < χ(v2). Then (using that χ(−v1) = χ(v1)) we have
χ(v2) = χ(−v1 + (v1 + v2)) ≤ max(χ(v1), χ(v1 + v2)) < χ(v2),
a contradiction. Hence χ(v1 + v2) = χ(v2).
2.6.5 Spectral invariants of the identity
Define a function ν : QHev(M) → Z as follows. For a non-zero element
a =
∑
Ajs
j ∈ QHev(M) set ν(a) to be the maximal j such that Aj 6= 0. We
claim that
c(a, 1G˜) = Ων(a), (14)
where 1G˜ stands for the identity in G˜.
Indeed, according to [28] and [41], c(A, 1G˜) = 0 for any singular homology
class A 6= 0. Suppose now that a 6= 0 is an arbitrary quantum homology class.
In view of formula (12) above it suffices to prove the claim assuming that a
is homogeneous in the sense of the grading. In this case a is given by a finite
sum of the form a =
∑
mAms
m, where Am ∈ Hev(M).
Using the k-linearity of the identification between V∞(f) and QHev(M)
and formula (9) one easily gets that
c(sb, f) = c(b, f) + Ω for all b ∈ QHev(M), f ∈ G˜.
Therefore c(Ams
m, 1G˜) = Ωm+c(Am, 1G˜) = Ωm for anym such that Am 6= 0.
In view of Proposition 2.1
c(a, 1G˜) = maxm:Am 6=0
Ωm = Ων(a),
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and the claim follows (cf. [30]).
In fact, given an arbitrary a ∈ QHev(M) one can calculate c(a, f) not
only for f = 1G˜ but for any f ∈ π1(G) ⊂ G˜, i.e. for any lift of 1 ∈ G to G˜ –
see Section 4.
2.6.6 Pair-of-pants product
There exists a so-called pair-of-pants product [32]
Vα(f)× Vβ(g)→ Vα+β(fg), (v, w) 7→ v ∗PP w.
It agrees with the quantum product, namely
iα+β(v ∗PP w) = iα(v) ∗ iβ(w).
This immediately yields the following triangle inequality for spectral invari-
ants:
c(a ∗ b, fg) ≤ c(a, f) + c(b, g), a, b ∈ QHev(M).
2.6.7 Natural projections
The natural projection of Floer complexes C∞(F )→ C∞(F )/Cα(F ) induces
a homomorphism
πα : QHev(M) = V∞(f)→ V
α(f).
between their homology. The homological exact sequence yields Kernel πα =
Image iα. In the case we wish to emphasize the dependence of πα on the
element f we will write πα{f}.
2.6.8 Poincare´ duality
Each critical point y of AF of Conley-Zehnder index ind (y) is also a critical
point of A−F of Conley-Zehnder index 2n − ind (y). Moreover there exists
a non-degenerate intersection pairing between the Floer complex associated
to F and the Floer complex of −F leading to the Poincare´ duality in the
Floer homology theory similarly to the situation in the classical Morse ho-
mology theory. One can show that for every α ∈ R the space Vα(f
−1) is
canonically isomorphic to Hom (V −α(f),C). This isomorphism gives rise to
a non-degenerate pairing L : Vα(f
−1) × V −α(f) → C which agrees with the
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intersection pairing Π on the quantum homology (see equation (7) of Section
2.3):
Π(iα{f
−1}a, b) = L(a, π−α{f}b)
for every a ∈ Vα(f
−1) and b ∈ QHev(M). These statements can be extracted
from [32].
2.7 Comparing spectral invariants of f and f−1
For an element b ∈ QHev(M)\{0} denote by Υ(b) the set of all a ∈ QHev(M)
with Π(a, b) 6= 0.
Lemma 2.2.
c(b, f) = − inf
a∈Υ(b)
c(a, f−1)
for all b ∈ QHev \ {0} and f ∈ G˜.
Proof: Set
δ = inf
a∈Υ(b)
c(a, f−1).
The proof is divided into two steps.
1) Take arbitrary ǫ > 0 and set α = ǫ− c(b, f). Then b /∈ Image i−α{f}, so
by 2.6.7
w := π−α{f}b 6= 0.
Since the pairing L is non-degenerate, there exists v ∈ Vα(f
−1) such that
L(v, w) 6= 0. Put a0 = iα{f
−1}v. By 2.6.8 we have L(v, w) = Π(a0, b) 6= 0.
We see that c(a0, f
−1) ≤ α, so δ ≤ α = ǫ−c(b, f). Since this inequality holds
for every ǫ > 0 we conclude that δ ≤ −c(b, f).
2) Take arbitrary ǫ > 0 and set α = −c(b, f) − ǫ. Then b ∈ Image i−α{f},
so by 2.6.7 π−α{f}b = 0. Assume that there exists a ∈ Υ(b) such that
c(a, f−1) < α. Then a ∈ Image iβ{f
−1} for some β < α, and hence a ∈
Image iα{f
−1} in view of 2.6.2. Take v ∈ Vα(f
−1) so that a = iα{f
−1}v. By
2.6.8
Π(a, b) = L(v, π−α{f}b) = 0,
and we get a contradiction with the assumption Π(a, b) 6= 0. Hence
c(a, f−1) ≥ α for every a ∈ Υ(b), so δ ≥ α = −c(b, f) − ǫ. Since this is
true for every ǫ > 0 we get that δ ≥ −c(b, f). Combining this with the
inequality proved in Step 1 we conclude that δ = −c(b, f) as required.
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3 Constructing the quasimorphism
3.1 Spectral numbers define a quasimorphism r on G˜
Suppose that the algebra Q = QHev(M) is semi-simple, and let Q = Q1 ⊕
... ⊕ Qd be its decomposition into the direct sum of fields. Denote by e the
unity of Q1.
Theorem 3.1. The function
r : G˜→ R, f 7→ c(e, f)
is a quasimorphism.
The proof is given in Section 3.3 below. For the proof we need the fol-
lowing lemma.
3.2 A lemma from non-Archimedian geometry
Let ν : Q→ Z be the function introduced in 2.6.5.
Lemma 3.2. There exists R > 0 such that ν(b) + ν(b−1) ≤ R for every
b ∈ Q1 \ {0}.
We are grateful to V. Berkovich for explaining to us the proof. The reader
is referred to [16] for preliminaries on non-Archimedian geometry.
Proof: For ς ∈ k set |ς| = exp ν(ς). Then | | is a non-Archimedian absolute
value on k, and the field k is complete with respect to | |. For b ∈ Q1 put
||b|| = exp ν(b). Then || || is a norm on Q1, where Q1 is considered as a
vector space over k. Since the field Q1 is a finite extension of k, the absolute
value | | extends to an absolute value ||| ||| on Q1. Furthermore, all norms
on a finite-dimensional space over k are equivalent. Thus there exists δ > 0
so that
||b|| ≤ δ · |||b|||
for every b ∈ Q1. Therefore for b 6= 0
||b|| · ||b−1|| ≤ δ2 · |||b||| · |||b−1||| = δ2,
where the last equality follows from the definition of the absolute value.
Therefore ν(b) + ν(b−1) ≤ R with R = 2 log δ. This completes the proof.
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3.3 Proof of Theorem 3.1
Note that e ∗ e = e. By the inequality in Section 2.6.6 we have
c(e, fg) = c(e ∗ e, fg) ≤ c(e, f) + c(e, g). (15)
Similarly,
c(e, fg) ≥ c(e, f)− c(e, g−1).
Applying Lemma 2.2 we get that
c(e, fg) ≥ c(e, f) + inf
b:Π(b,e)6=0
c(b, g). (16)
Our next goal is to find a lower bound for c(b, g) provided Π(b, e) 6= 0. Write
b = b1 + ... + bd where bi ∈ Qi for all i = 1, ..., d. Then formula (7) of
Section 2.3 yields
Π(b, e) = τ∆(b ∗ e, [M ]) = τ∆(b1, [M ]) 6= 0.
This immediately implies that b1 6= 0 and ν(b1) ≥ 0. Therefore b1 is invertible
in Q1 and ν(b
−1
1 ) ≤ R, where R is the constant from Lemma 3.2. Applying
2.6.6 we obtain
c(b, g) ≥ c(b ∗ e, g)− c(e, 1G˜) = c(b1 ∗ e, g)− c(e, 1G˜)
≥ c(e, g)− c(b−11 , 1G˜)− c(e, 1G˜).
Using 2.6.5 we get that
c(b−11 , 1G˜) = Ων(b
−1
1 ) ≤ ΩR,
and therefore
c(b, g) ≥ c(e, g)− ΩR − c(e, 1G˜).
Substituting this into (16) we see that
c(e, fg) ≥ c(e, f) + c(e, g)− const.
Together with (15) this proves that the map r which sends f to c(e, f) is a
quasimorphism.
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3.4 Building a Calabi quasimorphism µ˜ from r
Consider now a homogeneous quasimorphism µ˜ : G˜→ R given by
µ˜(f˜) = −vol (M) · lim
m→∞
r(f˜m)
m
, (17)
where r(f˜) = c(e, f˜) and
vol (M) =
∫
M
ωn.
Let D be the class of all displaceable open subsets of M as in (3).
Proposition 3.3. The restriction of µ˜ on G˜U coincides with the Calabi ho-
momorphism C˜alU for every U ∈ D.
Proof: We follow closely the work by Yaron Ostrover [31]. Take an open
subset U ∈ D. By definition there exists a Hamiltonian diffeomorphism
h ∈ G which displaces U :
h(U) ∩ Closure (U) = ∅.
Fix any lift h˜ of h to G˜. Let F : M × R → R be a Hamiltonian function
which is 1-periodic in time and satisfies F (x, t) = 0 for all t ∈ R, x ∈M \ U .
Write ft for the corresponding Hamiltonian flow, and f˜t for its lift to G˜. Put
f˜ = f˜1 and note that the periodicity of F in t yields f˜m = f˜
m for all m ∈ Z.
Put
F ′(x, t) = F (x, t)− {vol (M)}−1 ·
∫
M
F (x, t)ωn.
Note that F ′(x, t) generates the same flow ft and satisfies the normalization
condition
∫
M
F ′(x, t)ωn = 0 which enters the definition of the action func-
tional (see Section 2.4). Consider the family h˜f˜t, t ∈ R. Since hU ∩ U = ∅
and ft(U) = U the fixed point set of hft coincides with the fixed point set
of h for every t, and hence lies outside U . Moreover, for every t and every
x ∈M \ U we have F ′(x, t) ≡ u(t) where
u(t) = −{vol (M)}−1 ·
∫
M
F (x, t)ωn.
27
Using this one can calculate the action spectrum of hft:
spec(h˜f˜t) = spec(h˜) + w(t), where w(t) :=
∫ t
0
u(z)dz.
Consider the function ψ(t) = r(h˜f˜t) = c(e, h˜f˜t). It is continuous and takes
values in spec(h˜f˜t) (see 2.6.3). Since spec(h˜) is a closed nowhere dense subset
of R we conclude that there exists s0 ∈ spec(h0) such that ψ(t) = s0 + w(t).
Hence r(h˜f˜m) = s0 + w(m). Using that r is a quasimorphism we calculate
µ˜(f˜) = −vol (M) · lim
m→+∞
r(h˜f˜m)
m
= −vol (M) · lim
m→+∞
w(m)
m
=
∫ 1
0
dt
∫
M
F (x, t)ωn = C˜alU(f˜).
This completes the proof.
3.5 From G˜ to G
Proposition 3.4. Suppose that π1(G) is finite. Then the quasimorphism
µ˜ : G˜→ R descends to a homogeneous Calabi quasimorphism µ : G→ R.
Proof: The fundamental group π1(G) is the kernel of the natural projection
G˜→ G. Note that π1(G) lies in the center of G˜. Then
µ˜(φf˜) = µ˜(φ) + µ˜(f˜)
for every φ ∈ π1(G) and f˜ ∈ G˜. This is true since for any m the quanti-
ties mµ˜(φf˜) = µ˜((φf˜)m) and µ˜(φm) + µ˜(f˜m) = m(µ˜(φ) + µ˜(f˜)), which are
homogeneous with respect to m, differ by a constant which is independent
of m. Since π1(G) is finite µ˜ vanishes on π1(G). Hence µ˜(φf˜) = µ˜(f˜), so µ˜
descends to a function µ : G→ R. Using Proposition 3.3 one readily checks
that µ is the required quasimorphism.
3.6 Hofer metric and the continuity properties of µ˜
and µ
As before we write F for the space of all normalized time-dependent Hamil-
tonians on M . This space is equipped with a C0-norm given by formula (5).
We denote by ψ˜F the element of G˜ generated by a Hamiltonian F ∈ F .
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The Hofer metric on G (see Section 1.2.3) can be lifted to a bi-invariant
pseudo-metric ρ˜ on G˜ defined as follows. Let ψ ∈ G, let ψ˜ ∈ G˜ be its lift, let
1 be the identity in G and 1G˜ the identity in G˜. Then
ρ˜(1G˜, ψ˜) = infF
∫
S1
‖Ft‖C0 dt,
where the infimum is taken over all F ∈ F such that ψ˜ = ψ˜F . In particular,
ρ(1, ψ) = inf
F
ρ˜(1G˜, ψ˜F ), (18)
where the infimum is taken over all Hamiltonians F generating ψ (or, equiv-
alently, over all lifts ψ˜F of ψ to G˜).
We will prove now that µ˜ is a continuous function on G˜ and is Lipschitz
with respect to ρ˜.
Proposition 3.5. Let µ˜ : G˜ → R be the Calabi quasimorphism constructed
above. Then for any Hamiltonians H ′, H ′′
|µ˜(ψ˜H′)− µ˜(ψ˜H′′)| ≤ |vol (M)| · ρ˜(ψ˜H′ , ψ˜H′′) ≤
≤ |vol (M)| ·
∫
S1
‖H ′t −H
′′
t ‖C0 dt, (19)
and therefore µ˜ : G˜→ R is continuous.
Proposition 3.5 together with (18) immediately lead to the following corol-
lary.
Corollary 3.6. If the quasimorphism µ˜ : G˜→ R constructed above descends
to a quasimorphism µ : G→ R then for any Hamiltonians H ′, H ′′
|µ(ψH′)− µ(ψH′′)| ≤ |vol (M)| · ρ(ψH′ , ψH′′) ≤
≤ |vol (M)| ·
∫
S1
‖H ′t −H
′′
t ‖C0 dt, (20)
and therefore µ : G→ R is a continuous function.
Proof of Proposition 3.5: Suppose that H ′ and H ′′ generate Hamiltonian
flows {ft} and {gt} which give rise to the elements f := ψ˜H′ and g := ψ˜H′′ .
Recall that the Hamiltonian H ′♯H ′′(x, t) := H ′(x, t)+H ′′(g−1t (x), t) generates
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the flow {ftgt} and the Hamiltonian H ′(x, t) := −H
′(ft(x), t) generates the
flow {f−1t }. Set H := H
′♯H ′′. Thus
ψ˜−1H′ ψ˜H′′ = ψ˜H ,
where H(x, t) = −H ′(ft(x), t) +H
′′(ft(x), t). Observe that for each t
‖Ht‖C0 = ‖H
′
t −H
′′
t ‖C0 . (21)
Since ρ˜ is bi-invariant we have
ρ˜(f, g) = ρ˜(1G˜, f
−1g) ≤
∫
S1
‖Ht‖C0 dt .
Combining this with (21) we get the second inequality in (19).
Now let us prove the first inequality in (19). Indeed, according to (13),
for any a ∈ QH∗(M)
|c(a, f)− c(a, g)| ≤
∫
S1
‖H ′t −H
′′
t ‖C0 dt =
∫
S1
‖Ht‖C0 dt.
This inequality is true for any H ′ and H ′′ generating, respectively, f and
g, while its left-hand side depends only on the elements f, g ∈ G˜ and not
on the Hamiltonians that generate them. Thus taking in the right-hand side
the infimum over all H ′ and H ′′ generating, respectively, f and g, we obtain
|c(a, f)− c(a, g)| ≤ ρ˜(1G˜, f
−1g)
and hence
|c(a, fm)− c(a, gm)| ≤ ρ˜(1G˜, f
−mgm) (22)
Now observe that
f−mgm =
m−1∏
i=0
g−i(f−1g)gi.
Thus
ρ˜(1G˜, f
−mgm) ≤
m−1∑
i=0
ρ˜(1G˜, g
−i(f−1g)gi) ≤ mρ˜(1G˜, f
−1g), (23)
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where the last inequality holds because ρ˜ is bi-invariant. Combining (22)
with (23) we see that
1
m
|c(a, fm)− c(a, gm)| ≤ ρ˜(1G˜, f
−1g) = ρ˜(f, g). (24)
Now take a to be the unit element e of the field Q1 involved in the defini-
tion of the quasimorphism r = c(e, ·) : G˜ → R (see Section 3.1) and recall
that, according to its definition, µ˜(f) = −vol (M) limm→+∞ c(e, f
m)/m (see
Section 3.4). Together with (24) this yields
|µ˜(f)− µ˜(g)| ≤ |vol (M)| · ρ˜(f, g),
proving the first inequality in (19). The proposition is proven.
3.7 Proofs of Theorems 1.3 (for M = S2, S2 × S2,CP 2)
and 1.5
Proof of Theorem 1.5: According to Theorem 3.1 and Proposition 3.3,
the function µ˜ : G˜ → R constructed above is a homogeneous Calabi quasi-
morphism. In view of Proposition 3.5 it is continuous (and even Lipschitz
with respect to the Hofer pseudo-metric on G˜). This proves Theorem 1.5.
Proof of Theorem 1.3 for M = S2, S2 × S2,CP 2: Let (M,ω) be one
of the manifolds S2, S2 × S2,CP 2. Then (M,ω) is spherically monotone.
The quantum homology algebra QHev(M) is semi-simple (see Section 2.3).
Thus Theorem 1.5 gives us a continuous homogeneous Calabi quasimorphism
µ˜ : G˜ → R. The fundamental group π1(G) is finite for M = S
2, S2 ×
S2,CP 2 (see [17]). Therefore, according to Proposition 3.4, µ˜ descends to a
homogeneous Calabi quasimorphism on µ : G→ R. In view of Corollary 3.6,
µ is continuous (and Lipschitz with respect to the Hofer metric on G). The
theorem is proven.
4 Spectral invariants and Hamiltonian loops
A homogeneous quasimorphism on an abelian group is always a homomor-
phism (the proof of this simple fact is actually contained in the proof of
Proposition 3.4 above). Thus the restriction of the quasimorphism µ˜ : G˜→ R
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constructed above on the abelian subgroup π1(G) ⊂ G˜ is a homomorphism.
In this section we obtain a formula for this homomorphism in terms of the
Seidel action of π1(G) on the quantum homology of M [43, 21]. As an appli-
cation we show that this homomorphism vanishes when M is the projective
space CP n endowed with the Fubini-Study form and thus complete the proof
of Theorem 1.3. The results of this section were communicated to us by Paul
Seidel.
4.1 Preliminaries on the Seidel action
4.1.1 Hamiltonian fibrations over S2
There exists a one-to-one correspondence between homotopy classes of loops
in G and isomorphism classes of Hamiltonian fibrations over the 2-sphere
S2 with the fiber (M2n, ω), see [25, 35]. We denote by π : Eγ → S
2 the
fibration associated to a loop γ. An important invariant of such a fibration is
its coupling class W ∈ H2(Eγ,R) which is uniquely defined by the following
conditions: the restriction of W to each fiber coincides with the class of the
symplectic form, and its top power W n+1 vanishes.
Denote by T vertEγ the vector bundle over Eγ formed by all tangent spaces
of the fibers of π and by cvert1 the first Chern class of this bundle.
Take a positively oriented complex structure j on S2 and an almost com-
plex structure Jˆ on Eγ whose restriction on each fiber is compatible with the
symplectic form on it and such that the projection π is a (Jˆ , j)-holomorphic
map (see [43]).
Two (j, Jˆ)-holomorphic sections v1, v2 of π : Eγ → S
2 are said to be
equivalent if W ([v1(S
2)]) = W ([v2(S
2)]). Since M is assumed to be spheri-
cally monotone this condition is equivalent to cvert1 ([v1(S
2)]) = cvert1 ([v2(S
2)]).
Denote by Sγ the set of all such equivalence classes – it is an affine space mod-
eled on π¯2(M) ∼= Z. According to the definition, the maps v 7→ W ([v(S
2)])
and v 7→ cvert1 ([v(S
2)]) give rise to some correctly defined functions on Sγ .
From this moment on, given an equivalence class σ ∈ Sγ, we will denote by
W (σ), cvert1 (σ) the values of those functions on σ.
Recall that in our notation S is the positive generator of π¯2(M) and
Ω := (ω, S) > 0, N := (c1(M), S). Thus for a class σ ∈ Sγ a sum σ +mS,
m ∈ Z, stands for another class in Sγ so that:
W (σ +mS) =W (σ) +mΩ, cvert1 (σ +mS) = c
vert
1 (σ) +mN. (25)
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4.1.2 Gromov-Witten invariants revisited
Given σ ∈ Sγ and homology classes A,B,C ∈ Hev(M) let GWσ(A,B,C)
denote the Gromov-Witten number (cf. Section 2.2) , defined as follows. In
the fibers of π over 0, 1,∞ ∈ S2 pick the cycles Â, B̂, Ĉ realizing, respectively,
the homology classes A,B,C. Consider the sections from the class σ whose
intersection with the fibers over 0, 1,∞ belongs, respectively, to Â, B̂, Ĉ. If
there is a finite number of such sections count them with appropriate signs
and set GWσ(A,B,C) equal to the result. Otherwise set GWσ(A,B,C) to be
zero. The resulting number does not depend on the choice of cycles Â, B̂, Ĉ
– for details see [43].
4.1.3 Hamiltonian loops
Consider the space Λ of all smooth contractible loops in M (i.e. smooth
maps from S1 to M). Let Λ˜ be the cover of Λ introduced in Section 2.4. Its
elements are equivalence classes of pairs (x, u), where x ∈ Λ, u is an oriented
disk spanning x in M , and the equivalence relation is defined as follows:
(x1, u1) ∼ (x2, u2) iff x1 = x2 and the 2-sphere u1#(−u2) vanishes in π¯2(M).
The group G of all (smooth) identity-based loops in G acts on Λ: if
γ = {gt} ∈ G then the action Tγ : Λ→ Λ is defined as
Tγ{xt} = {gt(xt)}.
This map can be lifted (not uniquely!) to a map on Λ˜. In fact there is a
one-to-one correspondence between lifts of Tγ and classes of sections σ ∈ Sγ .
We denote the lift corresponding to σ by T˜γ,σ.
Suppose that Hamiltonian loop γ = {gt} ∈ G is generated by a normalized
Hamiltonian K : M × S1 → R, K ∈ F , and let H ∈ F . Consider the action
functional AH on Λ˜ (see Section 2.4). The following formula (see [43, 21]) is
crucial for our purposes:
(T˜ ∗γ,σ)
−1AH −AK♯H = −W (σ). (26)
In particular, the function in the left hand side is constant on Λ˜.
The action of T˜γ,σ on Λ˜ defines an isomorphism, which we will denote
by ι, between the Floer homology of H and the Floer homology of K♯H
[43]. According to Seidel’s theorem [43], under the identification of Floer
and quantum homology (see Section 2.6.1) this isomorphism between Floer
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homology groups corresponds to the multiplication by some class Ψ in the
quantum homology of M . This class is defined as follows:
Ψ =
∑
m∈Z
Aσ+mSs
−m, (27)
where Aσ+mS ∈ Hev(M) is uniquely determined by the condition
Aσ+mS ◦M C = GWσ+mS([M ], [M ], C)
for any C ∈ Hev(M).
Note also that in view of (26), the isomorphism ι shifts the filtration of
the Floer homology groups by W (σ):
ι : Vα(H)→ Vα+W (σ)(K♯H) (28)
for any α ∈ R.
4.1.4 Extending the field
In what follows it would be convenient to work with the extension k¯ of the
field k, where k¯ is formed by semi-infinite sums
∑
α∈R zαs
α, zα ∈ C, satisfying
the condition that for any α0 ∈ R there is only a finite number of terms with
zα 6= 0, α ≥ α0, in the sum. Define
QHev(M) := Hev(M)⊗C k¯ = QHev(M)⊗k k¯.
Naturally, QHev(M) ⊂ QHev(M). The function ν on QHev(M) defined in
Section 2.6.5 extends to a function on QHev(M) which we will denote by ν¯:
ν¯(
∑
α∈R
Aαs
α) = max{α : Aα 6= 0} .
4.1.5 Seidel action
Now we are ready to define the Seidel action which is given by a homomor-
phism Φ from the group π0(G) = π1(G) to the group of invertible elements
of QHev(M) (see [43, 21]) It sends the class of a loop γ to the element
Φγ =
∑
σ∈Sγ
Aσs
−W (σ)/Ω .
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4.2 A formula for the restriction of µ˜ on π1(G)
Proposition 4.1 (cf. [29]). Let [γ] ∈ π1(G) ⊂ G˜ be represented by a loop
γ. Then for any a ∈ QHev(M)
c(a, [γ]) = Ων¯(aΦ−1γ ).
Proof of Proposition 4.1: As before let K ∈ F be the normalized Hamil-
tonian generating γ. Fix a lift of Tγ associated to some section class σ.
Taking H to be the zero Hamiltonian generating the identity and applying
formulas (26),(27) and (28) we get that for any a ∈ QHev(M)
c(a, [γ]) = c(aΨ−1, 1G˜) +W (σ) = Ων(aΨ
−1) +W (σ) =
Ων¯(aΨ−1sW (σ)/Ω) = Ων¯(aΦ−1γ ).
The proposition is proven.
Now we will derive a formula for the restriction of µ˜ on π1(G). Recall
that the algebra Q = QHev(M) is assumed to be semi-simple and thus, as
an algebra over k, it decomposes into a direct sum of fields:
Q = Q1 ⊕ ...⊕Qd
(see Section 3.1). Let e be the unit element for the field Q1 involved in the
definition of the quasimorphisms r and µ˜ (see Sections 3.1 and 3.4) so that
µ˜(f˜) = −vol (M) · lim
m→∞
c(e, f˜m)
m
.
According to Proposition 4.1, for any [γ] ∈ π1(G) one has:
µ˜([γ]) = −vol (M) · Ω lim
m→+∞
ν¯(eΦ−mγ )
m
. (29)
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4.3 Proof of Theorem 1.3 in the case M = CP n
We consider the manifold M = CP n equipped with the Fubini-Study sym-
plectic form ω. We need to show that the Calabi quasimorphism µ˜ : G˜→ R
descends to a function on G, i.e. µ˜ vanishes on π1(G) ⊂ G˜. Indeed, ac-
cording to Proposition 3.4 and Corollary 3.6, this would give us a continuous
homogeneous Calabi quasimorphism on G.
Example 2.3.2 tells us that QHev(M) is a field. Therefore we can assume
that, in the notation of Section 4.2, e = [M ] and hence, according to (29)
µ˜([γ]) = −vol (M) · Ω lim
m→+∞
ν¯(Φ−mγ )
m
,
for any [γ] ∈ π1(G) represented by a loop γ. Thus it suffices to prove the
following fact:
lim
m→+∞
ν¯(Φ−mγ )
m
= 0. (30)
The proof of (30) splits into the following two propositions.
Proposition 4.2. Φγ is a monomial of the type δA
msβ for some 0 6= δ ∈
C, m ∈ Z, β ∈ R, where A ∈ H2n−2(CP
n) is the hyperplane class.
Proposition 4.3. If Φγ = δs
α for some 0 6= δ ∈ C then α = 0.
Postponing the proofs of the propositions we first finish the proof of (30).
Indeed, recall from Section 4.1.5 that the map γ 7→ Φγ is a homomorphism
from π1(G) to the group of invertible elements of QHev(M). Thus
Φγi = Φ
i
γ
for any i ∈ Z. Now using the explicit form of Φγ given by Proposition 4.2
and the equality A−(n+1) = s[M ] (see Example 2.3.2), we can write:
Φγ−(n+1) = Φ
−(n+1)
γ = δ
−(n+1)A−(n+1)ms−(n+1)β =
= δ−(n+1)[M ]s−(n+1)β+m = δ−(n+1)[M ],
where the last equality holds because of Proposition 4.3. But
ν¯(δ−(n+1)[M ]) = 0.
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Hence ν¯(Φγ−(n+1)) = 0. Since this is true for every γ we get that ν¯(Φ
k
γ) = 0
provided (n + 1) divides k. This immediately proves (30). The proof of
Theorem 1.3 in the case M = CP n is finished.
Proof of Proposition 4.2: One needs to show that there exists at most
one class σ ∈ Sγ such that GWσ([M ], [M ], C) 6= 0 for some C ∈ H∗(M). The
proof follows from the dimension count.
Indeed, assume σ1 = σ2+mS ∈ Sγ, m 6= 0, and GWσ1([M ], [M ], C1) 6= 0,
GWσ2([M ], [M ], C2) 6= 0 for some C1, C2 ∈ H∗(M). Since the Gromov-
Witten invariants are non-zero the virtual dimension of the corresponding
moduli spaces has to be zero. Using the formula for the virtual dimension
[43] we get:
deg (Ci) = 2n + 4− 2c
vert
1 (σi), i = 1, 2.
Hence, according to (25),
| deg (C1)− deg (C2)| = 2mN = 2m(n + 1),
because the minimal Chern number N of CP n is n+1. But on the other hand,
| deg (C1)−deg (C2)| cannot be bigger than 2n which leads us to contradiction
unless m = 0. The proposition is proven.
Proof of Proposition 4.3: Suppose Φγ = δ[M ]s
α, i.e. Aσ = δ[M ], δ ∈ C.
This means that Aσ ◦M P = GWσ([M ], [M ], P ) 6= 0, where P = [point].
Let M be the moduli space of (j, Jˆ)-holomorphic sections of the fibration
π : Eγ → S
2 belonging to the class σ ∈ Sγ . We need the following lemma.
Lemma 4.4. M is a smooth compact manifold.
Proof of Lemma 4.4: According to [43], M is a smooth manifold of di-
mension 2n. The Gromov compactness theorem [17] says that the only way
the compactness of M may fail is a so-called bubbling-off, when a sequence
of sections fromM converges to a curve in Eγ which is a connected union of
a pseudo-holomorphic section of π representing some σ′ ∈ Sγ and a number
of pseudo-holomorphic spheres lying in fibers of π. In such a case the total
energy has to be preserved, meaning that σ = σ′ + mS, m ≥ 1. But, just
as we already checked in the proof of Proposition 4.2, the virtual dimension
of the moduli space of pseudo-holomorphic sections belonging to the class σ′
equals 2n− 2m(n+1) < 0 and therefore such bubbling-off does not happen.
Therefore M is compact. The lemma is proven.
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Consider the evaluation map
ev :M× S2 → Eγ , (v, q) 7→ v(q).
Then dimM = 2n and the degree of the map ev is non-zero because
GWσ([M ], [M ], P ) 6= 0. Let η be the generator of H
2(S2) dual to the funda-
mental class. Represent ev∗(W ) ∈ H2(M)⊕H2(S2) as ev∗(W ) = θ+Rη for
some θ ∈ H2(M), R ∈ R. Recall that W n+1 = 0 and that θn+1 = 0, η2 = 0
for dimensional reasons. Therefore
0 = ev∗(W n+1) = (θ +Rη)n+1 = (n+ 1)Rθnη.
On the other hand, the restriction of the coupling class on any fiber of π is
the class of the symplectic form on that fiber. Therefore the product of the
n-th power of the coupling class with π∗η represents a non-zero multiple of
the fundamental class of Eγ . The image of this cohomology class under ev
∗
is non-zero, because the degree of ev is non-zero. Note also that ev∗π∗η = η.
Thus
0 6= ev∗(W nπ∗η) = (θ +Rη)nη = (θn + nRθn−1η)η = θnη.
Combining it with (n + 1)Rθnη = 0 we see that R = 0. But
R = ev∗(W )([S2]) = W (σ) = 0.
Now recall that Φγ = δ[M ]s
−W (σ)/Ω. Hence Φγ = δ[M ]. The proposition is
proven.
5 Calabi quasimorphism and combinatorics
of level sets of autonomous Hamiltonians
on the 2-sphere
5.1 Morse functions and abelian subgroups of Ham (S2)
Let ω be an area form on the 2-sphere S2 with total area 1. Fix a Morse
function F on S2, and consider the subspace HF ⊂ C
∞(S2) consisting of
all functions H whose Poisson bracket with F vanishes: {H,F} = 0. For a
smooth function H denote by ψH the time-1-map of the Hamiltonian flow
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generated by H . Note that the Poisson bracket of every two functions from
HF vanishes, and therefore the subgroup
ΓF = {ψH | H ∈ HF} ⊂ Ham (S
2)
is abelian. Intuitively speaking, ΓF is a maximal torus in Ham (S
2).
Write G = Ham (S2) and let µ be a continuous homogeneous Calabi
quasimorphism on G. The purpose of this section is to calculate the restric-
tion of any such µ on the subgroup ΓF . Note that since ΓF is abelian the
map µ : ΓF → R is a homomorphism. It turns out that the answer can be
given in terms of simple combinatorial data associated to the Morse function
F (see Theorem 5.2 below).
5.2 A measured tree associated to a Morse function
Let F : S2 → R be a Morse function. Look at connected components of non-
empty level sets of F . These components split into three different groups:
I. Points of local maximum/minimum of F ;
II. Immersed closed curves whose self-intersections correspond to critical
points of index 1 of F ;
III. Simple closed curves.
We denote by V1 and V2 the sets of all components of types I and II respec-
tively. Put V = V1 ∪ V2. Let us emphasize that V is a finite set.
The set S2 \
⋃
P∈V P is a union of a finite number of pairwise disjoint
open cylinders diffeomorphic to S1×R. Denote their collection by E . Every
cylinder C ∈ E is foliated by simple closed curves of type III. Denote by
eC the space of leaves of this foliation, which is naturally homeomorphic to
R. Consider the Reeb graph T associated to the function F as follows (see
[37], cf. [8]). Its vertices vP are in one-to-one correspondence with elements
P ∈ V, and its open edges are eC , C ∈ E . We say that an edge eC connects
vertices vP and vQ if ∂C ⊂ P ∪ Q. Note that vertices vP , P ∈ V1 are free.
This means that vP is adjacent to only one edge. If P ∈ V2 the vertex vP lies
in the interior of T . Let us emphasize that every point x ∈ T corresponds to
a subset of S2 which is denoted by γx.
We claim that in fact T is a tree. Indeed remove a point x ∈ T lying
on any open edge. Since S2 \ γx is disconnected we conclude that T \ {x} is
disconnected as well, so T has no cycles. The claim follows.
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Introduce a probability measure ̺ on the tree T which is uniquely deter-
mined by the following conditions. Given two points x, y lying on the open
edge eC , C ∈ E , we define the measure ̺([x, y]) of the segment [x, y] as the
area of the subcylinder of C bounded by closed curves γx and γy. We also
require that all the vertices have measure 0.
By definition, a measured tree is a finite tree equipped with a non-atomic
Borel probability measure whose restriction on every open edge is homeomor-
phic to the Lebesgue measure on an open interval. With this language, the
construction above associates a measured tree (T, ̺) with any Morse function
F on S2.
5.3 The median of a measured tree
Let (T, ̺) be a measured tree. A point x ∈ T is called a median if the
measure of each connected component of T \ {x} does not exceed 1
2
.
Proposition 5.1. Every measured tree has unique median.
Proof:
I. Uniqueness. Assume on the contrary that x and y are two distinct
medians. Denote by Y the connected component of T \ {y} which contains
x. Consider the collection X1, ..., Xm of all connected components of T \{x}.
Assume without loss of generality that y ∈ X1. Denote by α the open path
connecting x and y. Then
X2 ∪ ... ∪Xm ∪ α ⊂ Y,
so
m∑
i=2
̺(Xi) + ̺(α) ≤
1
2
.
But ̺(X1) ≤ 1/2 as well, and
m∑
i=1
̺(Xi) = 1,
so
m∑
i=2
̺(Xi) ≥
1
2
.
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This yields ̺(α) = 0, which contradicts to our assumption that x 6= y.
Uniqueness follows.
II. Existence. For a point x ∈ T denote by Zx the set of all connected
components of T \ {x}. Put
φ(x) = max
X∈Zx
̺(X).
We claim that φ is a lower semicontinuous function on T . Obviously, φ is
continuous at x if either x lies on an open edge of T or x is a free vertex.
Suppose that x is an interior vertex and Zx = {X1, ..., Xm}. Then
φ(x) = max
1≤i≤m
̺(Xi).
Take sufficiently small ǫ > 0 and consider a neighborhood U of x in T
consisting of all points y ∈ T which belong to the edges adjacent to x and
satisfy ̺([x, y]) < ǫ. Assume without loss of generality that y ∈ X1. Then
φ(y) = max(̺(X1)− ̺([x, y]),
m∑
i=2
̺(Xi) + ̺([x, y]))
for all y ∈ U . We see that φ(y) ≥ φ(x) − ǫ, and the claim on the lower
semicontinuity of φ follows.
Since T is compact, the function φ attains its minimal value at some point
x ∈ T . Let us check that φ(x) ≤ 1/2. Indeed, suppose on the contrary that
φ(x) = 1
2
+ δ with δ > 0. Let X be the (unique) connected component of
T \ {x} with ̺(X) = 1
2
+ δ. Denote by e the open edge of X adjacent to x.
Choose any point y ∈ e with ̺([x, y]) < δ. Note that X \ [x, y] is a connected
component of T \ {y} whose measure equals
̺(X)− ̺([x, y]).
Since this number is strictly bigger than 1
2
we conclude that it is equal to
φ(y). But then φ(y) < φ(x) which contradicts to the assumption that φ
attains its minimum at x. Therefore φ(x) ≤ 1/2, and hence x is a median.
This completes the proof of the proposition.
5.4 The calculation
Let µ : Ham (S2) → R be any continuous homogeneous Calabi quasimor-
phism. For a Morse function F on S2 consider the subgroup ΓF defined
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in Section 5.2. Recall that ΓF consists of all Hamiltonian diffeomorphisms
ψH , H ∈ HF , where the space HF consists of all functions whose Poisson
bracket with F vanishes. Below we calculate the homomorphism µ : ΓF → R
in terms of the measured tree (T, ̺) associated to F .
To state our result we start with the following simple observation. Take
any H ∈ HF . Since {H,F} = 0 the function H is constant on each connected
component of every level set of F . Therefore H descends to a function H¯ on
the tree T . Denote by x0 the median of (T, ̺).
Theorem 5.2. Let µ : Ham (S2)→ R be any homogeneous continuous Calabi
quasimorphism. Then
µ(ψH) =
∫
S2
H · ω − H¯(x0)
for every function H ∈ HF .
Proof of Theorem 5.2: Take a sequence of functions wi : R → R, i ∈ N
such that wi(s) ≡ H¯(x0) for |s − H¯(x0)| <
1
i
and wi converges uniformly
to w(s) = s as i → +∞. Take any H ∈ HF and put Hi = wi ◦ H . Then
the sequence Hi converges uniformly to H . Since µ is continuous, one has
limi→+∞ µ(ψHi) = µ(ψH) and hence it suffices to show that
µ(ψHi) =
∫
S2
Hi · ω − H¯i(x0)
for all sufficiently large i.
Denote by γx0 the level set component of F corresponding to the median
x0 ∈ T . Note that S
2 \ γx0 is the disjoint union of a finite number of open
disks which we denote by U1, ..., Um. By definition of the median, the area
of each Uj does not exceed
1
2
. Therefore every open subset whose closure lies
in Uj is displaceable. Consider the function K = Hi − H¯i(x0). Note that K
can be decomposed as follows:
K = K1 + ... +Km, where supp(Kj) ⊂ Uj , j = 1, ..., m.
Since µ is a Calabi quasimorphism we obtain
µ(ψKj) =
∫
S2
Kj · ω.
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Note now that
ψHi = ψK = ψK1 ◦ ... ◦ ψKm .
Therefore
µ(ψHi) =
m∑
j=1
µ(ψKj) =
m∑
j=1
∫
S2
Kj · ω =
∫
S2
Hi · ω − H¯i(x0),
because µ is homogeneous, all ψKj commute and
∫
S2
ω = 1. The proof is
finished.
5.5 Proof of Corollary 1.9
First assume that M is any of the manifolds listed in Theorem 1.3 and µ
is the specific continuous homogeneous Calabi quasimorphism on G that
we constructed in Section 3. Let F be an autonomous Hamiltonian on M .
Corollary 3.6 immediately yields that
|µ(ψF )|
‖F‖C0
≤
limm→+∞ ρ(1, ψ
m
F )/m
‖F‖C0
= ζ(F ). (31)
Now let M = S2,
∫
M
ω = 1 and let the rest of the notation be as above.
Let Faut ⊂ F denote the set of all autonomous Hamiltonians on S
2 whose
integral over S2 is zero. Consider the set W ⊂ Faut of autonomous Hamilto-
nians F : S2 → R which satisfy the following properties:
a) F is a Morse function;
b) 0 is a regular value of F ;
c) no connected component of F−1(0) divides S2 into two parts of area
1/2.
Lemma 5.3. W is an open and dense subset in Faut with respect to the
C∞-topology.
The proof is easy and left to the reader. Now, according to the lemma,
a generic autonomous Hamiltonian F ∈ Faut belongs to W. For any such
F the value F¯ (x0) of F¯ at the median x0 is non-zero. (When we talk about
F¯ (x0) we view F as an element ofHF .) Therefore, according to Theorem 5.2:
µ(ψF ) = −F¯ (x0) 6= 0.
Thus |µ(ψF )| > 0 and hence, in view of (31), ζ(F ) > 0 for a generic F . This
finishes the proof of Corollary 1.9.
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5.6 Proof of Theorem 1.11
1) We think of S2 as of the round sphere
{x21 + x
2
2 + x
2
3 = 1} ⊂ R
3
endowed with the symplectic form ω which equals the spherical area form
divided by 4π (so the total area equals 1). Put F (x) = 1
2
x3. Note that F
is a Morse function on the sphere, which is in fact the moment map of the
1-turn rotation around the vertical axes. Therefore the measured Reeb graph
of F can be identified with the image of F , that is with the segment [−1
2
; 1
2
],
endowed with the Lebesgue measure. Its median of course is the point 0.
2) We start with the case when M is the annulus
{(p, q) ⊂ T ∗S1
∣∣∣ 0 < p < 0.1} .
Fix ǫ ∈ (0; 0.1). In view of the discussion above there exists a symplectic
embedding hǫ : M → S
2 which sends each circle {p = c} to the level set
{F = c− ǫ}.
Write GM for the group of Hamiltonian diffeomorphisms of M gener-
ated by Hamiltonians with compact support. The embedding hǫ induces a
monomorphism φǫ : GM → Ham (S
2). Let µ be a Calabi quasimorphism on
Ham (S2). Put µǫ = µ ◦ φǫ. Clearly this is a quasimorphism on GM . Let
U¯ ⊂ M be a closed disk with smooth boundary, whose interior is denoted
by U . Then its image hǫ(U¯) is displaceable in S
2, and therefore µǫ coincides
with the Calabi homomorphism on GU .
To show that any finite collection of µǫ’s is linearly independent over R
we shall proceed as follows. Take any compactly supported Hamiltonian of
the form H = H(p) on M . Denote by ψH the corresponding Hamiltonian
diffeomorphism. It follows from Theorem 5.2 that
µǫ(ψH) = CalM(ψH)−H(ǫ).
This immediately yields the linear independence.
Finally, after the obvious change of parameter, we can assume that ǫ runs
over R instead of (0; 0.1). This completes the proof in the case when M is
the annulus.
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3) Let us turn to the case when M is the disk
{(p, q) ∈ R2
∣∣∣ π(p2 + q2) < 1} .
Fix ǫ ∈ (1
2
; 1). There exists a conformally symplectic embedding hǫ : M → S
2
which sends each circle {π(p2 + q2) = c}, c ∈ (0; 1) to the level set {F =
1
2
− ǫ · c}. The embedding hǫ induces a monomorphism φǫ : GM → Ham (S
2).
Let µ be a Calabi quasimorphism on Ham (S2). Then µǫ = ǫ
−2 · µ ◦ φǫ is a
Calabi quasimorphism on GM .
To show that any finite collection of µǫ’s is linearly independent over R we
shall proceed as follows. Take any compactly supported Hamiltonian of the
formH = H
(
π(p2+q2)
)
onM . Denote by ψH ∈ Ham (M) the corresponding
Hamiltonian diffeomorphism. It follows from Theorem 5.2 that
µǫ(ψH) = CalM(ψH)− ǫ
−1H(ǫ−1/2).
This immediately yields the linear independence.
Finally, after the obvious change of parameter, we can assume that ǫ runs
over R instead of (1
2
; 1). This completes the proof in the case when M is the
disk.
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