Abstract There is increasing interest in the data mining and network management communities in improving existing techniques for the prompt analysis of underlying traffic patterns. Anomaly detection is one such technique for detecting abnormalities in many different domains, such as computer network intrusion, gene expression analysis, financial fraud detection and many more. Clustering is a useful unsupervised method for both identifying underlying patterns in data and anomaly detection. However, existing clustering-based techniques have high false alarm rates and consider only individual data instances for anomaly detection. Interestingly, there are traffic flows which seem legitimate but are targeted at disrupting a normal computing environment, such as the Denial of Service (DoS) attack. The presence of such anomalous data instances explains the poor performances of existing clustering-based anomaly detection techniques. In this paper, we formulate the problem of detecting DoS attacks as a collective anomaly which is a pattern in the data when a group of similar data instances behave anomalously with respect to the entire dataset. We propose a framework for collective anomaly detection using a partitional clustering technique to detect anomalies based on an empirical analysis of an attack's characteristics. We validate our approach by comparing its results with those from existing techniques using benchmark datasets.
Introduction
Network traffic analysis is a process of inferring patterns in communication which is a vital part of a network administrators job for maintaining the smooth operation of a network. Network professionals need to understand the underlying traffic patterns in data in order to protect a network and plan its capacity. In today's networked environment, the impact of even a limited period of network disruption is high for an organization. Consequently, there has been renewed interest in using a proactive and efficient network traffic analysis to detect anomalies in network traffic which is an important concern in terms of network security. The reliance on computer networks and their increasing connectivity has also raised the probability of damage being caused by various types of network attacks. These attacks, also called intrusions, are difficult to both detect and prevent, with security policies having to adjust to rapid changes in systems and applications. A threat/attack refers to anything which has detrimental characteristics which compromise a host or network. The poor design of a network, the carelessness of its users and/or the mis-configuration of its software or hardware cause vulnerabilities. Due to the continuous increase in variants of known network attacks, network traffic monitoring has become an important data analysis task [1] . It is almost impossible to predict the attacks an attacker is planning to launch. More importantly, a significant rise in sophisticated attacks has made the job of network professionals more challenging. To date, network attacks/intrusions have been handled by two dominant approaches: signature-based and anomaly detection. Although they seem totally opposite, they share a common characteristic or pitfall, that is, they depend on the knowledge supplied by a network expert.
Widely used signature-based systems [2] rely on extensive knowledge of the characteristics of network attacks. More clearly, a network expert provides details of the characteristics to the detection system so that an attack with a known pattern can be detected immediately it is launched. This is solely dependent on the attacks signature as a system is capable of detecting an attack only if its signature has been provided earlier by a network expert. It is clear that a system which can detect only what it knows is vulnerable when new attacks, which are constantly appearing in different versions and more stealthily, are launched. Even if a new attacks signature is created and incorporated in the system, the initial loss is irreplaceable and the repair procedure extremely expensive.
The concept of anomaly detection is to detect something which is different from the knowledge provided [3] [4] [5] [6] [7] , with the system detecting everything not in its knowledge base as anomalous. More specifically, this genre of approaches relies on the normal traffic activity profile to build the knowledge base and consider activities which deviate from this baseline profile as anomalous. The advantage of anomaly-based over signature-based techniques is their capability to detect attacks which are completely novel, assuming that they exhibit ample deviations from the normal profile. Simultaneously, as normal traffic not included in the knowledge base is considered an attack, there will be inadvertent false alarms. Therefore, anomaly detection needs to be trained to build a normal activity profile which is time consuming and also depends on the availability of completely normal traffic datasets. In practice, it is very rare and expensive to obtain attack-free traffic instances. Moreover, in today's dynamic and evolving network environments, it is really difficult to keep a normal profile up-to-date.
Motivation
The primary motivation of our research is to overcome the drawbacks of the abovementioned two dominant approaches for network intrusion detection. In recent years, the traditional philosophy of using a knowledge base or external supervision has been superseded by unsupervised anomaly detection techniques which are based on purely fundamental aspects of data mining, such as clustering [8] . Without relying on expert supervision, unsupervised anomaly detection uses clustering techniques to determine the underlying structures of unlabeled data as well as unknown behaviors. These techniques for network traffic analysis make the following two assumptions about the data.
-Assumption 1 'The majority of the network connections are normal traffic, only a small percentage of traffic are malicious [9] . -Assumption 2 'The attack traffic is statistically different from normal traffic' [10] .
The goal of unsupervised anomaly detection is to take a set of unlabeled data as input and accurately detect the attacks hidden in it. There is a possibility that the abovementioned assumptions will not always be true and, if not, the performance of the anomaly detection algorithm will be jeopardized; for example, DoS attack traffic instances do not follow these assumptions [11] . As DoS attacks are not significantly different from normal traffic and also occur in a similar fashion, their behaviors lead to the following assumption.
-Assumption 3 The variance of traffic features of normal traffic is higher than the traffic features of attack traffic.
In this paper, we propose an anomaly detection framework based on this assumption which, unlike traditional anomaly detection methods, includes a collective anomaly detection technique. In our approach, we choose a clustering algorithm which is a variant of the basic k-means algorithm [12] . We evaluate our technique using the widely accepted 1998 DARPA [13] and 1999 KDD Cup [14] datasets. The logic behind using these datasets is that they have been used in a large proportion of research on network traffic analysis [15] [16] [17] [18] [19] . We also use the Kyoto dataset [32] , which contains a present-day network traffic and attacks, to prove that our approach performs well not only with relatively old but also current network infrastructures. This paper is structured as follows. In Sect. 2, we briefly discuss the major network attacks. In Sect. 3, we explain the clustering techniques used in our approach. We examine different aspects of anomaly detection and related works on it in Sect. 4 before discussing our methodology in Sect. 5. We extensively describe the experimental results in Sect. 6 and conclude the paper in Sect. 7. 
Major Network Threats
According to Kendall et al [20] , attacks can be classified in the four major categories discussed below.
1. DoS is a type of misuse of the rights to the resources of a network or host. These attacks are targeted at disrupting a normal computing environment and rendering its service unavailable. A simple example of a DoS attack is denying legitimate users access to a web service when the server is flooded with numerous connection requests [21] . 2. Probe is used to gather information about a targeted network or host and, more formally, for reconnaissance purposes. 3. User to Root (U2R) is used when an attacker aims to gain illegal access to an administrative account to manipulate or abuse important resources. 4. Remote to Local (R2L) is used when an attacker wants to gain local access as a user of a targeted machine. Most commonly, the attacker tries a trial and error approach to guess the password through automated scripts, a/the brute force method, etc.
In this paper, we focus on identifying a DoS attack as it is evident from the characteristics of the aforementioned attacks that its traffic volume is significantly high; for example, in the 1999 KDD Cup benchmark intrusion detection dataset [14] , the proportion of network flows attributed to DoS attacks is much higher than those of other types, such as R2L, U2R and Probe. Table 1 shows the distributions of the classes of attacks. Not surprisingly, due to the volume of DoS attacks, most unsupervised anomaly detection techniques do not perform well for them due to the high false positive rates they obtain. The key issue is their underlying assumption that normal traffic is predominantly greater than anomalies, i.e., anomalies are rare incidents. However, this assumption does not hold for DoS attacks and, because of their volumes and inherent characteristics, it is a challenge to segregate normal and anomalous traffic in an unsupervised manner.
The key contribution of this paper is its accurate identification of DoS and similar attacks using the concept of collective anomaly-based x-means [22] clustering, as discussed in detail in the next section.
Clustering Methodology
Due to advances in computing and the proliferation of data repositories, to extract potentially useful information from data, appropriate knowledge discovery approaches are required. Clustering refers to unsupervised learning algorithms which do not need pre-labeled data to extract rules for grouping similar data instances [8] . The clustering process results in a given dataset being partitioned differently based on the different criteria used. Although there are different types of clustering techniques, we discuss those (k-means and x-means) that have been used to detect anomalous network activities.
Basic k-means Algorithm
The k-means is a well known unsupervised clustering algorithm [12] also known to converge to a local minimum of the distortion measure, i.e., the Euclidean distance. In it, each object is assigned to precisely one k cluster. Given two different sets of clusters produced by k-means, that which has the lower sum of squared error (SSE)/SST is considered better. SSE (1) and SST (2) are formally defined as
Why Use x-means Algorithm?
The k-means algorithm is a well-known and widely used unsupervised algorithm [23] . However, it suffers from a few major drawbacks, one of which is the number of clusters (k) required to be provided by the user. An approach for providing the value of k is to determine the value of the objective function, i.e., the SSE (1) and analyze its change based on different values of k. In Eq. (1), C i is the i th cluster and c i its centroid. However, as using this process for network traffic analysis is not very efficient due to the large data size, we use a variant of the k-means algorithm (x-means) which overcomes this problem through the following basic steps.
x-means clustering 1. Implement Improve-Params 2. Implement Improve-Structure 3. If K> K max , stop and report best scoring model found during search, 4. else go to step 1.
Unlike the k-means algorithm, the user specifies a range of k in which the potential k can be present. We apply the heuristic of taking the square root value of half the data size as the maximum range [24] with two the minimum. This is also called a rule of thumb for estimating the number of clusters (3).
Next, the Improve-Params part of the algorithm runs conventional k-means starting with the minimum value of k and continues until its maximum value is reached.
Simultaneously, the Improve-Structure operation determines whether and, if so where, new centroids should appear by splitting the centroids and calculating the values of the Bayesian information criterion (BIC). That is, the given dataset D is clustered using the k-means. Then, each cluster is split into two parts indicating that it has two centroids which are moved to distances proportional to the size of the region in the opposite direction. In each original clustered region, the k-means is applied with k = 2, and the BIC score calculated for k = 1,2. Using Eq. (4), if BIC(K = 1)>BIC(K = 2), the cluster retrieves its original centroid, otherwise it retains the split version, where l j (D) is the log-likelihood of the data according to the jth model and taken at the maximum likelihood point, p j the number of parameters in M j which refer to a family of alternative models and R the size of the dataset D.
Anomaly Detection
Anomaly detection is an important data analysis task, the main objective of which is to detect anomalous or abnormal data from a given dataset. It is an interesting area of data mining research as it involves discovering new and rare patterns in a dataset. It has been widely studied in statistics and machine learning, and is also known as outlier detection, novelty detection, deviation detection and exception mining [25] [26] [27] .
Fundamental Aspects of Anomaly Detection
Based on the characteristics of data instances, anomalies are grouped in the following three categories.
-Point Anomaly refers to a particular data instance which deviates from the normal pattern of the dataset. -Contextual Anomaly refers to a data instance which behaves anomalously in a particular context but not in others and is also termed a conditional anomaly. -Collective Anomaly refers to a collection of similar data instances which behave anomalously with respect to the entire dataset. It might happen that an individual data instance is not an anomaly by itself but, due to its presence in a collection, is identified as an anomaly. 
Key Assumptions in Clustering-based Anomaly Detection/related Works
Since the goal of clustering is to group similar data, it can be used to detect anomalous patterns in a dataset. The following three key assumptions are made when using clustering to detect anomalies.
1. Premise 1 if we create clusters of only normal data, any subsequent new data that do not fit well with the existing clusters are considered anomalies; for example, as density-based clustering algorithms do not include noise inside the clusters, noise is considered anomalous. In Fig. 1a , C1 and C2 are clusters containing normal instances, and A1 and A2 anomalies. 2. Premise 2 it has been found that, when a cluster contains both normal and anomalous data, the normal data lie close to the nearest clusters centroid but the anomalies are far away from the centroids (Fig. 1b) [23] . Mohiuddin et al. [23] considered an outlier according to a points distance from its centroid. If this distance is a fixed multiple of the mean distances of all other data points from the centroid, it is considered an outlier. Formally, ' 
an object (o) in a set of n objects is an outlier if the distance between it and its centroid is greater than p times the mean of the distances between that centroid and other objects'.
They also showed that removing outliers from clusters can significantly improve the objective function of clustering. 3. Premise 3 in a clustering which has clusters of various sizes, the smaller and sparser ones can be considered anomalous and the thicker ones normal. Instances belonging to clusters the sizes and/or densities of which are below a threshold are considered anomalous. Amer et al. [28] introduced the local density cluster-based outlier factor (LDCOF) which can be considered a variant of the CBLOF [29] . The LDCOF score (8) is calculated as the distance to the nearest large cluster divided by the average distances to that clusters center of the elements in it. This score is A when p ∈ C i ∈ SC, where C j ∈ LC and B when p ∈ C i ∈ LC.
He et al. [29] proposed a definition for cluster-based local anomalies which states that all the data points in a certain cluster are considered anomalies rather than single points, as shown in Fig. 1c in which clusters C1 and C3 are considered anomalous. They used some numeric parameters, i.e., α and β, to identify a small cluster (SC) and large cluster (LC). This clustering technique depends on these parameters but it is not clear how their values for different datasets can be determined. They used the SQUEEZER algorithm to cluster data as it achieves both a high quality of clustering and can handle high-dimensional data. Then, the Find-CBLOF algorithm determines the outlier factor of each individual record in the dataset, with the CBLOF(t) for each record (t) calculated as
and C i ∈ LC
5 Network Knowledge-Independent Collective Anomaly Detection (NKICAD)
In this section, we discuss in detail our proposed methodology for NKICAD, including its motivation, relationship between a DoS attack and collective anomaly, feature selection, proposed algorithm and variance-based DoS attack detection. 
Relationship Between DoS Attack and Collective Anomaly
As previously discussed, when a collection of similar data instances behave anomalously with respect to the entire dataset, it is termed a collective anomaly [30] . It is very likely that an individual data instance is not an anomaly by itself but, due to its occurrence in a group, is referred to as anomalous. Since we know that a DoS attack are intended to disrupt a normal computing environment, such as making resources unavailable, it may flood a web server with numerous anomalous connection requests but with only a single normal one. Let us present an example of a collective anomaly based on a DoS attack. 
Feature Selection
Publicly available benchmark network traffic datasets include the 1998 DARPA [13] and 1999 KDD Cup [14] from the MIT Lincoln Laboratory which, interestingly, have different sets of features. To accurately identify malicious traffic instances, we need to utilize the features able to reflect the behaviors of traffic instances. Although, in the 1999 KDD Cup dataset, there are forty-one features, we emphasize those which could help to identify both attacks that target service vulnerability and DoS attacks. These forty-one features are categorized in four major classes: basic/intrinsic, time-based, host-based and content-based. Of them, time-based traffic features are constructed to specifically detect high-volume fast-rate DoS attacks based on the number of connections made to the same destination host or service in the past two seconds. Also, in the DARPA dataset, along with regular features, such as the source, destination IP addresses, protocol, etc., we focus on the payload length because, as shown in [31] , it plays a vital role in network intrusion detection. Step 2. Find range (R)
Step 3. Use
Step 5. TF = (traffic features) Step 6. for each cluster i = 1:n Step 7.
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else recluster C i Step 13. 
NKICAD Algorithm
The proposed NKICAD algorithm first calculates the size of the dataset to provide input for the x-means algorithm to cluster the dataset. The heuristic used to determine the range (R) of the number of clusters in the dataset is discussed in Sect. 3.2. After clustering, we follow the assumption of clustering-based anomaly detection in a slightly modified way. Instead of nominating the smaller and sparser clusters as anomalous, we provide the priority for them to be anomalous and sort the clusters based on size. Then, the traffic features of the clusters produced are summed to make a single new traffic feature and each cluster is re-clustered, with the variances of the newly produced clusters calculated. The cluster with the minimum variance is considered a collective anomaly. If there is a situation in which some clusters produced have the same variance, re-clustering is performed and, if no more clustering is possible, the whole cluster is considered a collective anomaly. Table 5 shows such a scenario using the 1999 KDD Cup dataset. When its underlying data do not permit clustering, a collection is considered anomalous without its variance compared. Finally, all the candidate collective anomalies are grouped together and called an anomalous collection in a binary fashion instead of a score being given to each instance. Table 4 defines the notations used in our proposed NKICAD algorithm.
Variance-based DoS Attack Detection
In our proposed approach, the rationale behind re-clustering the dataset is to calculate its variances (10) . As the first clustering takes all the traffic features into account and may not group devious DoS attacks, we re-cluster each of the clusters and, in this case, summarize the traffic features by adding them together. This means that traffic features such as <srcbyte, dstbyte, count and srvcount> are converted to a new feature, the value of which is <srcbyte + dstbyte + count + srvcount>. Then, when clustering is applied again, a collective anomaly will be easier to detect by calculating the variances of the newly produced clusters; for example, the traffic sample in Table 5 will produce only one cluster and its variance will be zero. As previously stated, when a cluster cannot be re-clustered and the variance becomes zero, it is considered a collective anomaly.
In Eq. (10), x i is an instance and μ = 1 n n i=1 x i the mean of all instances. Instead of considering the SSE to differentiate the clustering results, we use variance because SSE is intended to measure clustering performances whereas variance is capable of identifying groups with similar traffic instances and we are converting the traffic features to a new one which is helpful for detecting a DoS attack. Interestingly, there is a relationship between SSE and variance. Mathematically, although they follow the same direction, variance is more appropriate for determining attack traffic following assumption 3 discussed in Sect. 1 whereas SSE helps to select the best clustering structure. We experimented with different datasets and found that, when the SSE decreased, so did the variance, as shown in Fig. 2 .
However, in terms of network traffic analysis, we conclude that variance is more helpful for identifying attacks. When there is a DoS attack, the corresponding traffic will have the same features but the normal traffic different ones. Therefore, the variance of attack traffic will be much lower than that of normal traffic.
Experimental Analysis
In this section, we validate our algorithm against the benchmark 1998 DARPA and 1999 KDD Cup datasets from the MIT Lincoln Laboratory [13, 14] . Despite being criticized for having redundant records that prevent algorithms from learning infrequent harmful records, they are the only publicly available labeled benchmark datasets and the only ones widely used in the domain of intrusion detection research. Testing our approach on the KDD Cup 1999 data-set achieved a convincing evaluation and made comparisons with other state-of-the-art techniques equitable. In addition, the Kyoto dataset [32] , which contains present-day network traffic and attacks, was also used to validate our approach. The experimental section provides the extensive research results obtained from our approach.
From Ocean to Pond
As, in order to examine the capability of our approach for identifying interesting patterns, we required network data containing known traffic patterns which are not readily available, we decided to use the widely accepted MIT Lincoln Laboratorys synthetic dataset for intrusion detection. This 1998 DARPA dataset provides 7 weeks of files containing raw traffic flow records, each with an associated label which indicates whether it was part of a normal or attack flow. In our experiment, we used traffic files from the Friday of the 7th week, with the rationale the presence of DoS attacks and their volumes. The overwhelming majority of the top ten attacks in this dataset is DoS ones [33] and, in particular, it includes Neptune, Smurf and Back attacks which fall into the DoS category. Due to the increasing bandwidths of networks, as a volume of network traffic data is often too large to analyze using traditional data mining techniques [34] , sampling is a popular method for improving scalability. For our experiment, we used a subset of DARPA traffic, the Friday of the 7th week, containing top DoS attacks according to frequency. However, our future work will include investigating summarization techniques for application on network traffic. We used ipsumdump tool [35] to extract the raw data and converted them to a humanly readable format. For clustering, we converted the IP addresses into integers since integers can uniquely represent them and replaced the protocols with numbers, i.e., TCP = 1, UDP = 2, ICMP = 3. In the 1999 KDD Cup dataset, four major attack types are labeled, as discussed in Sect. 2. We used only the features capable of reflecting attack behaviors, i.e., basic and time-based ones. We took a set of DoS attack traffic and one of normal traffic from the original dataset in which all the features used are continuous.
Identification of Collective Anomaly
In this experiment, we used the sample 1999 KDD Cup dataset from the UCI machine Learning Repository [14] which has 4000 instances in the common class (normal) and The probabilistic interpretation of the term Recall is that it is the probability that a relevant document is retrieved in a search. In the context of our experiment, we used the recall curve to show that the attacks detected from the benchmark dataset were retrieved correctly and, of the anomalies, the rare class instances were clearly identified.
Candidate collective anomalies have been compared against the top ratio anomalies in the CBLOF approach [29] and LDCOF method [28] . Top ratio anomalies are the number of anomalies specified as the top-k ones to the number of records in the dataset. Using the proposed technique, all the 1000 rare class instances in the dataset were found in only the first 1000 candidate collective anomalies, as shown in Fig. 3 . This result clearly demonstrates that not only did the proposed method achieve 100 % recall by finding all the rare class instances but did so in fewer candidate anomalies than the CBLOF (1000 of 1952, 51.2 %) and LDCOF (1000 of 1957, 51 %).
Accuracy
We measured the accuracy of our approach using the standard confusion metrics true positive (TP), false positive (FP), true negative (TN) and false negative (FN) computed using equation (11) .
-TP = no. of attacks correctly identified as attacks -FP = no. of normal traffic incorrectly identified as attacks -TN = no. of normal traffic correctly identified as normal -FN = no. of attacks incorrectly identified as normal
The results from the DARPA dataset were compared with those from the CBLOF [29] , LDCOF [28] and k-means algorithms, where clustering-based anomaly detection assumptions were used. Fig. 4 shows the experimental results which demonstrate that the proposed approach (NKICAD) (97 %) performed significantly better than the k-means (85 %), CBLOF (83 %) and LDCOF (83 %) techniques. Table 6 also displays the capabilities of four techniques to detect the presence of attacks in the dataset used. Our approach could detect all three types whereas k-means detected two (Neptune and Smurf ), and both CBLOF and LDCOF only one (Back).
Sensitivity
Sensitivity, also called the true positive rate/hit rate/recall, is another evaluation metric for anomaly detection techniques and is formally defined as For the Kyoto dataset [32] , the hit rates for the clustering-based anomaly detection techniques and our proposed approach are shown in Fig. 5 in which it is evident that NKICAD outperformed the others.
Comparison of NKICAD and Random Selection
In this experiment, we tried to evaluate if our proposed approach identified anomalies by chance by comparing it with an algorithm for random selection which randomly selects the same number of anomalies. We used our approach to detect collective anomalies and check for attacks. Then, we randomly detected the same number of anomalies and checked for attacks in them. In the Kyoto dataset, our proposed approach detected 89.12 % of attacks whereas the random one found only 41.52 %. In the DARPA dataset, NKICAD detected 100 % of attacks but the random process only 66 %. Also, in the 1999 KDD Cup dataset, our approach could identify 100 % of attacks but the random process only 21 %. This comparison demonstrates the effectiveness of our approach for detecting DoS attacks, as summarized in Fig. 6 .
Random detection

Begin
Step 1. Run NKICAD algorithm;.
Step 2. A = number of collective anomalies;
Step 3. Check for attacks in A;
Step 4. R = select A instances randomly from dataset; and
Step 5. Check for attacks in R. End 
Future Directions
One of the remaining challenges for network and data professionals is being able to analyze huge amounts of data in order to obtain knowledge. As computer network traffic is produced at a very fast rate, it is a difficult task to monitor a network in real time [36] . One promising solution to this problem can be using a summary of the data which can be analyzed faster and provide similar knowledge. Network traffic analysis can be performed on a summarized rather than complete dataset [37] and achieve higher efficiency in terms of attack detection. Therefore, summarization is a possible step in supporting real-time monitoring and reducing time complexity in network traffic analysis (Fig. 7) . According to Hoplaros D. et al. [38] , there are the following three important applications of data summarization in network traffic monitoring and intrusion detection.
-A summary of network traffic, instead of a huge dataset, can be used as input to anomaly detection algorithms to reduce the computational cost. -A summary of network traffic can provide an overview of the activities of the network to the administrator. -The alarms generated by intrusion detection systems can be summarized and ease the administrator's job.
Therefore, it is clear that the summarization of network traffic is an important aspect of research on both network traffic analysis and anomaly detection. In future, we will investigate data summarization and its use for network traffic analysis.
Conclusion
Anomaly detection is an important research area in the fields of data mining and machine learning. The current status of the increasingly complex and evolving internet has raised the significance of efficient network traffic analysis. In this paper, we accentuated the limitations of existing approaches for network anomaly detection based on clustering and developed a framework for knowledge-independent network anomaly detection. Unlike traditional approaches of point anomaly, we incorporated the concept of a collective anomaly for accurately detecting the most dreaded network attacks such as denial of service (DoS). We utilized the strengths of clustering algorithms and the concept of variance to implement our proposal. To validate our approach, we used the 1998 DARPA, 1999 KDD Cup and Kyoto datasets for experimental analysis and demonstrated that our approach outperformed current clustering-based anomaly detection techniques. We also highlighted the importance of data summarization for network traffic analysis and, in future, will develop an efficient summarization technique for capturing the underlying distribution of data and creating a summary capable of monitoring high-capacity networks. We will also extend our approach to support online data streams for efficiently identifying interesting patterns.
Appendix
The variance is a measure of the dispersion of the random variable about the mean. The variance of a random variable X with mean μ is given (13) as follows:
