Multiple reaction monitoring mass spectrometry (MRM-MS) of peptides with stable isotopelabeled internal standards (SISs) is increasingly being used to develop quantitative assays for proteins in complex biological matrices. These assays can be highly precise and quantitative, but the frequent occurrence of interferences requires that MRM-MS data be manually reviewed, a time-intensive process subject to human error. We developed an algorithm that identifies inaccurate transition data based on the presence of interfering signal or inconsistent recovery among replicate samples.
The technology of choice for detecting and quantifying analytes in complex samples is multiple reaction monitoring mass spectrometry (MRM-MS). 2 In MRM-MS, precursor ions for the analytes of interest are individually mass-selected and then fragmented by collisional or resonance excitation. One or more of the fragment ions (product ions) produced from the mass-selected precursor are monitored for purposes of identification and quantification. The most commonly used instrument for this type of analysis is the triple-quadrupole mass analyzer, in which quadrupole 1 (Q1) is used for mass selection, Q2 is used for fragmenting the analyte via collisional excitation with an inert gas such as nitrogen, and Q3 is used to monitor specific product ions (1 ) . The primary motivation for use of MRM-MS and monitoring just a few fragment ions from the analytes of interest rather than acquiring full-scan tandem mass spectrometry (MS/MS) spectra is to improve the limit of quantification and increase analytical speed.
The vast majority of experience in the development and use of MRM-MS over the past 3 decades has come from scientists engaged in the analysis of small molecules, chiefly for preclinical and clinical monitoring of drug metabolism and pharmacokinetics (2, 3 ) , for measuring concentrations of toxic or carcinogenic small molecules in the environment (2) (3) (4) , and for assaying concentrations of hormones (5, 6 ) as well as small biological molecules in the context of inborn errors of metabolism (7, 8 ) . These fields have long recognized that identifying analytes by monitoring and detecting only a few fragment ions is highly susceptible to false-positive identification and inaccurate quantifi-cation, a fact requiring additional measures to be taken to ensure correct identification and quantification (3, 6, 9, 10 ) . The key factors contributing to these problems are interference and ion suppression by the components of the biological sample matrix (e.g., plasma, tissue, cell lines, urine) (11, 12 ) . The components giving rise to these deleterious effects are often referred to as chemical and biological "noise," but in fact they are often real sample constituents, just not the analytes of interest. False-positive identifications in MRM-MS occur when other coeluting sample constituents also produce the product ions monitored for the analyte of interest. Suppression manifests as a change (most often a decrease) in the ion current response in the mass spectrometer for the same amount of analyte analyzed from different samples. Suppression effects increase with the complexity of the biological matrix and with the presence and concentration of ionizable sample constituents (e.g., phospholipids) that are invariably found in biologically derived samples. Even in cases in which considerable efforts have been taken to remove nonvolatile salts and to prepare samples as identically as possible, small unseen variations in sample constitution or chromatographic elution can produce interference or suppression in a sample that is not observed in a seemingly identical sample (11) (12) (13) (14) . Although an exact and universally accepted physiochemical explanation for suppression in electrospray ionization is still lacking, the phenomenon, its deleterious effect on quantitative analyses, and methods to compensate for the effect are well understood by the small-molecule community (11) (12) (13) (14) . The best way to deal with interference and suppression phenomena has been to use an internal standard, preferably an isotopically labeled version of the analyte itself. Such compounds behave identically to the analyte molecule with respect to chromatographic retention (with the exception of heavily deuterated analogs) and fragmentation behavior in the mass spectrometer but are distinguishable on the basis of their precursor mass and the masses of fragment ions containing the heavy isotopes. This methodology, referred to as "stable isotope dilution" (SID), has been used by the small-molecule community for decades (15) (16) (17) (18) and is being increasingly adopted by new fields, including proteomics (19 -22 ) .
The past decade has seen a surge in research related to the use of MS for protein quantification. In this approach, 1 or more peptides derived by enzymatic digestion of a target protein are measured by MS. Detection of the peptide(s) and their abundance in the sample are surrogates for the presence and the amount of the target protein in the sample. The technology of choice for detecting and quantifying peptides in complex biological samples and biofluids is MRM-MS (23) (24) (25) (26) (27) (28) . Unfortunately, the lessons learned by the small-molecule MS community [namely that the use of liquid chromatography-MS/MS (LC-MS/MS) methods is by itself no guarantee of either specificity or quantitative accuracy] and the methods this community has developed to cope with these analytical problems are only slowly being appreciated by proteomics scientists and integrated into practice. The potential for false-positive identification and inaccurate quantification of peptides in highly complex samples such as plasma, tissue lysate, or cell lines is likely to be substantially greater than for small-molecule analysis of these same biological matrices. In small-molecule MRM-MS analyses of biofluids, tissues, and cell lines, proteins are removed by precipitation before analysis, thereby eliminating a huge potential source of interference. In proteomics, not only do we have to contend with the already highly complex and wide concentration range of the protein complement of the sample, but we must also be able to assay for peptides derived from these proteins after enzymatic digestion, which increases the complexity of the sample by another 50-to 100-fold (29 ) .
Inaccurate quantification in peptide MRM-MS has many sources, including false-positive identification, suppression caused by matrix components, interference in 1 or more of the monitored product ion transitions, poor chromatography, MS instrumentrelated signal attenuation and saturation, and errors caused by the software used for peak detection and integration. We describe common sources of falsepositive identifications and inaccurate quantification in peptide MRM-MS and present methods and protocols to detect and prevent such problems. Although many algorithms and methods have been devised to accelerate and simplify the design and implementation of MRM-based experiments in proteomics (30, 31 ) , interferences in the MRM signals are not currently addressed and can drastically undermine the results obtained from quantitative experiments. Interferences are usually detected by painstaking and subjective manual examination of the raw data (32 ) . Protein quantification for candidate biomarker verification in clinical proteomics (21, 25, 26, 33 ) and the application of MRM-MS methods for basic biological studies in model systems such as yeast (27 ) increasingly require the ability to assay many tens to hundreds of proteins. Clearly, manual inspection of such data is no longer possible or desired. We have developed a new algorithm for automated detection of inaccurate and imprecise transitions (AuDIT) in the application of MRM-MS for quantitative analyses of peptides. This algorithm can be used both in methods development and in routine testing of patient samples.
Materials and Methods

RESPONSE CURVE WITH 3 AND 5 MRM TRANSITIONS PER PEPTIDE
A response curve consisting of peptides spiked into plasma was prepared as described previously (34 ) . In brief, for the 3-MRM data set, a 9-point response curve was generated by spiking 11 synthetic peptides (representing prostate-specific antigen, horseradish peroxidase, leptin, myelin basic protein, myoglobin, aprotinin, and C-reactive protein) into digested plasma (1 g/L) so as to span a concentration range of 1-500 fmol/L, with corresponding isotopically labeled ( 13 C/ 15 N) peptide standards added at a fixed concentration of 50 fmol/L to all samples [referred to as study I in (34 ) ]. A 1-L volume of each sample was analyzed in quadruplicate by LC-MRM-MS. Three data sets were acquired with a 4000 Q TRAP mass spectrometer (Applied Biosystems) at unit/unit resolution with a dwell time of 10 ms and an interscan delay time of 5 ms for each transition. One data set was acquired on a TSQ Quantum Ultra (Thermo Fisher Scientific) triplequadrupole mass spectrometer with a 10-ms dwell time for each transition at unit/unit resolution. In all cases, only data from 10 peptides were analyzed, owing to insufficient detection of the 11th peptide.
For the 5-MRM data set, an equimolar mixture of the 7 proteins was digested, added to digested plasma, and then diluted with digested plasma to generate a 9-point response curve spanning the same concentration range (1-500 fmol/L) in a digested-plasma background (1 g/L). Corresponding stable isotopelabeled internal standard (SIS) peptides were added to each sample at 50 fmol/L [referred to as study II in (34 ) ]. We monitored 5 MRM transitions for each analyte and SIS peptide on a 5500 Q TRAP mass spectrometer (Applied Biosystems) by scheduled MRM with a target cycle time of 0.5 s, a retention-time window of 90 s, and an interscan delay of 3 ms. The 2 additional transitions were selected from previous optimization experiments conducted with the synthetic peptides. The pooled and filtered human plasma used for all experiments was from Bioreclamation.
INDIVIDUAL SAMPLE DATA-CLINICAL SAMPLE SET
Samples were prepared and analyzed as described previously (26 ) . The protocol for obtaining blood from patients was approved by the Massachusetts General Hospital Institutional Review Board, and all individuals gave written informed consent. A subset of the data (2 peptides from C-reactive protein) monitored from 1 patient (3 time points) was selected for evaluating algorithm performance. The data set consisted of 2 process replicates of each time point analyzed in 3 technical replicates on a 4000 Q TRAP mass spectrometer.
Three transitions were monitored for each peptide and its corresponding SIS peptide.
GENERATION OF EXTRACTED ION CHROMATOGRAMS (XICs)
AND PEAK INTEGRATION
Data were imported into MultiQuant (version 1.1; Applied Biosystems/MDS Sciex) or Skyline (version 0.5; http://proteome.gs.washington.edu/software/skyline) (30 ) , where XICs were integrated to generate an exportable table containing the following necessary sample information: sample name, concentration, replicate number, peptide and transition (precursor/ product ion) information, peak area of analyte, and peak area of SIS peptide transitions.
PRE-AND POSTALGORITHM DATA NOTATION
After automatic integration of the data sets, we manually inspected the data (prealgorithm) to record any global aspects of the XICs or integration that might lead to incorrect quantification and added this information as a separate field or "note" in MultiQuant or Skyline, respectively. Observations included some of the following descriptions: inconsistent baseline integration for the analyte and SIS peptide transition; peak closely eluting to XIC that might obscure integration; interference; detector saturation; variable peak area ratio (PAR) in replicate samples; and the wrong peak integrated. After AuDIT was used to process the data, the same individual again manually inspected the data in a focused, AuDIT-directed manner to determine if the algorithm outcome agreed with the prealgorithm manual inspection and if not, which judgment (prealgorithm expert or algorithm) was correct. The comments were then amended postalgorithm to reflect the validity of the data for quantitative calculations.
DATA EXPORT AND PREPROCESSING
MRM-MS XICs that have been integrated with MultiQuant or Skyline are exported into comma-separated value (csv) files. These files are then imported by custom programs written in R [(35 ), http://www.r-project. org/], a statistical programming language. The csv files are reformatted to:
1. Extract required columns (including sample name, replicate number, peptide identification, transition information, area for analyte, and SIS area) in addition to other optional fields (such as retention time, signal-tonoise ratio, and so on). The pre-and postalgorithm annotation is also captured. 2. Combine pre-and postalgorithm annotation for replicates so that any comments made for any of the replicates of a sample are consistently captured and maintained.
3. Remove any samples (e.g., QC runs, blank sample runs, and so forth) that are not to be included in the analysis.
The preprocessed data were written out in a consistent format that AuDIT could then use to assess the quality of the transitions.
ALGORITHM IMPLEMENTATION AND EXECUTION
AuDIT was designed to extensively use the concept of "relative ratio," the ratio of the peak areas for any 2 transitions of the same precursor. All analyte (or all SIS) transition peak areas are used in pairs to calculate the ratio. The relative ratio is unlike the PAR, which is calculated as the ratio of analyte to SIS peak areas for a given transition of a specified precursor. The program reads the preprocessed data and executes the following steps:
1. Use all transitions of a peptide (peak area from XICs) to calculate relative ratios by either the minimalpairs or all-pairs method. The minimal-pairs method calculates the relative ratio of a given transition by dividing its peak area by the peak area of 1 other transition from the same precursor. The all-pairs method calculates ratios for all possible transition pairs generated from 1 precursor. This process is performed for each peptide analyte and its corresponding SIS so that the relative ratios of the analyte can be compared with the relative ratios of the SIS. 2. Apply the t-test to determine a P value for the hypothesis that the relative ratios for the analyte are different from the relative ratios of the SIS. 3. Use the Benjamini-Hochberg false-discovery rate method to correct the nominal t-test P values to account for multiple hypothesis testing (36 ). 4. Disaggregate the corrected P values for the relative ratios into combined P values for each transition. Each transition is used to calculate either 2 ratios for the minimal-pairs method or n Ϫ 1 ratios for the all-pairs method (where n is the total number of observed transitions for each peptide). Calculation of the P value for determining if a transition is problematic requires combining the P values for the respective relative ratios. Because the same peak areas from a given transition were used in calculating all its ratios, the resulting P values are not independent. These dependent P values are combined by means of a previously outlined methodology (37, 38 ) . 5. Calculate the CV for the PAR (analyte/SIS) from the results for all replicates in a transition for a given sample. 6. A transition is marked as "bad" if either the corrected combined P value for the transition is less than the P value threshold of 10 Ϫ5 or if the CV is greater than the CV threshold of 0.2 (20%). Transitions not satisfying either of these conditions are classified as "good."
Although the chosen thresholds work well for all the data sets evaluated in this study, they can be changed to fine-tune the algorithm as needed.
ALGORITHM VALIDATION
AuDIT's "good" and "bad" calls are compared with the global (prealgorithm) and focused (postalgorithm) annotation created by the expert. These comparisons are used to create 2 contingency matrices for each data set, as indicated in Table 1 and Table 1 in the Data Supplement that accompanies the online version of this article at http://www.clinchem.org/content/vol56/issue2. ROC curves and plots of sensitivity vs specificity are then created with the ROCR library in R (39 ) . The AuDIT software is available at http://www.genepattern.org/ modules/AuDIT.html.
Results
SOURCES OF INACCURATE QUANTIFICATION IN PEPTIDE
MRM-MS
Many factors can contribute to inaccurate quantification in MRM-MS, but the enormous sample complexity at the peptide level, combined with potential for overlapping precursor and product ion masses, synergistically exacerbate the potential for poor quantification in proteomics. When tryptic digests of plasma, tissue interstitial fluids, and tissue or cell lysates are analyzed by LC-MRM-MS, tens to hundreds of different peptides elute from the LC column into the MS system nearly simultaneously. Dealing with this high degree of complexity is made more difficult by the need both to use a mass window of 0.5-1 Da on triple-quadrupole mass analyzers to select the precursor ions of peptides for fragmentation and to select the product ions formed by fragmentation for detection. These requirements mean that 13 C isotope peaks of nontargeted peptides and their product ions can "leak" into the selection and detection windows. Because only a few product ions from mass-selected precursors are being monitored (rather than acquisition of full MS and MS/MS scans) the analyst is blind to when such leakage is occurring. Although narrower mass windows would clearly produce higher selectivity for both precursor and product ions (40 -43 ) , the mass width of the selection windows is limited by the ion-transmission properties of triple-quadrupole mass analyzers, which produce a steep decline in signal as these windows are narrowed to Ͻ0.5 Da.
The lengths of most tryptic peptides are 8 -20 amino acid residues, and these peptides are composed largely of subsets of the same 20 amino acids that differ only in their linear arrangement. Therefore, it is not uncommon in highly complex biological samples to have peptides of the same or nearly the same precursor mass but with different sequences that elute very close in time and are fragmented simultaneously with the analyte of interest (i.e., chimera spectra) (44 ) . Furthermore, it is common for such peptides to fragment and produce one or more fragment ions with masses identical or nearly identical to the fragment ions of the analyte of interest. If one or more of these common fragment ions happen to be among the small number being monitored by MRM-MS (i.e., within Ϯ0.5-1.0 Da of the mass of a monitored fragment ion from the desired analyte), then an interference results. Importantly, these types of interferences can arise from any ions, peptide or nonpeptide (e.g., detergent), that have the same nominal m/z precursor and product ion combination. Fig. 1 illustrates how a peptide analyte can be falsely identified-and therefore be inaccurately quantified-in the absence of an SIS. Four product ion transitions from the doubly charged precursor of the peptide AQLG GPEAAK were monitored by MRM-MS in digested plasma. All 4 of these transitions coeluted in each of 3 distinct peaks in the chromatogram between 17 min and 18.5 min (Fig. 1, B-D) . Identifying which of these peaks corresponds to the authentic analyte peptide in principle could be accomplished by comparing the product ion intensities of an external reference standard peptide run under identical MRM-MS conditions. Such identification, however, presumes the absence of interference in any of the analyte transitions and that the retention time for the external standard run in buffer is identical to that of the analyte in the matrix. Analyte quantification is also compromised because suppression of analyte signal (precursor and product ions) by matrix constituents cannot be accounted for by use of an external standard. Use of an SIS of the analyte can compensate for all of these effects.
INACCURATE QUANTIFICATION IN THE ABSENCE OF AN INTERNAL STANDARD
INACCURATE QUANTIFICATION FROM INTERFERENCES WITH USE OF SISs
Use of SID-MRM-MS methods for accurate peptide quantification relies on the physiochemical similarities between the analyte peptide and its stable isotope-labeled analog. Under identical conditions of chromatography, ionization, and collision-induced dissociation, each peptide and its corresponding fragment ions are sequentially detected on a millisecond time scale in the mass spectrometer. Quantification is accomplished by comparing the intensity of the analyte signal measured by the mass spectrometer with that of the SIS, which is added to the 
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sample in a known quantity. Under the same conditions, the analyte and the SIS peptide dissociate to generate the same pattern of fragment ions, which differ only by m/z [reflecting addition of the stable isotope-labeled amino acid(s)] and absolute intensity. Importantly, the relative intensities of the complement of product ions formed by each precursor are nearly identical, as long as the amount of peptide detected is within the linear range of detection by MS (Fig. 2) .
In the context of MRM-based studies, in which far fewer product ions are detected and used to infer the identification of the target peptide (along with retention time), the relative intensities of the product ions for a given peptide can be used as an additional measure of the technique's selectivity, an approach similar to that described for small-molecule MRM-MS (6 ). Fig. 2A illustrates the ideal situation in which interferences are absent. Spectra from LC-MRM-MS analyses of 3 digested plasma samples are shown. Analyte peptide is present at 3 different concentrations (1, 46 , and 500 fmol/L), and its corresponding SIS peptide is present at a constant concentration of 50 fmol/L. The pattern of product ion intensities for the analyte peptide is identical to that of the SIS peptide (Ϯ5% variance in the relative ratios for each fragment), regardless of the concentration of peptide present, even in the presence of digested plasma matrix (provided the concentration is greater than the lower limit of quantification and less than that of saturation of the detector).
Unfortunately, in the context of digested plasma, interferences are more often the rule than the exception. Even in the presence of an SIS, coeluting interferences can confound identification and quantification. Fig. 2B illustrates the effect of a coeluting species with 1 similar Q1-to-Q3 transition. When multiple transitions are monitored, it is common to sum the signals from the monitored transitions, which hides the contribution of the interfering signal. The contribution from the y 5 transition in the analyte (m/z 564.8/609.4) is much larger than the contributions from the y 6 those of the SIS peptide. When the 3 transitions are evaluated individually and compared with the SIS peptide transitions, it becomes clear that 1 of the analyte transitions is receiving a contributing signal from another ion species and that this contributing signal will cause a particularly inaccurate quantification of the target peptide. Inaccurate quantification can also arise from other sources of variation, including unstable electrospray, poor chromatography, chromatographic peaks that are too narrow (Ͻ6 points across), and inconsistency in peak integration between the analyte and SIS transitions. Examples of each of these factors are illustrated in Fig. 3 . Each of these sources contributes substantial inconsistency to the quantification of the peptide analyte, producing poor reproducibility and high CVs that reduce overall confidence in the quantitative value of the assay. Early identification of sample-related issues (unstable electrospray, poor chromatography, and so forth) can often be rectified by an additional injection of the sample, whereas peak-integration issues can be resolved by the data-processing software. In either case, such issues are often not identified until the data set has been completely acquired, at which time the analyst becomes responsible for manually inspecting Ͼ2000 XICs at one time.
ALGORITHM FOR AuDIT IN MRM-MS
As described above, a considerable amount of tedious manual data inspection is required to minimize quantification errors from interferences (32 ) . To speed up the analyses of large multianalyte MRM-MS data sets and to reduce the variation and error introduced by the differing skills of persons carrying out the manual and subjective data evaluation (45 ), we developed the AuDIT algorithm, which permits the automated filtering of data sets from SID-MRM-MS assays to identify problematic data to the researcher. AuDIT is specifically designed to identify inaccurate or imprecise transitions in the MRM-MS data that will produce inaccurate or highly variable quantitative measurements so that analysts can focus their attention on the peaks that require expert manual inspection. AuDIT is based on the fact that for a given precursor peptide, the relative ratios of observed product ion intensities are constant and independent of the analyte concentration over the linear operating range of the mass spectrometer ( Fig. 2A) . Fig. 4 presents an outline of algorithm operation in the context of the MRM-MS work flow.
Relative ratios of observed transition intensities are calculated by 1 of 2 methods at the opposite ends of the complexity spectrum. The minimal-pairs method calculates the relative ratio of a given transition by dividing its intensity by the intensity of one other transition from the same precursor. In the case of 3 monitored transitions, 3 relative ratios are calculated from the 3 pairs of transitions. A natural way to implement this method is to impose an arbitrary order on the transitions and to use adjacent transitions to calculate relative ratios, with the last transition wrapping around to the first transition in the list. The minimal-pairs method calculates as many relative ratios as there are transitions and can identify individual errant transitions, as long as they are fewer than half the total number of recorded transitions.
The alternative method, which is at the other extreme in terms of the number of ratios calculated, is the all-pairs method. In this scheme, all possible pairs of transitions from a single precursor are chosen, and their observed intensities (peak areas from the XIC) are used to calculate as many relative ratios. In this method, each transition participates in 1 less ratio than the total number of monitored transitions. Thus, any number of problematic transitions can be identified. The relative ratios are calculated separately for the analyte and the corresponding SIS peptide. AuDIT compares the relative ratios from the analyte peptide transitions with those of the SIS peptide to determine if they are similar. It then checks for aberrant transitions by applying a statistical test to these ratios. Replicates of a given ratio (derived from the respective sample replicates) are used in a t-test to check if the relative ratio for the analyte deviates from the corresponding ratio for the SIS. For an experiment that monitors several peptides with multiple transitions per peptide, a correction for multiple hypothesis testing is applied (36 ) . Because a given transition is used in the calculation of multiple ratios, the corrected P values for these corresponding ratios are combined to estimate the P value for deciding whether a given transition is problematic. P values are combined by means of a method meant for multiple dependent P values (because the same intensities are used in multiple ratios, from which the P values to be combined are calculated) (37, 38 ) . Transitions with corrected and combined P values less than a specified threshold (e.g., 10 Ϫ5 ) are marked as "bad." Although the t-test evaluates whether the analyte and SIS ratios are similar, the test cannot estimate for either analyte or SIS peptides whether the ratios of product ions have unacceptably large variation. This orthogonal aspect is assessed with the CV of the PAR for the transition, which is based on measurements of replicate samples (either technical replicate injections of the same sample or process replicates). Any transitions with a PAR CV greater than a chosen limit (e.g., 20%) are deemed problematic, because such a large variation is unexpected in the linear-response region in MRM-MS assays. Such transitions are labeled as "bad."
Finally, combining the orthogonal modalities allows a transition with either a significant P value or an unacceptable CV to be marked as "bad" as a whole and thus be deemed unacceptable for quantification.
ALGORITHM EVALUATION AND VALIDATION
There are currently no automated methods for identifying transitions with interferences (or other factors as discussed above) that can render them unsuitable for quantification. Consequently, the final decision on the true quality of a transition is subjective and until now has relied entirely on expert review of the data (6, 32 ) . To evaluate our algorithm for detecting inaccurate and imprecise transitions, we compared the AuDIT results with those of an expert using a 2-step process. In the preliminary phase, the expert looks at all of the integrated XICs and creates an unbiased prealgorithm annotation that documents any potential problems, such as poor chromatography, inaccurate peak integration, and so forth. The expert records these annotations at the level of the MRM transition. The data are then run through AuDIT, and the algorithm's good or bad classification is compared with the expert's annotation ("global"; see Table 1 in the online Data Supplement). In cases in which AuDIT's decision and the expert's annotation disagree, the expert reevaluates the transitions to determine whether AuDIT's assessment is justifiable-i.e., that the actual observations of questionable data quality or interferences are such that the relative ratio is not affected (and hence the transition may be used for quantification) or vice versa. This final phase of expert review creates a postalgorithm annotation that is performed with the same criteria and rigor as the first review but is primed for issues that might have been overlooked or wrongly assessed. This focused annotation is compared with AuDIT decisions to evaluate the algorithm's efficacy in identifying inaccurate transitions. Table 1 and Table 1 in the online Data Supplement summarize the overall performance.
A 2 ϫ 2 contingency matrix (Table 1A) is created to evaluate the performance of AuDIT on each data set, with a positive defined as a good transition call. Table  1A shows the various elements of the contingency matrix. Algorithm performance is estimated according to (a) overall accuracy, (b) sensitivity, and (c) specificity (Table 1 ). An ROC curve is used to evaluate the combined effect of incorporating P value and CV in the algorithm calculations for flagging inaccurate and imprecise peptides (Fig. 5A) . The area under the ROC curve (AUC) is an indication of the quality of the classifier (46, 47 ) . The ROC curve and the AUC also show that the t-test and the CV jointly achieve significantly better performance than either measure alone. The AUC for predicting transition quality with only the CV is Ͻ0.5, indicating that this modality is worse than a random predictor. The CV is affected only under specific circumstances, most of which are orthogonal to situations in which a significant t-test score will be obtained. It is therefore imperative that both the t-test and the CV be used to derive an accurate predictor of imprecise or inaccurate transitions. The P value for these experiments was set to 10 Ϫ5 , and the CV value was set to 0.2. Both the P value and CV thresholds are adjustable. Whereas the CV was set to an arbitrary value of 0.2, a sensitivity-specificity curve (Fig. 5B ) was used to assess the effect of changing the P value threshold for comparing relative ratios of the fragment ions of the analyte and SIS peptides. As the P value threshold increases above 10
Ϫ5
, a concomitant decrease in sensitivity is observed. At P values Ͻ10 Ϫ5 , the specificity of the algorithm decreases. Thus, we selected a P value of 10 Ϫ5 as the algorithm's optimum threshold for sensitivity and specificity for identifying inaccurate or imprecise transitions.
ALGORITHM REQUIREMENTS
AuDIT is based on comparing the relative-intensity ratios of the analyte's transitions with those of the SIS peptide for all peptides being monitored. Therefore, an SIS with the same fragment ions as the analyte is a requirement for applying the algorithm. Furthermore, applying the t-test to ratios and then determining which transition is "inaccurate" requires that each transition be paired with 2 different transitions in calculating ratios. If a transition is used in only a single ratio and that ratio is problematic, it will not be possible to decipher which of the 2 transitions constituting the ratio is the cause. Thus, at least 3 transitions must be monitored for each peptide. Finally, although it is possible to apply the t-test to samples with only 2 replicates, additional replicates will render the result increasingly selective, robust, and reliable. We recommend a minimum of 3 to 4 replicate measurements.
ALGORITHM PERFORMANCE FOR CALIBRATION CURVE DATA
AuDIT has been validated primarily with data from a large-scale interlaboratory study of precision and reproducibility that was conducted under the auspices of the National Cancer Institute's Clinical Proteomic Technology Assessment for Cancer program and used MRM-based measurements of proteins in plasma (34 ) . AuDIT was used to assess calibration curves for 10 peptides from 4 sites that monitored 3 transitions per peptide (and each peptide's corresponding SIS peptide) and 4 replicates per sample point. The results, summarized in Table 1 , show that AuDIT can achieve overall accuracies of 94%-100% with sensitivities and specificities of 93%-100% and 94%-100%, respectively. Although specificities based on global annotation are low for some of the data sets (see Table 1 in the online Data Supplement), these results are due primarily to conservative calls by the expert and are significantly improved with the focused annotation. These data were generated with an Applied Biosystems 4000 Q TRAP triplequadrupole mass spectrometer and processed with MultiQuant software.
Data from 2 of these sites (sites 1 and 2) and data from a new site (site 5) that used a Thermo TSQ Quantum triple-quadrupole mass spectrometer were also analyzed with Skyline software. Skyline has the advantage of being able to process data from mass spectrometers from different vendors, which enables the use of consistent settings for peak-integration parameters (e.g., identical start and stop times for integration for the analyte and SIS peptides and all transitions). Applying AuDIT to these data produces the performance results shown in Table 1 . As is evident from this table, the software used for peak integration (MultiQuant or Skyline) does not have an effect on algorithm performance; however, the different mechanisms of peak integration for the 2 software packages may yield different numbers of good and bad assignments from the expert and AuDIT. AuDIT uses the t-test P value and the CV of the PAR (ratio of analyte peak area to SIS peak area) to detect problem transitions.
(A), Both the P value and the CV are required to achieve acceptable performance (i.e., as indicated by AUC values in parentheses). (B), Specificity and sensitivity values achieved as the P value threshold is varied from 0 to 1 (with a fixed CV threshold of 20%). The chosen P value threshold of 10 Ϫ5 used for all of the analyzed data is indicated by the red circle (sensitivity, 98%; specificity, 97%). The rainbow color bar (right y axis) keys the location of the P value threshold on the sensitivity-specificity curve. Fig. 5 presents ROC and sensitivity-specitivity plots for all MultiQuant (4 sites) and Skyline (3 sites) data from the 10-peptide response curve monitoring 3 transitions per peptide. Fig. 5A plots the false-positive rate against true-positive rate as the CV and P value thresholds are varied. The figure also compares the curves for the t-test alone and the CV alone with the current method that uses both the t-test results and the CV filter. Use of the CV or the P value alone to decide on transition quality yields a very marginal performance, with AUCs of 0.21 and 0.56, respectively. Combining the CV (Ͻ20%) and the P value (varies between 0 and 1) produces a classifier that performs significantly better (AUC, 0.99). This result indicates that P value and CV provide complementary information: The P value detects changes in the relative ratio caused by interferences, and the CV filters out transitions that have unacceptably large variation in replicate analyses. As is evident from Fig. 5B , sensitivities and specificities of about 97%-98% are achievable with appropriate values for the P value threshold.
Data for samples from study II of the National Cancer Institute's Clinical Proteomic Technology Assessment for Cancer interlaboratory study (34 ) were also acquired at the Broad Institute on a Q TRAP 5500 instrument, and 5 transitions were monitored for each of the 10 peptides and their corresponding SIS peptides. For this set of samples, both the minimal-pairs and all-pairs methods were used to calculate relative ratios for the algorithm. These methods perform identically in terms of detecting problematic transitions. The all-pairs method evaluated each transition with more ratios than the minimal-pairs method. Although this difference did not matter for this data set, the allpairs method has the potential to detect and pinpoint more erroneous transitions than the minimal-pairs method when the number of transitions exceeds 3; however, this advantage comes at the cost of calculating substantially more ratios. As more transitions are monitored per peptide, the number of ratios calculated with the all-pairs method increases markedly. The minimalpairs method, on the other hand, always uses as many ratios as there are transitions and works most efficiently with odd numbers of ratios.
APPLICATION OF AuDIT TO CLINICAL SAMPLES
We also used AuDIT to analyze a data set of clinically relevant samples to identify any problematic transitions. The samples (26 ) consisted of patient plasma collected at 3 time points after an induced myocardial infarction. After abundant proteins were depleted, the samples were reduced, alkylated, digested with trypsin, and fractionated at the peptide level with strong cationexchange chromatography. Peptides from 6 cardiovascular disease-related proteins were monitored in the various chromatography fractions, and a subset of 2 peptides was evaluated with AuDIT. For these data, AuDIT had a sensitivity of 100% (87% for global annotation) and a specificity of 82% (31% for global annotation), results that were comparable to those of the other data sets (Table 1) .
Discussion
With increasing focus on biomarker verification as a bridge between biomarker discovery and clinical validation, greater attention must be paid to the analytical requirements for these quantitative assays. Fortunately, quantitative detection of small molecules with MRM-based assays has formed a good foundation for identifying the criteria that should be focused on and achieved (3 ). For example, analytical guidance criteria developed for small molecules have recommended that at least 3 fragment ions be detected for analyte identification with MS and that the relative abundances of structurally specific fragment ions be within Ϯ20% of the reference standard (9, 10, 48 ) .
Use of MRM-MS as the tool for precise, relative quantification of candidate biomarkers requires that 2 criteria be met: (a) sufficient information to correctly identify the target peptide in the sample matrix; and (b) interference-free signals from some or all of the fragment ions used to identify and quantify the peptide. As we have demonstrated here and in our prior publications (21, 26, 34 ) , the only reliable method for achieving these criteria in complex proteomic samples is through the use of an SIS peptide. When an SIS peptide and monitoring for at least 3 transitions of both the analyte and the SIS forms of that peptide are used, we have observed that the relative ratios of the transitions are very constant throughout the linear range of the peptide ( Fig. 2A) and that these ratios vary much less than 20% (often only 2%-5%) in replicate injections and across a wide range of concentrations. Incorporation of an SIS peptide adds an additional level of confidence in peptide identification by providing a reference to which the fragment ion ratios can be compared, as well as providing a precise retention time standard for the analyte of interest that is independent of the chromatographic conditions used. A greater deviation in the relative ratios of specific transitions for the analyte peptide compared with those of the SIS peptide (e.g., Fig. 2B ) indicate to the analyst that a coeluting interference is likely present and that corrective measures must be taken to obtain useful quantitative information.
Use of external standards for quantification in peptide MRM-MS has been proposed (29 ) . The advantages are that only the less expensive light (i.e., nonisotopic) form of the peptide need be synthesized and evaluated to define the MRM-MS fragmentation and chromatographic behavior. The variable suppression effects of the matrix are not accounted for in this method, however, and this deficiency could adversely affect the accuracy of the quantification, as the smallmolecule community has previously demonstrated (11) (12) (13) . In addition, false-positive identifications can lead to concomitant inaccurate quantification if the relative ratios of the fragment ions of the signature peptides are not also used for positive identification and quantification. Interfering components that are frequently present in blood give rise to all of the fragment ions being monitored, and some of these components elute very close in time to the authentic analyte. The observed reversed-phase HPLC retention time of an external standard peptide measured in buffer can shift by more than several minutes in the presence of a complex biological matrix. In addition, if an interference is present in one or more of the analyte transitions, there will not be a 1:1 match between the spectra of the external standard and the authentic analyte. Making both of these problems detectable through the use of the SIS enables corrective actions to be taken.
A common practice during SID-MRM-MS data processing is to observe the summed signals from all transitions of a single precursor and to compare them with those of the corresponding SIS peptide. This approach is valid and accurate only if each of the transitions monitored is known to be interference free. If the potential for interference is not assessed, the result may be gross miscalculation of analyte quantity. Therefore, we recommend that this method not be used unless the data have been shown to be interference free through the use of an SIS peptide.
In developing the first automated method to filter large MRM-MS data sets in this study, we flagged peptides with transitions of low quality while passing through for quantification peptide data that are interference free and of high quality. Such automated methods are clearly needed to aid processing of peptide MRM-MS data generated from analyses of complex biological samples. Even modest MRM-MS experiments produce very large amounts of data that presently require manual inspection. For example, an experiment consisting of an assay of 10 peptide targets (3 transitions for a light and heavy peptide) and 40 sample injections would produce Ͼ2000 XICs to inspect. This inspection process currently consumes enormous amounts of time of a highly trained analyst and is prone to human error. The development of this algorithm was driven and informed by our experience in analyzing many hundreds of large MRM-MS data sets, as well as the experiences of the small-molecule community that we have noted.
In our approach, the data not passing through the filter are marked for manual inspection on the basis on 2 criteria: (a) The relative ratios of the transitions of the analyte peptide do not agree with the relative ratios of the SIS peptide; or (b) the CV in the quantitative measurements of 3 to 4 sample replicates is too large (Ͼ20%). In the case of the first criterion, if the fragmentation pattern and the relative intensity of the analyte peptide do not agree with those of the SIS peptide, the quantitative measurement is inaccurate. In the case of the second criterion, the high variation of the data causes the quantitative measurement to be imprecise. In either case, if the cause for flagging the data is something that can be fixed, such as integration of the wrong peak or inconsistent baseline integration of the analyte and SIS peptides, then the analyst may annotate and resolve the integration issue. If instead the cause is bad chromatography or a bad injection, the sample could be queued to be rerun before much time is lost.
With the P value and the CV as 2 orthogonal dimensions used by AuDIT for identifying errant transitions, the method is geared toward flagging transitions that have the following: (a) an interference, saturation, or other confounding factor that changes the relative ratios for the analyte and SIS without substantially affecting the CV of the measurements; and (b) unacceptably large variation in replicate samples. The latter situation can arise from poor chromatography or an extremely low signal-to-noise ratio, which can increase the CV of the measurement. Such problems can escape detection by the t-test because the increased variance of the ratios will reduce the statistical significance of any differences in the relative ratios of the analyte and the SIS.
From our comparative analysis of several large MRM-MS data sets, we found that use of AuDIT greatly increased the speed of quantitative analysis, from 2-fold to Ͼ10-fold. Analysis of the 8 large MRM-MS data sets (Table 1) with the traditional method of expert manual inspection of all transitions, flagged 9%-43% of the transitions as suspect, with a median of 23% across the 8 data sets. In the data sets containing 3 MRM transitions for 10 analyte and SIS peptides and a 9-point calibration curve with a total of 2160 XICs, having to inspect only 240 XICs (or 120 analyte and 120 transition pairs) is a 10-fold reduction in the time required for analyzing the data. This reduction translates into a time savings of approximately 3 to 4 h for a highly trained analyst. Of course, the overall quality of the data and how consistently it is integrated will have an effect on how many XICs are flagged for manual inspection.
The sensitivity, specificity, and overall accuracy of the data analyses also increased substantially with AuDIT compared with expert manual analysis ( Table  1 ). In the most extreme case, increases of 75% in accu-racy and Ͼ80% in specificity were achieved with AuDIT. These improvements were due in part to reducing the number of XICs requiring manual inspection to a smaller subset, thereby allowing the expert to evaluate the data more critically. In addition, AuDIT readily identifies issues with the data that are not immediately obvious to the expert, such as high imprecision (Ͼ20%) in the PAR of the analyte and SIS peptides in replicate samples, thus enabling the identification of transitions that do not deliver precise measurements.
We applied AuDIT to the analysis of real-world clinical samples for which the analyte concentrations were unknown. In this example, several XICs were flagged for manual inspection (18% of the total). AuDIT flagged 10% of the spectra with large variation in the technical replicates (i.e., CV Ͼ20%) that the expert had not identified as problematic data. AuDIT also identified 3 instances of interference or saturation in the data set (reflected in a small P value) that the expert had originally indicated. AuDIT did not identify 2 cases of interference in the SIS transition, however, because the CV criteria used were insufficiently stringent. In both cases, the calculated CVs for the transition in question were very close to 20%, just large enough to render the t-test ineffective. AuDIT has been designed so that the user can adjust the thresholds for P and CV values. Adjusting the CV criterion to a more stringent value of 15% correctly identified both false transitions without affecting any of the other performance criteria for the AuDIT analysis of this data set.
AuDIT can currently be applied to data exported from most analysis software. Embedding this algorithm in current peak-integration software programs would greatly reduce manual inspection and alert the researcher of potentially errant data at an early point in the data analysis, potentially allowing data for problematic samples with large CV values (due to column degradation and poor peak shape, for example) to be reacquired. In addition, the incorporation of AuDIT into these programs would streamline the current process, likely producing more efficient generation of accurate and precise quantitative data from SID-MRM-MS analyses.
In conclusion, with the increasing momentum observed in MRM-based methodologies for peptide and protein quantification, it is becoming clear that manual, subjective approaches to data analysis will shortly become the bottleneck in biomarker verification. To address this issue and to maintain this momentum, we developed and tested an algorithm that automatically detects inaccurate and imprecise transitions in MRM-MS data. Although peptide transitions may appear reliable and interference free in the methoddevelopment phase, in which use of a matrix of pooled samples is common, interferences can appear during routine analyses of a wide range of patient samples. Thus, this algorithm may be implemented as a necessary tool for data review at all stages of quantitative MRM-MS-based assays. The AuDIT software increases the speed of analysis of large MRM-MS data sets by minimizing the need for subjective, time-consuming inspection of the data. AuDIT also improves the overall accuracy of data analysis and works robustly when challenged with multiple types of interferences and problematic transitions. AuDIT currently works with results exported from MRM-MS data-processing software packages and may be readily implemented as an analysis tool in such software. We believe that AuDIT will accelerate adoption of MRM-MS assays by the proteomics and clinical chemistry communities by reducing the difficulty of analyzing MRM-MS peptide data.
