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ABSTRACT 
We explore reliability, stability and accuracy of determining the polynomials which define the 
Pad6 approximation to a given function h(x) by solving a system of linear equations to get the 
coefficients in the denominator polynomial Bn(x ). The coefficients in the numerator polynomial 
A m (x) follow directly from those for Bn(x ). Our approach is in the main heuristic. For the 
numerics we use the models e -x, x - l ln (1  + x), (1 + x) +1/2 and the exponential integral, each 
with m = n. The system of equations, with matrix of Toeplitz type, was solved by Gaussian elimi- 
nation (Crout algorithm) with equilibration and partial pivoting. For each model, the maximum 
number of  incorrect figures in the coefficients i of the order n at least, thus indicating that the 
matrix becomes ill conditioned as n increases. Let 8n(X ) and con(X) be the errors in An(x ) and 
Bn(x ) respectively, due to errors in the coefficients of Bn(x ). For x fixed, 8n(X) and C0n(X ) and 
the corresponding relative errors increase as n increases. However, for a considerable range on n, 
the relative errors in An(x )/Bn(x ) are virtually nil. This has the following theoretical explanation. 
Now Bn(x)h (x) - A m (x) = 0 (x m+n+ 1). It can be shown that con(x)h (x) -Sm(X ) = 0(x m + 1). 
In this sense both Am(x )/Bn(x ) and 8m(X)/con(X) are approximations to h(x). Thus if the differ- 
ence of these two approximations and con (x)/Bn(x), the relative error in Bn(x), are sufficiently 
small, then the relative error in Am(x )/Bn(x ) is of no consequence. 
1. INTRODUCTION 
We are concerned with the problem of numerical 
evaluation of Pad6 approximants. As is well known, 
there are several methods available to get Pad6 ap- 
proximations. Recent reatments of the subject have 
been given by Graves-Morris [1], Wuytack [2], and 
Bultheel and Wuytack [3]. In particular, Graves-Morris 
discusses criteria for a good numerical method and 
proposes in order of importance (1) reliability, (2) 
discrimination (stability), (3) accuracy, (4) efficiency, 
(5) storage and (6) generalisability. 
Analyses of these questions for the various methods 
are scanty. Indeed, very little is known about particular 
situations. 
Let h(x) be an at least formal infinite series in powers 
of x. Let its Pad6 approximation be Am(x)/Bn(x) 
where Am(x ) and Bn(x ) are polynomials in x of degree 
m and n respectively. In this paper, we examine the 
first three criteria bove when the method employed 
is that of solving a system of linear equations to deter- 
mine the coefficients inBn(x ). Once these coefficients 
are known, the coefficients for Am(x ) readily follow. 
In section 2, the Pad~ approximants are defined. Based 
on errors in the coefficients of Bn(x), the errors con(X) 
in Bn(x ) and ~m(X) and in Am(x ) are easily expressed. 
It is then shown that both Am(x)/Bn(x ) and 
8m(X)/con(X ) are approximations to h(x) in closely 
related senses. The difference of these approximations 
and the relative rror in Bn(x ) are then used to assess 
the relative rror in the Pad~ approximant. 
To illustrate the ideas, we resort o numerics. We 
employ five models for h(x). These together with 
their Pad~ approximants are described in section 3. 
The numerics are presented in sections 4and 5. 
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2. DETERMINATION OF THE POLYNOMIALS IN 
THE PADI~ APPROXIMATIONS 
Let 
oo  
h (x) = k~0 hk xk (1) 
where the series is valid formally at least. Let 
m n 
am(X) = k =Z0ak xk' Bn(X) = kZ=0 bk xk' (2) 
Pmn(X) = Am(X )/Bn(x ) . (3) 
The Pad~ approximation Pmn(X), which we assume 
exists, is such that 
0o 
Bn(X ) h (x) - Am(X ) = k ~0 gk xk + s = 0 (xS), 
s=m+n+l .  (4) 
In other words, the expansion of Pmn(X) matches 
that of h(x) to as many terms as possible. Thus the 
coefficients of  x k in Bn(x ) h (x) - Am(x ) for 
k = 0, 1 . . . . .  m + n must vanish. This leads to the fol- 
lowing system of linear equations for the computa- 
tion of the bk's. 
n 
brhm+ k_r = -b0hm+k , k=1,2  . . . . .  n, (5) 
r= l  
where b 0 is an arbitrary non zero constant. Here and 
in what follows, h r = 0 if r < 0. 
Once the bk's are known, the ak's are found using 
k k 
ak=r~0brhk_r=r~0bk_rh  r. (6) 
Let H be the n x n Hankel matrix 
H=(h i j  ), h i j=hm_n_ l+ i+ j=h j i .  (7) 
Designate the transpose of  a vector u by u*. Then (5) 
can be written as 
Hc = u, 
c* = (bn, bn_ 1 ..... bl), u* =-b0(hm+ 1,hm+ 2 ..... hm+ n)- 
Again, let T be the n x n Toeplitz matrix (8) 
T = (tij), tij = h m + i- j" (9) 
Then (5) can alsobe written as 
Tb=u,  
b* = (b 1, b 2 . . . . .  bn). (10) 
We now present an analysis howing the effects of 
errors in the coefficients b k, a k and in the polynomials 
Bn(X ) and Am(X ). We ignore errors in the hk's and in x. 
Let e k be the error in b k. Thus the machine produces 
b k - e k instead of the true b k. If 6on(X) is the error 
in Bn(X), then 
n xk 6on(X) = xZ0ek 
In view of (6), 
k 
Vk = r ~= 0 er hk -r 
is the error in a k and 
(11) 
(12) 
m k 
= - ~ v k x 6m(X) k 0 
is the error in Am(x ) . Clearly 
(13) 
oo  
¢On(x)h(x) _ 6m(X ) ___ kZ=0 ckxk + s = 0 (xS), 
s;~ m+l ,  (14) 
and so 8m(X)/6on(X ) is an approximation to h(x) in a 
sense akin to the fact that Pmn(X) is an approxima- 
tion to h (x) because the expansion of 8 m (x) / 6on(X) 
matches the expansion for h(x) through the first 
(m + 1) terms a~ least. 
Let 
6mCx) (On (x) 
R (x) = - ( i s )  
Am(x ) B n (x) 
Then R(x) is the relative rror in Pmn(X) provided 
we ignore terms of order e~ (x) and higher. Let 
~m(X) Am(x) 
(16) 
¢/mn (x) -  COn(X) Bn(x) 
Then 
COn(X) Bn(X) 
R(x)  = - -  nmn(X) ,  (17) 
Bn(X) Am(X) 
or since Am(X)/Bn(X ) ~ h(x), we have 
1 6°n(X) 7?mn(X ). (18) 
g(x) ~ h (x) B n (x-~ 
As will be seen, for the numerical models, t/mn(X ) is 
virtually nil to within the machine precision. Then so 
long as 6on(X)/Bn(x), the relative rror in Bn(x), is 
sufficiently small, R(x) is negligible. The above 
analysis assumes that for a given x, neither Am(X ) nor 
Bn(X ) vanishes. If this is not true, the error analysis 
requires a slight revision. We skip the details. 
To return to (5), if the bk's are any set of numbers 
(random or otherwise) satisfying (5), and if these are 
used to compute the ak's by means of (6), then (14) 
is valid. This does not imply that 8m(X)/Wn(X ) is a 
good or acceptable approximation to h(x). The point 
we make is that if the computed bk's are reasonable 
approximations to their true counter-parts, then there 
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is strong reason to believe that the ratio #m(X)/Wn(X) 
is a reasonable approximation to h(x). The word 
'reasonable' is admittedly qualitative at best. To be 
more precise, we would require rather precise knowl- 
edge of the nature of the computed errors in b k. 
Again if Ixl is large so that the polynomials Am(X ) 
and Bn(x ) are dominated by their leading terms, then 
we do not expect 6m(X)/Wn(X ) will be a good ap- 
proximation to h(x). In this situation, the truncation 
error would most likely be so large that the Pad~ ap- 
proximation would be worthless even with exact 
coefficients. 
3. DESCRIPTION OF THE MODELS 
In this section, we list the functions h(x) for which 
the numerical experiments were performed and de- 
scribe analytically their main diagonal Pad~ approxi- 
mations (m = n). We use hypergeomtric notation 
freely. For all cases other than the exponential 
integral, h(0) = 1 and we take An(0 ) = Bn(0 ) as 
specified. For the exponential integral, h (oo) = 1. 
In this event, we put 
lim x-nAn(x) = lira x-nBn(x) = (n + 1) ! as 
x --, oo. Except for An(x ) in the Pad~ approximant 
for x- l ln (1 + x), all the coefficients in the polynomials 
are integers. See 3.2 for further details concerning this 
point. This feature of integer coefficients facilitates 
error analyses of the computed ata. Values of the 
polynomials for special values of x are also given. A 
complete discussion of these approximations includ- 
ing truncation errors and asymptotic estimates of 
these errors is presented by Luke [4, 5, 6]. 
3.1 
oo  
h(x)=e-X= 2; (-)kxk/k! 
k=0 
Bn(X ) = An(- x) = x n 2F0 (- n, n + 1; -l/x) 
n (_n)k( n +l)k(_)kxn- k 
= ~ 
k=0 k! 
(19) 
Bn(0 ) = An(0 ) = (2n) [/nl (20) 
The coefficient of x n in Bn(X ) is always unity. 
3.2 
oo  
(-)kxk/(k + 1) h(x) = x - l ln ( l+x)  = k~0 
n (_)k(_n)k(n+ 2)kxn-k 
An(x ) = (n+l) Z 
k=0 k!(k+l)!  
" -n+k,  n+2+k, 1, 1 -1 
x4F3 2+k, l+k ,  2 l J  , 
Bn(x ) = xn (n +l )2F l ( -n ,  n+2; 2; - l /x) 
n (- n) k (n + 27 k (-)kxn - k 
= (n+l )  Z 
k=0 k! (k+l ) !  '(22) 
(2n + 1)! 
Bn(0)= An(0) = n! (n+l)  ! ' Bn(-1) =1, (23) 
B2n(-2) (_)n(2n) I (_)n + 1(2n+ 1 )[ = • , B2n+l (-2)= (n!)2 n ! (n+l ) !  
(24) 
The coefficients in An(X ) are not always integers. But 
the coefficients in 
An* (x) = (n + 1) ! An(X ) (25) 
are always integers. 
3.3 
h (x )=( l+x) l /2= ~ (-)k(-1/2)kxk/k! 
k=0 
An(X ) = (2n + 1)xn2Fl(-n, n + 1; 3/2; -l/x) 
~0 (-n)k (n + 1)k ( - )kxn-k 
= (2n + 1)k (3/2)k 
(26) 
Bn(X ) = xn2Fl(-n,  n+l ;  1/2; - l /x) 
n (-n)k (n + 1)k(-)kx n -k  
= • , (27) 
k=0 (1/2) k 
An(0 ) = Bn(0 ) = 22n, (28) 
An(-1 ) = 1, B n (-1) = 2n + 1, (29) 
A2n(_2 ) = (_)n22n ' A2 n + 1(_27 = (_)n+ 122n + 1, 
Bn(- 27 = 2 n. (30) 
For the model (1 + x) -1/2, simply interchange the 
roles of An(x ) and Bn(x ). 
3.4 
oo  
h (x)= xeX fx t - le - t  d t .  
Here we have the asymptotic expansion 
h(x) ~ k~0 (-)kk!x-k' (31) 
lxl--,~, largxl < 3~r/2. 
n (-n)k 
(21) An(X) = (n+l)! 
k=0 (k+ 1)! 
1 X x r n÷k 1+ 1 t 2F2 [ 2+k,  
(32) 
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Bn(x ) = (n + 1)! 1F1 ( -n ;  2; x) 
n (-n)k(-)kx k
= (n+l ) !  X 
k=O (k+ 1)! 
(33) 
4. THE NUMERICS 
All computations were done on an Amdahl 470/V7 
operating under OS MVS Release 3.7 and using the 
FORTRAN IV H-Extended Compiler. The precision 
used is quadruple where the numbers are in floating 
arithmetic with 32 digits in base 10. The machine 
code for solving the linear equation system is taken 
from IMSL Library V.2. It is called subroutine 
LEQTIF, which is based on Gaussian elimination 
(Crout algorithm)with equilibration and partial 
pivoting. In our application, the matrix was of the 
Toeplitz type, see (9, 10). 
In the interest of space economization, we present 
rather extensive data for the case e -x only. This is 
sufficient o illustrate the various ideas as all the 
other models produced results of a like character. 
We do point out some features of the other models, 
but these are easily discussed with a minimum of 
numerics. 
For h(x) = e -x and x = 2, we have the data presented 
in table I below. As previously remarked, the preci- 
sion is quadruple (32 digits in base 10). Thus A n, B n 
and An/B n are printed out by the machine in this 
form. However, not this many valid figures are avail- 
able for ~n and ¢0 n nor for 6n/con . In the interests 
of brevity, we have given An/B n to 20 decimals for 
n = 6 through 10. For each increment of n after 10, 
the increase in accuracy is about 2 decimals and at 
n -- 15, the error in An/B n is -0.1 (-31). The machine 
also produced coefficients for 16 • n g 25. They 
appear to be satisfactory in the sense that for x = 2, 
for example, the ratios An/B n were correct o 31 or 
32 places which is all that can be expected. 
Notice that for a given n, ~n/An and 60n/B n are 
virtually the same and so within the machine precision, 
their difference is virtually nil. ~n/con is an approxima- 
tion to e -2 and its accuracy increases as n increases. 
However, for a given n, 6n/con is not as accurate as 
An/B n which is fully expected. The corresponding 
data for e -x, x = 5 and n = 6(2)14 are given in table 2. 
Again 6n/A n and COn/B n are so nearly identical that 
their difference is zero to about 30 decimal places. 
For 20 • n g 25, the ratios An/B n were correct o 
about 29 significant figures. The maximum number of 
correct figures attainable for x = 5 is less than that for 
x = 2 which is anticipated because of the total round 
off errors in the evaluation of the polynomials. 
TABLE 1. Computational errors in Pad~ approximations for e -x ,  x = 2 
~n/An con n n con/Bn 
6 - .36(-23) -.15(-28) -.265(-22) -.153(-28) 
7 .12614(-20) .20598(-27) .9321(-20) .2060(-27) 
8 -.19916(-16) -.10785(-26) -.14716(-17) -.10785(-26) 
9 .80876 5(-16) .12831 8(-25) .59760 2(-15) .12831 8(-25) 
10 -.10923 72(-13) -.45468 92(-25) -.80716 0(-13) -.45468 9(-25) 
11 .29983 02(-11) ".29640 56(-24) .22154 624(-10) .29640 564(-24) 
12 -.22621 8827(-8) -.48516 1089(-23) -.16715 4360(-7) -.48516 1088(-23) 
13 .14120 68522(-5) .60463 02887(-22) .10433 85353(-4) .60463 02887(-22) 
14 -.81751 35423(-3) -.64728 19747(-21) -.60406 53426(-2) -.64728 19745(-21) 
e-2=.13533 52832 36612 69189 
n 6n/con An/Bn 
6 .136 
7 .13533 
8 .13534 
9 .13533 
10 .13533 
11 .13533 
12 .13533 
13 .13533 
14 .13533 
5 
52 
527 
5284 
52832 
52832 
• 13533 52834 45032 76928 
• 13533 52832 35555 35441 
• 13533 52832 36616 80460 
• 13533 52832 36612 67924 
• 13533 52832 36612 69193 
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TABLE 2. Computational errors in Pad6 approximation for e -x, x = 5 
n 6n 6n/An ¢°n con/Bn 
6 - .1626 (-23) - .3922 (-27) 
8 - .89507 (-19) - .25798 (-26) 
10 - .50020 78(-14) - .10697 53(-24) 
12 - .11026 4287(-9) - .11869 56823(-22) 
14 - .40635 08730(-3) - .15883 30394(-20) 
e -5= 6.73794 69990 85467 (-3) 
n (~n/¢°n)  An/Bn 
6 7.381(-3) 
8 6.7551(-3) 
10 6.73805 9(-3) 
12 6.73794 798(-3) 
14 6.73794 6987(-3) 
6.74026 13345 0833(-3) 
6.73794 86221 93186(-3) 
6.73794 69995 44036(-3) 
6.73794 69990 85529(-3) 
6.73794 69990 85467(-3) 
Let/a n and v n be the maximum number of incorrect 
figures in b k and a k, respectively for k = 1, 2 ..... n. 
For the case h(x) = e -x, /an = Vn = n approximately 
for 6 • n • 25 which indicates that the matrix T be- 
comes ill conditioned as n increases. Nonetheless, the 
above tables and discussion show that this has virtually 
no effect on the value of Pmn" 
The characteristics of the above tables for h(x) = e -x 
also hold for h(x) = x - l ln  (1 + x). For the latter case 
/a n = 5, 12, and 19 for n = 5, 10 and 15 respectively. 
The number of incorrect figures in Bn(-1 ) and Bn(-2 ) 
are 5, 12, 20 and 24 for n = 5, 10, 15, and 20 respec- 
tively. We computed An(X ), Bn(X ) etc. for n = 1, 2 ..... 30. 
For x = 2, n sufficiently large and n up to and includ- 
ing n = 22, the truncation errors in the Padfi approxi- 
mants are quite accurately depicted by the theoretical 
asymptotic estimates. For example the errors are al- 
ways negative and the ratio of errors at a given n to 
that for n - 1 is about (2-31/2)  2 = .0718. For 
23 g n • 30, the difference of ( ln3) /2  and the print 
outs for An/B n do not decrease as predicted nor are 
they always negative. Indeed for this range on n, the 
aforementioned difference stays around 10 -28 . Here 
the errors in the machine calculations are beginning 
to take effect. For x - l ln (1  + x), H = (hij), 
hi j = (_ ) i+j+ l / ( i+j )  for m= n. H is essentially the 
Hilbert matrix which is known to be ill conditioned 
for n large. Evidently, the same is true for T. 
Next we consider the models h(x) = (1 + x) +1/2 which 
we treat together. Recall that the Pad~ approximation 
of one is simply the reciprocal of that for the other. 
For n g 15, the nature of the numerical data in the 
tables for h(x) = e -x also holds for that of (1 + x) -+1/2. 
However, for n = 16, the machine was unable to pro- 
- .2203(-21) 
- .13250 3(-16) 
-.74236 19(-12) 
-.16364 6631(-6) 
-.60307 81687(-1) 
2.3582(-27) 
- .25733(-26) 
-.10697 35(~24) 
- .11869566~(-22)  
-.15883 30397(-20) 
duce a solution for either model presumably because 
of the ill conditioning of the matrix T. This came as 
a total surprise since the data for all earlier n were 
much akin to that for e -x. For example if 
h(x) = (1 + x) 1/2, x= 2 and n = 15, 8 n and w n are 
-.69607 86166 34745 5(-2) and 
-,40188 11766 91212 69(-2), respectively. The cor- 
responding relative errors to about 10 significant 
f'~mres are -.40976 64231(-15) and 
-.40976 64230(-15), respectively. The value of 
6n/con gives 31/2 correct to 15 decimals. The error 
in the Pad~ approximant print out is .644(-17) which 
is precisely that predicted by an asymptotic analysis. 
Finally, we consider h(x) = xe x fx t - le - td t "  
Here again the characteristics displayed in the tabular 
data for e -x are mimicked by that for h(x) above. In 
the present instance//n = 2, 7 and 13 for n -- 5, 10 
and 15 respectively. The corresponding values for v n 
are 1, 8 and 12, respectively. Let x = 5. The values of 
8n/con are .850, .85211 07 and .85211 0881 for 
n = 6, 10 and 13 respectively. The value of  A13/B13 is 
.85211 08814 324 while the true value is .85211 
08814 237. 
5. FURTHER DISCUSSION 
As remarked earlier, the numerics were developed 
based on the system (10). In the formulation (8), H is 
symmetric and as far as we know, it is indefinite. In 
this event, it is known that Cholesky's method and 
triangular factorization can produce erroneous results. 
Further, there is no warning of what has gone wrong. 
Consequently, one usually recommends Gaussian 
eliminatibn with partial or complete pivoting. Thus 
i i 
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the symmetry of the matrix is of  no advantage. To 
take advantage of  symmetry Bunch and Parhtt  [7, 8] 
developed a scheme based on the factorization 
H = L D L* where L is a lower triangular matrix, L* 
its transpose and D is a block diagonal matrix of  order 
I or 2. This procedure isstable and nearly as fast as the 
Cholesky method. The FORTRAN code from the IMSL 
library LEQIS (in double precision) is based on this 
scheme. We used the code for the case h(x) = e -x. 
The characteristics of  the computations in so far as 
A n, B n, 6 n, w n, etc. for n g 9 are much akin to that 
presented in the table in section 4 for the same func- 
tion. However, in the present case for 10 • n • 15, 
the data returned by the machine was patently worth- 
less. The code was then modified to give quadruple 
precision. In this situation the machine calculations 
were quite precis e for n • 3, but then returned worth- 
less data for 4 • n • 15. We are at a loss to explain 
this. In any event, at a first reading it appears that 
programs based on symmetry are inadequate for our 
problem. We intend to further explore this situation 
in the future and to experiment with the recently 
developed package LINPACK. 
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