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Introduction
One of the most influential cross-country studies on economic growth is the study of Mankiw et al. (1992) , hereafter MRW. The authors performed an empirical evaluation of an extended version of the Solow-Swan growth model by incorporating human capital. They found that the augmented Solow-Swan model fitted the data well and yielded plausible estimates of the elasticity of output with respect to capital. Numerous authors have since used the MRW framework to study the significance of additional factors on growth (Durlauf and Quah 1999) . Some authors, such as Durlauf and Johnson (1995) and Dinopoulos and Thompson (1999) , have questioned these results.
The first authors maintain that heterogeneity among various groups of countries should be considered (i.e., grouping the countries in homogenous groups). The second authors present the Schumpeterian view of the growth model, where the distribution of a country's technology depends on their R&D expenditures, and maintain that differences in technology should be imposed in estimations for greater accuracy in results. Evidence of such (technological) heterogeneity may also be found in Durlauf et al. (2001) . Moreover, evidence of parameter heterogeneity using different statistical methodologies has been also found by Canova (2004) and Desdoigts (1999) .
Our research focuses on a group of South Asian countries (India, Sri Lanka, Pakistan and Bangladesh). In the literature, the South Asian countries have been considered similar and homogeneous (and for this reason considered suitable to study using panel estimation techniques) based on some macro stylized facts (Narayan et al. (2010) , Jongwanich and Kohpaiboon (2013) ), on common history and historical relations (Rizavi et al. (2010) ), and simply on international regional divisions (Jalles (2012)). We show, employing appropriate statistical tests, that despite apparent homogeneity in countries belonging to the same geographical area with similar technology, and apparent similar macro stylized facts, there could be other sources of heterogeneity such as different political, legal and economic institutions, and national policies that may change the forces driving growth in countries. This makes time-series estimation technique more suitable to precisely detect growth driving variables. Using country-specific time-series estimation, we show that growth enhancing variables are effectively different for these countries. Luintel et al. (2008) argue that panel regressions ignore significant cross country differences and suffer from problems associated with data pooling in the absence of balanced growth. Additionally, unless parameter heterogeneity is dealt with, estimates are biased and inconsistent yielding inaccurate conclusions for countries.
Therefore, we believe that in the absence of a similarity among countries, time series estimation is superior to cross-country/panel estimation (where data are available) to detect precise growth drivers for countries 1 Section 2 presents country characteristics for the four South Asian countries selected for our analysis, illustrating their apparent homogeneity and showing their dissimilarities using appropriate statistical tests. Section 3 presents the model. Section 4 illustrates the methodological aspects and data. Section 5 explains the results and Section 6 concludes. .
Country Characteristics
This study considers four South Asian countries -India, Sri Lanka, Pakistan and Bangladeshbecause this group is considered homogeneous by the literature (Mallik and Chowdhury, 2001 ) and stylized facts seem to confirm this. Coakley et al. (2006) . This is justified by Luintel et al. (2008) who use the same approach as us by applying country by country time-series analyses. Also see Greiner et al. (2005) , King and Ramlogan (2008) and Rao et al. (2011) for advantages of time-series methods.
. The cross-sectional dependence is described as the interaction between cross-sectional units (i.e., households, firms and states as in our case) and has been widely 2 Average years of schooling is the years of formal schooling received, on average, by adults over age 15. (Data Source: Barro-Lee (2010) ).
3 We use differences in investment ratio (normalized with respect to US) as a proxy measure of the technology difference among countries. A large difference in investment per employee indicates a large difference in capital intensities and, presumably, in technologies (Pianta, 1995) . The similarity in technological level among Bangladesh, India, and Pakistan is indirectly confirmed by Dinopoulos and Thompson (1999) 
.. Based on these tests, we can therefore conclude that there is evidence against the hypothesis that these countries move together with respect to a group of variables identifying economic characteristics of a country, suggesting dissimilarity among the countries. For this reason, timeseries estimation techniques appear more suitable 7 compared to panel data techniques to detect growth enhancing variables and discuss policies affecting growth.
The Model
The formulation used is a simplification of the MRW model employed by Senhadji (2000) , Rao and Hassan (2012b) , and Kumar and Pacheco (2012):
where Y = output; A = stock of knowledge; K = capital; H = human capital index; L = total employment; α = elasticity of output with respect to capital.
The intensive form of (5) is:
⋅ . In (6) the variables are expressed in per worker terms adjusted for skill.
We assume, that the stock of knowledge t A evolves over time t as follows:
where 0 A is the initial stock of knowledge and τ and υ are variables capturing level and growth effects, respectively 8 τ . Equation (7) can be further extended by assuming that and υ are functions of other variables (see Rao (2010) and Casadio et al. (2012) , among others):
7 When T is large, one can allow for heterogeneity by estimating a separate time-series equation for each unit (Coakley et al. 2006 
τ is assumed to be non-linear in s and linear in z. For equation (8) With these modifications the production function (6) will be:
.
Data and Methodology
All data are drawn from the World Development Indicators with the exception of the average years of schooling (data source: Barro-Lee (2010) 
investment to GDP ( ( ) IRAT + ), ratio of official development assistance and official aid received (Barro 1996) . Studies show that the effect of FDI and trade on economic growth depends on the type of trade policy adopted by a country (Balasubramanyam et al.1996) , level of human capital in a country (Borenztein et al. 1998 ) among other factors. Therefore these variables could have a positive or negative effect on growth. The effect of government expenditures and openness depend mainly on the quality of institutions and governance, as we will discuss in Section 5. Accordingly, the coefficient on GRAT could be positive or negative. Similarly the effects of foreign aid on growth could be positive or negative depending on the effectiveness of the government in channeling these aid flows into public expenditure programmes and economic policy (Roberts 2003; Burnside and Dollar 2000) . As a preliminary step, we investigate the unit root properties of the variables using the ADF and DF-GLS tests. The results are reported in Table 1A in the Appendix. The null hypothesis of a unit root cannot be rejected for the levels of all the variables. In addition, we test for the null of a unit root in the first differences, which can be rejected at the 1% significance level, with the exception of (5%) for Bangladesh, Sri-Lanka and India. The evidence from the unit root tests indicates that all variables can be characterized as exhibiting a unit root process. Since all series are I(1), it is legitimate to investigate the existence of a cointegrating relation. We use the Dynamic OLS (DOLS) estimator for our empirical estimation of the long-run relation (equation 11). The DOLS deals with the problem of second-order asymptotic bias arising from serial correlation and endogeneity and is asymptotically efficient (Saikkonen 1991) . In addition, DOLS performs better in finite samples compared to other asymptotically efficient estimators (see Inder 1993 and Montalvo
1995).
10 See Cooray (2012) . Rao and Hassan (2012a) however, show that the direct effects of remittances on growth are insignificant but evidence of small indirect effects.
Empirical Results
The results for equation (11) for the countries are reported in Table 2 . In order to conserve space, we report only the best and more plausible results in terms of coefficient signs and magnitude (in particular for the elasticity of output with respect to capital α ), diagnostic tests, and for the signs and statistical significance of the factor loading coefficient λ in the Error Correction Model (ECM). The diagnostic tests show that the models are correctly specified and the ECMs show a statistically significant factor loading ( λ ) with the expected negative sign. We also perform a test of stability (Quandt-Andrews structural breakpoint test 11 ) on the ECM. Andrews (1993) and Andrew and Ploberger (1994) ) is widely used in the empirical literature (see for example Martin and Milas (2012) , Makin and Narayan (2012) , Petrevsky and Bogoev (2012) , Paradiso et al. (2012) , Jawadi and Sousa (2013)) and tests for one or more unknown structural breakpoints in the sample for a specified equation. The idea behind this test is that a single Chow breakpoint test is performed at every observation between two observations. The test statistics from those Chow tests are then summarized into a single test statistic for a test against the null hypothesis of no breakpoints between two dates. This test checks whether there is a structural change in all of the original equation parameters.
in Sri Lanka and Pakistan. In India, GRAT has only a level effect. In Bangladesh, GRAT does not enter at all as an explanatory variable. This result for 12 The OLS-based CUSUM test is a structural change test on cumulative residuals of the common OLS residuals (Ploberger and Kramer (1992) ).
13 The F test statistic is an extension of the Chow test and calculates the F statistic for all potential change points in an interval; this test is rejected if these statistics get too large.
14 This method, for a given m breakpoint, tests for the single added breakpoint that most reduces the sum-of-squares.
The test is run on all factor loading coefficients and the constant for all the ECM of the countries. By default, the test allows for a maximum number of 5 breaks, employing a trimming percentage of 15%, and uses the 0.05 level of significance for sequential testing. In our case (Table 7) , the sequential test indicates that there is one breakpoint, but this break is not statistically significant because the F-statistic, along with the F-statistic scaled by the number of varying regressors, are below the critical value for all countries.
15 The positive contribution of public spending is further favoured by low taxes-GDP-ratio in these countries that has reduced the negative effects on private activity (Jha (2011)).
Bangladesh can be explained by high inefficiencies in the administration and usage of public resources (Ahmed 2001) . IRAT has contributed to growth in Bangladesh although its value is slightly low compared to other countries (Table 1) FDI enters (even if only as level effect) as a factor influencing output in Sri-Lanka due to higher educational levels compared to the other three countries (Borensztein et al. (1998) ). For Pakistan and India, growth remains partially unexplained (i.e., determined by other factors not considered).
Conclusion
We investigate the growth enhancing variables in a group of selected South Asian countries (India, Sri Lanka, Pakistan and Bangladesh) over the period 1960-2010. Apart from their geographical proximity and homogeneity with respect to economic features, they also share a common history.
We find, however, that contrary to what is maintained by some authors, this does not necessarily 16 The estimates of this index ranges from approximately -2.5 (weak) to 2.5 (strong). Unfortunately, it is not possible to conduct empirical work employing this measure of institutions due to the short sample period available (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) . Additionally, there is no consensus on the definition and measurement of institutions in the literature (see for example Tebaldi and Elmslie (2008) ).
imply homogeneity. We investigate the presence of this homogeneity using appropriate statistical tests. The tests show that these countries are dissimilar. This is due to differences in institutions and national policies. Our results show that empirical studies should focus more on country-specific time-series, in particular if the aim is to suggest appropriate policy measures for sustaining growth.
However, we do not argue that cross-country studies are not useful. Countries with common stylized facts can be studied together as a first stage, since it is expected that belonging to the same region, these countries share some common characteristics in any case. In addition, this is the sole method if we do not have sufficient time-series data.
Our results suggest that time-series econometrics are preferable to identifying growth drivers for a country accurately. If country-specific investigation has this important advantage with respect to cross-country studies, in detecting the appropriate growth enhancing variables, why does the literature focus more on cross-country investigations? The answer is that cross-country studies have some advantages over time time-series analysis. First, cross-country studies may consider the average growth rate over long time periods, for example ten years, to estimate the effect of some variables on the growth rate. This technique eliminates the effect of business cycles that may influence the fluctuation of economic variables at higher frequency. In addition, taking the average growth rate over long time periods reduce the risk of structural breaks. Second, data are available for several countries only for short time periods of time, whereas country-specific time-series techniques require data over a long time span. All these advantages of cross-country studies are expected to vanish over the years, since econometric estimation techniques and the availability of good quality data (also for developing countries) are improving helping to solve these drawbacks of country-specific time series studies.
While policy needs to be implemented according to country specific characteristics, the general implications stemming from this study can be summarized as follows. The results suggest that trade openness is an important growth enhancing variable for all countries with exception of Pakistan where this variable has only a level effect on output (i.e., it can raise the economy's income level permanently but it has only a transitory growth effect). Bangladesh, Sri-Lanka and India should take measures to improve openness to sustain the growth in the long-run. For example, our estimates
show that for Bangladesh a rise in trade openness of 1% implies a growth effect of 0.02%. This implies that a 0.1% increase in long-run GDP growth requires a five percentage point increase in openness (openness is the average share of exports and imports to GDP). Similar arguments apply to Sri-Lanka and India. A 1% increase in openness implies a growth effect of 0.01%. Although Policies designed to support and encourage private investment is necessary to stimulate long-run growth in Bangladesh. There is a need for fiscal consolidation and government expenditure restructuring to prevent the private sector from being crowded out. 
