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a b s t r a c t
In this paper, we establish a moderate deviation principle for a class of recursions which
have the form of
Zn+1 =

1− Γn+1
gn

Zn + Vn+1√gn ,
where gn are constants, Vn,Γn are random variables for any n ≥ 1. These recursions often
occur in stochastic approximation algorithms.
© 2013 The Author. Published by Elsevier B.V.
1. Introduction and main result
Let X1, X2, . . . , Xn, . . . be i.i.d. real valued random variables with mean 0 and variance 1. Denote Sn as the normalized
partial sum, that is Sn = (X1 + X2 + · · · + Xn)/√n, if we assume X1 is exponentially integrable, it is well known that
(Sn/bn, n ≥ 1) satisfies the moderate deviation principle on (R,B, (R)) with speed b2n and good rate function I(x) = x2/2
for any positive numbers bn such that
bn ↗ +∞ and bn√n → 0,
as n → ∞. The proof is a simple application of Gärter–Ellis theorem (cf. Dembo and Zeitouni, 1998). If we denote
An =
√
n+ 1/ √n+ 1+√n, then Sn can be expressed in a recursion form as
Sn+1 =

1− An
n+ 1

Sn + Xn+1√
n+ 1 . (1.1)
Note that An → 1/2 as n →∞ and Xn+1 is independent of Sn for any n ≥ 1.
The goal of this paper is to extend (1.1) to more general forms. To be precise, given some discrete filtered probability
space (Ω,F ,Fn, P), let Z1 = 0, we consider the moderate deviation principle problem associated with the recursion form
of
Zn+1 =

1− Γn+1
gn

Zn + Vn+1√gn , (1.2)
where gn are constants, Vn,Γn are random variables adapted to Fn for n ≥ 1. The above recurse relation is a stochastic
version of Chung’s lemma (cf. Chung, 1954), where Vn andΓn are assumed to be real numbers. Such recursions often occur in
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stochastic approximation algorithms, see Section 3 or in Benaïm (1999), Chung (1954), Robbins andMonro (1951), Burholder
(1956) and the references therein. We are interested in the convergence property of recursion (1.2), no matter in practice
or theory (cf. Sacks (1958)).
We first recall some known convergence results about recursion (1.2). IfVn andΓn are real numbers such that
√
gnVn+1 →
A ≠ 0 and Γn → B as n → +∞, and gn satisfies 0 < gn → ∞ and the sum of g−1n diverges, then limn→∞ Zn exists and
equal to B/A, for details see Lemma 2.1. Renlund (2011) studies Vn,Γn being some adapted random variables, and obtains a
central limit theorem for bn under other conditions, see Remark 1.1.
Themain purpose of this paper is to seek somemild conditions on Vn,Γn and gn such that Zn satisfies moderate deviation
principle (MDP), for a full and elaborate description of large deviation theory, we refer to the book Dembo and Zeitouni
(1998).
Our main result of this short paper is the following theorem, its proof is given in the next section.
Theorem 1.1. Weassume V1, V2, . . . are i.i.d random variables withmean zero and independentwithΓn, besides, the expectation
of Γn converges to a positive number Γ as n → ∞. Additionally, we assume there exists some constant κ > 0 so that
E exp(κ|V1|) <∞. Let an be a sequence of positive numbers so that
0 < an ↗∞ and an+1√gn → 0 as n →∞. (C0)
Define sequence Zn via relation (1.2), then the sequence {Zn/an, n ≥ 1} satisfies moderate deviation principle on

R,B(R)

with speed a2n and good rate function I(x) = x
2
2σ 20
, where σ 20 = σ 2/2Γ and σ 2 = EV 21 , i.e., for any Borel measurable subset A in
R,B(R)

,
− inf
x∈A◦ I(x) ≤ lim infn→∞
1
a2n
log P (Zn/an ∈ A)
≤ lim sup
n→∞
1
a2n
log P (Zn/an ∈ A) ≤ − inf
x∈A
I(x) (1.3)
where A◦ and A denote the interior and the closure of A, respectively.
In particular, for any x ≥ 0,
lim
n→∞
1
a2n
log P (Zn/an ≥ x) = − x
2
2σ 20
. (1.4)
Remark 1.1. The condition E exp(κ|Vn|) <∞ trivially implies the condition (2.3) of Renlund (2011), i.e,,
lim
n→∞E

V 2n+1I|V2n+1|≥εgn

= 0, for all ε > 0.
Above condition is sufficient for proving central limit theorem of Zn, but for moderate deviation principle, we need the
perturbed term to be exponentially integrable.
The proof of Theorem 1.1 is given in next section. Some concluding remarks are added in Section 3.
2. Proof of Theorem 1.1
We will prove Theorem 1.1 by Gärter–Ellis theorem (cf. Dembo and Zeitouni, 1998). That is means we need to compute
the logarithmic moment generating function of Zn. The following lemma is crucial for the proof of Theorem 1.1.
Lemma 2.1 (Chung Lemma, Cf. Renlund, 2011). Let bn, An, Bn,Dn and gn be real numbers such that the following recursion
bn+1 = (1− An/gn)bn + Bn/gn + Dn,
and with the following properties
0 < a0 = lim inf
n→∞ An ≤ a1 = lim supn→∞ An <∞,
Bn → B ≥ 0, 0 < gn →∞,
∞
n=1
1/gn = ∞.
2350 S. Wang / Statistics and Probability Letters 83 (2013) 2348–2352
Besides, if
• Dn ≤ 0 then lim supn→∞ bn ≤ B/a0.• Dn ≥ 0 then lim infn→∞ bn ≥ B/a1.
As a consequence, if Dn ≡ 0 and limn An exists and equals A > 0, then limn bn exists and equals B/A.
Now we are ready to prove the main theorem.
Proof of Theorem 1.1. By Gärter–Ellis theorem (cf. Dembo and Zeitouni, 1998), we only need to show that
Λ(x) := lim
n→∞Λn(x) := limn→∞
1
a2n
logE

exp

anZnx

and
sup
y∈R

xy−Λ(y) = x2
2σ 20
:= I(x)
for all x ∈ R.
Using recursion (1.2) and note that
Λn+1(x) = 1a2n+1
logE [exp (an+1(1− Γn+1/gn)Znx)]+ 1gn
gn
a2n+1
logE

exp

an+1Vn+1x/
√
gn

=: (1−Θn/gn)Λn(x)+ 1gn∆n(x),
where
Θn = gn

1− a
2
n
a2n+1
logE exp (an+1(1− Γn+1/gn)Znx)
logE exp (anZnx)

and
∆n(x) = gna2n+1
logE

exp

an+1Vn+1x/
√
gn

.
By assumption (C0) and Taylor expansion, we have for any fixed x ∈ R,
∆n(x) = gna2n+1
log

1+
∞
k=1
xkEV k1
k!

an+1√
gn
k
= gn
a2n+1
log

1+ x
2σ 2
2

an+1√
gn
2
+ o

an+1√
gn
2
→ σ
2
2
x2, as n →∞.
If we can prove that Θn → 2Γ as n → ∞, then the result follows as a consequence of Chung lemma (Lemma 2.1) will
complete the proof. Next we proveΘn → 2Γ as n →∞.
First note that for all n,EZn = 0 and Zn is independent with Γn+1. Thus we have
logE [exp (anZnx)] = logE

exp

an√
gn
Znx
√gn
= logE

1+ an√
gn
Znx+ a
2
n
gn
Z2n x
2 + o

a2n
gn
√gn
= log

1+ a
2
n√
gn
EZ2n x
2 + o

a2n√
gn

.
By the same argument, we have
logE [exp (an+1(1− Γn+1/gn)Znx)] = log

1+ a
2
n+1√
gn
E(1− Γn+1/gn)2EZ2n x2 + o

a2n+1√
gn

.
Thus
lim
n→∞Θn(x) = limn→∞ gn(1− E(1− Γn+1/gn)
2) = 2Γ ,
now the result follows immediately. 
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Remark 2.1. The rate function of main theorem is easy to guess. If we assume Z1 = 0,Γn ≡ Γ and Vi, i = 1, . . . , are i.i.d.
N(0, σ 2). Then Zn is a linear combination of independent normally distributed random variables, thus Zn is also normally
distributed. Denote bn = EZ2n as its variance, recall the recursion
Zn+1 = (1− Γ /gn)Zn + Vn+1/√gn. (2.1)
Squaring (2.1) and taking expectation and noting the fact that Zn is independent of Vn+1 and EVn ≡ 0, we get the recursion
formula for variance,
bn+1 = (1− Γ /gn)2bn + σ 2/gn = (1− An/gn)bn + σ 2/gn, (2.2)
where An = 2Γ − Γ 2/gn. Then
Λ(x) := lim
n→∞
1
a2(n)
logE

exp

a(n)Znx
 = lim
n→∞
x2
2
bn.
A simple use of Chung lemma (Lemma2.1) for (2.2) yields that limn→∞ bn = σ 2/2Γ := σ 20 , thusΛ(x) = x
2
2 σ
2
0 . Consequently,
we have
sup
y∈R

xy− y
2
2
σ 20

= x
2
2σ 20
:= I(x).
With some notational work, the results can be extended to Zn ∈ Rd, d ∈ Z+ cases.
3. Concluding remark
In this section, we give some inverstigations about the moderate deviation for some class of stochastic approximation
algorithms which are defined below.
Definition 3.1. A stochastic approximation algorithm {Xn} is a stochastic process taking values in [0, 1] and adapted to the
filtration {Fn} such that
Xn+1 − Xn = γn+1[f (Xn)+ Un+1], (3.1)
where γn,Un ∈ Fn, f : [0, 1] → R and following conditions hold almost surely:
• γn ≍ n−1, i.e., there exist some constants c1, c2 such that c1/n ≤ γn ≤ c2/n for all n.• there exists constant C satisfying
|Un| ≤ C, |f (Xn)| ≤ C, and En (γn+1Un+1) ≤ C/n2.
We call the function f as the ‘‘drift function’’ (cf. Renlund, 2011, 2009) in above definition, if the drift function f is
continuous, then the limit Xn+1 always exists and equals some zero point of equation f = 0, say p, then Renlund (2011)
proves that Xn − p converges to some nontrivial distribution under suitable scalings. If p is a stable zero point, a point
satisfies that f (x)(x− p) < 0 when x ≠ p is close to p. In particular, the drift function has the form of
f (x) = −h(x)(x− p), (3.2)
where h is continuous at p and nonnegative when x is close to p. When (3.2) is established, set Qn = Xn−p and rewrite (3.1)
as
Xn+1 − p = Xn − p+ γn+1[f (Xn)+ Un+1]
= [1− γn+1h(Xn)]Qn + γn+1Un+1,
if we denoteγn = nγnh(Xn−1) andUn = nγnUn, then the above recursion can be simplified as
Qn+1 =

1− γn+1
n+ 1

Qn +
Un+1
n+ 1 . (3.3)
Now

Qn, n ≥ 0

has the form as in Theorem 1.1. However Qn andUn+1 are not independent, thus they cannot be applied
to the previous result and some new approach will be needed.
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