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1 Introduction
Consider the linear regression model
yt = x
′
tβ + εt t = 1, . . . , n
with xt and εt uncorrelated. Under standard assumptions, the OLS estimator, βˆ, is consistent
and asymptotically normal as n increases to infinity. This asymptotic distribution is the
basis for most of the empirical research in economics, but as Huber (1973) has shown, it
is unreliable unless k/n is close to zero; k is the number of regressors in the model. Huber
proves that the OLS coefficient estimator is consistent and asymptotically normal when
k increases with n, but only if k/n → 0. In practice, k/n will always be positive and is
sometimes large, so it is unclear whether the classic tests that exploit asymptotic normality
are themselves reliable. This paper derives the asymptotic distribution of the F-test for
arbitrary linear hypotheses about these coefficients under a more general limit theory that
allows k/n to remain uniformly positive. The conventional F-test is asymptotically invalid
under this limit theory, but despite this theoretical tendency to over-reject, will usually have
close to its nominal size in practice.1 Moreover, this paper derives a modification of the F-test
that is asymptotically valid and demonstrates that this new test performs better than the
unmodified F-test in practice.
This paper is not the first to study the asymptotic distribution of estimators like βˆ as
both n and k increase. Previous research has looked at the behavior of M-estimators as
k increases, of Analysis of Variance (ANOVA) as the number of groups increases, and of
instrumental variables estimators as the number of instruments increases. This research has
followed two distinct paths. The first looks for the fastest growth rate of k that is compatible
with standard consistency and asymptotic normality results; k = o(n) is necessary for these
results to hold but is often insufficient. The second approach looks for alternative asymptotic
distributions of the coefficient estimators keeping k/n positive.
These increasing-k asymptotics were first introduced in the context of M-estimation;
Huber (1973) argues that assuming k is fixed is unrealistic in practice. After proving that
k = o(n) is necessary for the OLS estimator to be consistent and asymptotically normal,
Huber argues that this condition is likely needed by any tractable asymptotic theory and
proves normality of the M-estimator of the coefficients of the linear regression model under
the stronger condition that k3/n→ 0. This rate was improved by Yohai and Maronna (1979),
Portnoy (1984), and Portnoy (1985) to k log k/n→ 0 for consistency and (k log k)1.5/n→ 0
1The F-test only performs well when using its finite-sample critical values. Tests based on the chi squared
limit of the F statistic do not perform well in practice and should be avoided where possible.
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for asymptotic normality. Further research has extended these results to other estimating
functions (Welsh, 1989), nonlinear models (He and Shao, 2000), and estimation of the dis-
tribution of the errors (Chen and Lockhart, 2001; Mammen, 1996; Portnoy, 1986).
In econometrics, interest has focused instead on the properties of IV estimators with
a fixed number of coefficients but an increasing number of instruments, l. Bekker (1994),
building on earlier results by Anderson (1976), Kunitomo (1980), and Morimune (1983),
studies the asymptotic behavior of Two-Stage Least Squares (2SLS) and variations of Limited
Information Maximum Likelihood (LIML) in models with normal errors as l/n converges to a
positive constant. These authors find that LIML is both consistent and asymptotically normal
but that 2SLS is not. These results are extended to non-Gaussian errors by Hansen et al.
(2008), Chao et al. (2008), and others. Koenker and Machado (1999) prove the consistency
and asymptotic normality of GMM estimators with l3/n→ 0. Stock and Yogo (2005), Chao
and Swanson (2005), and Andrews and Stock (2007), among others, combine the many-
instruments and the weak instruments literatures and argue that the relationship between
the concentration parameter and l is more important than that between the number of
observations and l. Anderson et al. (2010) establish some optimality properties for LIML
in this setting. Han and Phillips (2006) study the limiting distributions of nonlinear GMM
estimators with many weak instruments, and their approach allows for the estimators to
converge to non-normal distributions.
Previous work on the F-test under increasing-k asymptotics has focused largely on
ANOVA. Boos and Brownie (1995) find that the usual F-test is asymptotically invalid unless
the design matrix is perfectly balanced (requiring an equal number of observations for each
group) and propose a new Gaussian approximation for the statistic that gives an asymptot-
ically valid test. This result is extended to two-way fixed-effects and mixed models (Akritas
and Arnold, 2000); to allow for heteroskedasticity (Akritas and Papadatos, 2004; Bathke,
2004; Wang and Akritas, 2006); and to allow for additional covariates (Orme and Yamagata,
2006, 2007). See, for example, Fujikoshi et al. (2010) for many asymptotic results related
to this literature. Anatolyev (forthcoming) studies the asymptotic performance of the Like-
lihood Ratio, LM, and F-tests under these asymptotics, imposing a different condition on
the regressor matrix that rules out the unbalanced ANOVA applications just mentioned.
Anatolyev shows that these three statistics behave differently; the LM and LR tests require
a correction, but the F-test does not. We focus on the F-test alone in this paper, and find,
consistent with the ANOVA literature, that it too requires a correction when the regressor
matrix does not satisfy Anatolyev’s conditions.
This research suggests that the standard test should behave poorly in finite samples unless
the number of predictors is quite small. However, the F-test is known to have extremely good
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performance as a comparison of means, even when the errors are not normal. Scheffe´ (1959),
for example, presents analytic and computational evidence that supports using the F-test
even with asymmetric and fat tailed errors. Moreover, the simulations presented in some of
the ANOVA papers themselves support using the naive F statistic instead of their proposed
replacements. Akritas and Papadatos (2004), for example, simulate a 5% test with lognormal
errors and find that the conventional F-test has size 0.04, while their proposed statistics have
size 0.74 and 0.60, a moderate over-rejection.
These corrections have other undesirable features. The approximations do not hold under
conventional, fixed-k asymptotics, forcing applied researchers to choose between two incom-
patible asymptotic approximations. Since k/n is always positive in practice, it is logical to
use increasing-k limit theory by default, but the simulation evidence indicates that it per-
forms poorly. Moreover, existing results only apply under strong restrictions on the matrix
of regressors—assuming either an ANOVA structure or other inhibitive conditions—and so
are not relevant for applied economic research.
This paper instead proposes a simple correction to the usual F statistic that gives a
valid test under either conventional fixed-k or increasing-k asymptotics. When k is fixed, the
correction disappears in the limit and our proposed statistic is asymptotically equivalent to
the F-test. When k/n remains positive, the correction does not vanish and improves the size
of the test statistic. The simulations presented in this paper indicate that this new statistic
performs better than the conventional F-test and also outperforms a Gaussian test that is
similar to those proposed in the ANOVA literature.
Since this statistic nests both the standard and nonstandard asymptotics, careful study of
the correction can explain the F-test’s strong performance in simulations. The magnitude of
the correction depends on the excess kurtosis of the regression errors, εt, and on a particular
feature of the design matrix of regressors. When the excess kurtosis is zero, no correction
is necessary and the F-test is valid. If the excess kurtosis is not zero, the magnitude of the
correction depends on the diagonal elements of the projection matrices for the unrestricted
and restricted models—the restricted model is the model estimated under the null hypothesis.
In practice, it is likely that the correction will be quite small and the naive F-test will perform
reassuringly well, even if it is invalid. When the F statistic returns a value near the critical
value for a specific test size, though, the correction can affect whether the test rejects or fails
to reject the null hypothesis.
Finally, the use of this statistic is demonstrated through two applications—one for time
series macroeconomic data and one for cross-sectional data. The first reexamines Olivei and
Tenreyro’s (2007) study, “The Timing of Monetary Policy Shocks,” and finds further support
for their conclusion that the effect of monetary policy on output has seasonal variation.
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The second reexamines Sala-i-Martin’s (1997) cross-country economic growth analysis and
finds supporting evidence that additional variables beyond primary school education, GDP
per capita, and life expectancy are correlated with a country’s economic growth. These
variables were singled out by Levine and Renelt (1992) and Sala-i-Martin (1997) as widely
supported determinants of economic growth. The first example uses 144 observations to test
51 restrictions; the setup is a VAR with four equations and there are 51 restrictions on each
of these equations. The second example tests uses 88 observations and tests 64 restrictions.
To reiterate, this paper derives a new statistic that can replace the F statistic in tests and
works well for regression models with many regressors. The paper also explains the original
F-test’s strong performance in simulations and illustrates where it is likely to do poorly in
applications. Section 2 discusses the new test statistic and studies its asymptotic distributions
under the null and alternative hypotheses. Section 3 presents Monte Carlo evidence in favor
of the statistic. Section 4 presents the empirical exercises. Section 5 concludes. The proofs
are presented in the appendix.
2 Asymptotic Theory and Main Results
This section derives the asymptotic distribution of the F-test of the null hypothesis Rβ = r
for the linear equation
yt = x
′
tβ + εt
as q → ∞, n → ∞ and q/n remains uniformly positive; q is the number of restrictions
imposed by the null hypothesis. This limiting distribution implies that the F-test is not valid,
and we present a new statistic, Gˆ, that should be used instead of the F statistic. Comparing
Gˆ to the quantiles from the F (q, n − k) distribution yields an asymptotically valid test.
Section 2.1 discusses the paper’s notation and assumptions, Section 2.2 presents asymptotic
theory and the new test statistic, and 2.3 studies the differences between the uncorrected and
corrected statistics in more detail. Since the number of estimated coefficients is assumed to
vary with n, a triangular array structure underlies all of this paper’s theory. Unless otherwise
indicated, all limits are taken as n→∞.
2.1 Assumptions
Since the number of restrictions imposed by the null hypothesis and the total number of pre-
dictors both increase with n, some assumptions take an unfamiliar form. They are, however,
analogous to the usual assumptions that ensure the validity of the F-test under classical
(fixed-k) asymptotic theory. The observations are required to be independent, the errors are
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required to be uncorrelated with the regressors and be homoskedastic, and the matrix X′X
is required to be uniformly positive definite.
The first assumption defines the behavior of the regressors and errors.
Assumption 1. Define the random array {xn,t, εn,t; t = 1, . . . , n} and
Xn = (xn,1, . . . , xn,n)
′
εn = (εn,1, . . . , εn,n)
′.
The elements xn,t are random kn-vectors of regressors with bounded second moments, and
there exist positive and finite constants b and B such that the eigenvalues of n−1 EX′nXn are
less than B and greater than b for all n. For each n, the elements of the series {(xn,t, εn,t); t =
1, . . . , n} are independent and there are constants r > 4 and B′ > 0 such that E|εn,t|r < B′
for all t and n. Moreover, E(εn,t | Xn) = 0 and E(ε2n,t | Xn) = σ2 > 0 for all t and n.
Assumption 1 restricts the errors to be strictly exogenous and conditionally homoskedas-
tic, ruling out time series applications that use lagged dependent variables as predictors. The
other details of this assumption could be relaxed. It would be straightforward, for example,
to allow the array {xn,t, εn,t} to satisfy a less restrictive weak dependence condition than full
independence, but the requirement that E(εn,t | Xn) = 0 is crucial.
The next assumption defines the relationship between (εn,t, xn,t) and the dependent vari-
able, yn,t. The operator |·|2 denotes the Euclidean norm of an arbitrary vector in Rp.
Assumption 2. The dependent and independent variables are related through the equation
yn,t = x
′
n,tβn + εn,t t = 1, . . . , n (1)
with |βn|2 = O(1) as n→∞.
The assumption that |βn|2 = O(1) ensures that the model does not asymptotically crowd
out the error. If |βn|2 →∞ instead, the variance of yn,t would also increase to infinity, and in
the limit (1) would behave as though there were no error. Such an asymptotic theory would
obviously be of little practical value, as there is a substantial error term in real applications.
Also define the following notation. The OLS coefficient estimators are denoted βˆn and
the residuals are εˆn,t. The null hypothesis of interest is
H0 : Rnβn = rn. (2)
The next assumption embeds this hypothesis in a sequence of asymptotically well-behaved
hypotheses.
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Assumption 3. {Rn} is a sequence of qn × kn matrices of deterministic restrictions, each
with full rank, and {rn} is a sequence of qn × 1 deterministic vectors.
To minimize confusion between the F statistic, the F distribution, and the F-test, we
denote the conventional F statistic for the hypothesis (2) as Fˆn,
Fˆn ≡
∑n
t=1
(
εˆ2n,t,0 − εˆ2n,t
)
/qn∑n
t=1 εˆ
2
n,t/ (n− kn)
with εˆn,t,0 denoting the residuals from the restricted model.
2.2 Distribution of Fˆ and Asymptotic Correction
The theory proceeds in two steps. We first find the asymptotic distribution of the F-statistic
as both qn and n increase together. This distribution gives an unsatisfactory test statistic,
but motivates an asymptotically equivalent test that performs better. Lemma 2.1 shows that
Fˆn is approximately normal under the null hypothesis.
Lemma 2.1. Suppose that Assumptions 1, 2, and 3 hold, that qn → ∞ and kn → ∞ with
lim kn/n < 1, and that the null hypothesis (2) holds. Then
√
qn
ηn
(
Fˆn − 1
)
d−→ N(0, 1), (3)
with
η2n = 2 (1 + cn) + q
−1
n
∑n
t=1
κn,tDn,t,
Dn,t =
(
P ∗n,tt + cnPn,tt − cn
)2
,
P ∗n = Xn(X
′
nXn)
−1R′n
(
Rn(X
′
nXn)
−1R′n
)−1
Rn(X
′
nXn)
−1X′n,
Pn = Xn(X
′
nXn)
−1X′n,
cn =
( n− kn
n− kn − 2
)2 qn + n− kn − 2
n− kn − 4 − 1
and
κn,t = E(ε
4
n,t | Xn)/σ4 − 3.
Under the null hypothesis,
√
qn(Fˆn − 1) = q
−1/2
n ε′n (P
∗
n + cnPn − cnI) εn
(n− kn)−1ε′n (I − Pn) εn
+ op(1),
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so Lemma 2.1 follows from the asymptotic normality of the numerator; the denominator
converges in probability to σ2. The numerator can be shown to be asymptotically normal by
an existing central limit theorem for quadratic forms, derived by Hall (1984) and de Jong
(1987); the convergence in probability of the denominator to σ2 follows from the same the-
orem. Details of the proof are presented in the appendix.
The terms η2n and cn need some explanation. The first term, η
2
n, is the asymptotic variance
of
√
qnFˆn and comes from standard formulas for the variance of a quadratic form, applied
to the numerator of Fˆn. The second term, cn, is chosen so that 2(1 + cn)/qn is exactly equal
to the variance of an Fqn,n−kn random variable—as we will discuss shortly, η
2
n = 2(1 + cn)
almost surely with normal errors, and in that case the variance of random variable on the
left side of (3) equals one. For large n, cn behaves like the simpler term qn/(n−kn), but they
can be noticeably different in moderate sample sizes.2
Lemma 2.1 implies that the standard F-test is asymptotically valid only if
q−1n
n∑
t=1
κn,tDn,t → 0
in probability, otherwise the asymptotic distribution of
√
qnFˆn is not pivotal. For example,
observe that if εn,t ∼ N(0, σ2), then Fˆn ∼ F (qn, n − kn), and additionally √qn(Fˆn − 1)
converges to an N(0, 2(1 + lim cn)) distribution (since κn,t = 0). This convergence implies
that the critical values from the F (qn, n− kn) converge to those of the normal(0, 2(1 + cn))
distribution as both qn and n− kn increase together. Whenever
√
qn(Fˆn − 1) d−→ N(0, 2(1 + cn)),
then, critical values from either the Gaussian or the F (qn, n − kn) distribution can be used
to test, implying that q−1n
∑n
t=1 κn,tDn,t → 0 is necessary for the naive F-test to be valid.
This sum converges to zero in three cases. First, if the excess kurtosis of the errors is zero
the summation is identically zero, as the example with Gaussian errors illustrates. Second,
if the design matrix, Xn, is balanced, so that Pn,ss = Pn,tt and P
∗
n,ss = P
∗
n,tt for all s and t,
then all of the elements Dn,t are equal. In that case, since both P
∗
n and Pn are idempotent
matrices,
Pn,tt = n
−1 trace(Pn) = kn/n a.s.
and
P ∗n,tt = n
−1 trace(P ∗n) = qn/n a.s.,
2In simulations that we have not included in the paper, tests using cn = qn/(n−kn) over-reject by slightly
less than the uncorrected F-test, but more than the proposed statistic.
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so each Dn,t = op(1) and the sum converges to zero.
3 Finally, if qn/n → 0 then each of the
elements P ∗n,tt converges to zero in probability and cn → 0, so each element of Dn,t again
converges to zero in probability. If none of those conditions are met, the sum does not vanish.
This Gaussian approximation suffers from some limitations. First, and most importantly,
tests based on this approximation often perform worse than the naive F-test. Section 3
presents simulations that illustrate this point, and previous research is consistent with this
claim. Akritas and Papadatos (2004), for example, run simulations for the F-test in a similar
ANOVA application, and the naive F-test has lower Type-I error than their Gaussian alter-
natives. This Gaussian approximation also forces researchers to choose between asymptotic
approximations. If kn is fixed, the approximation implied by Lemma 2.1 does not hold be-
cause qnFˆn is asymptotically chi-square. Ideally, Lemma 2.1’s approximation should contain
the fixed-kn result as a special case.
In light of these concerns, we propose rescaling the F statistic and the comparing that
new statistic to the F (qn, n− kn) critical values. Observe that Lemma 2.1 implies√
2(1 + cn)qn
ηn
(Fˆn − 1) d−→ N(0, 2(1 + lim cn))
under Assumptions 1–3. As discussed, the normal(0, 2(1+cn)) distribution and the F (qn, n−
kn) distribution are related: any sequence of random variablesGn that satisfies
√
qn(Gn−1) d−→
N(0, 2(1+ lim cn)) is approximately F (qn, n− kn) as well when both qn and n− kn are large.
Theorem 2.2 defines Gn as
Gn = η
−1
n
√
2(1 + cn)(Fˆn − 1) + 1,
and exploits this relationship. This random variable could form the basis of an infeasible test
statistic instead of Fˆn. If Gn exceeds the (1− α) quantile of the F (qn, n− kn) distribution,
the test would reject.
Theorem 2.2. Suppose that the conditions of Lemma 2.1 hold but qn and kn may be bounded.
Define the random variable
Gn = vnFˆn + (1− vn), vn =
√
2(1 + cn)
ηn
.
Under (2), P[Gn > zn,α] → α; each zn,α is the (1 − α) critical value for the F distribution
with qn and n− kn degrees of freedom.
3Anderson et al. (2010) discuss this condition in the context of LIML and give an example of asymptotic
balance. Independent Standard Normal regressors, for example, would ensure asymptotic balance
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This asymptotic approximation suffers from none of the drawbacks of the first. The
simulations presented in Section 3 demonstrate that the feasible test statistic based on Gn
performs at least as well as the F-test. Moreover, this asymptotic result holds whether or
not qn and kn increase, so researchers do not have to choose between asymptotic theories.
When qn is bounded, η
2
n → 2(1 + lim cn) in probability, so the correction vanishes.
The correction term vn is a variance correction. When the innovations have positive
excess kurtosis, the variance of the F statistic is larger than predicted by the F (qn, n− kn)
distribution. For small values of qn, the variance is only slightly larger, but for large values
of qn relative to n − kn, this discrepancy can affect test results. Applying the proposed
correction, vn, simply rescales the F statistic so that its true variance matches that of the F
distribution.
This correction must be estimated to make testing feasible; in particular, η2n is an unknown
random variable. The next lemma gives an estimator for η2n. For simplicity, we assume that
all of the errors have equal excess kurtosis. Our argument and proof hold for non-constant
kurtosis as well, but the formula becomes more complicated. Even under equal kurtosis, the
natural estimators of that kurtosis,
1
n
n∑
t=1
εˆ4n,t/σˆ
2 − 3
or
1
n− kn
n∑
t=1
εˆ4n,t/σˆ
2 − 3,
are inconsistent, since βˆn is inconsistent itself. However, by expanding (εn,t−x′n,t(βˆn−βn))4,
we can find and remove the asymptotic bias of the first estimator and show that the vari-
ance of this new estimator converges to zero. Lemma 2.3 gives the necessary correction and
provides a consistent estimator for η2n.
Lemma 2.3. Suppose that the conditions of Theorem 2.2 hold and that κn,t = κn for all t,
and define
κˆn = n
−1∑n
t=1
εˆ4n,t/σˆ
4 − wn,1
wn,2
− 3, (4)
with
wn,1 = n
−1
n∑
t=1
(
6Pn,tt − 15P 2n,tt + 12P 3n,tt − 3
n∑
s=1
P 4n,st
)
(5)
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and
wn,2 = n
−1
n∑
t=1
(
1− 4Pn,tt + 6P 2n,tt − 4P 3n,tt +
n∑
s=1
P 4n,st
)
. (6)
Then
2(1 + cn) + (κˆn/qn)
∑n
t=1
Dn,t = η
2
n + op(1). (7)
If, in addition, the null hypothesis is true then (7) also holds with the residuals from the
restricted model replacing each εˆn,t and Pn,ts − P ∗n,ts replacing each instance of Pn,ts in (5)
and (6).
Although the residuals from either the restricted or unrestricted models can be used to
estimate η2n, we recommend that the restricted residuals be used in practice. Since there are
fewer coefficients, the kurtosis can be estimated more precisely if the null is imposed.
The asymptotic distribution of the feasible test statistic is an immediate corollary.
Corollary 2.4. Suppose that the conditions of Theorem 2.2 are satisfied, let vˆn be a consis-
tent estimator of vn, and define
Gˆn = vˆnFˆn + (1− vˆn). (8)
If (2) holds, P[Gˆn > zn,α]→ α.
In theory, this adjustment can improve either the size or the power of the F-test, de-
pending on whether the excess kurtosis of the errors is positive or negative. However, the
consequences of erroneously shrinking or expanding the test statistic are quite different. The
first reduces the test’s power, and the second increases the test’s size. Since trying to exploit
negative estimates of the excess kurtosis will cause the test to over-reject if those negative
estimates are wrong, we suggest that researchers only adjust the test statistic if the estimate
is positive. This practice amounts to using the statistic
Gˆn = min{vˆn, 1}Fˆn + (1−min{vˆn, 1})
for testing.
The preceding discussion has focused on the validity of the F-test and our proposed
alternative, but we also care about the power of these tests. Since the asymptotic theory
for Gn and Gˆn is founded on asymptotic normality, it is relatively easy to derive their
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distributions under local alternatives of the form
Rnβn = rn + δn. (9)
Corollary 2.6 shows that the test based on Gn has nontrivial power if δ
′
nδn = O(q
1/2
n /n) and
is consistent if δn converges to zero more slowly. An important special case is if Rn = Ik,
rn = 0, and δn = (1, 0, . . . , 0)
′—i.e. testing for the joint significance of the regression when
one of coefficients is nonzero. In that case, the test has unit power asymptotically.
Lemma 2.5. Suppose that the conditions of Lemma 2.1 hold but that the alternative hypoth-
esis (9) holds with δ′nδn ∼ q1/2n /n. Then
√
qn
ηn
(
Fˆn − 1
)
− θn → N(0, 1) (10)
in distribution, with
θn ≡ δ
′
n(Rn(X
′
nXn)
−1R′n)
−1δn
σ2η−1n
√
qn
∼ 1.
The behavior of Fˆn under local alternatives is sufficient to describe the first-order local
power of Gˆn. Exploring the higher-order behavior of Gn or Gˆn is beyond the scope of this
paper. Consistency of the test is an immediate corollary.
Corollary 2.6. Suppose that the conditions of Corollary 2.4 hold, but that the alternative
hypothesis (9) holds with δ′nδn ∼ 1. Then P[Gˆn > zn,α]→ 1.
2.3 Behavior of the F-statistic
Lemma 2.1 and Theorem 2.2 show that the F-test is invalid and propose a corrected replace-
ment test statistic, but if the correction, v, is near one the replacement may be unnecessary
because the F-test may do well in practice.4 This section looks at the relationship between
the magnitude of the infeasible correction, v, and the size of the uncorrected F-test. If the
effect of v on the F-test were small, researchers might prefer to use the uncorrected F-test
out of convenience. However, this section suggests that the new test is preferable. In this
section, we assume that the fourth moments of the errors are identical, and the correction
simplifies considerably:
v = 2(1 + c) + κD¯, D¯ =
∑n
t=1
Dt/q. (11)
4In the remainder of the paper, we drop the stochastic array notation since we are presenting finite-sample
results.
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Figure 1: F (15, 70) density (dotted line) and the density fFˆ (·) given in Equation (2.3) for n = 100,
k = 30, q = 15, and v = 0.5 (solid line). The shaded region is the area to the right of the 0.90
quantile of the F (15, 70) distribution.
This paper’s asymptotic theory implies that G has approximately an F (q, n − k) dis-
tribution; in this subsection, we assume that G has that exact distribution, and derive the
implied density of the uncorrected F-statistic. We then calculate the mass of that density
above the 0.90, 0.95, and 0.99 quantiles of the F-distribution for different values of n, k, q,
and κD¯. This mass gives an indication of the extent to which the naive F-test over-rejects;
if 5% of the distribution of the F-statistic lies to the right of the 0.99 quantile, then the true
size of a nominal 1% test is 5%. These calculations are approximate since G does not have
this distribution in finite samples, but they do allow the impact of κD¯ to be isolated.
If the distribution of G is known and v is fixed, it is straightforward to derive the distri-
bution of Fˆ . Suppose that fq,n−k(·) is the density of the F (q, n− k) distribution. Since
Fˆ = (G+ v − 1)/v,
the density of Fˆ , denoted fFˆ (·), is trivially calculated to be
fFˆ (x) = v · fq,n−k(vx+ 1− v).
Figure 1 plots a representative graph of the densities fq,n−k and fF for n = 100, k = 30,
q = 15, and v = 0.5. We see that both densities are centered at one, and that the density of
Fˆ is more dispersed than that of G. The area under the density of Fˆ that lies to the right
of the 90% critical value of the F-distribution is shaded. This area is equal to 0.15, so the
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F-test would over-reject.
To better understand these size distortions, we calculate this area for different values of
n, k, q, and κD¯. We let n be 100 or 500, k be n/10 or n/2, and q be 1, k/2, or k − 1. We
consider all values of κD¯ between –1 and 3 and consider tests of size 1%, 5%, and 10%. The
size distortions are plotted in Figure 2. The plots are arranged in a grid, and each plot in the
grid contains three curves that depict the area for a different quantile. The solid line depicts
n = 100 and the dotted line n = 500. The true area is the vertical axis and the value of κD¯
is the horizontal axis. When κD¯ is zero, no correction is necessary and each area is equal to
the corresponding area of the F density function. In each plot, the top curve presents the
values for a test of size 10%, the middle curve 5%, and the bottom curve 1%.
The broad patterns are the same for each test size and do not depend heavily on n,
although the size distortions are slightly larger for larger values of n. These distortions are,
obviously, smaller when κD¯ is near zero and increase as κD¯ increases. For κD¯ near three,
the true size of each test is roughly 5 percentage points higher than the test’s nominal size.
For any values of n and k, the distortions increase with q, and for any values of n and q, the
distortions do not seem to vary with k.
3 Monte Carlo comparison
Although the asymptotic properties of the new statistic, Gˆ, are superior to the conventional
F-test, finite-sample properties are more important. One possible concern about this new
statistic is the need to estimate the regression errors’ kurtosis; if that estimate is poor, the
test may perform worse than the uncorrected F-test. This section presents a Monte Carlo
simulations studying the size of the test statistic based on Gˆ and shows that the new statistic
performs better.5
To study the size of these tests, we simulate data for the equation
yt = β0 + β
′xt + εt
where β0 and β both equal zero; each element of xt is drawn from the same distribution,
either Normal or Cauchy; and εt is drawn from Student’s t distribution with 5 or 30 degrees
of freedom, or from the Exponential distribution (centered to have mean zero). These dis-
tributions let us study the effects of heavy tails and asymmetric errors on the test statistics.
Other simulations, not presented here, indicate that the imbalance term,
∑
Dt/q, is high for
Cauchy and small for Normal regressors.
5These simulations were conducted in R version 2.11.1 (R Development Core Team, 2010).
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Each simulation constructs four tests of the null hypothesis
β1 = · · · = βq = 0,
the usual F-test, the new test based on Gˆ, the Wald test, and a test based on the normal
approximation in Lemma 2.1. The variance, η2, used by Gˆ and the normal approximation
is estimated using the residuals from the restricted regression.6 Moreover, if the variance
estimate is less than the population variance of the Fq,n−k random variable, we use the
population variance instead (this amounts to restricting the correction term, vˆ, to be less
than one), as discussed in Section 2.2. We let n be 100 or 500, k be n/10 or n/2, and q be 1,
k/2, or k − 1. We only study the size of nominal 5% tests; different sized tests give similar
results and are not reported.
Tables 1 and 2 contain the results of these simulations. Each entry lists the percentage
of the 5000 simulations that reject the null hypothesis. The naive F-test and test based on
Gˆ both perform well for almost all of the simulations we consider; their simulated size is
very close to the nominal size of 5%. The exception is for Cauchy predictors with t5 and
Exponential errors. With t5 errors, the F-test over-rejects by roughly 5 percentage points
unless a single restriction is tested, and the amount of over-rejection increases with n, k/n,
and q. The simulated size of Gˆ, on the other hand, remains much closer to its nominal size
and over-rejects by only one or two percentage points. For exponential errors, both statistics
perform slightly worse, but the Gˆ-test over-rejects by at most two percentage points.
The other statistics perform worse. The test using the normal approximation over-rejects
by several percentage points more than the naive F-test for almost all of the parameter
values studied. The Wald test performs by far the worst. It performs acceptably when a
single restriction is being tested, but when k/n or q is large its size deteriorates, even when
the naive F test performs well. For the simulations that the naive F test does not preserve
size, Cauchy regressors with q large, the Wald test can over-reject by over 15 percentage
points.
Since our theoretical results depend crucially on assuming homoskedasticity, we also
examine the tests’ performance under heteroskedasticity. We generate data from the same
equation and same parameters, but now scale εt by 1 + F
−1
x (x2,t), with F
−1
x (·) the inverse
of the CDF of the stochastic regressors.7 To save space, we only present results for Cauchy
regressors. We also use the robust variance-covariance matrix to construct the Wald test,
6Unreported simulations indicate that the test performs worse if the unrestricted regression is used to
estimate the variance.
7Scaling by 1+x2,t, which might be more standard, introduces much too much heteroskedasticity for any
of the statistics to be reliable when we use Cauchy regressors. For Normal regressors, we get qualitatively
similar results.
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but leave the other statistics unchanged.
Table 3 presents the simulation results. For q = 1, all of the statistics perform acceptably
well, but the F-test and normal test perform badly for larger values of q, over-rejecting by
about 5 to 10 percentage points. The F-test now performs slightly worse than the normal
test (about one or two percentage points), which did not happen with homoskedasticity.
Surprisingly, the robust Wald test performs well in these simulations, with a size of about 7%
across the experiments. The Gˆ-test again performs the best—systematically better than the
robust Wald test by about a percentage point. This performance is also surprising, especially
in light of the poor performance of the F-test, but is reassuring and indicates that the test
should be reliable in the presence of mild undiagnosed heteroskedasticity. Obviously, these
simulations only examine one form of heteroskedasticity, and researchers should proceed
cautiously if they suspect there is strong heteroskedasticity.
Generally, these simulations demonstrate that the proposed statistic, Gˆ, preserves size
well in finite samples, even for models with many regressors and hypotheses with many
restrictions, and even when the homoskedasticity assumption is violated. When q is large,
the restricted model uses only a few regressors, k − q. In that case, the kurtosis can be
estimated precisely, and Gˆ should be expected to perform well. On the other hand, when q
is small, ko is large but D¯ is small. In this case, the kurtosis may be estimated poorly, but
its estimate has only a small effect on the final statistic. In the few cases where the new
statistic over-rejects, it does so less than the alternative statistics.
4 Empirical Exercise
This section presents two empirical studies that illustrate our new test statistic.8 The first
is a macroeconomic application based on Olivei and Tenreyro’s (2007) study of monetary
policy shocks and the second is a cross-sectional application based on Levine and Renelt’s
(1992), Sala-i-Martin’s (1997), and Sala-i-Martin et al.’s (2004) studies of economic growth.
Although this paper’s theory has not yet been extended to time series applications with
lagged dependent variables, which is the econometric model used by Olivei and Tenreyro,
their study is a natural application of this paper’s statistic and it is unlikely that the form
of the test statistic based on Gˆ will need to change to be appropriate in such applications.
8Both empirical exercises were carried out using R version 2.11.1 (R Development Core Team, 2010)
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4.1 Monetary Policy Shocks
Macroeconomic models often impose rigidities in price and wage contracts so that monetary
policy has an effect on real economic variables, output and unemployment in particular.
Taylor (1980) and Calvo (1983) pioneered models with many agents who set wages or prices
rationally but infrequently; the length for which the price is set is exogenous, and the agents
set these prices at different, staggered, times. In this framework, aggregate prices and wages
do not change instantaneously, and these frictions can cause agents to change their consump-
tion and labor supply in response to changes by the Federal Reserve to the money supply or
interest rate.
Olivei and Tenreyro (2007) argue that these models could be missing important seasonal
effects in the price rigidity that would cause monetary policy to have a stronger effect at
some times of the year than others. Sticky price models are often motivated by citing union
wage negotiations and other similar contracts. Olivei and Tenreyro cite survey evidence that
most firms renegotiate these contracts in the fourth quarter of the calendar year, and that
these changes are enacted in the first quarter of the next year. Consequently, actions by the
Federal Reserve could have less impact in the first and fourth quarters, when wages and
prices are the most flexible.
Olivei and Tenreyro formalize this argument in two ways. They develop a variation of
a Calvo sticky-wage Dynamic Stochastic General Equilibrium (DSGE) model that allows
the probability of wage renegotiation to vary over the year. They also estimate a structural
vector autoregression (SVAR) using GDP, the GDP deflator, an index of commodity prices,
and the Federal Funds rate, and allow the coefficients of this model to be different in each
quarter.9 They find that the impulse response functions of the DSGE model match those
estimated from the SVAR and show a more pronounced effect from monetary policy shocks
in the second and third quarters.
This section will focus on one aspect of Olivei and Tenreyro’s work: whether the VAR
coefficients are truly different across quarters. Olivei and Tenreyro use quarterly data from
1959 to 2005 to estimate the vector autoregression
yt = B0,Q(t) +B1 · t+
4∑
k=1
Ak,Q(t)yt−k + εt (12)
with yt a 4 × 1 vector containing log GDP for quarter t, the log of the GDP deflator, the
log of the commodity price index, and the Federal Funds rate. The calendar quarter of
9Olivei and Tenreyro report that the BEA is the source of the GDP and the GDP deflator series, and
that the Commodity Research Bureau is the source of the commodity price index. The full dataset used by
Olivei and Tenreyro is available through the AER’s website.
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period t is given by Q(t), so each equation has 69 different unknown regression coefficients
and is estimated with 144 total observations. To test that the coefficients B0,j and Ak,j are
equal across j for any one of the equations in (12) requires imposing 51 constraints, giving
q/n ∼ 0.35. This ratio is large enough that the naive F-test could over-reject.
The null hypothesis of no seasonal effects in equation i can be written formally as
Ho : B
(i)
0,1 = B0,m m = 2, . . . , 4
A
(ij)
k,1 = A
(ij)
k,m m = 2, . . . , 4, j = 1, . . . , 4, k = 1, . . . , 4
with B
(i)
0,m the ith element of the vector B0,m, and A
(ij)
k,m the (i, j) element of the matrix Ak,m.
To test this hypothesis, we calculate Fˆ and Gˆ and the Wald test, using the restricted VAR
to estimate the excess kurtosis of the errors. These statistics are presented in Table 4.
These tests support Olivei and Tenreyro’s results. Our new test statistic rejects at the
5% level for the equations with GDP Deflator, the commodity price index, and the Federal
Funds Rate as the dependent variables. However, one-period-ahead GDP may not be subject
to these seasonal effects—the new statistic, Gˆ, has a p-value of 0.107 and so fails to reject.
Notice that the naive F-test has a p-value of 0.098 and so it rejects.
Although the p-values for our new test and the naive F-test are similar, those of the Wald
test are very different and much smaller. In the GDP equation, for example, its p-value is
0.035. This difference supports one of the conclusions of our Monte Carlo study—that the
Wald test is more prone to over-reject than other test statistics. Note that the Wald test
would lead to similar test results as the other statistics in this particular application, though,
since all reject the null hypothesis at the 5% level in three of the four equations studied.
In macroeconomic applications, like Olivei and Tenreyro’s, the desire to flexibly model
the dynamics of the economy leads researchers to use vector autoregressions that have many
unknown coefficients. It is especially difficult to accurately estimate these models with the
datasets available, but it is not clear that a smaller model would be able to capture the
dynamics of interest. This paper’s theory suggests that one can reliably test the significance
of these coefficients even if they are estimated imprecisely, and this section’s analysis indicates
that failing to account for the complexity of these models may give misleading results, though
this does not seem to be the case in Olivei and Tenreyro’s study. Finally, until we verify that
the test based on Gˆ is appropriate in time series regressions with lagged dependent variables,
this section’s results should be viewed as preliminary.10
10Moreover, there are potential issues with stationarity that we have not dealt with. GDP might best enter
the equation as its percent change and GDP deflator, the price index, and the interest rate could be modeled
with multiple unit roots as well. The inclusion of a deterministic trend obviously violates our assumption
on the eigenvalues of the design matrix, but could be removed if the series were otherwise stationary by
18
4.2 Cross-Country Growth Regressions
Our second application looks at the literature on the causes of economic growth. Over long
periods of time, the benefits of a high growth rate dominate other determinants of a region’s
welfare, so understanding the factors that cause economic growth is important. Interest in
these factors has led researchers to estimate equations of the from
growthj = β0 + β1xj + εj (13)
with growthj the average rate of per capita GDP growth in country j between two specified
years and xj a vector of country-level explanatory variables. A concern in this literature is
that there are many potential variables that cause economic growth, so the dimension of xj
can be large. In practice, researchers often select a small subset of those predictors and test
the smaller model; this approach makes it hard to compare studies and hard to know the
importance of any one variable while controlling for the effects of all of the others.
Levine and Renelt (1992) propose one solution to these problems; they use a variation
of Leamer’s Extreme Bounds Analysis to explain average growth rate from 1960 to 1989.
Levine and Renelt estimate (13) using different subsets of the regressors and label the rela-
tionship between the ith variable and economic growth “fragile” if any two of the estimated
coefficients for this variable have different signs. To make this approach computationally
feasible, they restrict the subsets of the regressors they consider. Each regression includes
four variables—a measure of initial per-capita income in 1960, primary school enrollment in
1960, the investment share of GDP in 1960, and the average annual population growth rate—
arguing that these variables have broad support and are included in most prior empirical
studies. Permutations of the other regressors are then examined, subject to the constraint
that at most three additional variables enter the equation. Levine and Renelt find, perhaps
unsurprisingly, that the relationship between growth and most other variables is “fragile,”
that there are different subsets of additional regressors for which the sign of almost any
estimated coefficient switches.
Sala-i-Martin (1997) and Sala-i-Martin et al. (2004) argue that this approach is too strict.
Sala-i-Martin (1997) proposes a model-averaging approach instead, one that Sala-i-Martin
et al. (2004) build on, and finds that many of these variables are strongly correlated with
economic growth. Sala-i-Martin also splits the regressors into a set of three that are included
in every regression (replacing population growth and the investment share of GDP with the
country’s life expectancy in 1960) and estimates each possible regression that includes the
detrending the individual series. We ignore these issues here to make our analysis as similar as possible to
the baseline model in the original.
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other variables, again imposing a limit to speed up computation. Instead of comparing the
two most extreme point estimates, though, Sala-i-Martin uses the entire empirical distribu-
tion of the estimated coefficients to determine the relationship between that regressor and
economic growth. Sala-i-Martin et al. (2004) use a related Bayesian procedure and emphasize
the posterior distributions of the regression coefficients. Both studies find that many of these
regressors are correlated with growth, contradicting Levine and Renelt (1992).
In this section, we take a much different perspective: that this is a conventional estimation
and testing problem. The relationship of interest is
growthj = β0 + β
′
wwj + β
′
zzj + εj (14)
with wj the three determinants of growth singled out by Sala-i-Martin (1997) and zj the
additional explanatory variables of interest. If βz = 0, these additional predictors are not
correlated with growth but if βz 6= 0 they are, so it is natural to test this restriction. Although
this simple analysis does not tell us any details about how the elements of zj are related to
growth, as the original studies aim to, it does support one set of conclusions over the other:
if the variables zj are jointly significant, we should not treat their relationship with growth
as “fragile,” and if they are insignificant there may be very little relationship to explain. We
also test the hypothesis βw = 0 to determine whether the favored variables are correlated
with growth after controlling for the others.
We use Sala-i-Martin et al.’s (2004) dataset for this analysis. It includes data on economic
growth from 1960 to 1996 for 88 countries, and includes 67 other country level variables,
giving k/n = 0.77. The vector wj includes an intercept, the enrollment rate in primary
education in 1960, the level of GDP per capita in 1960, and the life expectancy in 1960,
the three variables that Sala-i-Martin (1997) included in all of his regressions. Please see
Sala-i-Martin et al. (2004) for a full description of the countries and variables contained in
this dataset.
The test of the main hypothesis, that the additional regressors do not help explain eco-
nomic growth, is rejected at the 10% level, supporting Sala-i-Martin’s (1997) and Sala-i-
Martin et al.’s (2004) conclusions over Levine and Renelt’s 1992. It is somewhat surprising
that the correction estimate, vˆ, is not further from one—it is estimated to be 0.97—given
the number of restrictions tested. The F-test rejects the null hypothesis as well, agreeing
with the corrected statistic. One would not normally be confident in the F-test here, but its
close agreement with Gˆ should give us some confidence in this result. We also see that the
p-value for the Wald test is extremely small, as we saw in the previous subsection. This is,
again, consistent with our simulations that indicate the Wald test is prone to over-reject.
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The statistics are presented in Table 5. The second test, for the significance of the “con-
sensus” variables that Sala-i-Martin (1997) includes in every regression, fails to reject at 10%.
While these variables could have an important structural relationship, they do not seem to
have strong partial correlations with growth, and the data do not seem to justify favoring
these regressors over the others. For this hypothesis, the test statistics Fˆ and Gˆ have similar
values: the null hypothesis imposes only three restrictions, so the degree of correction, vˆ, is
small.
5 Conclusion
Often researchers are concerned that using too large a model will bias their results—that
they will find spurious and nonexistent patterns in a dataset simply because the model
has many unknown parameters. This paper shows that the naive F-test has a tendency to
over-reject for models with many parameters. However, this tendency can be understood and
modeled, and this paper derives a new statistic that controls for model size and yields a valid
test for regression models with many coefficients. Our theory suggests that this correction
is especially important when the number of restrictions being tested is large, when the
regressors are fat-tailed, and when the regression errors have high excess kurtosis—when
those conditions are not met, both the original F-test and our corrected version are reliable.
This paper’s Monte Carlo evidence suggests that the F-test can over-reject in finite samples,
and our empirical exercises demonstrate that the F-test and our new statistic may give
different answers in practice when the original F statistic is near the test’s critical values.
This paper also shows that the Wald test can be unreliable when the regression model is
large and should be avoided when possible.
The asymptotic theory underlying this new statistic builds on and extends similar results
for the F-test in the ANOVA literature. The statistic that we present has several advantages
over the ANOVA test statistics, the most important of which is its proximity to the F-test in
situations where the F-test performs well. In that light, we also suggest that the statistic Gˆ
also be used for homoskedastic ANOVA when the number of groups is large and the number
of observations per group is small.
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A Proofs and Additional Results
Lemma A.1. Suppose the conditions of Lemma 2.1 hold. Then
ε′nP
∗
nεn − qnσ2
var(ε′nP ∗nεn | Xn)1/2
d−→ N(0, 1) (15)
and
ε′n(In − Pn)εn − (n− kn)σ2
var(ε′n(In − Pn)εn | Xn)1/2
d−→ N(0, 1). (16)
Proof of Lemma A.1. The proofs of (15) and (16) are identical, so we only present the proof
of (15). Observe that
q−1/2n
(
ε′nP
∗
nεn − qnσ2
)
= q−1/2n
n∑
t=1
(ε2n,t − σ2)P ∗n,tt + q−1/2n
n∑
t=1
∑
s 6=t
εn,tεn,sP
∗
n,st. (17)
Since the errors form an independent sequence with mean zero, these two sums are uncorre-
lated and it suffices to prove that each term is individually asymptotically normal.
The proof that q
−1/2
n
∑
t(ε
2
n,t−σ2)P ∗n,tt is asymptotically normal is immediate. Each sum-
mand is independent and each P ∗n,tt is bounded between zero and one, as P
∗
n is a projection
matrix. Since εn,t has bounded rth moments and qn → ∞, the summation satisfies the
Lindeberg-Feller central limit theorem.
The proof for
q−1/2n
n∑
t=1
∑
s 6=t
εn,sεn,tP
∗
n,st
is only slightly more difficult and follows from a central limit theorem for quadratic forms
developed by Hall (1984) and de Jong (1987). Define
ς2n = var
(
q−1/2n
n∑
t=1
∑
s 6=t
εn,sεn,tP
∗
n,st | Xn
)
.
We can assume that ς2n remains uniformly positive; if not, the second term in Equation (17)
vanishes and the proof is complete.
To apply de Jong’s central limit theorem (Theorem 5.2 of de Jong, 1987), we must prove
the existence of a sequence of numbers Mn such that Mn → ∞ and the following three
conditions hold.
1. ς−2n M
4
n maxs=1,...,n
∑
t6=s
(
q
−1/2
n P ∗n,st
)2
→ 0 in probability.
2. maxs=1,...n E
(
ε2n,t1 {|εn,t| > Mn}
)→ 0
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3. ς−2n q
−1
n λmax(P
∗
n − Λn)2 → 0 in probability, with Λn the diagonal matrix with elements
(P ∗n,tt).
Since P ∗n is idempotent,
∑
t6=s P
∗2
n,st = P
∗
n,tt − P ∗2n,tt almost surely, which is in turn less than
one. The first condition, then, is satisfied for any Mn = o(q
1/4
n ). The second condition is
satisfied automatically because εn,t has bounded rth moments and Mn →∞. Finally,
|λmax(P ∗n − Λn)| ≤ |λmax(P ∗n)− λmin(Λn)| ≤ 1
by construction, ensuring that the third condition is met.
Proof of Lemma 2.1. Under the null hypothesis, we have
√
qn(Fˆn − 1) = q
−1/2
n ε′nP
∗
nεn
(n− kn)−1ε′n(In − Pn)εn
− q1/2n
=
q
−1/2
n [ε′nP
∗
nεn − (cn + o(1))ε′n(In − Pn)εn]
(n− kn)−1ε′n(In − Pn)εn
.
Straightforward calculations give the mean and variance of the numerator:
E (ε′nP
∗
nεn − cnε′n(In − Pn)εn | Xn) = 0 a.s.
and
q−1n var (ε
′
nP
∗
nεn − cnε′n(In − Pn)εn | Xn) = η2n a.s.
Lemma A.1 implies that the numerator is asymptotically normal and the denominator con-
verges in probability to σ2, completing the proof.
Proof of Theorem 2.2. Define a sequence of random variables {F ∗n} such that F ∗n ∼ F (qn, n−
kn). Lemma 2.1 implies that √
qn
2 (1 + cn)
(F ∗n − 1) d−→ N(0, 1)
and √
qn
ηn
(Fˆn − 1) d−→ N(0, 1)
as qn →∞. As a result,√
2 (1 + cn) qn
ηn
(
Fˆn − 1
)
d
=
√
qn (F
∗
n − 1) + op(1)
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and convergence in distribution follows.
Now, suppose that qn is bounded. The numerator of the F-statistic under the null is equal
to
ε′nP
∗
nεn/qn = αˆ
′
nRn(X
′
nXn)
−1R′nαˆn/qn,
with
αˆn = [Rn(XnXn)R
′
n]
−1Rn(X′nXn)
−1X′nεn,
the coefficient estimates from the regression of εn on Xn(X
′
nXn)
−1Rn. Then we can apply,
for example, White’s (2000) Theorem 5.12 to prove that αˆn is asymptotically normal, so
qnFˆn
d
= χ2qn + op(1) and, since (qnFˆn)
2 is uniformly integrable, var(qnFˆn | Xn)− 2qn → 0 as
n→∞. Since cn → 0 as well, vn → 1, completing the proof.
Proof of Lemma 2.3. Define µ4 = E(ε
4
n,t | Xn). We know from Lemma A.1 that σˆ2 → σ2
in probability, so it suffices to prove that n−1
∑n
t=1(εˆ
4
n,t − σ4wn,1)/wn,2 → µ4 in probability,
with
wn,1 = n
−1
n∑
t=1
(
6Pn,tt − 15P 2n,tt + 12P 3n,tt − 3
n∑
s=1
P 4n,st
)
and
wn,2 = n
−1
n∑
t=1
(
1− 4Pn,tt + 6P 2n,tt − 4P 3n,tt +
n∑
s=1
P 4n,st
)
.
Since
εˆ4n,t =
(
εn,t −
n∑
s=1
Pn,tsεn,s
)4
,
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we can calculate the expected value of εˆ4n,t:
E(εˆ4n,t | Xn) = µ4 − 4
∑
s
E(ε3n,tεn,s | Xn)Pn,st + 6
∑
s,u
E(ε2n,tεn,sεn,u | Xn)Pn,stPn,ut
− 4
∑
s,u,v
E(εn,tεn,sεn,uεn,v | Xn)Pn,stPn,utPn,vt
+
∑
s,u,v,w
E(εn,sεn,uεn,vεn,w | Xn)Pn,stPn,utPn,vtPn,wt
= µ4 − 4µ4Pn,tt + 6µ4P 2n,tt + 6σ4
∑
s 6=t
P 2n,st − 4µ4P 3n,tt
− 12σ4
∑
s 6=t
Pn,ttP
2
n,st + µ4
∑
s
P 4n,st + 3σ
4
∑
s
P 2n,st
∑
u 6=s
P 2n,ut
= µ4
(
1− 4Pn,tt + 6P 2n,tt − 4P 3n,tt +
∑
s
P 4n,st
)
+ σ4
(
6Pn,tt − 15P 2n,tt + 12P 3n,tt − 3
∑
s
P 4n,st
)
,
where all of the summations are taken from 1 to n. The last equality holds because Pn is
idempotent, so ∑
u 6=s
P 2n,ut = Pn,tt − P 2n,ts a.s.
for any u, s, and t.
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The result then follows from the following limits:
n−1
∑
t
ε4n,t = µ4 + op(1) (18)
n−1
∑
t
Pn,ttε
4
n,t = µ4(k/n) + op(1) (19)
n−1
∑
t
ε4n,tP
2
n,tt =
µ4
n
∑
t
P 2n,tt + op(1) (20)
n−1
∑
t
P 3n,ttε
4
n,t =
µ4
n
∑
t
P 3n,tt + op(1) (21)
n−1
∑
s,t
P 4n,tsε
4
n,s =
µ4
n
∑
s,t
P 4n,ts + op(1) (22)
n−1
∑
t
∑
s 6=t
P 2n,stε
2
n,tε
2
n,s =
σ4
n
∑
t
∑
s 6=t
P 2n,st + op(1) (23)
n−1
∑
t
∑
s 6=t
Pn,ttP
2
n,stε
2
n,sε
2
n,t =
σ4
n
∑
t
∑
s 6=t
Pn,ttP
2
n,ts + op(1) (24)
n−1
∑
s,t
∑
u 6=s
P 2n,tsP
2
n,tuε
2
n,sε
2
n,s =
σ4
n
∑
t
∑
s 6=t
P 2n,ttP
2
n,ts + op(1) (25)
26
and
n−1
∑
t
∑
s 6=t
Pn,stε
3
n,tεn,s = op(1) (26)
n−1
∑
t
∑
s 6=t
P 3n,stεn,tε
3
n,s = op(1) (27)
n−1
∑
t
∑
s 6=t
P 2n,ttPn,stε
3
n,tεn,s = op(1) (28)
n−1
∑
s,t
∑
u 6=s
P 3n,tsPn,utε
3
n,sεn,u = op(1) (29)
n−1
∑
t
∑
s 6=t
∑
u 6=s,t
P 2n,stPn,utεn,tε
2
n,sεn,u = op(1) (30)
n−1
∑
t
∑
s 6=t
∑
u 6=s,t
Pn,stPn,ut ε
2
n,tεn,sεn,u = op(1) (31)
n−1
∑
t
∑
s 6=t
∑
u 6=s,t
Pn,ttPn,stPn,utε
2
n,tεn,sεn,u = op(1) (32)
n−1
∑
s,t
∑
u 6=s
∑
v 6=s,u
P 2n,tsPn,tuPn,tvε
2
n,sεn,uεn,v = op(1) (33)
n−1
∑
t
∑
s 6=t
∑
u 6=s,t
∑
v 6=s,t,u
Pn,stPn,utPn,vtεn,tεn,sεn,uεn,v = op(1) (34)
n−1
∑
s,t
∑
u 6=s
∑
v 6=s,u
∑
w 6=s,u,v
Pn,stPn,suPn,svPn,swεn,sεn,uεn,vεn,w = op(1) (35)
Equations (18)–(22) are immediate. To prove that equation (23) holds, note that (after some
algebra)
n−1
∑
t
∑
s 6=t
P 2n,stε
2
n,tε
2
n,s −
σ4
n
∑
t
∑
s 6=t
P 2n,st =
2
n
n∑
t=2
(ε2n,t − σ2)
t−1∑
s=1
ε2n,sP
2
n,st +
2σ2
n
n−1∑
s=1
(ε2n,s − σ2)
n∑
t=s+1
P 2n,st.
The first term is the summation of a uniformly integrable martingale difference sequence, so
it converges to zero in probability by the law of large numbers. The second term converges
to zero in probability as well because
∑n
t=s+1 P
2
n,st is uniformly bounded. Equations (24) and
(25) hold through similar arguments.
The proofs of equations (26)–(35) follow similar arguments to each other, so we will only
27
prove (26). Note that
n−1
∑
t
∑
s 6=t
Pn,stε
3
n,tεn,s = n
−1
n∑
t=2
ε3n,t
t−1∑
s=1
Pn,stεs + n
−1
n∑
s=2
εn,s
t−1∑
s=1
Pn,stε
3
n,t,
where each of the terms on the right side are averages of uniformly integrable martingale
difference sequences. Consequently
n−1
∑
t
∑
s 6=t
Pn,stε
3
n,tεn,s =
µ3
n
n∑
t=2
t−1∑
s=1
εn,sPn,st + op(1) =
µ3
n
n−1∑
s=1
εn,s
n∑
t=s+1
Pn,st + op(1),
and this last term converges to zero in probability.
Proof of Lemma 2.5. Under (9), the numerator of Fˆn becomes
q−1n
[
ε′nP
∗
nεn + 2δ
′
n(Rn(X
′
nXn)
−1R′n)
−1Rn(X′nXn)
−1X′nεn + δ
′
n(Rn(X
′
nXn)
−1R′n)
−1δn
]
,
and so
√
qn
ηn
(Fˆn − 1) = ε
′
nP
∗
nεn
ηnσ2
√
qn
+ 2
δ′n(Rn(X
′
nXn)
−1R′n)
−1Rn(X′nXn)
−1X′nεn
ηnσ2
√
qn
+
δ′n(Rn(X
′
nXn)
−1R′n)
−1δn
ηnσ2
√
qn
+ op(1).
Lemma 2.1 ensures that the first term converges to a standard normal. The second term has
mean zero and variance (conditional on Xn) equal to
2q−1n η
−2
n δ
′
n(Rn(X
′
nXn)
−1R′n)
−1δn.
This variance is in turn of order less than
(n/qn)δ
′
nδn λmax((Rn(n
−1X′nXn)
−1R′n)
−1)
in probability and converges to zero. Similarly,
δ′n(Rn(X
′
nXn)
−1R′n)
−1δn
ηnσ2
√
qn
∼ 1
in probability.
Proof of Corollary 2.6. Suppose that qn is bounded. Then Gˆn behaves like Fˆn, and standard
28
results apply. If qn →∞, the corollary holds as a consequence of Lemma 2.5
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Size for Normal Regressors, Homoskedastic Errors
t(5) t(30) Exponential
q k/n n Fˆ Gˆ N Wald Fˆ Gˆ N Wald Fˆ Gˆ N Wald
1 0.1 100 5 3 5 5 5 5 7 6 5 3 4 5
1 0.1 500 5 4 6 5 5 5 7 5 5 4 6 5
1 0.5 100 5 4 5 5 5 5 6 6 5 4 5 6
1 0.5 500 5 4 6 5 5 5 6 5 5 4 6 5
k − 1 0.1 100 5 4 7 6 6 5 8 7 5 4 6 7
k − 1 0.1 500 4 4 6 6 5 5 7 7 5 5 6 6
k − 1 0.5 100 6 5 8 15 5 5 8 15 5 4 7 14
k − 1 0.5 500 5 5 6 13 6 6 7 14 5 5 7 13
k/2 0.1 100 5 5 7 6 5 5 7 6 4 4 5 5
k/2 0.1 500 5 5 6 6 5 5 7 6 5 5 6 6
k/2 0.5 100 5 5 7 11 5 5 7 11 5 4 7 11
k/2 0.5 500 5 5 6 10 5 5 7 10 5 5 7 10
Table 1: Simulated size for a nominal 5% test, based on 5000 simulations with homoskedastic errors.
The regressors are a k × n matrix drawn from the Normal distribution and include an intercept;
the null hypothesis of each test imposes q restrictions. Each column contains the size for a given
test statistic and error distribution.
Size for Cauchy Regressors, Homoskedastic Errors
t(5) t(30) Exponential
q k/n n Fˆ Gˆ N Wald Fˆ Gˆ N Wald Fˆ Gˆ N Wald
1 0.1 100 6 4 5 6 5 5 6 5 6 3 4 6
1 0.1 500 5 4 5 5 5 5 6 5 5 3 4 5
1 0.5 100 5 4 5 5 5 5 7 6 6 4 5 6
1 0.5 500 5 4 6 5 5 5 6 5 5 4 5 5
k − 1 0.1 100 8 5 7 9 6 5 7 7 9 6 7 10
k − 1 0.1 500 10 5 7 11 6 5 7 7 12 6 7 14
k − 1 0.5 100 9 6 8 19 5 5 8 15 11 6 9 22
k − 1 0.5 500 10 5 7 19 5 5 6 13 12 6 7 22
k/2 0.1 100 8 6 7 8 5 5 7 6 9 5 7 9
k/2 0.1 500 9 5 6 9 5 5 7 6 11 6 7 12
k/2 0.5 100 8 6 9 14 5 5 7 12 10 6 8 16
k/2 0.5 500 9 6 7 14 5 5 6 9 11 6 7 17
Table 2: Simulated size for a nominal 5% test, based on 5000 simulations with homoskedastic errors.
The regressors are a k × n matrix drawn from the Cauchy distribution and include an intercept;
the null hypothesis of each test imposes q restrictions. Each column contains the size for a given
test statistic and error distribution.
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Size for Cauchy Regressors, Heteroskedastic Errors
t(5) t(30) Exponential
q k/n n Fˆ Gˆ N Wald Fˆ Gˆ N Wald Fˆ Gˆ N Wald
1 0.1 100 5 4 5 6 5 4 6 7 5 3 4 7
1 0.1 500 5 3 4 7 5 5 7 8 5 3 4 7
1 0.5 100 5 4 5 7 5 5 7 8 5 4 5 7
1 0.5 500 5 4 5 7 6 5 7 7 5 4 5 7
k − 1 0.1 100 8 6 8 7 6 5 8 8 10 6 7 7
k − 1 0.1 500 10 6 7 7 7 5 7 8 13 7 8 7
k − 1 0.5 100 10 6 9 6 6 5 8 8 12 6 9 7
k − 1 0.5 500 11 6 7 7 6 5 7 8 14 6 8 7
k/2 0.1 100 8 5 7 7 6 5 7 8 9 6 7 7
k/2 0.1 500 9 6 7 7 6 5 7 8 11 5 6 9
k/2 0.5 100 8 6 8 7 6 5 7 8 11 7 10 7
k/2 0.5 500 9 6 7 7 6 5 7 7 12 7 8 7
Table 3: Simulated size for a nominal 5% test, based on 5000 simulations with heteroskedastic errors.
The regressors are a k × n matrix drawn from the Cauchy distribution and include an intercept;
the null hypothesis of each test imposes q restrictions. Each column contains the size for a given
test statistic and error distribution.
Monetary Policy Empirics
vˆ Fˆ Gˆ pFˆ pGˆ pWald
GDP 0.95 1.39 1.37 0.097 0.106 0.035
GDP Deflator 0.97 1.56 1.55 0.038 0.041 0.006
Commodity Index 0.98 1.82 1.80 0.009 0.010 0.000
Fed. Funds 0.78 1.79 1.62 0.011 0.029 0.000
Table 4: Statistics for equation-by-equation hypothesis tests of coefficient equality for Olivei and
Tenreyro’s (2007) monetary policy VAR. Fˆ is the F-statistic and Gˆ is this paper’s proposed corrected
statistic. p· is each statistic’s corresponding p-value.
Cross-Country Growth Regression
vˆ Fˆ Gˆ pFˆ pGˆ pWald
Main Hypothesis 0.97 1.74 1.72 0.084 0.089 0.000
Comparison 1.00 1.22 1.22 0.328 0.328 0.300
Table 5: Statistics for equation-by-equation hypothesis tests of coefficient equality for cross-country
growth regressions using Sala-i-Martin et al.’s (2004) dataset. Fˆ is the F-statistic and Gˆ is this
paper’s proposed corrected statistic. p· is each statistic’s corresponding p-value.
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Approximate size of F-test for Nominal Size of 10%, 5%, and 1%
κ ⋅ D
si
ze
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Figure 2: Approximate size of the F-test for different values of k, q, and n as a function of κD¯ (see
Section 2.3 for details). Each panel presents results for n = 100 and n = 500, and for a nominal
size of 1%, 5%, and 10%. The top two lines in each panel show the approximate size of the 10%
test, the middle two lines the 5% test, and the bottom two the 1% test. Note that the approximate
size and nominal size are equal when κD¯ is zero.
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