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Abstract
In this paper, we prove the short-time existence of hyperbolic inverse (mean) curvature
flow (with or without the specified forcing term) under the assumption that the initial compact
smooth hypersurface of Rn+1 (n > 2) is mean convex and star-shaped. Several interesting
examples and some hyperbolic evolution equations for geometric quantities of the evolving
hypersurfaces have been shown. Besides, under different assumptions for the initial velocity,
we can get the expansion and the convergence results of a hyperbolic inverse mean curvature
flow in the plane R2, whose evolving curves move normally.
1 Introduction
Curvature flows is a hot topic in the research of Differential Geometry in the past several decades.
It is well known that Perelman used the Ricci flow, an intrinsic curvature flow, to successfully solve
the 3-dimensional Poincare´ conjecture. Among extrinsic curvature flows, an important one is the
mean curvature flow (MCF fors short), which means a submanifold of a prescribed ambient space
moves with a speed equal to its mean curvature vector. A classical result in the study of MCF due
to Huisken [10] says that for a strictly convex, compact hypersurface immersed in Rn+1 (n > 2),
if it evolves along the MCF, then evolving hypersurfaces contract to a single point at some finite
time, and moreover, after area-preserving rescaling, the rescaled evolving hypersurfaces converge
to a round sphere in the C∞-topology as time tends to infinity. Many improvements have been
obtained after this classical result. Besides, the theory of MCF also has some interesting appli-
cations. For instance, Topping [18] used curve shortening flow on surfaces, which is the lower
dimensional version of MCF, to get isoperimetric inequalities on surfaces. The theory of curve
shortening flow can also be used to do the image processing (see, e.g., [4]). The MCF is called
inward flow, and conversely, the inverse mean curvature flow (IMCF for short), which means a sub-
manifold of a prescribed ambient space moves in direction of the outward unit normal vector of
the submanifold with a speed equal to 1/H (H 6= 0 denotes the mean curvature), is called outward
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flow. The IMCF is also a very important extrinsic flow, which has many interesting and impor-
tant applications. For instance, the evolution of non-star-shaped initial surfaces under the IMCF
may occur singularities in finite time, but, through defining a notion of weak solution to IMCF
equation, Huisken-Ilmanen [11] proved the Riemannian Penrose inequality by using the method
of IMCF (the Riemannian Penrose inequality can also be proved by applying the positive mass
theorem, see [1] for details). Using the method of IMCF, Brendle, Hung and Wang [2] proved a
sharp Minkowski inequality for mean convex and star-shaped hypersurfaces in the n-dimensional
(n > 3) anti-de Sitter-Schwarzschild manifold, which generalized the related conclusions in the
Euclidean space Rn.
The corresponding author, Dr. Jing Mao, has been working on IMCF for several years and has
also obtained some interesting results with his collaborators. For instance, Chen and Mao [5] con-
sidered the evolution of a smooth, star-shaped and F-admissible (F is a 1-homogeneous function
of principle curvatures satisfying some suitable conditions) embedded closed hypersurface in the
n-dimensional (n > 3) anti-de Sitter-Schwarzschild manifold along its outward normal direction
has a speed equal to 1/F (clearly, this evolution process is a natural generalization of IMCF, and
we call it inverse curvature flow. We write as ICF for short), and they proved that this ICF exists for
all the time and, after rescaling, the evolving hypersurfaces converge to a sphere as time tends to
infinity. This interesting conclusion has been improved by Chen, Mao and Zhou [6] to the situation
that the ambient space is a warped product I×λ (r)Nn with I an unbounded connected interval of R
(i.e., the set of real numbers) and Nn a Riemannian manifold of nonnegative Ricci curvature. Also
for this kind of warped products I×λ (r) Nn, under suitable growth assumptions on the warping
function λ (r), Chen, Mao, Xiang and Xu [7] successfully proved that if an n-dimensional (n> 2)
compactC2,α -hypersurface with boundary, which meets a given cone in I×λ (r)Nn perpendicularly
and is star-shaped with respect to the center of the cone, evolves along the IMCF, then the flow
exists for all the time and, after rescaling, the evolving hypersurfaces converge to a piece of the
geodesic sphere as time tends to infinity, which generalized the main conclusion in [15].
We know that the MCF and the IMCF describe the motion of a prescribed submanifold, that
is, the velocity d
dt
equals some scalar multiple of the unit normal vector of the submanifold. If the
velocity d
dt
is replaced by the acceleration d
2
dt2
, what happens? Yau [19] suggested the following
curvature flow
d2X
dt2
= H~n, (1.1)
where, as before, H denotes the mean curvature and~n is the unit inner normal vector of the initial
hypersurface X(·,0), and pointed out very little about the global time behavior of the evolving
hypersurfaces. The curvature flow (1.1) can be seen as the hyperbolic version of MCF, and that is
the reason why it is called hyperbolic mean curvature flow (HMCF for short). In fact, if M is an n-
dimensional (n> 2) smooth compact Riemannnian manifold and X(·, t) is a one-parameter family
of smooth hypersurface immersions in Rn+1 satisfying (1.1), where X(·,0) is the hypersurface
immersion of M into Rn+1, then it is not hard to show that (1.1) is a second-order hyperbolic
PDE, which is used to get the short time existence of the flow (see [9, Section 2] for details). Mao
[13] considered a hyperbolic curvature flow whose form is given by (1.1) plus a forcing term in
direction of the position vector, that is,
∂ 2X
∂ t2
= H~n+ c(t)X
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with c(t) a bounded continuous function w.r.t. the time variable t only, and successfully improved
most conclusions in [9] under suitable assumptions.
Based on our research experience on the ICF and the HMCF, it is natural to consider the the
hyperbolic version of the IMCF.
LetM0 be a compact, mean convex, star-shaped smooth hypersurface of the (n+1)-dimensional
Euclidean space Rn+1 (n> 2), which is given as an embedding
X0 : S
n → Rn+1,
where Sn ⊂ Rn+1 denotes the unit sphere in Rn+1. Define a one-parameter family of smooth
hypersurfaces embedding in Rn+1 given by
X(·, t) : Sn → Rn+1
with X(·,0) = X0(·), and we say that it is a solution of the hyperbolic inverse mean curvature flow
(HIMCF for short) if X(·, t) satisfies
d2
dt2
X(x, t) = H−1(x, t)~ν(x, t), ∀x ∈ Sn, t > 0,
where H(x, t) is the mean curvature of X(x, t),~ν(x, t) is the unit outward normal vector on X(x, t).
If X(·,0) = X0, dXdt (·,0) = X1(x) with X1(x) a smooth vector-valued function on Sn, then one can
get the existence of the one-parameter family of smooth hypersurfaces X(·, t) embedding in Rn+1
on the time interval [0,T ) with T < ∞ (see Theorem 2.3 for the precise statement). Besides,
under different assumptions for the initial velocity, we separately discuss the expansion and the
convergence of a HIMCF in the planeR2, whose evolving curves move normally, in the last section
(see Theorem 5.11 for the precise statement).
Remark 1.1. As mentioned before, some interesting conclusions about IMCF or ICF can be gen-
eralized from the setting that the ambient space is the Euclidean space to the setting of warped
products (see, e.g., [5, 6, 7]). Hence, one might ask the following question:
• If we consider the HIMCF or the HICF (see Remark 2.4 (2) below for this notion) in the
warped product I×λ (r)Nn with I an unbounded connected interval of R and Nn a Rieman-
nian manifold of nonnegative Ricci curvature, could we get similar results to this paper
under some suitable assumptions on λ (r)?
This question has been solved in [14] and the answer is positive.
2 Local existence and uniqueness
In this section, we would like to use the star-shaped assumption to change the evolution equation
in (2.6) into a single second-order hyperbolic PDE, which will lead to the short-time existence and
the uniqueness of the flow (2.6).
Denote by Mt the evolving hypersurface under the flow (2.6). SinceM0 is star-shaped,Mt also
should be star-shaped on [0,ε) for some small enough ε > 0 by continuity. Let the surface Mt be
represented as a graph over Sn, i.e., the embedding vector x= (xα) now has the components
xn+1 = u(x, t), xi = xi(t),
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with (xi) local coordinates of Sn. Furthermore, let ξ = (ξ i) be a local coordinate system of Mt ,
which implies the graphic function u can be written as u = u(x(ξ ), t). Clearly, the outward unit
normal vector in (x,u) has the form
~ν = υ−1(−Diu,1),
where
Diu=
∂u
∂xi
,
υ =
(
1+u−2|Du|2) 12 = (1+u−2σ i jDiuD ju) 12 ,
(σi j) being the metric of S
n in the coordinates (xi) and naturally (σ i j) being its inverse. Therefore,
now, the Euclidean metric can be written as
ds2 = dr2+ r2σi jdx
idx j.
Then the evolution equation (2.6) now yields
d2u
dt2
=
1
Hυ
,
d2xi
dt2
=−D
iu ·u−2
Hυ
. (2.1)
On the other hand, by the chain rule, we have
du
dt
=
∂u
∂xi
dxi
dt
+
∂u
∂ t
,
and
d2u
dt2
=
(
∂ 2u
∂xi∂x j
dx j
dt
+
∂ 2u
∂xi∂ t
)
dxi
dt
+
∂u
∂xi
d2xi
dt2
+
∂ 2u
∂xi∂ t
dxi
dt
+
∂ 2u
∂ t2
.
Substituting (2.1) into the above equation yields
∂ 2u
∂ t2
=
d2u
dt2
− ∂u
∂xi
d2xi
dt2
−
(
∂ 2u
∂xi∂x j
dx j
dt
dxi
dt
+2
∂ 2u
∂xi∂ t
dxi
dt
)
=
1
Hυ
+Diu · D
iu ·u−2
Hυ
−
(
∂ 2u
∂xi∂x j
dx j
dt
dxi
dt
+2
∂ 2u
∂xi∂ t
dxi
dt
)
=
υ
H
−
(
∂ 2u
∂xi∂x j
dx j
dt
dxi
dt
+2
∂ 2u
∂xi∂ t
dxi
dt
)
.
Let ϕ = logu. For a graph M over Sn, the metric has the components
gi j = uiu j+u
2σi j = u
2(σi j+ϕiϕ j),
and their inverses are
gi j = u−2
(
σ i j− ϕ
iϕ j
υ2
)
.
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Besides, υ can be expressed as
υ =
(
1+u−2σ i jDiuD ju
) 1
2 =
(
1+σ i jDiϕD jϕ
) 1
2 =
(
1+ |Dϕ|2) 12 ,
and the second fundamental form can be given as the following
hi j = − 1
υ
(
ui j−uσi j− 2
u
uiu j
)
=
u
υ
(
σi j− ui j
u
+
2
u2
uiu j
)
=
u
υ
(
σi j− uui j−uiu j
u2
+
uiu j
u2
)
=
u
υ
(
σi j−ϕi j+ϕiϕ j
)
,
Therefore, the mean curvature is
H = gi jhi j
= u−2
(
σi j− ϕiϕ j
υ2
)
· u
υ
(
σi j−ϕi j+ϕiϕ j
)
=
1
uυ
(
n−σ i jϕi j+σ i jϕiϕ j− σi jϕ
iϕ j
υ2
+
ϕ iϕ j
υ2
ϕi j− ϕ
iϕ jϕiϕ j
υ2
)
=
1
uυ
(
n+
(
−σ i j+ ϕ
iϕ j
υ2
)
ϕi j
)
,
So, together with (2.1), we can obtain the following equation
∂ 2u
∂ t2
=
uυ2
n+
(
−σ i j+ ϕ iϕ j
υ2
)
ϕi j
−
(
∂ 2u
∂xi∂x j
dxi
dt
dx j
dt
+2
∂ 2u
∂xi∂ t
dxi
dt
)
. (2.2)
Note that
∂ϕ
∂ t
=
1
u
∂u
∂ t
,
then together with (2.2), we have
∂ 2ϕ
∂ t2
=
1
u
∂ 2u
∂ t2
− 1
u2
(
∂u
∂ t
)2
=
υ2
n+
(
−σ i j+ ϕ iϕ j
υ2
)
ϕi j
− 1
u
(
∂ 2u
∂xi∂x j
dxi
dt
dx j
dt
+2
∂ 2u
∂xi∂ t
dxi
dt
)
−
(
∂ϕ
∂ t
)2
=
υ2
n+
(
−σ i j+ ϕ iϕ j
υ2
)
ϕi j
−
[(
ϕi j+ϕiϕ j
) dxi
dt
dx j
dt
+2(ϕit +ϕiϕt)
dxi
dt
]
−
(
∂ϕ
∂ t
)2
. (2.3)
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Let
φ(x,ϕi j,ϕit ,ϕi,ϕt ,ϕ) :=
υ2
n+
(
−σ i j+ ϕ iϕ j
υ2
)
ϕi j
−
[(
ϕi j+ϕiϕ j
) dxi
dt
dx j
dt
+2(ϕit +ϕiϕt)
dxi
dt
]
−
(
∂ϕ
∂ t
)2
.
Consider the following equation
∂ 2ϕ
∂ t2
= φ(x,ϕi j,ϕit ,ϕi,ϕt ,ϕ), ∀x ∈ Sn, t > 0,
∂ϕ
∂ t (·,0) = ϕ1(x),
ϕ(·,0) = ϕ2(x),
(2.4)
where ϕ1(x), ϕ2(x) are smooth functions on S
n.
First, by the standard theory of second-order hyperbolic PDEs, we have the following conclu-
sion.
Lemma 2.1. Assume that M0 given as before (which, of course, is a graph over S
n) has strictly
positive mean curvature H0 ∈C∞(Sn), and ϕ1(x), ϕ2(x) are given as in (2.4). Then the following
wave equation 
∂ 2ϕ
∂ t2
= ∆ϕ + 1
H0
, ∀x ∈ Sn, t > 0,
∂ϕ
∂ t (·,0) = ϕ1(x)
ϕ(·,0) = ϕ2(x)
(2.5)
has a unique solution ϕ0 ∈C∞ (Sn× [0,T1)) with some T1 > 0.
Next, we want to consider the linearization of (2.4) around ϕ0.
Lemma 2.2. Let ϕ0 ∈ C∞ (Sn× [0,T1)) be the unique solution of the wave equation (2.5) and
ξ ∈C∞ (Sn× [0,T1)). Then there exists some T > 0 such that the linearization of (2.4) around ϕ0
given by
Lϕ0ϕ :=
∂ 2ϕ
∂ t2
− [ai jϕi j+bitϕit + ciϕi+dtϕt + eϕ] = ξ , ∀x ∈ Sn, t > 0,
∂ϕ
∂ t (·,0) = ϕ1
ϕ(·,0) = ϕ2
has a unique solution ϕ ∈C∞ (Sn× [0,T )) .
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Proof. Let ϕε := ϕ0+ εϕ . We obtain the linearized operator Lϕ0 of
∂ 2
∂ t2
−φ around ϕ0 as
Lϕ0ϕ : =
d
dε
∣∣∣
ε=0
(
∂ 2ϕε
∂ t2
−φ(x,(ϕε)i j,(ϕε)it,(ϕε)i,(ϕε)t ,ϕε)
)
=
∂ 2ϕ
∂ t2
−
( ∂φ
∂ (ϕε)i j
d(ϕε)i j
dε
+
∂φ
∂ (ϕε)it
d(ϕε)it
dε
+
∂φ
∂ (ϕε)i
d(ϕε)i
dε
+
∂φ
∂ (ϕε)t
d(ϕε)t
dε
+
∂φ
∂ (ϕε)
d(ϕε)
dε
)
|ε=0
=
∂ 2ϕ
∂ t2
−
(
∂φ
∂ (ϕ0)i j
ϕi j+
∂φ
∂ (ϕ0)it
ϕit +
∂φ
∂ (ϕ0)i
ϕi+
∂φ
∂ (ϕ0)t
ϕt +
∂φ
∂ (ϕ0)
ϕ
)
.
So, we have
ai j :=
gi j
H2
(·,(ϕ0)i j,(ϕ0)it ,(ϕ0)i,(ϕ0)t ,(ϕ0))− dx
i
dt
dx j
dt
,
bit :=−2dx
i
dt
,
and the first equation in (2.4) has the form
∂ 2ϕ
∂ t2
= ai jϕi j+b
itϕit + I(x,ϕi,ϕt ,ϕ),
where the last term I(x,ϕi,ϕt ,ϕ) depends on x,ϕi,ϕt ,ϕ . Consider the coefficient matrix of terms
involving second-order derivatives of ϕ , and then we have
−1 −dx1
dt
· · · −dxn
dt
−dx1
dt
1
H2
g11− dx1
dt
dx1
dt
· · · 1
H2
g1n− dx1
dt
dxn
dt
...
...
...
...
−dxn
dt
1
H2
gn1− dxn
dt
dx1
dt
· · · 1
H2
gnn− dxn
dt
dxn
dt

which, by a suitable linear transformation, becomes
−1 0 · · · 0
0 1
H2
g11 · · · 1
H2
g1n
...
...
...
...
0 1
H2
gn1 · · · 1
H2
gnn
 .
At t = 0, since H0 is strictly positive, thus Lϕ0 is uniformly hyperbolic in some small time interval
[0, ℓ). Therefore, the theory of second-order linear hyperbolic PDEs yields the result.
Therefore, we have the following short-time existence.
Theorem 2.3. (Local existence and uniqueness) If the initial hypersurface M0 is a compact, mean
convex, star-shaped smooth hypersurface of Rn+1 (n> 2), which is given as an embedding
X0 : S
n → Rn+1,
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then there exists a constant Tmax > 0 such that the initial value problem (IVP for short)
d2
dt2
X(x, t) = H−1(x, t)~ν(x, t), ∀x ∈ Sn, t > 0,
dX
dt
(x,0) = X1(x),
X(x,0) = X0(x),
(2.6)
has a unique smooth solution X(x, t) on Sn× [0,Tmax), where X1(x) is a smooth vector-valued
function on Sn.
Remark 2.4. (1) If the IVP (2.6) is replaced by
d2
dt2
X(x, t) = H−1(x, t)~ν(x, t)+ c(t)X(x, t), ∀x ∈ Sn, t > 0,
dX
dt
(x,0) = X1(x),
X(x,0) = X0(x),
(2.7)
with c(t) a bounded continuous function w.r.t. to t, and other assumptions are the same to those
in Theorem 2.3, then one can also get the local existence and uniqueness of the forced HIMCF
(2.7) since the first evolution equation in (2.7) is a second-order hyperbolic PDE by nearly the
same argument in this section. Although we only add a forcing term c(t)X(x, t) in direction of the
position vector, the convergent situation of (2.7) will be much different from (2.6), which can be
seen from examples shown in Section 3 and Remark 3.4.
(2) Let F be a symmetric, positive, 1-homogeneous function defined on an open cone Γ of Rn with
vertex in the origin, which contains the positive diagonal, i.e., all n-tuples of the form (λ , · · · ,λ ),
λ > 0. Assume that F ∈C0(Γ)∩C2(Γ) is monotone, concave, i.e.,
∂F
∂λ i
> 0, i= 1,2, · · · ,n, in Γ,
∂ 2F
∂λ i∂λ j
6 0,
and that
F = 0 on ∂Γ.
We also use the normalization convention F(1, · · · ,1) = n+1. Based on Gerhardt [8] on the ICF
in Rn+1, we can consider the following IVP
d2
dt2
X(x, t) = F−1(x, t)~ν(x, t), ∀x ∈ Sn, t > 0,
dX
dt
(x,0) = X1(x),
X(x,0) = X0(x),
(2.8)
where F defined on Γ is a function of principle curvatures described as above, and other assump-
tions are the same to those in Theorem 2.3. Clearly, the IVP (2.6) is a special case of the IVP (2.8),
and the first evolution equation in (2.8) is a hyperbolic version of the ICF, which leads to the fact
that we call it hyperbolic inverse curvature flow (HICF for short). We claim that the hyperbolic
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flow (2.8) also has a unique smooth solution X(x, t) on Sn× [0,T2) with some T2 > 0. As the argu-
ment in Section 2, together with the first evolution equation of (2.8), one can obtain the following
evolution equation
∂ 2ϕ
∂ t2
=
υ
uF
−
[(
ϕi j+ϕiϕ j
) dxi
dt
dx j
dt
+2(ϕit +ϕiϕt)
dxi
dt
]
−
(
∂ϕ
∂ t
)2
. (2.9)
Denote by M (Γ) the class of all real (n×n)-matrices whose eigenvalues belong to Γ. Then one
can define a function F on M (Γ) as
F (ai j) = F(λ i),
where the (λ i) are eigenvalues of the matrix (ai j). It has been proven in [3] the monotonicity and
concavity of F now take the form
Fi j =
∂F
∂ai j
is positive definite, (2.10)
and
Fi j,rs =
∂ 2F
∂ai j∂ars
is negative semidefinite. (2.11)
Consider the tensor
hij = g
ikhk j =
1
uυ
[
δ ij+
(
−σ ik+ ϕ
iϕk
υ2
)
ϕk j
]
.
Define the symmetric tensor
ĥi j =
1
2
(σ˜ikh
k
j+ σ˜ jkh
k
i ),
where
σ˜i j = σi j+ϕiϕ j.
Set
h˜i j :=
u
υ
ĥi j = υ
−2 (σi j−ϕi j+ϕiϕ j) ,
then, together with (2.9), we have
∂ 2ϕ
∂ t2
=
1
F (h˜i j)
−
[(
ϕi j+ϕiϕ j
) dxi
dt
dx j
dt
+2(ϕit +ϕiϕt)
dxi
dt
]
−
(
∂ϕ
∂ t
)2
,
where the nonlinearity F only depends on Dϕ and D2ϕ .
Now, we do the linearization process. Set
Q(ϕ,Dϕ,D2ϕ) :=
1
F (h˜i j)
−
[(
ϕi j+ϕiϕ j
) dxi
dt
dx j
dt
+2(ϕit +ϕiϕt)
dxi
dt
]
−
(
∂ϕ
∂ t
)2
,
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then one can obtain
Qi j =
∂Q
∂ϕi j
= − 1
F 2(h˜i j)
∂F
∂ h˜i j
∂ h˜i j
∂ϕi j
− dx
i
dt
dx j
dt
=
1
υ2F 2
∂F
∂ h˜i j
− dx
i
dt
dx j
dt
.
Therefore, we have
∂ 2ϕ
∂ t2
= Qi jϕi j−2dx
i
dt
ϕit + I(x,ϕi,ϕt ,ϕ),
where the last term I(x,ϕi,ϕt ,ϕ) only depends on x,ϕi,ϕt ,ϕ . The coefficient matrix of terms
involving second-order derivatives of ϕ in the above evolution equation is
−1 −dx1
dt
· · · −dxn
dt
−dx1
dt
1
υ2F 2
∂F
∂ h˜11
− dx1
dt
dx1
dt
· · · 1
υ2F 2
∂F
∂ h˜1n
− dx1
dt
dxn
dt
...
...
...
...
−dxn
dt
1
υ2F 2
∂F
∂ h˜n1
− dxn
dt
dx1
dt
· · · 1
υ2F 2
∂F
∂ h˜nn
− dxn
dt
dxn
dt

which, by a suitable linear transformation, becomes
−1 0 · · · 0
0 1
υ2F 2
∂F
∂ h˜11
· · · 1
υ2F 2
∂F
∂ h˜1n
...
...
...
...
0 1
υ2F 2
∂F
∂ h˜n1
· · · 1
υ2F 2
∂F
∂ h˜nn
 , (2.12)
which, by (2.10) and (2.11), implies that the matrix (2.12) is negative definite. So, the equation is
a second-order linear hyperbolic PDE. Our claim follows by the standard theory of second-order
linear hyperbolic PDEs.
(3) Although we can also get the short-time existence of the IVP (2.8), in this paper we mainly
discuss the IVP (2.6) since if the initial hypersurface M0 is more special (e.g., sphere, cylinder),
the evolution equation of the flow, which in general is a second-order hyperbolic PDE, degenerates
into a second-order ordinary differential equation (ODE for short) and then the convergent situation
of the evolving hypersurfaces can be easily known by directly checking the explicit solution to the
ODE (for details, see examples shown in Section 3).
3 Examples
In order to possibly understand the convergence of HIMCF (2.6) well, we would like to consider
the following two interesting examples in this section.
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Example 3.1. Consider a family of spheres in R3
X(x, t) = r(t)(cosα cosβ ,cosα sinβ ,sinα),
where α ∈ [−pi
2
, pi
2
]
, β ∈ [0,2pi ]. By straightforward computation, the induced metric and the
second fundamental form are given as follows
g11 = r
2, g22 = r
2 cos2α, g12 = g21 = 0,
and
h11 = r, h22 = rcos
2α, h12 = h21 = 0,
which implies the mean curvature is
H = gi jhi j =
2
r
.
Besides, the outward unit normal vector of each X(·, t) is ~v = (cosα cosβ ,cosα sinβ ,sinα).
Therefore, in this setting, the HIMCF (2.6) becomes{
rtt =
r
2
,
r(0) = r0 > 0, rt(0) = r1,
(3.1)
with X1(x) = r1(cosα cosβ ,cosα sinβ ,sinα) for some constant r1. Solving (3.1) directly yields
r(t) =
r0+
√
2r1
2
e
√
2
2 t +
r0−
√
2r1
2
e−
√
2
2 t
on [0,Tmax) for some 0< Tmax 6 ∞. It is not difficult to know that
• if r0+
√
2r1 > 0, then Tmax = ∞ (i.e., the flow exists for all the time). Moreover, if fur-
thermore, r0−
√
2r1 6 0, the evolving spheres expand exponentially to the infinity, and if
furthermore, r0−
√
2r1 > 0, then the evolving spheres converge first for a while and then
expand exponentially to the infinity;
• if r0+
√
2r1 = 0, then r(t) =
√
2r0e
−
√
2
2 t , which implies Tmax = ∞ and the evolving spheres
converge to a single point as time tends to infinity;
• if r0+
√
2r1 < 0, then Tmax =
√
2
2
ln
(√
2r1−r0√
2r1+r0
)
and the evolving spheres converge to a single
point as t → Tmax.
From the above argument, at least we can get an impression that the convergent situation of the
HIMCF (2.6) is much complicated and has close relation with the initial data.
Based on Example 3.1, one can consider the following high-dimensional case.
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Example 3.2. Consider a family of spheres in Rn+1 (n> 2)
X(x, t) = r(t)(cosθ1,sinθ1 cosθ2,sinθ1 sinθ2 cosθ3, · · · ,
sinθ1 sinθ2 sinθ3 · · ·sinθn−1 cosθn,sinθ1 sinθ2 sinθ3 · · ·sinθn−1 sinθn),
where θ1 ∈
[−pi
2
, pi
2
]
, θβ ∈ [0,2pi ] for β = 2,3, · · · ,n. By straightforward computation, the induced
metric and the second fundamental form are given as follows
g11 = r
2 cos2α, g22 = g33 = · · ·= gnn = r2, gi j = g ji = 0 for i 6= j,
and
h11 = rcos
2α, h22 = h33 = · · ·= hnn = r, hi j = h ji = 0 for i 6= j,
which implies the mean curvature is
H = gi jhi j =
n
r
.
Similar to Example 3.1, in this setting, the HIMCF (2.6) becomes{
rtt =
r
n
,
r(0) = r0 > 0, rt(0) = r1,
(3.2)
for some constant r1. Solving (3.2) directly yields
r(t) =
r0+
√
nr1
2
e
√
n
n
t +
r0−
√
nr1
2
e−
√
n
n
t
on [0,Tmax) for some 0< Tmax 6 ∞, and then we have
• if r0+
√
nr1 > 0, then Tmax = ∞ (i.e., the flow exists for all the time). Moreover, if fur-
thermore, r0−
√
nr1 6 0, the evolving spheres expand exponentially to the infinity, and if
furthermore, r0−
√
nr1 > 0, then the evolving spheres converge first for a while and then
expand exponentially to the infinity;
• if r0+
√
nr1 = 0, then r(t) =
√
nr0e
−
√
n
n
t , which implies Tmax = ∞ and the evolving spheres
converge to a single point as time tends to infinity;
• if r0+
√
nr1 < 0, then Tmax =
√
n
n
ln
(√
nr1−r0√
nr1+r0
)
and the evolving spheres converge to a single
point as t → Tmax.
Example 3.3. Now, we would like to consider cylinder solution for the HIMCF (2.6) in R3 which
has the following form
X(x, t) = (r(t)cosα,r(t)sinα,ρ),
where α ∈ [0,2pi ], ρ ∈ [0,ρ0] for some ρ0 > 0. Clearly, the induced metric and the second funda-
mental form can be easily computed as follows
g11 = r
2, g22 = r
2, g12 = g21 = 0,
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and
h11 = r, h22 = 0, h12 = h21 = 0,
which implies the mean curvature is
H = gi jhi j =
1
r
.
Besides, the outward unit normal vector od each X(·, t) is ~v = (cosα,sinα,0). Therefore, in this
setting, the HIMCF (2.6) becomes{
rtt = r,
r(0) = r0 > 0, rt(0) = r1,
(3.3)
with X1(x) = (r1 cosα,r1 sinα,ρ) for some constant r1. Solving (3.3) directly yields
r(t) =
r0+ r1
2
et +
r0− r1
2
e−t
on [0,Tmax) for some 0< Tmax 6 ∞. It is not difficult to know that
• if r0+ r1 > 0, then Tmax = ∞ (i.e., the flow exists for all the time). Moreover, if furthermore,
r0− r1 6 0, the evolving cylinders expand exponentially to the infinity, and if furthermore,
r0− r1 > 0, then the evolving cylinders converge first for a while and then expand exponen-
tially to the infinity;
• if r0+r1 = 0, then r(t) = r0e−t , which implies Tmax =∞ and the evolving cylinders converge
to a straight line as time tends to infinity;
• if r0+ r1 < 0, then Tmax = ln
(
r1−r0
r0+r1
)
and the evolving cylinders converge to a straight line
as t → Tmax.
Of course, as shown in Example 3.2, one can also consider the high-dimensional case of Ex-
ample 3.3, i.e., the generalized cylinder solutions to the HIMCF (2.6). However, through a simple
calculation, one can easily find that, similar to the sphere case, there is no obvious difference
between Example 3.3 and its high-dimensional version.
Remark 3.4. If the HIMCF (2.6) is replaced by the forced HIMCF (2.7) in examples shown above,
then the convergent situation will be more complicated. For instance, if the replacement has been
made in Example 3.1, then (3.1) will become{
rtt =
r
2
+ c(t)r,
r(0) = r0 > 0, rt(0) = r1.
Denote the solution to the above IVP by r(t). Since c(t) is bounded continuous, there exist c−, c+
such that c− 6 c(t)6 c+. Consider the following IVPs{
rtt =
r
2
+ c−r,
r(0) = r0 > 0, rt(0) = r1,
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and {
rtt =
r
2
+ c+r,
r(0) = r0 > 0, rt(0) = r1,
whose solutions are denoted by r−(t) and r+(t) respectively. Clearly, r−(t) 6 r(t) 6 r+(t). So,
the convergent situation of r(t) deeply depends on that of r−(t), r+(t) which is not simple. This
is because that one has to discuss the sign of
(
c−+ 1
2
)
,
(
c++ 1
2
)
, which leads to the fact that the
convergent situation of r(t) here will be more complicated that of the one described in Example
3.1.
4 Evolution equations of some geometric quantities
Form the evolution equation for the HIMCF (2.6), we can derive evolution equations for some
geometric quantities of the hypersurface X(·, t), and these equations will play an important role in
the future study on the HIMCF.
Lemma 4.1. Under the HIMCF (2.6), the following identities hold
∆hi j = ∇i∇ jH+Hhilg
lmhmj−|A|2hi j,
∆|A|2 = 2gikg jlhkl∇i∇ jH+2|∇A|2+2Htr(A3)−2|A|4,
where
|A|2 = gi jgklhikh jl, tr(A3) = gi jgklgmnhikhlmhn j.
The proof of Lemma 4.1 can be found in Zhu [20].
Lemma 4.2. Under the HIMCF (2.6), it holds that
∂ 2gi j
∂ t2
= 2H−1hi j+2e2ϕ(ϕit +ϕiϕt)(ϕ jt +ϕ jϕt),
where ϕ is defined as in Section 2.
Proof. Denote by 〈,〉 the standard Euclidean metric in Rn+1 in this section. By a direct computa-
tion, we have
∂ 2
∂ t2
gi j =
∂ 2
∂ t2
〈
∂X
∂xi
,
∂X
∂x j
〉
=
∂
∂ t
(〈
∂ 2X
∂xi∂ t
,
∂X
∂x j
〉
+
〈
∂X
∂xi
,
∂ 2X
∂x j∂ t
〉)
=
〈
∂ 3X
∂ t2∂xi
,
∂X
∂x j
〉
+
〈
∂ 2X
∂ t∂xi
,
∂ 2X
∂ t∂x j
〉
+
〈
∂ 2X
∂ t∂xi
,
∂ 2X
∂ t∂x j
〉
+
〈
∂ 3X
∂ t2∂x j
,
∂X
∂xi
〉
= 2
〈
∂ 3X
∂ t2∂xi
,
∂X
∂x j
〉
+2
〈
∂ 2X
∂ t∂xi
,
∂ 2X
∂ t∂x j
〉
= 2
〈
∂
∂xi
(H−1~ν),
∂X
∂x j
〉
+2
〈
∂ 2X
∂ t∂xi
,
∂ 2X
∂ t∂x j
〉
= 2H−1
〈
hikg
kl ∂X
∂xl
,
∂X
∂x j
〉
+2
〈
∂ 2X
∂ t∂xi
,
∂ 2X
∂ t∂x j
〉
= 2H−1hi j+2
〈
∂ 2X
∂ t∂xi
,
∂ 2X
∂ t∂x j
〉
= 2H−1hi j+2uitu jt = 2H−1hi j+2e2ϕ(ϕit +ϕiϕt)(ϕ jt +ϕ jϕt),
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which completes the proof of Lemma 4.2.
Lemma 4.3. Under the HIMCF (2.6), we have
∂ 2~ν
∂ t2
= H−2gi j
∂H
∂xi
∂X
∂x j
− 1
υ
gi jeϕ(ϕit +ϕiϕt)
∂ 2X
∂ t∂x j
+
1
υ
gi jgkle3ϕ(ϕit +ϕiϕt)(ϕlϕ jt +3ϕ jϕlϕt +2ϕ jϕlt)
∂X
∂xk
,
where ϕ and υ are given as in Section 2.
Proof. First, we have
∂~ν
∂ t
=
〈
∂
−→
ν
∂ t
,
∂X
∂xi
〉
gi j
∂X
∂x j
=−
〈
~ν,
∂ 2X
∂ t∂xi
〉
gi j
∂X
∂x j
.
Then, by a direct computation, it follows that
∂ 2~ν
∂ t2
= −
〈
∂~ν
∂ t
,
∂ 2X
∂ t∂xi
〉
gi j
∂X
∂x j
−
〈
~ν,
∂ 3X
∂ t2∂xi
〉
gi j
∂X
∂x j
−
〈
~ν,
∂ 2X
∂ t∂xi
〉
∂gi j
∂ t
∂X
∂x j
−〈
~ν,
∂ 2X
∂ t∂xi
〉
gi j
∂ 2X
∂ t∂x j
= gi jgkl
〈
~ν,
∂ 2X
∂ t∂xk
〉〈
∂X
∂xl
,
∂ 2X
∂ t∂xi
〉
∂X
∂x j
−
〈
~ν,
∂
∂xi
(H−1~ν)
〉
gi j
∂X
∂x j
+
〈
~ν,
∂ 2X
∂ t∂xi
〉
gikg jl
∂gkl
∂ t
∂X
∂x j
−
〈
~ν,
∂ 2X
∂ t∂xi
〉
gi j
∂ 2X
∂ t∂x j
= H−2gi j
∂H
∂xi
∂X
∂x j
−gi j
〈
~ν ,
∂ 2X
∂ t∂xi
〉
∂ 2X
∂ t∂x j
+gi jgkl
〈
~ν,
∂ 2X
∂ t∂xi
〉(〈 ∂ 2X
∂ t∂x j
,
∂X
∂xl
〉
+
2
〈
∂X
∂x j
,
∂ 2X
∂ t∂xl
〉) ∂X
∂xk
= H−2gi j
∂H
∂xi
∂X
∂x j
− 1
υ
gi juit
∂ 2X
∂ t∂x j
+
1
υ
gi jgkluit(ulu jt +2u jult)
∂X
∂xk
= H−2gi j
∂H
∂xi
∂X
∂x j
− 1
υ
gi jeϕ(ϕit +ϕiϕt)
∂ 2X
∂ t∂x j
+
1
υ
gi jgkle3ϕ(ϕit +ϕiϕt)(ϕlϕ jt +3ϕ jϕlϕt +2ϕ jϕlt)
∂X
∂xk
which completes the proof of Lemma 4.3.
Lemma 4.4. Under the HIMCF (2.6), we have
∂ 2hi j
∂ t2
= H−2∆hi j−2H−3∇iH∇ jH+ |A|2hi j+ 1
υ2
gklhi je
2ϕ(ϕkt +ϕkϕt)(ϕlt +ϕlϕt)+
2
υ
∂Γki j
∂ t
eϕ(ϕkt +ϕkϕt),
where ϕ and υ are defined as in Section 2.
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Proof. Since
∂hi j
∂ t
=− ∂
∂ t
〈
~ν,
∂ 2X
∂xi∂x j
〉
=−
〈
∂~ν
∂ t
,
∂ 2X
∂xi∂x j
〉
−
〈
~ν ,
∂ 3X
∂ t∂xi∂x j
〉
,
we have
∂ 2hi j
∂ t2
= −
〈
∂ 2~ν
∂ t2
,
∂ 2X
∂xi∂x j
〉
−2
〈
∂~ν
∂ t
,
∂ 3X
∂ t∂xi∂x j
〉
−
〈
~ν ,
∂ 4X
∂ t2∂xi∂x j
〉
= −H−2gkl
〈
∂H
∂xk
∂X
∂xl
,
∂ 2X
∂xi∂x j
〉
+gkl
〈
~ν,
∂ 2X
∂ t∂xk
〉〈
∂ 2X
∂ t∂xl
,
∂ 2X
∂xi∂x j
〉
−gpqgkl
〈
~ν,
∂ 2X
∂ t∂xp
〉(〈
∂ 2X
∂ t∂xq
,
∂X
∂xl
〉
+2
〈
∂X
∂xq
,
∂ 2X
∂ t∂xl
〉)〈
∂X
∂xk
,
∂ 2X
∂xi∂x j
〉
+2gkl
〈
~ν,
∂ 2X
∂ t∂xk
〉〈
∂X
∂xl
,
∂ 3X
∂ t∂xi∂x j
〉
−
〈
~ν ,
∂ 2
∂xi∂x j
(
H−1~ν
)〉
= −H−2 ∂H
∂xk
Γki j+g
kl
〈
~ν ,
∂ 2X
∂ t∂xk
〉
Γmi j
〈
∂X
∂xm
,
∂ 2X
∂ t∂xl
〉
−gkl
〈
~ν,
∂ 2X
∂ t∂xk
〉
hi j×〈
~ν,
∂ 2X
∂ t∂xl
〉
−gpq
〈
~ν,
∂ 2X
∂ t∂xp
〉(〈
∂ 2X
∂ t∂xq
,
∂X
∂xm
〉
+2
〈
∂X
∂xq
,
∂ 2X
∂ t∂xm
〉)
Γmi j
+2gkl
〈
~ν,
∂ 2X
∂ t∂xk
〉
Γmi j
〈
∂X
∂xl
,
∂ 2X
∂ t∂xm
〉
+2
∂Γki j
∂ t
〈
~ν,
∂ 2X
∂ t∂xk
〉
+2gklhi j×〈
~ν,
∂ 2X
∂ t∂xk
〉〈
~ν,
∂ 2X
∂ t∂xl
〉
−2H−3∇iH∇ jH+H−2 ∂
2H
∂xi∂x j
+H−1h jkgklhli
= H−2∇i∇ jH−2H−3∇iH∇ jH+H−1h jkgklhli+gklhi j×〈
~ν ,
∂ 2X
∂ t∂xk
〉〈
~ν,
∂ 2X
∂ t∂xl
〉
+2
∂Γki j
∂ t
〈
~ν,
∂ 2X
∂ t∂xk
〉
.
By Lemma 4.1,
∆hi j = ∇i∇ jH+Hhilg
lmhmj−|A|2hi j,
we can obtain
∂ 2hi j
∂ t2
= H−2∆hi j−2H−3∇iH∇ jH+ |A|2hi j+gklhi j
〈
~ν ,
∂ 2X
∂ t∂xk
〉〈
~ν,
∂ 2X
∂ t∂xl
〉
+
2
∂Γki j
∂ t
〈
~ν,
∂ 2X
∂ t∂xk
〉
= H−2∆hi j−2H−3∇iH∇ jH+ |A|2hi j+ 1
υ2
gklhi juktult +
2
υ
∂Γki j
∂ t
ukt
= H−2∆hi j−2H−3∇iH∇ jH+ |A|2hi j+ 1
υ2
gklhi je
2ϕ(ϕkt +ϕkϕt)(ϕlt +ϕlϕt)+
2
υ
∂Γki j
∂ t
eϕ(ϕkt +ϕkϕt),
which completes the proof of Lemma 4.4.
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Lemma 4.5. Under the HIMCF (2.6), we have
∂ 2H
∂ t2
= H−2∆H−2H−3|∇H|2−H−1|A|2+2gikg jpglqhi j ∂gpq
∂ t
∂gkl
∂ t
−2gikg jl ∂gkl
∂ t
∂hi j
∂ t
−
(
2gikg jlhi j− 1
υ2
Hgkl
)
e2ϕ(ϕkt +ϕkϕt)(ϕlt +ϕlϕt)+
2
υ
gi j
∂Γki j
∂ t
eϕ(ϕkt +ϕkϕt),
where ϕ and υ are defined as in Section 2.
Proof. Noting that ghmgml = δ
h
l , we can get
∂gi j
∂ t =−gikg jl ∂gkl∂ t , which implies
∂ 2gi j
∂ t2
= −∂g
ik
∂ t
g jl
∂gkl
∂ t
−gik ∂g
jl
∂ t
∂gkl
∂ t
−gikg jl ∂
2gkl
∂ t2
= 2gikg jpglq
∂gpq
∂ t
∂gkl
∂ t
−gikg jl ∂
2gkl
∂ t2
.
By a direct calculation, we have
∂ 2H
∂ t2
=
∂ 2
∂ t2
(gi jhi j)
=
∂ 2gi j
∂ t2
hi j+2
∂gi j
∂ t
∂hi j
∂ t
+gi j
∂ 2hi j
∂ t2
=
(
2gikg jpglq
∂gpq
∂ t
∂gkl
∂ t
−gikg jl ∂
2gkl
∂ t2
)
hi j−2gikg jl ∂gkl
∂ t
∂hi j
∂ t
+gi j
∂ 2hi j
∂ t2
= 2gikg jpglqhi j
∂gpq
∂ t
∂gkl
∂ t
−2gikg jl ∂gkl
∂ t
∂hi j
∂ t
−gikg jlhi j
(
2H−1hkl +2
〈
∂ 2X
∂ t∂xk
,
∂ 2X
∂ t∂xl
〉)
+gi j
(
H−2∇i∇ jH−2H−3∇iH∇ jH+H−1h jkgklhli
+gklhi j
〈
~ν,
∂ 2X
∂ t∂xk
〉〈
~ν,
∂ 2X
∂ t∂xl
〉
+2
∂Γki j
∂ t
〈
~ν,
∂ 2X
∂ t∂xk
〉)
= H−2∆H−2H−3|∇H|2−H−1|A|2−2gikg jlhi j
〈
∂ 2X
∂ t∂xk
,
∂ 2X
∂ t∂xl
〉
+
Hgkl
〈
~ν,
∂ 2X
∂ t∂xk
〉〈
~ν,
∂ 2X
∂ t∂xl
〉
+2gi j
∂Γki j
∂ t
〈
~ν,
∂ 2X
∂ t∂xk
〉
+2gikg jpglqhi j
∂gpq
∂ t
∂gkl
∂ t
−2gikg jl ∂gkl
∂ t
∂hi j
∂ t
= H−2∆H−2H−3|∇H|2−H−1|A|2−2gikg jlhi juktult + 1
υ2
Hgkluktult +
2
υ
gi j
∂Γki j
∂ t
ukt
+2gikg jpglqhi j
∂gpq
∂ t
∂gkl
∂ t
−2gikg jl ∂gkl
∂ t
∂hi j
∂ t
= H−2∆H−2H−3|∇H|2−H−1|A|2+2gikg jpglqhi j ∂gpq
∂ t
∂gkl
∂ t
−2gikg jl ∂gkl
∂ t
∂hi j
∂ t
−
(
2gikg jlhi j− 1
υ2
Hgkl
)
e2ϕ(ϕkt +ϕkϕt)(ϕlt +ϕlϕt)+
2
υ
gi j
∂Γki j
∂ t
eϕ(ϕkt +ϕkϕt),
which completes the proof of Lemma 4.5.
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Lemma 4.6. Under the HIMCF (2.6), we have
∂ 2
∂ t2
|A|2 = H−2∆(|A|2)−2H−2|∇A|2+2H−2|A|4−4H−2|∇H|2−4H−1tr(A3)
+2gi jgkl
∂hik
∂ t
∂h jl
∂ t
−8gimg jngklh jl ∂gmn
∂ t
∂hik
∂ t
+2gimhikh jl
∂gpq
∂ t
∂gmn
∂ t
(2g jpgnqgkl+g jngkpglq)
+
2
υ2
|A|2gpqe2ϕ(ϕpt +ϕpϕt)(ϕqt +ϕqϕt)+ 4
υ
gi jgklh jl
∂Γ
p
ik
∂ t
eϕ(ϕpt +ϕpϕt)
−4gimg jngklhikh jle2ϕ(ϕmt +ϕmϕt)(ϕnt +ϕnϕt),
where ϕ is defined as in Section 2.
Proof. By a direct calculation, we have
∂ 2
∂ t2
|A|2 = 2gklhikh jl ∂
2gi j
∂ t2
+2
∂gi j
∂ t
∂gkl
∂ t
hikh jl+8g
klh jl
∂gi j
∂ t
∂hik
∂ t
+2gi jgkl
∂hik
∂ t
∂h jl
∂ t
+2gi jgklh jl
∂ 2hik
∂ t2
= 2gklhikh jl
(
2gimg jpgnq
∂gpq
∂ t
∂gmn
∂ t
−gimg jn∂
2gmn
∂ t2
)
+
2gimg jngkpglqhikh jl
∂gmn
∂ t
∂gpq
∂ t
−8gimg jngklh jl ∂gmn
∂ t
∂hik
∂ t
+2gi jgkl
∂hik
∂ t
∂h jl
∂ t
+2gi jgklh jl
(
H−2∇i∇kH−2H−3∇iH∇ jH+H−1hipgpqhqk
+gpqhi j
〈
~ν ,
∂ 2X
∂ t∂xp
〉〈
~ν ,
∂ 2X
∂ t∂xq
〉
+2
∂Γ
p
i j
∂ t
〈
~ν ,
∂ 2X
∂ t∂xp
〉)
= 4gimg jpgnqgklhikh jl
∂gpq
∂ t
∂gmn
∂ t
−2gimg jngklhikh jl×(
2H−1hmn+2
〈
∂ 2X
∂ t∂xm
,
∂ 2X
∂ t∂xn
〉)
+2gimg jngkpglqhikh jl
∂gmn
∂ t
∂gpq
∂ t
−8gimg jngklh jl ∂gmn
∂ t
∂hik
∂ t
+2gi jgkl
∂hik
∂ t
∂h jl
∂ t
+2H−2gi jgklh jl∇i∇kH+2H−1tr(A3)−4H−3gklhkl|∇H|2
+2gpq|A|2
〈
~ν,
∂ 2X
∂ t∂xp
〉〈
~ν ,
∂ 2X
∂ t∂xq
〉
+4gi jgklh jl
∂Γ
p
ik
∂ t
〈
~ν,
∂ 2X
∂ t∂xp
〉
.
Noting, by Lemma 4.1,
∆|A|2 = 2gikg jlhkl∇i∇ jH+2|∇A|2+2Htr(A3)−2|A|4,
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then
∂ 2
∂ t2
|A|2 = H−2∆(|A|2)−2H−2|∇A|2+2H−2|A|4−4H−2|∇H|2−4H−1tr(A3)
+
2
υ2
|A|2gpquptuqt +2gi jgkl ∂hik
∂ t
∂h jl
∂ t
−8gimg jngklh jl ∂gmn
∂ t
∂hik
∂ t
−4gimg jngklhikh jlumtunt + 4
υ
gi jgklh jl
∂Γp
ik
∂ t
upt
+2gimhikh jl
∂gpq
∂ t
∂gmn
∂ t
(2g jpgnqgkl+g jngkpglq)
= H−2△(|A|2)−2H−2|∇A|2+2H−2|A|4−4H−2|∇H|2−4H−1tr(A3)
+2gi jgkl
∂hik
∂ t
∂h jl
∂ t
−8gimg jngklh jl ∂gmn
∂ t
∂hik
∂ t
+2gimhikh jl
∂gpq
∂ t
∂gmn
∂ t
(2g jpgnqgkl+g jngkpglq)
+
2
υ2
|A|2gpqe2ϕ(ϕpt +ϕpϕt)(ϕqt +ϕqϕt)+ 4
υ
gi jgklh jl
∂Γ
p
ik
∂ t
eϕ(ϕpt +ϕpϕt)
−4gimg jngklhikh jle2ϕ(ϕmt +ϕmϕt)(ϕnt +ϕnϕt),
which completes the proof of Lemma 4.6.
As we can seen from complicated evolution equations in this section, it is difficult to get gradi-
ent estimates and higher-order estimates for the mean curvature and the second fundamental forms,
which leads to the result that so far we cannot say something about the convergence of the HIMCF
(2.6) and also the hyperbolic flows (2.7), (2.8). However, for the lower dimensional case (i.e., the
HIMCF in the plane R2), we can get the expanding and convergent conclusions, which will be
shown clearly in the following section.
5 HIMCF in the plane R2
5.1 The short-time existence
Consider a family of closed plane curves F : S1× [0,T )→ R2 which satisfy the following IVP
∂ 2
∂ t2
F(u, t) = k−1(u, t)~ν(u, t)−∇ρ(u, t), ∀u ∈ S1, t ∈ [0,T )
∂F
∂ t (·,0) = f (u)~ν0,
F(·,0) = F0,
(5.1)
where k(u, t) and~ν are the curvature and the unit outward normal vector of the plane curve F(u, t)
respectively, f (u) ∈C∞(S1) is the initial normal velocity, and~ν0 is the unit outward normal vector
of the smooth strictly convex plane curve F0(u). Besides, ∇ρ is defined by
∇ρ :=
〈
∂ 2F
∂ s∂ t
,
∂F
∂ t
〉
~T (u, t),
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where, by abuse of a notation, 〈,〉 denotes the standard Euclidean metric in R2 also, and ~T , s are
the unit tangent vector of F(u, t) and the arc-length parameter respectively.
Now, we would like to show that the HIMCF (5.1) is a normal flow. However, before that, we
need the following definition which has been mentioned in [12, 13].
Definition 5.1. A curve F : S1× [0,T )→ R2 evolves normally if and only if its tangential velocity
vanishes.
Lemma 5.2. The hyperbolic curvature flow (5.1) is a normal flow.
Proof. By a direct computation, we have
d
dt
〈
∂F
∂ t
,
∂F
∂u
〉
=
〈
∂ 2F
∂ t2
,
∂F
∂u
〉
+
〈
∂F
∂ t
,
∂ 2F
∂ t∂u
〉
=
〈
−∇ρ , ∂F
∂u
〉
+
〈
∂F
∂ t
,
∂ 2F
∂ t∂u
〉
= −
〈
∂ 2F
∂ s∂ t
,
∂F
∂ t
〉
·
〈
∂F
∂ s
,
∂F
∂u
〉
+
〈
∂F
∂ t
,
∂ 2F
∂ t∂u
〉
= 0,
which, together with the fact that the initial velocity of the IVP (5.1) is normal, implies the conclu-
sion of Lemma 5.2.
By the IVP (5.1) and Lemma 5.2, it is easy to get the following{
∂F
∂ t (u, t) = σ(u, t)~ν
F(u,0) = F0(u),
(5.2)
where σ(u, t) = f (u)+
∫ t
0 k
−1(u,ξ )dξ . So, we have
∂σ
∂ t
= k−1(u, t), σ
∂σ
∂ s
=
〈
∂ 2F
∂ s∂ t
,
∂F
∂ t
〉
,
where s= s(·, t) is the arc-length parameter of curve F(·, t) : S1 → R2. By arc-length formula, we
have
∂
∂ s
=
1√(
∂x
∂u
)2
+
(
∂y
∂u
)2 ∂∂u = 1∣∣∣∂F∂u ∣∣∣
∂
∂u
:=
1
υ
∂
∂u
,
where (x,y) is the cartesian coordinates, and υ =
√(
∂x
∂u
)2
+
(
∂y
∂u
)2
=
∣∣∣∂F∂u ∣∣∣. For the orthogonal
field {~ν,~T} of R2, by Frenet formula, we have
∂~T
∂ s
=−k~ν , ∂~ν
∂ s
= k~T . (5.3)
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Denote by θ the unit inner normal angle for a convex closed curve F : S1 →R2. Then, we have
~ν = (cosθ ,sinθ), ~T = (−sinθ ,cosθ).
Together with (5.3), we have
∂~T
∂ s
=
∂~T
∂θ
∂θ
∂ s
=−~ν ∂θ
∂ s
=−k~ν ,
which implies ∂θ∂ s = k. Moreover,
∂~ν
∂ t
=
∂~ν
∂θ
∂θ
∂ t
=
∂θ
∂ t
~T ,
∂~T
∂ t
=
∂~T
∂θ
∂θ
∂ t
=−∂θ
∂ t
~ν . (5.4)
Lemma 5.3. The derivative of υ with respect to t is ∂υ∂ t = kσυ.
Proof. By a direct computation, we have
∂
∂ t
(υ2) =
∂
∂ t
〈
∂F
∂u
,
∂F
∂u
〉
= 2
〈
∂F
∂u
,
∂ 2F
∂ t∂u
〉
= 2
〈∣∣∣∣∂F∂u
∣∣∣∣~T , ∂∂u(σ~ν)
〉
= 2
〈
υ~T ,σ
∂~ν
∂u
〉
= 2
〈
υ~T ,σ
∂~ν
∂ s
∂ s
∂u
〉
= 2
〈
υ~T ,σk~Tυ
〉
= 2υ2kσ ,
which implies the conclusion of Lemma 5.3.
By Lemma 5.3, we can obtain
∂ 2
∂ t∂ s
=
∂
∂ t
(
1
υ
∂
∂u
)
=− 1
υ2
∂υ
∂ t
∂
∂u
+
1
υ
∂
∂u
∂
∂ t
=−kσ ∂
∂ s
+
∂ 2
∂ s∂ t
.
Therefore, together with (5.2), we have
∂~T
∂ t
=
∂ 2F
∂ t∂ s
= −kσ ∂F
∂ s
+
∂ 2F
∂ s∂ t
= −kσ~T + ∂
∂ s
(σ~ν)
=
∂σ
∂ s
~ν,
which, combining with (5.4), yields
∂σ
∂ s
=−∂θ
∂ t
,
∂~ν
∂ t
=−∂σ
∂ s
~T .
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Assume F : S1× [0,T )→ R2 is a family of convex curves satisfying the flow (5.1), and we
can use the normal angle to parameterize the evolving curve F(·, t), which will give the notion of
support function used to get the short-time existence of the flow. Set
F˜(θ ,τ) = F(u(θ ,τ), t(θ ,τ)),
where t(θ ,τ) = τ . By the chain rule, we have
0=
∂θ
∂τ
=
∂θ
∂u
∂u
∂τ
+
∂θ
∂ t
,
and then
∂θ
∂ t
=−∂θ
∂u
∂u
∂τ
=−∂θ
∂ s
∂ s
∂u
∂u
∂τ
=−kυ ∂u
∂τ
.
Therefore, a direct calculation yields
∂~T
∂τ
=
∂~T
∂u
∂u
∂τ
+
∂~T
∂ t
=
∂~T
∂ s
∂ s
∂u
∂u
∂τ
− ∂θ
∂ t
~ν
= −
(
kυ
∂u
∂τ
+
∂θ
∂ t
)
~ν
= 0,
and
∂~ν
∂τ
=
∂~ν
∂u
∂u
∂τ
+
∂~ν
∂ t
=
∂~ν
∂ s
∂ s
∂u
∂u
∂τ
+
∂θ
∂ t
~T
=
(
kυ
∂u
∂τ
+
∂θ
∂ t
)
~T
= 0,
which implies~v and ~T are independent of the parameter τ .
Define the support function of the evolving curve F˜(θ ,τ) = (x(θ ,τ),y(θ ,τ)) as follows
S(θ ,τ) = 〈F˜(θ ,τ),~ν〉= x(θ ,τ)cosθ + y(θ ,τ)sinθ .
Then we have
Sθ (θ ,τ) = 〈F˜(θ ,τ),~T 〉=−x(θ ,τ)sinθ + y(θ ,τ)cosθ ,
and {
x(θ ,τ) = Scosθ −Sθ sinθ ,
y(θ ,τ) = S sinθ +Sθ cosθ .
Z. Zhou, C.-X. Wu, J. Mao 23
By a direct computation, we have
Sθθ +S = 〈F˜θ (θ ,τ),~T 〉+ 〈F˜(θ ,τ),−~ν〉+ 〈F˜(θ ,τ),~ν〉
= 〈F˜θ (θ ,τ),~T 〉
=
〈
∂F
∂u
∂u
∂ s
∂ s
∂θ
,~T
〉
=
1
k
.
The above expression makes sense, since the evolving curve is strictly convex.
On the other hand, since~ν and ~T are independent of the parameter τ , together with (5.2) and
the definition of the support function S, we can get
Sτ =
〈
∂ F˜
∂τ
,~ν
〉
=
〈
∂F
∂u
∂u
∂τ
+
∂F
∂ t
,~ν
〉
=
〈
∂F
∂ t
,~ν
〉
= σ˜(θ ,τ),
and
Sττ =
〈
∂ 2F˜
∂τ2
,~ν
〉
=
〈
∂F
∂u
∂ 2u
∂τ2
+
∂ 2F
∂u2
(
∂u
∂τ
)2
+2
∂ 2F
∂u∂ t
∂u
∂τ
+
∂ 2F
∂ t2
,~ν
〉
=
〈
∂ 2F
∂u2
(
∂u
∂τ
)2
+
∂ 2F
∂u∂ t
∂u
∂τ
,~ν
〉
+
〈
∂ 2F
∂u∂ t
∂u
∂τ
+
∂ 2F
∂ t2
,~ν
〉
=
∂u
∂τ
〈(
∂F
∂u
)
τ
,~ν
〉
+
〈
∂ 2F
∂u∂ t
∂u
∂τ
+
∂ 2F
∂ t2
,~ν
〉
=
〈
∂ 2F
∂u∂ t
∂u
∂τ
+
∂ 2F
∂ t2
,~ν
〉
=
〈
∂ 2F
∂u∂ t
∂u
∂τ
,~ν
〉
+ k−1.
Since F : S1× [0,T )→ R2 is a normal flow (see Lemma 5.2), which implies〈
∂F
∂ t
,~T
〉
(u, t) = 0,
for all t ∈ [0,T ), we have
Sτθ =
∂
∂τ
〈
F˜,~T
〉
=
〈
∂F
∂u
∂u
∂τ
+
∂F
∂ t
,~T
〉
= υ
∂u
∂τ
and
Sθτ =
∂
∂θ
〈
∂F
∂ t
,~ν
〉
=
〈
∂ 2F
∂u∂ t
∂u
∂θ
,~ν
〉
=
〈
∂ 2F
∂u∂ t
∂u
∂ s
∂ s
∂θ
,~ν
〉
=
1
kυ
〈
∂ 2F
∂u∂ t
,~ν
〉
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by straightforward computation. Hence, S(θ ,τ) satisfies
Sττ =
〈
∂ 2F
∂u∂ t
∂u
∂τ
,~ν
〉
+ k−1 = kυSθτ
∂u
∂τ
+ k−1 = kS2θτ + k
−1,
which is equivalent to
Sττ =
S2θτ
Sθθ +S
+(Sθθ +S), ∀(θ ,τ) ∈ S1× [0,T ).
Together with (5.1), we know that
SSττ +SττSθθ −S2θτ − (Sθθ +S)2 = 0,
S(θ ,0) = h(θ),
Sτ(θ ,0) = f˜ (θ),
(5.5)
where h(θ) and f˜ (θ) are the support function of the initial curve F0(u(θ)) and the initial velocity
of this initial curve respectively.
Similar to the high-dimensional case mentioned in Section 2, here we would like to get the
short-time existence of the IVP (5.5) by the linearization method. Let
Q(Sθθ ,Sθτ ,S) :=
S2θτ
Sθθ +S
+(Sθθ +S),
then we have
Sττ =
∂Q
∂Sθθ
Sθθ +
∂Q
∂Sθτ
Sθτ +
∂Q
∂S
S, (5.6)
where
∂Q
∂Sθθ
= 1− S
2
θτ
(Sθθ +S)2
,
∂Q
∂Sθτ
=
2Sθτ
Sθθ +S
.
Consider the coefficient matrix of terms in (5.6) involving second-order derivatives of S, and then
we have ( −1 Sθτ
Sθθ+S
Sθτ
Sθθ+S
1− S2θτ
(Sθθ+S)2
)
which, by a suitable linear transformation, we have(−1 0
0 1
)
.
So (5.6) is a second-order hyperbolic PDE. By the standard theory of second-order hyperbolic
PDEs, we have the following.
Theorem 5.4. (Local existences and uniqueness) Assume that F0 is a smooth strictly convex closed
plane curve. Then there exist a positive Tmax > 0 and a family of strictly convex closed curves
F(u, t) satisfying the IVP (5.1) on S1× [0,Tmax), provided f (u) is a smooth function on S1.
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5.2 Expansion and Convergence
As in Section 3, we would like to understand further and then try to get more evolution information
about the hyperbolic flow (5.1) through the following interesting example. For simplicity, we
replace τ by t.
Example 5.5. Let F(u, t) be a family of round circles in R2 with the radius r(t) centered at the
origin, i.e.,
F(u, t) = r(t)(cosθ ,sinθ).
Then the support function S and the curvature k are given by
S(θ , t) = r(t), k(θ , t) =
1
r(t)
,
which implies IVP (5.1) becomes{
rtt = r(t),
r(0) = r0 > 0, rt(0) = r1.
(5.7)
Solving (5.7) directly yields
r(t) =
r0+ r1
2
et +
r0− r1
2
e−t
on [0,Tmax) for some 0< Tmax 6 ∞. As Example 3.1, we know that
• if r0+ r1 > 0, then Tmax = ∞ (i.e., the flow exists for all the time). Moreover, if furthermore,
r0− r1 6 0, the evolving curves expand exponentially to the infinity, and if furthermore,
r0−r1 > 0, then the evolving curves converge first for a while and then expand exponentially
to the infinity;
• if r0+ r1 = 0, then r(t) = r0e−t , which implies Tmax = ∞ and the evolving curves converge
to a single point as time tends to infinity;
• if r0+ r1 < 0, then Tmax = 12 ln
(
r1−r0
r1+r0
)
and the evolving curves converge to a single point as
t → Tmax.
Remark 5.6. From the above example, we know that although the initial curve is so special (i.e.,
circles), the evolution of the flow (5.1) is complicated which deeply depends on the initial values
of the flow. It seems like it is very difficult to accurately describe the evolution of the HIMCF (5.1)
as time tends to the maximal existence time (i.e., as t → Tmax). Fortunately, using the containment
principle we have derived (see Proposition 5.8 below), we can overcome this difficulty.
In order to get the containment principle, we need to use the maximum principle for a strip
(see Lemma 5.7 below) which has been shown in [16]. However, in order to state the conclusion
of Lemma 5.7 clearly, we need to introduce some preliminaries first, which has been mentioned in
[12]. Consider the general second-order operator L
L[ω] := aωθθ +2bωθ t + cωtt +dωθ + eωt (5.8)
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where a, b, c are twice continuously differentiable and d, e are continuously differentiable of θ
and t. If b2−ac > 0 at a point (θ , t), then the operator L is said to be hyperbolic at this point. It
is hyperbolic in a domain D if it is hyperbolic at each point of D, and uniformly hyperbolic in a
domain D if there exists a constant µ such that b2−ac> µ > 0 in D.
Assume that ω and the conormal derivative
∂ω
∂ν
,−b∂ω
∂θ
− c∂ω
∂ t
are given at t = 0. The adjoint operator L∗ associated with L can be defined by
L∗[ω] , (aω)θθ +2(bω)θ t +(cω)tt − (dω)θ − (eω)t
= aωθθ +2bωθ t + cωtt +(2aθ +2bt −d)ωθ +(2bθ +2ct − e)ωt
+(aθθ +2bθ t + ctt −dθ − et)ω.
Set
K+(θ , t) : =
(√
b2−ac
)
θ
+
b
c
(√
b2−ac
)
θ
+
1
c
(bθ + ct − e)
√
b2−ac
+
[
− 1
2c
(b2−ac)θ +aθ +bt −d− b
c
(bθ + ct − e)
]
,
and
K−(θ , t) : =
(√
b2−ac
)
θ
+
b
c
(√
b2−ac
)
θ
+
1
c
(bθ + ct − e)
√
b2−ac
−
[
− 1
2c
(b2−ac)θ +aθ +bt −d− b
c
(bθ + ct − e)
]
.
As shown in [12, pp. 502-503], we know that for
l(θ , t) := 1+αt−β t2 (5.9)
with α , β sufficiently large such that
2
√
b2−ac(α −2β t)+(1+αt−β t2)K+ > 0
2
√
b2−ac(α −2β t)+(1+αt−β t2)K− > 0
−2cβ +(2bθ +2ct − e)(α −2β t)+
(aθθ +2bθ t + ctt −dθ − et +g)(1+αt+β t2)> 0
(5.10)
and l(θ , t) > 0 on a sufficiently small strip 0 6 t 6 t0, the hyperbolic operator defined by (5.8)
satisfies 
2
√
b2−ac
[
lt − 1c
(√
b2−ac−b
)
lθ
]
+ lK+ > 0
2
√
b2−ac
[
lt +
1
c
(√
b2−ac−b
)
lθ
]
+ lK− > 0
(L∗+g)[w]> 0
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on the same strip 0 6 t 6 t0. It is easy to check that with l defined as (5.9), the condition on the
conormal derivative
∂ω
∂ν
+(bθ + ct − e+ cα)ω 6 0,
becomes at t = 0. Besides, if we select a constantM so large that
M >−(bθ + ct − e+ cα), on Γ0, (5.11)
then the following maximum principle for the strip adjacent to the θ -axis can be obtained.
Lemma 5.7. Suppose that the coefficients of the operator L given by (5.8) are bounded and have
bounded first and second derivatives. Let D be an admissible domain. If t0 and M are selected in
accordance with (5.10) and (5.11), then any function ω which satisfies
(L+g)[ω]> 0 in D,
∂ω
∂ν −Mω 6 0 on Γ0,
ω 6 0 on Γ0,
also satisfies ω 6 0 in the part of D which lies in the strip 0 6 t 6 t0. The constants t0 and M
depend only on lower bounds for −c and
√
b2−ac and on bounds for the coefficients of L and
their derivatives.
Proposition 5.8. (Containment principle) Let F1 and F2 : S
1× [0,T )→R2 be two convex solutions
of (5.1). Suppose that F2(u,0) lies in the domain enclosed by F1(u,0), and f2(u) 6 f1(u). Then
F2(u, t) is contained in the domain enclosed by F1(u, t) for all t ∈ [0,T ).
Proof. Let S1(θ , t) and S2(θ , t) be the support functions of F1(u, t) and F2(u, t), respectively.
Then S1(θ , t) and S2(θ , t) satisfy the same equation (5.5) with S2(θ ,0)6 S1(θ ,0) and S2t(θ ,0)6
S1t(θ ,0).
Let
ω(θ , t) := S2(θ , t)−S1(θ , t).
Then we have
ωtt = S2tt −S1tt =
S22θ t + k
−2
2
S2+S2θθ
− S
2
1θ t + k
−2
1
S1+S1θθ
= k1k2
(
1
k1k2
−S1θ tS2θ t
)
ωθθ +(k1S1θ t + k2S2θ t)ωθ t + k1k2
(
1
k1k2
−S1θ tS2θ t
)
ω,
which implies that ω satisfies the following system
ωtt = k1k2
(
1
k1k2
−S1θ tS2θ t
)
ωθθ +(k1S1θ t + k2S2θ t)ωθ t + k1k2
(
1
k1k2
−S1θ tS2θ t
)
ω,
ωt(θ ,0) = f2(θ)− f1(θ) = ω1(θ),
ω(θ ,0) = h2(θ)−h1(θ) = ω0(θ).
(5.12)
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Define the operator L by
L[ω] := k1k2
(
1
k1k2
−S1θ tS2θ t
)
ωθθ +(k1S1θ t + k2S2θ t)ωθ t −ωtt ,
and then we know that
a= k1k2
(
1
k1k2
−S1θ tS2θ t
)
, b=
1
2
(k1S1θ t + k2S2θ t), c=−1
are twice continuously differentiable functions of θ and t. By a direct computation, we have
b2−ac = 1
4
(k1S1θ t + k2S2θ t)
2− k1k2
(
1
k1k2
−S1θ tS2θ t
)
· (−1)
=
1
4
(k1S1θ t − k2S2θ t)2+1> 0.
Hence, the operator L is uniformly hyperbolic in S1× [0,T ). By Lemma 5.7, we deduce that
S2(θ , t)6 S1(θ , t) for all t ∈ [0,T ), which completes the proof.
Proposition 5.9. (Preserving convexity) Let k0(θ) be the curvature function of F0 and
δ = min
θ∈[0,2pi]
{k0(θ)}> 0.
Then for a C4-solution S of (5.5), we have
k(θ , t)> δ ,
for all t ∈ [0,Tmax), where [0,Tmax) is the maximal time interval for solution F(·, t) of (5.1).
Proof. Since the initial curve is strictly convex, by Theorem 5.4 we know that the solution of (5.5)
remains strictly convex on some short time interval [0,T ) with some T 6 Tmax and its support
function satisfies
Stt = kS
2
θ t + k
−1
for all (θ , t) ∈ S1× [0,T ). Taking derivative with respect to t, we have
kt =
(
1
S+Sθθ
)
t
=− 1
(S+Sθθ)2
(St +Sθθ t) =−k2(St +Sθθ t).
Together with the fact St = σ˜ , it is easy to know kt =−k2(σ˜ + σ˜θθ ). Therefore, we can obtain the
followings
St +Sθθ t =−(S+Sθθ )2kt =− 1
k2
kt ,
Sθ t +Sθθθ t =
(
− 1
k2
kt
)
θ
=
2
k3
ktkθ − 1
k2
kθ t ,
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and
ktt =
(
− 1
(S+Sθθ )2
(St +Sθθ t)
)
t
=
2
(S+Sθθ)3
(St +Sθθ t)
2− 1
(S+Sθθ)2
(Stt +Sθθ tt)
= 2k3(− 1
k2
kt)
2− k2[(Stt)θθ +Stt ]
=
2
k
k2t − k2[(kS2θ t− k+ k+ k−1)θθ +(kS2θ t− k+ k+ k−1)]
=
2
k
k2t − k2[((S2θ t−1)k)θθ +(S2θ t−1)k+(k+ k−1)θθ +(k+ k−1)]
=
2
k
k2t − k2[((S2θ t−1)θk+(S2θ t−1)kθ )θ +(S2θ t−1)k+(k+ k−1)θθ +(k+ k−1)]
=
2
k
k2t − k2[(S2θ t−1)θθk+2(S2θ t−1)θkθ +(S2θ t−1)kθθ +(S2θ t−1)k]
−k2[(k+ k−1)θθ +(k+ k−1)]
=
2
k
k2t − k2(S2θ t−1)(k+ kθθ )− k2[(2Sθ tSθθ t)θk+4Sθ tSθθ tkθ ]
−k2[kθθ − 1
k2
kθθ +
2
k3
k2θ +(k+ k
−1)]
=
2
k
k2t − k2(S2θ t−1)(k+ kθθ )− k2[2(S2θθ t+Sθ tSθθθ t)k+4kθSθ t(Sθθ +S−S)t]
−k2[(1− 1
k2
)kθθ +
2
k3
k2θ +(k+ k
−1)]
=
2
k
k2t − k2(S2θ t−1)(k+ kθθ )− k2[2((Sθθ t+St)2−2Sθθ tSt −S2t
+Sθ t(Sθθ +S)θ t−S2θ t)k+4kθSθ t(
1
k
−S)t]
−k2[(1− 1
k2
)kθθ +
2
k3
k2θ +(k+ k
−1)]
=
2
k
k2t − k2(S2θ t−1)(k+ kθθ )− k2[2((Sθθ t+St)2−2(Sθθ t+St)St +S2t
+Sθ t(
1
k
)θ t−S2θ t)k−4kθSθ t
1
k2
kt −4kθSθ tSt ]
−k2[(1− 1
k2
)kθθ +
2
k3
k2θ +(k+ k
−1)]
=
2
k
k2t − k2(S2θ t−1)(k+ kθθ )−2k3[(−
1
k2
kt)
2−2(− 1
k2
kt)St +S
2
t −S2θ t
+Sθ t(
2
k3
ktkθ − 1
k2
kθ t)]+4k
2(kθSθ t
1
k2
kt + kθSθ tSt)
−k2[(1− 1
k2
)kθθ +
2
k3
k2θ +(k+ k
−1)]
= k2(1−S2θ t)(k+ kθθ )−4kStkt −2k3S2t +2k3S2θ t +2kSθ tkθ t +4k2Sθ tStkθ
−k2[(1− 1
k2
)kθθ +
2
k3
k2θ +(k+ k
−1)]
= k2(
1
k2
−S2θ t)kθθ +2kSθ tkθ t +4k2Sθ tStkθ −
2
k
k2θ −4kStkt + k3(S2θ t−2S2t − k−2).
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So, the curvature k satisfies the equation
ktt = k
2
(
1
k2
−S2θ t
)
kθθ +2kSθ tkθ t +4k
2Sθ tStkθ − 2
k3
k2θ −4kStkt + k3(S2θ t−2S2t − k−2).
Define the operator L as
L[k] := k2
(
1
k2
−S2θ t
)
kθθ +2kSθ tkθ t − ktt +4k2Sθ tStkθ − 2
k3
k2θ −4kStkt .
We know that
a= k2
(
1
k2
−S2θ t
)
, b= kSθ t , c=−1
are twice continuously differentiable functions of θ and t. So we have
b2−ac= (kSθ t)2− k2
(
1
k2
−S2θ t
)
· (−1) = 1> 0,
which implies that the operator L is hyperbolic in S1× [0,T ).
Determining a function k(θ , t) which satisfies the following system
(L+ h˜)[k] = 0 in S1× [0,T),
k(θ ,0) = k0(θ) on Γ0,
06 ∂k∂ν :=−bkθ − ckt := β (θ) on Γ0,
where the operator h˜ is defined as h˜[k] := k3(S2θ t−2S2t − k−2). It is easy to check that the function
k˜(θ , t) = min
θ∈[0,2pi]
{k0(θ)}= δ satisfies
(L+ h˜)[˜k] = 0 in S1× [0,T),
k˜(θ ,0)6 k0(θ) on Γ0,
∂ k˜
∂~ν
−Mk˜ 6 β (θ)−Mk0(θ) on Γ0,
where Γ0 is the initial domain, and M is the constant determined by (5.11). Applying Lemma 5.7
to k˜− k yields
k˜ 6 k(θ , t) in S1× [0, t0).
with t0 6 T . Hence, we know that the solution F(·, t) remains convex on [0,Tmax) and its curvature
function k(θ , t) has a uniformly positive lower bound δ = min
S1
{k0(θ)} on S1× [0,Tmax), which
completes the proof.
We need the following evolution equations of the arc-length of evolving curves.
Lemma 5.10. The arc-length L (t) of the closed curve F(u, t) satisfies
dL (t)
dt
=
∫ 2pi
0
σ˜(θ , t)dθ ,
and
d2L (t)
dt2
=
∫ 2pi
0
[
k
(
∂σ˜
∂θ
)2
+ k−1
]
dθ .
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Proof. Since
L (t) =
∫ 2pi
0
υ(θ , t)dθ ,
and ∂υ∂ t = kυσ˜ , by a direct calculation, we have
dL (t)
dt
=
∫ 2pi
0
∂υ
∂ t
dθ =
∫ 2pi
0
kυσ˜dθ =
∫ 2pi
0
σ˜(θ , t)dθ ,
and
d2L (t)
dt2
=
∫ 2pi
0
∂
∂ t
σ˜(θ , t)dθ =
∫ 2pi
0
Sttdθ
=
∫ 2pi
0
(
kS2θ t + k
−1)dθ = ∫ 2pi
0
[
k
(
∂
∂θ
St
)2
+ k−1
]
dθ
=
∫ 2pi
0
[
k
(
∂σ˜
∂θ
)2
+ k−1
]
dθ ,
which completes the proof of Lemma 5.10.
From Example 5.5, we know that the behavior of evolving plane curves of HIMCF (5.1) is
complicated. However, using Propositions 5.8 and 5.9, Lemma 5.10, we can get the following
conclusion about the asymptotic behavior of the hyperbolic flow (5.1).
Theorem 5.11. Suppose that F0 is a smooth strictly convex closed plane curve with the cur-
vature function k0(θ) whose minimum and maximum are given by δ = min
S1
{k0(θ)} > 0 and
ζ := max
S1
{k0(θ)} respectively. Then there exists a family of strictly convex closed plane curves
F(·, t) satisfying the IVP (5.1) on the time interval [0,Tmax) with 0< Tmax 6 ∞. Moreover, we have
(I) if ζ−1+min
u∈S1
f (u)> 0, then Tmax = ∞, i.e., the flow exists for all the time;
(II) if δ−1+max
u∈S1
f (u)< 0, then Tmax <∞. Moreover, if furthermore δ
−1Tmax+max
u∈S1
f (u)< 0, then
as t → Tmax, one of the following must be true:
• the solution F(·, t) converges to a point as t → Tmax, i.e., the curvature of the limit curve
becomes unbounded as t → Tmax;
• the curvature k of the evolving curve is discontinuous as t → Tmax, so the solution F(·, t)
converges to a piecewise smooth curve.
Remark 5.12. In Case (II) of Theorem 5.11 above, the condition δ−1Tmax+max
u∈S1
f (u)< 0 is not
easy to check, since for a general strictly convex closed plane curve evolving under the hyperbolic
flow (5.1), it is difficult to get the accurate value of the maximal time Tmax. However, as shown
in the proof below, by Example 5.5 and Proposition 5.8 (Containment principle), we have Tmax 6
T ∗ = 1
2
ln
(−1+δ max
u∈S1
f (u)
1+δ max
u∈S1
f (u)
)
. So, for the purpose of easily checking, one can use a weaker condition
δ−1T ∗+max
u∈S1
f (u) < 0 to replace the assumption δ−1Tmax +max
u∈S1
f (u) < 0. However, here we
prefer to use the latter one, since it is sharper than the previous one.
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Proof. Let [0,Tmax) be the maximal time interval of the IVP (5.1)with F0 and f as the initial curve
and initial velocity of the initial curve, respectively.
By Proposition 5.9, we know that the solution F(·, t) remains strictly convex on [0,Tmax) and
the curvature of F(·, t) has a uniformly positive lower bound δ > 0 on S1× [0,Tmax).
Case (I): When ζ−1+min
u∈S1
f (u)> 0.
Since ζ = max
S1
{k0(θ)} > δ > 0, the initial curve F0 can enclose a circle C0 with radius ζ−1.
Let the normal initial velocity of C0 be equal to min
u∈S1
f (u). Evolving C0 by the hyperbolic flow
(5.1) to get a solution C (·, t). By Example 5.5, we know that if ζ−1+min
u∈S1
f (u)> 0, the evolving
circle C (·, t) exists for all the time, and its radius tends to infinity as t→∞. By Proposition 5.8, we
can get that C (·, t) always lies in the domain D enclosed by the closed curve F(·, t) for all t > 0,
and moreover, D tends to be the whole plane as t → ∞. So, in this case, the IVP (5.1) has the
long-time existence, i.e., Tmax = ∞.
Case (II): When δ−1+max
u∈S1
f (u)< 0.
Since δ =min
S1
{k0(θ)}> 0, the initial curve F0 can be enclosed by a circle C1 with radius δ−1.
Let the normal initial velocity of C1 be equal to max
u∈S1
f (u). Evolving C1 by the hyperbolic flow
(5.1) to get a solution C˜ (·, t). By Example 5.5, we know that if δ−1+max
u∈S1
f (u) < 0, the solution
exist at a finite time interval [0,T ∗) and the evolving circle C˜ (·, t) converges to a single point as
t → T ∗. By Proposition 5.8, we know that the evolving curve F(·, t) always lies in the domain D˜
(i.e., a disk) enclosed by C˜ (·, t) for all t ∈ [0,T ∗). Hence, we can get that F(·, t) must become
singular at some time Tmax 6 T
∗ < ∞.
Now, we need the following conclusion in convex geometry (see, e.g., [17]).
Blaschke Selection Theorem Let K j be a sequence of convex sets which are contained in a
bounded set. Then there exists a subsequence K jk and a convex set K such that K jk converges to K
in the Hausdorff metric.
In Case (II), since C˜ (·, t) shrinks as t increases and the evolving curve F(·, t) is contained by
the circle C˜ (·, t) for each t ∈ [0,Tmax), this strictly convex closed plane curve F(·, t) is contained
in the circle C1 for all t ∈ [0,Tmax). By Blaschke Selection Theorem, we know that in the sense
of the Hausdorff metric, F(·, t) converges to a weakly convex curve F(·,Tmax) which might be
degenerated and non-smooth.
We claim that F(·, t) converges to either a single point or a limit curve which has the discon-
tinuous curvature under the further assumption δ−1Tmax+max
u∈S1
f (u)< 0.
By Proposition 5.9 and Lemma 5.10, we have
d2L (t)
dt2
=
∫ 2pi
0
[
k
(
∂σ˜
∂θ
)2
+ k−1
]
dθ > 0 for all t ∈ [0,Tmax).
Besides, by Proposition 5.9, we have
σ˜(θ , t) = σ(u, t) = f (u)+
∫ t
0
k−1(u,ξ )dξ 6 δ−1t+max
u∈S1
f (u)6 δ−1Tmax+max
u∈S1
f (u)< 0
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for all t ∈ [0,Tmax), which implies
dL (t)
dt
=
∫ 2pi
0
σ˜(θ , t)dθ < 0 for all t ∈ [0,Tmax).
So, for all t ∈ [0,Tmax), we have
dL (t)
dt
< 0,
d2L (t)
dt2
> 0,
which implies that there exists a finite time T0 such that L (T0) = 0. There will be the following
two situations:
• T06 Tmax. On one hand, by Theorem 5.4, there exists a unique classical solutionF(·, t) to the
IVP (5.1) on [0,T0). On the other hand, since L (t) is decreasing on [0,T0) and L (T0) = 0,
we have L (T0)→ 0 as t → T0. This implies the curvature k tends to infinity as t → T0, and
the solution will blow up at T0. Therefore, by the definition of Tmax, we have T0 = Tmax. So,
F(·, t) converges to a point as t → Tmax.
• T0> Tmax. In this situation,L (Tmax)> 0, which implies that F(·,Tmax)must be non-smooth.
Then there will be three possibilities:
(1) ‖F(u,Tmax)‖ = sup |F(u,Tmax)| = ∞. However, F(·, t) is always contained in the circle
C1, which implies that ‖F(u,Tmax)‖ must be bounded. This is a contradiction. So, (1) is
impossible.
(2) ‖Fu(u,Tmax)‖= ∞. However, the length of the limit curve L (Tmax) satisfies
L (Tmax) = lim
t→Tmax
∫
F(u,t)
ds
= lim
t→Tmax
∫
F(u,t)
|Fu(u, t)|du
=
∫
F(u,t)
lim
t→Tmax
|Fu(u, t)|du
= ∞
which contradicts with L (Tmax) < L0 with L0 the length of the initial curve F0. So, (2) is
also impossible.
(3) The curvature function k is discontinuous. We cannot exclude this possibility. This
phenomena will be occurred if the above shocks are not possible.
Our claim before is true. The proof of Theorem 5.11 is finished.
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