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orbitals energy band calculations were performed for 
the two paramagnetic 3d transition metals, chromium and 
vanadium. The energy bands, densities of states and 
Fermi surfaces were obtained using the two most popular 
local-exchange-correlation potentials (Kohn-Sham-Gaspar 
and von Barth-Hedin) for chromium and the Kohn-Sham- 
Gaspar potential alone for vanadium. A comparison was 
made with the available experimental data. New inter­
pretations for some of the neutron scattering data are 
made in the chromium case. Results are also presented 
for the Compton profiles and optical conductivities. 
These correlate well with the experiments if appropriate 
angular averages (for the Compton profile) and lifetime 
effects (for the optical conductivity) are included.
The electron energy-loss spectrum, computed over the 
range 0-6.5 eV agreed well with experiment.
CHAPTER I 
INTRODUCTION
In recent years, first-principles energy band cal­
culations have been the subject of considerable interest 
in solid-state physics. Theoretical advances, particu­
larly the techniques leading to self-consistency, have 
led to a better understanding of the electronic properties 
of transition metals, especially those properties derivable 
from bulk energy bands and wavefunctions. Simultaneously, 
developments in experimental techniques, such as angle- 
resolved photoemission, have allowed a more direct inter­
action between theory and experiment. Self-consistency 
has become very important since the d bands are sensitive 
to the asphericity caused by the crystal field.
This dissertation will report investigations of 
the energy bands and related properties of chromium and 
vanadium. These 3d transition metals form a very inter­
esting pair. Both are paramagnetic (chromium at higher 
temperatures) having the body centered-cubic (B.C.C.) 
crystal structure and their lattice constants differ 
by only a few percent (5.4456 a.u. for chromium and 
5.7448 a.u. for vanadium). Thus, the energy bands of 
chromium and vanadium are expected to be quite alike. 
However, as a first approximation, the presence of an 
additional electron in chromium shifts the Fermi energy
2
upward (the rigid-band model) which produces a very
different Fermi surface topology than that found in
vanadium. In addition to investigating these differences
and those apearing in properties related to the energy
bands, two of the popular local exchange potential models
will be compared for chromium. These are the Kohn-Sham- 
1 2Gaspar ' (KSG) exchange potentxal and the von Barth-
3Hedxn (VBH) exchange-correlation potential.
Chromium is especially interesting because it exhibits 
antiferromagnetic behavior at low temperatures (below 
the Neel temperature of 312 °K). In addition, spin- 
density waves have been observed in this state. The 
situation is complicated by the fact that experiments 
have placed the wavelength of these waves at (1-6) (2ir/a)
where 5 varies with temperature from approximately 0.04 
at room temperature to about 0.05 near 0 °K. Thus, the 
observed wavelength is incommensurate with the value 
expected for a perfect antiferromagnet (2ir/a) . An exact 
calculation of such a system is extremely complex since 
the spin-density wave spectrum must be obtained from 
the maxima of the paramagnetic susceptibility function,
X(q). Computations of x (q) have been limited by the
4rather severe approximations that are required. How- 
5ever, Lomer was able to explaxn the xncommensurate be­
havior as a consequence of "nesting" in the paramagnetic 
Fermi surface. This nesting will be examined in some
3
detail along with the available neutron scattering data. 
Both chromium and vanadium have been studied by
a variety of experimental and theoretical techniques.
6—8The experiments include neutron scattering, X-ray
q . i c  16—21form factor determinations, optical studies, and
22—26Compton profiles. There have also been magnetic
27-30susceptibility and magnetic field experiments on
antiferromagnetic chromium. Even the effects of alloying
31 17have been investigated. ' Recent advances in the
interpretation of angle-resolved photoemission (ARPE)
32data have allowed experimental verification (at least 
to a limited degree) of the actual energy bands in the 
bulk.
Among the methods of band structure calculations
that have been used to investigate chromium and vanadium
33are the tight-binding (LCAO and LCGO) method, the
Augmented Plane Wave (APW) scheme,"^' 35,4
36 3 7(Green's function) approach, ' the Orthogonalized
38Plane Wave (OPW) method and the Linear Muffin-Tin
39 36 39Orbitals (LMTO) method. Two groups ' have reported
results for the (commensurate) antiferromagnetic phase 
of chromium. The first method used to investigate energy 
bands was the plane wave expansion. However, a very 
large number of plane waves were needed to represent 
the core states. The OPW method averted this problem 
by using tightly-bound functions for the core in
4
conjunction with plane waves that were made orthogonal 
to the core for the valence states. In their usual forms, 
the APW, KKR and LMTO methods all employ the "muffin- 
tin" approximation in which the crystal potential is 
assumed to be spherically symmetric inside spheres 
centered on each atomic 'site and takes on a constant 
value outside of these spheres. In the KKR method, the 
wavefunctions are expanded in terms of spherical waves 
(products of spherical harmonics and radial wave func­
tions) . Then the Schrodinger equation is transformed 
into a homogeneous integral equation. Finally, with 
the application of a variational procedure, the dispersion 
relation is obtained as the solution of a secular equa­
tion. The APW approach also involves an expansion o_f 
the wavefunction in spherical waves, but only on the 
interior of the spheres. In the region between the 
spheres, a plane wave expansion is used instead. Then, 
the expansion coefficients are varied such that the 
logarithmic derivatives of the wavefunction are con­
tinuous across the sphere boundary, in the LMTO scheme, 
an expansion similar to the KKR method is used with the 
exception that muffin-tin (MT) orbitals (linear com­
binations of spherical waves and their first derivatives) 
are used in the interior of the atomic spheres rather 
than spherical waves and solutions to the Laplace equation 
instead of plane waves in the region between the spheres.
5
This method combines some of the best features of the 
APW and KKR methods but still suffers because of the 
muffin-tin approximation used in generating the potentials.
This dissertation is organized as follows: In
Chapter II, we outline the self-consistent linear com­
bination of Gaussian orbitals (LCGO) method. Section 
A examines the approximations and modifications made 
to the basic tight-binding method. The various local 
exchange-correlation potential models are discussed in 
Section B. The importance of self-consistency to current 
band structure calculations as well as its application 
in the tight-binding method appear in Section C.
Chapter III examines the energy bands of chromium 
and vanadium in great detail. In Section A, the energy 
bands are compared to other calculations and, for 
chromium, to recent angle-resolved photoemission data.
The densities of states discussed in Section B were com­
puted using the linear analytic tetrahedron method. The 
Fermi surfaces are compared with experiment in Section
C. The amount of Fermi surface that "nested" was found 
to be large in chromium and small in vanadium. The 
available neutron scattering data for chromium is inter­
preted in terms of extremal orbits and "nesting" of the 
various portions of the Fermi surface.
The various properties derivable from the bulk energy 
bands are discussed in Chapter IV. The charge distributions
6
as measured by the X-ray form factors are compared in 
Section A to other calculations and to the various experi 
ments. The electron momentum distributions are examined 
via the Compton scattering profiles in Section B. The 
frequency-dependent interband optical conductivities, 
presented in Section C, required the inclusion of pheno- 
monological relaxation times to provide better agreement 
with experiment. Since the electron energy-loss spectrum 
is simply related to the optical conductivity, it too 
has been computed and compared to experiment.
The general conclusions are stated in Chapter V. 
Appendix A discusses the theory behind angle-resolved 
photoemission and the method used to interpret the energy' 
distribution curves to obtain a picture of the actual 
bulk energy bands. Appendix B contains information about 
the electron self-energy correction for excited states.
CHAPTER II
THE SELF-CONSISTENT TIGHT-BINDING METHOD
This chapter consists of three sections. In Section 
A, the LCGO method is discussed along with the choice 
of basis set and the construction of the one-electron 
potentials. Section B contains a discussion of the local 
exchange potentials used in this work and self-consistency
will be outlined in Section C.
A. The LCGO Method
The basic tight-binding method seeks the solution
to the problem of an electron in a solid by attempting 
to solve the single-particle wave equation
(-V2 + V ( r m n (£,r) = En (ic)iJ>n (ic,r) (1)
The band index, n, implicitly contains the spin direction 
if a ferromagnetic calculation is desired and V(r) con­
tains the Coulomb potential as well as a (spin-dependent) 
exchange-correlation term
V(r) = -2Z S |?-£ I"1 + 2
P
a?' + V (r) 
lr-?'I X
Here Z is the atomic number of the nucleus, p(r) is the 
electronic charge density and R^ is the position vector
8
4 “  V iof the y atomic site. The units used throughout this 
work are tyical of those found in band structure calcula- 
tions (ft=c=l, e =2, m=Js) . Because the non-local nature 
of exchange and correlation poses an enormous problem 
to band structure calculations, various local models 
have been proposed. These will be discussed in detail 
in the following section.
The wave equation (1) is solved by expanding the 
exact wavefunction i|Jn (ic,r) in terms of a suitable basis 
set. The functions in the basis set must satisfy Bloch's 
theorem
^(k^+R^) = (J>i (k,r)
and can therefore be written as
iic
<p. (k,r) = 1 / v f t  Z e y ui ^ “Ru) (2)
where the localized functions, u^(r) are assumed to be
normalized but not necessarily orthogonal. In the tight-
40binding method as originally formulated by Bloch, these 
localized functions were chosen to be atomic orbitals, 
hence, the name linear-combination-of-atomic-orbitals 
(LCAO) which has become synonomous with this method. 
However, the presence of three-center integrals due to 
the multi-center potential terms proved to be a major
9
41disadvantage. Lafon and Lin replaced the potential 
terms with a Fourier series over reciprocal lattice vectors
V(r) = I V(K) elK’r
•VK
which reduced the problem to two-center terms only. If 
the localized functions are then chosen to be Gaussian, 
the integrals required for the Hamiltonian and overlap 
matrix elements can be expressed analytically. While 
this procedure does require a larger basis set than the 
atomic-orbitals expansion, the analytic evaluation of 
the integrals drastically reduces the amount of computa­
tion required. The localized functions have the form
u.<?) = Rni(r)Ktm(e,*)
where is a Kubic harmonic and
-a r2
Rni{r) = (2 (2an£) *+Js/r (1+1/2))% r1'1 e nl
is a radial wavefunction. The basis set used in this 
work consists of thirteen s-type, ten p-type, five d- 
type and one f-type function, forming Hamiltonian and 
overlap matrices which are of order 75.
Once the basis set has been chosen, we perform the 
expansion
10
!J» (ic,r) = Z C. (ic)<J». ( i t , r )
j
and then substitute this expression into equation (1).
The resulting matrix equation
I (Hrnn<e > * V*> snm<*>>Cnm<*> = 0 <3>m
can then be solved by standard techniques for the energies
E (ic) and the expansion coefficients C (it) . In equation n nm
(3), we have used the definitions 
HjLj (it) = <c()i (it,r) |H I <J>j (it,r) >
Si ; . (it) = <(J>i (itf r )  Icfjj ( i t , r )  >
A
where H is the Hamiltonian operator. The use of Gaussian 
functions and Fourier expansions of the potential terms 
in this way allows us to write all required integrals
as a linear combination of integrals of a simple cosine
function
<u^(r-A)|cos K*r|Uj(r)>
42followxng the procedures of Chaney and Dorman. The
resulting expression, involving binomial expansions in
Hermite polynomials, is very complex and is reported
43m  Wang and Callaway.
11
B. Exchange-Correlation Potentials
As stated in the previous section, a local potential
that includes exchange and preferably some correlation
is very desirable. The first such model to be proposed
44was due to Slater and consisted of the very simple 
relation.
Vx (?) = -6(3p(r)/ (8tt))**(1/3) (4)
This ptoential was later examined by Kohn and Sham1 and 
2by Gaspar who concluded that, under their assumptions, 
the exchange potential has the form
Vx (r) = - 4 (3p(r)/ (8tt))**(1/3) (5)
which is exactly 2/3 of the value obtained by Slater.
Both of the above results were obtained for a system 
consisting of a free-electron gas with a uniform 
neutralizing distribution of positive charge. Some effort 
to unify these viewpoints produced what is now called 
the Xa potential
vx a (r) = -6a(3p(r)/(8ir))**(l/3) (6)
in which a can take on a value between 2/3 and 1 and 
in some calculations is even regarded as a variational
12
parameter. The corresponding problem of the local exchange 
potential for an electron in a real solid has not been 
solved and hence no "correct" value of a exists. How­
ever, many investigations have implied that a value near 
2/3 produces satisfactory results in a self-consistent 
calculation while a value near 1 is appropriate when 
self-consistency is not desired. The ferromagnetic analog 
of the Xa potential
VXa,c(?) = -6<x(3Pa (r)/(4Tr))**(l/3)
45was obtained by Ra^agopal and Callaway and has been
46used with much success m  recent studies of iron and 
nickel.47
In the past few years, several newer potentials 
have emerged which attempt to deal with correlation in
more detail. The most popular is the model proposed
3 48by von Barth and Hedin and Hedin and Lundquist. This
potential can be written in the form
VXc,a(?) = -6(A(p)Py 3 (r) + B(p)) (7)
where A and B are explicit functionals of the total charge 
density p(r). Prescriptions for A and B may be obtained 
from the above references and in the paramagnetic limit, 
equation (7) reduces to
where
rg = (3/4tt p(r))1/3
However, there were several points in the derivation
of this potential which did not have the most solid
theoretical basis. The results were subsequently re-
49examined by Rajagopal, Singhal and Kimball who ob­
tained a potential with the same functional form as equa­
tion (7) but with slightly different constants in the 
prescriptions for A and B. Although this potential (RSK) 
is on more solid ground than that of von Barth and Hedin 
(VBH), recent comparative tests involving self-consistent 
calculations for both nickel^ and copper^3" have detected 
no difference between the two in terms of energy differ­
ences or Fermi surfaces.
In the work presented in this dissertation, the 
Xa potential with a = 2/3 (KSG potential) was initially 
used for both chromium and vanadium since it has been 
in use for a number of years and has proven to give very 
reliable and consistent results. In addition, it was 
desirable to have a side-by-side comparison between the 
various forms of local-exchange-correlation potentials 
and so the complete calculation of the energy bands was 
redone for chromium using the VBH exchange potential.
14
52Janak, et al. reported one such comparison performed
on copper using several different values of a in the
53Xa formalism, the Chodorow potential and the VBH poten­
tial. As expected, their results showed little difference 
between the ab initio potentials. However, copper is 
a rather simple metal and a more complex material might 
show more significant effects. In any case, at metallic 
densities, corelation effects are expected to be much
92smaller (typically a factor of 5) than exchange effects.
C. Self-Consistency
Band structure calculations must use a realistic 
potential in order to obtain realistic results. The 
usual procedure is to begin with a superposition of atomic 
charge densities and then to use Poisson's equation
V2 V(r) = 8irp (r) (8)
to generate the needed crystal potential. Examination
of the Fermi surface obtained from an a = 2/3 non-self-
consistent energy band calculation for chromium reported 
54by Fry, et al. shows that the results are totally non­
physical. This same behavior can also be expected for 
any other quantities calculated from such energy bands. 
Thus self-consistency, the process by which the charge 
is redistributed in response to exchange and correlation
15
in the solid, is indispensable if the band structure
is to be at all realistic.
Self-consistency is best achieved by an iterative
process. The procedure used in the tight-binding method
55was first introduced by Callaway and Fry. Initially
the crystal potential is generated using a superposition
of charge densities obtained from a free-atom calculation. 
56Wachters has calculated the wavefunctions for many 
free atoms using a basis of Gaussian orbitals. However, 
since population analysis of the transition metals in­
dicates a shift in population from the 4s level to the
r\ 13d level in the solid, a 3d 4s configuration is used
(n = 5 for chromium, n = 4 for vanadium) rather than
n 1 2the neutral-atom population 3d 4s (n1 = 4 for chromium, 
n' = 3 for vanadium). The resulting charge distributions 
determine the potentials and then the Fourier coefficients 
of those potentials are obtained. These Fourier co­
efficients are used to generate a set of integrals of 
the Coulomb and exchange potentials, the kinetic energy 
and the overlap between the functions in the Gaussian 
basis set. These integrals are then combined to form 
the corresponding matrix elements according to the rule
■ r*-
0±j (k) = Z e y j ui (r-R^) 0 Uj(r)dr
A
where 0 is an operator belonging to the above set.
16
At this point, the iterations begin, each consisting 
of the following steps. First, the energies and wave- 
functions are generated at each ic-point in a mesh defined 
in the irreducible wedge (1/48 of the first Brillouin 
zone) using the potentials from the last iteration (if 
any). From this band structure, a Fermi energy is deter­
mined. Then, corrections to the leading Fourier co­
efficients of the charge density are generated in the 
following manner. The charge density resulting from 
the wavefunctions obtained in the i iteration is
p(i) (r) = Z |if (it,r) |2 
nlc n
where the sum is carried out over all occupied states, 
After expanding the wavefunctions in terms of the 
individual Gaussians, the Fourier coefficients of the 
charge density become
P  ( K S )  N f l  .  .  .
The generalized overlap integrals used in this result
-ik*R
Sij(lc,Ks) = S e y
* * + iK *r ^ +ui(r-R^) e Uj(r)dr
are related to the usual overlap integrals by
Then, the change in the charge density is
i p (i)(Ks) = P (i)<i?s> - p0 (Ss)
where PQ (KS) is the result of the superposition of atomic
i “ h  ,charge densities (i.e., the zero iteration).
Once the correction to the charge density has been 
found, the potentials must be altered to compensate for 
the charge redistribution. The Fourier transform of 
the Coulomb potential (equation (8)) is
V (£ ) = — 8t t  p(KJ/K^
so that the change in V (K_) is linear in Ap(K ). For
C  S  s
the exchange potential(s), however, the situation is 
much more complex. The result can be written as
avx,o(iEs> - I Dvx , < A - i?t>a' V 8t>
where DV„ _(K„) is the Fourier component of the derivative X f O s
of the exchange potential being used with respect to 
Pa (Ks). This expression is independent of the form of 
the exchange potential used in the calculation.
18
The Fourier coefficients of the charge density for 
large-magnitude reciprocal lattice vectors describe the 
charge density deep in the core and have been observed 
not to change during the self-consistent cycle. In fact, 
only the first 10-15 coefficients change appreciably. 
However, to be sure that we have included a sufficient 
number, we compute and save the changes for the first 
40 reciprocal lattice vectors.
Early self-consistent calculations often reported 
that the iterations diverged. This seems to be an arti­
fact of the first-order scheme used to correct the charge 
density since convergence achieved if the initial 
and final chage distributions are sufficiently close 
together (about one percent). Convergence can be assured 
by averaging the correction terms from the current and 
previous iterations according to the rule
A p (l) «- (l-8)Ap(l_1) + 8 Ap(l)
If 8 is too large, convergence will not result while 
if it is too small, the rate of convergence will be 
slowed. A choice of 0.3 provided a satisfactory rate 
in this work. Then, after the results have stabilized 
to about 0.01 percent, the value of 8 is increased to 
1 over several iterations to insure that the results 
have indeed converged.
19
In order to use the available computer time most 
efficiently, the first 16 iterations were performed using 
a rather coarse mesh (30 points in the irreducible wedge). 
This produced correction terms that had stabilized to 
about 0.001 Rydberg. Then the number of points was in­
creased to 140 and seven additional iterations were carried 
out. This procedure enabled us to obtain correction terms 




This chapter also contains three sections. The 
first, Section A, compares the energy bands obtained 
with the KSG potential with those obtained with the VBH 
potential for chromium. Then the calculated band 
structures of both chromium and vanadium are compared 
with other calculations. In addition, the chromium VBH 
results are comapred to recent ARPE experiments. The
densities of states, discussed in Section B, were ob-
57 ‘tained using the Gilat-Raubenheimer method with a linear
interpolation scheme (the linear analytic tetrahedron 
method). The electronic specific heats are also ex­
amined. Section C presents the Fermi surfaces and 
discusses "nesting" and the spin-density wave interpreta­
tion.
A. Results and Comparisons
Once the self-consistent corrections have been 
obtained, they are used to regenerate the integrals so 
that they too reflect the charge redistribution. Then 
the final (self-consistent) band structure is calculated 
at a large number of points (506 for both chromium and 




The self-consistent energy bands of chromium obtained 
using the KSG potential are displayed along the axes 
of high symmetry in Figure I. The corresponding results 
with the VBH exchange-correlation potential are shown 
in Figure II. A comparison of the shifts of selected 
states at points of high symmetry is shown in Table I.
The results are quite similar with the VBH bands lying 
lower than their KSG counterparts by an almost constant 
0.15 Rydberg. Closer examination reveals that the s- 
and p-like states are about 0.145 Rydberg lower while 
the d-like states are nearly 0.154 Rydberg lower. The 
result is an overall compression of the bands by about 
8 milliRydberg which may be attributed to correlation 
effects. Figures I and II resemble the earlier results 
for paramagnetic chromiunv4' ' ̂ 4' ^  except for
the levels near the Fermi energy at the N point. The 
calculations using methods that can be most closely com­
pared to this work4'33'3 6 - 3 8 are shown in Table II.
The augmented plane wave (APW) band structure reported
4by Gupta and Sinha used the Xa exchange potential with
a = 1 and was not self-consistent. Thus agreement with
3 6their work is not expected. Asano and Yamashita ex­
amined both the para- and antiferromagnetic phases of 
chromium using the self-consistent Green's function (KKR) 
method. Their calculation included exchange in the same
22
manner as Gupta and Sinha but they added an additional 
correlation term. A hybridized tight-binding and ortho­
gonal plane wave (OPW) technique was used by Yasui, et 
38al. and was iterated to self-consistency using two
different values of a (1.0 and 0.725) in the Xa exchange
potential. They found that a = 0.725 gave a more
realistic Fermi surface and spin density wave parameters
than a = 1.0 in agreement with our prior statements.
A recent calculation for the commensurate antiferromag-
39netic phase has been reported by Skriver who employed 
the same VBH exchange-correlation potential used in this 
work.
33An earlier calculation by Rath and Callaway using
the same basic method as this work is included for the
sake of comparison. One of the principal reasons for
this calculation was to try to resolve the question about
the relative positions of the states N^, and . Since
the Rath and Callaway results were published, the computer
programs in use at LSU have been significantly improved
43to the extent that they too have been published. The 
new calculations have larger s- and p-type basis sets 
and also include an f-type function. In addition, the 
treatment of the exchange potential in the interstitial 
region has been improved so that the Fourier coefficients 
of that potential should be more realistic. It is thought 
that the increased variational freedom in this study
23
accounts for most of the differences since the position 
of the state (primarily p-like) was affected the most. 
However, note in Table II that the position of this state 
appears to be highly dependent upon the form of the ex­
change potential. Thus, this work failed to resolve 
the controversy concerning the states at the N point.
The occupied d bandwidth, measured by (E^ - H ^) r
is 4.25 eV for the KSG bands and 4.20 eV for the VBH
60results. Johansson, et al. obtained a total occupied
band width (E^ - of nearly 7.0 eV using angle-resolved
photoemission which is slightly smaller than our values
7.72 eV (7.62 eV). The total d bandwidth (H^g “ H12^
61was estimated to be 6.2 eV by McAllister, et al. on 
the basis of X-ray emission and measurements of the 
appearance potential while we obtain 6.63 eV (6.53 eV) .
A new interpretation has recently been given to 
the electron energy-distribution curves obtained in angle- 
resolved photoemission experiments (see Appendix A).
If a free-electron final state is assumed, the curves 
may be used to generate an actual picture of some of 
the bulk energy bands. Only those bands allowed by 
symmetry to serve as an initial state for a free-electron 
final state can be observed. This is not a serious 
problem since many energy bands will usually satisfy 
that criterion and this technique is such a tremendous 
advance that this problem can be overlooked. However,
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we do need to know something about the wavefunctions 
of the electrons being ejected from the sample in the 
ARPE experiment. The usual procedure is to use a free- 
electron-like (s-like) state from a band structure cal­
culation. Such an interpretation was carried out by 
Johansson, et al. for antiferromagnetic chromium and 
the results agreed reasonably well with the bands of 
Asano and Yamashita. However, the final-state energies
used in that interpretation were obtained from the Hartree
54calculation of Pry, et al. which gave bands that were 
unreasonably wide (9.0 eV for the d bandwidth and 9.7 
eV for the total occupied bandwidth). Thus, the curves 
of Ref. 60 were reinterpreted using the band (s-like) 
from our VBH band structure which lies in correct range 
of photon energies (15-25 eV). The results are shown 
in Figure III and are in reasonable agreement with our 
bands. The interesting point is that these results are 
not very different from those using the Hartree final 
state. In Figure III, the bands along the G axis (NH) 
were folded over those along the E axis (Tn) to approxi­
mate a (commensurate) antiferromagnetic band structure 




The self-consistent energy bands for vanadium using 
the KSG exchange potential are shown along high symmetry 
axes in Figure XV. As expected, the results are very 
similar to the chromium bands previously discussed. In 
fact, if one were to simply shift the Fermi energy to 
a position just below the energy (in effect, re­
moving one electron) in the chromium bands, the results 
would be almost indistinguishable from Figure IV. There . 
are differences, of course, such as the states and 
N£ which are farther apart (0.063 Rydberg) that they 
are in chromium (0.0004 Rydberg). Table III compares
our results with the calculations reported in the liter-
, 34,35,37,38,62—64 TT ,, . . .ature. ' ' ' However, there xs much less
data published about vanadium than about chromium. The
34APW results of Papaconstantopoulos, et al. were self- 
consistent and used both the Slater (a = 1) and the KSG 
exchange potentials. They also used the Slater in a. 
non-self-consistent band structure which agreed 
reasonably well with the self-consistent KSG bands al­
though the details are not identical. This is consistent 
with our previous statements about the desired value 
of a. Their self-consistent Slater exchange calculation 
produced a band structure that was too narrow when compared
to other calculations and to experimental results. In
35the later results of Boyer, et al., the value of a
26
65suggested by Schwarz (.71556) was used. The agreement
they obtained with experiment was not as good as their
38KSG bands. Yasui, et al. carried out a self-consistent
calculation using a modified tight-binding and orthogon-
alized plane wave method, also examining both the full
Slater and the Xa (with a = .725) exchange potentials.
They also found that the a = .725 results were better
(in terms of agreement with experiment) than the Slater
exchange bands. A KKR calculation by Wakoh and 
37Yamashita examined vanadium as well as chromium using 
so-called "state-dependent" potentials. In this scheme, 
the potential is different for the different symmetries 
of d states. However, this is'not an ab initio procedure 
as it contains some parameters which are determined from 
the experimental Fermi surface.
Overall, the bandwidths are about 10 percent smaller 
than they were for chromium. The occupied d band width, 
now given by - N^, is 3.1 eV (as compared to 3.0 eV, 
obtained from the photoemission measurement of Eastman ). 
The total occupied bandwidth (E^ - T^) is 6.4 eV which
S 7may be compared to the value 6.3 eV measured by Fischer
C  Qand Hague and Bonnelle. The total d band width, in­
cluding unoccupied states, is 7.0 eV (N3 - N^).
27
B. Density of States 
The density of states, given by
N(E) = — — E f 5 (E - E (it)) die 
<2 * > 3 " JBZ
measures the number of states per unit energy. Here
Q is the unit-cell volume and the integral is to be
carried out over the Brillouin zone. In the scheme of
57Gilat and Raubenheimer, this integral is changed into
a surface integral over the Fermi surface
N(E) = - Q 3 Z ds£ / | %  En (£> I(2tt) n Jpg
Then jc-space is filled with non-overlapping tetrahedra 
which are identical except for orientation in space.
If the integrand is then assumed to be linear within 
each tetrahedron, the integral can be expressed 
analytically (linear analytic tetrahedron method). Of 
course, this technique works only if the number of tetra 
hedra used allows the above assumption to be approxi­
mately valid. This lower limit seems to be about 50- 




The density of states for the KSG potential shown
in Figure V and that for the VBH potential in Figure
VI are very similar to those obtained in Ref. 38 and
Ref. 54 and virtually identical to that of Rath and 
33Callaway. Note that the Fermi energy lies near the 
bottom of the minimum in the d-band complex. This is 
one of the characteristics of a material that is expected 
to exhibit antiferromagnetic behavior. Figure VI also 
shows the integrated density of states which counts the 
number of electrons. The density of states at the Fermi 
energy for the KSG potential is 9.14 states/atom-Rydberg 
while it is 9.41 states/atom-Rydberg for the VBH poten­
tial. The electronic specific heat is related to the 
density of states at the Fermi energy by
Ya = | *2 *2 N(Ef)
Thus, the values we obtain for the specific heat are
1.58 (1.62) mJ/mole °K^ for the KSG (VBH) exchange
69 2potential. The experimental result, 1.5 mJ/mole °K , 
is deceptively close to the above values. Unfortunately, 
this experiment was performed on a sample in the anti- 
ferromagnetic state. Therefore, the above values should 
not be compared directly. While it is not possible to
29
have paramagnetic chromium at temperatures below the 
Neel temperature (312 °K), alloys of chromium and 
vanadium are paramagnetic. Since chromium and vanadium 
are so closely related, we should be able to extrapolate
the results from measurements of dilute alloys. The
69 2result of such an extrapolation is 2.9 mJ/mole °K .
While this value seems to be much too large, it must 
be remembered that the experiments include the contribu­
tions to the specific heat from the electron-phonon inter­
action. When this interaction is treated in second- 
order perturbation theory, the density of states at the
Fermi energy and hence the specific heat is modified
70by a factor (l + X) , called the phonon renormalization
factor. The factor thus obtained is (1 + X) = 1.83. This
46xs consxstent with values reported for iron and 
nickel.^7
An alternate procedure is to examine the antiferro­
magnetic density of states. The gaps that appear relative 
to the paramagnetic energy bands destroy large sections
of the Fermi surface which decreases N(Ef) by a corres-
71pondxng amount. Fry, et al. estimate a 30 percent 
reduction in N(E^) on the basis of a perturbation cal­
culation assuming an incommensurate spin density wave
39 36while Skriver and Asano and Yamashita agree on a
value of 29 percent for the commensurate phase. There­
fore, a 29 percent reduction in our (paramagnetic)
30
density of states at the Fermi energy should be a reason­
able approximation to the antiferromagnetic value.
Application of this reduction to our calculated specific
2heats produces values of 1.12 and 1.15 mJ/mole °K . When
these are compared to the (antiferromagnetic) experimental
69 2result, (1.5 mJ/mole °K )/ the phonon enhancement
factor becomes 1.32, in reasonably good agreement with 
the value 1.49 obtained from the calculation of Skriver. 
Thus, the electron-phonon interaction appears to be sig­
nificantly weakened by the spin-density waves present 
in the antiferromagnetic state.
Vanadium
The density of states presented in Figure VII was 
computed using the KSG exchange potential. Note that 
it is virtually indistinguishable from the corresponding 
curve for chromium except for the position of the Fermi 
energy. Instead of lying in a minimum, the Fermi energy 
lies near a maximum in the d-band complex. This gives 
a value of 25.03 states/atom-Rydberg for the density
of states at the Fermi energy and consequently ye = 4.34
2 69mJ/mole °K . In this case, the experimental value
2(y„ = 9.92 mJ/mole °K ) should be directly compared to 
the value obtained above since vanadium is not anti­
ferromagnetic. Thus, the phonon renormalization factor 
is found to be (1 + X) = 2.29. Unlike chromium, this
31
is much larger than the value (1.6) which is conven­
tionally attributed to phonon effects. The discrepancy
is not restricted to our results, however, as Boyer et* 
35al. found factors of 2.84 for the KSG potential and 
2.22 for an Xa calculation with a = 0.71556.
C. Fermi Surface
The Fermi surface is the constant-energy surface 
whose energy value is the Fermi energy. The topology 
of the Fermi surface may be best understood by examining 
projective plots of the three-dimensional Fermi surface. 
When measuring the nesting parameters and cross-section 
areas, contour plots in planes cut through ic-space in 
various orientations and positions are most useful.
A few words about the scheme used to number the 
energy bands is in order. First note that we are con­
cerned with only 6 bands. At the T point, these are 
the five d-like states and the single s-like state which 
are numbered from 1 to 6 in order of increasing energy. 
Thus, band 1 corresponds to r^, bands 2, 3 and 4 to 
and bands 5 and 6 to T^* The only objection to this 
scheme is that symmetry is not conserved during band 
crossings. For example, along the G axis near H, band 
2 is of G4 symmetry while band 3 is of G3. However, 
near N, band 2 is the G^ state while band 3 is the G^ 
state. While this objection is serious, this scheme
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appears to be the only unique one. When examining all 
Fermi surface dimensions, the point at which the band 
crosses the Fermi energy was determined with a four- 
point Aitken's interpolation scheme.
"Nesting" occurs when portions of the Fermi surface
are parallel to one another. In this work, we will refer
to the nesting as either "strong" (having a large joint
density of states) or "weak" (having a small joint den-
5sity of states). Following the treatment of Lomer, 
we note that the main effect of a small-magnitude 
periodic perturbation (such as a spin-density wave in 
an antiferromagnetic system) is to mix wavefunctions 
whose ij-vectors differ by the vector ($) of the perturba­
tion. This can be observed by noting that, from perturba­
tion theory, the change in the energy is of second order 
in the perturbation while the change in the wavefunction 
is of first order. Thus, the greatest effect will be 
seen when there are a large number of available states 
whose k-vectors differ by Q. Therefore, we should look 
for large portions of the Fermi surface that "nest" to­
gether (i.e., strong nesting). Of course, this may not 
predict the observed value of Q, since the allowed Q 
values in the spin-density wave spectrum are the zeroes 
of the inverse of the susceptibility function x(€) • *n 
such a calculation, matrix element effects might sub­
stantially modify the position of these zeroes. However,
33
the "nesting" approach does seem to give reasonable 
agreement with experiment and it is quite simple to apply 
since it does not involve intricate calculations.
In order to determine the area of the features at 
N and X, the coordinates of points on the Fermi surface 
were determined by interpolation. Then these points 
were fit to ellipses aligned along the symmetry axes.
The semi-major axes, extracted from the least-squares 
fitting parameters, determine the area. In all cases, 
the uncertainties in this least-squares procedure was 
less than 2 percent. The areas for energies Ef+e and 
Ef-e were also determined using e = 0.001 Rydberg. Then, 
the derivative of the area with respect to energy, needed 
for the effective mass calculation, was approximated 
by
(dA/dE) * (A(Ef+e) - A(Ef-e))/2e 
F
Chromium
The projective plots of the Fermi surface of 
chromium are displayed in Figure VIII. The first two 
bands are completely filled while band 6 is unoccupied. 
Band 3 forms a- set of (closed) hole pockets at H and 
at N as shown in Figure VIII(a). The next higher-energy 
band (4) is a curious object known as the electron 
"jack" (Fig. VIII(b)) from its resemblance to the
34
child's toy. Finally, band 5 generates a set of electron
surfaces having the shape of "lenses" or "caps". It
is interesting to note that in some calculations (Ref.
54 for example) these lenses are absent. Presumably,
this is due to the exchange potential used there. The
resemblance of these figures to the sketches of Mattheis
and to Lomer's model is apparent.
The phonon dispersion relations can be conveniently
examined by measuring the inelastic scattering of
72neutrons. Kohn first postulated that the interaction
between lattice vibrations and the conduction electrons
might give rise to anomalies in the phonon spectrum.
These Kohn anomalies occur at phonon wave vectors equal
to the extremal dimensions of portions of the Fermi sur-
73face. Roth, et al. subsequently showed that "nesting" 
of Fermi surface features can also lead to these ano­
malies.
A comparison of our results with the experimental
7 8neutron scattering data ' is summarized in Table IV.
The "nesting" was quite strong, indicating the existence 
of large Kohn anomalies. Muhlstein interpreted the 
anomalies in this data in terms of both extremal 
dimensions of a feature of the Fermi surface (the first 
two entries in Table IV) and of "nesting" of these rather 
large portions of the Fermi surface. However, he 
interpreted the Kohn anomaly along Th (near H) as the
35
result of nesting of the body of the electron jack with 
the holes at H along the (001) axis. We feel that the 
data is better explained if that anomaly is associated 
with the extremal dimension of the electron jack, leaving 
the nesting to account for the wave vector of the spin 
density wave. The strength of the nesting that occurs 
for chromium can be observed in Figure IX which contains 
cross-section (contour) plots of the complete Fermi sur­
face (all three bands). Figure IX(a) is a (001) plane 
cut through the origin and the corresponding (Oil) plane 
is shown as Figure IX (b).
The de Haas-van Alphen effect can also provide in­
formation about the size (and shape to a limited extent) 
of the Fermi surface features. The cross section area
(A) of a feature (in a plane perpendicular to the applied 
magnetic field) is related to the observed dHvA frequency 
by the formula
f = (hc/2ire) A
30Graebner and Marcus chose the dimensions of ellipsoids 
centered at N and at X (the midpoint of the A axis in 
the paramagnetic Brillouin zone) which best reproduce 
the observed dHvA frequencies. The resulting semi-axes, 
shown in Table V, provide a + 10 percent fit for the 
holes at N and + 20 percent fit for the electron balls
36
at X (the ball dimensions had to be deduced from the 
data given in Reference 30 as they are not explicitly 
given there). The lack of good agreement may be attri­
buted in part to the different effective areas of the 
closed orbits in the paramagnetic system as compared 
to the open orbits measured in the (antiferromagnetic) 
crystal.
The cyclotron effective mass ratio (the effective
mass divided by the free-electron mass) can be obtained
during de Haas-van Alphen measurements. This ratio is
related to the energy derivative of the cross-section
34area of a Fermi surface feature by the formula 
(m*/m) = (142 /2TTm) (dA/dE)£̂<p
The derivative is estimated as described above. The 
results (in Table V) show that the VBH potential gives 
slightly better results than the KSG potential when com­
pared to the work of Graebner and Marcus.
Vanadium
The Fermi surface of vanadium is depicted in the 
projective plots of Figure X. Like chromium, band 1 
is completely full while the top three bands are empty. 
The second band is occupied everywhere except near the 
center of the zone, forming a closed (hole) octahedron
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(Figure X(a)), similar in shape to the electron jack
seen in chromium but not topologically equivalent to
it. Part of band 3 forms a hole ellipsoid surrounding
N (Figure X(b)) as in chromium but containing a larger
fraction of the Brillouin zone volume. The remainder
of band 3 forms the "jungle-gym". This consists of open
tubes along (100] directions which interconnect with
those in neighboring Brillouin zones.
Cross-sections of these Fermi surface features in
a (001) plane are shown in Figure XI. A comparison of
the areas and dimensions of the features with the cal-
35culations of Boyer, et al. and with the available 
experimental data is presented in Table V. Unlike 
chromium, the "nesting" was quite weak, indicating a 
lack of observable Kohn anomalies in any neutron scatter­
ing experiments for vanadium. Although no closed orbit
has been observed around the octahedron at r, Parker 
74and Halloran have reported the orbit around the arm
of the jungle-gym from measurements of magnetothermal
oscillations. The ellipsoids around N have been ex-
75amined by them as well as by Phillips using the de 
Haas-van Alphen effect. These investigators probed the 
cross-sectional areas (orbits) of these ellipsoids in 
many orientations. On the whole, the areas we calculate 
are about 15 to 20 percent larger than the measured values 
while Boyer, et al. obtain values consistently too small.
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Although Wakoh and Yamashita do not give numbers for 
the areas, their results also appear to be larger than 
the experimental results (for the KSG potential). Thus 
we assume that the difference between our areas and those 
of Reference 35 is due to differences in band structure 
rather than other reasons (such as the method of locating 
the Fermi surface). The most probable reasons are either 
the muffin-tin potential used in their APW calculation 
or the degree of self-consistency they achieved.
The effective mass ratios have also been computed 
for vanadium and are listed in Table VI. Also displayed
are the results of the calculations of Papaconstantopoiilos»
34 35et al. and Boyer, et.al. and the measurements of
74 75Parker and Halloran and Phillips.
The general agreement with the experimental Fermi
surface is reasonable but the dimensions of features,
especially small ones, are not predicted accurately.
Calculations on many materials have noted this problem,
but nowhere is it more acute than for copper. The radii
of the belly orbit and the neck at the L point are known
with great precision. Even the latest first-principles
51 52calculations of Bagayoko, et. al. and Janak, et. al.
obtain a neck radius that is nearly 20 percent too large. 
Janak, etal. found that neither gradient corrections 
nor relativistic corrections produced much better re­
sults. Although they were able to match the dimensions,
39
they had to use a value of a (0.77) that does not corres­
pond to either of the theoretical values. It has been 
suggested^ that local potentials are simply not able 
to produce good Fermi surfaces. Investigations of the
non-local contributions to the energy by Wang and 
76Rasolt produced results as accurate as the best results 
of Janak, et al.
CHAPTER IV 
CALCULATED QUANTITIES
This chapter, consisting of three sections, will 
examine quantities which are derivable from the energy 
band structure. Section A discusses the X-ray form 
factors which are simply related to the Fourier com­
ponents of the charge density. In the following section
(B), the Compton profiles are examined. In order to 
make the comparison with experiment easier, the spheri­
cal average was computed from the directional profiles 
and the anisotropy of the profiles is also discussed. 
Finally, the optical conductivity appears in Section 
C along with the transitions most likely to be 
responsible for each major structure and the electron 
energy-loss spectrum.
A. X-Ray Form Factors
The X-ray scattering form factors are the scaled 
intensities of the various orders of diffracted X-rays. 
Theoretically, the form factors are proportional to the 
Fourier coefficients of the charge density evaluated 
at reciprocal lattice vectors. If we denote N as the 
number of electrons in the system (N = 24 for chromium 
and N = 23 for vanadium) and pQ = p(K=0), then the form 
factors are given by the expression
40
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F(K) = N p(K)/po
In the calculational scheme we use, the Fourier co­
efficients are a required part of the self-consistency 
routine and are written at the end of each iteration. 
Thus, it is a trivial matter to compute F(&) for the 
first few smallest-magnitude reciprocal lattice vectors. 
In addition, the ratios F (330)/F(411) and F (442)/F(600) 
are important because these pairs of reciprocal lattice 
vectors have the same magnitude but different orienta­
tions in space providing a measure of the asphericity 
of the charge density.
Table VI contains the form factors for chromium.
The KSG and VBH exchange potentials agree to better than
1 percent so only the VBH results are shown. Also listed
33are the computed form factors of Rath and Callaway
77and of Wakoh and Yamashita and the various experi- 
12-14ments along with their associated uncertainties
(when known). The agreement is reasonable, in view of
the amount of disagreement among the experiments. Note,
15however, that Hosoya observed a decrease in F(110)
(and presumably all other form factors) with time and
13concluded that Cooper's result was probably too low.
Our results for both asphericity ratios agree with the 
experimental uncertainty.
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The form factors for vanadium are listed in Table
VII. The amount of experimental data available for
2 6comparison is limited. However, Terasaki, et. al. 
has reported results for F(110) and F(200) which are 
reasonably close to our calculated form factors. The
asphericity ratio F (330)/F(411) has been measured by
10 12 Weiss and DeMarco and Diane and Mazzone. Their
results are 1.012 and 1.0085 respectively which are much
larger than the calculated values (1.0039 for our cal-
77culation and 1.0015 from Wakoh and Yamashita ).
B. Compton Profiles
The differential cross-section for Compton scatter-
78ing of X-rays by electrons is proportional to the 
Compton profile
Jk (q) = — "̂~3 f P(P)<5(q - P*k) dp(2tt)
/\
where q is the component of momentum along k. The electron 
momentum density p(p) is given by
P(P) = 2+ k n (5/P) I2ng
where ^n (g,p) is the wavefunction in momentum space (the 
Fourier transform of the real-space wavefunction ^n (g,r))
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This result was obtained in the impulse approximation in 
which the energy transferred to an electron during the 
collision is much larger than that electron's binding 




where n is the number of electrons per atom (or the e
number per shell if J£(q) is decomposed on a shell-by-
shell basis).
In the LCGO formalism, this calculation requires
the Fourier transforms of the Gaussian basis functions
evaluated at a large number of reciprocal lattice vectors.
The rate of convergence is determined primarily by the
79exponents of these Gaussians : band states which have
small exponents converge rapidly while core states with
large exponents converge very slowly. Approximately
2000 independent reciprocal lattice vectors provided
profiles that were converged sufficiently (to about 0.01
percent) for the band states, but not for the core states
(Is, 2s, 2p, 3s and 3p). (A more complete discussion
of the procedures used here may be found in Reference
79.) Hartree-Fock Compton profiles are available (Weiss, 
80et al. ) for both chromium and vanadium (free atoms) 
decomposed by band for states whose binding energy is 
less than 1500 eV. Although this excludes the Is state
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for the 3d metals, the Is contribution to the total profile 
is small. We have subtracted the core contributions 
(based on these Hartree-Fock results) from the experi­
mental profiles (when necessary) to extract that portion 
due to band electrons alone.
Tables VIII and IX contain numerical values for 
the calculated Compton profiles of (respectively) 
chromium and vanadium in the three principal directions:
(100), (110) and (111). Also listed are the spherical
averages for the sake of comparison with the results
obtained using polycrystalline samples. Our calculated
average Compton profile for chromium agrees reasonably
23well with the results of Paakkari, Manninen and Berggren
(see Figure XII) although it tends to underestimate the
experimental results over the entire range of g values.
This underestimation is attributed to the neglect of
the Is contribution, which, although small, has a very
flat long-range behavior. The difference between the
(111) and (100) directional profiles is compared in Figure
24XIII to the anisotropy measured by Weiss. The anisotropy
is rather small over most of the range but the trends
are predicted correctly and the magnitudes are reasonably
good. In Figure XIV, our spherical average for vanadium
has been plotted along with the profile measured by 
25Phillips. The agreement is quite good although the 
experiment gives a larger profile than our calculation
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at large q values. Not shown in Figure XIV is the profile
22reported by Mannmen and Paakkari which is in very
good agreement with that of Phillips. The anisotropy
of the Compton profiles for vanadium are shown in Figure
XV for the same pair of directions as was displayed for
chromium .((Ill) - (100)). Measurements of all three
26anisotropies have been reported by Terasaki, et. al.
but their results are plotted in figures too small to
enable us to extract any useful information. The profiles
of vanadium have also been calculated by Wakoh, Kubo,
81and Yamashita. For small q values (q < 0.5), the agree­
ment with our results is excellent, generally being about 
1 to 2 percent. But for larger values of q, our results 
are consistently higher than theirs. We are inclined 
to believe that their APW wavefunctions are not suffi­
ciently converged.
C. Optical Conductivity
The frequency-dependent interband optical conductivity
in the sharp-band limit (infinite relaxation time) is
82given by the standard formula
a (co) = (2ire2/3m2a)) E J die/ (2ir) 3 |p£n (ic) | 2f % (it)
(1 -  f n (ic)) 6(a>n&(ic)-u)) (9)
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where f 0(k) and f (k) are the Fermi occupation probabili- Xj n
transitions between two occupied or two unoccupied states. 
Energy conservation is assured by the delta function 
and the momentum matrix elements are
P^n (̂ ) = <̂ it|-ijfî |nic>
The use of Gaussian functions as the basis set allows 
analytic evaluation of these matrix elements and also 
allows us to retain their ic-dependence. Thus, we are 
not forced into the rather drastic assumption that the 
matrix element is constant throughout the Brillouin zone 
which provides results of questionable quality. In such 
an approximation,
a (w) a Z G „ (w) 
nl njL
where Gn^(w) is the joint density of states given by
ties for the states | £lc> and | nic> and
“n A ^  = (En (î  "
The term f . (it) (1 - f (ic)) prevents the inclusion ofXl
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The same form of tetrahedral integration used to compute 
the density of states is applied here with the matrix 
elements linearly interpolated within each tetrahedron.
Because the experiments can only measure the total 
conductivity, some attempt must be made to add the intra­
band contribution to our results. This is done in the 
Drude approximation which gives a term of the form
The Drude constants were determined by an empirical fit
in the near infrared. The total conductivity thus obtained 
must satisfy the usual sum rule
o
where m is the free electron mass and N is the number
of electrons per unit volume. The obvious lack of sharp
structure in the experimental curves has been attributed
to a substantial lifetime broadening of the excited states
of the solid. This lifetime broadening has an estimated
value of 0.2 eV (for chromium) based upon a crude line-
84shape analysis of thermoreflectance data. However, 
since there is no solid evidence for any particular value 
of broadening beyond this order-of-magnitude estimate,
a D ( w )  = aQ/ ( 1  +  w 2  t 2 )
83by Lenham and Treherne to available experimental data
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we examine a range of factors from 0.05 eV to 1.0 eV.
This broadening is included by averaging our calculated 
conductivity over a Lorentzian distribution. The value
0.5 eV seemed to give the best results for both chromium 
and vanadium when compared to the experimental curves.
The fact that this lifetime differs from the Drude value 
is of some concern and, in fact, this simple method of 
smoothing the data may not be consistent with the above- 
mentioned sum rule.
When the experimental maxima are compared to the 
calculated values, there is often a considerable mismatch 
in position which gets worse as the energy gets higher. 
Because this effect appears in virtually every ab initio 
calculation using any kind of local exchange approxima­
tion, it has been associated with the local density 
approximation (LDA) itself. As the current state of 
computation in band structure does not permit reasonable 
use of a non-local exchange potential, some method of 
correcting the LDA must be used. One such technique 
is the introduction of an electron self-energy correction 
which has the form
En {̂  = En (̂  + An (̂ )(En (̂ ) " Ef) (10)
(see Appendix B for more information). Here En (k) is 
the corrected energy for band n whose original
49
(uncorrected) energy was En (Ic) and An (ic) is the diagonal 
matrix element of a correlation matrix. In order to
q csimplify the calculations, Janak, Williams and Moruzzi 
first assumed that the matrix element is independent 
of ic and n. Thus, they reduce equation (10) to
En (£) = En (ic) + A(En (ic) - Ef) (11)
Hence, each band energy is scaled by a factor proportional 
to the difference between that energy and the Fermi energy. 
Then Janak, et al. carried this scaling through to the 
calculation of the dielectric function
e(w) = 1/(1 + A) e(w/( 1 + A))
and obtained good agreement with the experimental results 
for copper using A = 0.08. The corresponding formula 
for the scaled optical conductivity
a( to) = 1/(1 + A)2 a (w/ (1 + A))
q gwas used with a reasonable degree of success in a study 
of the conductivities of iron (A = -0.1) and nickel (A = 
-0.12). We chose for A that value which brings an arbi­
trarily chosen theoretical feature into coincidence with 
the position determined by the experiments. The plus
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(minus) sign on X is decided on the basis that the computed 
conductivity needs to be expanded (contracted). Apart 
from an empirical correction, no physical significance 
is attached to X in this work.
The calculated optical conductivity of chromium
is plotted in Figure XV along with the experimental re-
20 18 suits of Nestell and Christy and Ganin, et al. The
uncorrected interband portion (as computed from equation
(9)) is labelled "curve A". Table XII contains a listing
of both the interband optical conductivity and the total
joint density of states
G(E) = I G »(E) 
nH
as a function of energy. The result shown in curve B
has been smoothed with a broadening factor of 0.5 eV
and a Drude term has been added (using a = 7.0 x lO"1,5o-1 -15sec and tD = 7.27 x 10 sec). Finally, the self-
energy correction (curve C) is included with X = -0.1
(the same value obtained for iron). This value caused
our calculated peak at 6 .3 eV to coincide with the 5.9
eV peak in the experimental data. Unfortunately, the
correction to the position of the main peak was not enough
while its magnitude was made too large. This indicates
that the self-energy correction is not adequate when
included in this simple way.
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The contributions to the (interband) conductivity 
were not separated by band in order to simplify the com­
puter programs and to minimize the amount of computer 
time used. As a consequence, it is not possible for 
us to uniquely assign specific transitions to a particular 
peak. However, by using symmetry rules and energy differ­
ences, we can make probable assignments. The A5 -*■ A'2 
transition with a threshold of 1 eV is probably the main
contributor to our 1.2 eV peak which is close to a peak
21reported in thermoreflectance measurements. The 1.9 eV
peak is presumably due to A,- -+• A.̂ and ■+ transitions.
Thermoreflectance data also find structure in this region.
The main peak and the peak near 6.3 eV are the result
of a large number of transitions from an extremely large
region of the Brillouin zone.
Figure XVI contains plots of the calculated optical
conductivities of vanadium along with the experimental
20results of Nestell and Christy. Curve A is the un­
corrected interband optical conductivity and curve B
is the smoothed result (with 0.5 eV of broadening) to
15 -1which a Drude term (with ctq = 4.8 x 10 sec and 
-15td = 5.4 7 x 10 sec) has been added. The interband 
portion of the conductivity and the total joint density 
of states are listed in Table XIII. The self-energy 
correction factor (A = -0.08) that brought the computed 
6.3 eV peak into coincidence with the 6.0 eV experimental 
peak is labelled "curve C".
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The peak near 2 eV can be tentatively assigned to
a ■+ Ei transition and the 6.25 eV peak is probably
a -*■ A3 transition. As in the chromium case, the transi
tions contributing to the main peak (3.3 eV) are too
varied and from too large a region of the Brillouin zone
84to enumerate. However, Rosei, et al. have used thermo­
reflectance measurements to deduce the threshold energies 
of three important transitions. Their results are listed 
in Table XI along with our energy differences and those 
of three other calculations.®^'®®
The complex dielectric function is related to the 
(complex) optical conductivity by the formula
e = 1 + ia/w (12)
It is known that the maximum of the energy loss function
lm(-l/e) = e2/ U l + e2)
occurs at the plasma frequency. Here, and e2 are 
the real and imaginary parts (respectively) of the di­
electric function. If we substitute equation (12) into 
this formula, the loss function becomes
Im(-l/e) = w a2/((w + ax)2 + a2)
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Hence, we need both the real and the imaginary parts 
of the conductivity whereas we have only calculated the 
real part. However, the imaginary part can be obtained 
by the use of the Kramers-Kronig relation
The results for chromium are presented in Figure XVIII 
in the sharp limit (solid line) and with the 0.5 eV life­
time broadening factor (dash-dot line). The agreement 
is very good for energies below 5 eV but the peak seen
in the theoretical curve near 6.3 eV is not observed
20in the experimental results (Nestell and Christy -
8 9dashed line, Lynch - dotted line). Programming restric­
tions prevented accurate determination of the real part 
(and hence the imaginary part) of the optical conductivity
for energies much greater than 6 eV while the interesting
8 9structure occurs near 9 eV. The recent calculations




Self-consistent energy bands for paramagnetic chromium
and vanadium have been generated using the LCGO method.
Two local exchange potentials (the familiar Kohn-Sham-
Gaspar potential and an exchange-correlation potential
due to von Barth and Hedin) were compared for chromium
while the Kohn-Sham-Gaspar exchange alone was used for
* 0
vanadium. The calculations are current state-of-the- 
art and produced bands converged to better than 0.0001 
Rydberg. The self-consistent energies and wavefunctions 
were generated at enough points (506 in the irreducible 
wedge of the Brillouin zone) to enable accurate numerical 
evaluation of all required integrals.
The comparison of the two exchange potentials was 
rather confusing. Although the VBH bands are narrower 
than the KSG bands and hence closer to the experimental 
band widths, the difference is only 0.1 eV which is less 
than 20 percent of the change needed to match the experi­
mental findings. For some quantities, such as the X- 
ray form factors, the two results are almost indistinguish­
able. Neither potential gave consistently better Fermi 
surface dimensions but the VBH exchange did come closer 
to the experimental effective masses. Thus, we judge 
the VBH exchange-correlation potential to be better 
(marginally) than the KSG exchange for paramagnetic
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systems. This is roughly the same conclusion reached 
in the ferromagnetic studies.
The energy bands agree well with other current self- 
consistent calculations. Unfortunately, the question 
of the ordering of the states at the N point for chromium 
still remains unanswered as the position of the p-like 
state N-j| is very sensitive to the potential used in 
the calculation. The bands remain wider (about 10 percent 
for chromium and 6 percent for vanadium) than values 
reported in photo- and X-ray emission experiments. As 
expected, the densities of states are all nearly identical 
and dominated by two large peaks separated by a shallow 
minimum. The Fermi energy lies near the bottom of this 
minimum for chromium and near the top of the lower-energy 
peak for vanadium. When comparing the electronic specific 
heat to experiments, the phonon renormalization factors 
are near 1.8 for chromium and 2.3 for vanadium. Thus, 
the electron-phonon interaction is much stronger in 
vanadium than in chromium. The phonon renormalization 
factor for the antiferromagnetic state of chromium is 
estimated to be 1.3 implying a weakening of the electron- 
phonon interaction in this state.
Although the essential features of the Fermi surface 
are present, the dimensions and areas, especially of 
small portions, are not accurately predicted. The reason 
for this discrepancy has been attributed by other authors
56
to the neglect of the non-local nature of exchange and 
correlation and the results of this work cannot dispute 
this claim.
The computed X-ray form factors did not lie within 
the experimental uncertainties but the amount of dis­
agreement between the experiments themselves is also 
greater than the individual uncertainties. The Compton 
profiles do generally agree with the measured valued 
if the spherical average is used in the comparison, al­
though the computed profile tends to lie above the measured 
values at large q (q > 4 a.u.). The directional differ­
ences reproduced the overall behavior of the experimental 
results but the magnitudes did not match very well. The 
lack of structure in the experimental optical conductivi­
ties are interpreted as the result of rather large life­
time broadening. We included an empircally chosen broad­
ening factor (0.5 eV) which seemed to reproduce the ob­
served smoothing reasonably well. A self-energy correction 
(X) allowed us to shift the positions of the major peaks 
to correspond with the experimental positions using a 
value of -0.1 for chromium and -0.08 for vanadium.
Several improvements to the computer codes and to 
the method itself could be made. The first is that a 
contracted basis set could be used. It should be possible 
to contract to 6 or 7 s-like and 4 or 5 p-like states 
without sacrificing accuracy. The resulting matrix would 
be about 2/3 as large as the current matrix and should
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thus run in 1/2 to 1/3 of the time required for the current 
programs. However, the effect of such a contraction 
upon calculated properties must be investigated carefully 
before abandoning the complete basis. One of the ideal 
improvements would be the inclusion of a non-local correc­
tion to the exchange potential. The gradient expansions 
that have been used to date have not produced a satis­
factory degree of correction. Unfortunately, no such 
potential exists in a form suitable for current state- 
of-the-art tight-binding calculations.
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Absolute Energy Differences Between the KSG 
and the VBH Exchange Potentials
lerqy KSG V B H Difference Symmetry
Ef -0.42776 -0.58058 0.1528 ---
ri -0.99625 -1.14038 0.1441 1
r25 -0.49403 -0.64799 0.1540 xy,yz,zx
ri2 -0.35089 -0.50399 0.1531
2 2 2 , x -y ,z -1/3
N1 -0.74835 -0.89715 0.1488 l,xy,z2-1/3
N2 . -0.60396 -0.75649 0.1525 z(x-y)N i -0.35879 -0.50338 0.1446 x+y
N1 -0.34998 -0.50382 0.1538 xy,z2-1/3
N4 -0.32743 -0.48100 0.1536
2 2 x -y
N3 -0.22483 -0.38151 0.1567 z(x+y)
P4 -0.59812 -0.74884 0.1507
2 2 x -y
P3 -0.32335 -0.47697 0.1536 x,y,z,xy,yz,xz
H12 -0.74055 -0.88939 0.1488
2 2 2 , x -y ,z -1/3
H25 -0.25290 -0.40925 0.1564 xy,yz,zx
H15 0.32386 0.17867 0.1452 x,y, z
TABLE II
Energy Differences for Selected. States of Chromium
States
Present 
(KSG) (VBH) Ref. 54 Ref. 33 Ref. 36 Ref. 4 Ref. 38
E r ri .5678 .5599 .7143 .536 .5175 .624 .500
ri2_ri .6454 .6364 .8210 .6102 .5785 .709 .569
ri2_r25' .1431 .1440 .1715 .1590 .1332 .136 .145
r25'"ri .5022 .4924 .6495 .4513 .4453 .573 .424
H25,_H12 .4877 .4801 .6620 .4812 .4848 .523 .467
H15_ri 1.3201 1.3201 1.3723 1.2644 --- 1.330 1.097
H25,“r25' .2411 .2387 .3166 .2670 .2341 .238 .298
ri2~H12 .397 .3854 .5168 .3730 .3840 .421 .314
P3"P4 .2748 .2719 .3813 .2670 .2505 .300 .227
N 2'N1 .1444 .1407 .2089 .1234 .1327 .170 .109
N3"N1 .5235 .5156 .7132 .5302 .5025 .558 .498
N4-N1 (2) .0226 .0228 .0343 .0211 .0201 .024 -.011
Ni,-n4 -.0314 -.0224 -.1876 .0115 .0531 -.109 .074
n3-n1 , .1340 .1219 .3303 .1087 .0498 .215 .069
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Energy
I r i D i
Differences for
JCs X X X
Selected States of Vanadium
States Present Ref. 38 Ref. 3-
Ef ri .4701 .440 .497
ri2“ri .6410 .440 —
ri2"r25' .1410 .148 —
r25'“ri .5000 .454 .543
H25'"H12 .4757 .476 .535
H15“ri 1.1893 1.012 —
H25'”ri .7345 .758 .791
H25'-r251 .2345 .304 —
ri2"H12 .3822 .320 —
P3~P4 .2805 .241 —
n 2 - N i .1473 .121 —
N 3 - N 1 .5173 .513 —
N4~N;l (2) .0244 -.014 —
N1'"N4 -.0876 .002 —
N3-N1 , .1843 .140 —
Fermi Surface 
Feature
TP Extremum of 
Electron Jack
TH Extremum of 
Electron Jack
Nesting of Jack 
Body and Hole 
at N
Nesting of Ball 
and Holes at N 
along (111)
Nesting of Jack 
Body and Hole 
at H in (111) 
direction
Nesting of Jack 
Body and Hole 
at H in (001) 
direction
TABLE IV 





























Chromium Fermi Surface Data
°  -1Dimensions of Holes at N(in A )
Direction Experiment KSG Result VBH Result
NH .173 .186 .185
NT .234 .304 .311
NP .268 .316 .324
De Haas-van Alphen Frequencies (in megaGauss)
Plane Experiment(*) KSG Result VBH Result
TNH 13.3 18.6 18.9
TNP . 20.6 31.6 33.2
HNP 15.3 19.3 19.7
Effective Mass Ratios for the Holes at N
Plane Experiment KSG Result VBH Result
TNH ( .45 .42
TNP |. 27- .43 .53 .21
HNP /V .45 .30
Dimensions of Ball at X (in A--1)
Direction Experiment KSG Result VBH Result
Th .26 .30 .32
x n .25 .30 .30
(*) Computed from the dimension given Ref. 30.
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TABLE VI
Vanadium Fermi Surface Data
° _1Dimensions of Holes at N ( m  A )
Direction Present Ref.74 Ref.75 Ref.35 Ref.34
NH .361 .365 .366 --- ---
NT .504 .441 .441 --- ---
NP .530 .463 .465 --- ---
de Haas-van Alphen Frequencies (in megaGauss)
Plane Present Ref.74 Ref.75 Ref.35 Ref.34
TNH 59.9 52.9 52.6 41.9 44.9
. TNP 87.9 67.1 67.1 56.6 59.5
HNP 62.9 55.6 55.7 55.5 46.5
Effective Mass Ratios for the Holes at N
Plane Present Ref.74 Ref.75 Ref.35 Ref.34
TNH 1.1 1.77   .72 .86
TNP 1.7 — ’   .91 1.3
HNP .9 2.20   .88 .92
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TABLE VII 
X-ray Form Factors of Chromium
a
Zil Present Ref.33 Ref.77 Ref.13 Ref.11,12
(1,1,0) 16.29 16.27 16.32 15.88 15.781.20
(2,0,0) 13.39 13.31 13.46 13.14±.34 13.131.17
(2,1,1) 11.66 11.60 11.56 11.23±.34 11.471.15
(2,2,0) 10.39 10.33 10.27 9.97+.50 10.201.14
(3,1,0) 9.40 --- 9.36 8.941.30 ---
(2,2,2) 8.82 --- 8.70 8.441.16 ---
(3,2,1) 8.27 --- 8.20 7.751.10 ---
(4,0,0) 7.76 --- 7.81 7.501.24 ---
(3,3,0) 7.54 7.51 ---
(7.051.09
---
(4,1,1) 7.48 7.45 --- 1 ---
(4,2,0) 7.23 --- --- 6.721.15 ---
(3,3,2) 7.06 --- --- 6.591.19 ---
(4,2,2) 6.84 --- --- 6.411.12 ---
(4,3,1) 6.66 --- ---
(6.281.09
---
(5,1,0) 6.59 — — — --- ) ---
(5,2,1) 6.33 --- --- 5.961.11 ___
Ratio
(330)/ (411) 1.008 1.008 —  —  1.0131.007





















































Compton Profiles of chromium
2 J (1001 J (1101 *1.0 1JL. Jav
0.0 2.103 2.277 2.574 2.304
0. 1 2. 104 2.268 2-538 2.290
0.2 2.052 2.207 2.360 2.202
0.3 . 2.003 2.139 2.134
*
2.099
0.4 1.968 2.033 1.916 1.964
0.5 1.899 1 .880 1.755 1.853
0.6 1.799 1.724 1.623 1.720
0.7 1.701 1.591 1.510 1.602
CO•o 1.547 1. 472 1.427 1.482
0.9 1.417 1.357 1.340 1.370
1.0. 1.286 1.232 1.258 1.254
1.2 0.997 0.984 0.904 0.967
1.4 0.745 0.713 0.645 0.705
1.6 0.611 0.555 0.630 0.590
1 .8 0.425 0.449 0.482 0.450
2.0 0.359 0.372 0.374 0.369
2.5 0.276 0.263 0.248 . 0.263
o
«
m 0.143 0.159 0.188 0.162
3 .5 0. 111 0. 104 0.096 0.104
4.0 0.066 0.068 0.063 0.066
4.5 0.044 0.046 0.044 0.045
; 1^  •  V. 0.031 0.030 0.03 1 0.030
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TABLE X
Compton Profiles of VanafliuQ
a J (100) J (1 10) J_(.111) Jav
0.0 1.765 2. 139 2.255 2.062
0.1 1.832 2.162 2.260 2.093
0.2 2.006 2. 139 2.171 2.109
0.3 2.077 2.012 1.987 2.025
0.4 ' 1.950 1.870 1.853 1.-889
0.5 1.798 1.692 1.662 1.714
0.6 1.678 1.552 1.517 1.579
0.7 1.588 1 .370 1.395 1.439
0.8 1.491 1.234 1.309 1.327
0.9 1.214 1 .148 1.240 1.190
1.0 0.850 1.042 0.963 0.967
1.2 0.625 0.765 0.624 0.689
1.4 0-657 0.509 0.502 0.550
1.6 0.429 0.395 0.469 0.424
1.8 0^327 0. 304 0-349 0.322
2.0 0.253 0.264 . 0.289 0.267
2.5 0.225 0. 181 0.148 0.185
3.0 0.105 0.100 0.110 0. 104
3.5 0.076 0.065 0.057 0.066
4.0 0.042 0.042 0.042 0.042
4.5 0.024 0. 027 0.028 0.026
5.0 0.018 0.018 0.017 0.018
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TABLE XI
Transition Thresholds of Vanadium
El (Ef}“E3 G4 ̂Ef ̂ ’“Gi N 2"N1»
Alward, et al., Ref. 8 7 2.16eV 2.27eV 2.73eV
Boyer, et al., Ref. 35 2.40 1.90 2.20
Koelling, Ref. 88 1.70 1.84 2.70
Present 2.09 1.52 2.53
Experiment (Rosei, 




Optical Conductivity and Joint Eensity of
versus Energy for Chrcniium
EneruyfeVI Feltf f E) 1 (10issec-i1 GCE) (elect rons/Ryd-atom)
0. 0 4C8 C.C15 9 93 0.10456
0.0916 0.078063 1.73288
0.1225 0. 195 152 3.85846
0. 1633 0.3239 50 5. 34506
0.2041 C.379112 6.45719






0.4898 0. 939615 15.46978
0.5306 1. C85780 17.35219
0.5714 1. 224199 19.21927
0.6 123 1.3SS872 21.34123
0.6 53 1 1. 664975 24.01055







0.9796 3. 559054 58.59960
1.0204 4.02C492 69.15322
1.0613 4.710372 - 85.07279
1. 1021 5.485455 101.18330




1.3062 6. 178779 155.27560
1.3470 5.714201 158.10040
1.3873 5.506006 160.30800
1.4 286 5.911606 170.15830
1.4694 6.286166 131.32840
1.5102 6.616663 192.8967 0
1.3511 6.9 15765 204.57530
1.5919 7.22 9439 216.51330
1.6327 7.53 568 8 230.24910
1.6735 7.829554 244.3 6310
1.7143 8. 159415 26 1.97120
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Table XII (cont* 1)






1.9592 9-8 14885 366.57540
2.0001 9.102440 335.40690
2.0a09 8.8 10443 325.29750
2.0817 8.731325 324.93190
2.1225 8.650773 323.94480























3. 1021- 15.499060 525.78730
3. 1429 15.966470 536.64270
3.1838 16.255180 545.68320
3. 2246 14.101900 516.36240
3.2654 12.901290 494.76710
3. 3062 12.020240 483.46380








Table XII (cont» .i)
Energy  feV) Refd* (El 1 f1Ql s s e c ~ M G (5) (e l e c t r o n s /Rvf l -a ton )
3.6327 6.478111 450.04530
3.6736 8.304706 464. 12240
3.7144 6.335518 483.10710




3.9185 10. 109160 666.07510
3.9593 8.964924 486.85240
4.0001 ’ 8.992949 464.25870
4.0409 7.571873 413.85930
4.0817 7.115709 400.94840
4. 1226 6.910714 399.18180









4.5307 4. 297181 329.96320
4.5715 4. 108143 325.34420
4.6124 3.943228 322.90890
4.6532 3.782704 321.65540
4.6940 3.6339 50 3 19.72470
4.7348 3.505387 318.23010
4.7756 3.405882 317.53030
4. 8165 3.341114 320.73920
4.0573 3.287752 324.98500
4.8981 3.242CS8 328.67960




5.1022 3. 29 390 1 359.59830
5.1439 3. 197293 359.41630
5.1838 3.092646 358.54500
5.2246 2.938237 355.01610
5.2654 2. 828121 353.23910
5.3063 2.74003C 349.78920
5 .3471 2. 645340 345.57170
5.3879 2.540051 336.28890
5.42 87 2.429133 306.38540
5.4655 2.37 39 3 2 299.81410
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T a b l e  X I I  ( c o n t * d )





5.6736 2. 189775 297.42490
.5.7144 • 2-213548 303.74390
5.7553 2. 221272 300.35 500
5.7961 2.17266S 291.75100







6. 1226 1.655611 222.32220
6-1634 1.857006 221.78170
6.2042 2.300002 234.43110






6.4900 6. 190581 283.22570
6.53C8 5-460226 257.09380








Optical Conductivity and Joint Density of States 
versus Energy for Vanadium 
Energy (eV) Re ( d* (HI) (101 ̂ sec-M 0(21 felectrons/Ryd-atom)
0.0408 0.303250 3.87029
0.0816 C.592211 19.58297
0. 1225 0-951341 38. 14514
0.1633 C.462290 34. 15234
0.2 041 0.3 3 4549 42.13629
0. 2449 • 0.233620 36.12670
0.2857 0. 186686 20.60281













0.8572 0.863809 39. 12071
0.8980 0.942600 42.70738






1.1837 1. 105424 63.47725




1.3878 1.3 3 3103 75.69068
1.4286 1.545656 80.85308
1.4694 1.731544 85.94002
1.5102 1. 9 289 39 91.73490
1.5511 2 . 165241 98.30935
1.5919 2. 60 730 1 107.70290
1.6463 3.015267 110.U4U90
1.6871 3.25 5 473 125.82940
1.7279 3.525076 134.66340
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able XIII (cent1 d)
necgyfe?) P.e (<S (E)1 MO^sec**1) g (B) (electrons/0 vrj -atom)
1.7698 
1.8096 







































































. 8.38871 1 
9.C83706 
9.513228 
1 0 . 0 0 1 0 1 0  
















































































































?nerav feV) F.e ( {E11 f10i Ssec-M G (E) {elect ran s/Hvd
3. 646/1 8.915588 495.43410
3.6872 8.780803 498.28320
3.7280 9.241172 525.31200






4.0137 - 7.001424 406.73870
4.0545 6.5119C5 336.28020
4.0953 6.247554 376.20630







4.4219 4.3118 1 1 345.28990
4.4627 4.072380 336.15630






4.7484 3. 109102 323.15090
4.7892 3.027366 326.85940
4.8301 2.964340 332. 27 170 •
4.8709 2.899205 335.58650
4.9117 2. 847297 340.56060
.4.9525 2.818271 347.06170
4.9933 2.80 50 0 5 355.08220
5.0341 2.894679 364.17370
5.0750 3.004566 373.12940
5. 1158 3.048755 379.85010
5.1566 2.959123 378.09870
5. 1974 2.867713 376.93310
5.2382 2.781096 377.49020
5.2790 2.688779 378.53 350
5.3199 2.553644 372.89970
5.3607 2.451233 368.35230
5.4015 2. 38 2883 342.68460
5.4423 2.336820 334.25070
5. 483 1 2.278223 329.5 3320
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Table XIII (cont'3)
Fne rg y (eV) Re ( d* f El ) (TO 1 ssec G (SI (electrons/Ryd-atorol
5.5 240 2.158C58 325.426305.5648 2. 136530 323.69990
5.6056 2. 10C289 325.28090
5.6464 2.080417 324.87940
5.6872 2.052576 323.93960
5.7280 2.0345 15 329.94550
5.7689 2.025528 322.91590
5.8097 2.0 11952 3 16.91890
5.6505 1 .S8C614 311.23990





6.0954 1. 474626 234.80370
6. 1362 1.501627 229.56750






6 .4219 5.728550 313.67580
6.4628 5.518S38 306.51560





6.7077 - 3.699172 224.22540
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A. Angle-Resolved Photoemission Data Analysis
In the photoemission process, an incident photon 
transfers enough energy to an electron to enable it to 
overcome the potential barriers and exit from the solid 
as a free particle. Measurements of the emitted-electron 
energy spectrum provide an indication of the energy 
distribution of the electrons inside of the solid. Pre­
sent experiments usually concentrate on emission normal
to the surface of the solid and use several different 
photon energies. Synchrotron radiation has proven to 
be ideal for this purpose since it is intense and tunable 
over a reasonably wide energy range.
In a photoemission experiment, the kinetic energy
E v = (h2/2m)K2 (Al)
of the emitted electrons and the angle of emission are 
measured. Conservation of energy requires that the 
energies of the initial and final (Bloch) states obey 
the relation
Ef (ic) = Ei (ic) + hw (A2)
where ftw is the energy of the incident photon. In the 
three-step model of photoemission used by Berglund and
108
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32Spicer, the electron (1) absorbs the photon, (2) travels 
from its position in the bulk to the surface and then 
(3) emerges from the sample. The measured kinetic energy 
is then
Ek = Ef (k) - Ev (A3)
where the vacuum-level energy is defined as
Ev = Ef + $
where 4> is the work function of the face of the sample 
from which the electron emerged. Then the bulk energy 
bands are given by
E± (k) = Ek + Ef + $ - Hw
Even if the quantities to the right of the equal sign 
are known, we still do not know the position in ic-space 
we are scanning.
If the photoemission process conserved wave vector, 
the analysis would be trivial. However, only the 
tangential (to the surface) component is conserved
Kt = kt + G (A4)
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where G j_s a reciprocal lattice vector parallel to the 
surface. Thus, after combining equations (A1-A4), the 
result is
M 2/2m)K^ = Ef (ic) - Ev - (h2/2m) (ict + 5) 2 (A5)
Note that this does not give a condition on the normal 
component of ic
For two-dimensional systems (such as surfaces), this 
poses no problem since the band structure is only weakly 
dependent upon icn . But in order to interpret the data 
for a (three-dimensional) solid, we need more informa­
tion. The experimental procedure of holding the energy 
and the direction of emission constant and sweeping the 
energy of the incident photon supplies that needed in­
formation. This process fixes and allows a sampling 
of E^(k) along suitable symmetry lines (parallel to 
the surface).
The procedure that has been used to date is to ob­
tain a calculated band structure covering the range of 
photon energies used in the experiment (typically 10 
to 30 eV). From this calculation, an "allowed" final 
state is chosen. An "allowed" state must be (1)
Ill
free-electron-like/ and (2) allowed as a final state 
by symmetry (i.e., have a non-zero dipole matrix element 
with the initial state). The hope is that only one 
allowed final state exists in this range. For the (110) 
surface of chromium, a state of symmetry satisfies 
these conditions if the initial states are Z^, Z3, G^,
or G^. Unfortunately, there are also two other allowed 
final states. This could cause tremendous complications 
except for the fact that they affect only the higher 
photon energies (above 23-24 eV) and can be ignored for 
moderate energies (15 to 23 eV).
The allowed band is fit to a free-electron-like 
(parabolic) dispersion relation
E = a k^ + b (A4)
which is then inverted to allow calculation of lie I from1 n
the observed energies.
|icn | = ((e - h)/*)h
A simple least-squares procedure is sufficient for this 
fit. Then the value of |Jcn | is brought into the irreduci­
ble wedge and this determines the position along the 
axis in question. The interesting point is that the 
value of |ic | obtained in this way is relatively in­
sensitive to the actual energy bands used in the fit
112
although the values of a and b vary quite a bit as 
illustrated in the following table:









B. The Self-Energy Correction
90 1The work of Hohenberg and Kohn and Kohn and Sham
has shown that all of the properties of the ground state 
of a solid may be obtained from a knowledge of the 
electronic charge density of the system. However, opti­
cal transitions depend upon the excited states of the
91system. Sham and Kohn have shown that the excited- 
state energies En ()c) can be obtained from the eigenvalues 
En ̂  t*ie ground-state system by the formula
En (£) = En (i?) + Xn (£) (En (ic) - Ef) (Bl)
where-
dr |̂ n (Jc,r) |2 (1 - m* ( p(r)))
dr |̂ n (£,r) |2 m* ( p(r))
This same result is derivable from the expression given
49by Hedin and Lundquist and is applicable when the 
density is slowly varying and for low-lying (near the 
Fermi energy) excited states. The factor m*(p(r)) is 
the effective mass (in units of the free electron mass) 
for the interacting electron gas as a functional of 
the ground-state charge density p(r) . As usual, n̂ (ic,r) 
refers to the ground-state wavefunction.
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The calculation of Xn (Jc) would be a very complex and 
time-consuming operation. Thus, as a first (and rather 
crude) approximation, it is taken to be real and indepen­
dent of both ic and n. Then Equation (Bl) reduces to
En (£) = En (ic) + X(Bn (S) - Ef)
8 5Janak, Williams and Moruzzi choose X by matching cal­
culated energies to observed optical transition energies 
while we use X as a fitting parameter for the optical 
conductivity function. Both choices produce values 
in the same range (|X|~0.1). This assumption has the 
same effect as defining an energy-dependent excited- 
state exchange-correlation potential
Vxc(f'E> = V : (?) + tk (E - E£)
where y (r) is the ground-state exchange-correlation xc
potential. If V (r,E) were used in a calculation in-Xw
stead of y (r), the energies would obey Equation (B2)XC
and the wavefunctions would be unchanged since the energy- 
dependent term (X/(l+X)(E-Ef)) is independent of position. 
Since the wavefunctions do not change, the momentum 
matrix elements required of all optical-transition cal­
culations may evaluated in the ground state. Thus, 
the only change in the expression for the optical
115
conductivity (Equation (9)) is that
Thus, the delta function in that equation becomes
1/(1+X) 6(wnJl(k) - to/ (1+X))
and an additional factor of 1/(1+X) is obtained from 
the 1/to term, giving the required result
o (to) = 1/(1+X)2 a (to/ (1+X)) (B 3)
The entire analysis just discussed depends upon 
the validity of equation (B2). For energies that are 
too far from the Fermi energy, we expect equation (B2) 
to fail since the effects of exchange and correlation 
become negligible at very high energies. However, the 
results have been used at energies as high as 25 eV 
above the Fermi energy for copper with no indication 
of failure in this manner. Unfortunately, the situation 
is not as simple for the other 3d metals that have been 
investigated with this method. The earlier investiga­
tions of iron and nickel as well as the present work 
suggest that taking X as a constant is not a good approxi 
mation for these materials. This may be due to
116
significant deviations of the 
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