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ABSTRACT 
The Urban heat island (UHI) is a well-known phenomenon in an urban area where 
the urban core areas experience higher temperature than the surrounding rural areas. It 
has numerous implications among which building energy consumption is a prominent 
one. This study investigates the UHI effects on the building energy consumption for 
cooling in the urban areas of the Continental United States (CONUS). To account for 
UHI effects, long-term differences in mean annual cooling (CDDs) between observations 
from Global Historical Climatology Network (GHCN) and the urbanization-insensitive 
National Center for Environmental Protection-National Center for Atmospheric Research 
50-year Reanalysis (NNR) form the years 2008 to 2017 are used. Cooling energy 
consumption data from surveyed buildings by the Energy Information Administration 
were used to identify the relationship between cooling energy consumption intensity and 
CDDs and other covariates related to building characteristics. Using universal kriging and 
observed minus reanalysis (OMR) method, it has been found that there will be up to 
2,509 additional cooling degree days annually in the urban areas due to the UHI effect. 
Quantile regression results using CDDs and other covariate show that show that a unit 
increase in CDD will cause an average increase in median cooling energy use intensity by 
2.1 BTU/sq.ft. (residential) and 2.5 BTU/sq.ft. (commercial). The mean increase in 
cooling energy consumption in selected building type, building construction year, and the 
number of occupants is 28.1% for commercial buildings and 22.9% for residential 
buildings in all Census Divisions. 
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CHAPTER 1.    INTRODUCTION 
Urban heat island (UHI) is a major phenomenon that is observed in urban areas 
around the world. It is observed when urban areas have higher temperature compared to the 
surrounding rural/non-urban areas (Oke 1973; Landsberg 1981; Peng et al. 2012; Bokaie et 
al. 2016; Xiaoxiao Li et al. 2016; Vahmani and Ban-Weiss 2016). The replacement of natural 
surfaces by building materials in urban areas causes a decrease in evaporative cooling and 
resulting in elevated temperature in the urban area. UHI has numerous implications ranging 
from environmental degradation, human health, and energy use in buildings. With the 
increasing population and urban size and resulting increase in UHI phenomenon globally, it 
is essential to understand its processes to assess impacts on human life and environment with 
higher accuracy as well as identify mitigation measures to reduce its harmful effects. 
Background and Motivation 
Many parts of the world are experiencing rapid urban growth recently, especially the 
developing countries (Peng et al. 2012). The United Nations estimated that about 60 percent 
of the population of the world would live in cities by 2030 which will lead to the expansion 
of impervious surface area; i.e., urban area (Chun and Guldmann 2014). Increasing 
population in the urban area also leads to increase vehicular traffic, human metabolism 
activities, and emissions from daily appliances, which are likely to intensify UHI 
phenomenon in urban areas (Menberg et al. 2013). Building energy consumption is sensitive 
to ambient temperature and among many impacts of UHI phenomenon, elevated temperature 
in urban areas cause increases the energy use in buildings for cooling purposes which leads 
to an increase in electricity production, fuel usage, anthropogenic heat release, and relevant 
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air pollution (Mat Santamouris 2007; M. Kolokotroni et al. 2012; Lundgren and Kjellstrom 
2013; Arifwidodo and Chandrasiri 2015).  
The building sector is a significant consumer of energy in the United States. Energy 
consumption in a building is dependent upon many factors. Outdoor temperature plays a 
significant role in energy requirements in buildings (Ewing and Rong 2008; Kaza 2010; Min, 
Hausfather, and Lin 2010). In addition to outdoor temperature, building characteristics such 
as age, size, types, and materials used influence energy consumption (Ewing and Rong 2008; 
Kaza 2010; Min, Hausfather, and Lin 2010). Among the socioeconomic factors, the number 
of occupants, household composition, income level, and race are also substantial (Ewing and 
Rong 2008). In 2017 in the United States, the building sector consumed nearly 39 percent of 
the total energy, followed by the industrial sector (32 percent) and transportation sector (29 
percent) (EIA 2018).  
Most current studies of UHI are limited to a smaller spatial scale. For example, they 
usually focus on UHI effects on energy use in a particular city using observational networks 
in urban areas and surrounding rural (i.e., non-urban) areas taken from weather station data 
or mobile measurement data (Oke and Maxwell 1975; Streutker 2003; Kim and Baik 2005; 
Jones, Lister, and Li 2008; Charabi and Bakhit 2011; Mat Santamouris et al. 2017). Several 
studies have assessed the influences of UHI on the energy use in a particular type of model 
building (e.g., typical residential, office, or commercial building) using building energy 
simulation software (Maria Kolokotroni, Zhang, and Watkins 2007; M. Kolokotroni et al. 
2012; Magli et al. 2015; Vallati et al. 2015; Skelhorn, Levermore, and Lindley 2016). The 
sparse observational network in the highly-developed urban core or center areas limits our 
understanding of urban temperature and the corresponding UHI effect. The scarcity of the 
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observations of temperature in the urban area often leads to only rely on one urban and one 
rural station for UHI quantification (Landsberg 1981; Ackerman 1985; Fortuniak, Kłysik, 
and Wibig 2006). Such results often raise concerns regarding the representation of urban and 
rural temperature and the UHI intensity (Schatz and Kucharik 2016). Moreover, it is crucial 
to understand better the cooling energy use resulting from UHI in the US that is not limited 
to a particular city or hypothetical building. This research serves as a preliminary attempt to 
understand the UHI impacts and corresponding energy consumption for cooling in the urban 
areas of the Continental United States (CONUS). 
Research Questions and Objectives 
To address the limitations of the current status of the impacts of UHI on cooling 
energy consumption, the following research questions are explored by this thesis: 
1. What are the effects of urban heat island on the cooling degree days (CDDs)? 
2. How does the cooling energy consumption relate to the CDDs in the buildings 
of the US? 
3. How will the energy consumption for cooling change in buildings in response 
to the increased CDDs from UHI? 
To answer the above-mentioned research questions, firstly the cooling degree days 
will be estimated in the urban areas of the United States from temperature data to quantify 
UHI effect. Then, using residential and commercial cooling energy consumption data, the 
relation between cooling energy consumption and cooling degree days will be estimated. 
Finally, this relation will be used to quantify the increase in cooling energy cooling 
consumption due to the degree days resulted from UHI effects. 
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Organization of the Thesis 
This thesis is organized in five chapters. The contents of each chapter is provided 
below: 
1. Chapter 1: This is the introductory chapter for the thesis. This chapter includes 
background information, motivations, research questions, and objectives. 
2. Chapter 2: This chapter includes a literature review on the UHI formation, 
quantification, overview of the energy use in the US, and the impacts of UHI 
on energy consumption. 
3. Chapter 3: The data used in the study is described in this chapter along with 
the overview of the study area. The methodologies followed in the study are 
also described here. 
4. Chapter 4: This chapter includes the results and discussions from UHI 
quantification and its impacts on cooling energy consumption.  
5. Chapter 5: The final chapter summarizes the results from the study. It also 
includes the limitations and future directions. 
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CHAPTER 2.    LITERATURE REVIEW ON UHI AND BUILDING ENERGY USE 
UHI Formation and Quantification 
UHI generation is a complex process. UHI is triggered by the replacement of the 
natural surface with building and road materials (e.g., asphalt and concrete) during the 
urbanization process (Vardoulakis et al. 2013; Heinl et al. 2015). As a result, the reduction of 
evapotranspiration causes a reduction of latent heat flux from the surface (Susca, Gaffin, and 
Dell’Osso 2011). In contrast, sensible heat flux in the surface increases (Oke and Maxwell 
1975; Azevedo, Chapman, and Muller 2016; Vahmani and Ban-Weiss 2016). Building 
materials and road surfaces absorb more heat than the natural surface during the daytime. 
When they re-emit the longwave radiation back to the atmosphere during nighttime, the UHI 
effects become more prominent (Goward 1981; Kim and Baik 2005; Arifwidodo and 
Chandrasiri 2015). UHI is controlled by different anthropogenic and natural and weather-
related factors (Rizwan, Dennis, and Liu 2008).  Processes that contribute to the UHI effect 
include urban geometry and layout, local weather pattern, anthropogenic heat emissions from 
metabolic activities in human, appliances, and transportation sector, and urban sprawl (Oke 
1987; Stone, Hess, and Frumkin 2010; Schwarz and Manceur 2014; Azevedo, Chapman, and 
Muller 2016). UHI is mainly measured as an intensity, which is the difference between 
measured temperature between urban and rural areas where the temperature of the rural areas 
is taken as the “reference” temperature (Charabi and Bakhit 2011; Vardoulakis et al. 2013; 
Imhoff et al. 2010; Watkins et al. 2002). Temperatures are measured using ground-based 
stations or mobile stations mounted in vehicles. The mobile stations mounted on vehicles 
measure the temperature continuously by traveling from urban to rural areas. 
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There are two types of UHI that are usually measured-surface and air UHI. These are 
obtained from surface and air temperature differences from urban and surrounding rural 
areas, respectively. The most traditional method of determining the UHI is the calculation of 
the differences in the temperature between urban and rural areas. This method is generally 
termed as the “urban minus rural” method for detecting UHI intensity. Increased temperature 
in urban areas increases the CDDs. For example, Landsberg (1981) found an increase of 
CDDs between 8% and 93% across several major cities in the United States which accounts 
for additional 112 to 574 CDDs [˚F] annually from 1941 to 1970 using a pair of urban and 
rural observational network. However, Schatz and Kucharik (2016) argued that using only a 
pair of stations for quantifying UHI intensity is a concern because of the representativeness 
of urban and rural temperatures and replicability. Using an observational network of 26 
ground-based stations in the Twin Cities Metropolitan Area, Minnesota, United States, 
Todhunter (1996) found about 617 additional CDDs [˚F] annually in the central urban area in 
the year 1989. Several studies explored the impact of population, urban size, and the 
impervious surface on the UHI. Tran et al. (2006) studied the surface UHI in 18 megacities in 
Asia using remotely-sensed land surface temperature (LST). They found that there are   
positive correlation between UHI and population and city size. Using Moderate Resolution 
Imaging Spectroradiometer (MODIS) data, Clinton and Gong (2013) identified development 
intensity, vegetation, and urban size are essential factors for UHI prediction. Using MODIS 
LST from nearly 5000 urban areas in the CONUS, Li et al. (2017) found that urban area size 
explains 87% of the total variations in surface UHI. MODIS LST was also used by Huang et 
al. (2017) who found the canopy layer UHI ranges from 1.0 to 2.2˚C for Terra and Aqua 
overpasses, respectively, for the period 2000-2013 in Shanghai, China. Their study also 
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found approximately 1.0˚C annual nighttime UHI. Impervious surface is an essential factor in 
determining the LST. A study by Imhoff et al. (2010) found that the impervious area 
significantly contributes to the increase in LST. They also found that the impervious area 
explains nearly 70% of the total variations in LST. Using three-dimensional, numerical 
modeling of UHI, Atkinson (2003) found that anthropogenic heat discharge makes nighttime 
UHI intensity prominent while reduced evaporation determines daytime UHI intensity. 
Geospatial interpolation methods from ground-based stations are also used in several 
studies to identify UHI effects which bridge the gap of scarce temperature observational 
network in urban locations. Smoliak et al. (2015) interpolated hourly temperature data from 
ground-based station network to 1 km × 1 km grid using kriging and co-kriging methods in 
the Twin Cities Metropolitan Area in Minnesota, United States. They used the impervious 
surface as an explanatory variable for the kriging and co-kriging interpolation. In Oklahoma 
City, the strongest UHI intensity was found in the highly-developed urban center with high 
surface roughness due to the buildings (Hu et al. 2016). This study also used the kriging 
interpolation method. Kriging was found to perform better than linear regression to estimate 
the daily temperature in the Detroit metropolitan area using surface imperviousness and 
distance-to-water as explanatory variables (K. Zhang et al. 2011). Schatz and Kucharik 
(2014) used regression-kriging in their study to interpolate monthly average temperatures 
using percent imperviousness of the land surface, lake effect, and topographic relief (the 
difference between the elevation and the average elevation within an area with 0.8-km of 
radius obtained from elevation datasets at 3 meters of resolution) in Madison, Wisconsin, 
United States. In their study, the temperature increase was approximately 1.5˚C with an 
increase of impervious area from 0% to 30%. Another study by Schatz and Kucharik (2016) 
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found that there are up to 313 additional CDDs [˚F] using an observational network of 150 
stations and regression-kriging from 2012-2015. 
In Fuzhou and Xiamen cities in China, the increase in LST was found to increase at 
an exponential rate (Xu 2010). Another study by Xu et al. (2013) compared the contribution 
from the impervious area versus the contributions from vegetation and water bodies. This 
study found that the contribution from the impervious area in LST is almost six times higher 
than the contribution from the vegetation and water bodies. This study also found a very high 
correlation between impervious surface and LST which ranges from 0.853 to 0.930. 
Kalnay and Cai (2003) developed another method to understand the influence of 
urbanization and land-use changes on temperature. This method is commonly known as the 
“observed minus reanalysis” (OMR) method (Kalnay and Cai 2003). They used the 
temperature dataset from the National Centers for Environmental Prediction (NCEP) 
National Center for Atmospheric Research (NCAR) 50-year Reanalysis (NNR) and observed 
temperature data from the ground-based stations to estimate the impact of urbanization and 
the changes in other land-uses on the temperature trends. The difference between the 
observed and the reanalysis temperature products (i.e., OMR) can be attributed to 
urbanization and changes in land-uses because the NNR temperature data is insensitive to 
surface characteristics including urbanization (Kalnay and Cai 2003; Kalnay et al. 2006; 
Ewing and Rong 2008). NNR surface temperatures are estimated from the atmospheric 
values where it is influenced by atmospheric vertical soundings (rawinsondes and satellites) 
which makes it insensitive to urbanization and land use. However, NNR shows the impacts 
of climate change as observed by ground-based stations (Kalnay and Cai 2003). Further 
details on NNR datasets are provided in the following chapter.  
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The primary advantage of the NNR dataset is that it does not require to classify the 
ground-based stations as “urban” or “rural” to quantify the impacts of urbanization. 
Classifications of the ground-based stations are done usually using population data 
(Easterling et al. 1997) and night lights data (Kevin P. Gallo, Easterling, and Peterson 1996; 
K.P. Gallo et al. 1999; Hansen, Ruedy, and Sato 2001). Using ground-based observations and 
NNR data Kalnay and Cai (2003) found the average trends of +0.088˚C/decade and 
+0.061˚C/decade, respectively. The differences between these two trends can be attributed to 
the impacts of urbanization and other land-use changes. Many other studies adopted the 
OMR method. Zhou et al. (2004) estimated the impact of urbanization in the southeastern 
part of China using OMR method and found a warming trend of 0.05˚C/decade. They 
attributed the observed trends to urbanization. Yang et al. (2009) found a warming trend of 
0.14˚C per decade from 1960 to 1999 using OMR method. Another study by Yang et al. 
(2011)found the OMR trends in the metropolis and large cities in China are 0.398˚C and 
0.26˚C per decade. The daily mean surface temperature warming trend was found to be 
0.12˚C per decade using OMR method in China from 1960 to 1999 (Jingyong et al. 2005). 
The same study also found the trends of 0.20˚C/decade and 0.03˚/decade in maximum and 
minimum temperatures, respectively. Rong (2006) used the OMR method to calculate the 
increase in cooling degree days in the continental United States. The study calculated the 
difference in cooling degree days from ground-based stations and NNR data and found that 
there are 17% to 233% more CDDs in the observation data compared to the NNR data in 
different Census Divisions of the United States (Rong 2006).  
Studies on the Quantification of Building Energy Consumption 
Building energy consumption is sensitive to ambient temperature, and hence UHI has 
a considerable impact on it. Building energy consumption is also influenced by building type, 
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age, occupancy, functions, and socioeconomic variables (Rong 2006; Ewing and Rong 2008; 
Min, Hausfather, and Lin 2010; Azevedo, Chapman, and Muller 2016). The United States 
Energy Information Administration (EIA) estimated that the total electricity consumption in 
buildings is about 2.73 trillion kWh (EIA 2018). Energy consumption in buildings is almost 
40 percent of the total energy in the US and almost 74 percent of the total electricity (EIA 
2018).  
Quantification of Building Energy Consumption and the Impact of UHI 
The calculation of building energy consumption can be divided into two broad 
categories: top-down and bottom-up methods. These two methods can be subdivided into 
simulation- and physics-based models, statistical approaches, machine learning methods, and 
other methods (Li et al. 2017; H. Zhao and Magoulès 2012; Ko 2013; Swan and Ugursal 
2009). According to Li et al. (2017), top-down methods consider a set of buildings and 
energy consumption is estimated at building levels without taking into account the 
differences among buildings. The study also described the bottom-up approaches where each 
building and their energy end-uses are modeled that could be further aggregated to the city, 
state, or country level. Hirano and Fujita (2012) developed estimation equations for specific 
energy consumption using survey data and calculated UHI impact on building specific 
energy consumption. They used two scenarios to compute the UHI impacts: a “present case” 
that represents the present scenario in the urban area with the built-up area and UHI 
phenomena and a “non-UHI case” where the built-up area is replaced by forest and 
wasteland. The temperature was simulated for both “present case” and the “non-UHI case” so 
that the UHI impact on temperature can be estimated. Their study found that space cooling 
energy consumption in both residential and commercial buildings is increased by 27.5 
percent annually due to the UHI effect (Hirano and Fujita 2012). The combined energy 
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consumption increased by 1 percent in the commercial sector but decreased by 8 percent in 
the residential sector. The study also found that the total energy consumption decreased by 
3.7 percent. Building energy simulation software are widely used in building energy 
consumption calculations. Cui et al. (2017) investigated the spatiotemporal characteristics of 
UHI in Beijing and its impact on building energy consumption. The study used temperature 
data from urban and rural stations and found significant UHI in Beijing with a maximum 
urban-rural difference of 8˚C in winter. They also concluded that due to UHI, the cooling 
load in the urban areas are 11% higher than that of rural areas. Liao et al. (2017) found the 
relation between surface urban heat island and energy consumption during daytime and 
nighttime separately in 32 major cities mainland China. They calculated surface heat island 
intensity using MODIS LST and used the correlation between energy use and nighttime light 
data to compute energy use intensity. Their study found positive correlation at the nighttime 
which was significant but no correlation during the daytime. Howard et al. (2012) studied the 
spatial distribution of energy consumption in New York City. The study assumed that only 
building function determines the energy use rather than building type and age. They used 
regression analysis for the building energy consumption estimation using building floor area 
as a predictor. The spatial distribution of space cooling shows that higher values are 
concentrated around the central business district in Manhattan which represents the impact of 
UHI. Building energy simulation software are widely used to estimate building energy 
consumption. Heiple and Sailor (2008) used eQuest (DOE2 2008) for the downtown 
Houston, Texas. They found that the downtown area energy consumption is higher than that 
in the surrounding area due to the UHI phenomena (Heiple and Sailor 2008). Zhou et al. 
(2012) also used eQuest for building energy modeling and found that with a mean increase in 
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anthropogenic heat release of 32 W/m2, the residential and commercial energy consumption 
increase by 5.5 W/m2. Skelhorn et al. (2016) simulated the building energy consumption and 
compared it with a “base” scenario of a suburban setting. They found that UHI increases the 
building energy requirements ranging from 9.4 percent to 12.2 percent in a model office 
building (Skelhorn, Levermore, and Lindley 2016). Bagiorgas and Mihalakakou (2016) used 
TRNSYS (Solar Energy Laboratory 1997), a building energy modeling software for the 
Greater Athens Area in Greece. Their study found that cooling load is almost four times 
higher for a school building for the central location compared to the rural location (Bagiorgas 
and Mihalakakou 2016). Their study also explored the artificial neural network method to 
identify the contributions from urban and climatological parameters and found that the urban 
heat island is the major variable that controls the energy consumption in a typical school 
building. Also in Athens, Greece, a study by Santamouris et al. (2001) found that the UHI 
intensity is about 10˚C which raised the cooling energy use in the urban areas two times and 
the peak electricity load to be tripled. According to a study by Sailor (2001), one extra 
cooling degree day could increase the electricity consumption in commercial buildings by 
0.200 to 0.572 kWh per capita and in residential buildings by 0.283 to 1.177 kWh per capita. 
Using TRNSYS, Magli et al. (2015) found that the summer cooling energy uses in buildings 
are 10% higher in urban areas compared to a suburban area. Berger et al. (2014) found the 
impact of UHI in Vienna, Austria as the difference of 5 kWh/m2 between the urban and semi-
urban locations. Fung et al. (2006) investigated the influence of temperature increase in 
residential, commercial, and industrial sectors. Their study found that annual electricity 
consumption increases by 9.2%, 3%, and 2.4% in these three sectors, respectively, with a 1˚C 
increase in monthly temperature (Fung et al. 2006). The climate sensitivity of building 
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energy consumption was studied by Brown et al. (2015), and it was found that an increase of 
10 CDDs would increase the energy consumption by 11 to 16 percent in residential and 
commercial buildings. In the US cities with a population greater than 100,000, Akbari et al. 
(1992) found the increase in electricity load is almost 2% for every 1˚F increase in the 
outside temperature due to UHI. Santamouris et al. (2001) reported that since 1940, the city 
of Los Angeles had experienced an increase of 1.5 GW electricity demand due to UHI. In 
Singapore, the increase in urban temperature of 1˚C will cause an increase of 33 GWh of 
electricity demand annually in the next 50 years (Tso 1994). Kolokotroni et al. (2012) 
modeled the energy consumption in a modeled office building due to the UHI effect. The 
study found that energy consumption is five percent higher compared to surrounding rural 
locations. Ojima (1991) investigated the heat island phenomena in Tokyo, Japan. He found 
that from 1965 to 1975, the cooling load in the buildings increased by 10% to 20%. 
Kikegawa et al. (2003) also explored the UHI effect in Tokyo. They developed a numerical 
simulation model that integrates urban canopy meteorological model and building energy 
model. The study found that the peak electricity demand increases by 3% per 1˚C increase in 
temperature which is equivalent to 1.5 GWh. Li et al. (2014) considered humidity and 
cumulative effect in addition to urban heat island effect and found an increase in summer 
electricity consumption by 11.28% in Beijing in the year 2005. In Bangkok, Thailand, 
monthly consumption data were used, and it was found that cooling degree days explain 
almost 88 percent variations in energy use per square meter (Arifwidodo and Chandrasiri 
2015). Cooling degree days has been found to be the largest contributing factor compared to 
other variables for energy consumption (Lam 1998). Using regression with cooling degree 
days as an explanatory variable, Radhi and Sharples (2013) estimated air-conditioning use 
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and found that CDDs increase by 17 to 19 percent in urban areas and increased use of air-
conditioning by 10 percent. Kaza (2010) used quantile regression for residential energy use 
patterns in the United States. The study found that in addition to the climate-related variables, 
household size is a key variable in cooling and other energy consumptions. Rong (2006) used 
multiple regression between energy use in households and household and climate-related 
variables. The study found that ten additional cooling degree days will lead to an increase in 
primary energy consumption for space cooling by 90,000 thousand BTU (Rong 2006). 
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CHAPTER 3.    DATA AND METHODOLOGY 
The overarching goal of this study is to quantify the impact of urban heat island on 
building electricity consumption for cooling purposes. There are two types of buildings 
considered in the study, commercial and residential buildings. Temperature data are used 
quantify the UHI effect as well as to understand its impacts on building energy use. Other 
data used in the study are impervious surface data, population data, and urban nightlight data. 
The following subsections include the details of these datasets. 
Study Area 
This study encompasses the entire continental United States (CONUS). CONUS 
consists of 48 states (states excluding Alaska and Hawaii) and the District of Columbia. 
Cooling energy consumption due to UHI is estimated based on quantile regression models in 
the Census Divisions which are defined by the United States Census Bureau. There are 9 
Census Divisions in the United States where each of them consists of multiple states. Survey 
data from residential and commercial buildings report the location of the buildings as their 
Census Divisions shown in Figure 3.1. The urban area extents obtained from nightlight data 
(discussed in the Data section) is also shown in the figure. These urban areas have a mean 
elevation lower than 500 meters, which is used in OMR-based studies since the correlation 
between observed and reanalysis temperature is weak in the regions above 500 meters of 
elevation (Kalnay and Cai 2003). 
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Figure 3.1: Census Divisions in the continental United States 
Cooling Energy Consumption Data 
Residential Cooling Energy Consumption Data 
Residential cooling energy consumption data is obtained from the Energy Information 
Administration’s (EIA) Residential Energy Consumption Survey (RECS) dataset. The first 
survey was held in 1978, and since then it has been conducted every few years. The latest 
survey was conducted in 2015 which is used in this study. RECS surveyed 5,687 households 
in total across all 50 states and the District of Columbia in the United States. The survey 
dataset contains different types of variables to characterize the household type, 
characteristics, age, and size and socioeconomic variables such as occupants, race, and 
income level. Data pertaining to the energy use such as fuel type, fuel usage, and price are 
also included in the dataset. It also provides a weight for the surveyed household. This 
weight is representative of the probability of the house is being selected. In other words, the 
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weight represents the surveyed household and other households with similar characteristics 
that were not surveyed. Therefore, the sum of the weights from each household represents the 
total number of households in the entire United States. This weight is helpful for calculating 
the national-level consumption, such as total and average consumption from the surveyed 
household data.  
Commercial Cooling Energy Use Data 
The cooling energy usage data in commercial buildings are collected from the 
Commercial Building Energy Consumption Survey (CBECS). This survey was also 
administered by the EIA which recognizes commercial buildings as those buildings where at 
least half of the available floor space is not used as residential, industrial, or agricultural 
purposes. Therefore, buildings such as schools, hospitals, buildings for religious purposes are 
also considered as commercial buildings in addition to the buildings that are used as 
shopping malls, offices, and other commercial purposes. This dataset also includes the type 
of buildings, age, building type and functions, floor space, fuel usage, and other variables. 
The observed cooling degree days (CDDs) based on 65˚F at the building location are also 
available in the CBECS data. In 2012, CBECS surveyed 6,720 commercial buildings in the 
United States. Its Census Division provides the geographic location of the surveyed 
buildings. The dataset also uses sampling weights which represent the number of commercial 
buildings that have similar characteristics as the surveyed building. 
Temperature Data 
Temperature data from two sources were used to quantify the UHI impacts. The 
cooling degree days (CDDs) were calculated from daily mean temperature data that reflect 
the cooling energy requirement in a building. Another set of CDD data were used from the 
RECS and CBECS data from the building-level survey data. These CDD data were used to 
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quantify the relationship between cooling energy consumption and CDD. Temperature data 
are collected for a 10-year time period between 2008 and 2017. The time period covers the 
data collection periods for both RECS and CBECS data. Using multiyear data and taking 
their mean allows removal of any unusual or extreme events for a particular year and 
provides a more general picture of the temperature dataset (Rong 2006). In the following 
subsections the details for the observed and the reanalysis dataset are provided.  
Observed Temperature Data 
The observed temperature data were obtained from the Global Historical Climatology 
Network (GHCN) dataset from the National Climatic Data Center (NCDC) (Lawrimore et al. 
2011; Menne et al. 2012; Vose et al. 1992). The GHCN data are mainly observations from 
ground-based stations. These stations provide maximum and minimum temperatures, 
precipitation, pressure, and other observations. Maximum and minimum temperature data 
were used from the GHCN stations to calculate the CDDs. There are some quality control 
applied to the raw GHCN dataset. Many GHCN stations suffer from missing either maximum 
or minimum or both temperatures for certain days of the year. If the missing data for a 
particular station is more than 30% in a particular year, then that station was not included in 
the study. To estimate the missing CDDs, long-term daily mean CDDs are calculated from 
the mean temperature (one CDD = Mean Temperature of the day – 18˚C; more details on 
calculating degree days are provided in the Methodology section). The sum of the long-term 
mean daily cooling degree days was calculated excluding the days with missing temperature 
and hence the cooling degree days. The sum of available CDDs for a particular year was 
calculated, then the ratio was calculated between these two numbers. The long-term mean 
CDDs from the day of missing temperature was divided by the ratio to obtain the missing 
CDDs for the particular day in that particular year.  
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Reanalysis Temperature Data 
Another set of temperature data was used in the study is the temperature data from 
National Center for Environmental Prediction (NCEP) National Center for Atmospheric 
Research (NCAR) 50-year Reanalysis (NNR) data (E. Kalnay et al. 1996; Eugenia Kalnay 
and Cai 2003). As the name implies, this is a reanalysis product available in 2.5×2.5 degree 
resolution, which re-gridded to 1-km resolution. This dataset is not sensitive to surface 
characteristics such as urbanization and land-use changes. This dataset did not use surface 
observations of temperature, moisture, and winds; instead, it used data from atmospheric and 
satellite soundings which is why it does not correspond to the surface characteristics (Kalnay 
and Cai 2003; Kalnay et al. 2006; Ewing and Rong 2008). Surface temperatures are 
estimated from these data. Similar to GHCN data, NNR data were collected from the period 
2008-2017, and the long-term annual mean was calculated.  
Grid-based Data 
Impervious Surface Data 
The National Land Cover Dataset (NLCD 2011) (Homer et al. 2015) was used in the 
study to identify the level of imperviousness, i.e., urbanization. In urban areas, impervious 
surfaces are prevalent since there are buildings, roads, and parking lots. In a densely-built 
urban area, the surface imperviousness level is higher compared to a low-density urban area. 
NLCD data provides the national-level land cover information at 30-meter resolution. The 
percent imperviousness dataset provides the urbanization level at a grid-level where the 
percentage depicts the portion of a grid-cell covered by the impervious surface. Therefore, a 
higher percentage indicates a higher density urban area. The impervious surface area is 
resampled to 1 km grid-cell and the average value of imperviousness from surrounding 1 km 
× 1 km area of a particular grid was used as the percent imperviousness of that grid. 
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Elevation Data 
Elevation data were obtained from the National Aeronautics and Space 
Administration’s (NASA) Shuttle Radar Topography Mission (SRTM). This dataset provides 
a very high-resolution digital elevation model (DEM) of the surface. The space shuttle 
Endeavour completed an 11-day mission in the space to collect the elevation data at a 
resolution of 30 m using C-band (6 cm) Spaceborne Imaging Radar and X-band (3-cm) 
Synthetic Aperture Radar. Similar to the NLCD data, this dataset was also resampled to 1 km 
grids. The average value of the 1 km × 1 km area surrounding a grid-cell was used as the 
elevation of the grid cell.  
Urban Extent Data 
Urban maps derived from the nightlight data were used in the study (Zhou et al. 2014; 
Zhou et al. 2015). These were derived using a cluster-based method from the stable nightlight 
(NTL) from the Defense Meteorological Satellite Program/Operational Linescan System 
(DMSP/OLS). The derived urban map product achieved a very high accuracy of 91% in the 
US; urban areas cover about 2% land area in total in the US with a range from 0.5% to 10% 
at state levels (Zhou et al. 2014).  
Population Data 
The US Census Grid (Summary File 3, 2000) provides a grid-level population data 
including other demographic and socioeconomic data (Seirup and Yetman 2006). These data 
are produced by the Columbia University Center for International Earth Science Information 
Network (CIESIN) (Columbia University 2017) at 30 arc-second grid. Similar to the NLCD 
and elevation data, this data was also resampled to the 1-km grid cell. 
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Methodology 
Calculation of Cooling Degree Days 
Cooling degree days are used to quantify the cooling energy requirements in 
buildings which are calculated from daily mean temperature data. Hence, cooling degree 
days reflect the requirement for cooling energy in buildings. Degree days are calculated as 
the deviations from a base temperature. The most frequently used base temperature for 
degree days is 18˚C (65˚F) (Landsberg 1981; Todhunter 1996; EPA 2014; EIA 2017); 
however, some studies set the base temperature empirically (Isaac and van Vuuren 2009). If 
the mean daily temperature is higher than the base temperature, it is assumed that the 
building requires cooling and the differences between the mean temperature and the base 
temperature are calculated as cooling degree days for the day. The daily CDD can be 
calculated as, 
 𝐶𝐷𝐷𝑑𝑎𝑖𝑙𝑦 = 𝑇𝑎𝑣𝑔 − 𝑇𝑏𝑎𝑠𝑒 (1) 
where 𝐶𝐷𝐷𝑑𝑎𝑖𝑙𝑦 is the daily CDD, 𝑇𝑎𝑣𝑔 is the daily average temperature calculated as an 
average of daily minimum and maximum temperatures, and 𝑇𝑏𝑎𝑠𝑒 is the base temperature for 
calculating degree days which is typically 18˚C or 65˚F. The annual CDDs can be calculated 
by adding the daily CDDs throughout a year and it can be expressed as  
𝐶𝐷𝐷𝑎𝑛𝑛𝑢𝑎𝑙 = ∑ 𝐶𝐷𝐷𝑑𝑎𝑖𝑙𝑦
365
𝑖=1
 
(2) 
 where 𝐶𝐷𝐷𝑎𝑛𝑛𝑢𝑎𝑙  are the annual cooling degree days for a particular year. Annual CDDs 
from both GHCN stations and NNR gridded data were calculated for the each year from 
2008 through 2017 and their mean was used to calculate the long-term annual degree days.  
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Interpolation of Observed Cooling Degree Days 
Cooling degree days from each station from the GHCN data were interpolated using 
geostatistical interpolation method of universal kriging (UK). Interpolation allows estimating 
the cooling degree days patterns in the highly impervious urban areas where the 
observational network is sparse. The interpolated cooling degree days are considered as the 
“observed” degree days since they are interpolated from the observed data from GHCN 
stations. NNR degree days are subtracted from the observed interpolated degree days to 
obtain the OMR cooling degree days to quantify the impacts from urbanization and other 
land-uses (Eugenia Kalnay and Cai 2003; L. Zhou et al. 2004; Ewing and Rong 2008; X. 
Yang, Hou, and Chen 2011). Using UK, the long-term mean annual CDDs from the stations 
was interpolated to 1 km × 1 km grid resolution across CONUS. Geostatistical interpolation 
method such as UK is superior to ordinary least squares (OLS) interpolation. The OLS 
process requires the observations to be independent of each other and the residuals to be 
random and normally-distributed. However, temperature data are not independent of each 
other and temperature at one location is related to the temperature at nearby locations. Hence 
the residuals become correlated spatially (Chen et al. 2015). Since CDDs are calculated from 
temperature data, they also show spatial correlation and making OLS interpolation 
inapplicable here. UK was performed using two explanatory variables: percent 
imperviousness of the surface and elevation of the station. UK includes the spatial trends for 
interpolation and was introduced by Matheron (1969). The UK routine was performed using 
the “gstat” package (Gräler et al. 2016; Pebesma 2004) in the R-statistical software (R Core 
Team 2017). The UK method consists of a deterministic function, smoothly-varying and non-
stationary trend, and a random function (Hengl and Toomanian 2006; L. Li, Romary, and 
Caers 2015; Mesić Kiš 2017). The smoothly-varying, non-stationary trend is known as the 
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drift, 𝜇(𝑥)𝜖ℝ and the independent zero-mean second order stationary residual random 
function 𝑌(𝑥) that can be expressed as (Wackernagel 1998; L. Li, Romary, and Caers 2015; 
Mesić Kiš 2016; Mesić Kiš 2017): 
 𝑌(𝑥) = 𝑍(𝑥) − 𝜇(𝑥) (3) 
where 𝑍(𝑥) is the predicted value at the locations where there is no samples. The expectation 
of the random function model, 𝜇(𝑥) varies spatially and is calculated by 
 
𝜇(𝑥) = ∑ 𝛽𝑙𝑓𝑙(𝑥)
𝐿
𝑙=0
 
(4) 
where 𝑓𝑙 are the unknown functions of spatial coordinates that describes the drift (or spatial 
trend, the tendencies of the values to change with the coordinates) and 𝛽𝑙 are the coefficients. 
The kriging predictor 𝑍∗ of 𝑍 at location 𝑥0 considering a linear trend of the sampled values 
can be expressed as 
 
𝑍∗(𝑥0) = ∑ 𝜆𝑖𝑍(𝑥𝑖)
𝑛
𝑙=1
 
(5) 
where 𝜆𝑖 is the kriging weight at the observed location 𝑥𝑖 considering unbiasedness and 
minimum variance. 80% of the total stations (randomly-selected) from GHCN were used in 
the model setup process and the rest 20% of the stations were used for the validation purpose. 
To quantify the UHI impact on the CDDs, the observed minus reanalysis (OMR) 
method is used as described in the previous sections. Therefore, the differences in the 
interpolated and NNR degree days can be quantified as the UHI impact and it is calculated as 
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 𝐶𝐷𝐷 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝐶𝐷𝐷𝑖𝑛𝑡𝑒𝑟𝑝 − 𝐶𝐷𝐷𝑁𝑁𝑅 (6) 
where 𝐶𝐷𝐷𝑖𝑛𝑡𝑒𝑟𝑝 is the interpolated long-term CDDs at grid level and 𝐶𝐷𝐷𝑁𝑁𝑅 is the 
corresponding grid-level long-term mean CDDs from NNR. The OMR methodology is 
applicable for elevations lower 500 meters because the correlation between the observed and 
reanalysis temperature is low in the regions with elevations greater than 500 meters (Eugenia 
Kalnay and Cai 2003). For this reason, the study is limited to the urban areas with a mean 
elevation lower than 500 meters. 
The UK prediction was evaluated using the observed CDDs at the randomly-selected 
stations that were not used in the model setup. The first statistics is bias which represents the 
systematic errors in the model and can be calculated as (Hengl, Heuvelink, and Stein 2004), 
 
𝐵𝑖𝑎𝑠 =
1
𝑛
∑(𝑍∗(𝑥) − 𝑍(𝑥))
𝑛
𝑖=1
 
(7) 
where 𝑛 is the number of validation stations, 𝑍∗(𝑥) is the predicted cooling degree days from 
the UK interpolation at the station location 𝑥 and 𝑍(𝑥) is the observed cooling degree days at 
the same station. To account for random errors, the root mean squared errors (RMSE) was 
calculated as, 
 
𝑅𝑀𝑆𝐸 = √
1
𝑛
∑(𝑍∗(𝑥) − 𝑍(𝑥))
2
𝑛
𝑖=1
. 
(8) 
Finally, the accuracy of the prediction was estimated from the normalized RMSE using the 
standard deviations of the observations,  
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𝑅𝑀𝑆𝐸𝑟 =
𝑅𝑀𝑆𝐸
𝑆𝑦
 
(9) 
where 𝑆𝑦 is the standard deviation of the observations. If this normalized RMSE is less than 
40%, then the estimated values are “fairly satisfactory.” If the value is greater than 71%, then 
the model accounts for less than 50% variability and the predictions are not considered 
satisfactory (Hengl, Heuvelink, and Stein 2004; Karl 2010). 
Quantile Regression of Cooling Energy Intensity 
Both RECS and CBECS data reported cooling energy consumption and floor area in 
the buildings. Also, RECS reported floor space used for cooling purposes (i.e., air-
conditioning floor space). Cooling energy consumption intensity was calculated by dividing 
the cooling energy consumption by the corresponding floor area in each surveyed building 
(the cooling floor space for RECS data and the square footage of the building for CBECS 
data). The cooling energy consumption intensity was expressed in thousands BTU per square 
foot of the floor space. In addition, RECS and CBECS also provided weather-related 
information in the form of cooling degree days. Then a quantile regression estimation was 
established between cooling energy consumption intensity and several covariates including 
CDDs. Other covariates used in the study are building type (primary building activity for 
commercial buildings), the age of the building (i.e., the range of the year of construction), 
and the number of occupants in the building (i.e., household members for residential and 
number of employees for commercial building). To justify the use of quantile regression in 
the study, first regression diagnostics using ordinary least squares (OLS) were examined. 
First, the normality of the OLS residuals was checked for the regression between cooling 
energy consumption and the covariates using Shapiro-Wilk test diagnostics for normality 
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(Shapiro and Wilk 1965). The null hypothesis for the test statistics is the data is normally-
distributed, and it is rejected when the p-value is lower than the selected level of significance. 
It has been found that, for all Census Divisions, the p-value of the Shapiro-Wilk test statistic 
is lower than the 1% significance level which led to the rejection of the null hypothesis of the 
data being normally-distributed. Therefore, OLS regression is inapplicable in this case, and a 
quantile regression is required which is used in the study with the covariates mentioned 
above. Among the covariates, building types and building construction year range are 
categorical variables. For each Census Division, different quantile regression was built 
between the cooling energy consumption intensity and the covariates. The raw survey data 
show that the variations in cooling energy consumption intensity increase with the increase in 
degree days in each Census Division. Hence OLS estimation is unable to capture such 
patterns in the data since it only captures the mean response of the dependent variable. Using 
the quantile regression approach, it is possible to capture such variations in the data and 
assess the uncertainty. It captures the response of the dependent variable at different quantile 
levels (i.e., conditional quantiles estimate) from the distribution of the entire dataset (Cade 
and Noon 2003; Koenker and Hallock 2001; Portnoy and Lin 2010). In addition to capturing 
differential response at the quantile levels, quantile regression is robust to outliers and non-
normality in the data (Verkade et al. 2017). The weights corresponding to each surveyed 
building from the RECS and CBECS data were also considered in the quantile regression 
estimation. In each Census Division, quantile regression was performed at quantile levels of 
0.05, 0.25, 0.50, 0.75, and 0.95 using the “quantreg” package (version 5.35) (Koenker 2018) 
in R-programming language (R Core Team 2017).  
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Floor Area Distribution and Total Energy Estimation 
Total floor area from each Census Division was calculated using survey weights from 
the surveyed buildings. The disaggregation of the total floor area in each Census Division 
was performed using the proxy variable of grid-based population data. The disaggregation 
method from Righi et al. (2013) was applied in the study (Righi et al. 2013). Total population 
from each Census Division was also calculated from the after adding the gridded population. 
Then the per capita floor for each Census Division was calculated by dividing the total floor 
space and population. The per capita floor area was then multiplied by the population at each 
grid which eventually provides the floor area in each grid. The cooling energy consumption 
intensity was estimated from the CDDs and other covariates from UHI and non-UHI cases 
which were then multiplied by the gridded floor area to obtain the total cooling energy 
consumption at grid level. For other covariates than CDDs, a representative category of the 
variable was selected based on the frequency distribution of the variable. The most frequent 
category was selected for the categorical variables, while for the only other continuous 
variable of the number of occupants, the median value was selected. For residential 
buildings, the cooling energy consumption was calculated for single-family detached house 
types and the buildings made between 1970 and 1979 and for commercial buildings, the 
cooling energy consumption was calculated for office buildings and buildings made between 
1980 and 1989. In addition, the cooling energy consumption contrasted with mobile homes 
and buildings made before 1950 for residential buildings and vacant buildings and buildings 
built before 1920 for commercial buildings. The median values for the occupancy were 
selected as two members for residential buildings and 19 employees for commercial 
buildings. These variables were kept constant, and only CDDs were varied for UHI and non-
UHI cases to account for changes in CDDs due to UHI for the estimation of cooling energy 
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consumption. Therefore, cooling energy consumptions are compared against the contrasted 
variables and represent the representative building types, building construction year category, 
and the number of occupants. 
UHI Impacts on Cooling Energy Consumption 
CDDs estimation from UK method is referred to as the observed degree days and 
hence reflects the UHI case. Since the NNR data is not sensitive to surface characteristics, 
the NNR degree days are referred as the non-UHI case. Therefore, the differences in cooling 
energy consumption calculated from both UHI and non-UHI cases are the quantifications of 
impacts of UHI. The differences in cooling energy consumption between UHI and non-UHI 
cases were calculated in grid-levels and aggregated to the Census Division level from urban 
grids to quantify the UHI impacts. 
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CHAPTER 4.    RESULTS AND DISCUSSION 
Comparison between Observed and NNR Degree Days 
First, the degree days observed in the GHCN stations and corresponding CDDs from 
NNR are compared with each other after resampling to the 1-km grid. The comparison is 
performed as a function of increasing imperviousness of the surface at the location of the 
GHCN stations. The increasing imperviousness of the surface indicates urbanization level 
from low- to high-density development. The comparison is presented in four categories of 
percent imperviousness of the surface: (1) less than 20% imperviousness, (2) 20 to 50% 
imperviousness, (3) 50 to 70% imperviousness, and (4) greater than 70% imperviousness.  
The comparison for CDDs is shown in Figure 4.1. This figure shows the influence of 
UHI on long-term mean annual CDDs as a function of increasing imperviousness percentage. 
In this figure, the solid red line shows the slope of the best fit line and the black dashed line 
represents the 1:1 line. In Figure 4.1a, the value of the slope is 1.1 indicating that the long-
term annual CDDs from GHCN and NNR are almost identical (i.e., the value of the slope is 
close to 1). In this figure, the values of surface imperviousness at the location of the stations 
are less than 20% which indicate the stations are located at low-density urban areas. The 
values of the slope increase with the increase in imperviousness of the surface (Figures 4.1b, 
c, and d). The values of the slope coefficients for imperviousness of the surface of 20%-50%, 
50%-70%, and greater than 70% are 1.2, 1.3, and 1.5, respectively, which indicate that the 
observed CDDs can be up to 50% higher compared to NNR CDDs in the highly-developed 
area. The increasing values of the slope indicate there are more CDDs observed by the 
GHCN stations compared to the urbanization-insensitive NNR CDDs from low-density to 
high-density urban areas. Therefore, the differences between the long-term observed CDDs 
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by GHCN and NNR data can be attributed to surface characteristics including land-use 
change and urbanization (Eugenia Kalnay and Cai 2003). Therefore, the existence of UHI 
can be confirmed here since highly-built up areas raise the temperature (Clinton and Gong 
2013; Xiaoma Li et al. 2017) and hence CDDs. The absence of vegetation in the highly-
developed land areas lead to elevated temperature due to reduced evaporative cooling (D. 
Zhou et al. 2014; L. Zhao et al. 2014).  
 
Figure 4.1: Relation between GHCN-observed and NNR CDDs [˚F] in imperviousness levels 
of a) less than 20%, b) from 20% to 50%, c) from 50% to 70%, and d) greater than 70% of 
imperviousness. 
This figure also provides information about the availability of observational stations 
in the urban areas. Ground-based weather stations are usually situated in non-urban areas 
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with lower imperviousness of the surface, and they are scarce in the highly-developed urban 
areas. For example, there are 2,830 GHCN stations in the areas where the imperviousness of 
the surface lower than 20% and with increasing imperviousness the number of stations 
reduces. In the GHCN data, there are only 16 stations in locations with impervious surface 
areas greater than 70%. Therefore, fewer observations in the highly-developed urban areas 
limit the quantification of observed CDDs and necessitate the quantification of CDDs in such 
areas. It was accomplished using universal kriging, the results from which are presented in 
the following section.  
Interpolation of CDDs using Universal Kriging 
The degree days from the GHCN stations were interpolated to the grid-level using 
UK and the estimated degree days and the NNR degree days in the urban areas are shown in 
Figure 4.2a and Figure 4.2b. The general patterns in the degree days are similar in both 
figures. Warmer areas in the southern part have higher degree days compared to the northern 
areas which are much colder. To account for the UHI, the differences in CDDs from the 
estimated and NNR data are shown in the urban areas of the CONUS Figure 4.2c. The grids 
with differences greater than zero indicate that there are more CDDs observed than the 
urbanization-insensitive NNR CDDs and hence the impact of UHI. In the majority of the 
pixels in the urban areas in the CONUS, the difference is positive. The estimated difference 
between the observed CDDs and the NNR CDDs ranges between 250˚F to 500˚F in the 
northeastern part of the country, particularly near Mid Atlantic and New England Census 
Divisions that include major urban areas such as New York and Boston. These values are 
slightly higher than the values obtained by Landsberg (1981) for New York City using a pair 
of urban and rural stations during the period 1949-1970. These numbers are also higher than 
the CDD differences obtained by Rong (2006) for a different time period using the OMR 
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method that is used in this study. In the warmer western CONUS such as in California, these 
differences are much higher. In some of the urban grid areas in the region, the difference is 
higher than 1000˚F CDDs. In the Los Angeles area, the differences start from 750 to greater 
than 1000˚F CDDs. These values are also higher than the study by Landsberg (1981); 
however, the study period is between 1949-1970 using a pair of urban and rural stations. In 
the urban areas in South Atlantic and East South Central Census Divisions, the CDD 
difference ranges from 250˚F to 750˚F CDDs mostly. In Minneapolis, Minnesota, the spatial 
distribution of the CDD differences range mostly between 250˚F and 500˚F. These values are 
consistent with the values obtained by Todhunter (1996). The estimates for Toledo, Ohio are 
between 250˚F and 500˚F CDDs which are much lower than the values from the study by 
Schmidlin (1981). In Madison, Wisconsin, the CDD differences are less than 250˚F which 
are lower than the values obtained in the study by Schatz and Kucharik (2016) using using a 
network of 150 stations from 2012 to 2015. The OMR differences are higher in the states 
New York and Texas compared to the OMR differences calculated by Rong (2006). 
Nevertheless, the OMR differences in California are consistent with the differences found by 
Rong (2006). An opposite phenomenon is seen in the parts of the urban areas of the 
Midwestern and Southern United States in the parts of the South Atlantic, East North Central, 
West North Central, and West South Central Census Divisions. Several urban areas in these 
regions have lower observed CDDs compared to the NNR CDDs which resulted in a net 
cooling effect which is commonly referred to as urban cool islands. Such patterns are similar 
compared to the pattern seen in the study by Rong (2006) at station level using the OMR 
method. The study showed that, in the station locations in the Midwest near the Great Lakes 
and in the Southern parts of the country, the OMR difference is mostly negative and found 
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the OMR differences are insignificant in Florida. But that study used a different time period 
for the calculation of the long-term CDDs in observed and NNR CDDs. Zhao et al. (2014) 
mentioned that local background temperature plays a vital role in the UHI intensity. The UHI 
intensity is much lower in the regions with dry climate due to efficient convective cooling. 
Their study also found that the UHI intensity is much lower in these areas compared to the 
humid areas in the southeast and the east of the country. Urban greenspace and parks also 
contribute to the “cooling effect” in arid regions and hence lowering the UHI effect (L. Zhao 
et al. 2014). Other explanations of the “cooling effect” in these regions could be a reason of 
the urban layout, daytime cooling island effect, early morning advection urban canyons, and 
proximity to large water bodies and the Great Lakes for the Midwestern locations (Morris 
and Simmonds 2000; Rong 2006; Basara et al. 2008; H. Zhang, Jin, and Leach 2017). In 
Figure 4.2d, the OMR differences in the urban areas are shown in the relative frequency 
histogram. This histogram shows the occurrence of the OMR differences of CDDs relative to 
the total number of the pixels in urban areas lower than 500 meters. Positive values indicate 
the UHI effect using OMR and nearly 85.7% of the total pixels in the urban areas of the 
CONUS has positive values. The negative OMR differences correspond to the urban pixels in 
the Midwest and the Southern regions.  
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Figure 4.2: CDDs in the urban areas of CONUS, a) estimated from UK, b) NNR CDDs, c) 
differences in CDDs from UK and NNR, and d) the relative histogram of the differences in 
CDDs 
The estimated cooling degree days were validated at the validation station locations 
which were not used in the UK predictions. The validation statistics used in the study are 
bias, 𝑅𝑀𝑆𝐸, and 𝑅𝑀𝑆𝐸𝑟. The calculated bias, 𝑅𝑀𝑆𝐸, and 𝑅𝑀𝑆𝐸𝑟  are -26.3˚F, 347.1˚F, and 
0.3, respectively. The value of the 𝑅𝑀𝑆𝐸𝑟 which shows the relative prediction error with 
a) b) 
c) d) 
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respect to the standard deviation are found to be 0.3 (Figure 4.3) which is less than 40%. The 
model predictions of CDDs are “fairly satisfactory” (Hengl, Heuvelink, and Stein 2004). 
 
Figure 4.3: Validation statistics for predicted CDDs in ˚F 
Quantile Regression Estimation of Cooling Energy Consumption 
Cooling Energy Consumption Intensity with Cooling Degree Days 
The variations in cooling energy consumption can be understood via quantile 
regression estimation. With the increasing cooling degree days, there is an increasing 
variation in cooling energy consumption. The variations are investigated via quantile 
regression method at quantile levels of 0.05, 0.25, 0.50, 0.75, and 0.95. Thus it represents the 
variations in cooling energy consumption intensity in a better way compared to the OLS 
regression using the mean response only (Kaza 2010). In Figure 4.4, the ranges of the slope 
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coefficients of cooling degree days from the quantile regression estimation are shown for 
different Census Divisions for both residential and commercial buildings. The ranges include 
the values of the slope coefficient from 0.05 to 0.95 quantile levels. The slope coefficients 
are estimated after using covariates such as building type, building construction year 
category, and occupancy in addition to the CDDs. The values of the slope coefficient are 
positive in all Census Divisions which indicate that with the increase in CDDs, there is an 
increase in cooling energy consumption. The lower end of the boxplot shows the value of the 
slope at 0.05 quantile level while the value at the upper end of the boxplot shows the value of 
the slope at 0.95 quantile level. For cooling energy consumption, the slope coefficients for 
median energy consumption intensity varies from 1.1× 10−3 thousand BTU/sq.ft./CDD to 
3.4 × 10−3 thousand BTU/sq.ft./CDD for residential buildings and 1.5 × 10−3 thousand 
BTU/sq.ft./CDD to 3.4 × 10−3 thousand BTU/sq.ft./CDD for commercial buildings in 
different Census Divisions. The slope value represents the change in cooling energy 
consumption intensity due to a unit change in degree days as a result of UHI (i.e., increase in 
CDDs). These values are much lower than the values obtained by Kaza (2010) using quantile 
regression. However, in that study, the slope represents energy use only because it used 
household size as one of the predictors in addition to other predictors including household 
types, neighborhood density, ownership of the household, year built, and annual income. 
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Figure 4.4: Slope coefficients of cooling energy consumption intensity from quantile 
regression at different Census Divisions for a) residential and b) commercial buildings 
The boxplot in Figure 4.5 shows the variations of slope coefficients at each quantile 
level in all Census Division. The trends of the slopes in different quantile levels are very 
evident in the figure, i.e., with increasing quantile level, the values of the slope increases. 
The mean values of the slopes combining all Census Divisions at quantiles 0.05, 0.25, 0.50, 
a) 
b) 
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0.75, and 0.95 are summarized in Table 4.1. For example, the mean slopes in the residential 
buildings for the median quantile level is 2.1 × 10−3 thousand BTU/sq.ft./CDD. This value 
is almost half of the value that was found by Kaza (2010). He found that the slope for the 
median quantile as 4.8 × 10−3 thousand BTU per CDD for RECS data from 2005 using 
quantile regression including household factors in addition to CDDs. The mean value also 
indicates that 10 additional cooling degree days will cause an increase in cooling energy 
consumption by 21 BTU/sq.ft. on an average after controlling for other variables in 
residential buildings. The mean slope for median quantile level for commercial buildings is 
2.5 × 10−3 thousand BTU/sq.ft./CDD which means 10 additional CDD will cause an 
increase in cooling energy consumption by 25 BTU/sq.ft. 
There is a clear difference in cooling energy use intensity between the lowest and 
highest quantiles for cooling energy use. For commercial buildings in several Census 
Divisions, the slopes of the 0.05 quantile are nearly zero which indicate that the cooling 
energy consumption is not sensitive to CDD in these regions at this quantile level. The 
average slope coefficient from all Census Division at 0.95 quantile level is almost 37 times 
higher than the average slope coefficient from at 0.05 quantile level in commercial buildings. 
On the other hand, in residential buildings, the average slope coefficient for the 0.95 quantile 
level is nearly 6.7 times higher than the average slope coefficient for 0.05 quantile level. For 
a narrower quantile rage, Kaza (2010) found a higher ratio. The study showed that cooling 
energy use at 0.9 quantile level is almost 8.5 times higher than the cooling energy use at 0.1 
quantile level. These differences in slope coefficients at lowest to highest quantile levels 
confirm the non-constant variations in the cooling energy consumption in buildings with 
respect to CDDs. The non-constant variation is a result of the factors that were not taken into 
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account in the quantile regression (Cade and Noon 2003; Ewing and Rong 2008; Kaza 2010). 
These factors include the socioeconomic and household-related factors such as occupant 
characteristics, household materials, behavior, income level, price, and others. 
 
Figure 4.5: Variations in slopes at different quantile levels for the a) residential and b) 
commercial buildings 
 
 
 
b) 
a) 
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Table 4.1: Mean slope coefficients for cooling energy consumption (thousand 
BTU/sq.ft./CDD) in all Census Divisions at different quantile levels 
Building 
Type 
Slopes [× 𝟏𝟎−𝟑 thousand BTU/sq.ft./CDD] 
0.05 
Quantile 
0.25 
Quantile 
0.50 
Quantile 
0.75 
Quantile 
0.95 
Quantile 
Residential  0.6 1.6 2.2 3.4 4.6 
Commercial  0.2 1.3 
 
2.5 3.6 
 
8.1 
 
Total Cooling Energy Consumption and the Impact of UHI 
The energy consumptions for cooling for the median quantile are estimated for both 
UHI and Non-UHI cases holding other variables constant and they are added up to obtain the 
total cooling energy consumption in buildings. Also, the aggregated cooling energy 
consumption for 0.05 and 0.95 quantiles are estimated for each Census Division to estimate 
the complete range of cooling energy consumption from the lowest to highest quantile. As 
stated in the methodology section, the total cooling energy calculations only reflect cooling 
energy consumption in the selected building type, building construction year, and number of 
the occupant with contrast to the dummy variables for building type and building 
construction year. The cooling energy consumption and the impact of UHI are summarized 
for urban areas with a mean elevation of lower than 500 meters. 
The spatial differences in median cooling energy consumption due to CDDs between 
UHI and non-UHI cases are shown in Figure 4.6. This figure shows that, the ranges for the 
differences in median cooling energy consumption is higher for commercial buildings. In the 
eastern CONUS, these differences are mostly ranged between 0% and 30% for residential 
buildings and between 25% and 75% for commercial buildings. The spatial distribution also 
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shows that UHI causes a higher increase in cooling energy consumption in the western part 
of the country in residential buildings compared to the commercial buildings. The negative 
differences in cooling energy consumptions correspond to the regions where UHI-related 
CDDs were found to be lower than the NNR CDDs. These regions are parts of the Midwest 
and South Atlantic region. 
 
Figure 4.6: Percent differences in median cooling energy consumption for (a) residential 
buildings and (b) commercial buildings 
Figure 4.7 shows the aggregated median cooling energy consumptions for the 
selected building type, building construction year, the number of occupants for UHI and non-
UHI cases and their differences in each Census Division. The percent differences between 
aggregated cooling energy for UHI and non-UHI cases are shown in Figure 4.8. The 
aggregated cooling energy consumption in the Census Divisions for the UHI case in office 
buildings constructed between 1980 and 1989 with 19 employees ranges from 3.3 × 109 
thousand BTU to 4.9 × 1010 thousand BTU. It ranges from 4.4 × 109 thousand BTU to 
8.2 × 1010 thousand BTU for single-family detached house built between 1970 and 1979 
with two occupants. The aggregated median cooling energy consumptions for UHI cases are 
a) b) 
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4.5% to 38.9% higher in residential buildings with a mean increase of 22.9% and 4.7% to 
70.3% higher in commercial buildings with a mean increase of 28.1% in different Census 
Divisions when compared to the non-UHI cases. The mean values for residential and 
commercial buildings are close to the values obtained by Hirano and Fujita (2012) who used 
estimation equations between energy consumption and temperature. These values are slightly 
higher compared to the values found by Ojima (1991). There are four Census Divisions (East 
North Central, South Atlantic, West North Central, and West South Central) where the 
increase in cooling energy consumptions are close to the values obtained by Radhi and 
Sharples (2013) and C. Li et al. (2014). In residential buildings in the South Atlantic and 
West North Central Census Divisions, the percent increases in cooling energy consumption 
are closer to the values obtained by Fung et al. (2016). When comparing with the same study 
in commercial buildings, only in West North Central Census Division the percent increase in 
cooling energy consumption is closer to the value obtained by Fung et al. (2016). The percent 
increase in West North Central is also closer to the value obtained by Kolokotroni et al. 
(2012) for increase in cooling energy load in a model office building. The values in the South 
Atlantic Census Division are also consistent with the increase in cooling load by Cui et al. 
(2017). It is evident that UHI causes higher cooling energy consumption in the urban areas in 
all Census Divisions. The percent changes in cooling energy consumption as a result of UHI 
in both commercial and residential buildings are provided in Table 4.2. The ranges from the 
lowest to highest quantile are shown in the parentheses. 
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Figure 4.7: Cooling energy consumptions in (a) residential and (b) commercial buildings 
b) 
a) 
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Figure 4.8: Percent differences in aggregated cooling energy use between UHI and non-UHI 
cases for (a) residential and (b) commercial buildings. 
 
b) 
a) 
45 
Table 4.2: Percent changes in median cooling energy use in all Census Divisions due to UHI 
(The ranges for 0.05-0.95 quantiles are given in the parentheses) holding other variables 
constant. 
Census 
Divisions 
Residential Buildings Commercial Buildings 
East North 
Central 
17.0 (18.1-6.8) 16.8 (9.8-12.6) 
East South 
Central 
25.2 (13.4-18.0) 26.6 (16.6-29.2) 
Middle 
Atlantic 
38.8 (28.2-27.4) 55.2 (5.2-37.6) 
Mountain 25.8 (32.3-19.8) 26.1 (16.3-26.7) 
New England 38.9 (42.8-34.3) 70.3 (12.4-54.6) 
Pacific 36.7 (26.8-34.3) 34.4 (5.0-20.3) 
South 
Atlantic 
9.6 (5.7-6.3) 11.0 (3.2-10.0) 
West North 
Central 
9.3 (6.8-4.4) 8.0 (1.8-9.7) 
West South 
Central 
4.5 (4.04-3.0) 4.7 (3.1-6.5) 
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CHAPTER 5.    SUMMARY AND CONCLUSION 
Summary of the Results 
This study focuses on the urban heat island impact on the building energy 
consumption for cooling purposes. This study assesses how the increased temperature in 
urban areas impacts the cooling energy consumption in buildings by quantifying the cooling 
degree days in urban areas and the empirical relation between cooling energy consumption 
and cooling degree days and other variables. 
To achieve the overarching goal of assessing the impact of UHI on building cooling 
energy consumption, this study addresses three research questions: (1) what are the impacts 
of UHI on observed CDDs? (2) How does cooling energy consumption relate to cooling 
degree days, and (3) what is the change in total cooling energy consumption in buildings as a 
result of additional CDDs due to UHI? The study first addresses the changes in CDDs due to 
increased urban temperatures. Using universal kriging, the observed CDDs are interpolated 
from the ground-based observational stations to urban grids and then compared with the 
urbanization-insensitive CDDs. First, the observed CDDs and the urbanization-insensitive 
CDDs were compared which showed that there are up to 50% higher cooling degree days due 
to increasing impervious surface in the urban areas. Results show that UHI can lead up to 
2,509 additional cooling degree days at grid-level in the urban areas using universal kriging 
of the observed CDDs. Using quantile regression, the variations in energy consumption 
intensity with CDDs and other building characteristics such as type, age, and the number of 
occupants were observed in different Census Divisions. These results show that, on an 
average, one additional CDD will increase median cooling energy consumption by 2.1 
BTU/sq.ft. in residential buildings and 2.5 BTU/sq.ft. in commercial buildings after 
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controlling for other variables. In the different Census Divisions of the United States, UHI 
causes an increase in median cooling energy consumption by 4.5% to 38.9% in residential 
buildings with an average increase of 22.9% and 4.7% to 70.3% in commercial buildings 
with an average increase of 28.1%.  
Limitations and Future Directions 
Although this study provides an estimation of cooling energy consumption in the 
buildings due to the UHI effects in the urban areas, it is noteworthy that building energy 
consumption does not solely depend on the ambient temperature. This study uses other 
variables such as building types, construction year, and the number of occupants. However, 
building materials and insulation play a crucial role in the building energy consumption and 
they vary in different regions based on climate zones. For example, buildings in the state of 
Massachusetts are well-insulated as a result of historical temperature patterns in the region 
(Amato et al. 2005). Although this study includes household characteristics such as building 
type, building construction year range, and occupancy in addition to weather-related variable 
of CDD, energy consumption is also dependent on other socioeconomic and building 
characteristics such as building size, orientation, building materials and their efficiencies, 
appliances, household income, urban sprawl, ownership status, and other variables (Ewing 
and Rong 2008; Kaza 2010). This study does not consider these factors in the computation of 
the building energy consumption since the primary focus of the study is on building energy 
consumption due to an elevated temperature from urban areas. The total cooling energy 
consumption and the corresponding increase due to UHI phenomena are presented for 
particular building types, the number of occupants, and building construction year. In 
addition to that, the energy consumption are contrasted with the dummy variables for 
building type and construction year. Therefore, the study does not represent the actual energy 
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consumption for all type of buildings, ages, and the number of occupants. The floor space 
data is estimated from the aggregated survey data and population distribution data. To 
compute the actual floor space, it is necessary to obtain building footprint and classification 
data from their actual location in space. The lack of such dataset led to the estimation of total 
cooling energy based on the population distribution data. The energy consumption data for 
residential and commercial buildings from the Energy Information Administration serves as a 
complete source of energy use data, but it has a limited sample size. It provides the location 
of the surveyed building as an administrative unit such as Census Division, but it does not 
provide any information on the climate zone which limits our understandings of the buildings 
energy consumption in response to the climate characteristics. Census Divisions are consist 
of several states and they include a wide range of climatic characteristics, particularly in the 
Mountain and Pacific Census Divisions. Also, the lower correlation between the observed 
and the NNR temperatures in the mountain areas limit our understandings of the UHI impacts 
in these regions, particularly in the Mountain Census Division. The Mountain Census 
Division included only a handful of urban clusters which may not be representative of the 
entire Census Division. Also, the Pacific Census Division includes Alaska and Hawaii in the 
RECS and CBECS dataset which may introduce bias in the estimation equations because 
their climates are different from that in the CONUS. This study could also serve as a 
preliminary step to further studies on urban heat island including building characteristics 
such as building type, age, and occupancy characteristics and incorporating building energy 
modeling software that takes into account different building characteristics and material 
types.  
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