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Abstract
We present sampling theorems for reproducing kernel Banach spaces on Lie groups. Recent approaches
to this problem rely on integrability of the kernel and its local oscillations. In this paper, we replace these
integrability conditions by requirements on the derivatives of the reproducing kernel and, in particular,
oscillation estimates are found using derivatives of the reproducing kernel. This provides a convenient path
to sampling results on reproducing kernel Banach spaces. Finally, these results are used to obtain frames
and atomic decompositions for Banach spaces of distributions stemming from a cyclic representation. It is
shown that this process is particularly easy, when the cyclic vector is a Ga˚rding vector for a square integrable
representation.
c⃝ 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The classical sampling theorem for band-limited functions states that a function can be re-
produced from its samples at equidistant points. At the core of this statement lies the fact that a
bounded interval has an orthonormal basis of complex exponentials. Extensions of this theorem
for irregular sampling points have been found using the smoothness of the functions involved
[17,25,26].
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The irregularity and density of the sampling points is connected to the theory of frames [9,2].
A sequence of vectors {φi } in a Hilbert space H is called a frame, if there are constants
0 < A1 ≤ A2 <∞ such that the frame inequality
A1∥ f ∥2 ≤

i
|( f, φi )|2 ≤ A2∥ f ∥2
is satisfied for all f ∈ H . In that case a vector f can be reconstructed by inversion of the frame
operator
S f =

i
( f, φi )φi .
A Banach (or Hilbert) space of functions for which point evaluation is continuous is called a
reproducing kernel Banach (or Hilbert) space. Sampling at points {xi } provides a frame on a
reproducing kernel Hilbert space H if for all f ∈ H
A1∥ f ∥2 ≤

i
|ci f (xi )|2 ≤ A2∥ f ∥2 (1)
where ci are constants. If this frame inequality is satisfied we can reconstruct f from its samples
f (xi ). For reproducing kernel Banach spaces the existence of a reconstruction operator is not
evident from a frame type inequality. However, in [27] it was proven that reconstruction is
possible if for some fixed p ∈ [1,∞) there are constants 0 < A1 ≤ A2 <∞ such that
A1∥ f ∥p ≤

i
|ci f (xi )|p ≤ A2∥ f ∥p. (2)
For other types of frame inequalities more care has to be taken and more machinery is needed. For
example, the article [29] is concerned with the reconstruction in reproducing kernel subspaces
of functions on Rn and [15,24] deal with Banach spaces defined via representations of locally
compact groups. Common for these approaches is that the reproducing kernel is given by an
integral over a locally compact group G
f (x) =

G
f (y)K (x, y) dy,
and that this kernel is assumed to be integrable, i.e. for every x
G
|K (x, y)| dy <∞.
It is also assumed that for a compact set U , the local oscillations
MU (K )(x, y) = sup
u,v∈U
|K (xu, yv)− K (x, y)|
satisfy
G
MU (K )(x, y) dy <∞.
These assumptions are not satisfied for band-limited functions onRn , since the Fourier transform
of the reproducing kernel is not continuous. Other non-integrable kernels are known (see for
example the sections about Bergman spaces in [5,6]) and this calls for a sampling theory without
integrability conditions.
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The purpose of this paper is two-fold. First, we obtain local oscillation estimates on Lie
groups via derivatives. The approach is different to that of [31,18,19], where sampling results
are provided for the non-integrable kernel of Paley–Wiener space on symmetric spaces of
non-compact type. In those papers are utilized Sobolev type norms on the group G and the
homogeneous space G/K defined by “pasting” together Sobolev norms on Rn using local
coordinates. To be more precise the Sobolev norm of f : G → R is given by
∥ f ∥ =

i
∥( fψi ) ◦ ℓx−1i ◦ exp ∥s,
where ψi is a smooth partition of unity around a discrete set of points {xi } (with support inside
the radius of injectivity), ℓ is the left translation, exp is the exponential function and ∥ · ∥s is
a Sobolev norm on Rn . Our approach instead utilizes Sobolev norms obtained from invariant
vector fields ∥ f ∥n =nk=0 sup|α|=k ∥Xα(1) · · · Xα(k) f ∥L2 , where Xα(k) are members of the Lie
algebra and ∥ · ∥L2 is the Hilbert space norm on square integrable functions on G. While these
two norms are equivalent [31] they are different in philosophy. An approach closer to ours is
found in [30,22] in the case of Paley–Wiener space on stratified Lie groups. We show that this
works on general Lie groups and furthermore our results include a larger class of Banach spaces
than subspaces of the square integrable functions.
The second purpose of the paper is to obtain atomic decompositions and frames for coorbit
spaces. In particular, we are interested in giving minimal conditions, using Lie group derivatives,
that ensure the existence of a frame inequality. This is interesting in light of the results in [27]
mentioned earlier. It is worth noting that the reproducing kernel need not be integrable nor even
a continuous projection. This fact could be useful for characterization and decomposition of a
wider class of Bergman spaces [1]. In [6], it was shown that Besov spaces on symmetric cones [1]
are also coorbits, thus extending results from [15]. In this paper, we use derivatives to show
that the local oscillations of the kernel are in fact integrable, and our work is thus useful for the
classical coorbit theory [15]. As a last application, we point out the usefulness of Ga˚rding vectors
for both the construction of coorbits and the subsequent atomic decomposition.
2. Sampling in reproducing kernel Banach spaces on Lie groups
We restrict our attention to reproducing kernel Banach spaces with reproducing formula
given by a Lie group convolution. We derive local oscillation estimates for such spaces and use
them to obtain frames and atomic decompositions under certain smoothness conditions on the
kernel.
2.1. Reproducing kernel Banach spaces
Let G be a locally compact group with left invariant Haar measure µ and modular function
∆. Denote by ℓx and rx the left and right translations given by
ℓx f (y) = f (x−1 y) and rx f (y) = f (yx).
A Banach space of functions is called left or right invariant if the left or right translation operators
are bounded on B, respectively. We will always assume that for compact U there is a constant
CU such that for all f ∈ B
sup
y∈U
∥ℓy f ∥B ≤ CU∥ f ∥B and sup
y∈U
∥ry f ∥B ≤ CU∥ f ∥B . (3)
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For 1 ≤ p < ∞, the space L p(G) denotes the equivalence class of measurable functions for
which
∥ f ∥L p =

| f (x)|p dµ(x)
1/p
<∞.
We will often write dx instead of dµ(x). The space L∞(G) consists of equivalence classes of
measurable functions for which
∥ f ∥L∞ = ess sup
x∈G
| f (x)|.
The spaces L p(G) are left and right invariant and satisfy (3) for 1 ≤ p ≤ ∞, however the left
and right translations are continuous only for 1 ≤ p < ∞. When f, g are measurable functions
on G for which the product f (x)g(x−1 y) is integrable for all y ∈ G, we define the convolution
f ∗ g as
f ∗ g(y) =

G
f (x)g(x−1 y) dµ(x). (4)
A Banach space of functions B is called solid if g ∈ B and | f | ≤ |g| almost everywhere implies
that f ∈ B and ∥ f ∥B ≤ ∥g∥B . All spaces L p(G) are solid, but Sobolev subspaces are not.
In this article, we assume that the reproducing kernel Banach spaces can be constructed in the
following manner. Let B be a solid left invariant Banach space of functions on G which satisfies
(3). Assume that there is a non-zero Φ ∈ B such that
G
| f (y)Φ(y−1)| dy ≤ C∥ f ∥B . (5)
By the left invariance of B the convolution f ∗ Φ is well-defined by
f ∗ Φ(x) =

G
f (y)Φ(y−1x) dy.
Assume also that Φ satisfies the reproducing formula
Φ ∗ Φ = Φ (6)
and that convergence in B implies convergence (locally) in measure. Then the space
BΦ = { f ∈ B | f = f ∗ Φ} (7)
is a non-zero reproducing kernel Banach subspace of B. Let us for completeness prove this state-
ment (though it is already contained in [6] in disguise) by showing that BΦ is a closed subspace
of B. Let fn ∈ BΦ be a sequence converging to f ∈ B, then fn converges locally in measure.
Therefore, there is a subsequence fnk converging to f almost everywhere. For almost all x ∈ G,
we have
| f (x)− f ∗ Φ(x)| ≤ | f (x)− fnk (x)| + | fnk (x)− fnk ∗ Φ(x)|
+ | fnk ∗ Φ(x)− f ∗ Φ(x)|
≤ | f (x)− fnk (x)| + | fnk (x)− fnk ∗ Φ(x)| + C∥ fnk − f ∥B .
The middle term is 0 and the two remaining terms can be made arbitrarily small, so f = f ∗ Φ
almost everywhere and we have proved that BΦ is closed in B. By (5) and the left invariance of
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B, it follows for f ∈ BΦ that
| f (x)| =
 ℓx−1 f (y)Φ(y−1) dy ≤ C∥ℓx−1 f ∥B ≤ Cx∥ f ∥B,
and hence point evaluation is continuous on BΦ .
Remark 2.1. Notice that we have not yet required the convolution with Φ to be continuous on
B. We will therefore also be interested in sampling results on reproducing kernel spaces without
this continuity requirement. Not many results along these lines are known, but we expect it to be
applicable in many cases. For example, questions about the continuity of the Bergman projection
related to symmetric cones [1] are not yet completely answered.
2.2. Atomic decompositions and Banach frames
We will derive atomic decompositions and frames for reproducing kernel Banach spaces,
and here we introduce the two notions. We also introduce sequence spaces and partitions of
unity used to obtain the discrete characterizations. These concepts were introduced in the papers
[15,24] where integrability was assumed. We show that the results are also valid under different
(non-integrable) assumptions on the kernel and in particular we avoid the theory of Wiener
amalgam spaces [13] in our arguments.
Definition 2.2. Let B be a Banach space and B# an associated Banach sequence space with index
set I . If for λi ∈ B∗ and φi ∈ B we have
(a) {λi ( f )}i∈I ∈ B# for all f ∈ B,
(b) the norms ∥λi ( f )∥B# and ∥ f ∥B are equivalent,
(c) f can be written as f =i∈I λi ( f )φi ,
then {(λi , φi )}i∈I is an atomic decomposition of B with respect to B#.
More generally, a Banach frame for a Banach space can be defined as the following.
Definition 2.3. Let B be a Banach space and B# an associated Banach sequence space with index
set I . If for λi ∈ B∗ we have
(a) {λi ( f )}i∈I ∈ B# for all f ∈ B,
(b) the norms ∥λi ( f )∥B# and ∥ f ∥B are equivalent,
(c) there is a bounded reconstruction operator S : B# → B such that S({λi ( f )}i∈I ) = f ,
then {λi }i∈I is a Banach frame for B with respect to B#.
In the sequel, we will suppress the use of the index set I .
In Hilbert spaces, the existence of the operator S is automatic given the equivalence of the
norms ∥λi ( f )∥B# and ∥ f ∥B . Furthermore, the operator S has been shown to exist for p-frames
for reproducing kernel Banach spaces in [27]. For general Banach spaces this is not the case as
is demonstrated in [4].
2.3. Banach sequence spaces and partitions of unity
We will work with very particular Banach sequence spaces which are constructed from a solid
Banach function space B. These spaces were introduced in [15]. For a compact neighbourhood
U of the identity, we call the sequence {xi }i∈I U -relatively separated if G ⊆ ∪i xiU and there is
an N such that
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sup
i
(#{ j | xiU ∩ x jU ≠ ∅}) ≤ N .
For a U -relatively separated sequence X = {xi }i∈I define the space B#(X) to be the collection
of sequences {λi }i∈I for which the pointwise sum
i∈I
|λi |1xi U (x)
defines a function in B. If the compactly supported continuous functions are dense in B then this
sum also converges in norm (for an argument, see [32, Lemma 4.3.1]). Equipped with the norm
∥{λi }∥B# =

i∈I
|λi |1xi U

B
this is a solid Banach sequence space. In the case where B = L p(G) we get that B#(X) = ℓp(I ).
For a fixed X = {xi }i∈I , the space B#(X) only depends on the compact neighbourhood U
up to norm equivalence. Furthermore, if X = {xi }i∈I and Y = {yi }i∈I are two U -relatively
separated sequences with same index set such that x−1i yi ∈ V for some compact set V , then
B#(X) = B#(Y ) with equivalent norms. For these properties consult Lemma 3.5 in [15].
Given a compact neighbourhood U of the identity, a set of non-negative functions {ψi } is
called a bounded uniform partition of unity subordinate to U (or U -BUPU), if there is a U -
relatively separated sequence {xi }, such that supp(ψi ) ⊆ xiU and i ψi = 1. A partition of
unity could consist of indicator functions, however on a Lie group G it is possible to find smooth
U -BUPU’s whenever U is contained in a ball of radius less than the injectivity radius of G
(see for example [31, Lemma 2.1]). For the existence of U -BUPU’s with elements contained in
homogeneous Banach spaces, see the paper [12].
2.4. Local oscillation estimates on Lie groups
Let G be Lie group with Lie algebra g and exponential function exp : g→ G. Then for X ∈ g
we define the right and left differential operators (if the limits exist)
R(X) f (x) = lim
t→0
f (x exp(t X))− f (x)
t
and L(X) f (x) = lim
t→0
f (exp(t X)x)− f (x)
t
.
Fix a basis {X i }dim(G)i=1 for g. For a multi-index α of length |α| = k with entries between 1 and
dim(G), we introduce the operator Rα of subsequent right differentiations
Rα f = R(Xα(k))R(Xα(k−1)) · · · R(Xα(1)) f.
Similarly, we introduce the operator Lα of subsequent left differentiations
Lα f = L(Xα(k))L(Xα(k−1)) · · · L(Xα(1)) f.
We call f right (or left) differentiable of order n if for every x and all |α| ≤ n the derivatives
Rα f (x) (or Lα f (x)) exist.
In the following, we will often use this lemma.
Lemma 2.4. Let U be a compact set and fix a basis element Xk ∈ g. There is a constant CU
such that for any y ∈ U and |s| ≤ ϵ, the following hold.
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(a) If f is right differentiable of order 1, then
| f (xes Xk y)− f (xy)| ≤ CU
 ϵ
−ϵ
dim(G)
n=1
|R(Xn) f (xet Xk y)| dt.
(b) If f is left differentiable of order 1, then
| f (yes Xk x)− f (yx)| ≤ CU
 ϵ
−ϵ
dim(G)
n=1
|L(Xn) f (yet Xk x)| dt.
The constant CU depends only on U and CU ′ ≤ CU for U ′ ⊆ U.
Proof. First use the fundamental theorem of calculus to get
| f (xes Xk y)− f (xy)| = | f (xyes Ady−1 (Xk ))− f (xy)|
=
 s
0
d
dt
f (xyet Ady−1 (Xk )) dt

≤
 s
0
 ddt f (xyet Ady−1 (Xk ))
 dt
≤
 ϵ
−ϵ
|R(Ady−1(Xk)) f (xet Xk y)| dt.
The adjoint representation can be written as
Ady−1(Xk) = c1(y)X1 + · · · + cn(y)Xn
where the coefficients ci depend continuously on y (and also depend on Xk). So for smooth f
we have the pointwise inequality
|R(Ady−1(Xk)) f | ≤ |c1(y)| |R(X1) f | + · · · + |cn(y)| |R(Xn) f |
≤ CU (Xk)
dim(G)
n=1
|R(Xn) f |
where CU (Xk) is maxy∈U |ci (y)|. Let CU = maxk |CU (Xk)|, then we obtain
| f (xes Xk y)− f (xy)| ≤ CU
 ϵ
−ϵ
dim(G)
n=1
|R(Xn) f (xyet Ady−1 (Xk ))| dt
= CU
 ϵ
−ϵ
dim(G)
n=1
|R(Xn) f (xet Xk y)| dt.
From the definition of CU above it follows that CU ′ ≤ CU for U ′ ⊆ U . A similar argument
works for left differentiations. 
From now on, we let Uϵ denote the set
Uϵ = {exp(t1 X1) · · · exp(tn Xn) | −ϵ ≤ tk ≤ ϵ, 1 ≤ k ≤ n} .
We further define the right local oscillations
Mϵr f (x) = sup
u∈Uϵ
| f (xu−1)− f (x)|
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and the left local oscillations
Mϵl f (x) = sup
u∈Uϵ
| f (ux)− f (x)|.
For formulating the next lemma we need some notation. By δ we denote an n-tuple δ =
(δ1, . . . , δn) with δi ∈ {0, 1}. The length |δ| of δ is the number of non-zero entries |δ| = δ1
+ · · · + δn . Furthermore, the function τδ is defined as
τδ(t1, . . . , tn) = eδ1t1 X1 · · · eδn tn Xn .
Lemma 2.5. If f is right differentiable of order n = dim(G) there is a constant Cϵ such that
Mϵr f (x) ≤ Cϵ

1≤|α|≤n

|δ|=|α|
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
|Rα f (xτδ(t1, . . . , tn)−1)|(dt1)δ1 · · · (dtn)δn .
If f is left differentiable of order n = dim(G) there is a constant Cϵ such that
Mϵl f (x) ≤ Cϵ

1≤|α|≤n

|δ|=|α|
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
|Lα f (τδ(t1, . . . , tn)x)|(dt1)δ1 · · · (dtn)δn .
For ϵ′ ≤ ϵ, we have Cϵ′ ≤ Cϵ .
Proof. For any x there is an element σ = esn Xn · · · es1 X1 ∈ U−1ϵ such that
Mϵr f (x) = | f (xesn Xn · · · es1 X1)− f (x)|.
Denote by σk the element in U−1ϵ given by
σk = esn Xn esn−1 Xn−1 · · · esk Xk
with the convention that σn+1 = e. The elements σk depend on x , and we wish to estimate the
function Mϵr f (x) = | f (xσ1) − f (x)| by an expression without any σk . To do so, we make
repeated use of the fundamental theorem of calculus in the form of Lemma 2.4.
For any n-tuple δ of 0’s and 1’s and for a smooth function f , we define
Tα,δ f (x) =
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
|Rα f (xτδ(t1, . . . , tn)−1)| (dt1)δ1(dt2)δ2 · · · (dtn)δn .
We first show that if δm = 0 for m ≥ k, then
Tα,δ f (xσk) ≤ Tα,δ f (xσk+1)+ CU−1ϵ

|α′|=|δ′|=|α|+1
Tα′,δ′ f (xσk+1)
where δ′m = 0 for m ≥ k + 1. To show this note that
|Rα f (xσkτδ(t1, . . . , tn)−1)| ≤ |Rα f (xσk+1τδ(t1, . . . , tn)−1)|
+ |Rα f (xσk+1esk Xk τδ(t1, . . . , tn)−1)
− Rα f (xσk+1τα(t1, . . . , tn)−1)|
≤ |Rα f (xσk+1τδ(t1, . . . , tn)−1)|
J.G. Christensen / Journal of Approximation Theory 164 (2012) 179–203 187
+CU−1ϵ
 ϵ
−ϵ
dim(G)
n=1
|R(Xn)Rα
× f (xσk+1etk Xk τδ(t1, . . . , tn)−1)| dtk .
The terms R(Xn)Rα f (xσk+1etk Xk τδ(t1, . . . , tn)−1) are of the type
Rα
′
f (xσk+1τδ′(t1, . . . , tn)−1)
with |α′| = |α| + 1 and δ′m = 0 for m ≥ k + 1. Therefore,
Tα,δ f (xσk)
=
 ϵ
−ϵ
. . .
 ϵ
−ϵ
|Rα f (xτδ(t1, . . . , tn)−1)| (dt1)δ1(dt2)δ2 · · · (dtn)δn
≤
 ϵ
−ϵ
. . .
 ϵ
−ϵ
|Rα f (xσk+1τδ(t1, . . . , tn)−1)| (dt1)δ1(dt2)δ2 · · · (dtn)δn
+CU−1ϵ
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|α|+1 integrals
n
m=1
|R(Xm)Rα f (xσk+1etk Xk τδ(t1, . . . , tn)−1)|
× dtk (dt1)δ1(dt2)δ2 · · · (dtn)δn
≤ Tα,β f (xσk+1)+ CU−1ϵ

|α′|=|δ′|=|α|+1
Tα′,δ′ f (xσk+1).
The assumption that δm = 0 for m ≥ k ensures that each τδ′ is in Uϵ and thus the constant CU−1ϵ
shows up in the application of Lemma 2.4. As ϵ is chosen smaller this constant is bounded.
Estimating the right local oscillation, we first obtain
Mϵr f (x) = | f (xσ1)− f (x)|
≤
n
l=1
| f (xσl)− f (xσl+1)|
=
n
l=1
| f (xσl+1esl Xl )− f (xσl+1)|
≤
n
l=1
 ϵ
−ϵ
|R(Xl) f (xσl+1etl Xl )| dtl .
This is a finite sum of terms of the type Tα,δ f (xσk) with |α| = |δ| = 1 and 2 ≤ k ≤ n + 1.
Each of the terms with 2 ≤ k ≤ n can in turn be estimated by a sum of terms Tα,δ f (xσk) with
1 ≤ |α| = |δ| ≤ 2 for 3 ≤ k ≤ n + 1. Repeating these steps, we find
Mϵr f (x) ≤ Cϵ

1≤|α|=|β|≤n
Tα,β f (x)
where Cϵ is a constant for which Cϵ′ ≤ Cϵ when ϵ′ ≤ ϵ.
The inequality for the left local oscillation is obtained analogously. 
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The following local oscillation estimate will be of great importance to our sampling results.
Theorem 2.6. Assume that B is a solid Banach functions space on which right translation is
continuous. If f ∈ B is right differentiable up to order n = dim(G) and the derivatives Rα f
are in B for 1 ≤ |α| ≤ n, then
∥Mϵr f ∥B ≤ Cϵ

1≤|α|≤n
∥Rα f ∥B .
Here Cϵ → 0 as ϵ → 0.
Proof. As in the proof of the previous lemma, let
Tα,δ f (x) =
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
|Rα f (xτδ(t1, . . . , tn)−1)| (dt1)δ1(dt2)δ2 · · · (dtn)δn .
We now show that there is a constant C (only depending on U and B) such that
∥Tα,δ f ∥B ≤ C(2ϵ)|δ|∥Rα f ∥B .
Continuity of the right translation ensures that
Rn ∋ (t1, . . . , tn) → rτδ(t1,...,tn)−1 Rα f ∈ B
is continuous, and by [33, Theorem 3.29] we get that
∥Tα,δ f ∥B =
 ϵ−ϵ . . .
 ϵ
−ϵ
|rτδ(t1,...,tn)−1 Rα f | (dt1)δ1(dt2)δ2 · · · (dtn)δn

B
≤
 ϵ
−ϵ
. . .
 ϵ
−ϵ
∥rτδ(t1,...,tn)−1 Rα f ∥B (dt1)δ1(dt2)δ2 · · · (dtn)δn .
According to (3), let C be the smallest constant such that for all f ∈ B and for all u ∈ Uϵ we
have ∥ru−1 f ∥B ≤ C∥ f ∥B . Then
∥Tα,δ f ∥B ≤
 ϵ
−ϵ
. . .
 ϵ
−ϵ
C∥Rα f ∥B (dt1)δ1(dt2)δ2 · · · (dtn)δn ≤ C(2ϵ)|δ|∥Rα f ∥B .
Since Mϵr f can be estimated by a finite sum of terms of the type Tα,δ f with |δ| ≥ 1 the triangle
inequality can be used to finish the proof. 
Corollary 2.7. Assume that B is a solid Banach function space on which right translation is
continuous. Let Φ satisfy (5) and (6) and let BΦ denote the space defined in (7). If the functions
in BΦ are smooth and the mappings
BΦ ∋ f → Rα f ∈ B
are continuous for |α| ≤ dim(G), then there is a Cϵ such that
∥Mϵr f ∥B ≤ Cϵ∥ f ∥B .
The constant Cϵ can be chosen such that it converges to 0 as ϵ → 0.
In many situations it is not hard to show that if f ∈ BΦ , then
Rα f = f ∗ RαΦ,
and we only have to check that the convolution with RαΦ is continuous. This is not possible in
general, but the following result demonstrates how the differentiability of the kernel can be used
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to obtain estimates of the right local oscillation of f ∈ BΦ . This ties our results with [24], though
we do not require the kernel to be integrable. The previous results are more general and are in
particular verifiable for band-limited functions [7], whereas the following result is harder to apply
in that case (the author is at present not aware of a way to apply it to band-limited functions).
Lemma 2.8. Assume that B is a solid Banach function space on which right translation is
continuous. Let Φ satisfy (5) and (6) and let BΦ denote the space defined in (7). If the mappings
BΦ ∋ f → | f | ∗ |RαΦ| ∈ B
are continuous for |α| ≤ dim(G), then there is a Cϵ such that
∥Mϵr f ∥B ≤ Cϵ∥ f ∥B .
Furthermore, Cϵ can be chosen such that it approaches 0 as ϵ → 0.
A similar statement is true for Mϵl and left derivatives, but it will not be needed.
Proof. For f ∈ BΦ , the following inequality is (4.35a) from [24]:
Mϵr f (x) ≤

| f (y)|Mϵr Φ(y−1x) dy = | f | ∗ Mϵr Φ(x). (8)
Since Φ is differentiable Lemma 2.5 tells us that Mϵr Φ(y
−1x) can be estimated by
Mϵr Φ(x) ≤ Cϵ

1≤|α|≤n

|δ|=|α|
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
|RαΦ(xτδ(t1, . . . , tn)−1)|(dt1)δ1 · · · (dtn)δn .
We therefore see that
Mϵr f (x) ≤ Cϵ

1≤|α|≤n

|δ|=|α|
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
| f | ∗ |RαΦ|
× (xτδ(t1, . . . , tn)−1)(dt1)δ1 · · · (dtn)δn .
The assumption that the convolutions | f |∗|RαΦ| are continuous from BΦ to B and the continuity
of right translation ensures that Mϵr f ∈ B (see [33, Theorem 3.29]) and ∥Mϵr f ∥B ≤ Cϵ∥ f ∥B
where Cϵ → 0 as ϵ → 0. 
2.5. Atomic decompositions and frames for reproducing kernel Banach spaces
In this section, B will always denote a solid Banach function space, Φ will be a function
satisfying (5) and (6) and BΦ will be defined by (7). We will derive sampling theorems and
atomic decompositions for the reproducing kernel Banach space BΦ . The results are similar to
those in [14–16,24] and more recently [32,29], but unlike these references we do not require
integrability of the reproducing kernel. For kernels not parametrized by groups, see also [20,8]
where it should be mentioned that integrability is required.
The following sampling result can be utilized together with the result of Corollary 2.7
and Lemma 2.8. The statement is Lemma 3.8(a) in [15], but we include the proof here for
completeness.
Theorem 2.9. Assume there are constants Cϵ with limϵ→0 Cϵ = 0 such that for all f ∈ BΦ we
have that Mϵr f ∈ B and ∥Mϵr f ∥B ≤ Cϵ∥ f ∥B . Then we can choose ϵ small enough such that
for every Uϵ-relatively separated set {xi } the norms ∥{ f (xi )}∥B# and ∥ f ∥B are equivalent.
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Remark 2.10. We note that Theorem 2.9 is sufficient to prove that sampling provides a Banach
frame in the case B = L p(G) according to [27, Theorem 3.1]. Thus we should be able to obtain
sampling theorems for cases where the convolution with the kernel is not a continuous projection
(see also Remark 2.1).
Proof. Choose ϵ small enough such that Cϵ < 1 and let {xi } be Uϵ-relatively separated. Note
that there is an N such that each xiUϵ overlaps with at most N other x jUϵ . Standard oscillation
estimates found in [24] give
i
| f (xi )|1xi Uϵ (x) ≤ N (Mϵr f (x)+ | f (x)|)
and thus, by solidity of B,
∥{ f (xi )}∥B# ≤ N (Cϵ + 1)∥ f ∥B .
Let ψi be a Uϵ-uniform bounded partition of unity, i.e. supp(ψi ) ⊆ xiUϵ andi ψi = 1 a.e.
then the same oscillation estimates can be used to show
| f (x)| =

i
| f (x)|ψi (x) ≤ Mϵr f (x)+

i
| f (xi )|1xi Uϵ (x).
Therefore
∥ f ∥B ≤ ∥Mϵr f ∥B + ∥{ f (xi )}∥#B ≤ Cϵ∥ f ∥B + ∥{ f (xi )}∥#B .
By assumption Cϵ < 1 so we obtain
(1− Cϵ)∥ f ∥B ≤ ∥{ f (xi )}∥#B,
which finishes the proof. 
The following result provides a reconstruction operator in the case where convolution with Φ
is continuous on B.
Theorem 2.11. Assume that for every ϵ > 0 there is a Cϵ such that ∥Mϵr f ∥B ≤ Cϵ∥ f ∥B for all
f ∈ BΦ . Also assume that convolution with Φ is continuous on B and that limϵ→0 Cϵ = 0. We
can choose ϵ small enough such that the operator T1 : BΦ → BΦ given by
T1 f =

i
f (xi )(ψi ∗ Φ)
is invertible for any Uϵ-relatively separated set {xi } and any Uϵ-BUPU {ψi } with supp(ψi ) ⊆
xiUϵ . The convergence of the sum is pointwise, and if Cc(G) is dense in B then the convergence
is also in norm.
Proof. The statement that T1 is a bounded operator on BΦ is Proposition 4.8 in [24]. We note
that the integrability assumption on Φ in [24] is only used to ensure that the projection from B
into BΦ is continuous (which we have assumed here). As in the proof from [24], we get f −
i
f (xi )(ψi ∗ Φ)

BΦ
≤ Cϵ∥ f ∥BΦ ,
and choosing ϵ such that Cϵ < 1 the operator T1 can be inverted using its Neumann series.
The statements about pointwise convergence and norm convergence follow as in Lemma
4.3.1 [32]. 
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The previous result in conjunction with Corollary 2.7 and Lemma 2.8 only requires continuity
involving right differentiation. We will now state results that also involve left differentiation.
Lemma 2.12. Assume that both right translations and the convolutions f → f ∗ |LαΦ| for |α|
≤ dim(G) are continuous on B. For a given ϵ, let {xi } be a Uϵ-relatively separated set. Then the
mapping
B# ∋ {λi } →

i
λiℓxiΦ ∈ BΦ
is continuous. The convergence of the sum is pointwise and if Cc(G) is dense in B, the
convergence is also in norm.
This lemma corresponds to Proposition 5.2 in [15], but the proof there relies on integrability
assumptions on Φ and Mϵr Φ. It is in our interest to avoid such assumptions and therefore we have
included the full proof here.
Proof. Let {λi } ∈ B# and define
f (x) =

i
λiℓxiΦ(x)
as a limit of partial sums. We will show that this series is pointwise absolutely summable and
that it defines a function in B. For every x we have
| f (x)| ≤

i
|λi ||Φ(x−1i x)|
= µ(Uϵ)−1
 
i
|λi |1xi Uϵ (y)|Φ(x−1i x)| dy
≤ µ(Uϵ)−1
 
i
|λi |1xi Uϵ (y)|Φ(y−1x)− Φ(x−1i x)| dy
+
 
i
|λi |1xi Uϵ (y)|Φ(y−1x)| dy

≤ µ(Uϵ)−1
 
i
|λi |1xi Uϵ (y)MϵℓΦ(y−1x) dy
+
 
i
|λi |1xi Uϵ (y)|Φ(y−1x)| dy

≤ µ(Uϵ)−1

i
|λi |1xi Uϵ

∗ (MϵℓΦ + |Φ|)(x). (9)
The function F =i |λi |1xi Uϵ (y) is in B and our assumptions ensure that the function F ∗ |Φ|
is also in B. The function F ∗ MϵℓΦ can be estimated by
1≤|α|≤n

|δ|=|α|
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
F(y)|LαΦ(τδ(t1, . . . , tn)y−1x)|(dt1)δ1 · · · (dtn)δn dy
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which is the same as
1≤|α|≤n

|δ|=|α|
 ϵ
−ϵ
. . .
 ϵ
−ϵ  
|δ| integrals
F(yτδ(t1, . . . , tn))∆(τδ(t1, . . . , tn))
× (dt1)δ1 · · · (dtn)δn |LαΦ(y−1x)| dy.
As mentioned before (4) we always assume integrability in the definition of the convolutions
f ∗|LαΦ|. The above estimates thus prove that the convolution in (9) is defined and that the series
defining f is absolutely summable. The continuity of right translation ensures that the integral
over t1, . . . , tn gives a function in B [33, Theorem 3.29] and the continuity of convolution with
|LαΦ| shows that F ∗ Mϵl Φ is in B with norm dominated by ∥F∥B . Solidity of B verifies that
f ∈ B.
We will now show that f is reproduced by convolution with Φ. Note that any partial sum
FP = i∈P λiℓxiΦ is in B and is reproduced by convolution by Φ. We have to show that
f (x) = limP→∞ FP (x) is also reproduced by convolution with Φ. The calculation above shows
that any partial sum FP is dominated by the function
G = µ(Uϵ)−1

i
|λi |1xi Uϵ

∗ (Mϵl Φ + |Φ|) ∈ B.
Thus we have |FP (y)Φ(y−1x)| ≤ |G(y)Φ(y−1x)| and the dominated convergence theorem
gives
f ∗ Φ(x) = ( lim
P→∞ FP ) ∗ Φ(x) = limP→∞(FP ∗ Φ)(x) = limP→∞ FP (x) = f (x).
The continuity of the mapping follows from the calculations above. The statement about
convergence in norm follows as in the proof of Theorem 2.11. 
Theorem 2.13. Assume that right translation is continuous on B and that the convolutions
f → f ∗ |LαΦ| are continuous on B for |α| ≤ dim(G). We can choose ϵ and Uϵ-relatively
separated points {xi }, such that for any Uϵ-BUPU {ψi } with supp(ψi ) ⊆ xiUϵ the operator (we
let λi ( f ) =

f (x)ψi (x) dx)
T2 f =

i
λi ( f )ℓxiΦ
is invertible on BΦ . The convergence of the sum is pointwise and if Cc(G) is dense in B the con-
vergence is also in norm. Furthermore, {λi (T−12 f ), ℓxiΦ} is an atomic decomposition for BΦ .
Proof. By Proposition 5.1 in [15], we know that for f ∈ B the sequence {λi ( f )} is in B# with
norm estimated by
∥{λi ( f )}∥B# ≤ C∥ f ∥B .
The constant C depends both on ϵ and on the specific choice of Uϵ-relatively separated points
{xi }. Lemma 2.12 then tells us that T2 f ∈ BΦ , and from Eq. (4.25) in [24] we get
| f (x)− T2 f (x)| ≤ | f | ∗ Mϵl Φ(x). (10)
An application of Lemma 2.5 to Mϵl Φ, our assumptions on convolution with |LαΦ| and finally
the continuity of right translation on B ensure that there is Cϵ such that
∥ f − T2 f ∥B ≤ Cϵ∥ f ∥B .
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Here Cϵ → 0 as ϵ → 0 can be demonstrated as in the proof of Theorem 2.6 and the same
constant Cϵ can be used for all Uϵ-relatively separated points {xi }. T2 is therefore well-defined
for all ϵ, and by choosing ϵ small enough T2 becomes invertible.
That {ℓxiΦ} yields an atomic decomposition is proven in [15] and the statement about
convergence of the sums follows as in the proof of Theorem 2.11. 
Theorem 2.14. Assume that right translation is continuous on B and that the convolutions
f → f ∗|LαΦ| and f → f ∗|RαΦ| are continuous on B for |α| ≤ dim(G). Then we can choose
ϵ and Uϵ-relatively separated points {xi } such that for any Uϵ-BUPU {ψi } with supp(ψi ) ⊆ xiUϵ
the operator given by (we let ci =

ψi (x) dx)
T3 f =

i
ci f (xi )ℓxiΦ
is invertible on BΦ . The convergence of the sum is pointwise, and if Cc(G) is dense in B the
convergence is also in norm. Furthermore, {ci T−13 f (xi ), ℓxiΦ} is an atomic decomposition for
BΦ and {ciℓxiΦ} is a frame.
Proof. Since
ci =

ψi (x) dx ≤

1xi Uϵ (x) dx = µ(Uϵ),
we have
i
ci f (xi )1xi Uϵ (x)
 ≤ µ(Uϵ)
i
[| f (xi )− f (x)| + | f (x)|]1xi Uϵ (x)
≤ µ(Uϵ)

i
[Mϵr f (x)+ | f (x)|]1xi Uϵ (x)
≤ µ(Uϵ)N [Mϵr f (x)+ | f (x)|].
Therefore, Lemma 2.8 gives
∥{ci f (xi )}∥B# ≤ µ(Uϵ)N (Cϵ + 1)∥ f ∥B .
It follows that T3 f ∈ BΦ by Lemma 2.12. Similar to (4.18) and (4.39) in [24] (but avoiding
integrability assumptions) we get
| f (x)− T3 f (x)| ≤ | f (x)− T2 f (x)| + |T2 f (x)− T3 f (x)|
≤ | f | ∗ Mϵl Φ + Mϵr f ∗ |Φ|(x)+ Mϵr f ∗ Mϵl Φ(x). (11)
Now, continuity of the right translation and our assumptions on convolutions with |RαΦ| and
|LαΦ| show that the functions in the last expression are all in B (see similar arguments in the
proof of Theorems 2.11 and 2.13). Furthermore, the norms of these functions are dominated by
the norms of | f | ∗ |LαΦ| and | f | ∗ |RαΦ| for |α| ≤ dim(G), and therefore
∥ f − T3 f ∥B ≤ Cϵ∥ f ∥B,
where Cϵ → 0 as ϵ → 0. Choosing ϵ small enough that Cϵ < 1 will make T3 invertible on
BΦ . As in [24], this finishes the proof that {ci T−13 f (xi ), ℓxiΦ} forms an atomic decomposition
of BΦ . 
Remark 2.15 (Right Translation Not Continuous on B). The requirement of continuity of the
right translation in Lemmas 2.8 and 2.12 and Theorems 2.13 and 2.14 can be weakened. Instead
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assume that Y is a solid Banach function space for which left and right translation is continuous
and B ∗ Y ⊆ B with ∥ f ∗ g∥B ≤ ∥g∥Y ∥ f ∥B . Assume also that LαΦ and RαΦ belong to Y for
|α| ≤ dim(G). Lemma 2.5 and the continuity of left and right translation on Y together with an
application of [33, Theorem 3.29] show that both Mϵr Φ and M
ϵ
l Φ are in Y . This applies to the
inequalities (8)–(11), and ensures that the corresponding conclusions still hold. Therefore, all the
discretization results presented in this section can be verified under these alternate assumptions.
For example, if B = L∞(G) and RαΦ ∈ L1w(G) where w(x) = max{∆(x)−1, 1} (here ∆
is the modular function), then by Young’s inequality [28, 20.14] we have ∥| f | ∗ |RαΦ|∥L∞ ≤
∥RαΦ∥L1w∥ f ∥L∞ . Since both left and right translations are continuous on L1w(G), it follows that∥Mϵr Φ∥L1w ≤ Cϵ

|α|≤dim(G) ∥RαΦ∥L1w . Therefore, we can conclude that
∥Mϵr f ∥L∞ ≤ Cϵ

|α|≤dim(G)
∥RαΦ∥L1w∥ f ∥L∞ ,
which is enough to guarantee sampling results for the reproducing kernel subspace
{ f ∈ L∞(G) | f = f ∗ Φ}.
3. Coorbit spaces on lie groups
In this section, we apply the sampling theorems from Section 2 to a certain class of repro-
ducing spaces. These spaces are images of Banach spaces of distributions (the so-called coorbit
spaces) under a wavelet transform. Similar sampling theorems are known for spaces related to
irreducible and integrable representations [15,16,24]. We replace the integrability condition with
smoothness arguments which also apply to non-integrable and non-irreducible cases.
3.1. Construction of coorbit spaces
Let S be a Fre´chet space and let S∗ be the conjugate linear dual equipped with the weak∗
topology. We assume that S is continuously embedded and weakly dense in S∗. The conjugate
dual pairing of elements v ∈ S and φ ∈ S∗ will be denoted by ⟨φ, v⟩. As usual define the
contragradient representation (π∗, S∗) by
⟨π∗(x)φ, v⟩ = ⟨φ, π(x−1)v⟩.
Then π∗ is a continuous representation of G on S∗. For a fixed vector u ∈ S define the linear
map Wu : S∗ → C(G) by
Wu(φ)(x) = ⟨φ, π(x)u⟩.
The map Wu is called the voice transform or the wavelet transform.
Let B be a left invariant Banach function space for which convergence in norm implies
convergence locally in measure. In [6], we listed minimal conditions ensuring that spaces of
the form
CouS B = {φ ∈ S∗ | Wu(φ) ∈ B}
equipped with the norm ∥φ∥ = ∥Wu(φ)∥B are π∗-invariant Banach spaces. The space CouS B is
called the coorbit space of B related to u and S.
Assumption 3.1. Assume that there is a non-zero cyclic vector u ∈ S satisfying the following
properties
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(R1) the reproducing formula Wu(v) ∗ Wu(u) = Wu(v) is true for all v ∈ S,
(R2) the mapping B ∋ F → G F(x)Wu(u)(x−1) dx ∈ C is continuous,
(R3) if F = F ∗ Wu(u) ∈ B then the mapping S ∋ v →

F(x)⟨π∗(x)u, v⟩ dx ∈ C is in S∗,
(R4) the mapping S∗ ∋ φ →  ⟨φ, π(x)u⟩⟨π∗(x)u, u⟩ dx ∈ C is weakly continuous.
A vector u satisfying Assumption 3.1 is called an analysing vector.
The subspace Bu of B defined by
Bu = {F ∈ B | F = F ∗ Wu(u)},
is a reproducing kernel Banach space with reproducing kernel Φ = Wu(u). By [6], it follows that
CouS B is Wu : CouS B → Bu is an isometric isomorphism intertwining π∗ and left translation.
3.2. Frames and atomic decompositions through smoothness arguments
We now list conditions ensuring that we can obtain a frame inequality for coorbit spaces from
Theorem 2.9. It is our aim to keep these conditions as minimal as possible in order to apply
them in cases where the original coorbit theory [15] cannot provide frames (for example, when
convolution with the reproducing kernel is not continuous on the solid Banach function space
B). A vector u ∈ S is called π -weakly differentiable in the direction X ∈ g if there is a vector
denoted π(X)u ∈ S such that for all φ ∈ S∗
⟨φ, π(X)u⟩ = d
dt

t=0
⟨φ, π(et X )u⟩.
Fix again a basis {X i }dim Gi=1 for g, then for a multi-index α we define π(Dα)u (when it makes
sense) by
⟨φ, π(Dα)u⟩ = ⟨φ, π(Xα(k))π(Xα(k−1)) · · ·π(Xα(1))u⟩.
Note that if f (x) = Wu(v)(x), then Rα f (x) = Wπ(Dα)u(v)(x).
Assumption 3.2. Assume there is a non-zero cyclic vector u ∈ S satisfying Assumption 3.1.
Also assume that u is π -weakly differentiable up to order dim(G) and that
(D1) there are non-zero constants cα such that Wu(v) ∗ Wπ(Dα)u(u) = cαWπ(Dα)u(v) for all
v ∈ S,
(D2) the mapping S∗ ∋ φ →  ⟨φ, π(x)u⟩⟨π∗(x)u, π(Dα)u⟩ dx ∈ C is weakly continuous,
(D3) the mappings Bu ∋ F → F ∗ Wπ(Dα)u(u) ∈ B are continuous for all |α| ≤ dim(G).
Remark 3.3. Notice that for α = 0, the properties (D1) and (D2) correspond to (R1) and (R4),
respectively. The condition (D2) is used to extend the convolution relation from (D1) to all
v ∈ S∗.
Theorem 3.4. Let B be a solid and left and right invariant Banach function space for which
right translations are continuous. If u ∈ S satisfies Assumption 3.2, then we can choose ϵ small
enough that for any Uϵ-relatively separated set {xi } there are 0 < A1 ≤ A2 <∞ such that
A1∥φ∥CouS B ≤ ∥{⟨φ, π(xi )u⟩}∥B# ≤ A2∥φ∥CouS B .
If convolution with Wu(u) is continuous on B, then π(xi )u is a frame for CouS B with
reconstruction operator
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φ = W−1u T−11

i
Wu(φ)(xi )ψi ∗ Wu(u)

where {ψi } is any Uϵ-BUPU for which supp(ψi ) ⊆ xiUϵ and T1 is defined as in Theo-
rem 2.11 with Φ = Wu(u).
Proof. Let us first show that (D1) and (D2) ensure that
Wu(φ) ∗ Wπ(Dα)u(u) = cαWπ(Dα)u(φ)
for φ ∈ S∗. Let vβ be a net in S converging to φ. Then
cαWπ(Dα)u(φ)(x) = lim
β
cαWπ(Dα)u(vβ)(x)
= lim
β
Wu(vβ) ∗ Wπ(Dα)u(u)(x)
= lim
β

⟨vβ , π(xy)u⟩⟨π∗(y)u, π(Dα)u⟩ dy
= lim
β

⟨π∗(x−1)vβ , π(y)u⟩⟨π∗(y)u, π(Dα)u⟩ dy
=

⟨π∗(x−1)φ, π(y)u⟩⟨π∗(y)u, π(Dα)u⟩ dy
=

⟨φ, π(y)u⟩⟨u, π(y−1x)π(Dα)u⟩ dy
= Wu(φ) ∗ Wπ(Dα)u(u)(x).
Therefore, if φ ∈ CouS B we have
Wπ(Dα)u(φ) = 1cα Wu(φ) ∗ Wπ(Dα)u(u),
and the continuity requirement (D3) ensures that Wπ(Dα)u(φ) ∈ B, and
∥Wπ(Dα)u(φ)∥B ≤ Cα∥Wu(φ)∥B .
By Theorem 2.6, there is a constant Cϵ such that
∥Mϵr Wu(φ)∥B ≤ Cϵ∥Wu(φ)∥B,
with Cϵ → 0 as ϵ → 0. Theorem 2.9 shows that there are A1, A2 such that
A1∥φ∥CouS B ≤ ∥{⟨φ, π(xi )u⟩}∥B# ≤ A2∥φ∥CouS B,
which proves the norm equivalence. If convolution with Wu(u) is continuous on B the
reconstruction operator can be found using Theorem 2.11. 
Remark 3.5. For B = L p(G), the sequence space is B# = ℓp and in this case a reconstruction
operator is automatic when the frame inequality is given (see [27]). Continuity of convolution
with Wu(u) is not necessary in this case.
In the following, we will make use of this slightly stronger assumption which implies both
(R2) and (R3):
(R2/3) the mapping B × S ∋ (F, v) → G F(x)⟨π∗(x)u, v⟩ dx ∈ R is continuous.
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To obtain frames and atomic decompositions via Theorems 2.13 and 2.14 we will need to
introduce differentiability with respect to π∗. A vector φ ∈ S∗ is called π∗-weakly differentiable
in the direction X ∈ g if there is a vector denoted π∗(X)φ ∈ S∗ such that for all v ∈ S
⟨π∗(X)φ, u⟩ = d
dt

t=0
⟨π∗(et X )φ, u⟩.
For a multi-index α define π∗(Dα)u (when it makes sense) by
π∗(Dα)u = π∗(Xα(k))π∗(Xα(k−1)) · · ·π∗(Xα(1))u.
We note that if f (x) = Wu(φ)(x) then Lα f (x) = (−1)|α|Wu(π∗(Dα)φ)(x).
Theorem 3.6. Let u ∈ S be a π∗-weakly differentiable vector satisfying Assumption 3.1 and
(R2/3) and let B be a solid left and right invariant Banach function space for which right
translation is continuous. Assume that B ∋ F → F ∗ |Wu(π∗(Dα)u)| ∈ B are continuous
for |α| ≤ dim(G). We can choose ϵ small enough that for any Uϵ-relatively separated set {xi }
and any φ ∈ CouS B we have (λi and T2 are defined as in Theorem 2.13 with Φ = Wu(u))
φ =

i
λi (T
−1
2 Wu(φ))π(xi )u
with convergence in S∗. The convergence is in CouS B if Cc(G) are dense in B.
Proof. Theorem 2.13 gives that for φ ∈ CouS B we have
Wu(φ)(x) =

i
λi (Wu(φ))ℓxi Wu(u)(x) (12)
with pointwise convergence. Furthermore, we know from [6] that
⟨φ, v⟩ =

G
Wu(φ)(x)⟨π∗(x)u, v⟩ dx .
Let φP be the vector in S∗ defined by the partial sum
φP =

i∈P
λi (Wu(φ))π
∗(xi )u.
By solidity of B and the calculations in (9) we see that Wu(φP ) is dominated by
|Wu(φP )(x)| ≤ µ(U )−1

i
|λi (Wu(φ))|1xi U

∗ (Mϵℓφ + |φ|)(x). (13)
The solidity of B shows that φP ∈ CouS B and the Lebesgue dominated convergence theorem
applies to obtain
lim
P→∞⟨φP , v⟩ = limP→∞

G
Wu(φP )(x)⟨π∗(x)u, v⟩ dx
=

G
lim
P→∞ Wu(φP )(x)⟨π
∗(x)u, v⟩ dx
=

G
Wu(φ)(x)⟨π∗(x)u, v⟩ dx
= ⟨φ, v⟩.
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To apply the dominated convergence theorem we used that the right hand side of (13) is in B
and thus its product with ⟨π∗(x)u, v⟩ is integrable due to assumption (R2/3) and the solidity of
B. This shows that φP converges to φ in weak∗ topology of S∗. If Cc(G) is dense in B then the
convergence in (12) is in B-norm and (R2/3) ensures that φP → φ in CouS B-norm. 
The following result can be obtained in a similar fashion and we leave the proof to the
reader.
Theorem 3.7. Let B be a solid left and right invariant Banach function space for which right
translation is continuous. Let u ∈ S be both π - and π∗-weakly differentiable vector satisfy-
ing Assumption 3.1 and (R2/3). Assume that B ∋ F → F ∗ |Wu(π(Dα)u)| ∈ B and B ∋ F →
F ∗ |Wπ(Dα)u(u)| ∈ B are continuous for |α| ≤ dim(G). Then we can choose ϵ small enough
that for any Uϵ-relatively separated set {xi }
φ =

i
ci (T
−1
3 Wu(φ))(xi )π(xi )u
with convergence in S∗. The constants ci and the operator T3 are defined as in Theorem 2.14 with
Φ = Wu(u). The convergence is in CouS B if Cc(G) are dense in B.
Example 3.8 (Besov Spaces on Forward Light Cones). Let B(x, y) be the bilinear form on Rn
given by
B(x, y) = xn yn − xn−1 yn−1 − · · · − x1 y1
and let SO0(n − 1, 1) be the closed connected subgroup of GL(n,R) which leaves B invariant.
The forward light cone is the subset Λ of Rn satisfying
Λ = {(x1, . . . , xn) | B(x, x) > 0, xn > 0}
with determinant given by
det(x) = B(x, x).
Define the Fourier transform by
f (w) = F( f )(w) = 1√
2π
n

Rn
f (x)e−i B(x,w) dx
for f ∈ L1(Rn) and extend it to a unitary mapping on L2(Rn). Denote by SΛ the space of rapidly
decreasing smooth functions on Rn whose Fourier transform is supported on the closure of the
cone. The topology on SΛ is induced by the semi-norms
∥ f ∥k,l = sup
|α|≤k
sup
x∈Rn
|∂α f (x)|(1+ |x |2)l ,
where α is a multi-index and k, l ≥ 0 are integers. In [1] the Besov spaces on the light cone
are defined as follows: let ψ j be a Littlewood–Paley decomposition of the cone subordinate to a
Whitney cover with lattice points w j . For 1 ≤ p, q <∞, define the norm
∥ f ∥B p,qs =

j
det(w j )−s∥ f ∗ ψ j∥qp
1/q
,
then the space B p,qs consist of the f ∈ S ′Λ for which ∥ f ∥B p,qs <∞.
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The matrix group H = R+SO0(n − 1, 1) acts transitively on Λ by matrix multiplication and
for e = (0, . . . , 0, 1) ∈ Λ and h ∈ H define
D(h) = det(h · e).
Denote the left Haar measure on H by dh. The group G = H nRn has a natural representation
on SΛ given by
π(h, b) f (x) = D(h)−n/2 f (h−1(x − b)).
For example, by [21,11,3] the representation π comes from a square-integrable representation.
Denote by L p,qs (G), the space of measurable functions f on the group for which
∥ f ∥L p,qs =

H

Rn
| f (h, b)|p db
q/p
D(h)s−n dh
1/q
<∞.
For u ∈ SΛ with compactly supported Fourier transform it was shown in [6] that
SΛ ∋ v → Wu(v)(h, b) ∈ L p,qs
is continuous for all p, q ≥ 1 and s ∈ R. This was used to show that for u properly normalized
the coorbit space
CouSΛL
p,q
s = {Φ ∈ S ′Λ | Wu(Φ) ∈ L p,qs }
corresponds to the Besov space B p,qn−s−nq/2 with equivalent norms. We note that for any multi-
index α the vector π(Dα)u is also in SΛ and has compactly supported Fourier transform.
Therefore, both Wu(π(Dα)u) and Wπ(Dα)u(u) are in L
1,1
s for all s ∈ R. It is enough to verify the
continuities required to apply Theorems 3.4, 3.6 and 3.7 in order to obtain the frames and atomic
decompositions left out of [6] (with reference to the paper at hand).
3.3. Square integrable representations and smooth vectors
In this section, we will focus on square integrable group representations and smooth vectors.
In particular, we will show that Ga˚rding vectors provide an easy route to atomic decompositions
and frames.
A unitary irreducible representation (π,H) is square integrable if there is a non-zero u ∈
H such that the function Wu(u)(x) = (u, π(x)u) is in L2(G). Any such vector u is called
admissible. Duflo and Moore [10] proved the following.
Theorem 3.9 (Duflo–Moore). If (π,H) is square integrable, then there is a positive densely
defined operator C with domain D(C) such that Wu(u) is in L2(G) if and only if u ∈ D(C).
Furthermore, if u1, u2 ∈ D(C) then
G
(v1, π(x)u1)(π(x)u2, v2) dx = (Cu2,Cu1)(v1, v2).
By choosing u such that ∥Cu∥ = 1 we automatically obtain a reproducing formula
Wu(v) ∗ Wu(u) = Wu(v)
for all v ∈ H .
A vector v ∈ H is called smooth if the mapping
G ∈ x → π(x)v ∈ H
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is smooth in the norm topology of H. The space of smooth vectors is denoted H∞π and is a
Fre´chet space when equipped with the seminorms [23,34]
∥v∥k = sup
|α|≤k
∥π(Dα)v∥H.
The following statement is an extension of a result found in [5] without proof.
Lemma 3.10. If u ∈ H∞π is in the domain of the operator C from Theorem 3.9, then for all
v ∈ H∞π the map
H−∞π ∋ φ →

⟨φ, π(x)u⟩⟨π(x)u, v⟩ dx ∈ C
is continuous in the weak topology. Thus both (R4) and (D2) are satisfied.
Proof. For vectors v inH∞π and w ∈ H the dual pairing ⟨w, v⟩ is the inner product (w, v) onH.
For v ∈ H∞π , we have
H ∈ w →

(w, π(x)u)(π(x)u, v) dx = Cu(w, v)
and therefore the weakly defined vector
π(Wu(v)
∨)u =

(π(x)u, v)π(x)u dx = Cuv ∈ H∞π .
This proves the statement of the lemma. 
Example 3.11 (Bergman Spaces). For the details of the following statements check [6]. Let D
be the unit disc in C equipped with area measure dz. For 1 ≤ p < ∞ and σ > 1 the Bergman
spaces are the classes of holomorphic functions
Apσ (D) =

f ∈ O(D)| ∥ f ∥p
Apσ (D)
=

D
| f (z)|p(1− |z|2)σ−2 dz <∞

.
Let G ⊆ SU (1, 1) be the group consisting of matrices
α β
β¯ α¯

= 1
2

a + a−1 + ib b + i(a − a−1)
b − i(a − a−1) a + a−1 − ib

, a > 0, b ∈ R.
For real numbers s > 1, the pairing
(u, v)s = s − 1
π

D
u(z)v(z)(1− |z|2)s−2 dz
= s − 1
π

D
u(reiθ )v(reiθ )(1− r2)s−2r dr dθ
is an inner product on the Hilbert space
Hs = A2s (D) = {v ∈ O(D)|(v, v)s <∞}.
The discrete series representations (πs,Hs) are defined by
πs

α β
β¯ α¯

v(z) = (−β¯z + α)−sv

α¯z − β
−β¯z + α

.
These representations πs are square integrable for all s > 1 and integrable for s > 2.
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Given the submultiplicative weight wr (a, b) = 2r [(a + a−1)2 + b2]r/2 for r ≥ 0, let L pr (G)
denote the space
L pr (G) =

f | ∥ f ∥L pr =

| f (a, b)wr (a, b)|p da db
a2
1/p
<∞

.
The space of smooth vectors in Hs will be denoted by H∞s and for v ∈ H∞s , we have
|Wu(v)(x)| ≤ Cv|Wu(u)(x)|
and also
L pr (G) ∋ F → F ∗ |W su (u)| ∈ L pr (G)
is continuous for s > r + 2/p. This is used to show that for 1 < (s − r)p/2 < (s − 1)p + 1
the space Ap(s−r)p/2(D) corresponds to the coorbit Co
u
H∞s L
p
r (G) up to equivalence of norms. To
obtain atomic decompositions, all we need to know is that π(Dα)u ∈ H∞s and so
|W sπ(Dα)u(u)(x)| ≤ Cα|W su (u)(x)| and |W su (π(Dα)u)(x)| ≤ Cα|W su (u)(x)|.
This proves that all the continuities of Theorems 3.4, 3.6 and 3.7 are satisfied. In [6], we provided
frames and atomic decompositions for the Bergman spaces, but obtained the oscillation estimates
via a different method. Notice that for 1 < s ≤ 2 the reproducing kernel W su (u) is not integrable.
3.4. Application of Ga˚rding vectors
In the following discussion, we let (π,H) be a square integrable representation with smooth
vectors S = H∞π . Also B is a solid Banach function space on which left and right translation are
continuous.
For any u ∈ H and any g ∈ C∞c (G) the vector π(g)u defined by
π(g)u =

g(x)π(x)u dx
is smooth and called a Ga˚rding vector. Furthermore, it is strongly differentiable of all orders in
the topology of H∞π (and thus both π - and π∗-weakly differentiable). If u is admissible then
using the notation g∗(x) = g(x−1) it follows that
Wπ(g)u(π(g)u) = g ∗ Wu(u) ∗ (g∗) ∈ L2(G),
which shows that any Ga˚rding vector π(g)u with g ≠ 0 is also admissible.
Assume there is an admissible u ∈ H such that
B ×H∞π ∋ (F, v) →

F(x)(π(x)u, v) dx ∈ C
is continuous. Letu be the normalized Ga˚rding vectoru = 1∥Cπ(g)u∥π(g)u, thenu is cyclic in S
by irreducibility and
Wu(v) ∗ Wu(u) = Wu(v)
is true for all v ∈ H. Furthermore, the mapping
B ×H∞π ∋ (F, v) →

F(x)(π(x)u, v) dx ∈ C
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is continuous due to the fact that
F(x)Wπ(g)u(v)(x
−1) dx =

F ∗ g(y)(π(y)u, v) dy
and the continuity of right translation on B. Together with Lemma 3.10 this proves that
Assumption 3.1 is satisfied and the coorbit space Co
H∞πu B is a π∗-invariant Banach space. We
now aim at obtaining frames and atomic decompositions for the space Co
H∞πu B. For this we make
the assumption that the mapping
B ∋ F → F ∗ Wu(u) ∈ B
is continuous. By the continuity of left and right translations on B and [33, Theorem 3.29], it
follows that
B ∋ F → F ∗ Wπ(Dα)π(g)u(π(g)u) = F ∗ g ∗ Wu(u) ∗ Rα(g∗) ∈ B
is also continuous. This ensures the validity of (D3). Since the vector π(Dα)π(g)u is admissible,
it follows that (D1) is automatically satisfied and furthermore Lemma 3.10 proves (D2). This
means that Theorem 3.4 applies. If in addition convolution with |Wu(u)| is continuous on B then
a similar argument enables us to apply Theorems 3.6 and 3.7 for the Ga˚rding vector.
Remark 3.12. Note that we need not necessarily work with the smooth vectors H∞π . Here w is
a submultiplicative weight satisfying certain constraints and consider fixed a vector u ∈ H such
that Wu(u) ∈ L1w(G). In the coorbit theory introduced by Feichtinger and Gro¨chenig [15], the
space
S = H1w = {v ∈ H | Wu(v) ∈ L1w(G)}
is used in the construction of coorbit. In order to obtain sampling theorems one needs to choose
the analysing vector in the space
Bw = {u ∈ H | Wu(u), Mϵr Wu(u), Mϵl Wu(u) ∈ L1w}.
Our calculations show that if Wu(u) ∈ L1w(G) then any Ga˚rding vector π(g)u is in Bw. It
is therefore natural to use Ga˚rding vectors in the discretization machinery of Feichtinger and
Gro¨chenig.
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