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Les marche´s financiers ont connu, graˆce aux e´tudes re´alise´es durant les trois dernie`res
de´cennies, une expansion conside´rable et ont vu l’apparition de produits de´rive´s di-
vers et varie´s. Les plus utilise´s parmi ces produits de´rive´s sont les options ame´ricaines.
Une option ame´ricaine est par de´finition une option qu’on a le droit d’exercer avant
l’e´che´ance convenue T . Les plus basiques sont le put ou le call ame´ricain (respec-
tivement option de vente (K − x)+ ou d’achat (x − K)+). Une question de´coule
naturellement de la de´finition de l’option ame´ricaine ;
A` quel moment est-il optimal d’exercer son option ?
La re´ponse a` cette question a e´te´ clarifie´e graˆce a` diffe´rents travaux. Dans la plupart
de ces travaux, on se place sous l’hypothe`se d’absence d’opportunite´ d’arbitrage.
Dans le cadre de la the´orie des martingales (voir [8, 9, 13]), l’absence d’opportunite´
d’arbitrage se traduit par l’existence d’une probabilite´ e´quivalente dite probabilite´
risque neutre, sous laquelle, les processus mode´lisant les prix actualise´s des actifs
risque´s sont des martingales. On note St le processus de´crivant le prix d’un actif
risque´ (risky asset). On supposera donne´e une probabilite´ risque neutre, sous la-
quelle St = S0e
Xt = ex0+Xt avec x0 = ln(S0) et Xt un processus de Le´vy. Sans perte
de ge´ne´ralite´, on peut conside´rer, modulo un changement de variable logarithmique,
la fonction pay-off comme une fonction de (Xx0t ) avec X
x0
t = x0 + Xt. La the´orie
moderne des options ame´ricaines due a` Bensoussan [2] et a` Karatzas [16] relie la
valeur d’une option ame´ricaine a` la the´orie de l’arreˆt optimal. Le prix d’une option
ame´ricaine d’e´che´ance T et de pay-off f (fonction de Xx0t ), a` une date t ≤ T , est
donne´ par l’enveloppe de Snell du processus e−rsf(Xx0s ) (la plus petite surmartingale
majorant ce dernier), qui dans le cadre Markovien (voir [10]), est donne´e par









ou` Tt,T est l’ensemble des F-temps d’arreˆt a` valeurs dans [t, T ], avec F la filtration
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6naturelle de (Xt)t≥0 et la fonction uf est de´finie pour tout (t, x) ∈ [0, T ] × Rn,
par
uf (t, x) = sup
τ∈Tt,T
E(e−r(τ−t)f(Xx0τ )|Xt = x− x0) = sup
τ∈T0,T−t
E(e−rτf(Xxτ )).
On a aussi une caracte´risation du plus petit temps d’arreˆt optimal τ ∗ (voir[11]),
par
τ ∗ = inf {s ∈ [0, T − t], uf (t+ s,Xxs ) = f(Xxs )} .
On obtient donc,
uf (t, x) = E(e
−rτ∗f(Xxτ∗)).
Le prix d’une option ame´ricaine peut e´galement eˆtre vu comme e´tant la solution
d’une ine´quation variationnelle faisant intervenir le ge´ne´rateur infinite´simal AX du
processus X (voir [3, 15] et [29, 21, 22] dans le cas des mode`les exponentiels de Le´vy




+AXuf − rf = 0 sur {uf > f}
∂uf
∂t
+AXuf − rf ≤ 0 sur {uf = f}
uf (T, .) = f
Comme on peut le voir, les deux caracte´risations du prix de l’option ame´ricaine font
intervenir l’ensemble crucial
E = {(t, x) ∈ [0, T ]× Rd, uf (t, x) = f(x)}.
Cet ensemble est appele´ la re´gion d’exercice et comme son nom l’indique, il repre´sente
exactement la re´ponse a` la question pose´e plus haut. On note Et = {x, (t, x) ∈ E} ses
t-sections. Etant donne´ l’importance du roˆle que joue cette re´gion aussi bien dans
le pricing de l’option ame´ricaine que dans l’e´laboration de strate´gies optimisant les
gains d’un de´tenteur d’une telle option, elle a e´te´ tre`s toˆt l’objet de nombreuses
e´tudes, surtout dans le cadre du mode`le de Black Scholes.
La frontie`re de la re´gion d’exercice (frontie`re libre) n’e´tant pas explicite, meˆme dans
le cas du mode`le de Black Scholes unidimensionnel, de nombreuses e´tudes se sont
ainsi inte´resse´es a` sa caracte´risation (voir [17, 14, 1, 26] et [5, 35, 6] pour le cas
7multidimensionnel). Pour mieux les comprendre, le comportement de la frontie`re
pre`s de l’e´che´ance a aussi e´te´ largement e´tudie´. Ainsi dans le cas unidimensionnel,
les t-sections de la re´gion d’exercice d’un put ame´ricain s’e´crivent{
x ∈ R+; x ≤ b(t)} ,
ou` b(t) est une fonction continue strictement croissante sur [0, T [ (voir [12, 28, 21])
qu’on appelle le prix critique d’un put ame´ricain. La limite du prix critique b(t)
quand t tend vers l’e´che´ance T est caracte´rise´e dans ([28, 17]) par






K si r − δ ≤ 0
K si r − δ > 0 ,
avec r > 0 le taux d’inte´reˆt sans risque, δ ≥ 0 le taux de dividende et K le Strike du
Put. Dans le cas multidimensionnel, on a une caracte´risation de la re´gion d’exercice
limite ET d’une option d’achat ou de vente sur un panier d’actifs (〈x, α〉−K)+ (voir
[35]).
On ne s’est pas inte´resse´ uniquement a` l’identification de la limite du prix critique,
mais il y a eu aussi plusieurs travaux dans lesquels on s’est e´galement inte´resse´ a` la
vitesse de convergence vers cette limite. En effet, Barles et al.[1] et Lamberton[19] se
sont penche´s sur l’e´tude de cette proble´matique. Dans le mode`le de Black Scholes,
dans le cas ou` r > 0 et δ = 0. Le re´sultat qu’ils ont obtenu s’e´tend au cas ou` δ > 0 et
r− δ > 0 (voir [36]). Les cas ou` r− δ < 0 et r− δ = 0 ont e´te´ e´tudie´s par Lamberton






(T − t)| ln(T − t)| si r − δ > 0 (b(T ) = K),√
2
√
(T − t)| ln(T − t)| si r − δ = 0 (b(T ) = K),
y0
√
(T − t) si r − δ < 0 (b(T ) < K),
ou` 0 < y0 < 1.
D’autre part l’e´tude des processus de Le´vy a aussi connu une grande effervescence
ces dernie`res de´cennies. Leur grande flexibilite´ (asyme´trie, e´paisseur des queues de
distribution, discontinuite´s des trajectoires ...) d’une part et leur nature Markovienne
homoge`ne en temps, font d’eux des processus ide´aux pour la mode´lisation financie`re.
Ainsi les options ame´ricaines ont e´te´ e´tudie´es dans le cadre de mode`les exponentiels
8de Le´vy plus larges que le mode`le de Black Scholes et plusieurs des re´sultats e´tablis
dans le cadre Black Scholes leur ont e´te´ ge´ne´ralise´s.
Pham [29] donne une caracte´risation du prix d’un put ame´ricain, dans le cadre Jump-
diffusion, a` l’aide une ine´quation variationnelle. Ce re´sultat a e´te´ de´montre´ (voir [23])
dans un cadre plus large d’un processus de Le´vy en s’affranchissant de la condition
σ 6= 0.
En effet, si on note ξ la solution de l’e´quation rK− δx− ∫ (xey−K)+ν(dy) = 0 avec
ν la mesure de Le´vy du processus X, alors




ξ si r − δ − ∫ (ey − 1)+ν(dy) ≤ 0
K si r − δ − ∫ (ey − 1)+ν(dy) > 0 .
Pham [29] s’est inte´resse´ aussi a` sa vitesse de convergence dans le cas ou` l’on conside`re
un mode`le a` sauts, plus pre´cise´ment un processus X Jump-diffusion, sous des hy-
pothe`ses r−∫ (ey−1)+ν(dy) > 0 et δ = 0, il a montre´ que la vitesse restait inchange´e





(T − t)| ln(T − t)|,
Ce qui se traduit par le fait que les sauts n’ont aucune influence sur le comportement
asymptotique du prix critique. Ces re´sultats restent vrais dans le cas ou` δ > 0 et
r−δ−∫ (ey−1)+ν(dy) > 0 (voir [23]). Toujours dans le cas r−δ−∫ (ey−1)+ν(dy) > 0,
Lamberton et Mikou s’inte´ressent, dans [23], a` des processus de Le´vy sans terme de
diffusion (σ = 0). Ils e´tudient, entre autres, un certain type de processus ayant un





C(T − t) 1α | ln(T − t)|1− 1α ,
avec C > 0.
Dans ce travail, nous nous inte´ressons a` l’e´tude des options ame´ricaines dans le cadre
des mode`les exponentiels de Le´vy. Notre contribution a` ces travaux, a` travers cette
the`se, consiste en :
Premie`rement, e´tendre, a` des fonctions de gain non borne´es de´finies sur Rd,une ca-
racte´risation du prix de l’option ame´ricaine associe´e a` l’aide d’une ine´quation varia-
tionnelle. Ceci est une conse´quence d’une caracte´risation analytique de la proprie´te´
9de surmartingale a` l’aide du ge´ne´rateur infinite´simal du processus de Le´vy e´tabli
ante´rieurement (chapitre 1).
Deuxie`mement, nous donnons quelques proprie´te´s des re´gions d’exercice ainsi qu’une
condition ne´cessaire et suffisante pour que la re´gion d’exercice soit non vide (re´sultat
e´tabli dans le cadre Black Scholes dans [35]). Ensuite, on regarde de plus pre`s le
cas d’options d’achat ame´ricaines sur un panier d’actifs. Nous montrerons une pro-
prie´te´ de continuite´ par rapport au temps des t-sections ainsi que certaines de leurs
proprie´te´s topologiques. Nous caracte´riserons aussi la re´gion limite des t-sections
(chapitre 2).
Troisie`mement, nous nous replac¸ons dans le cas d’un put unidimensionnel et nous
e´tudions la vitesse de convergence du prix critique, dans un cadre Jump-diffusion,
dans les cas ou` r − δ − ∫ (ey − 1)ν(dy) ≤ 0. Nous montrerons, notamment, qu’a`
l’encontre du cas ou` r − δ − ∫ (ey − 1)ν(dy) > 0 (voir [23, 29]), les sauts ne sont pas
toujours sans conse´quences sur la vitesse de convergence du prix critique (chapitre
3).
Quatrie`mement, on s’inte´ressera a` la vitesse de convergence du prix critique d’un
put ame´ricain dans un mode`le ou` le processus de Le´vy n’a pas de terme de diffusion
(σ = 0) mais qui, pre`s de l’origine, a un comportement proche de celui d’un α-stable
(chapitre 4). Le cas ou` b(T ) = K a e´te´ e´tudie´ dans [23], nous nous inte´resserons donc
dans le chapitre 4 au cas ou` d+ < 0
La deuxie`me partie de cette the`se est inde´pendante de la premie`re et est consacre´e
a` la valorisation de la CAV (Credit Valuation Adjustement). En effet, apre`s la crise
e´conomique de 2007, plusieurs lois ont e´te´ e´mises pour une meilleure re´gulation fi-
nancie`re. Parmi les mesures les plus importantes sont celles prises a` Baˆle III qui
conside`rent le calcul de la CVA comme une partie importante des re`gles pruden-
tielles. Dans une transaction financie`re entre une partie A qui doit payer a` une autre
partie B une certaine somme V , la valeur de la CVA est le prix du contrat d’assurance
qui couvre le de´faut de paiement de la somme entie`re par la partie A. Formellement,














ou` R (suppose´e e´gale a` ze´ro dans ce document) est le recouvrement a` faire sur le
portefeuille, s’il y a de´faut de la contrepartie, Et de´signe l’espe´rance conditionnelle
sachant toute l’information disponible a` la date t, le processus Vt mode´lise la valeur
de l’exposition, τ est le temps de de´faut de la contrepartie, T est la maturite´ de la
protection et la fonction ”partie positive” est note´e par (.)+ ou (.)+. Donc, dans un
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cadre ou` on suppose l’inde´pendance entre le temps de de´faut τ et l’exposition Vt, la









La simulation de la CVA entraˆıne donc la simulation des trajectoires de Vu et conduit
a` un proble`me d’approximation de l’espe´rance conditionnelle.
Outre le fait que l’hypothe`se d’inde´pendance entre le temps de de´faut τ et l’exposition
Vt n’est pas tre`s re´aliste, une difficulte´ supple´mentaire subsiste dans le fait que le
portefeuille d’exposition Vt peut contenir, non seulement des actifs, mais aussi des
contrats europe´ens et ame´ricains. Dans le cas ou` il n’y a pas d’e´change de contrats
ame´ricains, la me´thode Monte Carlo ”carre´” (MC2) est une me´thode de re´fe´rence
car elle est paralle´lisable (d’un point de vue imple´mentation) et suffisamment pre´cise
pour un choix standard du nombre de trajectoires. Lorsque le portefeuille contient des
contrats ame´ricains, on a recours aux algorithmes fonde´s sur la re´gression. L’avantage
de ces me´thodes provient de leur rapidite´, ne´anmoins on ne dispose pas de fac¸on
standard du choix de la base de re´gression pour les diffe´rents mode`les et contrats.
De plus, ces me´thodes ne sont pas efficaces pour des mode`les a` grande dimension et
ne permettent pas le calcul de sensibilite´s.
Dans cette partie, on pre´sentera un travail fait conjointement avec L. A. Abbas-Turki
et M. A. Mikou dans lequel nous de´veloppons une me´thode base´e sur le calcul de










0 = zi, i = 1, .., d, (2)
ou` ri sont des constantes et σ(t) = {σij(t)}1≤i,j≤d est une matrice triangulaire
de´terministe ({σij(t)}i<j = 0), inversible, borne´e et uniforme´ment elliptique. Nous
verrons que les re´sultats obtenus peuvent eˆtre e´tendus a` d’autres mode`les et qu’il
est possible d’utiliser le calcul de Malliavin pour simuler la densite´ backward des
processus.
Nous exposerons une e´tude de´taille´e de la complexite´ de notre me´thode compare´e
aux MC2 et les me´thodes fonde´es sur la re´gression.
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Dans ce premier chapitre, nous commenc¸ons par rappeler la de´finition d’un processus
de Le´vy ainsi que certaines de ces proprie´te´s qui nous seront utiles tout le long de
ce document. Ensuite, nous pre´senterons les hypothe`ses de notre cadre de travail et
nous e´largirons ainsi le champ d’action du ge´ne´rateur infinite´simal afin de l’appli-
quer a` certaines fonctions qui ne sont ni borne´es ni C2. On caracte´risera a` l’aide du
ge´ne´rateur infinite´simal une condition suffisante et ne´cessaire pour qu’un processus
(f(Xt))t≥0 soit une surmartingale. Enfin, comme application de cette caracte´risation,
nous montrerons que le prix d’une option ame´ricaine, dont le pay-off est continu et
ve´rifie certaines hypothe`ses d’inte´grabilite´, est l’unique solution au sens des distri-
butions d’une certaine ine´quation variationnelle qu’on pre´cisera.
1.1 Processus de Le´vy
1.1.1 De´finitions et proprie´te´s
Un processus (Xt)t≥0 de´fini sur un espace de probabilite´ (Ω,F ,P), a` valeurs dans Rd
est appele´ un processus de Le´vy, si
a) ses accroissements (Xt −Xs) sont stationnaires (homoge`nes) et inde´pendants,
b) il est P-presque suˆrement issu de 0, P(X0 = 0) = 1,
c) il est continu stochastiquement, ∀ǫ > 0,P(|Xt −Xs| > ǫ) −→
t→s
0,
d) ses trajectoires sont P-presque suˆrement ca`dla`g (continue a` droite limite a` gauche),
15
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ou` |.| de´signe la norme euclidienne sur Rd.
Remarque:
La proprie´te´ d) n’est pas essentielle car un processus de Le´vy en loi, c’est a` dire
ve´rifiant a), b) et c), admet une modification ca`dla`g (voir [33], chapitre 2) .
On de´signera, dore´navant par F la filtration {Ft}t≥0, ou` Ft = σ(F0t ,N ), F0t =
σ(Xs , s ≤ t) et N l’ensemble des parties P-ne´gligeables. La filtration F est une
filtration continue a` droite, pour tout t ≥ 0, Ft = ∩s>tFs.
Graˆce a` la de´composition de Le´vy-Itoˆ, un processus de Le´vy X peut s’e´crire comme
somme de trois processus inde´pendants
X = X1 +X2 +X3
X1 repre´sente la partie diffuse du processus,
X1t = γt+ ΣBt,
avec Bt un mouvement brownien d-dimensionnel, Σ = (σi,j)1≤i,j≤d et γ un
vecteur de Rd, on notera A = ΣtΣ.















La mesure J est la mesure rendant compte des sauts de X, c’est une mesure ale´atoire
de Poisson sur R+×Rd\{0} d’intensite´ dsν(dy). La mesure J˜ est la mesure compense´
de J , J˜(ds, dy) = J(ds, dy) − dsν(dy), la mesure ν est appele´e mesure de Le´vy et
ve´rifie
∫
Rd\{0} |y|2 ∧ 1ν(dy) <∞.
La loi du processus de Le´vy X est caracte´rise´e par le triplet (A, γ, ν) ou par son









ei〈p,y〉 − 1− i〈p, y〉1|y|<1ν(dy)
=
(












(ei〈p,y〉 − 1− i〈p, y〉)ν(dy)
)
.
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La de´composition de la somme dans la deuxie`me e´galite´ est pour faire le lien avec la
de´composition de Le´vy-Itoˆ.
Exemples Mouvement Brownien ,Processus de Poisson compose´ ,Jump-diffusion...
On de´finit les g-moments d’un processus de Le´vy par E(g(Xt)). Les propositions
suivantes lient la finitude de ces moments a` sa mesure de Le´vy.
De´finition 1.1.1 Une fonction g de Rd dans R+ est dite sous-multiplicative s’il
existe une constante positive a telle que pour tout x, y ∈ Rd, on a
0 ≤ g(x+ y) ≤ ag(x)g(y).
Proposition 1.1.1 Soient g une fonction mesurable sous-multiplicative localement
borne´e de Rd et (Xt)t≥0 un processus de Le´vy d-dimensionnel de mesure de Le´vy ν.
Alors, E(g(Xt)) <∞ pour tout t si et seulement si
∫
|y|>1 g(y)ν(dy) <∞.
Proposition 1.1.2 Soient (Xt)t≥0 un processus de Le´vy d-dimensionnel, et g une
fonction positive continue sous-multiplicative de R+ dans R
+ qui croˆıt vers l’infini.
Alors, les propositions suivantes sont e´quivalentes
– E(g(sups∈[0,t] |Xs|)) <∞ pour un certain t > 0.
– E(g(sups∈[0,t] |Xs|)) <∞ pour tout t > 0.
– E(g(|Xt|)) <∞ pour un certain t > 0.
– E(g(|Xt|)) <∞ pour tout t > 0.
Pour les preuves de ces re´sultats, on peut voir [33].
E´tant donne´ qu’on s’inte´ressera, dans la suite, a` la mode´lisation des prix des actifs
risque´s par des exponentielles de processus de Le´vy, nous e´nonc¸ons ici une proposition
qui caracte´rise la proprie´te´ martingale de tels processus (voir [7] propositions 3.17 et
3.18 ou [33])
Proposition 1.1.3 Soit Xt un processus de Le´vy unidimensionnel de triplet ca-
racte´ristique (σ2, γ, ν). Alors, on a
1. Le processus (Xt) est une martingale si et seulement si
∫














(ey − 1− y1|y|<1)ν(dy) = 0.
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Les processus de Le´vy sont quasi-continus a` gauche , cette proprie´te´ est l’objet de la
proposition suivante (voir [18]).
Proposition 1.1.4 Soient τ un F-temps d’arreˆt et (τn)n≥0 une suite croissante de
F-temps d’arreˆt telle que limn→∞ τn = τ P-presque suˆrement. Alors, on a presque
suˆrement limn→∞Xτn = Xτ sur {τ < ∞}. Donc, si pour tout n, τn < τ , alors le
processus X est continu a` gauche en τ sur l’ensemble {τ <∞}.
On finit cette partie, par une formulation du lemme d’Itoˆ pour les processus de Le´vy
(voir[7]).
Proposition 1.1.5 Soit Xt un processus de Le´vy de triplet caracte´ristique (A, γ, ν).
Alors, pour toute fonction g de C2 de Rd dans R , on a
dg(Xt) = dVt + dMt,













[g(Xt− + y)− g(Xt−)−∇g.y1|y|<1]ν(dy)
]
dt
et la partie martingale locale
dMt = ∇g.AdBt +
∫
Rd
g(Xt− + y)− g(Xt−)J˜X(dt, dy).
1.1.2 Ge´ne´rateur infinite´simal
Le ge´ne´rateur infinite´simal de X est de´fini, pour tout g ∈ C2b fonction borne´e deux
fois de´rivable et dont les de´rive´es sont aussi borne´es, par
AX(g)(x) = AcX(g)(x) + BX(g)(x),
avec
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On peut de´finir aussi le ge´ne´rateur infinite´simal au sens des distributions pour toute
fonction borne´e g. En effet, AcX(g) peut eˆtre de´fini au sens des distributions pour
toute fonction g localement inte´grable. Et pour toute fonction g ∈ L∞, on peut
de´finir la distribution BX(g) telle que pour la fonction φ ∈ D(Rd), la fonction C∞ a`
support compact, on a
〈BX(g), φ〉 = 〈g,B∗X(φ)〉,




φ(x− y)− φ(x) + y.∇φ(x)1{|y|≤1}ν(dy).
La fonction B∗X(φ)(x) est continue inte´grable (voir [21]).
Nous pre´sentons, maintenant, les hypothe`ses qui nous permettront de nous affranchir
de l’hypothe`se de bornitude de f dans ce qui pre´ce`de. On de´finit pour toute la suite
l’ensemble Dν comme l’ensemble des fonctions mesurables de Rd dans R ve´rifiant
l’hypothe`se
(A) Il existe une fonction continue, positive, croissante et sous-multiplicative Φ de
R+ dans R+ avec Φ(x)→∞ ∞ telle que{ ∀x ∈ Rd, |f(x)| ≤ Φ(|x|)∫
|y|>1Φ(|y|)ν(dy) <∞ (1.1)
Nous conside´rerons, par abus de notation, qu’une fonction g(t, x) sur I ×Rd dans R
appartient a` Dν si pour tout t ∈ I ⊂ R+, la fonction g(t, .) ∈ Dν .




avec Xxt = x+Xt.
Preuve :
Soit f ∈ Dν , on a alors, supt∈[0,T ] |f(Xxt )| ≤ supt∈[0,T ]Φ(|Xxt |). Comme Φ est crois-
sante et sous-multiplicative, on a aussi
sup
t∈[0,T ]
Φ(|x+Xt|) ≤ CΦ(|x|) sup
t∈[0,T ]
Φ(|Xt|).
La croissance de Φ nous donne aussi
sup
t∈[0,T ]
Φ(|Xt|) ≤ Φ( sup
t∈[0,T ]
|Xt|).
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Pour un ouvert U ⊂ Rd, on noteD(U) l’ensemble des fonctions C∞ a` support compact
dans U .
Proposition 1.1.7 Soit g une fonction de Dν. Alors, l’application Tg de´finie sur
D(R) par
Tg : φ 7→ 〈g,B∗X(φ)〉 =
∫
g(x)B∗X(φ)(x)dx,
est une distribution sur D(Rd).
Preuve :
La line´arite´ de Tg de´coule de celle de B∗X .



















Soit K un compact tel que suppφ ⊂ K. Alors pour tout y ∈ B(0, 1), la boule unite´
ferme´e, on a suppφ(.− y) ⊂ K +B(0, 1) , d’ou`
(φ(x−y)−φ(x)+y.∇φ(x))1{|y|≤1} = (φ(x−y)−φ(x)+y.∇φ(x))1{|y|≤1}.1K+B(0,1)(x).
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Si (ϕp)p une suite de D(R
d) convergente 1 vers 0, alors (ϕp)p et (D
2ϕp)p sont uni-






Si la fonction g est dans C2 ∩Dν et que ‖∇g‖ et ‖D2g‖ sont aussi dans Dν , alors on
retrouve
〈BX(g), φ〉 = 〈Tg, φ〉.
On de´signera, dans toute la suite, pour toute fonction g ∈ Dν , par BX(g) la dis-
tribution Tg, et par AX(g) la distribution AcX(g) + BX(g). On notera aussi A∗X(g)
l’ope´rateur adjoint de AX , pour tout ϕ ∈ D(Rd),
〈AX(g), ϕ〉 = 〈g,A∗X(ϕ)〉.
1. Il existe un compact K et un entier N tels que pour tout p ≥ N , supp(ϕp) ⊂ K, et pour
tout multi-indice α ∈ Nd, chacune des suites de de´rive´es ∂αϕp converge uniforme´ment sur K.
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On a A∗X(g) = Ac∗X (g) + B∗X(g).
Dans ce qui suit, nous e´tendrons certaines proprie´te´s de BX ve´rifie´es pour les fonc-
tions de L∞ aux fonctions de Dν . Ces proposition nous permettent d’utiliser la
re´gularisation.
Proposition 1.1.8 Soient (gn)n une suite de fonctions de Dν et deux fonctions
g, φ ∈ Dν telles que (gn)n converge simplement vers g et, pour tout n ∈ N, on a
|gn| ≤ φ. Alors, on a la convergence de la suite de distributions (AX(gn))n vers
AX(g).
La preuve de cette proposition est une conse´quence direct du the´ore`me de conver-
gence domine´e.
Lemme 1.1.1 Soit g une fonction de Dν, alors pour toute fonction ϕ dans D(Rd),
g ∗ ϕ est aussi une fonction de Dν.
Preuve :
Soient g une fonction mesurable ve´rifiant (A) et φ une fonction de D(Rd), alors pour
tout x, y ∈ Rd, |g(x− y)| ≤ Φ(|x|+ |y|), d’ou`
|g ∗ ϕ(x)| ≤
∫
Rd






= [a (Φ(|.|) ∗ |ϕ|) (0)] Φ(|x|).

Proposition 1.1.9 Soit g une fonction de Dν. Alors pour toute fonction ϕ ∈ D(Rd),
on a
BX(g ∗ ϕ) = BX(g) ∗ ϕ.
(cette e´galite´ est au sens des distributions)
La preuve de cette proposition est tre`s similaire au cas ou` g est borne´e [21].
1.2 Caracte´risation de la proprie´te´ de surmartin-
gale
On de´finit, pour tout ouvert U ⊂ Rd et tout x ∈ U , le temps d’arreˆt
τxU = inf{t ≥ 0, x+Xt /∈ U}.
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Proposition 1.2.1 Soit f une fonction de C2(Rd) ∩ Dν et ‖∇f(x)‖, ‖D2f(x)‖ ∈
Dν et soit U un ouvert de Rd. Alors, on a e´quivalence entre les deux propositions
suivantes
– Le processus f(Xxt∧τxU ) est une surmartingale pour tout x de U .
– Pour tout x ∈ U , on a AXf(x) ≤ 0.
Preuve :
Par le lemme d’Itoˆ on a f(x+Xt) = f(x) +
∫ t
0
AXf(Xs + x)ds+Mt ou` Mt est une
martingale locale. Soit (τn)n≥1 une suite de temps d’arreˆt croissante telle que
– τn →∞ p.s.
– pour tout n ≥ 1, Mt∧τn est une martingale
Supposons que f(Xxt∧τxU ) est une surmartingale pour tout x de U . Conside´rons ensuite
un x ∈ U choisi arbitrairement, on a alors pour tout t ∈]0, T [
E(f(x+Xt∧τxU∧τn)) ≤ f(x).






AXf(Xs + x)ds) = 1
t
E(f(x+Xt∧τxU∧τn)− f(x)) ≤ 0.
Afin d’appliquer le the´ore`me de convergence domine´e, nous majorons |AXf(Xs+x)|,
pour tout s ≤ t








|f(Xxs− + y)− f(Xxs−)|ν(dy)
































AXf(Xs + x)ds) ≤ 0.
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E´tant donne´ que f ∈ C2 ∩Dν et que X est continu a` droite p.s. , on a AXf(Xs + x)
est continue a` droite p.s. et comme τxU > 0 p.s, on obtient, en faisant tendre t vers 0,
que pour tout x dans U ,
AXf(x) ≤ 0.
Supposons, a` pre´sent, que pour tout x dans U , on a AXf(x) ≤ 0. Soient x ∈ U et







AXf(Xv + x)dv +
∫ t∧τxU∧τn
s∧τxU∧τn
























Or par hypothe`se, on a AXf(Xv + x)1v<τxU ≤ 0, donc
E(f(x+Xt∧τxU∧τn)|Fs) ≤ f(x+Xs∧τxU∧τn).
Comme f est continue et que le processus Xt est quasi-continu a` gauche, on a
f(x+Xs∧τxU∧τn) −→n→∞ f(x+Xs∧τxU ).
Enfin, puisque E(supt∈[0,T ] |f(Xxt )|) <∞, on conclut par convergence domine´e que
E(f(x+Xt∧τxU )|Fs) ≤ f(x+Xs∧τxU ).

On e´tend maintenant cette proposition aux fonctions dans Dν mais non obligatoire-
ment dans C2(Rd).
Proposition 1.2.2 Soient f une fonction continue de Dν et U un ouvert de Rd.
Alors, on a e´quivalence entre les deux assertions suivantes
– f(Xxt∧τxU ) est une surmartingale pour tout x de U .
– AXf ≤ 0 sur U , au sens des distributions.
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Preuve :
On rappelle que, pour tout ouvert I ⊂ Rd et tout z ∈ I, on de´signe par τ zI le temps
d’arreˆt ainsi de´fini τ zI = inf{t ≥ 0; z +Xt /∈ I}.
Soit f une fonction continue ve´rifiant (A).
1 ) Supposons que f(Xxt∧τxU ) est une surmartingale pour tout x dans U .
On a alors, pour tout x dans U et tout temps d’arreˆt τ ,
E(f(x+Xt∧τxU∧τ )) ≤ f(x). (1.3)
Soient a > 0 un re´el positif arbitrairement choisi et Va ( U un ouvert tel que tout
z ∈ Va ve´rifie d(z, U c) > a (quitte a` choisir a suffisamment petit). Conside´rons aussi
une suite re´gularisante ρn tel que pour tout n, supp(ρn) ⊂ B(0, a3). Pour tout x ∈ Va
et y ∈ B(0, a
3
), le temps d’arreˆt τxVa ≤ τx−yU . En effet,
supposons que τx−yU < τ
x
Va
= inf{t ≥ 0; x + Xt /∈ Va}, on a alors x + Xτx−yU ∈ Va,
d’ou`














> 0, d’ou` x−y+Xτx−yU /∈ U , ce qui est absurde.
Donc, en appliquant (1.3) avec le temps d’arreˆt τ = τxVa , on a
E(f((x− y) +Xt∧τxVa )) ≤ f(x− y)
E(f((x− y) +Xt∧τxVa ))ρn(y) ≤ f(x− y)ρn(y)∫
Rd




E(f ∗ ρn(x+Xt∧τxVa )) ≤ f ∗ ρn(x).
D’apre`s le lemme 1.1.1, les fonctions f ∗ ρn ve´rifient les hypothe`ses de la proposition
1.2.1, on en de´duit alors, que pour tout entier n et pour tout x ∈ Va, on a
AX(f ∗ ρn)(x) ≤ 0.
On a aussi, d’apre`s la proposition 1.1.9, l’e´galite´ suivante au sens des distribu-
tions,
AX(f) ∗ ρn = AX(f ∗ ρn) ≤ 0.
Donc en faisant tendre n vers l’infini, on a
AXf ≤ 0, sur Va (au sens des distributions).
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Puisque Va a e´te´ choisi arbitrairement, l’ine´galite´ s’e´tend donc sur tout U .
2 ) Supposons que AXf est une mesure ne´gative sur U .






, alors V 1
n
↑ U . Soit
ρn une suite re´gularisante telle que supp(ρn) ⊂ B(0, 1n), alors pour tout m ≥ n, on a
sur V 1
n
, au sens des mesures
AX(f) ∗ ρm ≤ 0.
En effet, pour toute fonction positive φ de D(V 1
n
), on a en notant pour tout m,
ρˇm(x) = ρm(−x)
〈AX(f) ∗ ρm, φ〉 = 〈AX(f), φ ∗ ρˇm〉,
et puisque supp(φ ∗ ρˇm) ⊂ supp(ρm) + supp(φ) ⊂ B(0, 1m) + V 1n ⊂ U (i.e φ ∗ ρˇm ∈
D(U)), alors par hypothe`se on a
〈AX(f) ∗ ρm, φ〉 = 〈AX(f), φ ∗ ρˇm〉
≤ 0.
D’autre part, on a l’e´galite´ au sens des distributions AX(f ∗ ρm) = AX(f) ∗ ρm ≤ 0
sur V 1
n
et donc, par re´gularite´ de f ∗ρm, on a AX(f ∗ρm)(x) ≤ 0 pour tout x ∈ V 1
n
. En
appliquant la proposition 1.2.1, on obtient que f ∗ ρm(Xxt∧τxV 1
n
) est une surmartingale
pour tout x ∈ V 1
n
et donc
E(f ∗ ρm(x+Xt∧τxV 1
n
)|Fs) ≤ f ∗ ρm(x+Xs∧τxV 1
n
).
On fait tendre m vers l’infini














)|Fs) ≤ E(f(x+Xs∧τxV 1
n
)).
Montrons, maintenant, que τxV 1
n
→ τxU p.s.
On a V 1
n
ր U , d’ou` τxV 1
n
est croissante et limn→∞ τxV 1
n
≤ τxU . En particulier, sur
l’ensemble {limn→∞ τxV 1
n
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, U c) ≤ 1
n
,




, U c) = 0,
d’ou` limn→∞ τxV 1
n






A` pre´sent, en faisant tendre n vers l’infini, toujours par quasi-continuite´ de Xt et
continuite´ de f , on conclut que f(XτxV 1
n
+ x) converge vers f(Xlimn→∞ τxV 1
n
+ x) =
f(XτxU + x). Enfin, par convergence domine´e (f ∈ Dν), on a bien
E(f(x+Xt∧τxU )|Fs) ≤ f(x+Xs∧τxU ).

Corollaire 1.2.1 Soient U un ouvert de Rd, un processus de Le´vy Xt de mesure
de Le´vy ν et f une fonction continue de Dν. Alors, le processus e−rtf(Xxt ) est une
martingale (respectivement une sous-martingale) pour tout x ∈ U si et seulement si
la mesure Arf = 0 sur U (respectivement Arf ≥ 0 sur U), ou`
Arf = AXf − rf.
1.3 Options ame´ricaines et Ine´quation variation-
nelle
La valeur d’une option ame´ricaine d’e´che´ance T et de pay-off f , a` une date t ≤ T ,
est donne´e par l’expression suivante







ou` Xt est un processus de Le´vy et Tt,T est l’ensemble des temps d’arreˆt a` valeurs dans
[t, T ]. Dans ce cadre Markovien et sous les hypothe`ses d’inte´grabilite´ ne´cessaires, on
a la proposition suivante (voir [15, 11])
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Proposition 1.3.1 On de´finit la fonction uf , pour tout (t, x) ∈ [0, T ]× Rd, par
uf (t, x) = sup
τ∈Tt,T











Le processus (e−rtuf (t,Xt))0≤t≤T est l’enveloppe de Snell du processus (e−rtf(t,Xt))0≤t≤T ,
la plus petite surmartingale qui majore ce dernier. On a aussi une caracte´risation du
plus petit temps d’arreˆt optimal τ ∗ (voir [11]), par
τ ∗ = inf
{




uf (t, x) = E(e
−rτ∗f(X0,xτ∗ )).
1.3.1 Ine´quation variationnelle
Il a e´te´ de´ja` de´montre´, dans le cas ou` f est continue borne´e (voir [27]), que la
fonction uf est continue. Nous commenc¸ons donc par montrer la continuite´ de uf
quand f ∈ Dν . Ensuite, nous e´tablirons le re´sultat principal de cette partie qui
caracte´rise le prix d’une option ame´ricaine comme l’unique solution d’une ine´quation
variationnelle.
Proposition 1.3.2 Soient f une fonction continue borne´e et T > 0 un re´el positif
fixe´, alors la fonction uf (t, x) est continue sur [0, T ]× Rd.
Dans la proposition suivante, on e´tablit la continuite´ de uf quand f n’est plus borne´
mais f ∈ Dν .
Proposition 1.3.3 Soient f une fonction continue de Dν et T un re´el positif fixe´,
alors la fonction uf (t, x) est continue sur [0, T ]× Rd.
Preuve :
Soit f une fonction de continue de Dν et conside´rons la suite de fonctions (fn)n≥1
de´finie comme ceci 
−n if f(x) < −n
f(x) if f(x) ∈ [−n, n]
n if f(x) > n
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On a alors pour tout n ∈ N, la fonction fn est continue borne´e donc graˆce a` la
proposition ufn est continue sur [0, T ] × Rd. On conside`re a` pre´sent un compact
K ⊂ Rd, arbitrairement choisi, alors pour tout (t, x) ∈ [0, T ]×K on a
|uf (t, x)− ufn(t, x)| ≤ sup
τ∈T0,T
E(e−rτ |f(Xxτ )− fn(Xxτ )|)
≤ sup
τ∈T0,T











Φ(|Xτ |)1{C supx∈K Φ(|x|) supτ∈T0,T Φ(|Xτ |)>n}).
Donc par convergence domine´e, on a
E( sup
τ∈T0,T
Φ(|Xτ |)1{C supx∈K Φ(|x|)Φ(|Xτ |)>n}) −→n→∞ 0.
Ce qui nous assure la convergence uniforme des ufn vers uf sur chaque compact
[0, T ]×K et par suite, la continuite´ de uf .

Proposition 1.3.4 Soient f une fonction continue de Dν, alors uf est l’unique so-




1) v(T, .) = f sur Rd.
2) v ≥ f.
3) ∂v
∂t
+AXv − rv ≤ 0 sur ]0, T [×Rd
4) ∂v
∂t
+AXv − rv = 0 sur {(t, x) ∈]0, T [×Rd|v(t, x) > f(x)}





+AXv − rv, f − v} ≤ 0, sur ]0, T [×Rd.
v(T, .) = f
Preuve :
Tout d’abord, ve´rifions que uf est bien dans Dν . Pour tout (t, x) ∈ [0, T ] × Rd, on
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a





E(Φ(|Xτ |))︸ ︷︷ ︸
=C′<∞
Φ(|x|).
Ensuite, nous montrons que uf est bien une solution,
1. soit x ∈ Rd
uf (T, x) = sup
τ∈T0,0
E(e−rτf(x+Xτ ) = E(f(x)) = f(x).
2. soit (t, x) ∈]0, T [×Rd




3. Comme e−rtuf (t, x +Xt) est l’enveloppe de Snell du processus e−rtf(x +Xt),




+AXuf − ruf ≤ 0, sur ]0, T [×Rd .
4. Sur {(t, x) ∈]0, T [×Rd|uf (t, x) > f(x)}, toujours graˆce a` la the´orie des enve-
loppes de Snell (voir [11]), e−rtuf (t, x+Xt) est une martingale et donc encore
une fois due a` la proposition 1.2.2, on a
∂uf
∂t
+AXuf − ruf = 0, sur {(t, x)|uf (t, x) > f(x)}.
Enfin, nous montrons l’unicite´ de cette solution. Soit u1f une fonction ve´rifiant (A) et
l’ine´quation variationnelle. Alors (3.) et (2.) impliquent que le processus (e−rtu1f (t, x+
Xt))0≤t≤T est une surmartingale majorant le processus (e−rtf(x+Xt))0≤t≤T , or par
de´finition de l’enveloppe de Snell, (e−rtuf (t, x+Xt))0≤t≤T est la plus petite surmar-
tingale dominant (e−rtf(x+Xt))0≤t≤T et donc
uf ≤ u1f .




+AXu1f − ru1f = 0, sur {u1f > f}, alors graˆce a` la proposition 1.2.2,
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pour tout temps d’arreˆt τ ∗ < τ¯ , on a que (e−r(t∧τ
∗)u1f (t, x + Xt∧τ∗))0≤t≤T est une
martingale, il en est de meˆme pour (e−r(t∧τ¯)u1f (t, x+Xt∧τ¯ ))0≤t≤T car u
1
f est continue
et X quasi continu a` gauche. On a donc
u1f (0, x) = E(e
−rτ¯uf (τ, x+Xτ¯ )) = E(e−rτ¯f(x+Xτ¯ )) ≤ sup
τ∈T0,T
E(e−rτf(x+Xτ )) = uf (0, x),
d’ou`, u1f (0, x) = uf (0, x). En changeant l’origine du temps 0 en t et en remplac¸ant
T0,T par T0,T−t, on obtient u1f (t, x) = uf (t, x).

On de´signera dans toute la suite de ce document par ψ le pay-off de l’option ame´ricaine
conside´re´e au lieu de f et par P son prix.




Dans ce deuxie`me chapitre, nous nous inte´resserons aux re´gions d’exercice d’une
option ame´ricaine {(t, x) ; P (t, x) = ψ(x)} en ge´ne´ral. Nous montrerons certaines
proprie´te´s de´ja` e´tablies dans le cadre Black and Scholes ([35]). En particulier, nous
donnerons une condition suffisante et ne´cessaire pour que la re´gion d’exercice soit non
vide. Ensuite, nous nous inte´resserons plus particulie`rement aux re´gions d’exercice
des options ame´ricaines sur un panier d’actifs. Nous e´tablirons quelques proprie´te´s to-
pologiques des t-sections de la re´gion d’exercice ainsi qu’une proprie´te´ de re´gularite´
(continuite´) par rapport a` t, qui dans le cas unidimensionnel, est e´quivalente a` la
continuite´ du prix critique d’un put ou call ame´ricain (voir [21]). Enfin, nous ca-
racte´riserons la re´gion d’exercice limite en fonction du ge´ne´rateur infinite´simal. Ce
re´sultat peut eˆtre conside´re´ comme e´tant la ge´ne´ralisation de la caracte´risation de la
limite du prix critique dans le cas unidimensionnel mode´lise´ par une exponentielle
de Le´vy [21] ou e´galement celle de la re´gion d’exercice limite dans le cadre Black and
Scholes [35].
On e´tudie le comportement des re´gions d’exercice d’options ame´ricaines portant sur
d actifs sous-jacents. Notons r > 0 le taux d’inte´reˆt de l’actif sans risque, δi ≥ 0 le
taux de dividende du iieme actif sous-jacent et (Sit) son prix a` l’instant t. Afin de
mode´liser ces prix (Sit)1≤i≤d, on conside`re un processus de Le´vy X a` valeurs dans R
d,
ce dernier e´tant muni de sa base canonique (ei)1≤i≤d et du produit scalaire < ., . >.
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Notons que












avec γ ∈ Rd, Σ une matrice d×d, Σ = (σi,j)0≤i,j≤d, J une mesure de Poisson ale´atoire
sur R+ × Rd\{0} d’intensite´ ν et J˜ sa mesure compense´e, on note tΣΣ = A. La loi du
processus est caracte´rise´ par le triplet caracte´ristique (A, γ, ν).
Sous une probabilite´ risque neutre, pour tout 0 ≤ i ≤ d, le processus (e−(r−δi)tSit)t≥0











σ2i,j + (γi − r + δi) +
∫
Rd






Ces deux proprie´te´s nous permettent de re´e´crire l’ope´rateur AX . En effet, en notant

























〈ey − 1, u〉 − 〈y, u〉 1|y|<1ν(dy).
(2.2)
En remplac¸ant 〈γ,∇f〉 par son expression (2.2) dans la formule du ge´ne´rateur infi-
nite´simal, on obtient pour toute fonction deux fois continument f ∈ C2 ∩ Dν telle





















〈ey − 1,∇f〉 − 〈y,∇f〉 1|y|<1ν(dy) +
∫
Rd






















f(x+ y)−f(x)−〈ey − 1,∇f〉 ν(dy).
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Nous noterons dans toute la suite, Ar l’ope´rateur ainsi de´fini :






















f(x+ y)− f(x)− 〈ey − 1,∇f〉 ν(dy)− rf(x).
Hypothe`ses






|〈x, y〉| ν(dy) <∞
}
.
L’ensemble L⊥ est l’orthogonal de L.
On conside`re dans toute la suite les trois hypothe`ses suivantes
H1 : le pay-off ψ de l’option ame´ricaine est une fonction continue de Dν .
H2 : pour tout x ∈ Rd et t > 0, on a P(ψ(x+Xt) > 0) > 0
H3 : H + L⊥ = Rd.
Les hypothe`ses H1 et H2 seront toujours suppose´ satisfaites.
L’hypothe`se H3 sera compte a` elle motionne´e a` chaque fois qu’on aura besoin. On
rappelle que le domaine ge´ne´rateur infinite´simal de X peut eˆtre e´tendue au sens
des distributions a` l’ensemble des fonctions de Dν aux sens des distributions et que
le prix P de l’option ame´ricaine associe´e au pay-off ψ est continue et caracte´rise´
comme l’unique solution au sens des distributions d’une ine´quation variationnelle
(voir chapitre 1 ). L’hypothe`se H3 nous permet d’affirmer que le support de la loi du
processus X contient toutes les fonctions continues. On trouve une caracte´risation
plus pre´cise du support dans [34].
Proposition 2.0.5 Soient X un processus de Le´vy ve´rifiant H +L⊥ = Rd et f une
fonction continue de R+ dans Rn, alors pour tout t > 0 et tout ǫ > 0, on a
P(sup
s≤t
|Xs − f(s)| < ǫ) > 0.
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2.1 Proprie´te´s ge´ne´rales des re´gions d’exercice
De´finition 2.1.1 Soit E := {(t, x) ∈ [0, T [×Rd;P (t, x) = ψ(x)}. On appelle E la
re´gion d’exercice d’une option ame´ricaine de pay-off ψ.
On de´finit aussi les t-sections par Et =
{
x ∈ Rd;P (t, x) = ψ(x)} pour chaque t ∈
[0, T [ fixe´. On a clairement E = ∪t<T ({t} × Et).
Les premie`res proprie´te´s des re´gions d’exercice de´coulent directement de la de´finition
et des proprie´te´s classiques de l’option ame´ricaine.
Proposition 2.1.1 Supposons que ψ est une fonction positive non nulle et continue
i) L’ensemble E est un ferme´ de [0, T [×Rd.
ii) la famille (Et)t<T est croissante.
iii) pour tout t ∈ [0, T [, Et ⊂ O =
{
x ∈ Rd;ψ(x) > 0}.
Preuve :
i) De´coule de la continuite´ de P et ψ.
ii) Soient s < t ≤ T et x ∈ Es , alors la de´croissance de P en t donne P (t, x) ≤
P (s, x) = ψ(x), donc P (t, x) = ψ(x) et x ∈ Et.
iii) On a pour tout (t, x) ∈ [0, T [×Rd, P (t, x) ≥ E (e−r(T−t)ψ (X0,xT−t)). Or, vu que
pour tout s > 0, le support de Xs est R
d, Xs charge en particulier O, donc
P (t, x) ≥ E (e−r(T−t)ψ (X0,xT−t) 1O (X0,xT−t)) > 0.
Si maintenant, x ∈ Et, on a P (t, x) = ψ(x) > 0 et donc x ∈ O.

Graˆce a` l’ine´quation variationnelle satisfaite par P , on obtient une caracte´risation des
re´gions d’exercice a` l’aide de la mesure ArP . En effet, ArP ≥ 0 sur Ec et ArP ≤ 0
sur E . E´tant donne´, qu’on a plus de visibilite´ avec Arψ que ArP , on essayera, a`
travers les propositions suivantes, de relier les Et a` Arψ.
Pour tout ensemble A, on notera A˚ son inte´rieur.
Proposition 2.1.2
i) S’il existe t ∈ [0, T [ tel que E˚t 6= ∅, alors Arψ ≤ 0 sur l’ouvert
⋃






, on a Arψ ≥ 0 (sens des distributions).
Preuve :
i) Supposons qu’il existe t ∈ [0, T [ tel que E˚t 6= ∅. D’apre`s l’ine´quation variationnelle,
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on a ∂P
∂t
+ArP ≤ 0, en particulier sur ]t, T [× E˚t, or pour tout (s, x) ∈ ]t, T [× E˚t, on
a P (s, x) = ψ(x) donc ∂P
∂t
= 0 sur ]t, T [× E˚t. On obtient donc
ArP ≤ 0 sur ]t, T [× E˚t.
On en de´duit de la continuite´ de P par rapport a` s, que pour tout s ∈ ]t, T [, on a
ArP (s, .) ≤ 0 sur E˚t. Enfin, en faisant tendre s vers T et toujours par continuite´ de
P en s, on obtient que ArP (T, .) = Arψ ≤ 0 sur ∪t<T E˚t.
ii) Notons ET =
⋃
s<T E˚s et Λ = EcT . Alors, pour tout (t, x) ∈ ]0, T [× Λ, on a
P (t, x) > ψ(x),
donc sur ]0, T [×Λ, on a ∂P
∂t
+ArP = 0. Or vu la de´croissance de P en t, on obtient
ArP ≥ 0 . Conside´rons, maintenant, ϕ et φ deux fonctions tests positives de´finies
sur ]0, T [ et sur Λ, on a alors













Comme P est continue en t, ceci revient a` dire que pour tout t∫
Λ
P (t, x)Ar∗φ(x)dx ≥ 0.
En faisant tendre t → T , par continuite´ de P et convergence domine´e, on ob-
tient














ψ(x)Ar∗φ(x)dx =< Arψ, φ >≥ 0
donc Arψ est une mesure positive sur Λ.

The´ore`me 2.1.1 La re´gion d’exercice d’une option ame´ricaine est vide si et seule-
ment si Arψ est une mesure positive non nulle.
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Preuve du the´ore`me 2.1.1:




= ∅. Or d’apre`s la





Si Arψ = 0 sur Rd, alors d’apre`s la proposition (1.2.2), pour tout x ∈ Rd le processus
e−rtψ(x + Xt) est une martingale. Donc, P (t, x) = ψ(x), ce qui est contradictoire
avec E = ∅.
2)⇐)Supposons que Arψ est une mesure positive non nulle sur Rd.
D’apre`s la corollaire 1.2.1, pour tout x ∈ Rd, e−rtψ(x+Xt) est une sous martingale.
Donc, pour tout x ∈ Rd et tout τ temps d’arreˆt, on a
ψ(x) ≤ E (e−rτψ(x+Xτ )) .
Supposons, en plus qu’il existe au moins (t, x) ∈ E . Alors, pour tout temps d’arreˆt
τ ∈ T0,T−t, on a
P (t, x) = ψ(x) ≥ E (e−rτψ(x+Xτ )) .




u≥0 est une martingale. Or,
e−ruP (t+ u, x+Xu) est son enveloppe de Snell, donc la plus petite surmartingale le
majorant, d’ou pour tout u ∈]0, T − t[, on a
e−ruP (t+ u, x+Xu) = e−ruψ(x+Xu) p.s.
La quasi-continuite´ de X ainsi que la continuite´ de P (t+u, .) et ψ nous assurent que
pour tout (u, y) ∈ [0, T − t]× supp(Xu) + x, on a
P (t+ u, y) = ψ(y).
Or par hypothe`se, on a, pour tout u, supp(Xu) = R
d, donc Eu = Rd. La proposition
(2.1.2,i) nous assure alors que Arψ ≤ 0 sur Rd et donc que Arψ = 0 sur Rd. Ce qui
est contradictoire.

Nous e´nonc¸ons a` pre´sent, une version plus locale de la proposition 2.1.2. Ne´anmoins,
nous aurons besoin dans ce re´sultat de l’hypothe`se H3, qui nous assure le support de
la loi du processus X contient l’ensemble des fonctions continues.
Proposition 2.1.3
Supposons que l’hypothe`se H3 soit ve´rifie´e. Si on a
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i) Arψ est une mesure positive sur un ouvert connexe U ⊂ Rd.
ii) La fonction ψ est C2 sur un ouvert V ⊂ U .
iii) Pour tout x ∈ V , Arψ(x) > 0.
Alors, pour tout (t, x) ∈ (0, T )× U , on a
P (t, x) > ψ(x).
Preuve :
Soient x ∈ U et ρj une suite re´gularisante et notons ρj ∗ ψ = ψj. Conside´rons un
ouvert connexe U1 tel que x ∈ U1 et V ⊂ U1 ⊂ U1 ⊂ U . On de´finit ensuite le temps
d’arreˆt τ1 = inf {t ≥ 0;Xxt /∈ U}, alors pour j assez grand, Arψj ≥ 0 sur U1. En
effet, on a pour φ ∈ C∞c (U1) < Arψj, φ >=< ρj ∗ Arψ, φ >=< Arψ, ρˇj ∗ φ >, avec
ρˇ(x) = ρ(−x). Or pour j assez grand,
supp(ρˇj ∗ φ) ⊂ suppρˇj ∗ suppφ ⊂ suppρˇj ∗ U1 ⊂ U.




































)) ≥ ψ(x) + E(∫ τ1∧T−t
0
















1{Xs∈V }ds > 0
)
= P(τV < T − t ∧ τ1),
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avec τV = inf{t ≥ 0, Xt ∈ V }. Comme U est un ouvert connexe et que V ∪{x0} ⊂ U ,
il existe alors, une fonction continue de [0, θ] dans U telle que f(0) = x0 et f(
θ
2
) ∈ V .
De plus, comme [0, θ] est un compact, on peut supposer que pour tout s ∈ [0, θ], la
boule ouverte B(f(s), ǫ) ⊂ U . On note τ ǫ = inf{s ≥ 0; x0 +Xs /∈ B(f(s), ǫ)}, on a
donc, l’ensemble
{τǫ ≤ θ} ⊂ {τV < τU ∧ θ}.
On conclut finalement, graˆce a` la proposition 2.0.5, qui nous assure que
P(τǫ ≤ θ) > 0.

2.2 Re´gion d’exercice d’options Basket ame´ricaines
On se propose dans ce qui suit d’e´tudier une classe particulie`re d’options qu’on de´finit
par B =
{












Sous cette hypothe`se, on a bien
ψ ∈ Dν .
On adoptera les notations suivantes
– pour x ∈ Rd, ln x = (ln x1, ln x2, ..., ln xd)
– pour toute fonction φ, pour tout x ∈ (R∗+)d, φ˜(x) = φ(ln(x))
– la re´gion d’exercice, E˜ =
{
(t, x) ∈]0, T [×]0,+∞[d; P˜ (t, x) = ψ˜(x)
}
et E˜t ses t-
sections
– l’ensemble O˜ =
{
x ∈ (R∗+)d ; ψ˜(x) > 0}
– l’ope´rateur A˜r, tel que A˜rψ˜(x) = Arψ(ln x)
– I = {i ∈ {1 . . . d};αi > 0}
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2.2.1 Proprie´te´s et re´gularite´ des sections temporelles
Nous donnons ici une condition suffisante et ne´cessaire pour avoir une re´gion d’exer-
cice non vide.
The´ore`me 2.2.1 La re´gion d’exercice E est non vide si et seulement s’il existe i0 ∈
{1, ..., d} tel que αi0 > 0 et δi0 > 0.
Preuve :
Soit x ∈ O˜ = {z ∈ (R+)d ; ψ˜(z) > 0}, on a alors















Supposons qu’il existe i0 tel que αi0 > 0 et δi0 > 0 et de´finissons la suite
(x˜ni )1≤i≤d =
(
(x˜1) . . . (x˜i0−1) , (nx˜i0)n≥1 , (x˜i0+1) , . . . (x˜d)
)
.
Comme ψ˜, est croissante par rapport a` la iieme0 composante, on a x˜n ∈ O˜ pour tout
n ∈ N et fn(y) :=
(






est une suite de´croissante de
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αiδix˜i − αi0δi0x˜ni0 −→n→∞ −∞.
La continuite´ A˜rψ˜ sur O˜ et le the´ore`me 2.1.1 nous permettent d’affirmer que la re´gion
d’exercice E est non vide.
Supposons que pour tout 1 ≤ i ≤ d, on a αiδi ≤ 0. Alors, d’une part, on a A˜rψ˜ ≥ 0
sur O˜ et E ⊂ O˜. D’autre part, d’apre`s la proposition 2.1.2 on a A˜rψ˜ ≥ 0 sur E¯c.
Donc, toujours graˆce au the´ore`me 2.1.1, la re´gion d’exercice E est vide.

On supposera dans tout ce qui suit qu’il existe un i0 tel que αi0 > 0 et δi0 > 0.
Proposition 2.2.1 Pour tout t ∈ [0, T [ on a :
1. E˜t est un convexe ferme´ de ]0,+∞[d.
2. E˜t est d’inte´rieur non vide
Preuve :
1. Soit x, y ∈ E˜t, on a, par convexite´ de ψ˜,























≤ λP˜ (t, y) + (1− λ)P˜ (t, x).
Or x, y ∈ E˜t ⊂ O˜, et ψ˜ est line´aire sur O˜, d’ou`
P˜ (t, (1− λ)x+ λy) ≤ λψ˜(y) + (1− λ)ψ˜(x) = ψ˜ ((1− λ) x+ λy) .
Donc
(1− λ)x+ λy ∈ E˜t.
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2. Montrons que pour tout η > 0 on a E˜η 6= ∅. En effet, si ceci est vrai, inde´pendamment
du choix de la maturite´ T, alors on aura E˜η 6= ∅ pour une option de maturite´
T + η, et donc E˜0 6= ∅ pour la meˆme option de maturite´ T.
Supposons que E˜η = ∅ pour un certain η ∈]0, T [, alors pour le temps d’arreˆt
τ ∗ := {t ≥ 0 ; P˜ (t, Sxt ) = ψ˜(Sxt )},
on a τ ∗ ≥ η p.s. et τ ∗ est un temps d’arreˆt optimal pour P˜ (0, x),









































Il existe un i0 ∈ {1, ..., d} tel que αi0 > 0 et δi0 > 0 (par hypothe`se). Donc en
conside´rant x˜ tel que x˜i = xi pour i 6= i0 et x˜i0 ≥ xi0 , pour x˜i0 assez grand, on
a x˜ ∈ O˜ et























et donc x˜ ∈ E˜0, ce qui est contradictoire.
Montrons a` pre´sent que E˜0 est d’inte´rieur non vide. Soit (λi)1≤i≤d tel que, λi > 1
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+ P˜ (t, x) .
On vient de montrer que E˜0 est non vide, d’ou` il existe au moins x˜ ∈ E˜0, on


























i=1Ai, ou` les Ai =]x˜i,∞[ si i ∈ I et Ai =]0, x˜i[ sinon, est bien
un ouvert contenu dans E˜t.

Dans le cas du put ame´ricain unidimensionnel dans le mode`le exponentiel de Le´vy,
la re´gion d’exercice E = {(t, x)| x ≤ b(t)} ou` b(t) est une fonction continue en t
et appele´e prix critique (voir [27]). On e´tend, dans la proposition suivante, cette
proprie´te´ au cas de notre e´tude.
Proposition 2.2.2 Continuite´ des t-sections
1. E˜t =
⋂
u>t E˜u pour tout t.
2. E˜t =
⋃
s<t E˜s pour tout t.
Preuve :
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1. Soit x ∈ ⋂u>t E˜u, alors pour tout u > t, on a P˜ (u, x) = ψ˜(x). Conside´rons la
suite (tn)n telle que tn ց t. On a donc pour tout n ∈ N, P˜ (tn, x) = ψ(x).
Sachant que P˜ est continue t, on fait tendre n→∞
0 = lim
n→∞
P˜ (tn, x)− ψ(x) = P˜ (t, x)− ψ(x)
Donc x ∈ E˜t et
⋂
u>t E˜u ⊂ E˜t. D’apre`s la proposition 2.1.1 (la croissance des









, on a alors Λt ∩ E˜t 6=
∅. De plus, d’apre`s la proposition 2.2.1, l’ensemble E˜t est un convexe ferme´




et donc Λt ∩ ˚˜Et est un ouvert non vide.




, on a P˜ (s, x) > ψ˜(x), d’ou` A˜rP˜ ≥ 0 sur




. Donc, pour toutes fonctions tests ϕ et φ de´finies
respectivement sur ]0, t[ et sur Λt ∩ ˚˜Et, on a












P˜ (s, x)A˜r∗φ(x)dxds ≥ 0.
Comme P est dans Dν et continue en s, ceci revient a` dire que pour tout s < t,∫
Λt∩ ˚˜Et
P˜ (s, x)A˜r∗φ(x)dx ≥ 0.














, on a , au sens des distributions
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D’autre part, sur ˚˜Et, on a




d’ou`, graˆce a` l’ine´quation variationnelle, on a pour tout x ∈ ˚˜Et,









yi)ν(dy) ≤ 0. (2.4)
On en de´duit, graˆce a` (2.3), que pour tout x ∈ Λt ∩ ˚˜Et,









yi)ν(dy) = 0. (2.5)
Il est clair que A˜rP˜ (t, x) est convexe sur ˚˜Et, de plus A˜rP˜ (t, x) = 0 sur un ouvert
non vide de ˚˜Et, donc, vu (2.4), on a A˜rP˜ (t, x) = 0 pour tout x ∈ ˚˜Et.
Conside´rons x0 ∈ ˚˜Et, alors, comme on a vu dans la preuve de la proposition
2.2.1,
∏d
i=1Ax0i est un ouvert de
˚˜Et, ou` Ax0i =]x0i ,+∞[ si i ∈ I et Ax0i =]0, x0i [
sinon. Conside´rons, ensuite, une suite (xn)n≥1 ⊂
∏d
i=1Ax0i telle que{
xni ր +∞ si i ∈ I
xni ց 0 si i /∈ I.
On rappelle que I = {i ∈ {1, .., d};αi > 0} et par hypothe`se il existe i0 ∈ I tel
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en utilisant le fait que la fonction (x−K)+ soit lipschitzienne, on obtient
















































martingale et δi ≥ 0, d’ou`



























Donc pour tout n ≥ 1, on a, pour tout y ∈ Rd,
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On obtient donc




















ce qui est contradictoire avec le fait que A˜rP˜ (t, x) = 0 sur E˜t.

On e´tudie le comportement des re´gions d’exercice d’options ame´ricaines portant sur
d actifs sous-jacents.
2.2.2 Re´gion d’exercice limite
Dans cette section, on caracte´rise la re´gion d’exercice limite d’une option de la classe
B. On retrouve ainsi le re´sultat de S.Villeneuve [35] dans le cadre d’un mode`le de
Black Scholes.
The´ore`me 2.2.2 Supposons l’hypothe`se H3 ve´rifie´e et qu’il existe un entier i0 tel
que δi0 > 0 et αi0 > 0 (la re´gion d’exercice non vide). Alors, la re´gion d’exercice





x ∈ (R∗+)d |
d∑
i=1
αixi −K > 0 et A˜rψ˜(x) < 0
}
La ne´cessite´ de H3 dans ce re´sultat vient du fait qu’on a besoin de la proposition
2.1.3 dans sa de´monstration.
Proposition 2.2.3 Pour tout
x ∈
{
z ∈ (R∗+)d |
d∑
i=1




P˜ (t, x) > ψ˜(x).
2.2. RE´GION D’EXERCICE D’OPTIONS BASKET AME´RICAINES 49
Preuve du the´ore`me 2.2.2:
Du fait que P˜ (t, x) > 0, il est clair que
⋃
t<T E˜t ⊂ O˜. Or, sur l’ouvert O˜, on a












Graˆce a` la proposition 2.1.3 et la re´gularite´ de ψ˜(x) sur O˜, on a donc, par continuite´
de A˜rψ˜ sur O˜, ⋃
t<T




De plus la proposition 2.2.3 nous donne⋃
t<T









x ∈ (R∗+)d |
d∑
i=1
αixi −K > 0 et A˜rψ˜(x) < 0
}
.
Montrons maintenant l’inclusion inverse.





















Pour la preuve de la proposition 2.2.3, on aura besoin des deux re´sultats suivants
Lemme 2.2.1 Soit (Xt)t≥0 une martingale continue a` droite, nulle en 0, non nulle.
On suppose que, pour un T > 0, E sup0≤s≤T |Xs| < ∞, et que, pour tout t > 0,
P(Xt 6= 0) > 0. On a alors
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Preuve :







































)− E (tXt1{τ≤t}) ,


































Pour ǫ > 0, prenons
τ = τ−ǫ = inf{t ≥ 0 | Xt ≤ −ǫ}.
On a, sur {τ−ǫ <∞}, Xτ−ǫ ≤ −ǫ < 0. Donc, pour obtenir E
∫ τ−ǫ∧t
0
Xsds > 0, il suffit
de montrer que P(τ−ǫ < t) > 0. Et pour montrer le lemme, il suffit d’avoir cela pour
au moins un ǫ > 0. Or, si pour tout ǫ > 0, P(τ−ǫ ≥ t) = 1, on a P(Xt/2 > −ǫ) = 1,
donc Xt/2 ≥ 0 p.s., et comme X est une martingale nulle en 0, Xt/2 = 0 p.s., ce qui
est contradictoire.

Proposition 2.2.4 Soit (Xt)t≥0 un processus de Le´vy re´el, a` variation infinie, issu
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Remarque:









Preuve de la Proposition 2.2.4 ::
On remarque d’abord qu’on peut supposer que X est une martingale. Ensuite, si le
processus X se de´compose sous la forme X = X1 +X2, ou` X1 et X2 sont des Le´vy
martingales inde´pendants, on a, en conside´rant des temps d’arreˆt de la filtration




) ≥ supτ∈T0,t E (∫ τ0 X1sds). On en de´duit que si X a une




) ≥ C supτ∈T0,t E (∫ τ0 Bsds), avec C > 0, ou`
















On en de´duit (2.7).
On suppose maintenant que X est sans partie brownienne. On peut supposer que
la mesure de Le´vy de X est a` support dans [−1, 0[∪]0, 1]. Plus pre´cise´ment, on va
conside´rer deux cas :
1) la mesure de Le´vy est a` support dans [−1, 0[ et ∫
[−1,0[ yν(dy) = −∞,
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On note T ǫ1 le premier temps de saut de X
ǫ, et on prend comme temps d’arreˆt
τ =
{
T ǫ1 si T
ǫ
1 ≤ t et cǫT1 − cǫ/λǫ > 0
t sinon,














































(1− u) (1− λǫtu) e−λǫtudu












(1− u)du = −cǫ/2.
On conclut en utilisant limǫ↓0 cǫ = −∞.
Dans le deuxie`me cas, on prend, comme dans la de´monstration du Lemme 2.2.1, on
applique (2.6), avec
τ = τ−ǫ = inf{t ≥ 0 | Xt ≤ −ǫ}.









Par ailleurs, le processus de Le´vy −X e´tant une martingale a` variation infinie sans
sauts positifs et sans partie brownienne, on a limǫ↓0 τ−ǫ/ǫ = 0 presque suˆrement
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(voir [33]). Prenons alors ǫ = λt/2, avec λ > 0 fixe´. On a alors ǫ t
2














et comme λ est arbitraire, on a (2.7).

Preuve de la proposition 2.2.3:
Soient l’ouvert O˜ = {x ∈ (R+∗ )d; ψ˜(x) > 0} et l’ensemble H = {x ∈ (R+∗ )d; A˜rψ˜(x) =
0} . Soit x0 ∈ O˜ ∩H, alors pour tout θ > 0 et tout temps d’arreˆt τ ∈ T0,θ, on a






Comme A˜rψ˜ est convexe et que {A˜rψ˜(x) < 0} ∩ O˜ 6= ∅ (car δi0αi0 > 0), le point x0
n’est pas un minimum. Donc, il existe un vecteur c = (c1, ..., cd) 6= 0 tel que pour
tout s ≥ 0
A˜rψ˜(x0eXs) ≥ A˜rψ˜(x0) + 〈c, x0eXs − x0〉.
Or, par hypothe`se A˜rψ˜(x0) = 0, ce qui nous donne alors
P˜ (t, x0) ≥ ψ˜(x0) + E
(∫ τ∧τO∧θ
0
e−rs〈c, x0eXs − x0〉ds
)
























> 0. En effet, on a
∫ τ∧τO∧θ
0




e−rs〈c, x0eXs − x0〉ds−
∫ τ∧θ
τ∧τO∧θ
e−rs〈c, x0eXs − x0〉ds. (2.8)
































Or, pour tout i ∈ {1, .., d}, le processus (e−(r−δi)seXis) est une martingale de moyenne
1. Donc sous la le changement de probabilite´ dP˜
i
dP
|Fs = e−(r−δi)seXis (La transforme´
d’Escher voir [7, 18]), les processus X i restent des processus de Le´vy. On obtient
donc ∣∣∣∣E ∫ τ∧θ
τ∧τO∧θ




















Soient Y un processus de Le´vy d-dimensionnel, U un ouvert de Rd, x0 /∈ U et ϕ
une fonction de C∞c (Rd,R+) telle que ϕ(x0) = 0, pour tout x ∈ U , ϕ(x) = 1 et
‖AY ϕ‖∞ <∞. Alors,






ou` A est une constante positive. D’ou`∣∣∣∣E ∫ τ∧θ
τ∧τO∧θ




∣∣∣eXis − 1−X is∣∣∣ = O(θ).
En effet, si on note hi la fonction de´finie par
hi(x) = e
xi − 1− xi,
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alors, hi est une fonction positive deux fois continument de´rivable et hi, ‖∇hi‖, ‖D2hi‖ ∈
Dν , (toutes les trois e´tant majore´es par Ce|x|). En appliquant le ge´ne´rateur infi-
nite´simal, on obtient




Or, |AcXhi(x)| ≤ C0(exi + 1) et
BXhi(x) =
∫
hi(x+ y)− hi(x)− 〈y.∇hi(x)〉1{|y|≤1}ν(dy)
=
∫ (
exi(eyi − 1− yi1{|y|≤1})− yi1{|y|>1}
)
ν(dy).
Donc, |AXhi(x)| ≤ C(exi + 1), et par suite





u) + 1)du = O(s).



















ou` c˜i = cix
0
i . Comme c˜ 6= 0Rd , on rappelle qu’une conse´quence de l’hypothe`se H +
L⊥ = Rd est que pour tout vecteur non nul a ∈ Rd, le processus (〈a,Xt〉)t≥0 est
a` variation infinie. Donc en appliquant la proposition 2.2.4, on obtient, pour tout t
suffisamment proche de T
P (t, x)− ψ(x) > 0
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Chapitre 3
Comportement du prix critique
dans le cadre Jump-diffusion
3.1 Introduction
Denote the critical price of the American put by b(t), it is defined by
b(t) = inf
{
x > 0;P (t, x) > (K − x)+} ,
where P is the American put price. The behavior of b(t), near the maturity, has been
extensively studied. Its limit when t goes to T , is characterized, in Black Scholes
model by b(T ) := limt→T b(t) = min(K, rδK) where r > 0 is the interest rate and
δ ≥ 0 the dividend rate. In 1995, Burdeau et al. and Lamberton gave an equivalent
for the convergence rate of b(t), in the Black Scholes model. This study was done in






(T − t)| ln(T − t)|,
where the expression f(t) ∼t→a g(t) (or f(t) ∼ g(t) if there is no ambiguity) denotes
two functions f and g satisfying limt→a
f(t)
g(t)
= 1. This result remains true in the case
where δ > 0, as long as r − δ > 0.
In 2003, Lamberton and Villeneuve reconsidered the case where r − δ ≤ 0 in the





2(T − t)| ln(T − t)|,
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Notice that in this latter case b(T ) < K.
The critical price has been also studied in the jump diffusion model. In fact, (Pham)
proved in 1997 in [29] that the result obtained in ”1995” remains exactly the same in
the Jump diffusion model, in the case where r−∫ (ey−1)+ν(dy) > 0 and δ = 0. This
remains true if r−δ−∫ (ey−1)+ν(dy) > 0 (see [27]). Notice that the latter condition
is a generalization of the condition r − δ > 0 in the Black-Scholes Model.
The purpose of this paper is to study the convergence rate of the critical American
price in the jump diffusion model with r− δ− ∫ (ey − 1)+ν(dy) ≤ 0. Considering the
results of Pham in [29], we expect to obtain the same results as the study performed
by Lamberton and Villeneuve in the Black-Scholes model when (r−δ ≤ 0 ), meaning
that jumps do not have any influence on the convergence rate. Surprisingly, we obtain
the expected result only for the case r− δ− ∫ (ey − 1)+ν(dy) = 0. Indeed, we obtain





2(T − t)| ln(T − t)|,






where yα is a real satisfying yα ≥ y0, and depending on ν( Kb(T )) we can have yα > y0.
This point will be discussed in more details in section 3.3.
This study is composed of four sections. In section 1, we recall some useful results on
the American Put which will be used throughout this study. In section 2, we give some
results on the regularity of the American Put price and the early exercise premium.
In section 3, we investigate the case where the limit of the critical price is far from
the singularity K. Therefore, we have enough regularity to give an expansion of the
American put price near maturity from which the American critical price behavior
will be deduced. Section 4 is devoted to the study of the case d = 0. In this case
b(T ) = K, hence we have no longer enough smoothness to obtain an expansion
around the limit point (T, b(T )). Then we will study the behavior of the European
critical price be(t) instead of the American one. Thereafter, we prove that b(t) and
be(t) have the same behavior.
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Model













(ey − 1)ν(dy) = Zt − t
∫
(ey − 1)ν(dy),
with (Zt)t≥0 a Compound Poisson Process and ν its Levy measure. We then have
dSt = St−
(




Z¯t = Σ0<s≤t(e∆Zs − 1)
and γ0 = r − δ −
∫
(ey − 1)ν(dy). Suppose that the following assumptions are satis-
fied





* d+ = r − δ − ∫
y>0
(ey − 1)ν(dy) ≤ 0,




is a martingale, then we are under
a risk-neutral probability.
The price of an American put with maturity T > 0 and strike K > 0, at an instant
t = T − θ with St = x, is given by
P (t, x) = sup
τ∈T0,T−t
E(e−rτ (K − xeX˜τ )+),
where T0,T−t is the set of stopping times taking values in [0, T − t].
The critical price of this American put, at each t ∈ [0, T ], is given by
b(t) = inf
{
x > 0;P (t, x) > (K − x)+} .
We denote, from now on, by θ the time to maturity T − t. Recall that the price of a
European put with maturity T and strike K, in this model, is given at t by
Pe(t, x) = E(e
−rθ(K − Sθ)+|S0 = x).
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Let F be the function defined by F (t, x) = Pe(t, x) − (K − x), then F is C1 on
(0, T )× (0, K) and satisfies ∂F
∂x
(t, x) = ∂Pe
∂x
(t, x) + 1 > 0. We define, for all t ∈ (0, T ),
the critical European put price, be(t), as the unique solution of
F (t, x) = Pe(t, x)− (K − x) = 0
It is easy to check that, for all t ∈ (0, T ), be(t) is well defined, be(t) ∈ (0, K) and
limt→T be(t) = K. It is also straightforward that Pe ≤ P , therefore b(t) ≤ be(t) .
3.2 Preliminary results
3.2.1 American option in the exponential Levy model
The American option price under the exponential Levy models is characterized, under
some integrability assumption (see chapter 1) as the unique solution of a variational
inequality. In the case of the American put, we have (see [27])
Theorem 3.2.1 The price of the American Put P is characterized as the unique
continuous and bounded solution of the following variational inequality.
1. P (T, .) = ψ on Rd.
2. P ≥ ψ.
3. ∂P
∂t
+AP − rP ≤ 0 on ]0, T [×Rd (in the sense of distributions).
4. ∂P
∂t
+AP − rP = 0 on the open set {(t, x) ∈]0, T [×Rd|P (t, x) > ψ(x)} (in the
sense of distributions ).
Where A is the infinitismal generator of the process S.
The two sets {P > ψ} and {P = ψ} are called respectively, continuation region
and exercise region. The critical price is the free boundary of this variational inequa-
lity,
{P (t) > ψ(x)} = {(t, x); b(t) < x} and {P (t, x) = ψ} = {(t, x); b(t) ≥ x}.
The limit of (b(t)) near maturity is characterized by the following result (see [21]).
Theorem 3.2.2 We set d+ = r− δ−∫ (ey−1)+ν(dy) and denote by b(t) the critical
price of an American option with maturity T and strike price K. We thus have
lim
t→T
b(t) = b(T ) < K
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if and only if d+ < 0, and in this case b(T ) is the unique solution in ]0, K[ of
rK − δx−
∫
(xey −K)+ν(dy) = 0.
See theorem 2.2.2 for the multidimensional case.
The quantity (P − Pe) is called the early exercise premium and it is characterized
for the American Put in the exponential Levy model as follows (see[27])
Theorem 3.2.3 Under the model hypothesis, the price of the American put P can
be written as follows
P (t, x) = Pe(t, x) + e(T − t, x),
with Pe(t, x) the price of the European put. If we set θ = T−t, then the early exercise







rK − δSxs −
∫
y>0
[P (t+ s, Sxs e





Notice that for all x ≥ 0,
0 ≤ e(θ, x) ≤ rKθ.
3.2.2 Regularity estimate for the value function in the jump
diffusion model
In this section, we study the spatial derivatives behavior of P , Pe and e(θ, x) near
(T, b(T )). We also give a lower bound for the second spatial derivative near (T, b(T )).
Lemma 3.2.1 Under the model assumption, we have




θ) independent of x.
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2. For all x ∈ (0, b(T ) ∧ be(t)], we have
∂P
∂x








θ) independent of x.
Lemma 3.2.2 According to the hypothesis of the model, we have, for all b(t) ≤ x <































(t, u) is justified thanks to the smoothness of P in
the continuation region which can be proved thanks to PDE arguments (see for ins-
tance [?]). Nevertheless, we will only need this lower bound of the second derivative




3.3 The case b(T ) < K (i.e d+ < 0)
Since b(T ) < K, we can also call this section ”The regular case”. We start it by
giving an expansion of the American Put price (P ) near maturity, which will lead
to an auxiliary optimal stopping problem. In a second paragraph we investigate this
auxiliary problem and state some of its properties. This auxiliary study and the
expansion will provide us with the needed tools to deal with the convergence rate of
b(t).
3.3.1 An expansion of the American Put price near matu-
rity
Theorem 3.3.1 Let a be a negative number (a < 0) and b(T ) denote the limit of b(t)
when t goes to T , b(T ) = limt→T b(t). According to the model hypothesis, if b(T ) < K,
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then,
P (T − θ, b(T )ea
√










where C = σb(T )δ¯eλ with λ = ν{ln K
b(T )
}, δ¯ = δ + ∫
y>ln(K/b(T ))

















• B a standard Brownian motion and L˜x denotes its local time at x






























, meaning that α = 0 and









In this case, the American Put price will have the same expansion as in Black&Scholes
model, (see [25]). Consequently, we obtain the same behavior as in ([25]).
Before proving this result, we introduce this useful estimation of the expectation of
the local time of a Brownian motion.
Lemma 3.3.1 For all real number a and for all t > 0, we have







proof of lemma 3.3.1 :
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If a ≥ 0, we can write
































where LKt is the local time of the process at K until the date t. We give, in the follo-
wing lemma, an estimation of ELKt , for small time t, which will allow us to neglect
a part of the contribution of the local time in the expansion of P (t, x), near maturity.
Lemma 3.3.2 Let a be a negative number, a < 0. If b(T ) < K then we have,
E
(








+ o(t3/2) ≤ w0t3/2 + o(t3/2),
where Tˆ1 = inf{s ≥ 0 ; ∆Xt = ln( Kb(T ))} and w0 a non-negative constante inde-
pendent of a and w0 = 0 if ν{ln( Kb(T )}.
proofof Lemma 3.3.2 :
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Estimate of ELKt∧T1







We deduce (when observing that the process LK is continuous) that
LKt∧T1 = Lˇ
K
t∧T1 ≤ LˇKt ,
where LˇK is the local time at K of the process Sˇ. We denote
1
2









ELˇKt ≤ (P(τK < t))1−
1
p ||LˇKt ||p, p > 1.
We easily deduce that ELˇKt = o(t














































Φ(Ss− , y)ν(dy) +Mt,
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where Φ(x, y) = (K − xey)+ − (K − x)+ and (Mt) is a martingale equal to zero

























= Ex(K − St)+ − (K − x)+ + xO(t)
with O(t) independent of x. We have
Ex(K − St)+ − (K − x)+ = Ex(K − xe(r−δ−σ
2
2
)t+σBt+Z˜t)+ − (K − x)+
We also have
E
∣∣∣e(r−δ−σ22 )t+σBt+Z˜t − eσBt∣∣∣ = eσ2t/2E ∣∣∣e(r−δ−σ22 )t+Z˜t − 1∣∣∣
= O(t)
Then
Ex(K − St)+ − (K − x)+ = E(K − xeσBt)+ − (K − x)+ + xO(t)


















Therefore, using lemma 3.3.1 above,
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At this stage, we notice that P(T1 ≤ t) = 1− e−λt = O(t) and that, conditionally to
{T1 ≤ t}, T1 is distributed uniformly on [0, t].
As ZT1 is independent of both T1 and B, we see that, conditionally to {T1 < t}, ST1
has the same law as
K exp
{(


















where U , g and V are two independent random variables, U is uniform on [0, 1], g
Gaussian centered reduced and V has the same law as ZT1 . Therefore, we can state
that there exists a non negative constante independent of a such that
E(LKt | S0 = b(T )ea
√





in the case where ν{ln( K
b(T )
)} = 0 :
If we assume ν{ln( K
b(T )
)} = 0, which means that V − ln( K
b(T )




































in the case where ν{ln( K
b(T )
)} > 0 :




∆X˜s1{∆X˜s=ln Kb(T )} and Xˆ = X˜ − Zˆ,
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Indeed, on {t < Tˆ1}, the process X˜ matches with the process Xˆ whose Levy measure
does not charge the point {ln( K
b(T )
)}, (we are in the same case as ν{ln( K
b(T )
)} = 0).
And on {T1 < Tˆ1 ≤ t}, the process Z has jumped two times before t, however,
P
(∑













proof of Theorem 3.3.1 :
First of all, we recall that we denote by Xˇt = X˜t−Zt, Sˇt = S˜t/eZt (i.e the continuous
part of the processes) and T1 the first jump time T1 = inf{t > 0|Zt 6= 0} and







θ, with a < 0 and x0 = ln(b(T )).
According to equation (3.1), we have for all stopping times τ ∈ T0,θ,
E
[
e−rτ (K − Sτ )+
























































At this stage, since J a ≥ 0, we can state that , given S0 = b(T )eλ
√
θ, we have
Ia(τ) ≤ E [e−rτ (K − Sτ )+]− (K − S0)+ = Ia(τ) + J a(τ) ≤ Ia(τ) + w0θ 32 , (3.4)
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the last inequality follows from Lemma 3.3.2. In what follows, we will express Ia and
J a in more appropriate forms. Let us start by J a.
Estimate of J a :
Recall that Tˆ1 = inf{t ≥ 0 ; ∆X˜t = ln Kb(T )}, then according to Lemma 3.3.2, for all
λ < 0, we have E
(


























































As it was mentioned above, if there is more than a single jump of X˜ before θ, than it
can be dominated by O(θ2), since P
(∑
s≤θ 1{∆X˜s 6=0} ≥ 2
)
= O(θ2). Conditionally to
{Tˆ1 < τ}, one can then suppose that Nθ = 1, where Nt denote the number of jumps
of X˜ up to θ, Nθ =
∑
s≤θ 1{∆X˜s 6=0} =
∑








































θ − µτ − σBτ )+ − (−a
√




















The two last equalities follow from P(Tˆ1 < τ) = O(θ),
∣∣(1− ex + x)1{x≤0}∣∣ ≤ x22 and
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Estimate of Ia :















































We can also omit e−rs in the expression as an error of the order of O(θ2). Then we

















h(x) = −rK + δex +
∫
(exey −K)+ν(dy),
and recall that St = S
θ
0e
X˜t = b(T )ea
√








t , where X˜yt is the
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Now, we will try to express the quantity (I) under a more appropriate form. The first
step is to neglect the contribution of the finite variation part of the process. Notice





Moreover, for all (x, y) ∈ R2, we have∣∣1{x≤ln(K)}h(x)− 1{y≤ln(K)}h(y)∣∣
=
∣∣(h(x)− h(y)) 1{x∨y≤ln(K)} + h(x)1{x≤ln(K)<y} − h(y)1{y≤ln(K)<x}∣∣





where A1 = K(r ∨ |d+|) > 0 and A0 = δ +
∫
y>0






recall that X˜t − σBt = (γ0 − σ22 )t+ Zt, then∣∣∣1{x0+a√θ+X˜s≤lnK}h(x0 + a√θ + X˜s)− 1{x0+a√θ+σBs≤lnK}h(x0 + a√θ + σBs)∣∣∣
≤ A0
∣∣∣ex0+a√θ+X˜s − ex0+a√θ+σBs∣∣∣ 1{X˜s∨σBs≤kb−a√θ} + C(1{kb−a√θ<σBs} + 1{kb−a√θ<X˜s})
≤ A0b(T )eσBs
∣∣∣e(γ0−σ22 )s+Zs − 1∣∣∣+ C(1{kb<σBs} + 1{kb<X˜s}),
the last inequality is due to a < 0 and ex0 = B(T ).
Taking the expectation, we obtain, for all s ∈ [0, θ]









for θ small enough, we have kb
2
< kb − (γ0 − σ22 )s, then
P(kb < X˜s) ≤ P(

















(∣∣∣1{x0+a√θ+X˜s≤lnK}h(x0 + a√θ + X˜s)
− 1{x0+a√θ+σBs≤lnK}h(x0 + a
√
θ + σBs)
∣∣∣) ds = O(θ2).
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The function h is convex, therefore it is right and left differentiable. Particularly, we

















Hence, we can write
h′d(x0)(x− x0)+ − h′g(x0)(x− x0)− ≤ h(x)− h(x0) ≤ h′g(x)(x− x0)+ − h′d(x)(x− x0)−,
hence
0 ≤ h(x)− (h(x0) + h′d(x0)(x− x0)+ − h′g(x0)(x− x0)−)
≤ (h′g(x)− h′d(x0)) (x− x0)+ + (h′g(x0)− h′d(x)) (x− x0)−
=
(
h′g(x ∨ x0)− h′d(x ∧ x0)
) |x− x0|.
Thanks to theorem 3.2.2, we have h(x0) = h(ln(b(T )) = 0. We thus obtain, by setting
∆h′(x0) = h′d(x0)− h′g(x0),
h(x0 + x) = ∆h
′(x0)x+ + h′g(x0)x+ |x| R˜(x),
where R˜(x) −→x→0 0, and
0 ≤ R˜(x) ≤ (h′g(x0 + x+)− h′d(x0 − x−))
≤ L (1 + ex) ,
with L a positive constant.
We can then write
1{a
√












1− 1{a√θ+σBs>ln Kb(T )}
)
+
∣∣∣a√θ + σBs∣∣∣ R˜(a√θ + σBs)1{X˜a√θs ≤ln Kb(T )}. (3.9)
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We state that ∣∣∣∣E ∫ τ
0
∣∣∣a√θ + σBs∣∣∣ R˜(a√θ + σBs)1{X˜a√θs ≤ln Kb(T )}ds

















∣∣∣∣ = o(θ 32 ),
(3.11)
Indeed, we have for (3.10), by setting s = uθ,∣∣∣∣E(∫ τ
0














































































Therefore, taking the expectation of the integral of (3.9) between 0 and all stopping
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and we recall that









and ∆h′(x0) = Kν{ln K
b(T )
}.
Comming back to a` (3.3) and using (3.5) and (3.12), we obtain
E
(
e−rτ (K − Sτ )+
)


























with o(θ3/2) independent of τ . Hence
P (T − θ, b(T )ea
√
θ) = (K − b(T )ea
√
θ)+ + σb(T )δ¯vα,β,θ(a/σ) + o(θ
3/2),



















with fα(x) = x+αx
+. To simplify the expression of v¯α,β,θ, we notice first that, if we
set Bθt = Bθt/
√



































We also notice that τ ∈ T0,θ if and only if τ/θ ∈ T θ0,1, where T θ0,1 is the set of the



















Note that v¯α,β,θ(y) does not change if we replace T θ0,1 by Tˆ0,1 the set of the stopping





3.3. THE REGULAR CASE 75
The processes (Nˆθt)t≥0 is a Poisson process of intensity θλ, where λ = ν{ln(K/b(T ))}.





































L−yτ (B)− L−yTˆ1 (B)
))]
,



















and if θ ≤ 1

































































L−yτ (B)− L−yTˆ1 (B)
)]
.
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Finally, we obtain
P (T − θ, b(T )ea
√












In view of Theorem 3.3.1, we are lead to the following auxiliary optimal stopping
problem
3.3.2 An auxiliary optimal stopping problem
Let α be a non-negative number, Bs be a standard Brownian motion with a local time
at x denoted by L˜x, we denote by T0,1 the set of all σ (Bt ; t ≥ 0)-adapted stopping
times with values in [0, 1] . Consider also a Poisson process Ns independent of B with
intensity λ, we denote Tˆ1 its first jump time and Tˆ0,1 the set of all σ ((Nt, Bt) ; t ≥ 0)-
adapted stopping times with values in [0, 1]. We define the functions υα,β with β =
α
λ













L−yτ (B)− L−yTˆ1 (B)
)]
.
Lemma 3.3.3 There exists yα,β ∈
(
0, (α + 1 + λβ(1 + eλ)
)
such that such that
∀y < −yα,β, vα,β(y) = 0.
yα,β = − inf{x ∈ R | vα,β(x) > 0}.
We finish this paragraph by a very useful inequality, which will be needed when we
derive a lower bound for the second derivative of P (see the proof of the upper bound
in Theorem 3.3.2).
We define the function C on R by C(x) = x− α E(B1 − x)+ Thanks to proposition




α + 1 + λβ(1 + eλ)
)]
. Moreover, we have the
following proposition
Lemma 3.3.4 For all x > yα,β, we have
C(x) > 0.
These results will be proved in Annex 2 : A study of uα.
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3.3.3 Convergence rate of the critical price b(t)









(T − t) = y0,












(T − t) = yα,β,













proofof Theorem 3.3.2 :
According to Theorem 3.3.1, we have for all a < 0,
P (T − θ, b(T )ea
√










Lower bound for b(T )− b(t)





we thus obtain for θ close to 0,
P (t, b(T )ea
√
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T − t ≥ σyα,β.
Upper bound for b(T )− b(t)
Let’s consider a ≤ −σyα,β, we have thus υα,β( aσ ) = 0 and consequently,
P (t, b(T )ea
√
θ)− (K − b(T )ea
√
θ) = g(θ),
with g(θ) = o(θ
3
2 ).
In addition, we have for all b(t) < x < K,












(t, du) is a positive measure on ]0,+∞[. As the smooth-fit is satisfied,
∂P
∂x
(t, b(t)) = −1 (see [22]), we have for all b(t) < x < K,







Then, for b(t) < x = b(T )ea
√
















































where C(x) = x − αE(B1 − x)+. Due to lemma 3.3.4 and to the continuity of the
function x 7→ x − αE(B1 − x)+, we have, for −aσ close enough to yα,β, C(− aσ ) > 0.
Moreover,
P (t, b(T )ea
√
θ)− (K − b(T )ea
√
θ) = g(θ) = o(θ
3
2 ).
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Therefore, for θ small enough, there exists a positive constant A such that
[(b(T )ea
√









θ − b(t))+ = o(
√
θ),












T − t ≤ σyα,β.

3.4 The limit case d+ = 0
In this part, we consider the limit case where r − δ − ∫
y>0
(ey − 1)ν(dy) = 0 and
according to the theorem 3.2.2, we have b(T ) = K. Before stating the main theorem















(see section Model for the definition
of be).
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Proof of Proposition 3.4.1:
i) Since b(t) ≤ be(t) ≤ K and b(t)→ K, the first point easly follows.

































































which is equivalent to
E
[(






This gives (3.14) which yields the wanted result.
iii) We rewrite equation (3.15) to obtain














(1− e−rθ)− (1− e−δθ). (3.16)
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Zθ − 1)+] ,










Zθ − 1)+ |Uθ]






Zs+y − 1)+ − (UθeZs − 1)+) ν(dy)|Uθ]






















∣∣eZs − 1∣∣ ds = UθO(θ2).














y − 1)+] ν(dy)− ν(R)θE [(Uθ − 1)+]+O(θ2).









Zθ − 1)+] = E [(Uθ − 1)+]+ θ ∫ E [(Uθey − 1)+] ν(dy) + o(θ 32 ).
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The left hand side of equation (3.16) becomes
e−rθE
[(







































(ey − 1)+ν(dy)− ν(R+)σα(θ)θ 32 + o(α(θ)θ 32 ). (3.17)
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Besides, the right hand side of (3.16)
K
be(t)
(1− e−rθ)− (1− e−δθ) = eσ
√
θα(θ)+µθrθ − δθ +O(θ2)






























] ∼ σ (r + ν(R+))α(θ)θ 32 .





































Lemma 3.4.1 The critical European put price, be(t), is differentiable on (0, T ) and
for t close to T , we have
b′e(t) ≥ 0.
Proof of Lemma 3.4.1:
We recall that F is the function defined by F (t, x) = Pe(t, x)− (K − x), F is C1 on
84 CHAPITRE 3. CONVERGENCE RATE IN THE JUMP-DIFF MODEL
(0, T ) × (0, K) and satisfies ∂F
∂x
(t, x) = ∂Pe
∂x
(t, x) + 1 > 0. Due to its definition, be(t)
satisfies the following equation, Pe(t, be(t)) − (K − be(t)) = 0. Then, thanks to the




















(t, be(t)) ≤ 0.
We will study the sign of ∂Pe
∂t
(t, be(t)) instead of that of b
′
e(t).
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Thanks to lemma 3.4.1, we have an equivalent for (K− be(t)). Now, let’s have a look
at the estimate of ∂
2Pe
∂x2
(t, be(t)) near T . We have
∂Pe
∂x




















































































2 P(T1 > θ).


































Then, we have, for θ small enough
∂Pe
∂t










which proves that b′e(t) is a non decreasing function for t close to T .
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
The previous proposition will allows us to dominate be(t)− b(t).
Proposition 3.4.2 According to the model hypothesis, if d+ = 0, then there exists
C > 0 such that
0 ≤ be(t)− b(t)√
T − t ≤ C.
Proof of proposition 3.4.2:
An expansion of P (t, x) around (t, b(t)) gives









and thanks to the smooth-fit which is satisfied at b(t), we obtain






























≥ r(K − u)−
(
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Thanks to the convexity of P , ∂P
∂x
(t, u) is non decreasing. We then have, for all

























y)−(K − be(t)ey)ν(dy) + o(
√
θ).





θ) (see Lemma 3.2.1).
Since y < 0, we also have P (t, be(t)e







(t, u) ≥ r(K−be(t)) + o(
√
θ).
Besides, for θ small enough, we have
√
θ ≤ K − be(t), then we obtain




r(K − be(t))(1 + o(1)).
Furthermore,






















y −K)+ ν(dy)) 1{Sbe(t)s <b(t+s)}ds
}
Since δ = r − ∫
y>0














(xey −K)+ − (xey − x)+ ν(dy)
)
1{x<K}
≤ (r + ν(R+)) (K − x)+ ,
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thus,







(K − Sbe(t)s )1{Sbe(t)s <b(t+s)}ds
}




















And as we saw in lemma 3.4.1, near T , be(t) is non-decreasing, then be(t) ≤ be(t+u).
Due to the non-decreasing of Pe(t, x)− (K − x) on x, we thus have
Pe(t+ u, be(t)) ≤ K − be(t),
















Now we can easily establish, thanks to the propositions 3.4.2 and 3.4.1, the main
Theorem of this section.






(T − t)| ln(T − t)| =
√
2
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Appendix 1 : proofs of lemmas
proof of Lemma 3.2.1 :
According to theorem 3.2.3, we have,
P (t, x) = Pe(t, x) + e(T − t, x)
and
e(θ, x) = E
{∫ θ
0




Φ(t, x) = rK − δx−
∫
y>0
P (t, xey)− (K − xey) ν(dy).




1) It is obvious that 0 ≤ e(θ, x) ≤ θrK = O(θ), since 0 ≤ Φ(t, x)1{x<b(t+s)} ≤ rK.
2) For all random variable X, we denote by pX its density, we thus have for all fixed
s ∈ [0, θ],







































Then, we have∣∣∣∣∂e∂x(θ, x)
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According to inequality (3.21) , we also have∣∣∣∣∫ θ
0







































































∣∣ = o(√θ), then for all x ≤ be(t)∧ b(T )
and θ small enough , we have












































∞, we have∣∣∣E(σBθ1{Bθ<√θα(θ)})∣∣∣ = σ√θE (B11{B1<α(θ)}) = o(√θ),
and using equivalencies (3.19) and (3.20), we also have




≤ Cθα2(θ) = O(θ| ln θ|) = o(
√
θ).
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proof of lemma 3.2.2 :




















(t, u) ≥ r(K − u) + (r − δ) u
−
∫













And thanks to Lemma 3.2.1, we also have, for all b(0) ≤ u ≤ x ≤ be(t) ∧ b(T ),
∂P
∂x
(t, u) + 1 = o(
√
θ),





(t, u) ≥ rK − δu−
∫
(P (t, uey)− (K − uey)) ν(dy) + o(
√
θ).(3.25)
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(t, u) ≥ rK − δx−
∫





P (t, xey)ν(dy) = Pe(t, xe
y) + e(θ, xey)
=
∫










E ((K − xey)− xeyσBθ)+ ν(dy) + o(
√
θ).
Let’s consider the integral
∫





y} and {y = ln( K
b(T )

























































For all y < ln( K
b(T )
), we have K
x
e−y − 1 > K
b(T )









































(K − xey)ν(dy) + o(
√
θ). (3.27)
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On the set {y > ln( K
b(T )


































































Notice that for all y > ln( K
b(T )











































































































P (t, xey)ν(dy) ≤ (b(T )− x)ǫ(θ) + o(
√
θ), (3.28)

























































































We have thus proved that∫



















+(b(T )− x) ǫ(θ) + o(
√
θ),
Coming back to inequality (3.26), we obtain∫




















+(b(T )− x) ǫ(θ) + o(
√
θ).
Finally, since rK = δb(T ) +
∫








≥ rK − δx−
∫
(P (t, xey)− (K − xey)) ν(dy) + o(
√
θ)
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yν(dy), we then have for all u






















Appendix 2 : A study of vα,β
Lemma 3.3.3 : There exists yα,β ∈
(
0, (α + 1 + λβ(1 + eλ)
)
such that such that
∀y < −yα,β, vα,β(y) = 0.
yα,β = − inf{x ∈ R | vα,β(x) > 0}.




















+ − (y +BTˆ1)+
))
.




λt1{Nˆt=0} is a non negative martingale withM
0
0 = 1. Under the probability
P0 with density M0t on Ft, it is straightforward to check that (B)t≥0 remains a F-
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where, we used 0 ≤ τ ≤ 1, for the last inequality. We then have
I0(τ) ≤ (y + α + 1)E0 (τ) .
For the study of I1(τ), let us introduce the martingale (M
1














λP(Nˆ1 − Nˆt = 1) + 1{Nˆt=1}eλP(Nˆ1 − Nˆt = 0)
= 1{Nˆt=0}λ(1− t)eλt + 1{Nˆt=1}eλt.
Under the probability P1 with density M1t /λ on Ft, it is straightforward to check





+ − (y +BTˆ1∧τ )+
)
≤ λβE1 ((y +Bτ )+)
≤ λβE1 (Bτ1{Bτ>−y})
≤ λβE1 (B2τ/|y|) = λβE1 (τ) /|y|.
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f(t, x) = 1{x=0}te
λt
(




















where T0,1(Nˆ) denotes the set of the stopping times of the natural completed filtration
of the process (Nˆt)t≥0, with values in [0, 1].
Then, if τ ∈ T0,1(Nˆ), there exists , thanks to Lemma 3.4.2, t0 ∈ [0, 1], such that


























≤ eλP(Tˆ1 ≤ t0)
= eλ(1− e−λt0) ≤ λeλt0.


















The right hand side of this equation will be equal to 0 if
y + α + 1 + λ
β(1 + eλ)
|y| ≤ 0,
and particularly, if y ≤ − (α + 1 + λβ(1 + eλ)), then
−yα,β ≥ −
(
α + 1 + λβ(1 + eλ)
)
.



















the last inequality follows from Lemma 2.2.1. 
Lemma 3.4.2 Let N = (Nt)t≥0 a homogenous Poisson process with intensity λ, and
T1 its first jump time. if τ is a stopping time of the natural completed filtration of N
such that τ ≤ T1 a.s., then, τ = T1 a.s., or there exists t0 ≥ 0, such that τ = t0 ∧ T1
a.s.
proof We denote by F = (Ft)t≥0 the natural completed filtration of N . First of all,
notice that for all t ≥ 0 and A ∈ Ft,
P(A | Nt = 0) ∈ {0, 1}.
Indeed, the A having this property form a sub σ-algebra of Ft which contains the
events of the form {Ns = n}, with 0 ≤ s ≤ t and n ∈ N.
Now, let τ be a F-stopping time. We have for all t ≥ 0, P(τ > t | Nt = 0) ∈ {0, 1}.
We set
I = {t ∈ [0,+∞[ | P(τ > t | Nt = 0) = 0}.
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Notice that t ∈ I if and only if P(τ > t, T1 > t) = 0, or
t ∈ I ⇔ P (τ ∧ T1 ≤ t) = 1.
If τ ≤ T1 a.s. and if P(τ < T1) > 0, there exists s > 0 (rational number) such that
P(τ ≤ s, s < T1) > 0, hence P(τ ≤ s | Ns = 0) > 0, and P(τ > s | Ns = 0) = 0. We
deduce that I is non empty and we can write
I = [t0,+∞[, avec t0 = inf{t ≥ 0 | P(τ > t | Nt = 0) = 0}.
We then have τ ∧T1 ≤ t0 a.s., hence τ ≤ t0∧T1. Moreover, for s < t0, we have P(τ >
s | Ns = 0) = 1 and P(τ ≤ s | Ns = 0) = 0, hence P(τ ≤ s, s < T1) = 0.Therefore,
P(τ < t0 ∧ T1) = 0 and consequently τ = t0 ∧ T1 a.p. 
Lemma 3.3.4 : For all x > yα,β, we have
C(x) > 0.
.






fα(Bs − yα,β)ds+ βeλ1{Nˆ1=1}
(
(B1 − yα,β)+)− (BTˆ1 − yα,β)+
)] ≤ 0.















= −yα,β + αE
∫ 1
0
(Bs − yα,β)+ds. (3.29)





(B1 − yα,β)+)− (BTˆ1 − yα,β)+
)]
= βeλP(Nˆ1 = 1)
[
E(B1 − yα,β)+ − E
(




E(B1 − yα,β)+ − E
(
(BTˆ1 − yα,β)+|Tˆ1 ≤ 1
)]
.
Noticing that λβ = α and that conditionally to {Tˆ1 ≤ 1}, Tˆ1 is uniformly distributed
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Combining (3.29) and (3.30), we have
−yα,β + αE(B1 − yα,β)+ = −C(yα,β) ≤ 0
To conclude the proof, we use the strict increasing of C, hence for all x > yα,β, we
have
C(x) > C(yα,β) ≥ 0.

Chapitre 4
Comportement du prix critique
dans un cadre α-stable tempe´re´
On mode´lise le prix d’un actif par une exponentielle de Le´vy sous la forme
St = S0e
X˜t ,
ou` X˜t est un processus de Le´vy dont (Ft)t≥0 est la filtration naturelle. On note r le
taux d’inte´reˆt sans risque, δ le taux de dividende. Sous une probabilite´ risque neutre,
le prix du PUT ame´ricain de maturite´ T et de prix d’exercice K est alors, donne´ par
P (t, St) ou` la fonction P est de´finie par
P (t, x) = sup
τ∈T0,T−t
E[e−rτ (K − xeXτ )+],
avec T0,T−t l’ensemble des Ft-temps d’arreˆts a` valeurs dans [0, T − t]. On de´finit le
prix critique de cette option par b(t) = inf{x ≥ 0;P (t, x) > K − x}, on notera aussi
d+ = r − δ − ∫ (ey − 1)+ν(dy).
Il est de´ja e´tabli, que dans des cadres ou` le terme de diffusion est non nul, le prix
critique changeait de comportement selon que l’on ait suffisamment de re´gularite´ a`
la limite du prix critique (limT b(t) < K) ou pas (limT b(t) = K)), c’est a` dire selon
le signe de d+ (voir chapitre 3 et [29, 23] pour des mode`les Jump-diffusion et [1, 19]
et [25] pour les mode`les Black Scholes). Ainsi, dans le mode`le Black Scholes, quand





√|(T − t) ln(T − t)| = Cte0 > 0
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T − t = Cν{ln Kb(T )} > 0,
avec Cν{ln K
b(T )
} de´pendant de ν{ln Kb(T )} et ν est la mesure de Le´vy du processus utilise´
dans la mode´lisation.
D.Lamberton et M.Mikou ont e´tudie´ la vitesse de convergence du prix critique b(t),
quand d+ > 0, pour des mode`les re´gis par certains processus de Le´vy sans terme de
diffusion (σ = 0) et ayant un comportement, aux abords de l’origine, proche (dans
un sens qu’on pre´cisera) d’un processus α-stable avec α ∈]1, 2]. Ils ont e´tabli dans ce




b(T )(T − t) 1α |ln(T − t)|1− 1α
= Cte3 > 0.
Nous essayerons dans ce papier d’e´tudier la vitesse de convergence de b(t) dans le
cas ou` d+ < 0.
4.1 Hypothe`ses et processus de Le´vy limite
On se place dans le cadre du mode`le exponentiel de Le´vy :
St = S0e
(r−δ)t+Xt ,










eiuy − 1− iu(ey − 1)) ν(dy)) ,








2. d+ = r − δ − ∫ (ey − 1)+ν(dy) < 0.




ou` 1 < α < 2 et η est une fonction bore´lienne positive sur [χ, 0[, ve´rifiant
lim
y→0
η(y) = η0 > 0.
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4.2 Proprie´te´ du mode`le
Dans cette cette section nous pre´sentons quelques proprie´te´s que confe`rent nos hy-
pothe`ses au processus X.







, on a alors, la convergence en loi du
processus Xθu vers un processus α-stable (voir [31, 32])
Proposition 4.2.1 Sous ces hypothe`ses, le processus normalise´ (Xθt/θ
1/α)t≥0 converge
en loi quand θ tend vers 0 vers un processus de Le´vy X0 dont la fonction ca-













e−iuz − 1 + iuz) dz
z1+α
)
, u ∈ R.








et X¯ le processus de´fini par
X¯t = Xt − Vt.
Selon les hypothe`ses du mode`le (en particulier
∫
y>0
eyν(dy) <∞) V est un processus
a` variation finie.
On a aussi, une estimation de la transforme´e de Laplace de X¯,
Lemme 4.2.1 Soit (X¯t) un processus de Le´vy de´fini plus haut. Pour tout p > 0 et





yp − 1− p(ey − 1)ν(dy).
Alors, pour tout a ∈ [a0, 0[ et tout p > 0 on a
pαHa(p)− νa − pν˜a ≤ φ(p) ≤ pαHa(p) + pνa,
ou` νa = ν(]−∞, a0]), ν˜a =
∫ |a|
0




(e−y − 1 + y)η(−y/p)
yα+1
dy
Voir ([23] lemme 7.3 ) pour une de´monstration de ce lemme.
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Lemme 4.2.2 Soit (X¯t) le processus de´fini plus haut et soient deux re´els θ > 0 et
K > 0 et τK un temps d’arreˆt de´fini par
τ¯K = inf{t ≥ 0; X¯t ≥ K}.
Alors, pour tout n ∈ N, on a
P(τ¯K ≤ θ) = o(θn).





(eiyu − 1− iuy)η(y) dy|y|α+1
avec 1 < α < 2 et η une fonction positive borne´e qui ve´rifie limx→0− η(x) = λ > 0.




Corollaire 4.2.1 Soit X un processus de Le´vy ve´rifiant les hypothe`ses du mode`le.





preuve Graˆce a` la de´composition d’Ito, on peut e´crire, sous les hypothe`ses de notre
mode`le, Xt = Yt +Zt, ou` le processus Y ve´rifie les hypothe`se de la proposition 4.2.2
et Z un processus a` variation finie.
On a, pour tout 1 < β < β0,
E|Xt|β = E|Yt + Zt|β ≤ 2β
(
E|Xt|β + E|Zt|β
) ≤ D1t βα + 2βE|Zt|β
Or, par hypothe`se, il existe β0 > 1 tel que
∫
]−a0,0[c |x|β0ν(dx) < ∞, donc pour tout












On finit cette section par une estimation, fort utile, du temps local de X¯.
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Lemme 4.2.3 Pour tout nombre re´el a et pour tout t > 0, on a
0 ≤ E(a− X¯t)+ − a+ ≤ t 1α ρ¯(t, a),





ρ¯(t, x) = 0
preuve Si a ≤ 0, alors on a













β0 (X¯t < a)1{a<0}
≤ Ct 1αP1− 1β0 (X¯t < a).
La dernie`re ine´galite´ est due au corollaire 4.2.1.










P(X01 < −∞) = 0.
Si a > 0, on a pour tout p ≥ 0,







avec C ′ une constante positive. La dernie`re e´galite´ est une conse´quence du lemme





α−1 , on obtient




















et d’une fac¸on plus globale
ρ¯(t, a)t
1
α ≤ C¯t 1α























Avec C¯ et C ′ deux constantes positives,d’ou` le re´sultat voulu. 
On trouvera les preuves du lemme 4.2.2 et de la proposition 4.2.2 dans Annexe
1
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4.3 Un proble`me d’arreˆt optimal auxiliaire















ou` T 00,1 est l’ensemble des temps d’arreˆt de X0 a` valeurs dans [0, 1]. On a alors,
Lemme 4.3.1 Soit X0t le processus de Le´vy α-stable de´fini plus haut, et T0,1 l’en-






(y +Xs) + a (y +Xs)
+ds
est une fonction positive croissante et il existe un re´e´l ya > 0 tel que
−ya = sup{y ∈ R; u0a(y) = 0}.
Voir Annexe 2 pour l’e´tude de u0a.
On aura besoin de l’hypothe`se suivante sur ya :






L’hypothe`se (Ha) est e´videmment ve´rifie´e pour a = 0, nous conjecturons qu’elle est
ve´rifie´e quel que soit a > 0, pour tout α ∈]1, 2[ (on a eu affaire a` la meˆme ine´galite´




















a` valeurs dans [0, 1], on alors
la proposition suivante,




On trouvera les preuves des re´sultats de cette section dans l’Annexe 2 : E´tude de
uα.
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4.4 Le de´veloppement limite´
On note P la fonction de prix du put ame´ricain d’e´che´ance T et de prix d’exercice
K et b(t) le prix critique a` la date t. Avec les hypothe`ses sur ν (en particulier
r − δ − ∫ (ey − 1)+ν(dy) < 0), on sait que la limite limt↑T b(t), note´e b(T ) dans la
suite, est l’unique nombre ξ ∈]0, K[ ve´rifiant
− rK + δξ +
∫
(ξey −K)+ ν(dy) = 0. (4.1)
The´ore`me 4.4.1 Sous les hypothe`ses du mode`le, pour tout λ < 0 et θ = T − t assez
petit, on a,
P (t, b(T )eλθ
1
α )− (K−, b(T )eλθ
1












avec u0α de´finie dans la section 4.3, w
0 ≥ 0, et












On notera que w0 = 0 et a = 0 quand ν{ln Kb(T ))} = 0.
On de´duit de l’e´quation ve´rifie´e par b(T ) que δ¯ > 0.














avec LK le temps local du processus S en K, et soit λ un re´el strictement ne´gatif,
λ < 0.
Si b(T ) < K, alors on a, pour tout temps d’arreˆt a` valeurs dans [0, t]
E
(
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ou` Tˆ1 = inf{s ≥ 0 ; ∆Xs = ln( Kb(T ))}. Et
E
(




≤ w¯0t1+ 1α + o(t1+ 1α ),
avec w¯0 une constante positive inde´pendante de λ et τ .
On fait remarquer que si la mesure de Le´vy ne charge pas le point {ln K
b(T )
}, alors on
a presque suˆrement Tˆ1 =∞, d’ou` E
(







preuve du lemme 4.4.1 :
Dans ce mode`le, en partant de la formule de Meyer-Ito (voir [30]), on a






















































ou` LKt est le temps local du processus St en K et Mt la partie martingale locale avec
M0 = 0. L’avant dernie`re e´galite´ s’obtient en remarquant que
(K−Ssey)+−(K−Ss)++1{Ss≤K}Ss(ey−1) = (Ssey−K)+1{Ss≤K}+(K−Ssey)+1{Ss>K}.
On montre aise´ment, comme dans le cas Jump-diffusion (voir proof of Lemma 3.3.2)
en utilisant une suite de temps d’arreˆt localisants la martingale locale Mt, que pour
tout temps d’arreˆt a` valeurs dans [0, θ], on a
E
{
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∆Xs et Nt le nombre de ses sauts jusqu’a` la date t, Nt =
∑
s<t 1{∆Xs>0}.
Le processus Nt est donc un processus de Poisson d’intensite´ ν(R
+), on notera que
P(Nθ ≥ 1) = O(θ) et P(Nθ ≥ 2) = O(θ2). On a alors,
E(IK(t)) = E(IK(t ∧ T1)) + E
(I(t, S0)− IK(t ∧ T1))




≤ E(IK(t ∧ T1)) + E
(
1{T1<t}
(IK(t+ T1)− IK(T1))) ,
la dernie`re ine´galite´ e´tant due a` la croissance de I.
Estimation de IK(t ∧ T1)




notons que EeiuX¯t = et
∫
y<0 e
iuy−1−iu(ey−1)ν(dy). On en de´duit (en observant que le
processus IK est continu en t) que
IK(t ∧ T1) = I¯K(t ∧ T1) ≤ I¯K(t),
ou` I¯K est de´fini a` l’aide de S¯ de la meˆme manie`re que IK avec S. Notant que
I¯K(0) = 0 et que I¯K(t) ne croit que sur {S¯t ≥ K}, on a
I¯K(t) = I¯K(t)1{τ¯K≤t}.
et de la meˆme manie`re que (4.3), on a




on en de´duit que |M¯t| ≤ I¯K(t) +K(2 + t|d+|). De plus, comme S¯τK = K (les sauts
de S¯ n’e´tant que ne´gatifs), on a I¯K(τK) = L¯KτK = 0. Donc
E(I¯K(t)1{τ¯K≤t}) ≤ K(2 + t|d+|)P(τ¯K ≤ t) +
∣∣E(M¯τK1{τ¯K≤t})∣∣
≤ 2K(2 + t|d+|)P(τ¯K ≤ t).
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(IK(t)− IK(t ∧ T1))]




(IK(T1 + t)− IK(T1))] = E (1{T1<t}EST1(IK(t))) (4.4)
Estimation de Ex
(IK(t))
De l’e´galite´ (4.3) on de´duit que













Soit (τn)n∈N une suite de temps d’arreˆt localisant Mt. On a
E













On de´duit aise´ment de cette e´galite´ que
Ex
(IKt ) = Ex(K − St)+ − (K − x)+ + xO(t),
avec un O(t) inde´pendant de x. On a
Ex(K − St)+ − (K − x)+ = Ex(K − xed+t+X¯t+Z+t )+ − (K − x)+.
En notant que
E
∣∣∣ed+t+X¯t+Z+t − eX¯t∣∣∣ = E ∣∣∣ed+t+Z+t − 1∣∣∣ = O(t),
on obtient
Ex(K − St)+ − (K − x)+ = E(K − xeX¯t)+ − (K − x)+ + xO(t)
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en effet, E
(




α ) = o(t).
D’ou`, en utilisant le lemme 4.2.3,
Ex(K − St)+ − (K − x)+ ≤ t 1αxρ¯(t, K − x
x
) + xO(t),
ou` ρ¯ est de´fini dans le lemme 4.2.3.
































A ce stade, on observe que P(T1 ≤ t) = 1− e−λt = O(t) et que, conditionnellement a`
{T1 ≤ t}, T1 est uniforme´ment distribue´ sur [0, t]. On constate donc qu’il existe une
constante positive w¯0 (due a` la domination de ρ¯) telle que
E(IK(t) | S0 < K) ≤ w¯0t1+ 1α + o(t1+ 1α ) = O(t1+ 1α ).
En posant S0 = b(T )e
λt
1
α , comme Z+T1 est inde´pendant de T1 et de X¯, on voit que,
conditionnellement a` {T1 < t}, ST1 a meˆme loi que
K exp
{(
















ou` U et V sont des variables ale´atoires inde´pendantes, U est uniforme sur [0, 1] et V
a meˆme loi que Z+T1 .
Le cas ou` ν{ln( K
b(T )
)} = 0 :
En supposant que ν{ln( K
b(T )
)} = 0, on a presque suˆrement V − ln( K
b(T )











0, on a donc par convergence domine´e (voir la domination de ρ¯













| T1 < t
)
= 0.




(IK(T1 + t)− IK(T1)) | S0 = b(T )eλ√t] = o(t1+ 1α ), et donc
E
(







Le cas ou` ν{ln( K
b(T )
)} > 0 :




∆X˜s1{∆Xs=ln Kb(T )} and Xˆ = X − Zˆ,
et Tˆ1 = inf{s ≥ 0, Zˆt 6= 0}. Alors
E
[









En effet, sur {t < Tˆ1}, le processus X co¨ıncide avec le processus Xˆ dont la me-
sure de Le´vy ne charge pas le point {ln( K
b(T )
)}, (on est dans le meˆme cas plus haut
ou` ν{ln( K
b(T )
)} = 0). Et sur {T1 < Tˆ1 ≤ t}, le processus Z deux fois avant t, or
P
(∑




[IK(t)− IK(t ∧ T1)] = E [IK(t)− IK(t ∧ Tˆ1)]+ o(t1+ 1α ).

preuve du the´ore`me 4.4.1 :
Soit τK le temps d’arreˆt de´fini par τK = inf{t ≥ 0;St ≥ K}.
Graˆce a` l’e´galite´ (4.3), on a pour tout temps d’arreˆt τ ∈ T0,θ,
E
[
e−rτ (K − Sτ )+














+ J (τ, S0),
avec
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Il est clair, a` travers cette expression, que J est une fonction positive. Dore´navant, on
conside`rera S0 comme une fonction de θ. Plus pre´cise´ment, on note S
θ






α , avec λ < 0 et x0 = ln(b(T )). Donc, on obtient
E
{
e−rτ (K − Sτ )+














On peut omettre e−rs dans l’expression comme une erreur de l’ordre de O(θ2)(car
la fonction 1{x≤K}
(−rK + δx+ ∫ (xey −K)+ν(dy)) est borne´e ). On obtient alors,
pour tout temps d’arreˆt τ a` valeurs dans [0, θ],
E
{
e−rτ (K − Sτ )+





















α+X˜t ou` X˜t = (r − δ)t+Xt, on a aussi
E
{
e−rτ (K − Sτ )+















h(x) = −rK + δex +
∫
(exey −K)+ν(dy).
La fonction h e´tant la meˆme fonction utilise´ dans le chapitre 3, (convexe, de´rivable a`
droite et a` gauche). Plus pre´cise´ment, on a, en notant x0 = ln
K
b(T )
pour tout x ∈ R,
en posant ∆h′(x0) = h′d(x0)− h′g(x0),
h(x0 + x) = ∆h
′(x0)x+ + h′g(x0)x+ |x| R˜(x),
ou` R˜(x) −→x→0 0, et
0 ≤ R˜(x) ≤ (h′g(x0 + x+)− h′d(x0 − x−))
≤ L (1 + ex) ,
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e−rτ (K − Sτ )+)


















1{λθ 1α+X˜s≤ln Kb(T )}
∣∣∣λθ 1α + X˜s∣∣∣ R˜(λθ 1α + X˜s)ds+ o(1 + θ 1α ),





1{λθ 1α+X˜s≤ln Kb(T )}
R˜(λθ
1
α + X˜s) + C1{λθ 1α+X˜s>ln Kb(T )}
) ∣∣∣λθ 1α + X˜s∣∣∣ ds = o(θ1+ 1α ),
(4.8)





1{λθ 1α+X˜s≤ln Kb(T )}
R˜(λθ
1
α + X˜s) + C1{λθ 1α+X˜s>ln Kb(T )}






1{λθ 1α+X˜s≤ln Kb(T )}
R˜(λθ
1
α + X˜s) + C1{λθ 1α+X˜s>ln Kb(T )}






1{λθ 1α+X˜sθ≤ln Kb(T )}
R˜(λθ
1
α + X˜θs) + C1{λθ 1α+X˜sθ>ln Kb(T )}
) ∣∣∣∣∣λ+ X˜sθθ 1α
∣∣∣∣∣ ds,









∣∣∣ β0) 1β0 ≤
A et comme
(
1{λθ 1α+X˜sθ≤ln Kb(T )}
R˜(λθ
1
α + X˜θs) + C1{λθ 1α+X˜sθ>ln Kb(T )}
)
est borne´e et
tends vers 0, on a par convergence domine´e (4.8).
On a donc, pour tout temps d’arreˆt τ ∈ T0,θ,
E
{
e−rτ (K − Sτ )+
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Dans la deuxie`me e´galite´, on a ne´glige´ la contribution de la partie drift (r − δ)t =
X˜t −Xt, en effet l’erreur faite ǫ est domine´e par |ǫ| ≤ C
∫ θ
0
|r − δ|sds = O(θ2) et on
a aussi effectue´ le changement de variable suivant θu = s.
On rappelle les expressions de J et I

























Donc J est minore´e par e−rθE(IK(τ)) et majore´e parE(IK(τ)), or d’apre`s le lemme
4.4.1, on a pour tout temps d’arreˆt a` valeurs dans [0, θ], E(IK(τ)) ≤ w¯0θ1+ 1α +
o(θ1+
1
α ), on a donc d’une part
E
{
e−rτ (K − Sτ )+
}− (K − Sθ0)+
























avec w0 = w¯
0
b(T )δ¯
. Et d’autre part, comme J ≥ 0, on a
E
{
e−rτ (K − Sτ )+
}− (K − Sθ0)+
























Afin de retrouver la fonction prix P , on passe au sup sur l’ensemble T0,θ, on obtient
alors l’encadrement suivant,
0 ≤ P (t, , b(T )eλθ
1
α )− (K−, b(T )eλθ
1
α )+ − b(T )δ¯θ1+ 1αuθa(λ) + o(θ1+
1
α ) ≤ b(T )δ¯θ1+ 1αw0,
ou` uθα est de´finie dans la seciton 4.3.
Enfin, graˆce a` la proposition 4.3.1, on a la convergence suivante uθa −→
θ→0
u0a, ou` la
fonction u0a est la fonction ua associe´ au processus α-stable X
0, on en de´duit donc,
que pour tout λ < 0 et θ assez petit, on a
0 ≤ P (t, b(T )eλθ
1
α )− (K−, b(T )eλθ
1
α )+ − b(T )δ¯θ1+ 1αu0a(λ) + o(θ1+
1
α ) ≤ b(T )δ¯θ1+ 1αw0,

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4.5 Vitesse de convergence de b(t)
On rappelle que X0 de´signe le processus α-stable de meˆme loi que limθ→0Xθ, la fonc-
tion u0a de´finie pour tout a ≥ 0, par u0a(x) = supτ∈T0,1 E
∫ τ
0





et pour tout a ≥ 0, ya = − sup{y ∈ R; u0a(y) = 0}. On a alors, le re´sultat suivant
The´ore`me 4.5.1 Sous les hypothe`ses du mode`le, en particulier d+ < 0, on a alors :






(T − t) 1α b(T ) = y0,
• Si ν{ln K
b(T )
} > 0, et l’hypothe`se (Ha) est ve´rifie´e
y0 < ya ≤ lim inf
t→T
b(T )− b(t)
(T − t) 1α b(T ) et lim supt→T
b(T )− b(t)










preuve du the´ore`me 4.5.1 :
L’estimation lim inft↑T
b(T )−b(t)
b(T )(T−t)1/α ≥ ya.
Au vu de l’encadrement (4.2) dans le the´ore`me 4.4.1, on a pour tout λ < 0,




K − b(T )eλθ1/α
)+
+ δ¯b(T )θ1+1/αu0a(λ) + o(θ
1+1/α).
Or, pour tout λ > −ya et θ suffisamment petit, on a u0a(λ) > 0 et donc
P (t, x0 + λθ
1




ln(b(t)) < x0 + λθ
1
α










b(T )(T − t) 1α ≥ ya > 0




Dans l’ouvert {(t, x) ∈]0, T [×]0,+∞[ | x > b(t)}, on a, d’apre`s l’ine´quation varia-
tionnelle,∫ (







(t, x) + rP (t, x)− (r − δ)x∂P
∂x




ou` on a utilise´ la de´croissance de t 7→ P (t, x) et l’ine´galite´ P (t, x) ≥ K − x.
Cette ine´galite´ va nous permettre de de´gager l’estimation suivante.










et, pour λ ∈]−∞, 0[, on pose (si b(t) < b(T )eλθ1/α)








≥ b(T )δ¯ (−λ− aE(X01 + λ)+) .
preuve Pour b(t) < x < b(T ), on a, d’apre`s (4.9),
I(t, x)











= r(K − x)−
(










(P (t, xey)− P (t, x)) ν(dy)
≥ r(K − x) +
(







(P (t, xey)− P (t, x)) ν(dy)
= rK − δx−
∫
{y>0}
(P (t, xey)− P (t, x) + x(ey − 1)) ν(dy),
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ou` on a utilise´ l’ine´galite´ de convexite´ ∂P
∂x
≥ −1 et l’ine´galite´ r−δ−∫ (ey−1)+ν(dy) <
0. Introduisons maintenant la fonction j de´finie par




Notons que j(b(T )) = 0. On peut re´e´crire la dernie`re ine´galite´ sous la forme














P (t, xey)− (K − xey)+) ν(dy).
La fonction j est de´croissante. Donc, si x ∈]b(t), b(T )eλθ1/α [, on a, en utilisant j(b(T )) =
0
j(x) ≥ j(b(T )eλθ1/α)






= −δ¯b(T )λθ1/α + o(θ1/α). (4.10)
Pour estimer l’inte´grale
∫
{y>0} (P (t, xe
y)− (K − xey)+) ν(dy), on introduit la nota-
tion
∆(t, z) = P (t, z)− (K − z)+.
On remarque d’abord que, pour tout z > 0, on a, en utilisant la formule de la prime
d’exercice anticipe´,





K − ze(r−δ)θ+Xθ)+)− (K − z)+ + rKθ
≤ E (K − z − zXθ)+ − (K − z)+ + Cθ(1 + z), (4.11)
ou` C est une constante positive inde´pendante de z.
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On en de´duit, en posant ∆e(θ, z) = E (K − z − zXθ)+ − (K − z)+ et νˆ(dy) =
1{y 6=ln(K/b(T ))}ν(dy), que, pour x ≤ b(T )eλθ1/α ,∫
{y>0}












y)νˆ(dy) + C ′θ
avec C ′ constante positive inde´pendante de x, la premie`re ine´galite´ re´sultant du fait


























Par ailleurs, on a l’estimation
∆e(θ, z) ≤ zθ1/αρ(θ, (K − z)/z),
ou` ρ est une fonction borne´e ve´rifiant, pour tout ǫ > 0, limθ↓0 sup|x|≥ǫ ρ(θ, x) =
0.











avec ζ(θ, y) = sup
b(t)<x<b(T )eλθ
1/α xeyρ(θ, xey). On a ζ(θ, y) ≤ Cey, pour une constante
C > 0. De plus, pour y 6= ln(K/b(T )), on a aise´ment limθ↓0 ζ(θ, y) = 0. Comme νˆ ne
charge pas ln(K/b(T )), on a par convergence domine´e, limθ↓0
∫
{y>0} ζ(θ, y)νˆ(dy) =
0.











≤ Kν{ln(K/b(T ))}E (X01 + λ)+ .
(4.12)















−λ− aE (X01 + λ)+) .









P (t, xey)− P (t, x)− x∂P
∂x







P (t, xey)− P (t, x)− x∂P
∂x
(t, x)(ey − 1)
)
ν(dy).
Si y ≤ ln b(t)
x
, on a
P (t, xey)− P (t, x)− x∂P
∂x
(t, x)(ey − 1) = (K − xey)− P (t, x)− x∂P
∂x
(t, x)(ey − 1)
≤ (K − xey)− (K − x)− x∂P
∂x









Pour y ∈] ln(b(t)/x), 0[, on a, en utilisant la convexite´ de P (t, .),
P (t, xey)− P (t, x)− x∂P
∂x



































(1− ey) ν(dy). (4.13)
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Posons maintenant, pour ξ ∈ ]0, ln(b(T )/b(t)) + λθ1/α[,
gt(ξ) = P (t, b(t)e
ξ).





et que, par la proprie´te´ de “smooth fit”, g′t(0) = −b(t). On a aussi |g′t(ξ)| ≤ b(T ) ≤ K.
En appliquant (4.13) avec x = b(t)eξ, on obtient





















Il re´sulte des hypothe`ses sur ν qu’il existe une constante C > 0 ve´rifiant
(
eξ − 1) ∫
]−∞,−ξ]
(1− ey) ν(dy) ≤ Cξ2−α,
et par conse´quent








g′t(ξ)− g′t(ξ + y)e−y
)
(1− ey) ν(dy) + Cξ2−α. (4.14)






. En inte´grant (4.14) par rapport a` ξ de
0 a` ζ, on obtient
ζi(θ, λ) ≤ j1(ζ) + j2(ζ) + Cζ3−α,
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g′t(ξ)− g′t(ξ + y)e−y
)
(1− ey) .







(t, b(t)eζ) = eξ−ζg′t(ζ) ≤ e−ζg′t(ζ),




























) ≥ 0. En utilisant les hypothe`ses
sur ν, on peut trouver χ0 < 0 tel que, pour y ∈]χ0, 0[,
ν(dy) ≤ 2η0|y|1+αdy,
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= Cζ2−α (g′t(ζ)− g′t(0)) + Cg′t(ζ)ζ2−α
(
e−ζ − 1)
≤ Cζ2−α (g′t(ζ)− g′t(0)) + CKζ3−α. (4.15)
On montre de fac¸on analogue (voir [23], page 36-37) que la fonction j2 ve´rifie
j2(ζ) ≤ Cζ2−α (g′t(ζ)− g′t(0)) + Cζ3−α, (4.16)
avec C > 0. En re´unissant (4.15) et (4.16), on voit qu’il existe une constante C > 0
telle que




ζα−1 ≤ g′t(ζ)− g′t(0) + ζ.
On inte`gre maintenant par rapport a` ζ de 0 a` ζt = ln(b(T ))/b(t)) + λθ
1/α, obte-
nant
ζαt i(θ, λ) ≤ C (gt(ζt)− ζtg′t(0)− gt(0)) ,
avec C > 0. D’ou`
1
C
ζαt i(θ, λ) ≤ P (t, b(T )eλθ
1/α




− P (t, b(t))
≤ P (t, b(T )eλθ1/α) + b(T )eλθ1/α − b(t)− (K − b(t))
= P (t, b(T )eλθ
1/α
)− (K − b(T )eλθ1/α).
Donc pour tout λ < −ya, d’apre`s le the´ore`me 4.4.1 et le lemme 4.3.1, on a donc
1
C





on rappelle que w0 = 0, si ν{ln K
b(T )
} = 0.
D’apre`s le lemme 4.5.1, il existe C ′ > 0 tel que
C ′ζαt b(T )δ¯




≤ w0θ + o(θ).
En utilisant − ln(x) ≥ 1− x, on a b(T )−b(t)
b(T )
+ λθ1/α ≤ ζt et en utilisant la conjecture
Cya = |ya| − aE (X01 − |ya|)+ > 0,
b(T )− b(t)
b(T )
+ λθ1/α ≤ w1θ1/α + o(θ1/α).
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ou` w1 est une constante positive. E´videment, si w0 = 0 alors w1 = 0.
Enfin, on obtient en faisant tendre λ vers −ya,
b(T )− b(t)
b(T )
− y0aθ1/α ≤ w1θ1/α + o(θ1/α).





≤ ya + w1.

Annexe 1 : Preuves des proprie´te´s du mode`le
preuve du lemme 4.2.2 :





py − 1− p(ey − 1)ν(dy). Or, d’apre`s la proposition 4.2.1, il existe un
P > 0 assez grand tel pour tout p > P , on a 0 < φ(p) < Cpα, ou` C > 0.
Le processus (epXt−tφ(p))t≥0 est une martingale de moyenne 1, on a donc pour tout
t > 0,
E(e−τK∧tφ(p)) = e−pKP(τK ≤ t) + E(epXt1{τK>t})
Comme E(epXt1{τK>t}) ≤ epKP({τK > t}) et que τK < ∞ p.s., on obtient en faisant
tendre t vers ∞
E(e−τKφ(p)) = e−pK
≥ E(e−CτKpα)
≥ e−CθpαP(τK ≤ θ)
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Remarquons que pour θ assez petit, pθ > P , donc en est bien dans le cadre de nos
hypothe`ses d’estimation.




α−1 − A 1α−1Kθ− 1α−1
















Donc ils existent θ0 > 0 et une constante C(α,K) > 0 tels quel pour tout θ ≤ θ0 et
tout n ∈ N, on a





On commence par prendre la partie re´elle de la fonction caracte´ristique,


























































dw <∞. En effet, pour w grand, on a 1−cos(w)
wβ+1
O(w−(β+1)) et β+1 > 1,
pour w petit, on a 1−cos(w)
wβ+1
= O(w1−β) et 1− β > −1.
D’autre part, en effectuant un premier changement de variable w = uy dans les














































En re´injectant h1 et h2 dans l’inte´grale de droite dans (4.17) et en faisant le change-


























Remarquons aussi que pout tout t > 0 et pour tout s > 0, on a


















































On notera D = max(D0, D1).
Sur (0, π
2
), les fonctions cos(.) et e−(.) sont positives de´croissantes, on a donc, pour


























4.5. VITESSE DE CONVERGENCE DE B(T ) 127
Sur [π
2
























































Annexe 2 : E´tude de ua
Lemme 4.3.1
Soit X0t le processus de Le´vy α-stable de´fini plus haut, et T0,1 l’ensemble des F0t -






(y +Xs) + a (y +Xs)
+ds
est une fonction positive croissante et il existe y0a > 0 tel que
−y0a = sup{y ∈ R; ua(y) = 0}.
preuve du lemme 4.3.1 :
Il est clair que la fonction u0a est croissante, convexe, positive et on montre que
u0a(0) > 0 et qu’il existe un M < 0 tel que u
0
a(M) < 0. On pose
ya = − sup{y ∈ R | u0a(y) = 0}.
Le nombre ya est strictement positif
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u0a(0) > 0
CommeX est une martingale, on a, en notant ν la mesure de Le´vy deX,
∫
{|x|≥1} |x|ν(dx) <
∞ donc d’apre`s le the´ore`me 25.18 dans [33] E sup0≤s≤t |Xs| < ∞. On a donc∫ t
0
E(Xs)ds <∞
D’autre part, on a, pour tout t ≥ 0∫ t
0










est une vrai martingale et que




Xsds) = E(τXτ )




(y +Xs) + a(y +Xs)
+ds
)






≤ yE(τ) + (1 + a)E (τ(Xτ )+)
Graˆce a` la de´composition Le´vy-Ito on peut e´crire le processus X comme somme de
deux processus a` sauts ne´gatifs (hypothe`se sur X) compense´s, X1 (respectivement





























−zν(dz)E(τ 2) + E
(













Donc, pour vue que
y < −(1 + a)
∫
]−∞,−1[






on aura u0a(y) < 0.
– Comme, par le the´ore`me d’arreˆt, EXτ = 0, on peut e´crire
E(τXτ ) = E((τ − t)Xτ ). (4.18)
Pour ǫ > 0, posons
τ−ǫ = inf{t ≥ 0; Xt ≤ −ǫ}.




Xsds) = E((τ−ǫ∧t−t)Xτ−ǫ∧t) = E
(
(τ−ǫ − t)Xτ−ǫ = {(τ−ǫ ∧ t− t)Xτ−ǫ<t}
)
On a, sur {τ−ǫ < ∞}, Xτ−ǫ < −ǫ < 0. Et pour montrer le lemme, il suffit d’avoir
cela pour au moins un ǫ > 0. Or, si pour tout ǫ >, P(τ−ǫ < t) = 1, on a P(X 1
2
>
−ǫ) = 1, donc X t
2
≥ 0 p.s., et comme X est une martingale nulle en 0, X serait
nulle partout.





preuve de la proposition 4.3.1 :
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La preuve de cette proposition est une adaptation de celle du the´ore`me 1.2 dans
[24]. On conside`re une subdivision ρ de [0, 1] et T θρ l’ensemble des temps d’arreˆts a`
valeurs dans ρ du processus Xθ. On note





(y +Xs) + a (y +Xs)
+ds,
on montre alors que
|uθa(y)− uθ,ρa (y)| ≤ C|ρ|,
C e´tant une constante positive inde´pendante de ρ et |ρ| de´signe le pas de la sub-
division. On montre ensuite graˆce un argument de programmation dynamique que
uθ,ρa (y) converge uniforme´ment sur tout compact vers u
0,ρ
a (y), quand θ tend vers 0.

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Toward a coherent Monte Carlo
simulation of CVA
L. A. Abbas-Turki
∗, A. I. Bouselmi† and M. A. Mikou‡
This paper is devoted to the simulation of the Credit Valuation Adjustment (CVA)
using a pure Monte Carlo technique with Malliavin Calculus (MCM). The procedure
presented is based on a general theoretical framework that includes a large number of
models as well as various contracts, and allows both the computation of CVA and its
sensitivity with respect to the different assets. Moreover, we provide the expression
of the backward conditional density of assets vector that can be simulated off-line
in order to reduce the variance of the CVA estimator. Regarding computational
aspects, both complexity and accuracy are studied for MCM and regression methods
and compared to the square Monte Carlo benchmark.
5.1 Introduction
After the 2007 economic crisis, several laws were issued for better financial regulation.
Among the most important measures are those taken at Basel III that include the
calculation of the CVA (Credit Valuation Adjustment) as an important part of the
prudential rules. In a financial transaction between a party A that has to pay another
party B some amount V , the CVA value is the price of the insurance contract that
covers the default of party A to pay the whole sum V . In other words, in the absence
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of arbitrage opportunities, the CVA is the value of liquid products that must be
saved to deal with counterparty default (see [13, 14]).














where R (assumed equal to zero in this paper) is the recovery to make on the portfolio
if the counterparty defaults, Et denotes the conditional expectation knowing all the
available information at t, Vt is the process of the value exposure to the counterparty,
τ is the random default time of the counterparty, T is the protection time horizon
and the positive part function is denoted either by + or +.
What makes difficult the numerical approximation of (5.1) is the expression of Vt that
does not only includes assets, but also European contracts and American contracts.
Said differently, once the stochastic model of the assets is fixed, one needs to simu-
late contracts before simulating the value of the CVA. The approximation of (5.1) is
performed through three steps : First, simulating the assets St = (S
1
t , ..., S
d
t ) trajec-
tories, then simulating the contracts trajectories to get Vt trajectories as a sum over














where ie, ii, id and ia are the exposure indices and :





φeui is a path-independent European contract. It is a contract involving only the
simulation of the assets St at t = T and whose expression is given thanks to an
explicit payoff function f eui by
φeui(Stk) = E(f
eui(ST )|Stk), with tk ∈ [0, T ], (5.3)
for example : f eui(ST ) = (S
1
T − S2T )+.
φeudt is a path-dependent European contract. It is a contract involving the simulation
of the whole discretized path of St at t ∈ {t0, t1, ..., T} and whose expression is
given thanks to a path-dependent payoff function f eudt , at each time tk by





for example : f eudtk (Stk+1) = ( maxi=0,..,k
S1ti ∨ S1tk+1 − S2tk+1)+ where ∨ is the maximum
operator. In the previous example, the dependence of the payoff according to the
information available at time tk is illustrated by max
i=0,..,k
S1ti .
φamt is an American contract. It is a contract that depends on the assets path through
an optimal stopping problem implemented by the dynamic programming algorithm
φamtk (Stk) = f(Stk) ∨ E(φamtk+1(Stk+1)|Stk) (5.5)
with f an explicit payoff that generally does not depend on the asset path.
Without loss of generality, assuming t = 0 and R = 0 in (5.1), the last step of









and N must be smaller or equal to the number of time steps used to approximate
the trajectories of the assets.
The last point that has to be specified is the model used for the default time τ
and how it should be related to the dynamic of Vt. In this paper, the two main
families of modeling default time are studied : i) The reduced form family, ii) The
structural family. For each family, a specific model involving dependence between
the exposure and the default time (so called WWR/RWR) is considered with its
associated expressions of the computation of CVA0,T and ∂Si0CVA0,T , where S
i
0 is
the ith spot price. The latter quantities will be expressed only as a function of the
exposure and its gradient vector.
The common point between the expressions (5.3), (5.4) and (5.5) is the computa-
tion of a conditional expectation that should be simulated before the approximation
(5.6). In this paper, we reexpress both the conditional expectation involved and its
gradient using Malliavin Calculus. Denoting E(f(Stk+1)|Stk) = ϕ(Stk), we aim at
computing
ϕ(x) = E(f(Stk+1)|Stk = x) and ∂xiϕ(x) with xi ∈ {x1, ..., xd}. (5.7)
Inspired from papers [2, 3] dedicated to American contracts, we rewrite (5.7) as
a quotient of expectations that can be simulated by Monte Carlo. Going beyond
the latter result, we express the backward conditional density and its gradient as a
quotient of expectations that can be simulated by Monte Carlo. When this density
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and its gradient are known off-line for some trajectories (after discretization), then
the values given in (5.7) can be efficiently approximated for any path-dependent or
path-independent function f .
One could wonder why it is more advantageous to use Malliavin Calculus with Monte
Carlo simulation (MCM) when compared to the direct use of a square 1 Monte Carlo
simulation. We will see that MCM is justified by its computational complexity which
is smaller than square Monte Carlo, in particular for the CVA that involves American
contracts. Moreover, in contrast to regression methods used in [14], we will justify
that MCM is a nonparametric method whose accuracy depends only on the number
of simulated trajectories. Consequently, one can increase “indefinitely” the accuracy
by simulating more trajectories and using more computational resources thanks to
an efficient parallel implementation.
The easy adaptability to various models is a key advantage of our procedure, then
we present in Section 5.2 a brief summary of the different models that can be used.
In Section 5.3, we provide, on the one hand, the expression of the conditional expec-
tation (5.7) as well as its partial derivative and we introduce, on the other hand, the
value of the backward conditional density that can be simulated off-line to speedup
the convergence of the CVA estimator. In Section 5.4, we compare the computa-
tional complexity of MCM with the method that involves regressions and with the
square Monte Carlo method used as a benchmark. In addition to the MCM general
framework, its adaptability to parallel architecture and its good accuracy studied in
Section 5.5 suffice to justify its use as a real alternative to regression methods.
5.2 Model families
In this Section, we present the general modelling framework of asset prices and
counterparty default for which MCM could be applied. We also express CVA0,T and
























1. This is a two levels Monte Carlo simulation, one for simulating assets trajectories and another
one for simulating contracts trajectories. We refer the reader to Section 5.4 for a detailed explanation
of the term square.
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The value of each φ term in (5.2) and its derivative in (5.8) has the general for-
mulation (5.7) given by ϕ and its derivative which are both computed thanks to
the results presented in Section 5.3. Without loss of generality, we remind that we
assume R = 0 in (5.1).
Let T be the protection time horizon, (Ω,F , P ) a probability space on which we define
a d-dimensional standard Brownian motion W = (W 1, ...,W d) and F = {Fs}s≤T the
P -completion of the filtration generated byW until T . We denote by St the vector of
asset prices S1t , ..., S
d











0 = zi, i = 1, .., d, (5.9)
where ri are constants and σ(t) = {σij(t)}1≤i,j≤d is a deterministic triangular ma-
trix ({σij(t)}i<j = 0). We suppose that the matrix σ(t) is invertible, bounded and
uniformly elliptic which ensures the existence of the inverse matrix ρ(t) = σ−1(t)
and its boundedness. Dynamics (5.9) is widely used for equity models, HJM interest
rate models and variance swap models. One should note that in the case where the
dynamics of S is given by local volatility model, we can use a discretization scheme
to reduce it to an SDE of type (5.9) on subintervals. The methodology developed
in Section 5.3 can be extended to jump diffusion and stochastic volatility models,
Indeed :












0 = zi, i = 1, .., d,
where J = (J1, ..., Jd) is a jump process independent fromW . Then the conditional
expectation in (5.7) is given by
ϕ(x)=E
(
E[f(Stk+1)|σ ((Ju)0≤u≤t) , Stk = x]|Stk = x
)
, x = (x1, ..., xd). (5.10)
The computations performed in Section 5.3 can be implemented to the inner ex-
pectation in (5.10).










0 = zi, i = 1, .., d,
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where W˜ is a multidimensional Brownian motion correlated to W as it is done in







, Stk = x]|Stk = x
)
, x = (x1, ..., xd) (5.11)
and the inner expectation in (5.11) and its partial derivative according to each xi
can be computed as explained in Section 5.3.
In addition to the large number of asset models that can be used, when assuming
independence between Vu and τ in (5.1), one has a wide choice of the counterparty

























The permutation of the differentiation ∂Si0 and the expectation is possible thanks to
Remark 2 ii).
In the following, we consider CVA models involving WWR or RWR, this implies that
Vu and τ are no longer assumed to be independent. ISDA (the International Swaps
and Derivatives Association) defines Wrong Way Risk as the risk that occurs when
the ”exposure to a counterparty is adversely correlated with the credit quality of that
counterparty”, when the Right Way Risk (RWR) refers to the opposite correlation.
Consequently, the choice of the counterparty default model will influence the CVA
and ∂Si0CVA expressions.
Using the literature [6, 5, 12, 13], we distinguish two main ways to model the de-
fault time : i) The structural family (firm value) and ii) The reduced form (inten-
sity) family. However, as pointed out by the authors of [18], there is no standard
way to specify the dependence between the counterparty default and the exposure.
Subsequently, we will only give an example for each default model with its CVA
expressions.
5.2.1 CVA intensity models including WWR/RWR
In these models, we assimilate the default time as the first jumping time of a Poisson
process, where we denote by λ its intensity. We point out that λ can be even consi-
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dered as deterministic, either constant or time dependent, and even stochastic like in
Cox model. If λ is deterministic, we have P (τ > θ) = e−λθ and more precisely
P (τ ∈ (t, t+ dt]|τ > t) = P (τ ∈ (t, t+ dt])
P (τ > t)
= λdt.






the function Λ is commonly known as the hazard function or cumulated intensity
and λ represents the intensity or hazard rate.
When Λ is deterministic 2, the Poisson process properties imply that Λ(τ) is an
exponential random variable with E(Λ(τ)) = 1. Notice also that Λ(τ) is independent
from the default-free market information F. Thus we obtain,
P (τ > t) = P (Λ(τ) > Λ(t)) = e−Λ(t) = e−
∫ t
0 λsds.
If the hazard function is stochastic, we get







Specific example with its CVA and CVA sensitivity estimation
We present the model proposed in [18], involving WWR or RWR. The intensity
model is assumed to have a stochastic Ft-adapted hazard rate λt. Particularly, we
suppose that
λ(t) = f(t, Vt),
where f is some ”known” positive function and Vt represents the exposure at t. In
some cases, one can take
λ(t) = g(t, St),
where St is the R
d process describing the underlying asset prices. In [18], the authors
assume that either
λ(t) = exp (a(t) + bVt) or λ(t) = ln [1 + exp (a(t) + bVt)] ,
2. If Λ is Ft-adapted, we obtain the same result by conditioning with respect to Ft.
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where a(t) is a deterministic function that is useful for the calibration and b represents
the dependence (WWR or RWR). In our work, we test a simpler model that takes
into account only WWR and given by
λt = α
′′ + α′(Vt)+, with α′ ≥ 0 and α′′ ≥ 0. (5.12)
Assuming that we are able to estimate the process Vt on a time discretized grid








τ ∈ (tk, tk+1]|Ftk+1
))
. (5.13)
The sensitivity of the CVA0,T according to the i











V +tk+1∂Si0P (τ ∈ (tk, tk+1]|Ftk+1)
)
.
The permutation of the operator ∂Si0 and the expectation is justified in Remark 2 ii).
Regarding the derivative ∂Si0P (τ ∈ (tk, tk+1]), we have
∂Si0P (τ ∈ (tk, tk+1]|Ftk+1) = ∂Si0
(











Using the chain rule and the expression of the hazard rate given in (5.12), this
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derivative becomes








= −P (τ ∈ (tk, tk+1]|Ftk+1) ∫ tk
0
∂Vsf(s, Vs)∂Si0Vsds




= −P (τ ∈ (tk, tk+1]|Ftk+1) ∫ tk
0
α′∂Si0Vs1{Vs>0}ds




Both Vt and ∂Si0Vt are provided in (5.2) and (5.8).
5.2.2 CVA structural models including WWR/RWR
First introduced by Merton [21], the default time in these models is defined according
to the behavior of the positive firm value process (Xt)t≥0. Merton’s example assumes
that default occurs if, at the final time T , the firm valueXT is below a given threshold
L which generally represents a promised terminal payoff.
Inspired by this model, Black and Cox proposed to modelize the default time by




e−γ(T−t)K if t < T
L if t = T
with γ smaller than the risk neutral interest rate and K ≤ L. In this situation, the
”critical” threshold Lt must not be crossed by the firm value process. For more de-
tails, we refer the reader to [11]. In the structural model presented in Section 5.5, we
will assume that Lt is constant.
Specific example with its CVA and CVA sensitivity estimation
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The dependence between the default time variable τ and the exposure Vt is mode-
lized thanks to the correlation between some Brownian motion W 0t that drives the
process Xt and
(




which drive the asset prices St.















The sensitivity of CVA0,T according to the i






V +tk |τ ∈ (tk, tk+1]
)






V +tk |τ ∈ (tk, tk+1]
)








which is ensured by the assumption ∂Si0P (τ ∈ (tk, tk+1]) = 0 and Remark 2 ii) that
allows the permutation of the operator ∂Si0 and the expectation.
Both Vt and ∂Si0Vt are provided in (5.2) and (5.8). Using the same argument presented
in (5.10) and (5.11), the dependence according to τ is not an important issue for








, Stk = x]|Stk = x
)
, x = (x1, ..., xd) (5.15)
and the inner expectation can be computed as if the trajectory of {Xu}0≤u≤t is
completely known. For more details, we refer the reader to Section 5.5 in which a
more specific example is presented.
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5.3 Computing the value exposure, its sensitivity
...
Estimating the value exposure to the counterparty Vt is crucial in the CVA compu-
tation. In order to calculate Vt using (5.2), one has to express the conditional ex-
pectation involved in each contract. Using Malliavin calculus for American contracts
pricing, this conditional expectation was expressed as a ratio of two expectations (see
for example [2, 3]). We aim here to adapt the previous results to the CVA problem.
Moreover, we give an explicit formulation of the sensitivity with respect to the initial
value of the stock price. In Section 5.3.2, we will be interested by rather a theoretical
result that provides the value of the backward conditional density of the process
(5.9) and of multidimensional stochastic volatility and jump diffusion models that
extends (5.9). The backward transition probability does not depend on the payoff,
then it should be computed off-line and stored to be re-used, in the same fashion as
it is done in [4, 22].
In this section we suppose that the stock price S is given by (5.9). To simplify the




s − xi) := 1Sis≥xi for the Heaviside function of
the difference between the ith stock and the ith coordinate of the positive vector x.




f ∈M(Rd) : ∃C > 0 andm ∈ N; |f(y)| ≤ C(1 + |y|d)m)
}
(5.16)
whereM(Rd) is the set of measurable functions on Rd and | · |d is the euclidean norm.
The elements of the set Eb(Rd) satisfy the finiteness of the expectations computed
in this article. Besides, we usually use Malliavin derivative Dju for the differentiation
with respect to the jth Brownian motion.
5.3.1 The conditional expectation value and its gradient
We have already seen that Vt and ∂Si0Vt are given by (5.2) and (5.8) where the
value of each contract is expressed using (5.3), (5.4) and (5.5). The only point that
remains to be specified is the conditional expectation and its partial derivative in
(5.7). Theorem 5.3.1 deals with the latter issue, but before that we need to introduce
some definitions.
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s,t can be computed by




















s,t du, k ∈ {1, ..., d− 1},
where πk,ds,t is given by












with ρ is the inverse of the volatility matrix σ.




∣∣∣Ss = x) = Ts,t[g](x)
Ts,t[1](x)
, (5.17)




∣∣∣Ss = x) = Ris,t[g](x)Ts,t[1](x)− Ts,t[g](x)Ris,t[1](x)
Ts,t[1](x)2
, (5.18)
where Ts,t[f ](x) and R
i
s,t[f ](x) are defined for every function
3 f ∈ Eb(Rd) by

































, Γs,t and π
k,d
s,t are given in Definition 1.
Hxk (S
k
s ) is the Heaviside function of the difference between the k
th stock and the kth
coordinate of the positive vector x, Eb(Rd) is defined in (5.16).
Using Theorem 5.3.1, the conditional expectation in (5.7) and its derivative are given
by (5.17) and (5.18). To prove Theorem 5.3.1, we need the following two lemmas






does not depend on u.
3. In our case f = g or f = 1
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The second lemma is based on the duality property of the Malliavin calculus.
Lemma 5.3.2 For any interval I ⊂ (0, t), h ∈ C∞b (R), F ∈ Dom(D) and S given

































Preuve of Theorem 5.3.1:
The equalities (5.17) and (5.19) are proved in [2], the new result of this theorem
is the partial derivative value (5.18). Regarding this part, it is sufficient to prove
that
∂xiTs,t[f ](x) = R
i
s,t[f ](x).
Let φ ∈ C∞c (R) be a mollifier function with support equal to [−1, 1] and such that∫
R
φ(u)du = 1, then for any u ∈ R we define
hmi(u) = (H
x
i ∗ φm)(u) ∈ C∞b (R), φm(u) = mφ(mu), m ∈ N.
The dependence with respect to xi can be dominated and the differentiation under
































t , ..., S
d
t ) admits
a lognormal joint distribution density ps,t with respect to the Lebesgue measure on
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Rd+ × Rd+. Similar to the argument presented in proof of Theorem 2.1 in [2], using
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Using a dominated convergence argument, from (5.24) and (5.26) we get




































simulated efficiently using the trick given in [2] which will be detailed in Remark 3.
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ii) For every g ∈ Eb(Rd), one can show that the functions Ris,t[g] and Ts,t[g] are
continuous since the Heaviside function is continuous except on the negligible set
{Ss = x}. The latter fact implies that the partial derivative of the conditional
expectation (5.18) is locally bounded when its payoff is in Eb(Rd).
5.3.2 Backward conditional density estimation
The authors of [22] proposed a Karhunen-Loeve expansion of Brownian motion and
provide in [26] an optimal choice 4 of the couple (space discretization, probability
weights) to approximate the standard Gaussian distribution. Known as quantization,
this method of using preloaded files should be the method of choice for problems in-
volving Brownian motion or Brownian bridge. Indeed, for this model, the effectiveness
of quantization and its good accuracy for dimensions bigger than 3 make it relevant
for various problems. Nevertheless, it is not straightforward to use this method for
other multidimensional stochastic volatility or jump diffusion models.
Developed for various models, our method of computing (5.7) employing Malliavin
Calculus is more complex than using directly preloaded files as done with the quanti-
zation method. However, one can use also Malliavin Calculus to express the backward
conditional density. Provided that we are employing the same pseudo random num-
ber generator, one can first approximate the backward conditional density off-line for
some points of assets trajectories and store it, then re-use them directly as preloaded
files to have the distribution of each contract which is sufficient to compute the CVA
or develop any other risk hedging strategy. Moreover, when the backward conditio-
nal density is already stored, using it to compute (5.7) is better, from a variance
reduction point of view, than using (5.17) and (5.18). In fact, we provide in (5.29)
and (5.30) the value of the backward conditional density and of its partial derivative.
First, let us introduce some notations.
Definition 2 The random variables Γs,t and Γ̂
i





















s,t du, k ∈ {1, ..., d},
with the terminal values
Γ
d+1
s,t = Γs,t, and Γ̂
d+1,i












4. In a sense explained in their paper.
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where Γs,t, π
i,d
s,t are defined in Defintion 1 and π¯
k,d
s,t is given by









u , with ρ is the inverse of the volatility matrixσ.
Theorem 5.3.2 For any s ∈ (0, t), g ∈ Eb(Rd), x = (x1, ..., xd) and y = (y1, ..., yd)
with xi > 0 and yi > 0,

































































the same fashion as in the beginning of the proof of Theorem 5.3.1, we regularize the
heaviside function Hyi by hi ∈ C∞b (R). In order to lighten the notations, we remove
in this proof the dependence on m in hmi (m → ∞). Then, we need to prove that
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where εy is the Dirac distribu-
tion at y and we know that εyi = (H
y
i )
′. In order to make the reasoning rigorous, one
replace the expectation of εy(St) by the density of St evaluated at y.
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and the fact that ĥ′k−1(St) and ĥk+1(St) are not depend on the kth coordinate of the
































































Similarly, one can prove (5.28).
In Remark 3, we use the set of the second order permutations P1,d defined by
P1,d = {p ∈ P1,d; p ◦ p = Id}, (5.33)
where P1,d is the set of permutations on {1, ..., d} and Id is the identity applica-
tion.
Remark 3 In order to make easier the implementation of (5.19), it was shown in
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with ǫ(p) as the signature of the permutation p ∈ P1,d, and
A =

π1,ds,t C1,2 C1,3 · · · C1,d
1 π2,ds,t C2,3 · · · C2,d
...
. . . . . . . . .
...
1 · · · 1 πd−1,ds,t Cd−1,d























Using the same idea, we can deduce a generating method for the computation of Γs,t
and Γ̂s,t. In fact, the solution Xs,t of the induction scheme in Definition 2 can be








with ǫ(p) is the signature of the permutation p ∈ P1,d+1 and
A¯ =

π¯1,ds,t C¯1,2 C¯1,3 · · · C¯1,d+1
1 π¯2,ds,t C¯2,3 · · · C¯2,d+1
...
. . . . . . . . .
...
1 · · · 1 π¯d,ds,t C¯d,d+1





















ρjk(u)ρjl(u)du, k, l ∈ {1, .., d}.
Let denote Γ−ks,t the second order permutation determinant of the matrix A
−k that
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where Pk1,d = {p ∈ P1,d, p(k) = k}. The following lemma gives a generating way to









uΓs,tdu” which appear in both Theorem 5.3.1
and Theorem 5.3.2.














































where the last equality is due to the fact that Al,p(l) is deterministic except for
p(l) = l for which Al,l = π
l,d
s,t. Now, since π
l,d
s,t does not depend on the Brownien motion W
j
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5.4 Complexity comparison of different approaches
5.4.1 Square Monte Carlo benchmark and regression me-
thod
As we saw in the introduction, to approximate the CVA value using (5.6), one needs
first to simulate assets trajectories, also known as simulating scenarios [14], that
corresponds to the outer expectation, then compute the conditional expectation given
by (5.7) involved in (5.3), (5.4) and (5.5). For some models and some contracts, this
computation could be explicit or semi-explicit using Fourier transform [12]. When the
dimension is 2 or 3 and for a large choice of models and contracts, numerical methods
for PDEs 5 become more appropriate because faster than a Monte Carlo simulation.
However, for the most general models and contracts and for dimensions bigger than
4, the only option that remains is the use of Monte Carlo for both simulating asset
trajectories and the conditional expectation in (5.7).
When only exchanging European contracts with the counterparty and the number of
simulated trajectories is big enough, using a square Monte Carlo for CVA computa-
tion gives reference results. The parallel suitability of Monte Carlo allows to increase
the accuracy using more computing resources including many-cores architectures as
done in [1]. Nevertheless, the complexity of square Monte Carlo remains too high.
Indeed, if we denote by d the dimension of the problem in terms of assets, by M
the number of simulated trajectories and by N the number of time steps of the si-
mulation 6, then we shall simulate exactly dNM [1 + (M − 1)(N − 1)/2] segments of
trajectory (see Figure 5.1). The proof of this result is built on the assumption that
we use the same number of trajectories for both Monte Carlo simulations involved.
In fact, we have to draw dMN segments for the first Monte Carlo and at each time
step tk, we should simulate (M − 1)(N − k) segments of trajectories at each point




dM(M − 1)(N − k) = dMN
(
1 +




Thus, if we denote by T the complexity of the simulation of a segment of a trajectory,
the complexity of square Monte Carlo is of order O(T dM2N2). Another inconvenient
5. Partial Differential Equations
6. Supposed here equal to the number of time steps of the SDE discretization






d = 1E(f(S  )|S   ) by MCT/2T
S
0
Figure 5.1 – The price of the contract












Figure 5.2 – The price of the contract
at T/2 is approximated by a linear re-
gression on a finite basis.
of this method comes from the fact that it has an exponential complexity according to
the number of trajectories when employed for American contracts. Indeed, according
to induction (5.5), to get φamtk (Stk) we must have M trajectories of the function
φamtk+1(Stk+1) and so on.
For all the previous reasons, practitioners prefer the use of methods based on re-
gression whose complexity can be decomposed into two terms : A part associated
to the scenarios generation which is of order O(T dMN) and another part for the




) ≈ A.b(Stk) (see Figure 5.2). The vector A minimizes the
quadratic error ∣∣∣∣f(Stk+1)− A.b(Stk)∣∣∣∣L2 (5.35)






where the matrix Ψ = E (b(Stk)b
t(Stk)). Consequently, at each time step, the matrix
inversion (5.36) can be implemented by the Singular Value Decomposition (SVD) ex-
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Geometric Put on 5 assets: 210 trajectories
Geometric Put on 5 assets: 214 trajectories
The real price of
the option
Figure 5.3 – Histogram of prices obtained by Monte Carlo using Longstaff-Schwartz
algorithm with maturity T = 1 and thirty exercise dates.
Due to the SVD inversion performed at each time step after an expectation approxi-
mation, the complexity of the regression phase is of order O(K3MMN), where KM
is the cardinal of the vector b(Stk). The overall regression method for CVA compu-
tation has a complexity of order O((T d+K3M)MN) even when American contracts
are involved. Although this method is less complex than square Monte Carlo, it is
not well suited to parallel implementation (see [1]) because of the matrix inversion
phase. Moreover, computing CVA with regression method involves generally the im-
plementation of several regressions, each one uses a different vector b(Stk) for each
contract. Finally, the accuracy cannot be increased only by increasing the number
of trajectories, because one has also to take bigger values of KM . The latter fact be-
comes a real issue when the dimension d is big enough which could be seen in Figure
5.3 for d = 5, as the obtained prices remain far from the real price even when taking
more trajectories. This limitation was studied by the authors of [17] that recommend
to have a number of polynomials KM ∼ O(
√
log(M)). Despite of these drawbacks
and because this method is quite fast, practitioners, like in [14], prefer to use it with
some heuristics to improve the simulated results.
Although we discussed here the basic implementation of the regression method, we
point out the existence of different versions of it. Among those versions, the authors of
[16] propose the use of a local regression basis and derived a full convergence analysis
of their method. The algorithm based on their idea can be considered in the midway
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between a basic global regression and MCM which is a pure local method. Indeed,
the algorithm proposed uses regressions iteratively that keeps the overall complexity
similar to a basic regression method and it improves the results locally. Nevertheless,
this algorithm inherits the problem of choosing the right local regression, especially
when dealing with American contracts, in which case one has to perform iterative
regressions for each contract.
5.4.2 MCM as an alternative
From a theoretical point of view, MCM is really interesting because it is general
enough to a large choice of models and contracts. Thus, unlike regression methods,
there is no heuristic choice of the vector b(Stk) that should be specified according
to the model and to the contract. Indeed, as already mentioned in Section 5.2 as
well as in [2] and will be discussed also in Section 5.5, we can apply MCM to path-
dependent contracts and with models as multidimensional Heston models and usual
jump diffusion models and others. From a computational point of view, because it
is a pure Monte Carlo method, MCM is as suited to parallel implementation as a
square Monte Carlo method. MCM could be also used for CVA computation that
involves American contracts. Also, in contrast to regression algorithms, MCM aims
at a nonparametric algorithm in which the accuracy can be improved by increasing
only the number of the simulated trajectories and adding more computing resources
to speed up simulations. This fact is demonstrated on Figure 5.4 in which we can
see that MCM performs better 7 than Longstaff-Schwartz (LS) algorithm 8 when we
increase the number of simulated trajectories. Moreover, according to Figure 5.4,
MCM is as efficient as LS because it could provide sufficiently good results even when
simulating very few number of trajectories, here only 210. In Section 5.5, we will see
that the accurate results obtained by MCM goes beyond the computation of the CVA,
because it allows to have compelling approximation of the delta sensitivity.
Although MCM is both less complex than square Monte Carlo and applicable for
CVA involving American contracts, it is more complex than regression methods.
Indeed, with MCM we need only to simulate the assets trajectories once, but the ap-
proximation of the conditional expectation as a quotient of two expectations is imple-
mented for each path. The complexity of this method is then of order O(CdT dM2N),
7. When only American options are involved. The error should be bigger when simulating the
CVA on various American options
8. An algorithm based on regression.
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5 Dimensions and 210 Trajectories 












Figure 5.4 – LS vs. MCM for 5 dimensional American option, the real price is
given by PR.
where Cd depends on the dimension d. If the backward conditional density, introdu-
ced in Section 5.3, is computed off-line then Cd = 1. Otherwise, Cd = O(nd) where
nd is the number of terms involved in the quasi-determinant Γs,t and expressed in
the following proposition.
Proposition 5.4.1 For d ≥ 3, nd satisfies the following induction
nd = nd−1 + (d− 1)nd−2 (5.37)
with : n1 = 1, n2 = 2.
Proposition 5.4.1 can be easily proved by induction using the relation
P1,d ={τ d−1d−1◦ p; p ∈ P1,d−1}∪{τ ld−1◦ p; p ∈ P1,d−1, p(l) = l, l ∈ {1, ..., d− 1}},
where τ ji : i ↔ j is the transposition application on {1, ..., d − 1} that swaps only
i to j and j to i. This relation is another version of the relation (2.16) given in [2].
Although the induction (5.37) provides an nd which is by far smaller than d!, nd can
be quite big for high dimensions, for example : n5 = 26, n6 = 76, n7 = 232 and
n10 = 9496. To overcome this problem, we explain, in the example given in Section
5.5 how to group contracts together in order to reduce the number of Brownian
motions involved and reduce d.
As proposed in [9], using the multidimensional quick sort changes the term M2 that
appears in O(CdT dM2N) into M(lnM)(d−1)∨1. However, we prefer in our work to
use the straight implementation because the parallelization of the multidimensional
quick sort on GPU make the overall implementation generally either less efficient or
barely more efficient for the usual values of M and d.
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5.5 Numerical tests using parallel implementation
In the previous sections, we presented the theoretical framework of CVA estimation
using MCM and studied its computational complexity. To finalize this work one has
to give some theoretical approximations of the error of the estimation. However, this
part is delayed to future work which can be based on works dedicated to Ameri-
can options like [8]. Nevertheless, we demonstrate here the accuracy of MCM by
comparing it to square Monte Carlo and to a regression method. When using large
number of trajectories, square Monte Carlo provides benchmark values for both path-
independent and path-dependent European contracts that will be considered as the
real values. Consequently, we study the accuracy of MCM for CVA that involves only
European contracts. In order to have an idea of how MCM behaves when dealing
with American contracts, we refer the reader to [2, 9]. Before summarizing the results
of the different simulations, we start by presenting the considered models and how
simulating European path-dependent contracts could be performed.
5.5.1 Benchmarking setup
Based on Section 5.2, we implement one example from the intensity family and one
example from the structural family. Each model will be completely specified by the
assets dynamics and either the dependence between the assets St and the default
time τ or between the value exposure Vt and τ .










0 = zi, i = 1, .., d,
λt = α
′′ + α′(Vt)+, with α′ ≥ 0 and α′′ ≥ 0
(5.38)
with T = 1, the risk neutral interest rate r = ln(1.1), the time discretization is defined
using the time steps that is given as a parameter in each simulation, Si0 = 100
and σij = σi̺ij with σi = 0.2 where ̺ = {̺ij}1≤i,j≤d comes from the Cholesky
decomposition of the correlation matrix δi−j + α(1− δi−j) such that α ∈ [0, 1) and δ
is the Kronecker symbol.
Regarding the structural model, we take the constant volatility version of (5.9) and
we correlate it with the Brownian motion W 0t that drives the firm value process
















0 = zi, i = 1, .., d,
(5.39)
with T = 1, the risk neutral interest rate r = ln(1.1), the time discretization is defined
using the time steps that is given as a parameter in each simulation, Si0 = 100
and σij = σi̺ij with σi = 0.2 where ̺ = {̺ij}0≤i,j≤d comes from the Cholesky
decomposition of the correlation matrix δi−j + α(1− δi−j) such that α ∈ [0, 1) and δ
is the Kronecker symbol. With this specific example, one understands better the sense
of (5.15) and how the Malliavin Calculus can be implemented on W = (W 1, ...,W d)
without considering the dependence with respect to W 0.
Using MCM, simulating CVA that involves only European path-independent contracts
(5.3) is quite simple when compared to adding European path-dependent contracts
(5.4). Then, some details should be provided for the implementation of (5.4). To
simplify the explanations, we assume that N involved in (5.6) is equal to the number
of time steps used to approximate the trajectories of the assets. Let us consider the





S1ti − S2tN )+|Ftk
)
.





S1ti , this conditional expectation
































S1ti − S2tN )+
∣∣∣S1tk , S2tk) (5.41)
and for each asset trajectory, we have a specific value y and once it is fixed as a payoff
parameter, we can compute the conditional expectation using the result of Theorem
5.3.1 or Theorem 5.3.2.
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The previous idea for implementing European path-dependent contract can be ap-
plied for lookback as well as barrier and Asian contract. In order to have a bet-
ter approximation of some SDEs and path-dependent contracts, one can also take
the number of time steps bigger than N 9. Indeed, considering the previous path-
dependent example, it is possible to increase the accuracy of the approximation of
sup0≤s≤tk Ss and suptk<s≤tN Ss if we have more than k points and N − k points in
the intervals [0, tk] and [tk, tN ] respectively.
We should also discuss the parameters Cd and nd introduced in Section 5.4.2. Pre-
viously, we pointed out that the induction (5.37) provides important values when d
is big. However, not all contracts require the d-dimensional information, fact that
can be seen with our previous example given in (5.41). Actually, assuming d = 10, to
evaluate (5.40) we need only two Brownian motions if we are using intensity model
(5.38) and three Brownian motions 10 when using structural model (5.39).
We finish the benchmarking setup by presenting two numerical tricks : The first one
should improve the Monte Carlo estimator of (5.19) and (5.20) and the second one
removes the contributions that are “Wrong”.
Localization with truncation
In order to approximate numerically (5.19) and (5.20), we remind that we are using
the same set of trajectories which makes MCM less complex than a square Monte
Carlo. However, some trajectories must not be added 11 to the Monte Carlo estimator
of Ts,t[f ](x) and R
i
s,t[f ](x) because they are far from the point x. This technique is
known by localization and some papers, as [3, 7], propose some ”optimal” choice of
localizing functions. We use here a simpler idea based on truncation. Without loss
of generality, ignoring the dependence on the default time and introducing a subset













9. We remind the reader that N is associated to the discretization of the time integral.
10. Because of W 0.
11. Or added with a much smaller weight.
166 CHAPITRE 5. SIMULATIONS DE CVA
in E ((Vtk)+) to get the inequality







































can be estimated, and if it has the order of
the errors induced by the Central Limit Theorem (95% confidence interval) it can










From an implementation point of view, we choose Υ such that we include the most
likely asset trajectories, with probability between [85%, 95%] depending on the di-
mension of the problem. For example, for d = 1 or 2, we include only the 95%
probability trajectories. Formally speaking, for a fixed Sis = xi, we take into account
only the trajectories associated to Sit that could occur with probability 95%.
Removing “Wrong” values of the conditional expectation
For a fixed set of simulated trajectories M and fixed trajectory l ∈ {1, ...,M}, this









V jtk+1 , maxj∈{1,...,M}
V jtk+1
]
. If this condition is not fulfilled, we
consider that our estimator gives us a wrong value and we stop taking into account
the conditional expectations generated by the trajectory of index l.
5.5.2 MCM accuracy for CVA and CVA sensitivities
First, we need to point out that we were able to perform our accuracy study thanks
to a parallel GPU 12 implementation on an Nvidia 480 GTX card. Indeed, one of the
advantageous of MCM algorithm is its suitability to parallel architecture. The goal
of this section is to prove the good accuracy of even a basic implementation of MCM
12. Graphic Processing Unit
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without reducing the variance using the backward conditional density introduced in
section 5.3.2. More advanced numerical study of the backward conditional density
will be performed in the future.
Table 5.1 – Examples of simulated CVA : MCM (216 trajectories), regression Reg
(216 trajectories), square Monte Carlo MC2 (214 trajectories), N = 10.
Payoff d = 2
α = 0 α = 0.5
MCM Reg MC2 MCM Reg MC2
Call on average 11.4 12.9 11.6 11.9 14.5 12.6
Call on max 20.9 23.7 22.1 18.3 21.4 19.5
(S
2
T − S1T )+ 14.5 17.8 15.7 12.4 14.8 13.4
Payoff d = 3
α = 0 α = 0.5
MCM Reg MC2 MCM Reg MC2
Call on average 10.0 10.9 10.0 12.1 13.1 11.6









)+ 15.6 15.5 13.8 13.5 12.3 13.4
We present two parts of the accuracy study : The first one compares MCM to the
linear regression method to compute (5.6) when 1τ∈(tk,tk+1] is assumed to be equal to
1 and Vtk is the price of each contract associated to each payoff specified in Table
5.1. Thus, in this part we do not take into account the dependence according to the
default time simply because we do not know a standard way to do it for the regression
method. In the second part, we study the MCM accuracy for both computing the
CVA and its sensitivity for the intensity model (5.38) and the structural model
(5.39). In tables 5.1 and 5.2, the errors associated to the confidence interval of 95%
are smaller than 5% of the showed CVA values. As for Table 5.3, the confidence
interval of 95% is specified thanks to the ± sign.
When considering the values given by the square Monte Carlo (MC2) as the real
values, according to Table 5.1, the values obtained by MCM are almost always better
than regression method (Reg). In cases when MCM is less accurate, it is sufficient
to increase the number of simulated trajectories. This fact is not true for regression
methods because they require the increase of the cardinal of the regression family.
Also unlike regression methods, the accurate results obtained by MCM allows to
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compute ∆ sensitivity either by using the finite difference (FD) of two MCM prices
or by simulating Ris,t[f ](x) introduced in (5.20).
Table 5.2 – Examples of CVA and sensitivity computations : MCM (218 trajecto-
ries), square Monte Carlo MC2 (214 trajectories).
Payoff Intensity model
CVA0,T ∂S20CVA0,T
MC2 MCM using (5.20) using FD
(S2T − S1T )+ 1.31 1.39 0.08 0.10
(S
2
T − S1T )+ 2.55 2.70 0.10 0.13
Call on max 3.55 3.54 0.12 0.10
Payoff Structural model
CVA0,T ∂S20CVA0,T
MC2 MCM using (5.20) using FD
(S2T − S1T )+ 2.11 2.26 0.04 0.06
(S
2
T − S1T )+ 3.84 4.13 0.10 0.12
Call on max 0.95 0.90 0.044 0.050
Table 5.3 – Examples of CVA values for d = 3 : MCM (214 trajectories), square
Monte Carlo MC2 (214 trajectories).
Payoff Intensity model Structural model
MC2 MCM MC2 MCM
Call on average 0.21± 0.04 0.27± 0.01 0.03± 0.01 0.04± 0.01









)+ 0.80± 0.07 0.86± 0.09 0.25± 0.06 0.30± 0.01
Once more, according Table 5.2, when the number of simulated trajectories is suf-
ficient, we obtain accurate values of the CVA and its sensitivity for both intensity
and structural modelling framework. Table 5.3 shows sufficiently accurate results for
d = 3 for intensity and structural models even when only 214 trajectories are simu-
lated. For d = 3, the results of the sensitivity using (5.20) and using FD do not
coincides as good as in Table 5.2 except when we compute the sensitivity according
to an asset that is highly involved in the CVA.
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Based on what is discussed before, we summarize the comparison of the three me-
thods in the following table
Table 5.4 – Comparison of the different algorithms
Monte Carlo Monte Carlo Monte Carlo with
square with regression Malliavin calculus
Complexity O(dM2N2) O((T d+K3M)MN) O(CdT dM2N)
Parallelization Suited Limited Suited
American Op. No Yes Yes
Dimensions Unlimited ! Very limited Limited
Delta Expensive Not possible Limited
In Table 5.4, very limited in dimension means limited and not standard in the sense
of choosing the vector basis.
170 CHAPITRE 5. SIMULATIONS DE CVA
Bibliographie
[1] L. A. Abbas-Turki, S. Vialle, B. Lapeyre and P. Mercier, Pricing derivatives
on graphics processing units using Monte Carlo simulation, Concurrency and
Computation : Practice and Experience, 2012.
[2] L. A. Abbas-Turki and B. Lapeyre, American Options by Malliavin Calculus
and Nonparametric Variance and Bias Reduction Methods, SIAM Journal on
Financial Mathematics, 3(1) : 479–510, 2012.
[3] V. Bally, L. Caramellino and A. Zanette, Pricing American options by Monte
Carlo methods using a Malliavin calculus approach, Monte Carlo Methods and
Applications, 11 : 97–133, 2005.
[4] V. Bally and G. Page`s, A Quantization Algorithm for Solving Multidimensional
Discrete-Time Optimal Stopping Problems, Bernoulli, 9(3) : 1003–1049, 2003.
[5] T. R. Bielicki, M. Jeanblanc and M. Rutkowski, Credit Risk Modeling, Center of
the study of finance and Insurance, Osaka University, Japan.
[6] T. R. Bielecki and M. Rutkowski, Credit Risk : Modelling, Valuation and Hedging.
Springer- Verlag, Berlin Heidelberg New York, 2002.
[7] B. Bouchard, I. Ekeland and N. Touzi, On the Malliavin approach to Monte
Carlo approximation of conditional expectations, Finance and Stochastics, 8, 45–
71, 2004.
[8] B. Bouchard and N. Touzi, Discrete-Time Approximation and Monte-Carlo Si-
mulation of Backward Stochastic Differential Equations, Stochastic Processes and
their Applications, 111(2), 175–206, 2004.
[9] B. Bouchard and X. Warin, Monte-Carlo Valuation of American Options : Facts
and New Algorithms to Improve Existing Methods, Numerical Methods in Fi-
nance, Springer Proceedings in Mathematics, 12, 215–255, 2012.
[10] A. Boukhobza and J. Maetz, CVA, Wrong Way Risk, Hedging and Bermudan
Swaption, August 2012. http://mpra.ub.uni-muenchen.de/42144/.
171
172 BIBLIOGRAPHIE
[11] F. Black and J. C. Cox, Valuing corporate securities : Some effects of bond
indenture provisions, Journal of Finance, 31 : 351–367, 1976.
[12] D. Brigo and F. Mercurio, Interest Rate Models - Theory and Practice : With
Smile, Inflation and Credit, Springer Finance, 2007.
[13] D. Brigo, M. Morini and A. Pallavicini, Counterparty Credit Risk, Collateral
and Funding : With Pricing Cases For All Asset Classes, John Wiley and Sons,
2013.
[14] G. Cesari & al, Modelling, Pricing and Hedging Counterparty Credit Exposure,
Springer Finance, 2009.
[15] E. Fournie´, J.-M. Lasry, J. Lebuchoux and P.-L. Lions, Applications of Malliavin
calculus to Monte Carlo methods in finance II, Finance and Stochastics, 5, 201–
236, 2001.
[16] E. Gobet, J.-P. Lemor and X. Warin, A Regression-based Monte Carlo method
to solve Backward Stochastic Differential Equations, The Annals of Applied Pro-
bability, 15(3), 2172–2202, 2005.
[17] P. Glasserman and B. Yu, Number of Paths Versus Number of Basis Functions in
American Option Pricing, The Annals of Applied Probability, 14(4) : 2090–2119,
2004.
[18] J. Hull and A. White, CVA and Wrong Way Risk, Financial Analysts Journal,
68(5) : 58–69, 2012.
[19] A. Kohatsu-Higa and R. Pettersson, Variance reduction methods for simulation
of densities on Wiener space, SIAM Journal on Numerical Analysis, 40(2) : 431–
450, 2002.
[20] P.-L. Lions and H. Regnier, Calcul du prix et des sensibilite´s d’une option
ame´ricaine par une me´thode de Monte Carlo, preprint, 2001.
[21] R. Merton, On the pricing of corporate debt : The risk structure of interest rates,
Journal of Finance, 3 :449–470, 1974.
[22] G. Page`s and J. Printems, Functional quantization for numerics with an applica-
tion to option pricing, Monte Carlo Methods and Applications, 11(11) : 407–446,
2005.
[23] W. H. Press, S. A. Teukolsky, W. T. Vetterling and B. P. Flannery, Numerical
Recipes in C++ : The Art of Scientific Computing, Cambridge University Press,
2002.
[24] M. Pykhtin,Modeling credit exposure for collateralized counterparties, The Jour-
nal of Credit risk, 5(4) : 3–27, Winter 2009/10.
BIBLIOGRAPHIE 173
[25] D. Rosen and D. Saunders, CVA and wrong way, Journal of Risk Management
in Financial Institutions, 5(3) : 353–372, 2012.
[26] http://www.quantize.maths-fi.com/gaussian_process_database.
174 BIBLIOGRAPHIE
