Abstract-A reconstruction algorithm for microwave imaging based on the Modified Perturbation Method (MPM) is proposed. Both the object conductivity (σ) and permittivity (ε) are reconstructed. The original Perturbation method developed for static problems was modified in order to apply in time harmonic problem in higher frequency. The Jacobian matrix is now calculated in closed form employing an adjoint network theorem in conjunction with the reciprocity theorem of electromagnetics. A number of successful reconstructions were carried out for different complex permittivity profiles, but all of them based on a computer phantom approach.
INTRODUCTION
Microwave tomography is a novel technique with many applications in medical imaging and geophysical prospecting. This is based on the high contrast observed in relative dielectric permittivity and conductivity between physiological and malignant or abnormal tissues, e.g., Pething [1] . Likewise, the geophysical applications are justified by the different σ and r properties of different materials-minerals, e.g., Keller [2] . The degree (or contrast) of these changes is large enough to be tomographically reconstructed. These examples demonstrate the significance of microwave tomography (MWT) for biomedical applications as an imaging modality for non-invasive assessment of functional and pathological conditions of tissues.
The basic objective of microwave imaging is the reconstruction of the spatial distributions of permittivity and conductivity of the body under investigation. The body is illuminated by electromagnetic waves from a number of different directions. The reconstruction of σ and r is based on these scattered electromagnetic field measurements which are the result of the interaction of the incident wave and the inhomogeneous body. This reconstruction procedure results in a highly nonlinear and ill-posed problem. The degree of the singularity is primarily depended on the data collection strategy, which includes the location of transmitting and receiving antennas.
Iterative approaches are well suited for nonlinear problems, but can be computationally expensive with respect to the multiplicity of field solutions that are required [3] . Numerous iterative methods have been successfully implemented as computer phantom, in-vitro and in-vivo experiments to demonstrate the capabilities of microwave imaging. In simulation, 2-D microwave imaging schemes have been reported by Joachimowicz et al. [3] , Meaney et al. [4] , and Rekanos et al., [5] among others. Phantom and in-vitro image reconstruction results have also been described by Semenov et al. [6] . In general, these tomographic approaches have been found not to be restricted by wavelength criteria but rather by signal-to-noise limitations.
A common characteristic of these theoretically accurate approaches is their difficulty in handling the inverse problem singularity. Specifically, the involved Hessian matrix inversion, which is usually highly singular asks for specific techniques. This in turn leads to complicated and time consuming algorithms. Our research effort is directed toward a modified perturbation method (MPM) employing an exact sensitivity (Jacobian) matrix. The correction-update at each iteration results from a summation of all available information weighted by the corresponding sensitivity. This makes the method robust and immune against the problems of ill-posedeness. The penalty paid for these advantages is a compromise in the accuracy. Specifically, this work constitutes the first step in the extension of MPM toward microwave imaging and it will be restricted to a two dimensional approach.
For the solution of the forward scattering problem the Finite Element Method (FEM) will be used. As we have to deal with open geometry-problem, absorbing boundary conditions are applied on a fictitious circular surface that encloses the body under investigation. The inverse problem reconstruction algorithm will be based on an extension of the Modified Perturbation Method (MPM) following a dual-mesh scheme. In our previous work, [7, 8] , MPM was developed for inverse problems in the area of Electrical Impedance Tomography (EIT). The aim now is its application in imaging at higher frequencies. Within this effort the Jacobian matrix will be calculated in a closed form expression using an Adjoint Network-Field approximation.
FORWARD PROBLEM SOLUTION
The geometry of the forward problem is shown in Fig. 1 . The object to be imaged is embedded in a lossy homogeneous surrounding medium. Around the geometry there is a PML (Perfect Matching layer) region to truncate the solution domain. This in turn enclosed within a fictitious circular boundary along which absorbing boundary conditions are applied. In order to retain a two dimensional geometry a line source along the z direction with J = J z z is assumed. This type of source yields only an E z component for the electric field. So the two-dimensional forward scattering problem is governed by the scalar Helmholtz differential Equation (1) along with the appropriate boundary conditions.
At this point we may define the relative complex permittivity ε c as:
For the solution of Helmholtz equation the Finite Element Method (FEM) is employed. With FEM the body under consideration is split into small elements with constant σ and r . So a piecewise homogeneous model is constructed. such that
e , x e = 1 within eth element 0 elsewhere
For the Dual-mesh scheme, the field values are defined on the forward (finer) triangular mesh while the material properties σ and r are defined on the reconstruction (coarser) rectangular mesh. In this manner voltage values on the reconstruction mesh needs to interpolate from the forward mesh and properties values on the forward mesh needs to interpolate from the reconstruction mesh. For this to be achieved a mapping between the two different meshes needs to be established. To be more specific, each rectangular element from the coarser mesh is divided in four triangular elements and by this way the coarser mesh is constructed. Using this scheme a more realistic model and and an accurate forward solution is obtained,while the number of unknowns in the inverse problem is kept low. We have to notice that the reconstruction mesh is conformal to the forward mesh and each node of the coarse mesh belongs to the finer mesh as well.
The modelling and simulation of our geometry was made using the Electromagnetic module of the Comsol Multiphysics software. A full forward solution requires each antenna to be activated in turn and the scattered electric field to be measured at the location of each receiving antenna. This procedure requires the solution of the scattering problem as many times as the number of the antennas. The ordinary FEM approach is thus employed to yield a linear system of equations as:
Note that the matrix K is independent of the position of the source antenna. So the global matrix K is assembled only once for every solution, right hand side of Equation (4) is changed accordingly and the linear system is solved. Solving this system the electric fields on the antennas and at all the internal nodes is calculated and stored, to be used later within the reconstruction algorithm.
RECONSTRUCTION ALGORITHM
The reconstruction algorithm is based on the modified perturbation method that was developed for the conductivity imaging in Electrical Impedance Tomography. The aim now is its application in imaging at higher frequencies. The new algorithm is based again on the Jacobian matrix. The components of the Jacobian are the partial derivatives (or the sensitivities) of the electric field E r measured at the rth antenna to the complex permittivity ε e c of the eth element-pixel, when the sth antenna (Line source) is activated. This is in turn evaluated through closed form expressions resulting from the reciprocity theorem and the employment of an adjoint problem. For this purpose an approach similar to that given by Oldenburg [9] and the original research referenced therein is adopted. Namely, the two Maxwell Curl equations are written for the source ( J s ) at sth antenna and differentiated with respect to the eth complex permittivity. For the adjoint fields (E r ; H r ) these two curl equations are written considering a source ( J r ) at the rth antenna. The four curl equations are in turn combined following the reciprocity theorem procedure to end up to:
Considering a line source at the rth antenna as J r = J z δ( r − r r ), the left hand side of (5) is identically reduced to the (s, r, e) entry of the Jacobian-Sensitivity matrix as:
To this end, E s and E r are the electric field values on the nodes of the triangular elements (forward mesh) that are in the region of the eth rectangular element (reconstruction mesh) when the active antenna is at point s and r respectively. These field distributions have already been calculated during the forward solution. The constants S are the weights arising from the finite element formulation and the integral of the basis function that are used within FEM. Considering the field distribution as an analytical function Cauchy-Riemann conditions apply, which can be written as:
In view of (7) the complex Jacobian matrix calculated from Equation (6) can be decomposed into four sub-matrices by separating the electric field and the complex permittivity into real and imaginary parts as:
The above approach greatly simplifies the reconstruction problem be reducing it to the application of our original MPM [8] once for each sensitivity, similar to our previous quasi-static work [7] .
Finally the reconstruction algorithm updating the complex permittivity distribution of the eth element takes the following form:
where M is the total number of linear independent measurements, E mi and E ci are the measured and calculated fields at the ith antenna and k 1,2 are the relaxations factors that may provide faster convergence. The optimum values of k 1 , k 2 can be obtained through a numerical investigation. 
NUMERICAL RESULTS
The so called "computer phantom" is assumed. Namely, first the forward problem was solved for a target model and the results are stored, labeled as "measurements". In turn the reconstruction algorithm starts from a homogeneous model and the desired complex permittivity profile is sought. Successful imaging of many different conductivity and permittivity distributions and satisfactory results were performed on computer phantoms only. Only one example for a common anomaly distribution of human tissue is presented herein due to space limitations. The target model simulated as a computer phantom is presented is Fig. 3 . A total number of 16 antennas (line sources) were used, where only 11 are exploited as receivers for each projection angle. An anomaly with conductivity σ = 0.15 S/m and permittivity ε r = 15 was introduced in a homogeneous background of (σ = 0.3 S/m) and ε r = 30. The frequency of operation was assumed as f = 1 GHz. The image reconstructed after 6 iterations is presented in Fig. 3 for the conductivity and the permittivity profile respectively. The correct location of the anomaly as well as its σ and r peak values are obtained, but some artefacts of the order of 6% are caused. More results will be presented at the conference along with a number of new phantoms that need investigation.
CONCLUSION
A lot of successful reconstructions are carried out and the method seems to work well. A further investigation of the optimum relaxation factors as well as data collection strategies is required. As future plan we will try to combine MPM with Levenberg-Marquardt or simple Gauss-Newton to take advantage of fast convergence of MPM during its future plan we will try to combine MPM with Levenberg-Marquardt or simple Gauss-Newton to take advantage of fast convergence of MPM during its first few iterations and the better accuracy of Gauss-Newton.
