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| Прогнозирование нестабильностей шкал синхронизации
Рассмотрены модели уходов шкал синхронизации, построенных с использованием кварцевых стан­
дартов частоты. На основе приведенных моделей долговременных уходов шкал построены алгоритмы 
оценки параметров этих процессов и их прогнозирования. Приведены решения задач для некоторых 
частных видов нестабильностей.
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Актуальность задачи прогнозирования шкал 
синхронизации. Синхронизация - процедура 
приведения нескольких процессов к такому их 
протеканию, когда соответствующие элементы 
процессов изменяются с постоянным или с за­
данным сдвигом во времени.
Носителем информации о синхронизации явля­
ется шкала синхронизации - непрерывная последо­
вательность интервалов времени определенной дли­
тельности, отсчитываемая от начального момента.
Повышение стабильности шкал синхрониза­
ции - одна из важных задач радиотехники. Пара­
метры шкал синхронизации определяют предель­
но достижимые характеристики систем связи.
Совершенствование таких систем зависит прежде 
всего от степени стабильности опорных генерато­
ров формирователей сигналов синхронизации. Тре­
бования к точности синхронизации увеличиваются 
по мере совершенствования систем и сетей связи.
Однако в формирователях шкал синхрониза­
ции точность не является основной характери­
стикой при выборе опорного генератора частоты.
Весьма существенными показателями являются 
размер, масса, характеристики нестабильности ге­
нератора при различных внешних условиях, надеж­
ность, потребляемая мощность и стоимость. Срав­
нение параметров генераторов, построенных на 
основе современных технологий, приведено в 
таблице [1]. В  качестве базового выбран цезие­


















c Стабильность 1 0.1 0.01
d Надежность 1 1.0 10.0
e Опытпроизводства 1 0.5 10.0
Коэффициент качества 
F  = cdej {ab) 1 0.2 100.0
достаточно условны. Однако суммарный коэффи­
циент качества может служить ориентиром при 
выборе опорного генератора.
На рис. 1 приведены характеристики неста­
бильности стандартов частоты, включенных в 
таблицу. Зона 1 соответствует кварцевым генера­
торам, зона 2 - цезиевым, зона 3 - рубидиевым
1 с 1 мин 1 день 1 мес. 1 год
Рис. 1
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стандартам частоты. Кварцевые генераторы име­
ют достаточно хорошие характеристики в интер­
валах времени от долей секунды до единиц часов 
[1]—[3]. Такие интервалы времени использования 
шкал синхронизации соответствуют интервалам 
формирования и применения шкал синхронизации 
многих пользователей (телевидение, системы дис­
кретной связи [4], телемеханика, навигация).
В  настоящей статье в качестве опорных гене­
раторов формирователей шкал синхронизации рас­
сматриваются кварцевые генераторы как наиболее 
эффективные и широко применяемые. В  пределах 
интервала времени с относительно постоянными 
параметрами (от секунд до единиц часов) воз­
можно повышение эффективности систем син­
хронизации измерением параметров модели про­
цесса нестабильности (ухода шкалы) по отноше­
нию к базовой (эталонной) модели и в последую­
щем прогнозировании их. Такой подход к улучше - 
нию характеристик хранителя шкалы синхрониза­
ции экономически оправдан и относительно прост в 
реализации. При этом необходимы создание мате­
матических моделей процессов нестабильности и 
оценка параметров таких моделей для конкретных 
видов нестабильностей.
Описание нестабильностей. На рис. 2 не­
стабильность ф(/) представлена тремя компо­
нентами [5]. Первый компонент g (t) - медленно 
меняющийся (тренд), который в общих чертах 
определяет нестационарность процесса. Тренд 
можно рассматривать как детерминированную со­
ставляющую на анализируемой выборке. Как пра­
вило, он описывается полиномом, коэффициенты 
которого являются параметрами прогнозирования.
В  качестве второго компонента y (t) рассмот­
рим флюктуации относительно компонента g (t) . 
Их можно считать локально-стационарным случай­
ным процессом со временем корреляции, превосхо­
дящим интервал прогнозирования Тпр. В  этом слу­
чае y (t) также является объектом прогнозирования.
Третий компонент n (t) - быстрые флюктуа­
ции частоты, стационарные по всей выборке, но с 
длительностью интервала корреляции, значительно 
меньшей Тпр. Этот компонент может быть отне­
сен к инструментальной точности измерения пер­
вых двух компонентов.
Таким образом, нестабильность представима 
в виде
ф(?) = g ( t) + y ( t) + n ( t) = r ( t) + n ( t) ,
причем прогнозируются только первые два ком­
понента: r (t) = g ( t) + y ( t) .
М атематическая модель нестабильностей.
Метод пространства состояний [6] позволяет до­
статочно просто находить структуру и параметры 
фильтра, минимизирующего ошибку фильтрации. 
В  этом методе используется описание нестабиль­
ности в виде системы дифференциальных урав­
нений. Системой таких уравнений можно описать 
всякий процесс с рациональным спектром, при­
ближающимся к нулю на высоких частотах [6].
Примем процесс нестабильности в виде по­
линома со случайными коэффициентами:
,m-1ф^ ) = ад + a^  +... + a  OT-it” (1)
где ag, a i, ..., a m— - случайные коэффициенты 
с известной корреляционной матрицей с размерами 
m х m. Элементами этой матрицы являются зна­
чения E  ( i  a  j  ) = ст2 - дисперсий (при i = j ) и
взаимных дисперсий (при i ф j ) коэффициентов.
Преобразуем уравнение (1) в систему диффе­
ренциальных уравнений. Для этого введем обо­
значение: ф(/) = *1 (t). Тогда алгебраическое урав­
нение можно заменить системой m дифференци­
альных уравнений первого порядка:
*1 ( t ) = х2 ( t) ;
*2 ( t ) = *3 ( t) ;
*m ( t) = 0.
В  векторной форме эта система имеет вид 







матрица с размерами m х m;
x{t) = [ х1 { t) x2 { t) ... xm { t) ] т
( т - символ транспонирования).
При t = 0 вектор x {0) определяется через ко - 
эффициенты полинома (1) следующим образом:
x{0) = [ x1 {0) х2 { 0) ... xm { 0) ] т =
= [а 0 1 •а1 ... {т  - 1) !а т _1 ] т .
Окончательно модель нестабильности приве­
дем к виду [6]:
X {t) = F  • x {t) + G • u, t e[0 , T ]; 
r {t) = H  • x {t) + n {t), (2)
где G  = diag [Gu ], i = 1, m - диагональная матри­
ца коэффициентов с размерами т  х т ;
u = [  ... Um]т , i = 1, m
- входной ("порождающий") сигнал, в общем 
случае имеющий корреляционную функцию в ви­
де диагональной матрицы:
K u =[u  •ит ] = {о,0’ j  '■ j  =lrm ;
T — продолжительность наблюдения; r { t) - наблю­
даемый процесс; H  = [1 0 ... 0] - вектор-строка
наблюдений; n {t) - непрогнозируемая составля­
ющая нестабильности с мощностью N;
E  [n  {t) пт {u) ]  = N  8 {t - u).
Интервал наблюдения [0, T ] включает ин­
тервалы оценки T,u, и прогнозирования T^ век­
тора состояния (см. рис. 2). Первое уравнение 
модели (2) называют уравнением состояния, вто­
рое (скалярное) - уравнением наблюдения. Такая 
модель позволяет формировать процесс с характе­
ристиками, определенными матрицей состояния. 
Далее рассмотрим единичные реализации в фик­
сированном интервале времени, принимая их как 
отрезок этого процесса. Для получения данной 
реализации используем уравнения состояния (2) с 
заданной для каждого типа процесса матрицей 
состояния F , формирующей эту реализацию, 
начиная от конкретных начальных условий x{0) .
При этом в (2) Gn = 0, i = 1, m.
Описание конкретной формы подлежащей про­
гнозированию нестабильности (линейный уход, 
степенная функция или квазигармоническая фор­
ма нестабильности) определяется конкретным
видом генератора и его использованием. Так, на­
пример, если генератор имеет нестабильность не
хуже 10 9 и используется как опорный для фор­
мирования телевизионной развертки, в качестве 
формы может рассматриваться линейный уход 
генератора [4].
Оценка и прогнозирование параметров мо­
дели нестабильностей. Уравнения для оценива­
ния вектора состояния модели, описываемой (2) 
при m = 2 (т. е. при описании вектора полиномом 
второго порядка), рассматриваемой далее в рас­
четах, могут быть получены в виде [6]:
x { t ) = F  • x { t) + V {t )x  
x D [H  • x { t)]N _1 [r  {t ) - xc1 { t)]  =
= F  • x {t) + M  { t) [r  { t) -x1 { t) ], (3)
t e [ 0, 1'оц ] ;
V  { t ) = DT [F  • x { t ) ]V  { t) +
+ V  { t)• D [F  • x { t)] + G  • K u • G т +
+ V { t)• D [D [H  • x {t)]N _1 { { t)-  x1 { t ) } ] ] t^)
t e [ 0, 1'оц ] ; 
где x{ t) = [;x1 { t) ;x2 { t) ] 0 1 0 0F  =
D {•) = D [0 0  j / axi ]
- матрица Якоби (j, i - номера столбцов и строк 
соответственно); H  = [1 0];
V {t ) = Vu  {t) V12 {t)  
V21 {t) V22 {t)
- ковариацио нная матрица ошибок;
M {t) = V (t)-D [H  • x {t)]N -1; t e [0 , T ^ ].
После подстановки соответствующих значе­
ний элементов в (3) и (4) и выполнения ряда опе­
раций над матрицами для установившегося состо­
яния {V {t) = 0) получим:
[r  { t) - ,x1 { t) ] ; (5)
0 = Ku11 + V21 + V1 2  - V 1 1 ;
0 = V>22 - {1/N )Vn V12;
0 = - {V  N  )V^21,
откуда V21 = 0; Уц = ^ K u|| N и, следовательно, 
M  { t ) = M  = [V  Kun/ N  0 ]T. (6)
35
x1 { t) x2 {t) 1+-- "V11"
_ ;x2 { t)_ 0 N [^ ^1 _
Уравнение (5) - уравнение оценки вектора со­
стояния в процессе идентификации его параметров. 
Второе слагаемое в правой части уравнения (5) 
является корректирующим, уменьшающим расхож­
дение начальных (априорных) значений вектора 
состояния от истинных.
Уравнения для прогнозирования вектора со­
стояния X (t) имеют следующий вид [2]:
_% (t) Х2 ( t) ] т = [  0]т , t е[Гоц , T ]. 
где t е _^оц, T ]  - интервал прогнозирования; 
X (-^ оц) - начальные условия системы уравнений
в интервале прогнозирования.
Примеры решения задач оценки и прогно­
зирования долговременных составляющих не­
стабильностей. На основе уравнений (5) и (6) в 
программе Simulink реализованы модели оценки и 
прогнозирования параметров вектора состояния. 
Для каждой модели получены математическое опи­
сание, компьютерная модель и графическое пред­
ставление результатов оценки долговременной со­
ставляющей нестабильности и ее прогнозирова­
ния. Рассмотрены четыре модели ухода долговре­




- сумма квадратичной и квазигармонической 
функций.
Схема модели процесса нестабильности, оцен­
ки долговременной составляющей и ее прогнозиро­
вания приведена на рис. 3. Долговременная состав­
ляющая нестабильности ( g (t) + y (t) - см. рис. 1) 
формируется генератором нестабильности ГН1. 
При сложном законе нестабильности отдельные 
составляющие формируются генераторами ГН1 и 
ГН2 и суммируются в сумматоре Х1. Блоком НУ 
задаются начальные условия генерации. В  сумма­
торе Х2 к сформированному сигналу добавляются 
быстрые флуктуации ("шумы" "q(/)), не подле­
жащие прогнозированию. Сформированный сигнал 
нестабильности отображается на индикаторе И1.
Остальная часть схемы оценивает долговремен­
ную составляющую нестабильности на интервале 
[ 0, Тщ ] и прогнозирует ее на интервале
_Тоц, Т ]  (блок ОН). Переход от оценки к прогно­
зированию происходит при переключении пере­
ключателя П, управляемого генератором импуль­
сов ГИ  (верхнее положение соответствует оценке 
нестабильности, нижнее - ее прогнозированию). 
Необходимый коэффициент передачи M  устанав­
ливается масштабирующим усилителем. На инди­
каторе И2 отображается отличие результата про­
гнозирования от реальной кривой нестабильности.
Уход долговременной составляющей шкалы 
синхронизации, описываемый линейной функцией. В
данной ситуации x(0) = _Х1 (0) 0] т и модель не­
стабильности линейного типа имеет вид 
x1 ( t) = м1;
r ( t ) = x1 ( t) + n ( t) ; (7)
t е [0, T ], x1 (0) = 0,
где U1 - const.
Алгоритм оценивания функции x (t) на интер­
вале t е [0, Тоц ] в соответствии с (5) имеет вид
M  _r (t) - x1 ( t) ] . (8)
Переменная Х2 (t) введена для оценки посто­
янной U1 = 4 K h  в (7).
Алгоритм прогнозирования на интервале 








_x2 (t)_ 0 0 _x2 (t) _
x1 ( t) "0 1" x1 ( t)
_x2 (t) _ 0 0 _ x2 (t) _
где [ x1 (t) x2 (t) ] т = [ x1 (Тоц) Х2 (Тоц) ] т .
Результаты формирования сигнала нестабиль­
ности, отображаемые индикатором И1, представле­
на! на рис. 4, а. На рис. 4, б показано отображение 
на индикаторе И2 ошибки оценивания Ax^  = *1 - Х1 





Уход долговременной составляющей шкалы 
синхронизации, описываемый степенной функци­
ей второго порядка. Модель нестабильности та­
кого типа принята в виде
х1 ( t) '0 1 0" х1 ( t) ‘ 1"
х2 ( t) = 0 0 1 х2 ( t) + 0
х3 ( t) 0 0 0 х3 ( t) 0
щ;
(9)
r(t) = х1 ( t) + n( t) ; 
t е [0, T ], х(0) = 0,
где щ =yjK ul i - const.
Алгоритм оценивания функции х ( t) в соот­
ветствии с (5) можно записать как
х1 ( t) ~0 1 0" х1 ( t)
х2 ( t) = 0 0 1 х2 ( t)
_ х3( t) _ 0 0 0 _ х3 ( t) _
+M  [r  (t )- х1 ( t) ]  ,(10 )
где M  определяется по (6); t е Тоц ] - интервал
оценивания долговременной составляющей r (t ). 
Функция .Х3 (t ) введена для оценки постоянной 
Mi в (9).
Алгоритм прогнозирования в соответствии с 
( 10) имеет вид
> 14 Тоц> Т ];
[ х1 ( t) х2 ( t) х3 ( t)] т =
= I х1 (Тоц ) х2 (Тоц ) х3 (Тоц )]т .
По аналогии с предыдущим примером на рис. 5, а 
показан сформированный сигнал нестабильности, 
на рис. 5, б - ошибка оценивания и ее прогноз.
х1 ( t) _0 1 0" х1 ( t)
х2 ( t) = 0 0 1 х2 ( t)
_ х3 ( t) _ 0 0 0 _ .х3 ( t)_
Рис. 5
Уход долговременной составляющей шкалы 
синхронизации в виде квазигармонической функции. 
Модель нестабильности такого типа принята в виде
JC1 ( t) ■ 0 1" + _1"
_х2 ( t)_ -32 0_ 0
r ( t ) = х1 ( t) + n ( t) ; 
t е [0, Т ]; х1 (0) = 0,
где щ =yj Ku1 1 - const.
Алгоритм оценивания функции х ( t) в соот­
ветствии с (5) можно записать как
х1 ( t) ~ 0 1 0 " х1 ( t)
Х2 ( t) = -(2.9 )2 2 2.5 х2 ( t) +
х3 ( t) 0 0 0 _ .х3 ( t) _
+M \r ( t) - х1 ( t)] ,
где M  определяется по (6); t е [0 , Тоц ]. Перемен­
ная х3 ( t) введена для оценки частоты сигнала не­
стабильности.
Алгоритм прогнозирования в соответствии с 
уравнением (8) имеет вид
:^ 1 ( t) _ 0 1 0 " х1 ( t)
х2 ( t) = -(2.9 )2 2 2.5 х2 ( t) ; t е [ Tоц > Т ].
t 1 0 0 0 _ .х3 ( t) _
[ х1 ( t) х2 ( t) х3 ( t) ] т =
= [х1 (Тоц ) х2 (Тоц ) х3 (Тоц ) ] т .
Сформированный сигнал нестабильности пред­
ставлен на рис. 6, а, ошибка оценивания и ее про­
гноз - на рис. 6, б.
Уход долговременной составляющей шкалы 
синхронизации в виде суммы квазигармонической
а
Рис. 6
функции и степенной функции второго порядка. 
Формирование слагаемых долговременных уходов 
рассмотрено ранее. Результаты формирования сигна­
ла нестабильности и ошибки прогнозирования этого 
сигнала приведены на рис. 7.
Прогнозирование позволяет значительно повы­
сить стабильность шкал синхронизации и может 
быть реализовано различными вычислительными
Рис. 7
средствами - от универсальных ЭВМ  до микро­
процессорных вычислительных устройств.
Рассмотренные математические модели пред­
полагают априорные знания характера предполага­
емых для прогнозирования долговременных не­
стабильностей. Приведенные примеры охваты­
вают практически все наблюдаемые на практике 
уходы шкал синхронизации, построенных на ос­
нове опорных кварцевых генераторов.
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