Abstract. In this paper, we introduce and study a new iterative algorithm for approximating zeroes of accretive operators in Banach spaces.
Introduction
Let E be a real Banach space, A ⊂ E × E be an m-accretive operator and J r = (I + rA) −1 be the resolvent of A for all r > 0. A well-known method is the following:
x n+1 = J r n x n , n ≥ 0, where {r n } is a sequence of positive real numbers. The convergence of (1.1) has been studied by Brézis and Lions [1] , Bruck and Passty [3] , Bruck and Reich [4] , Jung and Takahashi [6] , Lions [8] , Nevanlinna and Reich [11] , Pazy [13] , Reich [14] - [16] , Rockafellar [17] , etc. On the other hand, Halpern [5] and Mann [10] introduced the following iterative schemes for approximating fixed points of nonexpansive mappings T of E into itself: (1.2) x ∈ E, x n+1 = α n x + (1 − α n )T x n , n ≥ 0, and (1.3) x 0 ∈ E, x n+1 = α n x n + (1 − α n )T x n , n ≥ 0, respectively, where {α n } is a sequence in [0, 1] . The iterative schemes (1.2) and (1.3) have been studied extensively by Takahashi [19] , [20] and others (see the references therein).
Motivated by (1.1), (1.2) and (1.3), Kamimura, Khan and Takahashi [7] studied two iterative schemes to solve the relation 0 ∈ Av, where A is an accretive operator satisfying the range condition, that is,
D(A) ⊂ ∩ r>0 R(I + rA).
Let C be a nonempty closed convex subset of E such that D(A) ⊂ C ⊂ ∩ r>0 R(I + rA). Then the correspondence to (1.2) and (1.3) are the following, respectively:
x n+1 = P (α n x + (1 − α n )J r n x n + f n ), n ≥ 0, and
where P is a nonexpansive retraction of E onto C and f n is the term showing a computational error. In this paper, we introduce a new iterative scheme
where {α n }, {β n }, {γ n } are sequences in [0, 1], {e n } is a sequence in E and {r n } is a sequence in (0, ∞) satisfying the following:
and show that, if A −1 0 = ∅, then the sequence {x n } defined by (1.4) converges strongly to a zero of A. Also we give some weak convergence theorems of the sequence {x n } defined by (1.4).
Preliminaries
Throughout this paper, let E be a real Banach space with norm · and let E * denote the dual space of E. We denote the value of y * ∈ E * at x ∈ E by x, y * . When {x n } is a sequence in E, we denote strong convergence of {x n } to x ∈ E by x n → x and weak convergence by x n → x weakly. The modulus of convexity of E is defined by
for any with 0 ≤ ≤ 2. A Banach space E is said to be uniformly convex if δ( ) > 0 for every > 0. If E is uniformly convex, then δ satisfies
for any x, y ∈ E with x ≤ r, y ≤ r and x − y ≥ . Let U = {x ∈ E : x = 1}. The normalized duality mapping J from E into 2
for any x ∈ E. The norm of E is said to be uniformly Gâteaux differentiable if, for each y ∈ U , the limit
is attained uniformly for x ∈ U . It is also said to be Fréchet differentiable if, for each x ∈ U , the limit (2.1) is attained uniformly for any y ∈ U . It is known that, if the norm of E is uniformly Gâteaux differentiable, then the normalized duality mapping J is single valued and uniformly norm to weak * continuous on each bounded subset of E. A Banach space E is said to satisfy Opial's condition ( [12] ) if, for any sequence {x n } in E, x n → y weakly implies lim inf
Let C be a closed convex subset of E. A mapping T : C → C is said to be nonexpansive if
for all x, y ∈ C. We denote the set of all fixed points of T by F (T ). A closed convex subset C of E is said to have the fixed point property for nonexpansive mappings if every nonexpansive mapping of a bounded closed convex subset D of C into itself has a fixed point in D. Let D be a subset of C. We denote the closure of the convex hull of D by coD.
A mapping P of D into itself is said to be a retraction if P 2 = P . A subset D of C is said to be a nonexpansive retract of C if there exists a nonexpansive retraction of C onto D.
Let I denote the identity operator on E.
If A is accretive, then we have
An accretive operator A is said to satisfy the range condition if
If A is accretive, then we can define a nonexpansive single valued mapping J r :
for each r > 0, which is called the resolvent of A. We also define the Yosida approximation A r by
We know that A r x ∈ AJ r x for all x ∈ R(I + rA) and A r x ≤ inf{ y : y ∈ Ax} for all x ∈ D(A) ∩ R(I + rA). Also it follows that, for an accretive operator A satisfying the range condition, A
An accretive operator A is said to be m-accretive if R(I + rA) = E for any r > 0.
In the sequel, unless stated otherwise, we assume that A ⊂ E × E is an accretive operator satisfying the range condition and that J r is the resolvent of A for r > 0. Now, we need the following lemmas for our main results.
Lemma 2.1. ( [9] ) Let {a n }, {b n } and {c n } be sequences of positive real numbers satisfying
Lemma 2.2. ([22]) Let E be a real reflexive Banach space whose norm is uniformly Gâteanx differentiable and A ⊂ E ×E be an accretive operator. Suppose that every weakly compact convex subset of E has the fixed point property for nonexpansive mappings. Let C be a nonempty closed convex subset of E such that
D(A) ⊂ C ⊂ ∩ r>0 R(I + rA). If A −1
= ∅, then the strong limit lim t→∞ J t x exists and belongs to
is the resolvent of A for all t > 0.
Strong convergence theorems
First, we give some strong convergence theorems of a new iterative sequence {x n } defined by (1.4) to a zero of the given mapping A in Banach spaces. 
where the sequences {α n }, {β n }, {γ n } ⊂ [0, 1], {e n } ⊂ E and {r n } ⊂ (0, ∞) satisfy the following:
Proof. We finish the proof by three steps.
Step 1. {x n } is bounded. To prove this, take a fixed element p ∈ A −1 0 and set
Assume that x n − p ≤ M for some positive integer n. Then, by using (3.1), we have
Thus, by induction, we assert that x n − p ≤ M for all n ≥ 0 and hence {x n } is bounded and, further, {J r n x n } is also bounded since J r n is nonexpansive.
Step 2. lim sup n→∞ u − z, J(x n+1 − z ≤ 0, where z = lim t→∞ J t u, which is guaranteed by Lemma 2.2.
We first prove that, for all t > 0,
Indeed, since
and so
for all n ≥ 0 and t > 0. Then, by using the fact that A r n x n =
Noting that
as n → ∞ and using the uniformly Gâteaux differentiability of the norm again, we have
and hence lim sup
which finish the proof of Step 2.
Step 3.
it follows that (3.4)
Then, by virtue of Step 2, we can prove that σ n → 0 as n → ∞. It follows from (3.4) that (3.5)
By setting a n = x n − z 2 , t n = α n , b n = 2α n σ n and c n = Kγ n , then (3.5) reduces to the following: 
. Let C be a nonempty closed convex nonexpansive retract of a reflexive Banach space E whose norm is uniformly Gâteaux differentiable, P be a nonexpansive retraction of E onto C and T : C → C be a continuous pseudo-contractive mapping. Suppose that every weakly compact convex subset of E has the fixed point property. Let {x n } be a sequence generated by
If F (T ) = ∅, then the sequence {x n } converges strongly to a fixed point of T.
Proof. Set A = I − T. Then A : C → E is continuous accretive, satisfies the range condition:
and A −1 0 = F (T ) (see [18] ). Now, applying Theorem 3.1, we can obtain the desired conclusion of the theorem.
Weak convergence theorems
Now, we give some weak convergence theorems of the sequence defined by (1.4) . We need the following lemmas for our main results in this section. Remark. Lemma 4. 1 is still true without assuming the condition that C is bounded.
Lemma 4.2. ([15], [21]) Let E be a uniformly convex Banach space whose norm is Fréchet differentiable, C be a nonempty closed convex subset of E and {T
n } ∞ n=0 be a sequence of nonexpansive mappings of C into itself such that ∩ ∞ n=0 F (T n ) is nonempty. Let x ∈ C and S n = T n T n−1 · · · T 0 for all n ≥ 0. Then the set ∩ ∞ n=0 co{S m x : m ≥ n} ∩ U consists of at most one point, where U = ∩ ∞ n=0 F (T n). Theorem 4
.3. Let E be a uniformly convex Banach space whose norm is Fréchet differentiable or which satisfies Opial's condition and
A ⊂ E × E be an accretive operator. Let C be a nonempty closed convex nonexpansive retract of E such that
and P be a nonexpansive retraction of E onto C. Let {x n } be a sequence generated by
where the sequences {α n }, {β n }, {γ n } ⊂ [0, 1], {r n } ⊂ (0, ∞) and {e n } ⊂ E satisfy the following: 
Then we can prove that {x n } is bounded. Indeed, x 0 −p ≤ M. Assume that x n − p ≤ M for some n ≥ 0. Then we have
By induction, we assert that {x n } is bounded.
Next, we prove that lim n→∞ x n − u exists for any u ∈ A
0. Without loss of generality, we assume that d > 0. Since A is accretive and E is uniformly convex, we have
and hence
for all n ≥ 0. Using assumptions lim n→∞ α n < 1 and lim n→∞ x n −u = d > 0, we obtain
which implies that x n − J r n x n → 0 as n → ∞. Let v ∈ E be a weak subsequential limit of {x n } such that
and lim n→∞ r n > 0, we obtain J r n x n − J 1 J r n x n → 0 as n → ∞. Thus it follows from Lemma 4.
0. Now, we only prove Theorem 4.3 for the case that E has a Fréchet differentiable norm. Define a mapping T n : C → C by T n x = α n x + β n J r n x + γ n P x for all n ≥ 0. Then {T n } is a family of nonexpansive mappings of C into itself and
Now, we consider the following two cases: Case 1. γ n = 0 for all n ≥ 0. In the case, (4.1) reduces to x n+1 = T n x n for all n ≥ 0. Putting
0 weakly as n → ∞. Case 2. γ n = 0 for some n ≥ 0. Our discussion follows an idea of Brézis and Lions [1, Remarque 14] . Let U n z = T n z+γ n (P e n −z) for all z ∈ C and n ≥ 0. Then x n+1 = U n x n . Now, for any fixed m ≥ 0, define a sequence {z n (m)} by
From the case 1, we know that {z n (m)} converges weakly to some z(m) ∈ A −1 0 and hence
Observe that 
