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Introduction
This paper presents a novel approach for optimizing the design (i.e., plant) and control of a dynamic system simultaneously. The approach rigorously guarantees combined optimality, and is also more computationally efficient than traditional simultaneous optimization. Solving the plant design and control optimization problems simultaneously or in a combined fashion 1) guarantees complete dynamic system optimality [1] [2] [3] [4] and 2) considers the dependence of the controller design problem on the plant design [1, [5] [6] [7] [8] . The computational cost of simultaneous plant/control optimization can be quite prohibitive [9] [10] [11] . Hence, there is need for an efficient yet rigorous computational plant/control optimization framework. In this paper, such a framework is developed. Its use is demonstrated by applying it to a problem of beam mass reduction (plant design optimization) and vibration attenuation (control optimization).
Solving the plant design and control optimization problems together guarantees complete dynamic system optimality [1, 12] and helps attain synergistic results which cannot be always achieved by solving them separately [2] . If the two optimization problems depend on each other, then we call the system "coupled". In coupled systems the differences in the system design and performance obtained from combined optimization vs. sequential optimization is more pronounced [12, 13] . It is also shown that in some cases the plant design and the control optimization problems may be conflicting [2] . This means that an optimal plant design may be expensive (or hard) to control. Complete dynamic system optimality is also essential to ensure a fair comparison of the performance of two or more systems [14] . Finally, an understanding of the dependence of the controller design problem on the plant design can help decide the need for a combined approach vs. a sequential approach [15] . It is with the above considerations in mind that Soong and Cimellaro emphasize integrated control/structural systems as an important research topic in their article on future directions of research on structural control [3] .
Several solution strategies have been outlined for effectively solving combined design and control optimization problems [12, 16] . These strategies can be broadly divided into Simultaneous and Nested strategies. In the simultaneous strategies the two optimization problems are considered together hence guaranteeing system level optimality by intrinsically considering the dependence between the two optimization problems . The main challenge in implementing the simultaneous solution strategy is reconciling the dynamic nature of the control optimization problem with static nature of the design optimization problem [4, 17] . This challenge is resolved by parameterizing the controller (or obtaining surrogate models based on optimal control solutions) and considering these parametrized variables along with the design variables in a single optimization [4, 17, 18] . Thus simultaneous strategies are computationally attractive [4, 12] but lose some optimality due to the paramterization of some dynamic characteristics. Nested optimization strategies consider the two optimization problems separately in an iterative fashion incorporating the result of design optimization problem on the control optimization problem and vice versa in the next iteration [16, 19] . Nested solution strategies have been used due to the freedom it provides with regard to choosing the structure of the controller [16] , but this generally adds to the computational cost in comparison with simultaneous methods described above.
Concurrently sensitivities, jacobians, or gradients that capture the dependence between of the optimal controller on the plant design have been used in solution strategies to further support and strengthen these methods [1, 8] . These measures have the following attractions -1) They give a perspective on the coupling between the plant design and optimal control problems to choose the starting design for the problem, 2) can be used to tune optimization parameters such as weighting of the design and control optimization objectives and 3) to choose an appropriate optimization algorithm that can be executed effectively [1, 8] . Peters et al. discuss the definitions and applicability of different measures of coupling in [8] . The two coupling measures discussed in [8] are bi-directional coupling and unidirectional coupling. Bidirectional coupling considers the dependence of the design problem and the control problem on each other [20] , whereas unidirectional coupling only considers the dependence of the optimal control problem on plant design [21] .This is a reasonable assumption for system optimization problems that can be partitioned such that the coupling is unilateral. We use the unidirectional coupling term derived in [21] in setting up our computationally efficient combined optimization framework.
Computational costs related to combined optimization methods are generally higher than those for sequential optimization methods. This is due to the need for a higher number of optimal control evaluations and larger design space for the combined optimization. The cost of computing sensitivities or Jacobians capturing the impact of plant design on control performance can also be a computational challenge as mentioned in [9, 11] . In [10] , authors use evolutionary algorithms for simultaneous plant design-controller optimization of a two link planar manipulator and explain that gradient based (local) optimization techniques cannot be used for this complex non-linear optimization problem. Systems exhibiting non-smooth behavior need to be solved using algorithms that find the global optimal [9, 11] . These global optimization methods such as evolutionary algorithms are computationally intensive mainly due to an increased number of function evaluations. Due to these reasons, the computational cost of combined plant and control optimization can be quite prohibitive.
In summary, the combined optimization methods can yield systems that achieve synergistic plants and controllers, and satisfy combined plant/control optimality but computational costs might not favor the use of such methods. Motivated by this problem, the paper uses a previously derived coupling term [21] in the following ways. First, because this coupling term quantifies the sensitivity of the optimal control objective with respect to plant design variables, it can be used as a Jacobian within the plant design problem in a way that guarantees combined optimality. Second, because the coupling term is given by the integral of optimal control co-states multiplied by a static gradient function that can be computed a priori, such use of the coupling term as a sensitivity function for plant optimization is computationally attractive. Specifically, these insights provide a framework that makes it possible to optimize a system's plant for ease of control, thereby guaranteeing combined plant/control optimality within a tractable computational setting. The paper's unique contribution to the literature is the development of this framework, and its demonstration within the context of an optimal beam design and vibration attenuation problem. Preliminary work and results regarding the development of this framework was presented in [22] .
The remainder of this paper is organized as follows: The general equations concerning the design and control optimization problems are first introduced, then the optimality conditions as derived by Fathy in [21] are discussed with particular attention to the meaning and calculation of the coupling term. An example problem of integrated structure/control optimization of a beam under vibrations is proposed and solved by using two methods, one which uses the coupling measure and the other without using the coupling measure. The results of the combined plant and controller optimization problem obtained by these two methods are compared and discussed in detail. In addition, the numerical relevance of the coupling measure is discussed along with the results.
Problem Definition
There are two optimization problems to be solved: a plant design optimization problem and a controller optimization problem. First, we define the plant and controller optimization problems separately.Tthenthe combined plant and controller optimization problem is defined. The plant design optimization problem is typically expressed as a static optimization problem as in Eq. (1) .
The goal of the plant optimization problem is to minimize a plant objective (F p ) by varying a design vector (x p ) subject to equality and inequality constraints h p and g p respectively. The control optimization problem is commonly formulated as a dynamic optimization problem given in Eq. (2)
This formulation of the continuous-time optimal control problem neglects disturbances and sensor noise and assumes all states to be measured directly for simplicity. Extensions of the above formulation to combined plant/observer/controller optimization problems are presented in [21] . In Eq. (2), the objective is to minimize a weighted sum of a final state objective function (Φ) and the time integral of a functional (L). This weighted sum reflects two common goals in controller design, namely, minimal steady state error and acceptable transient behavior. Optimization variables include the control input trajectory, u(t), the state trajectory, z(t), and the terminal time, T . Optimization constraints are the plants open-loop state equations ( f ), limitations on control actuation (η), possible constraints on the final state or final time (Ψ), and initial conditions (z 0 ). The two problems presented above are combined by a linear weigthing of their objectives. The constraints and optimization variables of the combined problem are the union of the constraints and optimization variables of the two problems respectively. In [23] , several multi-objective optimization weighting methods are described. From these, we adopt linear weighting for simplicity. This paper accounts for the influence of plant design on controller objective and constraints, but neglects the influence of controller design on plant constraints for simplicity. This is accounted for in Eq. (3) by the presence of the design vector (x p ) in the system dynamics and control actuation constraints. While this formulation limits the generality of our analysis somewhat, we are still able to address a large number of practical combined plant and controller optimization problems where controller design does not affect the set of feasible plants. Based on these assumptions, the following combined plant and controller optimization problem is considered:
Optimality Conditions
Suppose that the objective function and constraints in Eq. (3) are all continuous and differentiable with respect to the combined optimization variables (x p , z(t), u(t), T ). First order necessary combined optimality conditions, or "system" optimality conditions are derived in [21] using calculus of variations for the problem in Eq. (3) . We also present a derivation of the optimality conditions in Appendix A. The resulting optimality conditions are as follows
We name these conditions the Leitmann conditions in acknowledgment of the fact that an early version of these conditions appears in the pioneering text on the calculus of variations by George Leitmann. In these conditions, the * superscript denotes optimality. Equations (4) represent constraint satisfaction at the optimum, which is an obvious necessity for the desired optimum. Equations (5) are transversality conditions associated with penalizing constraint violations. Equations (6) (7) (8) are the stationarity conditions that the objective and the constraints have to satisfy at the optimum. The left hand sides of Eqs. (6) (7) (8) are the variations of the augmented combined design and control objective with respect to the optimization variables (x p , z(t), u(t), T ), where the augmented objective considers the constraints through Lagrange multipliers (α, β, λ(t), µ(t), ν). Equations (7) represent a general control optimization problem, which is solved with the final condition given by Eq. (8) .
In [21] , it is observed that Eq. (6) is very similar to the KKT stationarity conditions. This is because Eq. (6) represents the variation of the augmented Lagrangian with respect to the design vector (x p ). The difference between KKT conditions and Eq. (6) is the last term in the equation. This term is a result of the dependence of the controller optimization problem on the design vector (x p ). Hence this term is denoted by Fathy in [21] as the coupling term (Γ):
It should be observed that the control objective is dependent on the design vector (x p ) through the constraints ( f ) and (η).
Hence it is suggested in [21] that the coupling term can also be mathematically represented as Eq. (10) below. We prove this equality of the coupling term defined by Eqs. (9,10) in Appendix A.
It should be noted in Eq. (10) that the coupling term is related to the gradient of the optimal control objective (F * c ) and not F c . In the results section we will show that the two expressions for the coupling term, given by Eq. (9) and Eq. (10) are also numerically equal. Thus the coupling term quantifies the coupling between the plant and controller optimization problems by considering the influence of plant design on the optimal attainable control objective. Figure 1 is a flowchart explaining how Eqs. (4-9) are used in a combined system optimization framework. Numerically, to obtain the combined optimal solution, Eqs. (7, 8) are solved to obtain an optimal controller for a given design, and then the resulting co-state trajectories are substituted in Eq. (6) to obtain the gradient of the combined objective, which is then used to obtain the next design based on 
Conditions Satisfied
Conditions Not Satisfied Fig. 1 . Optimization Framework Flowchart the optimization algorithm being used. The above method is repeated for the next design till the gradient given by the LHS of Eq. (6) is close enough to zero, or the change in design variables is within an allowed tolerance. This is very similar to previous nested optimization algorithms employed in [12, 15] . The difference between the previous and our nested optimization formulations is that in the design chosen for the next iteration, in [15] , authors consider the sensitivity of the closed loop eigenvalues to the structural design, and in [12] , authors do not use any sensitivity information while our proposed framework considers the sensitivity of the optimal attainable control objective to the design. This sensitivity is encapsulated in the above formulation through the coupling term, Eqs. (9,10).
Another difference compared to previously used computational methods is explained here. Previous nested or simultaneous combined design and control optimization approaches used the gradient calculated in Eq. (6) the number of times the optimal control problem has to be solved is dependent on the dimension of the design vector (x p ), i.e. the number of design variables. If n is the dimension of the design vector (x p ), the optimal control problem has to be solved at least n + 1 times to obtain the derivative . In Eq. (9), the coupling term is calculated as an integral and needs the solution of the optimal control problem for only one design. In the results section, we show that this computational advantage of solving the optimal control problem only once instead of n + 1 times does indeed translate to a reduced number of function calls required to obtain the gradient at each design. This results in a reduced number of total function calls in the combined optimization and reduced computational time.
Beam Design and Control Problem
The coupling between the plant and controller optimization problems is particularly manifest in vibration control applications as shown in [3, 17] . In [3] , Smith et al. show that an optimal combination of passive (design) and active (control) vibration attenuation obtained by combined design and control optimization performs better than the optimal combination of passive and active vibration attenuation obtained by a sequential design optimization and then control optimization. For this reason we choose the problem of structural design of a cantilever beam and its controller. The plant optimization problem aims to obtain a structure with the minimum total mass of the beam. The controller optimization problem is posed as an LQR problem. The beam is modeled as a finite collection of N nodes. The Euler-Bernoulli beam vibration equations are obtained for each node and they are represented in state space form. The states (z(t)) of the structure are the displacement and velocity of each node. The width of each node is a design variable, keeping the thickness (th) and length (dx) of all the nodes the same. Thus the design vector (x p ) is the vector of widths of each node (w). The control input (u(t)) is a moment applied at the fixed end of the cantilever. The beam is viewed as a linkage which is desired to be rotated by a certain angle. Once this desired angular position is reached the beam has a certain velocity at this final position. The control problem is to bring the beam to rest given this initial angular velocity. Figure 2 shows the cantilever beam, the moment input applied to it at the fixed end, a diagram of a node and the boundary conditions used in this problem. With these definitions of the variables we write the design optimization problem as:
where m i = ρ(th)(dx)(w i ) is the mass of node i. w min and w max are the minimum and maximum allowable width respectively of a node. ρ is the density of the material. The control optimization problem for the beam is formulated as 
The initial conditions for this problem are z 0 . The cantilever beam has an initial angular velocity as explained previously. This angular velocity is equivalent to each node having a linear velocity whose value depends on the distance of the node from the fixed point. The vector (z 0 ) assigns this initial linear velocity to each node. Using the above definitions of the design and controller optimization problems, the combined optimization problem is:
For the problem in Eq. (13), the optimality conditions for the cantilever beam design and control problem can be obtained similar to those given in Eqs. (4) (5) (6) (7) (8) . The terms in Eq. (9) for the coupling measure Γ are calculated by using the following expressions Eq. (9), in which the matrix differentials are analytically derived
Equations (7, 8) are the differential equations for the optimal state (z * (t)) and optimal co-state (λ * (t)) trajectories, depening on the values of the Q and R matrices. The differential equations are solved with the boundary condition λ * (T ) = 0. These calculations were performed in MATLAB using the lqr command. The solutions for the optimal state, co-state and control trajectories from lqr are substituted in the expressions calculated in Eq. (14) , which are in turn used to calculate the coupling term (Γ). The combined gradient, which is the LHS in Eq. (6) is then calculated as it is easy to analytically obtain the derivative of the plant objective and plant constraints with respect to the design vector (x p ) in this problem.
Results and Discussion
The coupling terms given by Eqs. (9, 10) are shown to be equal in Appendix A. Before performing combined design and control optimization we numerically verify this equality of the coupling term and the gradient of the optimal attainable control. Figure 3 shows a plot of the coupling terms calculated by Eq. (9) and by Eq. (10) and it is observed that the coupling term is indeed numerically equal to the gradient of the optimal attainable control as a function of the design variables (which are the widths of the nodes). The maximum difference between the two calculations of the coupling term is less than 1.2%. These differences occur due to the numerical procedures used to calculate the coupling term and the gradient. The coupling term is calculated by substituting the values of the terms in Eq. (14), the terms themselves being analytically derived. On the other hand, the gradient is calculated using a fixed-step backward Euler finite difference scheme. The two expressions (from Eq. (9) and Eq. (10)) are thus considered equal and the coupling term will be used to provide gradient information in the optimization framework as explained in Section 3. The combined design and control optimization problem in Eq. (13) is solved using fmincon in MAT-LAB for two cases.
In the first case, the coupling term is not calculated, and hence the optimization algorithm numerically calculates gradient from the expression
. This is accomplished by evaluating the objective and constraints at different designs close to the design where the gradient is required and applying the Euler forward difference scheme. In the second case, the gradient is calculated as mentioned in the previous section using the coupling term Γ (from Eq. (9), and then supplied to the optimization routine as shown in the optimization framework (Figure 1 ). Since we use a gradientbased optimization algorithm in this study, the choice of the initial design influences the number of function evaluations required to reach the optimum. In both the cases of our problem, the initial designs are chosen to be the same. The initial design is chosen to be the design which results in the lowest beam mass (or the optimal plant design because minimizing mass is the objective of plant design). The two cases were solved for different numbers of nodes representing the beam, which correspond to different numbers of design variables. The number of nodes or design variables chosen and the number of function calls required to obtain an optimal solution in all the cases is shown in table 1.
From Table 1 we notice that when the gradient information is provided by calculating the coupling term the number of function calls required to obtain an optimal solution is less than in the cases where the gradient is calculated by a finite difference scheme. This is due to the extra function evaluations needed by the finite difference scheme to calculate the gradient compared to the cases when the gradient is supplied by calculating the coupling term. We observe in Table 1 that the difference in the number of function calls increases as the number of nodes increase. The number of nodes (N) is equal to the dimension of the design vector, which is the vector of the widths of each node. The difference in the number of function evaluations is smaller when the dimensions of the design vector are lower because of 1) The number of function evaluations required to obtain the gradient at the beginning of each iteration is lower, 2) The number of function calls needed to obtain the step size at each iteration does not depend on the dimension of the design vector as it is a scalar problem, thus masking the smaller gain in reduced number of function calls for lower dimensions. Figure 4 shows how the optimization improves the normalized objective function with the number of function calls for the case N = 7 nodes. It can be seen that the objective is minimized to the same value with less than a third of the function calls when the coupling term is used to provide gradient information in the optimization.
To analyze the results of the combined design and con- Figure 5 shows the optimal configuration of the beam obtained by combined design and control optimization. We observe that the width of the beam is not uniform meaning the optimal value of the design variables which represent the width of the beam are unequal. These results are similar to the uneven optimal beam width and uneven optimal plate thickness results obtained by Pil et al. in [17] and by Zhu et al in [12] respectively. This uneven lumping of mass along the length of the beam represents a compromise between the passive and active vibration control policies. Figure 6 shows the width of the beam for the case of a sequential optimization solution. In the sequential optimization the plant design optimization problem is solved to obtain the plant with the lowest design objective and then the control optimization problem minimizes the LQR objective for this optimal plant design. Since the plant design objective is to reduce the total mass of the structure, if we were to solve the design optimization problem separately, then the solution is trivial. The solution would be to have the minimum possible width in all the nodes (w i = w min ). In our case the value of w min is 10 units and w max is 20 units. So the solution of the design problem would mean that the beam has a uniform width of 10 units as shown in Figure 6 . From Figure 5 , we observe that this is not the case at the combined design and control optimum, where the optimal beam width is a maximum of 20 units and a minimum of 10 units. An improvement in the combined objective function for the combined optimization case over the sequential optimization case is observed. The normalized combined design and control objective given by Eq. (13) for the sequential optimization case is 11 and that for the combined optimization case is 9.96 indicating a 9.45% improvement. The differences in the plant designs shown in Figures 5 and 6 and the resulting improvement in the objective function shows the need for and The need for combined design and control optimization can also be inferred by the value of the coupling term at the sequentially optimal plant design. If the norm of the coupling term evaluated at the sequentially optimal plant design is non-zero, then the controller design problem is dependent on the plant design variables at the sequential design optimum. For example, in this problem where ||Γ|| 2 = 0.144 (this is the value of the L 2 -norm of the coupling term which is normalized with respect to the value of the objective function at the optimal plant design solution). Thus the coupling term which measures the dependence of the controller design problem on the plant design variables or gives an ease of control measure that can be used to judge the need for a combined design and control optimization framework. Theoretically, if the coupling term has all its components as zero at the sequential design optimum solution, or equivalently has the smallest possible value for the norm, i.e ||Γ|| 2 = 0, then the design and control optimization problems are decoupled and can be sequentially solved to satisfy system level optimality. Numerically, we might see that the value of the components of the coupling term might be small (close to zero), but its closeness to zero must be judged depending on the problem and the accuracies desired in the problem. Fathy discusses other cases of decoupling in [21] but the above discussion shows that we can use the coupling measure Γ to judge the need for solving the combined design and control optimization problem vs. sequentially solving the two problems.
Conclusions
We introduced a notion of coupling between the plant design and controller optimization problems by considering the dependence of the control optimization problem on the design variables. A computationally efficient framework for combined design and control optimization using this coupling term was proposed and demonstrated. Using this framework we performed combined optimization of beam mass reduction and vibration attenuation. These results were compared to the results of the sequential optimization strategy to show the need for a combined optimization framework and the corresponding improvement in the objective while reducing the computational time.
We showed that the coupling term derived in [21] represents the gradient of the optimal attainable control and numerically validated this equality. The coupling term was then used to obtain the gradient information for the optimization problem and in the process offered the following advantages: 1) The coupling term captured the dependence of the controller performance on the design variables providing a simple way to introduce the dependence of the controller on the design variables during the design optimization iterations, 2) The calculation of the coupling term eliminates the need to calculate the gradient of the optimal control objective as the two are numerically equal, thus resulting in a reduced number of function calls and hence reduced computational time. The results for the optimization showed a significant reduction in the number of function calls. This improvement in the reduction of the number of function calls increases with the increase in the number of design variables.
Checking the value of the coupling measure at different points in the design space we have demonstrated an understanding of the interdependence between the design and control problems. This was shown by the non-zero value of the coupling term at the optimal plant design. This understanding can be used to choose the initial design for the problem, to tune the optimization parameters such as weighting of the design and control optimization problems, and most importantly to decide on the need for sequential vs. combined design and control optimization approach.
It should be noted that in the above analysis we made sure that the necessary derivatives exist by ensuring the continuity and the differentiability of the system model. The equations shown above and the procedure for optimization are valid for non linear systems as well. Using an LQR controller we could easily solve Eq. (7) and Eq. (8), but for non linear systems the optimal control problem might have to be solved using other optimal control approaches (e.g., Dynamic Programming). These approaches are in general computationally expensive. Hence, our demonstration of using the coupling term to reduce the number of times the optimal control problem is solved is extremely useful. For the example optimization problem chosen in this paper, a gradient based optimization algorithm (SQP) was used. Thus the gradient could be directly used for optimization. Gradient information can also be useful for non-gradient based optimization methods such as Genetic Algorithms to improve their efficiency as demonstrated by Lee et al. in [11] . Since a combined design and control optimization framework has to solve the control optimization problem for every design iteration irrespective of the algorithm used, the gradient information can be obtained as the coupling term with little or no extra computation after the control optimization problem is solved for that iteration as demonstrated in this paper. Thus without incurring large computational costs one can obtain gradient information which can be used to improve the efficiency of non-gradient based algorithms as well, emphasizing the reach and contribution of this work.
