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A Hilbert space operator T has the single valued extension property if the only analytic
function f which satisﬁes (T − λI) f (λ) = 0 is f ≡ 0. Clearly the point spectrum of any
operator which has empty interior must have the single valued extension property. Using
the induced spectrum of “consistent in Fredholm and index”, we investigate the stability of
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operators for which the single valued extension property is stable under compact pertur-
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1. Introduction
The spectral theorem of normal operators enables people to obtain a deep understanding of the internal structure of
normal operators. In operator theory, one of the most fundamental objects is to generalize the theory of normal operators.
The local spectra theory is one of the most satisfactory generalizations. The single valued extension property is very useful
in the study of the local spectra theory. In this note, using the spectrum derived from “consistent in Fredholm and index",
we investigate the stability of single valued extension property under compact perturbations, and we characterize those
operators for which the single valued extension property is stable under compact perturbations.
An operator T on a complex Hilbert space H is said to have the single valued extension property (SVEP for short),
denoted by T ∈ (SVEP), if for every open set U ⊆C, the only analytic solution f (·) : U → H of the equation (T −λI) f (λ) = 0
for all λ ∈ U is the zero function on U . C denotes the set of complex numbers. Clearly, T has the SVEP if intσp(T ) = ∅,
where σp(T ) denotes the point spectrum of T . The single valued extension property is possessed by many important classes
of operators such as hyponormal operators and decomposable operators. The interested reader is referred to [1,14,17] for
more details.
Throughout this paper, H will denote a complex separable inﬁnite dimensional Hilbert space. Let B(H) denote the algebra
of all bounded linear operators on H and K (H) the idea of compact operators in B(H). We recall that, for T ∈ B(H), the
spectrum σ(T ) collects the complex numbers λ for which T − λI fails to be invertible, equivalently is either not one–one
or not onto. An operator T ∈ B(H) is called upper semi-Fredholm if it has closed range with ﬁnite dimensional null space
and if R(T ) has ﬁnite co-dimension, T ∈ B(H) is called a lower semi-Fredholm operator. We call T ∈ B(H) Fredholm if it
has closed range with ﬁnite dimensional null space and its range of ﬁnite co-dimension. For a semi-Fredholm operator,
let n(T ) = dimN(T ) and d(T ) = dim H/R(T ) = codim R(T ). The index of a semi-Fredholm operator T ∈ B(H) is given by
ind(T ) = n(T ) − d(T ). The ascent of T , asc(T ), is the least non-negative integer n such that N(Tn) = N(Tn+1) and the
descent, des(T ), is the least non-negative integer n such that R(Tn) = R(Tn+1). An operator T ∈ B(H) is called Weyl if it
is Fredholm of index zero. And T ∈ B(H) is called Browder if it is Fredholm “of ﬁnite ascent and descent”: equivalently
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X. Cao, L. Dai / J. Math. Anal. Appl. 390 (2012) 368–373 369[8, Theorem 7.9.3] if T is Fredholm and T − λI is invertible for suﬃciently small λ = 0 in C. The essential spectrum σe(T ),
the Weyl spectrum σw(T ), the Browder spectrum σb(T ), the Wolf spectrum σSF(T ) of T ∈ B(H) are deﬁned by (cf. [8,9]):
σe(T ) = {λ ∈ C: T − λI is not Fredholm}, σw(T ) = {λ ∈ C: T − λI is not Weyl}, σb(T ) = {λ ∈ C: T − λI is not Browder},
σSF(T ) = {λ ∈ C: T − λI is not semi-Fredholm}. Let σ0(T ) = σ(T )\σb(T ), ρw(T ) = C\σw(T ), ρb(T ) = C\σb(T ), ρSF(T ) =
C\σSF(T ) and ρ+SF(T ) = {λ ∈ ρSF(T ): ind(T − λI) > 0}. An operator T ∈ B(H) is said to be quasitriangular if ind(T − λI) 0
for all λ ∈ ρSF(T ) [5]. Obviously, T is quasitriangular if and only if ρ+SF(T ∗) = ∅, where T ∗ is the conjugate operator of T .
2. SVEP and its perturbations
We begin with a deﬁnition: we say T ∈ B(H) is consistent in Fredholm and index (abbrev. a CFI operator) or T has CFI
property [6], if for each B ∈ B(H), T B and BT are Fredholm together and ind(T B) = ind(BT ) = ind(B) or not Fredholm
together.
Let
ρCFI(T ) = {λ ∈C: T − λI is a CFI operator},
and let σCFI(T ) = C\ρCFI(T ). Clearly, σCFI(T ) = σw(T )\σSF(T ) and σCI(T ) ⊆ intσ(T ). The CFI spectrum σCFI(T ) need be
neither closed nor nonempty.
Deﬁne W+(H) = {T ∈ B(H), T is upper semi-Fredholm with ind(T )  0}. Let ρ1(T ) = {λ ∈ C: T − λI ∈ W+(H) and
N(T − λI) ⊆⋂∞n=1 R((T − λI)n)}, and let σ1(T ) =C\ρ1(T ).
Theorem 2.1. Let T ∈ B(H), then the following statements are equivalent:
(1) There exists F ∈ K (H) such that T + F ∈ (SVEP);
(2) σCFI(T ) ⊆ accρ1(T );
(3) σCFI(T ) = ρ+SF(T ∗);
(4) int[ρSF(T ) ∩ σ1(T )] = ∅.
Proof. (1) ⇒ (2) Let λ0 ∈ σCFI(T ), then T − λ0 I is semi-Fredholm and ind(T − λ0 I) = 0. So T + F − λ0 I is semi-Fredholm
and ind(T + F − λ0 I) = ind(T − λ0 I) = 0. Since T + F has SVEP, ind(T + F − λ0 I) < 0 [7, Corollary 11]. By the perturbation
theorem of semi-Fredholm operator, we know that λ0 ⊆ accρ1(T ).
(2) ⇒ (3) Clearly, ρ+SF(T ∗) ⊆ σCFI(T ). By the perturbation theorem of semi-Fredholm operator and σCFI(T ) ⊆ accρ1(T ), we
can see σCFI(T ) ⊆ ρ+SF(T ∗).
(3) ⇒ (4) If λ0 ∈ int[ρSF(T )∩σ1(T )], there must be ind(T −λ0 I) > 0. Then λ0 ∈ σCFI(T ). Since σCFI(T ) = ρ+SF(T ∗), it follows
that ind(T − λ0 I) < 0. It is a contradiction.
(4) ⇒ (1) From (4), we know that ρ+SF(T ) = ∅. By [10, Proposition 3.4], there exists F ∈ K (H) such that σp(T + F ) =
ρ+SF(T ) = ∅. This means that T + F ∈ (SVEP). 
Recall that a bounded operator T is said bounded below if it is injective and has closed range. The Weyl essential
approximate point spectrum σaw(T ) and the approximate point spectrum σa(T ) are deﬁned by: σaw(T ) = {λ ∈C: T − λI /∈
W+(H)}; σa(T ) = {λ ∈C: T − λI is not bounded below}.
A bounded operator T ∈ B(H) is said to satisfy property (ω1) if σa(T )\σaw(T ) ⊆ π00(T ), where π00(T ) = {λ ∈
isoσ(T ): 0< n(T − λI) < ∞}. If σa(T )\σaw(T ) = π00(T ), we call T has property (ω).
Corollary 2.1. Let T ∈ B(H), then the following statements are equivalent:
(1) There exists F ∈ K (H) such that T + F ∈ (SVEP) and σb(T + F ) = σb(T );
(2) T ∗ satisﬁes property (ω1) and σa(T ∗) = σ(T ∗);
(3) For any  > 0, there exists F ∈ K (H)with ‖F‖ <  and T + F ∈ (SVEP) such that σ(T ) ⊆ σ(T + F )∪{λ ∈ σ0(T ): dist[λ, ∂σe(T )]
< 2 };
(4) σ(T ∗) = σ1(T ∗);
(5) σ(T ) = σ1(T ) ∪ σCFI(T ) and σCFI(T ) ⊆ accρ1(T ).
Proof. (1) ⇒ (2) Since σa(T ∗)\σaw(T ∗) ⊆ {σCFI(T ) ∪ [σa(T )\σw (T )]} and σCFI(T ) ⊆ accρ1(T ) (Theorem 2.1), it follows that
σa(T ∗)\σaw(T ∗) ⊆ σa(T )\σw(T ). Then T + F −λ0 I is Weyl. Using the fact that T + F ∈ (SVEP), we know that λ0 /∈ σb(T + F ).
This induces that T − λ0 I is Browder, thus λ0 ∈ π00(T ∗), which means that T ∗ satisﬁes property (ω1).
By σ(T ∗)\σa(T ∗) ⊆ σCFI(T ) and σCFI(T ) ⊆ accρ1(T ) (Theorem 2.1), we can prove that σ(T ∗)\σa(T ∗) = ∅, that is σa(T ∗) =
σ(T ∗).
(2) ⇒ (3) We can prove that ρ+SF(T ) = ∅. For any  > 0, let σ1 = {λ ∈ σ0(T ): dist[λ, ∂σe(T )]  2 }. Then σ1 is a ﬁnite
clopen subset of σ(T ). Suppose Eσ1 is the projection associated with σ1, T has the following representation: T =
(
A C
)
:
0 B
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can prove that σe(T ) = σe(B). By [10, Proposition 3.4], there exists a compact operator F1 on R(Eσ1 )⊥ such that ‖F1‖ < 
and σp(B + F1) = ρ+SF(T ) = ∅. Let F =
(
0 0
0 F1
)
, then ‖F‖ <  and σp(T + F ) = σp(A) is a ﬁnite set. Therefore T + F ∈
(SVEP). In the following, we will prove that σ(T ) ⊆ σ(T + F ) ∪ {λ ∈ σ0(T ): dist[λ, ∂σe(T )] < 2 }. Let λ0 /∈ σ(T + F ) ∪ {λ ∈
σ0(T ): dist[λ, ∂σe(T )] < 2 }, then T − λ0 I is Weyl. Since T ∗ has property (ω1), T − λ0 I is Browder. But since T + F − λ0 I =(
A−λ0 I C
0 B+F1−λ0 I
)
and the fact that T + F −λ0 I is invertible, we know that A−λ0 I is bounded from below and B + F1 −λ0 I
is surjective. It follows that B + F1 − λ0 I is invertible since σp(B + F1) = ∅. Then A − λ0 I is invertible and hence B − λ0 I is
Browder. By the fact that λ0 /∈ {λ ∈ σ0(T ): dist[λ, ∂σe(T )] < 2 } and σe(T ) = σe(B), B − λ0 I must be invertible. Now we get
that T − λ0 I is invertible, which means that λ0 /∈ σ(T ).
(3) ⇒ (4) Let λ0 /∈ σ1(T ∗), then T − λ0 I is lower semi-Fredholm, ind(T − λ0 I) 0 and N(T − λ0 I) ⊆⋂∞n=1 R[(T − λ0 I)n].
So T + F − λ0 I is lower semi-Fredholm and ind(T + F − λ0 I)  0. Since T + F ∈ (SVEP), we know that T + F − λ0 I is
Browder. It follows that T − λ0 I is Weyl. By perturbation theory of semi-Fredholm operators, there exists δ > 0 (δ < ) such
that T + F − λI is invertible, T − λI is Weyl and N(T − λI) ⊆⋂∞n=1 R[(T − λI)n] if 0 < |λ − λ0| < δ. Using the condition
σ(T ) ⊆ σ(T + F ) ∪ {λ ∈ σ0(T ): dist[λ, ∂σe(T )] < 2 }, we claim that T − λI is invertible if 0 < |λ − λ0| < δ. In fact, we
only need to prove that λ /∈ σ0(T ). If λ ∈ σ0(T ), then N(T − λI) = N(T − λI) ∩⋂∞n=1 R[(T − λI)n] = {0} [16, Theorem 3.4].
This implies that T − λI is invertible since T − λI is Weyl, it is a contradiction. Now we have that λ /∈ σ(T + F ) ∪ {λ ∈
σ0(T ): dist[λ, ∂σe(T )] < 2 }, that is λ0 ∈ isoσ(T )∪ρ(T ), where ρ(T ) =C\σ(T ). Using the fact that T − λ0 I is Weyl, we get
that T − λ0 I is Browder. By Theorem 3.4 in [16] again, we have λ0 /∈ σ(T ∗).
(4) ⇒ (5) Form (4), we can prove that ρ+SF(T ) = ∅. In fact, if there is λ0 ∈ ρ+SF(T ), then there exists  > 0 such that
λ /∈ σ1(T ∗) and ind(T − λI) = ind(T − λ0 I) > 0 if 0 < |λ − λ0| <  . But since σ(T ∗) = σ1(T ∗), it follows that ind(T − λ0 I) =
ind(T − λI) = 0. It is a contradiction. We only need to prove σ(T ) ⊆ σ1(T ) ∪ σCFI(T ). Let λ0 /∈ σ1(T ) ∪ σCFI(T ), then T − λ0 I
is Weyl and N(T − λI) ⊆⋂∞n=1 R[(T − λI)n]. So λ0 /∈ σ1(T ∗), which means that λ0 /∈ σ(T ). Similar the proof of Theorem 2.1,
we can get that σCFI(T ) ⊆ accρ1(T ).
(5) ⇒ (1) By Theorem 2.1, there exists F ∈ K (H) such that T + F ∈ (SVEP). Then σw(T + F ) = σb(T + F ). Since σw(T ) =
σw(T + F ), we can easily to prove that σb(T + F ) ⊆ σb(T ). Let λ0 /∈ σb(T + F ), then T −λ0 I is Weyl. There exists  > 0 such
that λ /∈ [σ1(T ) ∪ σCFI(T )] if 0 < |λ − λ0| <  . It implies that λ0 ∈ isoσ(T ) ∪ ρ(T ), which means that λ0 /∈ σb(T ). Therefore
σb(T + F ) = σb(T ). 
T ∈ B(H) is called isoloid if isoσ(T ) ⊆ σp(T ). Also we can prove the following result:
Corollary 2.2. Let T ∈ B(H), then the following statements are equivalent:
(1) There exists F ∈ K (H) such that T + F ∈ (SVEP) and σb(T ∗ + F ∗) = accσ(T ∗) ∪ {λ ∈C: n(T ∗ − λI) = ∞};
(2) T ∗ is isoloid for which property (ω) holds and σa(T ∗) = σ(T ∗);
(3) σb(T ∗) = accσ1(T ∗) ∪ {λ ∈C: n(T ∗ − λI) = ∞}.
In the following, we characterize those operators for which SVEP is stable under small compact perturbations. We begin
by a lemma [13, Lemma 2.10]:
Lemma 2.1. Let T ∈ B(H) and suppose that ∅ = T ⊆ σSF(T ), then given  > 0, there exists a compact operator F with ‖F‖ <  such
that T + F =
(
N C
0 A
)
, where N is a normal operator and σ(N) = σSF(N) = T .
Theorem 2.2. Let T ∈ B(H), then there exists  > 0 such that T + F ∈ (SVEP) for all F ∈ K (H) with ‖F‖ <  if and only if the
following statements hold:
(1) int[σCFI(T ) ∩ σp(T )] = ∅;
(2) int[ρCFI(T ) ∩ σ(T )] = ∅;
(3) σw(T + F ) = σb(T + F ) for any F ∈ K (H) for which ‖F‖ is small enough;
(4) σCFI(T ) consists of ﬁnite connected components or σCFI(T ) = ∅.
Proof. First we will prove the necessary. We know that T ∈ (SVEP) and ρ+SF(T ) = ∅.
(1) If there is λ0 ∈ int[σCFI(T ) ∩ σp(T )], then there is  > 0 such that λ ∈ [σCFI(T ) ∩ σp(T )] if |λ − λ0| <  . Since ind(T −
λ0 I) < 0 and T ∈ (SVEP), it follows that T − λI is bounded from below if 0< |λ − λ0| small enough. It is a contradiction.
(2) If int[ρCFI(T )∩σ(T )] = ∅, there exists λ0 and δ > 0 (δ < ) such that Bδ(λ0) = {λ: |λ− λ0| < δ} ⊆ ρCFI(T )∩σ(T ). We
claim that Bδ(λ0) ⊆ σSF(T ). In fact, if there exists λ0 ∈ [Bδ(λ0)\σSF(T )], then T − λ0 I is Weyl since Bδ(λ0) ⊆ ρCFI(T ). Since
T ∈ (SVEP), T − λ0 I is Browder. This means that λ0 ∈ isoσ(T ). But we know that λ0 ∈ Bδ(λ0) while Bδ(λ0) ⊆ σ(T ), we get
that λ0 ∈ intσ(T ), a contradiction.
X. Cao, L. Dai / J. Math. Anal. Appl. 390 (2012) 368–373 371By Lemma 2.1, there exists F1 ∈ K (H) with ‖F1‖ < 2 such that T + F1 =
(
N C
0 A
)
, where N is a normal operator and
σ(N) = σSF(N) = ∂Bδ(λ0). For N , there exists F ′2 with ‖F ′2‖ < 2 such that σ(N + F ′2) = Bδ(λ0) [11, Lemma 3.1]. Let F2 =(
F ′2 0
0 0
)
and F = F1 + F2. It is easy to see that ‖F‖ <  and Bδ(λ0) ⊆ σ(N + F ′2)\σw(N + F ′2). Since T + F ∈ (SVEP), it follows
that N + F ′2 has SVEP. Then Bδ(λ0) ⊆ isoσ(N + F ′2). It is in contradiction to the fact that σ(N + F ′2) = Bδ(λ0).
(3) For any F ∈ K (H) with ‖F‖ <  , we can easily to prove that σw(T + F ) = σb(T + F ) since T + F ∈ (SVEP).
(4) If (4) does not hold, let {En}∞n=1 be the enumeration of bounded connected components of σCFI(T ). Obviously∑∞
n=1m(En)  m(σCFI(T )) < ∞, so there exists k ∈ N such that m(En) is small enough if n > k, where m(·) denotes the
planar Lebesgue measure. Since ∂En ⊆ σSF(T ), similar to the proof of (2), there exists F ∈ K (H) with ‖F‖ <  such that
T + F =
(
N+F2 C
0 A
)
, where En ⊆ σ(N + F2)\σw(N + F2). Since En ⊆ σCFI(T ), we know that T + F − λI is semi-Fredholm
with ind(T + F − λI) = 0 for any λ ∈ En . Then A − λI is semi-Fredholm and ind(A − λI) = ind(T + F − λI) = 0. Using
the fact that N(N + F2 − λI) ⊆ N(T + F − λI), we get that En ⊆ int[σCFI(T ) ∩ σp(T )]. It is in contradiction to the fact that
int[σCFI(T ) ∩ σp(T )] = ∅.
For the converse, ﬁrst let σCFI(T ) = ∅. Then int[ρCFI(T ) ∩ σ(T )] = int[C ∩ σ(T )] = int[σ(T )] = ∅. So σSF(T ) = σw(T ) =
σb(T ). This induces that σSF(T + F ) = σw(T + F ) = σb(T + F ) for all F ∈ K (H) with small norm, that is σ(T + F ) =
σSF(T + F ) ∪ σ0(T + F ). Then that for any F ∈ K (H) with small norm, σp(T + F ) ⊆ σSF(T + F ) ∪ σ0(T + F ), and hence
intσp(T + F ) ⊆ intσSF(T + F ) ∪ intσ0(T + F ) ⊆ intσSF(T + F ) = intσSF(T ) ⊆ int[σ(T )] = ∅. Then T + F ∈ (SVEP) for every
F ∈ K (H) with small norm.
In the following, assume that {Ei}ni=1 is an enumeration of the connected components of σCFI(T ). Since
ρSF(T + F ) = σCFI(T + F ) ∪ ρw(T + F ) = σCFI(T ) ∪ ρ(T + F ) ∪ σ0(T + F )
= E1 ∪ E2 ∪ · · · ∪ En ∪ ρ(T + F ) ∪ σ0(T + F ),
we get that Ei is a connected component of ρSF(T + F ). From the condition that int[σCFI(T ) ∩ σp(T )] = ∅, we get that
ρ+SF(T ) = ∅ and we can chose λi ∈ Ei such that T −λi I is bounded from below. Then there exists  > 0 such that T + F −λi I
is bounded from below if F ∈ K (H) with ‖F‖ <  . We will prove that T + F ∈ (SVEP). Recall that the function λ −→
min ind(T + F − λI) is zero on every component of ρSF(T + F ) except for an at most denumerable subset Ai without limit
points in ρSF(T + F ) [12, Corollary 1.14], then
σp(T + F ) ⊆ σSF(T + F ) ∪ σ0(T + F ) ∪ B = σSF(T ) ∪ B ∪ σ0(T + F ) ⊆
[
ρCFI(T ) ∩ σ(T )
]∪ B ∪ σ0(T + F ),
where B =⋃ni=1 Ai . So intσp(T + F ) ⊆ int[ρCFI(T ) ∩ σ(T )] = ∅, and hence T + F ∈ (SVEP). 
From Theorem 2.2, we also can characterizes those operators for which SVEP is stable under compact operators. Let
σab(T ) be the Browder essential approximate point spectrum. Recall that λ /∈ σab(T ) if and only if T − λI ∈ W+(H) with
ﬁnite ascent.
Corollary 2.3. Let T ∈ B(H), then T + F ∈ (SVEP) for all F ∈ K (H) if and only if the following statements hold:
(1) int[σCFI(T ) ∩ σp(T )] = ∅;
(2) int[ρCFI(T ) ∩ σ(T )] = ∅;
(3) σaw(T + F ) = σab(T + F ) for any F ∈ K (H);
(4) σCFI(T ) is connected or σCFI(T ) = ∅.
Proof. By the proof of Theorem 2.2, T + F ∈ (SVEP) for all F ∈ K (H) if σCFI(T ) = ∅.
By (1), we can see that ρ+SF(T ) = ∅. From ρSF(T + F ) = σCFI(T + F ) ∪ ρw(T + F ) = σCFI(T ) ∪ ρ(T + F ) ∪ σ0(T + F ), we
can see that σCFI(T ) is a connected component of ρSF(T + F ). From σaw(T + F ) = σab(T + F ) for any F ∈ K (H), there
is λ ∈ σCFI(T ) such that T + F − λI is bounded from below. Since the function λ −→ min ind(T + F − λI) is zero on the
component of ρSF(T + F ) except for an at most denumerable subset A without limit points in ρSF(T + F ), it follows that
for any F ∈ K (H), σp(T + F ) ⊆ σSF(T + F )∪ A ∪ σ0(T + F ). Then intσp(T + F ) ⊆ intσSF(T ) ⊆ int[ρCFI(T ) ∩ σ(T )] = ∅, which
means that T + F ∈ (SVEP) for any F ∈ K (H). 
If T ∈ B(H) has property (ω1) and σ(T ) = σa(T ), we can prove that ρ+SF(T ∗) = ∅.
Corollary 2.4. Suppose T ∈ B(H) has property (ω1) and σ(T ) = σa(T ), then T + F ∈ (SVEP) for all F ∈ K (H) if and only if the
following statements hold:
(1) int[σCFI(T ) ∩ σp(T )] = ∅;
(2) int[ρCFI(T ) ∩ σ(T )] = ∅;
(3) σaw(T + F ) = σab(T + F ) for any F ∈ K (H).
372 X. Cao, L. Dai / J. Math. Anal. Appl. 390 (2012) 368–373If F ∈ K (H) with T F = F T , σaw(T ) = σab(T ) if and only if σaw(T + F ) = σab(T + F ) [15].
Corollary 2.5. Let T ∈ B(H), then there exists  > 0 such that T + F ∈ (SVEP) for all F ∈ K (H) with ‖F‖ <  and T F = F T if and
only if the following statements hold:
(1) int[σCFI(T ) ∩ σp(T )] = ∅;
(2) int[ρCFI(T ) ∩ σ(T )] = ∅;
(3) σCFI(T ) consist of ﬁnite connected components or σCFI(T ) = ∅.
Corollary 2.6. Let T ∈ B(H), then T + F ∈ (SVEP) for all F ∈ K (H) with T F = F T if and only if the following statements hold:
(1) int[σCFI(T ) ∩ σp(T )] = ∅;
(2) int[ρCFI(T ) ∩ σ(T )] = ∅;
(3) σCFI(T ) is connected or σCFI(T ) = ∅.
SVEP is often used as a basic condition to study Weyl’s theorem of operators and its generalizations. The research of
compact perturbations of Hilbert space operators with SVEP is partially inspired by a series of research initiated by P. Aiena
et al. (see [2–4]), dealing with the stability of property (ω). We continue this work.
Theorem 2.3. Suppose that there exists F0 ∈ K (H) such that T + F0 ∈ (SVEP), then the following statements hold:
(1) For any ﬁnite rank operator F ∈ K (H) commuting with T , T ∗ + F ∗ has property (ω1);
(2) σ(T ) = σ1(T ) ∪ σCFI(T );
(3) σb(T + F0) = σb(T ).
Proof. Since T + F0 ∈ (SVEP) for some F0 ∈ K (H), it follows that σw(T + F0) = σb(T + F0) and σa(T ∗ + F ∗)\σaw(T ∗ + F ∗) ⊆
σCFI(T )∪ρw(T ) ⊆ ρ+SF(T ∗)∪ρw(T ) (Theorem 2.1). But since σa(T ∗ + F ∗)\σaw(T ∗ + F ∗)∩ρ+SF(T ∗) = ∅, σa(T ∗ + F ∗)\σaw(T ∗ +
F ∗) ⊆ ρw(T ).
(1) ⇒ (2) Form (1), we know that σw(T ) = σb(T ). Since σ(T )\[σ1(T ) ∪ σCFI(T )] ⊆ ρw(T ) ∪ {λ ∈ C: N(T − λI) ⊆⋂∞
n=1 R((T − λI)n)}, it induces that σ(T )\[σ1(T ) ∪ σCFI(T )] = ∅ [16, Theorem 3.4]. This means that σ(T ) = σ1(T ) ∪ σCFI(T ).
(2) ⇒ (3) Let us ﬁrst prove that σw(T ) = σb(T ). Let λ0 ∈ ρw(T ), then there exists  > 0 such that λ /∈ σ1(T ) ∪ σCFI(T ) if
0< |λ − λ0| <  . So λ0 ∈ isoσ(T ) ∪ ρ(T ), which means that λ0 /∈ σb(T ). Then σb(T + F0) = σw(T + F0) = σw(T ) = σb(T ).
(3) ⇒ (1) For any ﬁnite rank operator F ∈ K (H) commuting with T , σa(T ∗ + F ∗)\σaw(T ∗ + F ∗) ⊆ ρw(T ) ⊆ ρb(T ). Since
ρb(T ) = ρb(T + F ) = ρb(T ∗ + F ∗) ⊆ π00(T ∗ + F ∗) ∪ ρ(T ∗ + F ∗), we know that T ∗ + F ∗ has property (ω1). 
Corollary 2.7. Suppose that there exists F0 ∈ K (H) such that T + F0 ∈ (SVEP), then the following statements hold:
(1) For any ﬁnite rank operator F ∈ K (H) commuting with T , T ∗ + F ∗ is isoloid and has property (ω);
(2) T ∗ is isoloid and has property (ω);
(3) σb(T ) = accσ1(T ) ∪ σCFI(T ) ∪ {λ ∈C: n(T ∗ − λI) = ∞}.
If there exists F0 ∈ K (H) such that T + F0 ∈ (SVEP) and σCFI(T ) = ∅, then ρSF(T ) = ρw(T ). For any ﬁnite rank operator
F ∈ K (H) commuting with T , we know isoσ(T + F ) ⊆ isoσ(T ) ∪ ρ(T ). We can get that:
Theorem 2.4. Suppose that there exists F0 ∈ K (H) such that T + F0 ∈ (SVEP), then:
(1) σCFI(T ) = ∅ and T + F has property (ω1) for any ﬁnite rank operator F ∈ K (H) commuting with T if and only if σ(T ) = σ1(T );
(2) σCFI(T ) = ∅ and for any ﬁnite rank operator F ∈ K (H) commuting with T , T + F is isoloid for which property (ω) holds if and
only if T is isoloid and σ(T ) = accσ1(T ) ∪ {λ ∈C: n(T − λI) = ∞}.
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