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ABSTRACT
Social network systems, like last.fm, play a significant role in
Web 2.0, containing large amounts of multimedia-enriched
data that are enhanced both by explicit user-provided anno-
tations and implicit aggregated feedback describing the per-
sonal preferences of each user. It is also a common tendency
for these systems to encourage the creation of virtual net-
works among their users by allowing them to establish bonds
of friendship and thus provide a novel and direct medium for
the exchange of data.
We investigate the role of these additional relationships
in developing a track recommendation system. Taking into
account both the social annotation and friendships inherent
in the social graph established among users, items and tags,
we created a collaborative recommendation system that ef-
fectively adapts to the personal information needs of each
user. We adopt the generic framework of Random Walk
with Restarts in order to provide with a more natural and
efficient way to represent social networks.
In this work we collected a representative enough portion
of the music social network last.fm, capturing explicitly ex-
pressed bonds of friendship of the user as well as social tags.
We performed a series of comparison experiments between
the Random Walk with Restarts model and a user-based
collaborative filtering method using the Pearson Correlation
similarity. The results show that the graph model system
benefits from the additional information embedded in social
knowledge. In addition, the graph model outperforms the
standard collaborative filtering method.
Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval—Information Filtering, Retrieval
Models, Selection Process; I.5.1 [Computing Methodolo-
gies]: Pattern Recognition—Models
.
General Terms
Algorithms, Experimentation, Measurement, Performance
1. INTRODUCTION
With the recent advances in technology, there is an emerg-
ing presence of social media and social networking systems.
From the point of view of a sociologist, social media can be
characterised as ”collective goods produced through com-
puter-mediated collective action” [15]. In the case of mul-
timedia enriched social network systems, such as last.fm,
the collective goods are musical tracks and the collective ac-
tion is the process of crafting individual profiles of musical
preference and linking them either explicitly, via bonds of
friendship, or implicitly, through collaborative annotation.
This collective action leads to the creation of an implicit
social networking structure, which we aim to further ex-
plore. In particular given the success of item recommenda-
tion systems in commercial websites, such as Amazon.com
and Netflix, it is considered worthwhile to revisit the rec-
ommendation problem through the novel perspective of so-
cial networking. In general, recommendation systems aim
to provide personalised recommendations of items to users
based on their previous behaviour as well as on other in-
formation gathered by item descriptions and user profiles.
However, no emphasis has been placed yet on personalisa-
tion based explicitly on social networks.
The reason is that despite there is an increasing interest
in the exploration of social networks, there does not exist a
concrete dataset that includes both explicit bonds of friend-
ships among users and free-form collaborative annotation of
items. This is due to that most social media systems do not
allow for free access to all user profiles or lists of friends.
Given the incentives of the widespread adoption of social
networks and of the lack of some previous study that directly
addresses the problem of efficiently integrating the added-
value knowledge provided by those networks in the field of
collaborative recommendation, we propose a new method-
ology that tackles the aforementioned issues. Within this
context we make the following contributions:
• We introduce a dataset based on data from the last.fm
social network that describes a social graph among
users, tracks and tags, effectively including bonds of
friendship and collaborative annotation.
• We evaluate a Random Walk with Restarts (RWR)
model on this dataset and show that the incorpora-
tion of friendship and social tagging can improve the
performance of an item recommendation system.
• We show that the RWR method outperforms the stan-
dard Collaborative Filtering (CF) method, which we
also evaluate against the same dataset.
• We show that our method using the RWR method re-
quires no training and successfully manages to capture
the knowledge present in the social network.
The rest of the paper is organised as follows. In Section
2 we review related work and provide the necessary back-
ground for the RWR and CF methods used in this study.
The methodology adopted, including the way we collected
the data from the social network under study, the evalu-
ation protocol and the comparison experiments performed
are included in Sections 3 and 4. In Section 5 we analyse
the results of the experiments and conclude with remarks
and comments of our work in Sections 6 and 7.
2. RELATEDWORK
2.1 Collaborative Recommendation
We may distinguish two broad categories of collabora-
tive recommendation systems, namely content-based and
collaborative filtering. A content-based system selects items
based on the correlation between the content of the items
(e.g. keywords describing the items, such as album genre,
artists, etc., for music tracks) and the users’ preferences [6].
However, it is limited to dictionary-bound relations between
the keywords used by users and the descriptions of items
and therefore does not explore implicit associations between
users.
Collaborative filtering systems are divided into two cate-
gories, i.e. memory-based and model-based. In the memory-
based systems [9] we calculate the similarity between all
users, based on their ratings of items using some heuristic
measure such as the cosine similarity or the Pearson corre-
lation score. Then we predict a missing rate by aggregating
the ratings of the k nearest neighbours of the user we want
to recommend to. The problem with memory-based sys-
tems is that we have to decide on a rather arbitrary basis
over parameters such as the number of neighbours. What is
more, in the case of social networks there is no straightfor-
ward way to introduce similarities between users based on
friendships and social tagging, other than some way of ad
hoc interpolation of similarity weights from those different
sources.
The model-based filtering systems assume that the users
build up clusters based on their similar behaviour in rating
of items. A model is learned based on patterns recognised
in the rating behaviours of users using clustering, Bayesian
networks and other machine learning techniques [1, 21]. The
problem with model-based methods is that it is necessary
to fine-tune several parameters of the model as well as the
fact that the models produced might not generalise well in
radically different context. What is more, as in the case of
memory-based systems extra effort and training needs to be
done in order to introduce knowledge from social networks.
2.2 Social Media
Many research publications have been lately revolving ar-
ound the area of social media. In particular, several studies
foucs on dataset collection and analysis from social networks.
Das et al. [5] propose sample based algorithms that capture
information in the neighbourhood of a user in dynamic social
networks utilizing random walks. Halpin et al. [8] study the
distribution of tags in the social bookmarking site del.icio.us
and propose a generative model of collaborative tagging in
order to evaluate the dynamics that lie beneath the act of
collaborative recommendation. Their findings prove that
the dataset collected follows a power-law distribution. Even
though both studies examine social networks that are based
on social tagging, they do not explore the dynamics of friend-
ships among users.
Taking into account the power of free-form tagging of
items by users other than their authors/owners, researchers
also focus on tag recommendation. Subramanya and Liu
[17] propose a system that automatically recommends tags
for blogs, using similarity ranking in a manner similar to
collaborative filtering techniques. Stromhaier [16] studies a
novel idea in tag recommendation, which bridges the gap
between the keywords issued by a user in a query and the
tags actually used by a social system. He argues that the
tags used by a user when performing a query exhibit his or
her intent, whereas the annotations of items describe content
semantics. As a result, he proposes a new form of purpose
tags, which extract the intent of the user and facilitate goal-
oriented search in a social network. Both studies underline
the importance and discriminative power of social tagging,
which is also validated by our work.
2.3 RandomWalk
Several studies exist in the field of applying Random Walks
on bipartite graphs. Craswell and Szummer [4] study a click-
through data graph in order to perform item recommenda-
tion. Nevertheless, no social content is available between
users. Yildirim and Krishnamoorthy [21] propose a novel
recommendation algorithm which performs Random Walks
on a graph that denotes similarity measures between items.
They evaluate their system using data from MovieLens. Al-
though, the use of the Random Walk model performs well
in the context of recommendation, their use of an Item-
Item similarity matrix raises some issues as to the ability
of the system to extend when other similarities are intro-
duced based on social tagging.
Recent work has also been done in the field of apply-
ing Random Walks over a social graph instead of bipartite
graphs, similar to what we propose in this paper. Clements
et al. [3] propose a single term query system performing
Random Walks on graphs including users, items and tags.
They use data from LibraryThing, an online book catalogue
where users rate and tag books they have read. Due to
lack of ground truth, they assume that the tags assigned
to an item by each user are the same as they would use as
query terms to retrieve the annotated item. We argue that
this assumption is rather strong and that a user experiment
would be more appropriate in order to properly establish the
ground truth.
Hotho et al. [10] evaluate a variation of adapted PageR-
ank on a dataset from del.icio.us, exploring folksonomies of
bookmarks based also on collaborative annotation. How-
ever, since they evaluate their proposed algorithm empir-
ically, any comparison attempts to their results becomes
cumbersome. Although both studies are close to our ap-
proach, we use a different model, namely RWR, in which we
explicitly include friendships in our dataset and perform col-
laborative recommendations instead of queries on the graph.
2.4 Background
2.4.1 Collaborative Filtering
In traditional collaborative systems, users explicitly give
preference judgments for items in the form of ratings. These
ratings are usually bounded and discrete. Past user ratings
are then used to predict the preference towards items not
rated yet. Memory-based collaborative filtering systems can
be classified in user based and item based systems depending
on the way past preference judgments are used.
A user based system makes new predictions by first finding
users with similar ratings to an active user (i.e. the user
whose preference to new items is predicted) and then takes
a weighted combination of their ratings. More formally let
a be the active user and i an item which is not rated by a.
Then the predicted rating of a to i, pa,i is obtained by
pa,i = r¯a +
PN
u=1(ru,i − r¯u)wa,uPN
u=1 wa,u
(1)
where ru,i is the rating of user u for item i, r¯a and r¯u are
the mean ratings of users a and u and wa,u is the similarity
weight between users a and u.
On the other hand, in an item based system predictions
are made by finding similarly rated items and then calculat-
ing a weighted combination of their ratings. In other words
pa,i = r¯i +
PM
k=1(ra,k − r¯k)wi,kPM
k=1 wi,k
(2)
where now r¯i is the mean rating of item i and wi,k is the
similarity weight between items i and k. The main motiva-
tion behind item based systems is the computational savings
in calculating the item-item similarity matrix. In real world
commercial applications items tend to be significantly less
than users. In our study, tracks are significantly more than
users and therefore a user-based approach is considered.
For calculating the similarity between users, or items, sev-
eral similarity measures can be used. The most popular and
the one used in this study, is the Pearson correlation score
which is defined in (3), where σa is the standard deviation
of user’s a ratings.
wa,u =
PM
i=1(ra,i − r¯a)(ru,i − r¯u)
σaσu
(3)
It has been previously reported in [9] that penalising cor-
relation values based on the number of the items that two
users have co-rated can improve prediction accuracy. This
approach decreases the confidence of correlation scores ob-
tained from very few source of evidence. In this study, we
use the significance weighting method proposed in [9]. More
specifically, if the number of co-rated items between two
users, n, is less than a thershold number of tracks Tr, then
we multiply their similarity weight with n
Tr
. It is also com-
mon in the literature, for both performance and accuracy,
to use only a subset of users when making predictions. The
selection is usually made by either setting a threshold on the
similarity weight or by selecting the k most correlated users.
In our experiments we use the latter approach.
In our data we do not have explicit preference judgments
in the form of ratings. Instead we use the number of times a
user has listened to a track (playcount) as an implicit indica-
tor of preference. This is similar to the work of Morita and
Shinoda [12] where the time spend on reading Usenet articles
was used as an implicit indicator of preference. Moreover,
in order to incorporate the information from the users’ so-
cial interactions and tagging, we adopt the following ad hoc
procedure. We calculate three similarity weights based on
the users playcount, users tag and users friendships respec-
tively using the Pearson correlation coefficient and then use
their weighted sum in place of wa,u in equation (3). More
specifically,
wa,u = αw
(I)
a,u + βw
(F )
a,u + γw
(T )
a,u (4)
where α+ β+ γ = 1 and w
(I)
a,u, w
(F )
a,u , w
(T )
a,u are the similarity
weights obtained from the user tracks, user friendships and
user tags respectively. The CF method described is going to
be used as the baseline system in our study.
2.4.2 Random Walk with Restarts
A graph is a natural representation of data with some in-
herent relational structure. In a graph, objects and their re-
lationships can be represented as nodes and weighted edges
respectively, where weights denote the strength of a relation-
ship. This abstraction allows us to integrate heterogeneous
sources of data in a principled manner.
Measuring the relatedness of two nodes in the graph can
be achieved using the Random Walks with Restarts (RWR)
theory [11]. Starting from a node x, a RWR is performed by
randomly following a link to another node at each step. Ad-
ditionally, in every step there is a probability a to restart at
x. Let p(t) be a column vector where p
(t)
i denotes the prob-
ability that the random walk at step t is at node i. q is a
column vector of zeros with the element corresponding to the
starting node set to 1, i.e. qx = 1. Also let S be the column
normalized adjacency matrix of the graph. In other words
S is the transition probability table where its elements Si,j
give the probability of j being the next state given that the
current state is i. The stationary, or steady-state, probabil-
ities for each node can be obtained by recursively applying
(5) until convergence,
p(t+1) = (1− a)Sp(t) + aq (5)
The stationary probabilities give us the long term visit rate
of each node given a bias towards a particular starting node.
Therefore, p
(l)
i , where l is the state after convergence, can
be considered as a measure of relatedness between nodes x
and i.
Random Walks with Restarts has recently attracted the
interest of researchers in many different areas within In-
formation Retrieval, starting from link analysis [13] to im-
age annotation and retrieval [14, 19], text classification [20],
click-through data analysis [4] and collaborative recommen-
dations [7].
In this study we aim to study the effect of social net-
working and social tagging in collaborative recommenda-
tion using data crawled from the social networking service
of last.fm. RWR allows us to directly predict the preference
of users to particular tracks from the database by taking
into account not only their music taste but also their tag-
ging behaviour, social network as well as similarly tagged
tracks. Specifically, we create our graph by representing
users, tracks and tags as nodes in the graph. Relation-
ships between users are encoded using bi-directional edges
between the corresponding nodes. For each track that a
user has listened we also add an edge weighted by the num-
ber of times the user has listened the track. Similarly we
add edges between tags and tracks as well as tags and users.
More details are given in a later section.
3. METHODOLOGY
3.1 Data Collection
Since there are no publicly available datasets for experi-
mentation that include both friendships and social tagging,
we have collected live data from one of the most prominent
social network sites. Last.fm 1 is a music social network
that allows users to create a profile and augment it with the
music tracks that they listen to, either from within the web-
site itself or from their own private music collections. The
most common practice is to initiate the automatic creation
of a playlist with tracks similar to each other in some sense,
much as a real radio would do via a simple stimulus search
of mainly artists, tracks and tags. While the users listen to
a track they have the ability to either move to the next track
of the playlist or keep listening to the same. These actions
can be interpreted as explicit negative and implicit positive
feedback respectively. This feedback results in the popula-
tion of activities and preferences in a user’s profile. Users
also have the opportunity to annotate tracks as well as ex-
plicitly befriend other users of the network. What makes
last.fm different from other social networks is the fact that
all of the statistics of each user’s profile, including friend-
ships, are available for everyone using the system to see and
interact with.
As a result, we extracted a representative enough por-
tion of the last.fm social network comprising of 3148 users,
30520 tracks, 12565 tags and 5616 unique bonds of friendship
among the users collected, which we made freely available
for other researches at 2 collected in November 2008. The
process that led to this dataset is divided into two parts:
For the first part our intention was to collect users of the
social network that have intense activity in their profile and
thus were prone to participate more in the tasks of collabo-
rative annotation and establishing friendships. We collected
the top 50 most popular artists in the 34 largest countries,
taking also care that these countries are scattered around
the globe. For each of these artists we then collected their
50 most popular albums and for each track we extracted its
50 top fans. Finally, we reduced the final set of users by
ensuring that each user collected had at least one friendship
within the existing list. This resulted in a User-User (UU)
matrix with a density of 1.2 ∗ 10−3.
For the second part we populated the rest of the dataset
with respect to the users collected in the previous part. In
detail, for each user we downloaded the top 500 tracks in
terms of times listened to and for each of those their 50
most popular tags. Then, we collected the top 50 tags an-
notated by each user ensuring that they are a subset of those
captured from the tracks already acquired. In order to avoid
sparsity problems in the final matrix we removed all tracks
that had been listened to by less than 8 users along with
their corresponding tags. The derived User-Track (UTr),
User-Tag (UTg) and Track-Tag (TrTg) matrices have a
density of 7.8 ∗ 10−4, 4.6 ∗ 10−4 and 3.2 ∗ 10−4 respectively.
1http://www.last.fm
2http://www.dcs.gla.ac.uk/˜jj/data/lastfm dataset.htm
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Figure 1: a. Social graph S and the sub-matrices that
comprise it. b. Returned vector of tracks. Sat is the 20%
randomly selected set of tracks user ua has listened to
used for evaluation, Saa is the remaining 80% that gets
removed before the re-ordering of the vector and San is
the set of tracks that the user has not listened to.
3.2 Dataset
The inclusion of all the matrices derived by the data col-
lection method described resulted in the full social graph (S)
depicted in Figure 1 with a density of 8.3 ∗ 10−4. The UTr
sub-matrix consists of the playcount of every track by each
user, i.e. the number of times it has been listened to. Con-
trary to standard collaborative systems which use bounded
ratings (e.g. from 1 to 5) for the corresponding sub-matrix,
in our case playcount ranges from 1 to 11640, following a
power-law distribution common to human activities [2, 5,
8].
In order to normalise the rest of the matrices that by
definition contain binary information, e.g. whether a user
has used a particular tag or not, we applied the following
technique: We replace each bond of friendship per user in
the UU sub-matrix with the average user playcount. This is
crucial because, as stated above, the UTr sub-matrix may
contain very large values and thus the binary values in UU
will be suppressed.
In the case of the UTg sub-matrix, the associated tags
for each user have been collected based on popularity as de-
scribed in the previous section. Taking into account both
this useful property and the potential underestimation due
to the values of playcount, we applied an exponential de-
cay function to the values of the tags of each user in the
matrix, where the most popular tag gets the average user’s
playcount. The same process was performed for the TrTg
sub-matrix accordingly.
3.3 Evaluation
We evaluated both the RWR and CF methods using ei-
ther a part of S or as a whole, as will be clarified in the
following section. In every experiment we follow the same
per user evaluation protocol so as to allow for fair compar-
isons between the methods. For each individual user in the
dataset we randomly select a list of 20% of the tracks he or
she has listened to –which from now on we shall refer to as
(Sat )– and set zeros to the corresponding elements of UTr
and UTrT sub-matrices. (Saa is the remaining 80% of tracks
user ua has listened to and S
a
n corresponds to the tracks ua
has not listened to.)
In the case of the RWR method we then create a query
vector q so that qi = 1 if Su,i > 0, and qua = 1, where
i = [1..N ], ua is the current user under evaluation and N is
the total number of columns of S. In this way we impose
the restarts of the model to be biased towards the elements
(users, tracks and tags) that comprise the personalised pro-
file of the current user (corresponding to row Sa of the ad-
jacency matrix) and increase the stationary probability of
those that are in the neighbourhood of it. Next, we nor-
malise q so that ‖q‖1 = 1. Then we perform a Random
Walk on S which returns the stationary probability vector
corresponding to ua of all the tracks in the dataset. From
this vector we remove the tracks user ua has not listened to
(Saa) and re-order the remaining tracks in S
a
t and S
a
n (Figure
1) in descending order, with the first element having been
assigned the highest probability, denoting higher preference.
This vector is pruned to contain the top 1000 tracks.
In the case of the CF method, we predict the playcount of
the tracks of Sat and S
a
n for each user ua and return a ranked
vector of those tracks in descending order of playcount. This
ranked vector is also pruned to the top 1000 tracks.
3.3.1 Issues with the Evaluation Protocol
In the standard evaluation methodology for CF, we would
predict the user playcount only on the withheld tracks of
(Sat ) and calculate the Mean Average Error (MAE) in com-
parison to the original values. The reason for this choice
to predict the playcount only for some of the tracks that
have already been listened to, is because we usually do not
have relevance judgement for all tracks by each user. Never-
theless, in the case of the RWR method we cannot directly
compute the playcount for each track and instead are only
able to get a rank of the tracks in order of predicted prefer-
ence. As a result, we are forced to evaluate the method as
if it was being used in real-time purposes, i.e. judging both
the predictive accuracy and precision of the system at the
same time by using standard information retrieval metrics.
Consequently, this leads to the following problems:
Firstly, due to the sparsity of the UTr sub-matrix, namely
that each user has actually listened to far fewer tracks than
those existing in the dataset, it is relatively difficult to boost
the Sat in the topmost positions of the ranked vector for each
ua. Secondly, some of the tracks belonging to S
a
n might ac-
tually be relevant to the tastes of the user, i.e. belong to
the neighbourhood of the tracks in his or her profile and
thus shall be ranked highly in the stationary probability vec-
tor. However, since they have not been listened to yet, they
shall be considered as non-relevant. Taking into account
that ‖San‖1 >> ‖Sat ‖1, this phenomenon tends to be rather
common. These problems are unavoidable but do not seem
to play a significant justifying of our arguments.
4. EXPERIMENTS
In this section we illustrate the methodology for the in-
dividual experiments conducted for both the RWR and CF
methods. The outcome of each experiment was the aggrega-
tion of the lists containing the top 1000 tracks in descending
order for each user, which were tested against the ground
truth, i.e. the St for all 3148 users.
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Figure 2: Interpolated Recall-Precision Curves for base-
line CF method, RWR method using UTr sub-matrix
only and RWR method using the full social graph S
4.1 Graph model
Parameter Estimation To find the optimal value for
the restart probability (α) we performed a series of three
preliminary experiments on a withheld part of the dataset
using S by setting each time the parameter equal to 0.3, 0.5
and 0.8 respectively. The resulted MAP were 0.0105, 0.0123
and 0.0480 and both the interpolated precision-recall graphs
and P@N had a similarly increasing tendency as we moved
towards the method with α = 0.8. This can be ascribed
to the fact that by setting a higher restart probability we
essentially suppress the model to go back to the initial query
vector q more frequently and thus perform the random walk
in the neighbouring elements of ua, what can be interpreted
as a stronger personalised model.
Having determined α = 0.8, we performed 4 experiments
using incrementally a larger part of S, which was column
normalised so that ‖Sj‖1 = 1, where j = [1..N ] and N is
the number of columns of S, as explained in an earlier sec-
tion. The first experiment used only the UTr (and UTrT)
sub-matrix being the direct equivalent to the baseline CF
method without any extra knowledge of social content. The
second experiment was an extension of the previous with
the additional inclusion of UU, introducing in that way the
bonds of friendship among the users. The third was also an
extension of the first experiment but this time adding the
UTg and TrTg (along with UTgT and TrTgT), therefore
including the role of social tagging. Finally, the last one
used the whole social graph S.
4.2 Collaborative Filtering
As illustrated earlier, the playcount variable lies in a much
wider range than the usual rating scale in collaborative filter-
ing systems. As a result, using equation (3) would result in
heavy bias towards extreme playcount values of the nearest
neighbours to ua. In order to avoid this effect we remove the
bias by standardising the playcount and mean of the near-
est neighbours at prediction time by subtracting the mean
r¯a and dividing with the standard deviation σa of ua. In this
way, we project ru,i and r¯u of the nearest neighbours in the
range of values of ua. Consequently equation (1) becomes:
pa,i =
Pn
u=1 (
ru,i−r¯a
σa
− r¯u−r¯a
σa
) ∗ wa,uPn
u=1 wa,u
(6)
Parameter Estimation The CF method we adopted
uses two different parameters: The threshold number of
common tracks between users, Tr in the significance weight-
ing method employed by [9], as described in a previous sec-
tion, and the number of nearest neighbours k, being users
with the highest correlation with ua. We estimated those
parameters empirically using a withheld part of the dataset
to Tr = 20 and k = 15.
For the purposes of our experiments we calculated 3 User-
User similarity matrices using equation (3) based on the
UTr, UU and UTg sub-matrices of S. The first similarity
matrix (w
(I)
a,u) is the standard used in CF systems, whereas
the two others (w
(F )
a,u , w
(T )
a,u ) measure the correlation between
users, based independently on friendships and collaborative
annotation.
For reasons of comparison we performed 4 experiments in
a similar fashion to those described using the RWR method.
The first experiment used only w
(I)
a,u and consisted the role
of baseline method in our research. The second used both
w
(I)
a,u and w
(F )
a,u with linear interpolation weights α = β = 0.5
and γ = 0 in equation 4. The third one used w
(I)
a,u and w
(T )
a,u
with α = γ = 0.5 and β = 0 and the last one incorporated
all 3 similarity matrices with α = β = γ = 0.33.
As was mentioned earlier, a major drawback of the memo-
ry-based CF method we adopted is that there are numerous
parameters which need fine tuning, such as the interpolation
weights on the 3 similarity matrices. In an effort to make
fair comparisons, we chose to give equal significance to the
similarity matrices, in accordance with what we also did in
the RWR method where theUU,UTr, UTg andTrTg sub-
matrices were assigned equal weights in their contribution
to S.
5. RESULTS
In this section we discuss the results we got from all the
experiments performed in this study. In the case of the ex-
periments with the RWR method it is shown in Table 1 that
the addition of social network and social tagging informa-
tion increases the number of relevant retrieved (num rel ret)
tracks, though not always statistically significant when we
compare subsequent experiments. There is also a notable
decrease in MAP and Precision at high ranks and in parallel
to num rel ret increase and Precision at lower ranks. This
tendency accounts for the fact that with the progressive ad-
dition of social knowledge the method retrieves more tracks
thus effectively increases its recall but at lower ranks (e.g
P@200), causing a harm to its precision. What is more, it
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.05
0.1
0.15
0.2
0.25
0.3
0.35
 
 
UTr
UTrUU
UTrUTg
UTrUtgUU
Figure 3: Interpolated Recall-Precision Curves for all 4
experiments of the CF method
is worth noting that the RWR method with the UTrUTg
graph retrieves statistically significantly more relative tracks
than the RWR method with the UTrUU graph (and also
has higher P@200 and P@1000) compared to the simple
RWR method. All three observations strongly confirm our
argument highlighting the benefits of the social graph.
In Figure 2 it is shown that the RWR methods with the
UTr and UTrUTgUU graphs respectively, outperform the
baseline CF method. The difference is not significant at
lower recall levels but it grows progressively from recall =
0.10 to around 0.5. Note that the RWR method using only
the UTr sub-matrix is the direct equivalent to the base-
line CF. The two RWR methods’ curves distinguish very
little with the RWR using the full social graph S exhibit-
ing slightly better precision at recall levels between 0.3 and
0.6 but not statistically significant. What is more, the ma-
jority of the results of the RWR methods shown in Table
1 are statistically significantly higher than the baseline CF,
further enhancing the evidence in favour of our argument,
stating that the RWR method is more effective than the CF
method.
Figure 3 shows the interpolated recall-precision curves of
all 4 experiments of the CF method. It is evident that the
addition of friendships and social tagging information dete-
riorates the performance increasingly. This is clearly due to
the ad hoc way that this extra knowledge is introduced to the
method via the linear interpolation of the User-User similar-
ity matrices. This negative phenomenon is also illustrated in
Table 1 where all of the results are constantly falling, with
the induction of social content to the CF method. This
supports our argument that the memory based CF method
cannot provide with adequate non-trivial mechanisms to in-
corporate social knowledge.
6. DISCUSSION
The analysis of the results showed that the inclusion of
MAP P5 P20 P100 P200 P1000 num rel ret
cf UTr 0.0305 0.1472 0.0934 0.0490 0.0355 0.0144 45268
UTrUU 0.0149 0.0719 0.0470 0.0297 0.0227 0.0104 32862
UTrUTg 0.0228 0.1046 0.0698 0.0398 0.0296 0.0129 40546
UTrUTgUU 0.0134 0.0628 0.0416 0.0278 0.0215 0.0102 32106
rwr UTr 0.0498 0.1747 0.1229 0.0683 0.0505 0.0221 69514
UTrUU 0.0498 0.1726 0.1229 0.0686 0.0507 0.0222 69742
UTrUTg 0.0481 0.1486 0.1145 0.0678 0.0512 0.0227* 71404*
UTrUTgUU 0.0480 0.1483 0.1139 0.0685 0.0513 0.0228 71645
Table 1: Summary of the results obtained by all experiments. (Bold typeset indicates statistical significance at p < 0.001
compared to the baseline CF model. * indicates statistical significane at p < 0.05 between consecutive experiments of
RWR models)
friendships and social tags in the graph does increase the re-
call of the RWR method. Although, the addition of friend-
ships in the RWR method by using the UTrUU graph show
some increase in the num rel ret, still it is not statistically
significant. This is due to the sparsity of theUU sub-matrix,
which can be ascribed to the nature of the social network we
studied. The users of last.fm by definition place a stronger
emphasis on the media provided and on a secondary basis
on the explicit social part of it, i.e. spend time to make
friends. This is a common phenomenon in the case of spe-
cial interest social networks that revolve around a certain
media, such as Flickr and YouTube in contrast with pure
social networks such as Facebook and LinkedIn. This is also
the reason for the recent addition of a feature in the former,
which asks the users to integrate their lists of friends from
networks belonging in the latter category, in an effort to in-
crease the significance of the role that is being placed by the
explicit indication of friendship. What could also be true is
the fact that the users added in the friendship list of a single
user may be friends in real life, without this always being
interpreted to a consequent similarity in musical tastes.
On the other hand, the addition of social tagging when
using the UTrUTg and then the whole social graph S, ex-
hibited a relatively high and statistically significant increase
in the num rel ret tracks. This can be explained in the oppo-
site way of the aforementioned argument in the sense that
users of special interest networks will spend a significant
amount of their time in annotating the multimedia content.
What is more, the act of collaborative annotation establishes
a folksonomy [10] of tracks, that is a user-defined categori-
sation of items based on their own tags. Our hypothesis is
that folksonomies provide with a more natural and direct
link between users, than is the artificial and more implied
case of similarity between users based on playcounts of sim-
ilar tracks.
The RWR method using either the whole social graph S
or some part of it, outperformed our baseline CF method.
The graph model captures the relationships between users,
tracks and tags in a less ad hoc way than the CF method
and provides with more elaborate patterns and rules than
the correlation measure between users in the case of user
based CF. Even though, it is nothing more than a memory-
based technique that does not try to model the given data
based on an assumed distribution or a mixture of them as
in the case of parametric models, it can be argued that it is
superior in the personalised context it is applied on. A para-
metric model tries to capture the general pattern of users
with similar preferences, whereas the RWR method is able
to account for local personalised preferences of each user.
The results analysis also showed that the inclusion of so-
cial content in the CF method as we linearly combined more
User-User similarity matrices progressively deteriorated all
the results of the system. This provides with an extra hint
that the model in general and the method of linear inter-
polation of correlation weights from User-User matrices is
not appropriate enough in the case of very sparse matrices
as was the case of UU and UTg. For this reason we argue
that the memory-based CF method is not able to deal non-
trivially with the addition of social knowledge and that the
RWR method proves to be more robust in that it does not
require explicit tuning or some other sort of training.
As explained earlier, the evaluation methodology adopted
lies on the de facto base that we have a relatively small
ground truth provided by the users as to the number of
tracks they have actually listened to. This primarily ac-
counts for the overall low precision numbers we get through-
out Figures 2 and 3 and Table 1, though without this causing
harm to the process of justifying our main arguments.
Finally, the dataset we collected from last.fm was success-
ful in its purpose to point out the significance of the social
knowledge of friendships and social tags in a track recom-
mendation context. Although, there are studies concerning
datasets on social graphs, to the best of our knowledge there
does not yet exist a dataset describing a social graph that
contains explicit indications of friendship.
7. CONCLUSION AND FUTUREWORK
In this work we addressed a number of issues concerning
the role of social networks on collaborative recommenda-
tions. We created a dataset using data from the last.fm so-
cial network which includes information about users, tracks
and tags and their inter-relationship, namely bonds of friend-
ship among users and collaborative annotation of tracks. We
then showed that the extra knowledge provided by the users’
social activity can improve the performance of a recommen-
dation system using the RWR method. We also applied a
common memory-based CF item recommendation method
used as a baseline, in which we included the social knowl-
edge in a more artificial way, and showed that it is inferior
to the RWR method.
A major consideration for the future, especially when we
are dealing with real-time response as is the case of search-
ing, would be the scalability of the RWR method in larger
social graphs. Though the original algorithm implemented
in this study, does not require storagewise any precomputa-
tions, its on-line response time is not acceptable in real life
situations. The authors of [18] propose fast approximations
of the original RWR method ensuring up to 90% or better
quality, which takes into account properties of social graphs,
namely linear correlations and community-like structure.
An interesting approach to consider would be the poten-
tial commercial value of the item recommendation system
we propose, in large-scale case studies such as Amazon.com
and Netflix. By encouraging their users to create a social
network, these companies can benefit from providing recom-
mendations based not only on past purchase behaviour, but
also based on their customers’ social behaviour. As a result,
we may witness a shift of the established at the moment
paradigm of ”people who like this also like that” to the more
social ”people who like me also like this” [15].
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