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Abstract. Cell nuclei detection in fluorescent microscopic images is an impor-
tant and time consuming task for a wide range of biological applications. Blur,
clutter, bleed through and partial occlusion of nuclei make this a challenging task
for automated detection of individual nuclei using image analysis. This paper
proposes a novel and robust detection method based on the active contour frame-
work. The method exploits prior knowledge of the nucleus shape in order to better
detect individual nuclei. The method is formulated as the optimization of a con-
vex energy function. The proposed method shows accurate detection results even
for clusters of nuclei where state of the art methods fail.
1 Introduction
Cell nuclei are one of the most studied objects in microscopic biology. This is because
they are easily visualized independent of the type of cells, typically using a fluorescent
staining, while containing relevant biological information for a wide range of applica-
tions, e.g. cell division in tumours, root growth in plants, full embryonic development,
etc. [1, 2].
Due to the biological importance of cell nuclei, several automated detection meth-
ods have been proposed in the past. These methods can generally be categorized in
two groups: edge based and intensity based. The first group starts by detecting edges,
both binary and continuous edge maps have been used, and tries to fit a specific shape
model to them [3–6]. The robustness of these methods strongly depends on the output
of the edge detector, which is not always sufficient to detect individual nuclei in case of
clustered nuclei. The second group first segments the nuclei from the background, this
is typically done based on intensity, e.g. by some sort of automatic thresholding [7, 8].
For isolated nuclei this is rather straightforward, but for touching nuclei this requires
an extra step to detect each individual nucleus. This is mainly done by assuming that
the detected segments should have a convex shape [2, 9–11]. These methods are non
optimal since both steps are independent: the second step can only use the result of
the first step, instead of all information available, e.g. the complete image. Incorrectly
segmented pixels can have a big influence on the individual detection.
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In contrast too state of the art methods, this paper proposes an intensity based seg-
mentation method which tackles the individual nuclei detection in a single step. The
decision of segmenting a pixel as foreground is based both on intensity and on the like-
lihood that a nucleus is located at that location. This combined approach will result in
more accurate nuclei detection as will be shown in the results section. This is achieved
using the active contour framework. The proposed method has a convex energy func-
tion, thus is invariant of the initialization [12, 13]. This paper is arranged as follows. The
next section provides a brief description of convex energy active contours. In section 4
our proposed algorithm is presented, while section 5 elaborates on the optimization of
our proposed method. Section 6 shows the results of our technique and the convergence
of our method is studied. Section 7 recapitulates and concludes.
2 Notations and Definitions
In the remaining of this paper we will use specific notations. To make sure all notations
are clear, we briefly summarize the notations and symbols used in this work.
We will refer to an image, F in its vector notation, i.e. f(i ∗ m + j) = F (i, j),
where m × n is the dimension of the image. In a similar way we will represent the
contour in vector format, u. If a pixel (i, j) is part of the segment, it will have a value
above a certain threshold, all background pixels will have a value lower than the given
threshold. Note that this is similar to level-sets. The way these contours are optimized
however is different than with classical level-set active contours, as is explained in the
next section. We will use the gradient image operators in combination with this vector
notation, however the semantics of this operator remains the same as if it was used with
the classical matrix notation:
∇(f(i ∗m+ j)) = (F (i+ 1, j)− F (i, j), F (i, j + 1)− F (i, j))
(1)
Further we will use the following inner product and norm notations:
〈f ,g〉 =
mn∑
i=1
f(i)g(i)
‖f‖0 =
mn∑
i=1
1− δ0,f(i)
|f | =
mn∑
i=1
| f(i) |
‖f‖2 =
√√√√mn∑
i=1
f(i)2
Where the weights g(i) ≥ 0 and δi,j represents the Kronecker delta, which is equal to
one if i and j are equal and is zero in all other cases. The l0 norm, i.e. ‖f‖0, counts
the non-zero elements of the vector. Note that the l0 norm is not a real norm in the
mathematical sense, since the triangle inequality does not hold.
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3 Convex Energy Active Contours
In [12] an active contour model was proposed which has global minimisers. This active
contour is calculated by minimizing the following convex energy:
E[u] = |∇u|+ β〈u, r〉 (2)
with
r = (µf − f)2 − (µb − f)2 (3)
where µf , µb are respectively the expected foreground and background intensity and
β is a weighting parameter tuning the influence of the data-fit in relation to the total
variation regularization. Note that this energy is convex, only if µf and µb are constant.
The expected intensities µf , µb can be calculated from a training dataset. Chan et al.
[12] proved that u is well-defined as the solution of a convex energy function over a
convex domain if u ∈ [0, 1]mn, i.e.
uˆ = argmin
u∈[0,1]mn
|∇u|+ β〈u, r〉 (4)
Furthermore, the steady state of the gradient flow corresponding to this energy function
coincides with the steady state of the gradient flow of the original active contours with-
out edges (ACWE) [12, 14], i.e. an optimum of this convex energy is also an optimum
of the original ACWE energy function. Note that uˆ[i] can have any value between 0
and 1, thus the found active contour does not have to represent a crisp segmentation. A
binary segmentation result can be given by thresholding uˆ, i.e.
Φα(uˆ[i]) =
{
1 if uˆ[i] > α
0 otherwise
(5)
for some α ∈ [0, 1]. In [13] it is shown that Φα(uˆ) itself is a global minimizer for the
energy in eq. (2) and by extension for the energy function of the ACWE model.
4 Active Contours with Sparse Shape Prior
The energy function in eq. (2) tries to remove noisy segmentation pixels by regulariz-
ing the energy function using total variation. This regularization is useful if pixels are
incorrectly classified, i.e. background pixels detected as foreground or vice versa, due
to noise in the image. In microscopic images however, incorrectly detected nuclei are
often caused by clutter in the image, e.g. dead cells or bleed-through from other fluores-
cent channels. This is not solved using total variation since these incorrectly detected
nuclei correspond to natural objects. Therefore, we propose a regularization term that
exploits the regular shape of cell nuclei, penalizing segments with strongly deviate from
the expected shape. In this work, we model a nucleus as a disk. Thus, given a predefined
radius, r, and location, (x,y), we can calculate the ideal u, i.e. a binary image where the
pixels within a distance r of (x,y) are equal to one and all other pixels are equal to zero.
For a discrete range of nuclei diameters it is possible to enumerate all possible u’s, this
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is of course under the assumption that there is only one nucleus in the image. We will
refer to each of these possible u’s as words. In most applications however the image
does contain multiple nuclei, where it is unknown how many nuclei are present, this
requires a superposition of multiple words to represent u. The optimal active contour
can be represented using a minimal number of words, i.e. one word per nucleus. This
representation of the active contour in terms of a superposition of words can be used as
a new regularization term:
uˆ, tˆ = argmin
t,u∈[0,1]mn
‖t‖0 + β〈u, r〉 such that u = Dt (6)
whereD a matrix of dimensionmnr×mn, representing a dictionary of words, withmn
corresponding to the number of pixels, and r corresponding to the number of possible
diameters of a nucleus. Thus we can represent this dictionary as
D = [da,1 da,2 da,3 ...da+1,1 da+1,2 da+1,3 ... db,n] with di,j the vector form of a
word, i.e. a binary representation of a disk with radius i ∈ [a, b] and centroid at pixel j.
Thus, t represents a weighting vector for the words. The energy term minimized by u is
based on a l0 norm which is non-convex. Fortunately the l1 norm can be used as a good
approximation instead [15]. This new prior results in the following active contour:
uˆ, tˆ = argmin
t,u∈[0,1]mn
|t|+ β〈u, r〉 such that u = Dt (7)
By using the l1 norm as an approximation of the l0 norm, we penalize representations
which use more words than necessary. This sparsity constraint results in isolated peaks
in t which can easily be detected using a peak detector such as is used for peak detection
after the Hough transform. These detected peaks represent the centroids of the detected
nuclei.
5 Optimization
In order to optimize the constrained problem in eq. (7) the problem is approximated by
the following unconstrained optimization problem:
uˆ, tˆ = argmin
t,u∈[0,1]mn
|t|+ β〈u, r〉+ γ‖u−Dt‖22 (8)
Where γ is a weighting parameter. Note that this only approximates the constraint u =
Dt. Although there exists efficient techniques to enforce this constraint exactly, e.g.
augmented Lagrangian or Bregman methods, we propose to use the approximation in
eq. (8) instead. This allows the active contours to detect nuclei whose shape slightly
deviates from the circular model or to detect partially overlapping nuclei. Given the
convexity of eq. (8), this problem can be solved by iteratively optimizing for t and u
independently, i.e.
tˆ = argmin
t
|t|+ γ‖u−Dt‖22 (9)
uˆ = argmin
u∈[0,1]mn
β〈u, r〉+ γ‖u−Dt‖22 (10)
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The problem in eq. (9) is a typical l1 − l2 optimization problem for which a variety of
optimization methods have been proposed, e.g. FISTA, primal-dual methods, etc. [16–
18]. In the next section we evaluate several of these methods for the optimization of
eq. (9). The problem in eq. (10) can be optimized by solving a set of Euler-Lagrange
equations. For an optimal u, the following optimality condition should be satisfied:
u = −2β
γ
r+Dt (11)
The solution of eq. (11) is unconstrained, i.e. u does not have to lie in the interval
[0, 1]mn. However minimizing eq. (10) is equivalent to minimizing a set of quadratic
functions. So if u[i] /∈ [0, 1] then the constrained optimum is either 0 or 1, since a
quadratic function is monotonic in an interval which does not contain its extremum. So
the constrained optimum is given by:
uˆ[i] = max
(
min
(
u[i], 1
)
, 0
)
(12)
6 Results
6.1 Detection
To validate the proposed method, a synthetic dataset is analyzed [19]. These synthetic
images were proposed as a common benchmark for nuclei segmentation. The synthetic
images show the same intrinsic properties of real microscopic images of cell nuclei:
blurred nuclei, non uniform intensity in a nucleus, touching nuclei, non uniform back-
ground, etc. In Fig. 1(a) an example of such a synthetic image is shown. Fig. 1(b) shows
the detection result using an edge based detection method [6]. The result of cellProfiler,
i.e. an intensity based method [9], is shown Fig. 1(c), whereas Fig. 1(d) depicts nu-
clei detection using the proposed method. The proposed method shows more accurate
results for the detection of isolated nuclei even if nuclei are clustered together.
To quantitatively validate the result, a dataset of 20 images, each containing 300
nuclei, were analyzed. The results are shown in Table 1. The first row represents the
results of an edge based method [6], whereas the next two rows correspond with two
intensity based images [9, 10]. Note that the proposed method, the last row, get the best
results both for cell detection metrics, in the first 4 columns, as for the Dice coefficient,
which is a metric for segmentation quality. Mark that lacking ground truth for individual
nuclei, the Dice coefficient measures the similarity of all segmented nuclei compared
with the ground truth for all nuclei instead of for individual nucleus.
In Fig. 2 an example of nuclei detection in a real microscopic image is shown.
These microscopic image shows nuclei of peripheral blood mononuclear cells, captured
with a PALM MicroBeam system. In Fig. 2.a shows the ground truth detection, which
corresponds to manually annotations. Fig. 2.b and Fig. 2.c correspond to state of the art
detection methods. Note that they both falsly detect nuclei at places where there is some
smeared staining, i.e. when a nucleus ruptures it releases its staining, which results in
bright smears. CellProfiler does not only suffer from false detections, but also merges
touching nuclei. The proposed method does not suffer from false detection due to dye
smears, while still being able to detect touching nuclei, as can be seen in Fig. 2.d.
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(a) Microscopic image (b) edgeProp
(c) cellProfiler (d) Proposed method
Fig. 1. Example of cell detection using different methods on an image of the broad Bioimage
Benchmark Collection
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(a) ground truth (b) edgeProp
(c) cellProfiler (d) Proposed method
Fig. 2. Example of cell detection using different methods on an image of the broad Bioimage
Benchmark Collection
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6.2 Convergence
The optimal u and t are calculated by alternating optimizing eq. (8) for u and t. This
results in fast convergence as can be seen in Fig. 3, where the mean squared error
of u and t are plotted after each iteration. Note that this error is in comparison with
the optimal active contour, i.e. u and t after 10 iteration, and not to the ground truth
segments. After 3 iterations an accurate approximation of u and t is already achieved.
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Fig. 3. Convergence of u and t in function of the number of iterations, the MSE is calculated
between u and t and there optimal values, i.e. there values after convergence.
Solving the problem in eq. (9) requires to iteratively optimize an l1 − l2 problem.
For this type of problems several optimization methods have been proposed in liter-
ature [16–18]. In Table 2 we compare the performance of several of these methods:
DALM[17], FISTA [18], L1LS [16], PALM [16] and SpaRSA[17]. The last column
shows the computational time of a single iteration for the analysis of a 256 × 256 im-
age. These measurements where done using an Intel i7 Q720 1.6 GHz CPU with 4GB
RAM. The L1LS optimizer needs significantly less iterations than the other tested meth-
ods, however a single iteration is much more time consuming. Therefore FISTA turns
av
era
ge
co
un
t
σ pre
cis
ion
rec
all
Di
ce
edgeProp 299.85 1.785 0.9973 0.9968 0.941
cellProfiler 298.85 2.231 0.9923 0.9885 0.939
cellc 315.85 3.631 0.9445 0.9945 0.929
proposed 300.05 0.224 0.9998 1 0.981
Table 1. A comparison of different cell nuclei detection and segmentation methods
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out to be the fastest method, with an average convergence after 6.10 s. This results in a
total processing time of 18.05s for the complete segmentation of an image.
me
an
# i
ter
ati
on
s
mi
n #
ite
rat
ion
s
ma
x #
ite
rat
ion
s
tim
e (
s)
DALM 1819 529 4000 0.013
FISTA 281 270 293 0.026
L1LS 12 11 14 19.778
PALM 84 73 100 0.292
SpaRSA 1101 867 1311 0.012
Table 2. A comparison of convergence of different optimization methods used for the inner opti-
mization step, i.e. eq. (9)
7 Conclusion
This paper proposed a novel segmentation technique to detect and segment cell nuclei
in fluorescent microscopic images. The method fits within the active contour framework
has a convex energy function. The method uses prior knowledge about the shape of cell
nuclei, which is done by representing the segmentation result using a dictionary. The
proposed method was tested on a benchmark dataset, specifically proposed for this type
of application. The method results in accurate nuclei detection and outperforms state of
the art methods, e.g. precision and recalls of respectively 0.9998 and 1.
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