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Abstract
Automatic machine learning-based detectors of
various psychological and social phenomena (e.g.,
emotion, stress, engagement) have great poten-
tial to advance basic science. However, when a
detector d is trained to approximate an existing
measurement tool (e.g., a questionnaire, obser-
vation protocol), then care must be taken when
interpreting measurements collected using d since
they are one step further removed from the un-
derlying construct. We examine how the accu-
racy of d, as quantified by the correlation q of
d’s outputs with the ground-truth construct U , im-
pacts the estimated correlation between U (e.g.,
stress) and some other phenomenon V (e.g., aca-
demic performance). In particular: (1) We show
that if the true correlation between U and V is
r, then the expected sample correlation, over all
vectors T n whose correlation with U is q, is qr.
(2) We derive a formula for the probability that
the sample correlation (over n subjects) using d is
positive given that the true correlation is negative
(and vice-versa); this probability can be substan-
tial (around 20− 30%) for values of n and q that
have been used in recent affective computing stud-
ies. (3) With the goal to reduce the variance of
correlations estimated by an automatic detector,
we show that training multiple neural networks
d(1), . . . , d(m) using different training architec-
tures and hyperparameters for the same detection
task provides only limited “coverage” of T n.
1. Introduction
Automatic classifiers have the potential to advance basic
research in psychology, education, medicine, and many
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other fields by serving as scientific instruments that can
measure behavioral, medical, social, and other phenomena
with higher temporal resolution, lower cost, and greater con-
sistency than is possible with traditional methods such as
human-coded questionnaires or observation protocols. The
affective computing (Picard, 2010) community is starting to
see some first fruits of this potential: Perugia, et al. (Peru-
gia et al., 2017) used the Empatica E4 wristband sensor to
explore the relationship between participants’ (n = 14) elec-
trodermal activity (EDA) and their emotional states when
playing cognitive games. Parra, et al. (Parra et al., 2017)
used the Emotient facial expression recognition software
to identify a positive correlation (r = 0.32, n = 59 par-
ticipants) between emotions and adult attachment (Collins
& Read, 1990). Chen, et al. (Chen et al., 2014) used Emo-
tient in a study of how facial emotion is associated with job
interview performance among n = 4 participants.
In most empirical studies designed to measure the relation-
ship between two phenomena U and V (e.g., engagement
(Monkaresi et al., 2017), grit (Duckworth et al., 2007), stress,
attachment (Collins & Read, 1990), academic performance,
etc.), the investigator chooses a validated instrument for
each phenomenon and records measurements of each vari-
able for n participants. She/he then computes a statistic,
such as the Pearson product-moment coefficient, that cap-
tures the magnitude and sign (as well as statistical signifi-
cance) of the relationship between the two variables. Ma-
chine learning offers the potential to create a new array of
scientific instruments with important advantages compared
to standard measurement tools. However, they also bring
a potential pitfall that – while not fundamentally new, i.e.,
there is always a separation between a construct and its
measurement – is exacerbated compared to using standard
measurements: If one creates a new scientific instrument by
training an automatic detector d to mimic a standard instru-
ment as closely as possible, then d is one degree of separa-
tion further removed from the underlying phenomenon U –
i.e., it is an estimator of another estimator.
Motivating example: Suppose a behavioral scientist
wishes to examine the relationship between stress (con-
struct U ) and academic performance (construct V ). Using
a traditional approach, she/he could conduct an experiment
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in which each participant completes some cognitively de-
manding task and then takes a test. To measure stress, the
scientist could also ask each participant to complete an es-
tablished survey, e.g., the Dundee State Stress Questionnaire
(Matthews et al., 1999). The relationship between U and
V could then be estimated as the correlation r = ρ(u,v)
between the vector of test scores v and the corresponding
vector of stress measurements u over all n participants.
However, suppose that the researcher also has access to
an automatic stress detector d that uses the participant’s
face pixels to measure his/her stress level. Suppose that
the accuracy of d was previously validated w.r.t. a standard
stress questionnaire (like (Matthews et al., 1999)), and the
validation showed that the outputs of d, which we denote
with û, have an expected correlation of q with the standard
questionnaire. What could go wrong, in terms of spuri-
ous deductions, when the correlation between U and V is
estimated as ρ(û,v) instead of ρ(u,v)?
Figure 1 shows one hypothetical example of what can go
wrong: vectors u,v ∈ Rn contain measurements from n
participants of constructs U and V , respectively, where u
is obtained through a standard instrument. The Pearson
product-moment correlation between two vectors can be
written:
ρ(u,v) =
(u− µu)> (v − µv)
‖u− µu‖2‖v − µv‖2
where µu (or µv) is a vector whose elements equal the
mean value of u (or v). Defined in this way, the value of ρ
is random if either of its two arguments is random. If u and
v are both normalized to have 0-mean and unit-length, then
their correlation depends only on the angle between them:
ρ(u,v) = u>v = cos∠(u,v)
In the figure, this correlation is cos(105◦) ≈ −.259, i.e., the
data suggest that U is negatively correlated with V . Suppose
instead that the researcher had used an automatic detector
d to obtain û, where prior analysis had established that the
expected correlation of d’s outputs and the standard instru-
ment was q = cos(30◦) ≈ 0.866. If the researcher uses the
correlation ρ(û,v) to estimate the relationship between U
and V , then she/he would obtain cos(135◦) = −0.707 – a
much larger magnitude, but at least the same sign as, the
−0.259 correlation obtained using a standard instrument for
U . But the bigger problem is the following: û is not the only
vector whose correlation with the “ground-truth” measure-
ments u is q. Vector û′ also has the same correlation. If the
researcher obtained measurements û′, then she/he would de-
duce a positive correlation of ρ(û′,v) = cos(75◦) ≈ 0.259
– this is opposite to the correlation obtained with a standard
instrument.
In this paper we explore how the accuracy q of a scientific
instrument d, as measured by the Pearson correlation with
u
v
û
ûʹ
v
u
û
ûʹ
Figure 1. u and v are measurements of some behavioral, social,
educational, (or other) phenomenoma for n participants in an
experiment. û (or û′) are proxy measurements of u that were
obtained from an automatic detector. Both û and û′ have the same
correlation (r ≈ 0.867) with u. However, depending on which
vector is obtained from the detector, the estimated correlation can
be very different: ρ(û,v) < 0, but ρ(û′,v) > 0.
the ground-truth construct U , impacts the estimated cor-
relation between constructs U and V . Although there are
various ways of quantifying the relationship between two
vectors of measurements (e.g., RMSE, MAE), the Pearson
correlation is one of the most commonly used metrics. Con-
tributions: (1) We prove that E[ρ(û,v)] = qr, where r is
the true correlation between U and V and random vector û
is sampled uniformly over the (n−3)-sphere T n of 0-mean
unit-vectors whose correlation with u is q. Next, as one of
the most fundamental aspects of the relationship between
two variables is whether they are positively or negatively
correlated, (2) we derive a function h to compute the proba-
bility that the sample correlation (over n subjects) using d
is positive, given that the true correlation between U and V
is negative (and vice-versa). We also prove that h is mono-
tonically decreasing in n and in q, i.e., the danger of a false
correlation is mitigated by training a more accurate detector
or collecting data from more participants. Finally, (4) we
explore to what extent the sphere T n can be “covered” by
measurement vectors û(1), . . . , û(m) obtained by training m
different neural networks on the same dataset for the same
detection task but using different configurations (e.g., ar-
chitectures, hyperparameters, etc.). We also devise a novel
technique to visualize this coverage of T n.
2. Related Work
The issue of how product-moment (Pearson) correlations
among a subset of variables constrain the possible correla-
tions among the remaining variables has interested statis-
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ticians since the 1960s. While there has been significant
prior work on the trivariate case in particular, we are not
aware of any work that proves exactly the same results as
what we present here. (Priest, 1968) showed a lower bound
on the mean intercorrelation between variables. (Glass &
Collins, 1970), and also (Leung & Lam, 1975), proved that,
in trivariate distributions, there are range restrictions on the
possible correlations between U and V when the correla-
tions between V and W and between U and W are already
known. (Olkin, 1981) extended this result to multivariate
distributions beyond 3 variables.
More recent, and most similar to our work, is a study by
(Carlson & Herdman, 2012) from the operations research
community in 2012. They examined the methodological
risk of using proxy measures to estimate the correlations
between different constructs. Using analytical results by
(Leung & Lam, 1975), they show how the observed correla-
tions between u and û can vary substantially as a function
of the reliability of a proxy measure û of u. In contrast to
our work, theirs is based on simulations and contains no
formal proofs.
Finally, which vector of measurements û ∈ T n is obtained
could potentially be related to subgroup membership – e.g.,
gender, ethnicity, age. From the perspective of fairness in
machine learning (Barocas et al., 2017; Kearns et al., 2018),
it could therefore be important to understand how much
variation there is among different subgroup populations
over the different û that are obtained from the scientific
instrument.
3. Modelling assumptions
Notation: We typeset random variables in Futura font; all
other variables are fixed (non-random). u and v are fixed
n-vectors of ground-truth measurements of two phenomena
U and V , respectively. uˆ is a random n-vector (sampled
from T n), obtained from scientific instrument d, containing
noisy measurements of u.
For our theoretical results (Propositions 1 through 4), we
assume the correlation between uˆ and u is exactly q; then, uˆ
is sampled uniformly from the sphere T n of all such vectors.
However, for our empirical results regarding the probabil-
ity of a “false correlation” (see Section 5), we relax this
assumption: It is unlikely that instrument d (that we assume
was previously estimated to have correlation q w.r.t. ground-
truth) always produces a vector uˆ whose correlation with
u is exactly q. Instead, the actual correlation qˆ of uˆ and u
comes from a sampling distribution of Pearson correlations
(with “true” correlation q and the number of subjects n as
parameters; see Section 5.1). Then, given a fixed qˆ, we
sample uˆ from the corresponding T n (which depends on qˆ).
When we compute the probability of a “false correlation” in
our case studies (Section 5.2), we marginalize over qˆ.
4. Expected Correlation of û ∈ T n with v
When we use an automatic classifier d to obtain a vector of
measurements, then we obtain a vector û whose correlation
with the underlying construct U (e.g., stress) is q. However,
as illustrated in the example above, there can be multiple
such vectors, and which one is obtained can make a big
difference on the estimated correlation. As we show below,
the set of 0-mean unit-length vectors with a fixed correlation
to another unit-vector is an (n− 3)-sphere embedded in Rn.
If we sampled uniformly at random from this sphere, then
what would be the expected sample correlation between û
and some other vector v (e.g., academic performance)?
To simplify our analyses below, we assume u, û,v all have
0-mean and unit-length since Pearson correlation is invariant
to these quantities. (Regarding the uniformity assumption:
see Future Work in Section 7.)
Proposition 1. Let u,v be n-dimensional, 0-mean, unit-
length vectors with a Pearson product-moment correlation
ρ(u,v) = r. Then (1) the set T n of 0-mean, unit-length
vectors whose correlation with u is q is an (n− 3)-sphere
embedded in Rn. Moreover, (2) if û is a random vector
sampled uniformly from T n, then the expected sample cor-
relation E[ρ(û,v)] = qr.
Proof. The set of all 0-mean n-vectors constitutes a hyper-
plane
H .= {x ∈ Rn : 1>x = 0}
that passes through the origin with normal vector 1 .=
(1, . . . , 1). The set of all unit-length vectors constitutes
an (n− 1)-sphere
Sn−1 .= {x ∈ Rn : ‖x‖2 = 1}
embedded in Rn. Therefore, u,v, û ∈ H ∩ Sn−1. Figure 1
(left) showsH in blue, as well as the intersection ofH with
Sn−1 as a red circle. Since all three vectors have 0-mean
and unit-length, then the correlations between these vectors
depend only on the angles between them. Hence, w.l.o.g. we
can rotate the axes so thatH consists of all vectors whose
first coordinate is 0, and all correlations will be preserved.
After doing so, the only remaining constraint is that the
projected vectors have unit-length.
More precisely, we can compute an orthonormal basis B
such that the first coordinate of vector Bx is 0 for every
x ∈ H, and such that
Bu = (0, 1,
n−2︷ ︸︸ ︷
0, 0, . . . , 0) (1)
Bv = (0, a, b, 0, . . . , 0) (2)
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Geometrically, this means that we can define B so that
the projected u,v lie in the plane spanned by the second
and third vectors in basis B (see Figure 1 (right)) – this
makes the rest of the derivation much simpler. a represents
the component of v parallel to u, and b is the component
orthogonal to u. Since the correlation between u and v is r,
and since B is orthonormal, then
(Bu)
>
(Bv) = u>v
= r
= 0× 0 + 1× a+ 0× b+ 0 + . . .+ 0
= a
and hence a = r. Since ‖v‖2 = ‖Bv‖2 = 1, then b =√
1− r2.
Now consider any vector û whose correlation with u is q.
Let us define (uˆ1, . . . , uˆn)
.
= Bû. By construction of B,
we already know that uˆ1 = 0. We also have
(Bû)
>
(Bu) = û>u
= q
= uˆ1 × 0 + uˆ2 × 1 + uˆ3 × 0 + . . .+ uˆn × 0
= uˆ2
and hence uˆ2 = q. Since Bû is a unit-vector, then
Bû ∈
{
(0, q, uˆ3, . . . , uˆn) :
n∑
i=3
uˆ2i = 1− q2
}
This set is the surface of an (n − 3)-sphere, with radius√
1− q2, embedded in Rn. Since B simply rotates the
axes, then T n is likewise a (n− 3)-sphere embedded in Rn.
This proves part 1.
For part 2: When sampling uniformly from T n, the distri-
bution of uˆ3 on the (n− 3)-sphere is symmetrical about 0.
Then E[uˆ3] = 0, and hence:
E[ρ(û,v)] = E[û>v]
= E[(Bû)>(Bv)]
= E[0 + q × r + uˆ3 ×
√
1− r2]
= qr + E[uˆ3]
√
1− r2
= qr
Example: For the case n = 3, consider the four vectors
shown in Figure 1 (left) whose values are approximately:
u = (.816,−.408,−.408) v = (−.211,−.577, .788)
û = (.707, 0,−.707) û′ = (.707,−.707, 0)
By construction, ρ(û,u) = ρ(û′,u) = cos(30◦) = q, and
ρ(u,v) = cos(105◦) = r. Via a change of basis B, the
vectors can be rotated so that
Bu = (0, 1, 0)
Bv = (0, cos(105◦), sin(105◦))
Bû = (0, cos(30◦),− sin(30◦))
Bû′ = (0, cos(30◦), sin(30◦))
The rotated vectors are shown in Figure 1 (right). The set
T 3 contains exactly two elements (since it is a 0-sphere): û
and û′. If û is sampled uniformly at random from T 3, then
E[ρ(û,v)] = qr ≈ −.224. This result agrees with
1
2
[ρ(û,v) + ρ(û′,v)] =
1
2
[cos(135◦) + cos(75◦)]
≈ −.224
5. Probability of false correlations
One of the most fundamental distinctions is whether two
phenomena are positively or negatively correlated with each
other (or neither). What is the probability that ρ(û,v) ≥ 0
given that the correlation r < 0 (false positive correlation);
or that ρ(û,v) < 0 given that the correlation r ≥ 0 (false
negative correlation)? How do these probabilities change
as n increases or q increases? The proofs of the following
propositions are given in the appendix.
Proposition 2. Let q ∈ (0, 1] be the correlation between
the detector’s output û and ground-truth u; let r be the
correlation between u and v; and let û be sampled uni-
formly from T n. If r < 0, then the probability of a false
positive correlation (in the sense defined above) is given by
the function
h(n, q, r) =
{
1
2 I[c
2 ≤ 1− q2] n = 3
1
2
∫∞
0
f1(t)Fn−3
(
1−q2−c2
c2 t
)
dt n > 3
where I[·] is the 0/1 indicator function, fk and Fk are the
PDF and CDF of a χ2-random variable with k degrees
of freedom, and c = |qr|/√1− r2. If r > 0, then the
probability of a false negative correlation is also given by h.
Proposition 3. For every fixed c > 0 and q ∈ (0, 1], func-
tion h is monotonically decreasing in n.
Proposition 4. For every fixed n > 3, function h is mono-
tonically decreasing in q ∈ (0, 1].
Propositions 3 and 4 imply that the probability of a false
correlation diminishes as n increases or q increases.
5.1. Marginalizing over the sampling distribution of qˆ
Up to now we have glossed over the important detail that,
when a scientific instrument with average accuracy (Pear-
son correlation) of q is used to obtain measurements for n
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subjects, the correlation of the sampled û with their ground-
truth values need not be exactly q; rather, the actual corre-
lation qˆ is drawn from a sampling distribution Pr(qˆ | q, n).
Particularly for small n, qˆ can deviate substantially from q.
Hence, to compute the probability of a false correlation, it is
necessary to marginalize (via numeric integration) over qˆ:∫
qˆ
h(n, qˆ, r)Pr(qˆ | q, n)dqˆ
The sampling distribution of qˆ can be estimated using the
formula derived by (Soper, 1913); see the appendix for more
details.
5.2. Case Studies
To put these theoretical results into perspective, we con-
ducted simulations based on two recent affective computing
studies that used automated detectors as scientific instru-
ments. The first study (n = 14), by (Perugia et al., 2017),
used an Empatica E4 wrist sensor to investigate how elec-
trodermal activity (EDA) (U ) is correlated with the subjects’
emotions (V ). The second study (n = 20), by (Whitehill
et al., 2014), explored the relationship between student en-
gagement (U ), as measured by an engagement detector that
analyzes static images of students’ faces, and test perfor-
mance (V ) in a cognitive skills training task. In order to
estimate the probability of a false correlation (in the sense
described above), we need to know the accuracy of the auto-
matic detector – i.e., the correlation q between the automatic
measurements and ground-truth of construct U – as well as
the true correlation r between constructs U and V .
Estimating q and r: The value of q can easily be estimated
using cross-validation or other standard procedures. For the
first study (EDA), we use the value q = 0.57 reported in
(Poh et al., 2010) for cognitive tasks with a distill forearm
sensor of EDA. The value of r is not knowable without
access to ground-truth measurements; instead, we hypothe-
size that the ground-truth correlation between U and V is
exactly what was estimated by the authors (Perugia et al.,
2017) using the E4 sensor and emotion survey instruments:
r = −.497. For the second study (Engagement), we use the
value q = 0.50 reported in (Whitehill et al., 2014) that was
obtained using subject-independent cross-validation. For r,
we use the correlation obtained by the authors (r = 0.37)
when correlating test performance with human-labeled stu-
dent engagement.
Results: Plots of the probability of a false correlation (ob-
tained from function h derived above) as a function of the
number of participants n are shown for each study (with
their associated q and r values) in Figure 2. The red dot in
each graph shows the actual number of participants from
each experiment. Even for n ≥ 100 subjects, the proba-
bility is non-trivial. For the values n = 14 and n = 20,
these probabilities are substantial – around 20% for the
EDA study and around 30% for the Engagement study. The
possibility of a false correlation is not protected against
by statistical significance testing – it is possible for the
estimated correlation between constructs U and V to be
highly significant and yet have the wrong sign compared to
the ground-truth correlation. While this is almost always
theoretically possible due to the inherent separation between
a construct and its measurement, the use in basic research
of automatic detectors that are trained to estimate another
estimator can make this problem worse.
6. Coverage of T n when training a detector
Given that which vector û ∈ T n is obtained from an
automatic detector d can substantially impact the esti-
mated correlation ρ(û,v) between constructs U and V , it
could be useful to average the sample correlations over
many vectors û(1), . . . , û(m) from T n, i.e., to compute
1
m
∑m
i=1 ρ(û
(i),v). This could help to reduce the variance
of the estimator. In this section we explore whether it is
feasible to generate many different û(1), . . . , û(m), all with
similar correlation q with ground-truth u, by training a set
of automatic detectors d(1), . . . , d(m) using slightly differ-
ent training configurations. In particular, we varied: (1)
the architecture (VGG-16 (Simonyan & Zisserman, 2014)
versus ResNet-50 (He et al., 2016)) and (2) the random seed
of weight initialization. Inspired by recent work by Huang,
et al. (Huang et al., 2017) on how an entire ensemble of
detectors can be created during a single training run, we
also varied (3) the number of training epochs, and saved
snapshots of the trained detectors at regular intervals.
During training, each detector’s estimates û of the test la-
bels evolves, and so does the correlation between û and the
ground-truth labels u. However, for the tasks we exam-
ined (described below), the test correlations tend to stabilize
over time, and they converge to roughly the same value
even across different training runs and detection architec-
tures. Given a set of measurement vectors û(1), . . . , û(m)
(produced by detectors d(1), . . . , d(m)) whose accuracies
(Pearson correlations with ground-truth) are all approxi-
mately q, we can project them onto the (n− 3)-sphere T n
of 0-mean, unit-length vectors whose correlation with u is q.
We can then visualize the “coverage” of this sphere by pro-
jecting it onto a 2-D plane, and also compare the coverage
to a random sample of m elements of T n.
We explored the coverage of T n for two automatic face
analysis problems: student engagement recognition and age
estimation using the HBCU (Whitehill et al., 2014) (Engage-
ment) and GENKI (Lab) (Age) datasets, respectively; see
Figure 3 for labeled examples.
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Figure 2. Probability of false correlation, for fixed q and r, as a function of n. The probability decreases as n grows, but for small n it can
still be substantial. The red dots indicate the n from two recent behavioral studies that used an automatic detector of affective state as a
scientific instrument. Left: Example inspired by a study on electrodermal activity (Perugia et al., 2017). Right: Example inspired by a
study on student engagement (Whitehill et al., 2014).
Engagement (HBCU dataset (Whitehill et al., 2014))
1 1 2 2 3 3 4 4
Age (GENKI dataset (Lab))
55 60 30 38 31 30 70 30
Figure 3. Examples of face images used in the experiments in
Section 6.5. Top: student engagement dataset (Whitehill et al.,
2014), in which engagement is rated on a 1-4 scale. Bottom:
images from the GENKI (Lab) dataset that were labeled with their
perceived age (in years).
6.1. Detection architectures
We examined two modern deep learning-based visual recog-
nition architectures – VGG-16 (Simonyan & Zisserman,
2014) and ResNet-50 (He et al., 2016) – to assess how much
“coverage” of T n each architecture can produce, as well
as to compare the variability of the resulting measurement
vectors to each other.
6.2. Training procedures
Engagement detector: We performed 25 training runs for
each of the two network architectures (VGG-16, ResNet-
50). Training data consisted of 7629 face images from 15
subjects of HBCU (Whitehill et al., 2014), and testing data
were 500 images from the remaining 5 subjects. (This cor-
responds to just one cross-validation fold from the original
study (Whitehill et al., 2014).) Optimization was performed
using SGD for 10000 iterations, and the network weights
were saved every 1000 iterations. In total, this produced
250 detectors. The average correlation (over all 250 detec-
tors) between the detectors’ test outputs û and ground-truth
u was 0.61 (s.d. 0.081) for VGG-16 and 0.64 (s.d. 0.009)
for ResNet-50. Inspired by (Huang et al., 2017), we also
tried both cosine and triangular (Smith, 2017) learning rates.
However, in pilot testing we found that these delivered worse
accuracy than exponential learning rate decay and we aban-
doned the approach.
Age detector: We performed 25 training runs for VGG-
16 and ResNet-50 using SGD for 10000 with snapshots
every 1000 iterations, as for engagement recognition. This
produced 250 detectors. Training data consisted of 31040
face images of the GENKI dataset (Lab), and testing data
consisted of 500 face images. The average correlation of
the automatic measurements with ground-truth on the test
set was 0.595 (s.d. 0.036) for VGG-16 and 0.60 (s.d. 0.014)
for ResNet-50.
6.3. Visualizing elements of the (n− 3)-sphere T n
Given a set of m trained detectors, we can sample vectors
of age/engagement estimates û(1), . . . , û(m) ∈ Rn whose
correlation with ground-truth u is approximately q. Then we
can visualize how these vectors “cover” the (n− 3)-sphere
T n using the following procedure:
1. Normalize u, as well as each û(j), to have 0-mean and
unit-length.
2. Compute an orthonormal basis B (e.g., using a QR
decomposition) so that (a) the first component of Bx
is 0 for every x ∈ H, and (b) Bu = (0, 1, 0, 0, . . . , 0)
(see Equation 1).
3. Project each û(j) onto the new basis B. By construc-
tion, the first component of each projection will be 0
and the second component will be q = ρ(û(j),u).
Automatic Classifiers as Scientific Instruments
4. Define each x(j) to be the last n − 2 components of
vector Bû(j).
5. Project the {x(j)} onto the two principal axes obtained
from principal component analysis (PCA).
Since the 2-D projection of a 0-centered sphere onto any
orthonormal projection is a disc, the output of the procedure
above is a set of points that lie on a disc of radius
√
1− q2.
6.4. Generating random vectors on T n
In order to assess how evenly the sphere T n is “covered” by
the vectors obtained from the automatic detectors, we can
generate random vectors of T n and likewise project them
onto a 2-D disc. We generate each such vector as follows:
1. Sample each zi (i = 1, . . . , n − 2) from a standard
normal distribution.
2. For i = 1, . . . , n− 2, set uˆi =
√
1−q2×zi√∑n−2
i′=1 z
2
i′
.
We then project the vectors in the set {uˆ(j)} onto the two
principal axes obtained from PCA. To enable a fair com-
parison between the variances of the randomly generated
elements of T n and those obtained from the trained detec-
tors, we run PCA separately for each set.
6.5. Results
We projected all vectors {û(j)} whose correlation with u
was between 0.575 and 0.625 for Engagement recognition
and 0.625 and 0.65 and Age estimation; this amounted to
50% of the engagement detectors and 45% of the age detec-
tors. The projections are shown for each task in Figure 4.
First, we observe that there is some “spread” – the measure-
ment vectors occupy different clusters on the sphere. This
indicates that the same training data can still yield automatic
measurements û on testing data whose correlations with
each other is far less than 1. In fact, for engagement recog-
nition, the minimum correlation, over all pairs (û(j), û(j
′)),
was 0.64.
For engagement recognition, the VGG-16 based measure-
ments and the ResNet-50 based measurements each resided
within their own clusters on the sphere, and these clusters
did not overlap. This suggests that, even though both archi-
tectures yielded similar overall accuracies, they are making
different kinds of estimation errors on the test set. Interest-
ingly for both age estimation and engagement recognition
we can see that VGG-16 has a bigger “spread” compared to
ResNet-50. We speculate this might be due to VGG-16 (138
million) having significantly more parameters compared
to ResNet-50 (25 million), thus enabling it to learn more
varied features.
Finally, a comparison of the variance between the automatic
measurements û(1), . . . , û(m) and random samples from
T n indicates that varying the training configuration (archi-
tecture, hyperparameters) provides only limited ability to
cover the sphere: the variance in the vectors, as quantified
as the sum of the trace of their covariance matrix, was sta-
tistically significantly less compared to randomly sampled
points on T n (p < 0.01, 1-tailed, Monte Carlo simulation).
7. Conclusions
Advances in machine perception present a powerful oppor-
tunity to create new scientific instruments that can benefit
basic research in sociobehavioral sciences. However, since
detectors are often trained to estimate existing measures,
which are already only an estimate of underlying constructs,
then these instruments are essentially one step further re-
moved from ground-truth. For this reason, it is important to
interpret results obtained with them with care.
In this paper, we investigated how measurements of con-
struct U obtained with an automatic detector can impact
the estimated correlation between U and another construct
V . We showed that: (1) The set of 0-mean unit-length n-
vectors with a fixed Pearson product-moment correlation q
to vector u is a (n − 3)-sphere T n embedded in Rn. (2)
If the correlation between automatic measurements û and
the ground-truth measurements is q; if the true correlation
between U and V is r; and if û is sampled uniformly from
T n; then the expected sample correlation obtained with the
automatic detector is qr. (3) The probability of a “false
correlation”, i.e., a sample correlation between constructs U
and V whose sign differs from the true correlation, is mono-
tonically decreasing in n (number of participants) and also
monotonically decreasing in q (accuracy of the detector).
These probabilities can be non-trivial for small values of n
that are nonetheless sometimes found in contemporary re-
search using automatic facial expression and affect detectors.
Moreover, the danger of a false correlation is not eliminated
through statistical significance testing. (4) We explored
empirically how efficiently multiple neural network-based
detectors of age and student engagement, when trained us-
ing different architectures and hyperparameters but the same
training data, can “cover” the sphere T n.
In practice, our results suggest that, particularly when the
number of participants is small and/or the accuracy of the
detector is modest, it is important to consider the possibility
of a false correlation, or at least a skewed correlation (by
factor q), when drawing scientific conclusions.
Limitation and future work: In our study we assumed that
û is a random sample from the uniform distribution over T n
– this expresses the idea that a priori we may have no idea
which particular element of T n detector d will return. In
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Figure 4. Coverage of the T n sphere (projected onto 2 dimensions using PCA) from different neural networks trained to predict student
engagement (left) and age (right) from face images. We used either VGG-16 or ResNet-50 neural networks. For comparison, we also
sampled random vectors using the procedure from Section 6.4.
reality, however, detectors have biases – e.g., due to head
pose, lighting conditions, training set composition, etc. –
and these can affect which element of T n is obtained.
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8. Appendix
8.1. Proof of Proposition 2
We prove the proposition for the case that r < 0; the case
for r > 0 is similar.
From Section III, we have that
ρ(û,v) = qr + uˆ3
√
1− r2
Since each uˆi (i = 3, 4, . . . , n) is a coordinate on an (n−3)-
sphere, it can be re-parameterized (Muller, 1959) by sam-
pling n− 2 standard normal random variables and normal-
izing, i.e.:
uˆi =
√
1− q2 × zi√∑n
j=3 z
2
j
where each zi ∼ N(0, 1). A false positive correlation thus
occurs when uˆ3 is at least c = |qr|/
√
1− r2 more than its
expected value qr:
Pr[uˆ3 ≥ c] = Pr
√1− q2 × z3√∑n
j=3 z
2
j
≥ c

Due to the inequality, we must handle the cases that z3 ≥ 0
and z3 < 0 separately. Note that the latter case contributes
0 probability since c ≥ 0 and q > 0. Also, since z3 is a
standard normal random variable, Pr[z3 ≥ 0] = 0.5.
Pr[uˆ3 ≥ c]
= Pr
√1− q2 × z3√∑n
j=3 z
2
j
≥ c
∣∣∣ z3 ≥ 0
Pr[z3 ≥ 0] +
Pr
√1− q2 × z3√∑n
j=3 z
2
j
≥ c
∣∣∣ z3 < 0
Pr[z3 < 0] +
=
1
2
Pr
√1− q2 × z3√∑n
j=3 z
2
j
≥ c
∣∣∣ z3 ≥ 0
+ 0
=
1
2
Pr
(1− q2)z23 ≥ c2 n∑
j=3
z2j

=
1
2
Pr
(1− q2 − c2)z23 ≥ c2 n∑
j=4
z2j

=
1
2
Pr
z23 ≥ c2(1− q2 − c2)
n∑
j=4
z2j

For n > 3, each side of the inequality is a sum of squared
normally distributed random variables, i.e., a χ2-random
variable (though with different degrees of freedom). We can
thus rewrite this probability as
Pr[uˆ3 ≥ c] = 1
2
Pr
[
χ21 ≥
(
c2
1− q2 − c2
)
χ2(n−3)
]
=
1
2
∫ ∞
0
f1(t)Fn−3
(
1− q2 − c2
c2
t
)
dt
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.
= h(n, q, r)
where χ21 and χ
2
(n−3) are χ
2 random variables with 1 and
(n − 3) degrees of freedom, respectively. The probability
is equivalent to the integral because, for any value t of the
χ21 variable, we require that the χ
2
n−3 variable be less than t
(after applying a scaling factor). To our knowledge, there is
no closed formula for this integral, but we can compute it
numerically. For n = 3, we have
Pr[uˆ3 ≥ c] = 1
2
Pr
[
(1− q2 − c2)z23 ≥ 0
]
=
1
2
Pr[c2 ≤ 1− q2]
since a χ2-random variable is non-negative, and where the
probability of c2 ≤ 1− q2 is 1 if the inequality is true and 0
otherwise.
8.2. Proof of Proposition 3
For convenience, define α = 1−q
2−c2
c2 .
h(n+ 1, q, r)− h(n, q, r)
=
∫ ∞
0
[
f1(t)F(n+1)−3 (αt)− f1(t)Fn−3 (αt)
]
dt
=
∫ ∞
0
f1(t) [Fn−2 (αt)− Fn−3 (αt)] dt
Ghosh (Ghosh, 1973) proved that, for any fixed t > 0,
Pr[χ2k > t] is monotonically increasing in the degrees of
freedom k; hence, Fk(t) is monotonically decreasing in
k. Therefore, Fn−2 (αt) − Fn−3 (αt) < 0 for all t. Since
fk is a non-negative function for all k, then the integral in
Equation 3 must be negative; hence, h is monotonically
decreasing in n for every c > 0 and q ∈ (0, 1].
8.3. Proof of Proposition 4
First, we show that α is monotonically decreasing in q2:
α(q) =
1− q2 − c2
c2
=
1− q2 − q2r2/(1− r2)
q2r2/(1− r2)
=
(1− r2)(1− q2)− q2r2
q2r2
=
1− r2 − q2
q2r2
=
1− r2
q2r2
− 1
r2
The first term is monotonically decreasing in q2, and the
second term is constant in q2.
Next, let  be a positive real number such that q +  ≤ 1:
h(n, q + , r)− h(n, q, r)
=
∫ ∞
0
f1(t)Fn−3 (α(q + )t) dt−∫ ∞
0
f1(t)Fn−3 (α(q)t) dt
=
∫ ∞
0
f1(t) [Fn−3 (α(q + )t)− Fn−3 (α(q)t)] dt
Since Fn−3 is monotonically increasing, then the expression
in brackets is negative. Since f1 is non-negative, then the
entire integral must be less than 0.
9. Sampling distribution Pr(qˆ | q, n)
The sampling distribution can be computed exactly (Fisher,
1915), but this is computationally feasible only for small n.
Hence, we use the approximation from Soper (Soper, 1913):
Let q denote the population Pearson correlation coefficient,
and let qˆ denote the sample correlation from n data. Then
Pr(qˆ | q, n) ∝ (1− qˆ)m1(1 + qˆ)m2
m1 =
1
2
(λ− 1)(1− µq)− 1
m2 =
1
2
(λ− 1)(1 + µq)− 1
λ = (1− µ2q)/σ2q
σq =
(1− q2)√
n
(
1 +
(1 + 5.5q2)
2n
)
µq =
√
q2 − c
n
− c(1 + 5q
2)
2n2
c = q2(1− q2)
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