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Abstract
Non-invasive methods to measure brain activity are important to understand cognitive processes in the human
brain. A prominent example is functional magnetic resonance imaging (fMRI), which is a noisy measurement of
a delayed signal that depends non-linearly on the neuronal activity through the neurovascular coupling. These
characteristics make the inference of neuronal activity from fMRI a difficult but important step in fMRI studies
that require information at the neuronal level. In this article, we address this inference problem using a Bayesian
approach where we model the latent neural activity as a stochastic process and assume that the observed BOLD
signal results from a realistic physiological (Balloon) model. We apply a recently developed smoothing method called
APIS to efficiently sample the posterior given single event fMRI time series. To infer neuronal signals with high
likelihood for multiple time series efficiently, a modification of the original algorithm is introduced. We demonstrate
that our adaptive procedure is able to compensate the lacking of inputs in the model to infer the neuronal activity
and that it outperforms dramatically the standard bootstrap particle filter-smoother in this setting. This makes
the proposed procedure specially attractive to deconvolve resting state fMRI data. To validate the method, we
evaluate the quality of the signals inferred using the timing information contained in them. APIS obtains reliable
event timing estimates based on fMRI data gathered during a reaction time experiment with short stimuli. Hence,
we show for the first time that one can obtain accurate absolute timing of neuronal activity by reconstructing the
latent neural signal.
Keywords: fMRI, Resting State fMRI, Balloon Model, Nonlinear Deconvolution, Hidden State Estimation,
Adaptive Importance Sampling, Input Timing
1. Introduction
Functional magnetic resonance imaging (fMRI) is an important method to investigate sensory, motor and cog-
nitive functions of the human brain. This non-invasive technique to measure brain activity provides indirect signals
of the underlying neuronal dynamics because it measures hemodynamic responses that represent changes in blood
flow and oxygenation levels.
Inverting the non-linear hemodynamic system is important to understand aspects of cognitive functions and
for connectivity analysis at the neuronal level. Nevertheless, reconstructing the brain activity from the fMRI
signal presents many challenges. For instance, the measured signals might have components from non-neuronal
hemodynamic sources that can affect causal connectivity estimates [5]. Moreover, the general inverse problem, also
known as blind deconvolution, is ill-posed because both the true parameters of the hemodynamic system and the
latent inputs are unknown. Therefore, given the fMRI time course, the reconstruction of the neuronal signal is not
unique. The reason for this is that the hemodynamic parameters determine the delay of the BOLD signal with
respect to the underlying neuronal activity giving a continuum of possible solutions.
Activation studies employing general linear models (GLM) circumvent this problem by using multiple repetitions
of the same stimulus and a canonical hemodynamic response function (HRF) together with time and dispersion
derivatives or basis functions that correct the HRF [12, 13]. In these cases, temporal information and the exact
shape of the HRF are less likely to be crucial, the models may not be very sensitive to temporal nuances in the
data and are usually not used to estimate the latent neuronal dynamics.
A very different approach to model the hemodynamic transformation is to use physiologically informed models
of BOLD responses, such as the Balloon model [3, 14]. Although this is a complex, highly parametrized biophysical
model, it is useful for jointly estimating the latent neuronal process and the hemodynamic transformation, for
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instance with the well-known dynamic causal modeling (DCM) [15] which assumes a latent state space model
(SSM). This deterministic method can be generalized to a probabilistic method, i.e. stochastic DCM [27, 4].
The biological inspired models posses a rich HRF variability that linear models do not capture. For instance,
there is evidence of nonlinear effects in the BOLD signal for high frequency stimulus presentations [1, 41] and
different stimuli durations, e.g. when linear models are used, responses to 200 ms stimuli are underestimated [6].
Therefore, non-linearities in the hemodynamic system are important whenever we wish to estimate the hidden
neuronal activity and sophisticated fMRI analysis requires methods that can handle these effects properly.
Estimating parameters of the biological plausible models involves usually a maximum likelihood approach that
requires the computation of gradients with respect to the parameters. If these parameters affect the noisy degrees
of freedom, the computation of their gradient is straight forward in the well-known Expectation-Maximization
algorithm (EM) for time series [35]. For deterministic degrees of freedom, one needs to resort to one of the following
methods to compute the gradient [37]. The simplest approach, currently used in DCM, is the finite difference
method. An alternative uses implicit differentiation of the error function with respect to the relevant parameters.
This gives a set of differential equations that are integrated together with the forward model to compute the gradient.
This method–called Forward Sensitivity (FS) method–was proposed in [6] in the context of fMRI data. However,
neither the reliability of this method for fMRI data nor the resulting differential equations were discussed in detail.
The computation of the gradients to maximize the likelihood involves the estimation of the hidden variables.
This latent state estimation is a problematic step where most of the methods differ. Until now, there are roughly
speaking three families of approaches for estimating the latent process in the context of fMRI data.
First, particle methods sample the dynamics in a forward and (possibly) a backward pass to obtain Monte Carlo
estimates of the posterior density. As the number of samples (particles) grows, the estimates become more accurate,
however the computational cost of the backward pass makes these methods unpractical in many cases [2, 7, 30].
Moreover, it has been shown that the method proposed here outperforms the vanilla implementations of particle
filter methods, namely the bootstrap filter-smoother and the forward-backward smoother Ruiz and Kappen [36].
In [32, 21], methods of this family were applied to estimate hidden neuronal and hemodynamic states from fMRI
data.
Second, variational Bayesian methods approximate the posterior distribution with a variational density that
maximizes a lower bound on the evidence. This has been applied in the context of fMRI data in the dynamic
expectation maximization algorithm and its generalizations, which use models formulated in terms of generalized
coordinates of motion [11, 10, 16].
Third, Gaussian methods approximate the posterior distributions by Gaussians under the assumption that one
can obtain a consistent minimum variance estimator by recursive propagation and update of the mean and variance
of the target densities. Important examples are the extended Kalman filter and the unscented Kalman filter. For
fMRI data, [34] used the local linearization filter [20]. More recently, [18] proposed an estimation scheme using
cubature Kalman filtering in the forward pass and a cubature Rauch-Tung-Striebel smoother in the backward pass.
Interestingly, the methods mentioned above [16, 18, 34] are the only available techniques applied to fMRI data
shown capable of estimating the inputs together with the hidden states. This is important because the assumption
of known exogenous inputs does not always hold–for instance in resting state fMRI data there are no stimuli present
during the measurements–or it might be an implausible assumption for higher cognitive areas [29]. However, it is
not clear how accurate these methods are for different stimulus durations and frequency, because either they need
restrictive parameterization of the inputs [34], or the experimental design on which they were tested had stimulus
durations of several seconds and hence, their validity is restricted to inputs of the same time scale as the BOLD
signal [39, 16].
A precise measure of the timing of brain activity is important to better understand the neural substrate of
cognitive processes in the brain. Detecting correct input timings to the brain regions from fMRI measurements
may help in our understanding of mental chronometry, i.e. the sequential patterns of brain activity involved during
cognitive processes. A prominent example for the need of precise sequential information is the reconstruction of
causal interactions among brain regions [15]. Although it has been shown that small relative timings differences
are detectable in a given location [31, 28, 9, 26], it is generally thought that accurate measurements of the absolute
timing of neuronal activity is not feasible. Indeed, due to the indirect measurement procedure involved in fMRI
and the ill-defined nature of the blind deconvolution problem, this is an extremely challenging problem.
To the best of our knowledge, there is no analysis available on the precision of absolute input timing estimates
from real fMRI data, especially for very short stimuli in the order of hundreds of milliseconds. Interesting work in
this direction is found in [18]. There, examples of estimations on synthetic data using short inputs were obtained
but there was no analysis on the precision of the input timings recovered. Due to the lack of a ground truth that
guides the validation of methods when applied to real fMRI time series, we believe that the timing estimates of short
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stimuli is an important aspect when considering validating methods of fMRI deconvolution. Furthermore, analyzing
the errors in absolute timings is also an important tool to asses the quality of the estimates for the hemodynamic
parameters that influence the delay in the response.
Outline
In this article, we estimate the neuronal activity and absolute input timings in individual regions of interest
(ROIs) from single-event fMRI time series gathered in a reaction time experiment with very short stimuli (150 ms).
First, we analyze in detail the sensitivity of the BOLD delay to changes in the hemodynamic parameters to identify
the most relevant parameters affecting the delay of the BOLD signal relative to the input. We then derive the differ-
ential equations involved in the estimation of these parameters via the FS method. Here, we assume deterministic
dynamics and that the input is known. In addition, we analyze and evaluate this method using synthetic data and
estimate the relevant parameters for the fMRI time series to improve the timing estimates of unknown inputs.
Second, we show the feasibility of latent state estimation for fMRI time series using APIS with excellent sampling
efficiency. This is non-trivial because of the complex (Balloon) observation model. In [36] we showed that the APIS
method significantly outperforms particle filtering/smoothing methods on complex time series inference tasks. We
thus demonstrate that the advantage of APIS over particle filtering methods, in terms of efficiency and accuracy,
also applies to fMRI time series data. In addition, during the input estimation procedure we adapt the neuronal
noise variance using EM. This is an important and novel step to maximize the data likelihood for a large amount
of time series at once and to obtain estimates of the neuronal activity with large amplitudes and accurate event
timings.
To validate our method, we compare the estimated timing errors with errors obtained when synthetic data
is used, i.e. when the ground truth model is known. We show that, given sufficiently accurate estimates of the
hemodynamic parameters, the proposed method can infer the absolute input timing of single events reliably by
reconstructing the hidden neuronal activity.
2. Method
2.1. fMRI Data
We analyze fMRI time series obtained from the experimental setting in [33], consisting of subjects reacting to
the occurrence of either a visual stimulus (V), an auditory stimulus (A) or a simultaneous combination of both
stimuli (AV). Whenever the subjects perceived the stimulus, they had to press a button as fast as possible. The
modality of the stimulus presented was random and had a duration of 150 ms. We denote the presentation of a
stimulus or the reaction as an "event" in the sensory or motor ROIs respectively.
We consider only the first subject of this study, who participated in two trials. Each trial consisted of 30 stimuli
presented at a rate of 1 stimulus per 16 s (with some jitter of 0.2 seconds). The response times were recorded and
the temporal resolution of the acquisition was TR = 0.4 s. Because this work focuses on single trial measurements,
the data is denoised using manual independent component classification as proposed in [17]. A standard GLM
analysis is then used to delineate the motor, auditory and visual cortex used in this task. Regions of interest of
about 500 voxels (2mm isotropic) are defined for the audio (A ROI), visual (V ROI) and left motor cortices (M
ROI) and time series extracted from them. The time series of subjects 2 and 3 are too noisy when performing a
standard GLM analysis and have to be discarded.
We estimate the neuronal activity around each event separately. For this, the original time course is divided in
30 segments of length T = 16 s around the event time. This amounts to 41 observations in each time series (the
first defining t = 0) and the event time falls around 3.2 seconds.
To characterize the relative BOLD change {yˆi}i=1,...,41, each time course {yi}i=1,...,41 is centralized and normal-
ized by the mean µy of its "null" distribution,
yˆi =
yi − µy
µy
.
The "null" distribution of each time series is defined as the set of data points outside a time window after the
stimulus, when the neuronal activity is assumed to have the baseline value (zt = 0). The window is chosen such
that the variance of the data points included is minimal and is estimated for each event separately to account for
long time scale fluctuations in the data.
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Parameter Value Parameter Value Parameter Value Parameter Value
A 50 Hz σz TBD µz,0 0 σz,0 σz/
√
2
 0.8 E0 0.4 α 0.32 σs,0 TBD
τs 1.54 k1 8.4 V0 0.04 σf,q,v,0 TBD
τf TBD k2 0 µs,0 0 σy TBD
τ0 TBD k3 1 µf,q,v,0 1
Table 1: Parameters for the neural dynamics (top row) and for the BOLD transformation (bottom rows).
2.2. Modeling the BOLD Signal
Similar to [14], we consider a single region with a 5-dimensional dynamic state x = (z, s, f, q, v). However, unless
stated otherwise, the neuronal activity z follows stochastic dynamics given by
dz = −A(z − u(zt, t))dt+
√
AσzdWz (1)
The parameter A sets the time scale of the neuronal response and dWz ∼ N(0, dt) is a Wiener process with
variance1 dt = 0.01. According to the literature, typical values observed for the neuronal lags are around 5− 35 ms
[38]. We set A such that the system has a characteristic time scale of 1/A = 20 ms, but our results are robust
against changes in A. The term
√
A in the noise ensures that the stationary distribution remains invariant to the
time scale.
Notice that we define process (1) to have an unknown input u(z, t) that we wish to estimate. In general, u(z, t)
can be any parametrized function [25], but in this paper it was chosen to have the simple form u(z, t) = Iz(t)z+It(t)
with Iz(t) and It(t) as time varying functions to be learned [36].
The neuronal activation zt is passed through the following nonlinear deterministic transformation defining the
dynamics of the other four variables; two Hemodynamic equations [14]
ds =
(
z − s
τs
− f − 1
τf
)
dt (2)
df = sdt
and two equations of the Balloon model [3],
dq =
1
τ0
(
f
1− (1− E0)1/f
E0
− v(1/α)−1q
)
dt (3)
dv =
1
τ0
(
f − v1/α
)
dt.
The BOLD signal change is given by
yˆ(t) = B(qt, vt|ϑ) + σydWy (4)
where B(qt, vt|ϑ) := V0
[
k1 (1− qt) + k2
(
1− qv
)
+ k3 (1− v)
]
and ϑ denotes all parameters of the system.
In addition, we consider as prior for the initial condition x0 = (z0, s0, f0, q0, v0) a normal distribution2 with
mean µ0 = (µz,0, µs,0, µf,0, µq,0, µv,0) and a covariance given by a diagonal matrix with small entries σ2z,s,f,q,v,0.
In this article, the parameters of the model were fixed based on [19], with the exception of τ0, τf and the neuronal
lag 1/A. These are given in table 1, where the values marked with TBD are to be determined. The values for k1,2,3
correspond to those for a gradient echo (GE) sequence at a field strength of 7 T with an echo time of TE = 26 ms,
according to the settings in [33].
1In all the simulations we use this discretization step.
2Notice that due to the small discretization step dt and noise levels used here, the log-transformation of the hemodynamic variables
was not required [40]. Nevertheless, it is straightforward to use this transformation in our procedure.
4
2.3. Estimating the Parameters of the Model
We estimate the observation noise for each time series from its null distribution. This gives for each case a
slightly different noise estimate around σy ' 0.002.
The variance of the initial state x0 is set to the variance of the stationary distribution induced by the Ornstein-
Uhlenbeck process for the uncontrolled dynamics in eq. (1) when u(z, t) = 0. Hence, the variance for p(z0) is
σz,0 = σz/
√
2 and all others are estimated by forward sampling of the system. Because all other dynamic variables
are deterministic, the stationary distribution defining our prior over the process is determined by a single free
parameter σz, the noise of the neuronal activity. This free parameter is adapted to infer inputs that maximize the
likelihood.
2.3.1. Forward Sensitivity Equations
The hemodynamic parameters are estimated using the Forward Sensitivity method. The negative log-likelihood
or "total cost" C(ϑ) =
´ T
0
ct(ϑ)dt is an implicit function of the parameters ϑ in our model, where ct(ϑ) =
∑
tobs
δ(t−
tobs)[yˆt−B(qt, vt|ϑ)]2/2σ2y summing over the observation times tobs = t1, . . . , t41. Thus, given an infinitesimal change
δϑ we can expressed the change in ct(ϑ) at each time point t ∈ [0, T ] by
δct =
∂ct
∂qt
δqt +
∂ct
∂vt
δvt +
∑
i
∂ct
∂ϑi
δϑi
where δqt, δvt also depend on ϑ and are obtained by the variation of the hemodynamic states qt, vt w.r.t. ϑ.
We only consider changes in τf and τ0 since these parameters have a strong effect on the delay between peaks
of the neuronal activity and the BOLD signal, keeping all other parameters fixed. However, the following analysis
can be done for any other parameters in the hemodynamic model.
The aim is to obtain the derivatives of C(τf , τ0) by integrating a system of differential equations for "bar"
variables q¯0(t) = dqt/dτ0, v¯0(t) = dvt/dτ0 and q¯f (t) = dqt/dτf , v¯f (t) = dvt/dτf . The total cost is used to update
the parameters τf,0 in a gradient descent fashion. From the variation δτ0 we obtain the total derivative of dct/dτ0,
dct
dτ0
=
∂ct
∂qt
q¯0(t) +
∂ct
∂vt
v¯0(t)
where q¯0(t), v¯0(t) follow the dynamic equations,
˙¯q0 = − 1
τ0
(
q˙ + v1/α−1q¯0 + (
1
α
− 1)v1/α−2qv¯0
)
˙¯v0 = − 1
τ0
(
v˙ +
1
α
v1/α−1v¯0
)
The total derivative dct/dτf obtained by the variation δτf is
dct
dτf
=
∂ct
∂qt
q¯f (t) +
∂ct
∂vt
v¯f (t)
where q¯f (t), v¯f (t) follow
˙¯sf = − 1
τs
s¯f − 1
τf
(
f¯f +
f − 1
τf
)
˙¯ff = s¯f
˙¯vf = − 1
τ0
(
1
α
v1/α−1v¯f − f¯f
)
˙¯qf = − 1
τ0
(
v1/α−1q¯f + (
1
α
− 1)v1/α−2qv¯f − E¯(f)f¯f
)
with E¯(f) := E(f) + ln(1− E0) (1−E0)
1/f
E0f
.
Having the above extended system of differential equations, we can initialize the bar variables to zero and
integrate the entire system forward in time. After integration on the interval t ∈ [0, T ], we update the parameters
using dC/dτ0 and dC/dτf respectively. This is done iteratively until convergence of the parameters.
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Before applying this estimation procedure to real data, we validate it on synthetic data generated by numerical
integration of a deterministic system (σz = 0). As input to the system we use a box function with 150 ms length and
an on-set time at 3.2 seconds. The amplitude of the input is set to 1. The ground truth values of the parameters are
taken to be those in table 1 together with τ0 = 1.02, τf = 2.44. To generate the synthetic data from this model, a
realistic scenario is considered with TR = 0.4 and a Gaussian measurement noise of σy = 0.002. For the estimation
procedure, the parameters τ (0)0 , τ
(0)
f are initialized randomly from a log-normal distribution s.t. its log-transformed
distribution has variance 0.6 and mean (log τ (0)0 , log τ
(0)
f ) = (0.4, 0). All other parameters of the system are fixed to
the ground truth values.
After validation of the FS method on synthetic data, we fit the parameters τ0, τf to the mean fMRI time series
of each ROI (A,V,M) in trial 1 and assuming an input to that ROI. The resulting models are used to estimate the
input timing of individual time series in trial 2 without any assumptions on the inputs.
Since the sensory ROI A and V do not respond or respond very weakly to the stimulus modality V and A
respectively, we do not consider these events when estimating the parameters of the corresponding ROI. Hence, for
the auditory and visual regions, there are only 20 signals available in each ROI. On the contrary, all stimuli elicit
responses in the motor ROI so we use all 30 events to compute the mean BOLD response. The input to the model
for all ROIs is also a box function. For the A and V regions, the on-set time is the mean event time of all the
relevant time series. The on-set time of the input to the motor ROI is considered to be the mid-time between the
mean stimulus and reaction times.
2.4. Hidden State Estimation
Given an fMRI time series yˆ0:T = {yˆ0, yˆt1 , . . . , yˆT } we are interested in an efficient estimation of the posterior
p(z[0,T ]|yˆ0:T ), where the prior p(z[0,T ]) is given by (1) and z[0,T ] denotes the continuous path or process from time
t = 0 to t = T . The likelihood is given by the observation model (2)-(4).
The posterior or smoothing distribution can be seen as the solution to a stochastic optimal control problem
[8, 24]. Using this relation we express the problem of estimating the posterior over the neuronal activity as a Path
Integral control problem [22, 23].
Recent results in [36] show that having a sufficiently good parametrization of the control improves dramatically
the efficiency of sampling in terms of the effective sample size. This efficiency is achieved with an adaptive importance
sampling method called APIS. The sampler learns iteratively a time dependent feedback controller to adapt the
process such that the likelihood of the samples increase. This in turn reduces the variance of the importance weights
and increases the effective sample size.
Roughly, APIS works as follows. At each iteration, N samples are initialized with a Gaussian prior p(x0).
The samples are propagated in time by integrating the (stochastic) dynamic equations (1)-(3). The sampled paths{
zi[0,T ]
}
i=1,...,N
are used to compute statistics over the posterior using the respective importance weights obtained
from the likelihood and a quadratic control cost acting as a regularizer of the control function u(z, t). Using these
statistics, the values Iz(t), It(t) are updated at each time point to estimate the control/input function used in the
next iteration. This is repeated until convergence of the effective sample size.
In summary, we use importance sampling adaptively to estimate the hidden diffusion process by regarding the
input u(z, t) = Iz(t)z + It(t) as a control function to be estimated. A good approximation of u(z, t) allows steering
the samples such that the resulting BOLD signal has high likelihood. We refer the interested reader to [36] for
further details.
2.5. Noise Adaptation
One of the features of path integral control theory is that the difference between the posterior distribution
relative to the prior process strongly depends on the noise level σz. The control is proportional to σz. Thus, if
σz is small, the control will be small and the posterior deviates only slightly from the prior. This affects directly
the likelihood under a strong model mismatch. For instance, if we do not model any input to the neuronal system,
the prior is the stationary distribution. Ideally, the controller must adapt the system such that first, the efficiency
of the sampler increases and, second, the model mismatch is overcome. This requires strong controllers capable of
acting as input signals. However, it is not clear a priori the amount of noise required to obtain sufficiently strong
inputs that give a high likelihood solution.
We propose an approach that achieves an efficient sampling and high likelihood by starting with a simpler
low-noise problem and increase the noise level by gradient ascent on the log-likelihood function in the direction of
the noise σz. We derive the update rule for σz using the EM approach.
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In its general form, the EM algorithm maximizes iteratively the expected log-likelihood of the complete data
ϑn+1 = argmax
ϑ
E
[
log p
(
x[0,T ], yˆ0:T |ϑ
) |yˆ0:T , ϑn] .
The expectation is over the posterior p(x[0,T ]|yˆ0:T , ϑn), given by the solution of APIS for a fixed value of the
parameters in the n-th iteration. Due to the Markov property of the SSM, the complete data log-likelihood separates
into three terms involving the logarithm of the prior over initial conditions, the likelihood of the observations and
the transition probability between two time slices, all conditioned on the unknown parameters ϑ.
We only focus on the dynamic noise σz found in the latter term of the complete data log-likelihood. Hence,
keeping all other parameters fixed, we seek to maximize
Qz(σz, σ
(n)
z ) = E
[
T∑
t=dt
log p (zt|zt−dt, σz) |yˆ0:T , σ(n)z
]
w.r.t. σz, where the sum is over all discretization steps on the interval (0, T ]. In general, this transition probability
can be written as a Gaussian probability density for sufficiently small dt, giving
log p (zt|zt−dt, σz) = − log σz − [dzt − f(zt, t)dt]
2
2σ2zdt
+ const
where f(zt, t) is the drift of the uncontrolled system, e.g. here f(zt, t) = −Azt. Thus, the gradient of Qz w.r.t. σz
is
∂Qz
∂σz
= −NT
σz
+
1
σ3z
E
[
T∑
t=dt
[dzt − f(zt, t)dt]2
dt
|yˆ0:T , σ(n)z
]
where NT the number of discretization steps NT dt = T . Using (1), notice that when sampling with the control
function u(zt, t) and noise σ
(n)
z we have [dzt − f(zt, t)dt]2 =
[
Au(zt, t)dt+
√
Aσ
(n)
z dWt
]2
.
Although the EM algorithm allows for a single step update of the variance σ2z , the procedure is more stable if
we use gradient ascent on σz whenever the effective sample size is above a pre-defined threshold γσ,
σ(n+1)z = σ
(n)
z + η
Σ(n) − 1
σ
(n)
z
(5)
where η is the learning rate and
Σ(n) =
1
T
E
 T∑
t=dt
[
Au(zt, t)dt+
√
Aσ
(n)
z dWt
σ
(n)
z
]2
|yˆ0:T , σ(n)z

with the expectation over the posterior hidden states given the current σ(n)z .
The update (5) allows to bootstrap APIS without fine-tuning the noise level for each time series individually,
while at the same time ensures that we learn the best possible control signal that maximizes the likelihood and
maintains a predefined level of sampling efficiency γσ. Whenever the effective sample size is above γσ, we update
σz with η ' 0.001. A small learning rate hinders a sudden drop in the sampling efficiency and maintains reliable
estimates of the controller and the gradients.
3. Results
3.1. Estimating the Hemodynamic Parameters τf and τ0
Given an input, the hemodynamic parameters Ω = (, τs, τf , τ0, α, E0) determine the delay between the neuronal
activity and the BOLD signal. Similarly, when inverting the system to infer the hidden states and input, the peak
of the mean neuronal activity is determined by the hemodynamic parameters. Since the timing of the neuronal
peak is a proxy for the input timing, estimating the parameters of the hemodynamic system is crucial.
However, not all parameters have a significant influence on the delayD = tmax,B−tmax,z defined as the difference
between the timing of the peak in the BOLD and neuronal signal zt. Given an input to the neuronal system, this
influence can be measured by the change in D when a single parameter is varied. To show this influence, we
compute–by numerical integration–the sensitivity dD/dωi of the delay to changes in the parameter ωi ∈ Ω.
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Figure 1: Delay sensitivity analysis for the peak-to-peak time (or delay) D between neuronal activity and BOLD signal for the
deterministic model (1)-(4) with σz = 0 and σy = 0. For each panel, we vary the corresponding parameter keeping all other parameters
fixed to typical values. The blue line indicates the sensitivity dD/dωi of the delay for changes in the corresponding parameter ωi ∈ Ω =
(, τs, τf , τ0, α, E0). The red vertical lines are the typical values in table 1 and τ0 = 1.02, τf = 2.44.
Figure 1 shows this sensitivity for each parameter, keeping all other fixed to the typical values in table 1 together
with τ0 = 1.02, τf = 2.44. It is observed that the neuronal efficacy  has no influence on the delay of the BOLD
amplitude and that, in the neighborhood of the typical values, the transit time τ0 has the largest sensitivity (lower
left panel), followed by the resting oxygen extraction E0 and the auto-regulation τf .
We can use the forward sensitivity method to estimate the values of hemodynamic parameters given the input
and fMRI time series. For simplicity, only two of the three most relevant parameters are considered, namely τ0
and τf . It turns out that including E0 in the learning procedure results in local minima if the initialization is far
from the ground truth value of E0. This could be an effect of the insensitivity of the system’s output to different
parameter sets, as explored in [6]. Hence, the resting oxygen extraction E0 as well as all other parameters will be
fixed to their typical values.
In what follows, the forward sensitivity method for τf and τ0 is analyzed using synthetic data generated as
described in section 2.3.1. In figure 2, the parameters are estimated from 10 random initializations. As expected,
the estimated parameters are not exactly those of the ground truth, but all initializations converge to the same
values close to them (left panels). These parameters minimize the neg. log-likelihood of the data from up to 100 to
a value of 23, below that of 24 for the ground truth (in black, bottom right panel).
In case there is enough information in the data–either from precise observations (σobs = 0) or when the signal
is corrupted by noise but observed at very high time resolution (TR = dt)–the parameters converge to the ground
truth. Consequently, the error between the learned and the ground truth signal is less than 3× 10−8 over the entire
time interval (not shown).
Finally, the parameters τ0 and τf are estimated for each ROI using the mean time series of the first trial. The
results are summarized in table 2. In the analysis using synthetic data, we observe estimates that are close to the
ground truth value for small observation noise (not shown). Given that the mean signal over the first trial has little
noise, it is expected that learned parameters result in a small error in the input timing of the signals estimated
from the second trial.
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Figure 2: Forward sensitivity learning: sparse noisy observations (Top-Left). The blue markers represent the data sampled. The
interval between observations is TR = 0.4. Notice that, although the ML estimates have some error due to the noisy sparse data, the
ML solutions are reliable across a wide range of initializations of the parameters.
A V M
τ0 1.75 1.73 2.00
τf 1.56 2.58 1.32
Table 2: Estimated values of hemodynamic parameters τ0 and τf . These parameters account for most of the variability in the peak-to-
peak delay between the neuronal response and the BOLD signal. The mean signal of the first trial is used to estimate these parameters,
which are used in the input timing estimates of the second trial.
3.2. Nonlinear Deconvolution of fMRI Data
3.2.1. Hidden Neuronal Activity
APIS is applied individually to the fMRI time series of the second trial. For all estimations, 5 × 104 particles
are used over 120 iterations to infer the neuronal activity. Unless stated otherwise all simulations use the typical
values in table 1, the estimated values in table 2 and the noise level is initialized at σz = 0.3.
Figure 3 shows typical examples of the posterior estimates using APIS. Each column represents a ROI. The
markers show the stimulus time (black star) and the estimated input time. The color of the markers represent the
modality of the stimulus presented (A: blue, V: green, AV: red). The neuronal signals (blue line) follow very closely
the estimated input due to the short time scale of the system. In addition, they have large amplitudes and a clear
peak around the input timing. This gives BOLD signals with high likelihood (black dashed lines).
The amplitudes of both, the neuronal and the BOLD signals, depend directly on the dynamic noise σdyn. In
figure 4, examples of the posterior mean estimates of both the neuronal activity and the BOLD signal are shown
for a given time series (green lines with markers). The noise σdyn varies from 0.44− 1.17, which result in different
mean signals with varying amplitudes, from low to high respectively.
While the maximum of the neuronal activity is a good proxy for the input timing, the time scale of the true
input cannot be captured by the inferred signal u(zt, t). This is due to the well known low pass-filter characteristic
of the hemodynamic transformation, which makes fast variations in the neuronal activity have a minor impact on
the resulting BOLD signal. Hence, although the amplitude of the inferred input increases with the noise level, its
width of several seconds remains broad regardless of the noise, see left panel on figure 4. These results are robust
against changes in the model to have faster time scales, for instance a geometric Brownian motion with a non
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Figure 3: Examples of posterior estimates of neuronal activity (blue) and mean BOLD signal (dashed black). Left axis gives the scale of
the neuronal activity zt and the right the scale of the BOLD signal change. The green graphs represent the fMRI time series. The black
star indicates the true event timing, while the other markers indicate the estimated input timing from the maximum neuronal activity.
The markers are coded according to the stimulus modality: blue cross for auditory (A) stimulus, green dot for visual (V) stimulus and
red star for audio-visual stimulus (AV).
Figure 4: Examples of posterior mean estimates depending on the noise level: from the blue solution with σdyn = 0.44 to the brown
solution with σdyn = 1.17. The higher the noise σdyn, the stronger the inferred input and, thus, the neuronal signal has a larger
amplitude (left panel). This gives higher amplitudes in the corresponding mean BOLD signals (right). Nevertheless, the width of the
resulting neuronal signals does not change significantly.
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Figure 5: Comparison of APIS vs the vanilla bootstrap filter-smoother (FS). The left y-axis shows the strength of the neuronal activity
zt, while the right axis the BOLD response change. The jittered lines are the neuronal activity estimates of APIS (blue) and FS (black).
The thick continuous lines are their corresponding BOLD response. Notice the low amplitude of the FS estimates. This results in a
negative log-likelihood score of 374; much higher than the score for APIS with 97.
vanishing diffusion term at the origin, or changes in the time scale A of the neuronal system.
The poor temporal resolution of the neuronal signal resulting from inverting the hemodynamic system is con-
firmed with a random grid search over the neuronal space at each time point zt to obtain ML-estimates. Using
this method the resulting signal is similar to our results; it has also a peak centered around the input and its
width is several seconds (not shown). Hence, without explicitly modeling fast changes in the input over time, the
deconvolved signal will not reflect fast fluctuations of the inputs.
3.2.2. Comparison with Bootstrap Particle Filter-Smoother
In what follows we compare APIS to the vanilla flavor bootstrap particle filter-smoother (FS). The algorithm
for FS is implemented as in Lindsten and Schön [30]. We estimate the smoothing distribution over the neuronal
activity using 40 workers with 5000 particles each. The computation of the statistics of the posterior is parallelized
across all workers. Since the effective samples of the FS deteriorates for early times, the variance of the estimates
at these times is large. For this reason, 100 forward passes on each CPU are performed to obtain better estimates.
The noise level σdyn is set to the same value (0.39) as the one estimated by the EM procedure for APIS.
Figure 5 compares the estimates from APIS and FS for event #2 in the V ROI. The result shows that the FS
has problems estimating a large, clear amplitude of the neuronal activity due to the strong model mismatch from
the lack of input. In contrast, the control drift u(xt, t) in APIS accounts for the lack of input in our model, giving
a clear peak in the neuronal activity centered at the event time. Scoring both results in terms of the negative
log-likelihood, the FS has a much higher score of 374 compared to APIS with 97. Hence, the FS samples represent
poorly the data and are bias towards the prior stationary distribution given by the uncontrolled dynamics.
3.2.3. Validation via Input Timing Estimates from Single Event fMRI Time Series
As an indication of the performance of the proposed deconvolution, we consider box plots representing the
empirical distribution over errors between the estimated timings and the actual event time. Comparing these
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Figure 6: Performance summary of timing estimates for APIS. Synthetic data is used to define a reference empirical distribution of
timing errors (left box plot). The hemodynamic model is estimated using trial 1 and trial 2 is used to evaluate the generalization of
the deconvolution to unseen data. Although the variation in the inter-quartile range is up to 62% higher than that of the reference
distribution, over 75% of the error in both trials lie within the range of the reference distribution and all third quartiles lie around
TR = 0.4. The median values lie within the third quartile of the reference distribution. Notice that the models estimated in trial 1
generalize well in trial 2.
distributions with the "reference" empirical distribution obtained from synthetic data gives us an idea of how well
the deconvolution procedure, together with the parameter estimates, extracts timing information at the neuronal
level.
For the error distribution from synthetic data, we generate 30 time series with the same characteristics of the
real data (TR, BOLD change amplitude, trial length, etc) using the same ground truth as in 2.3.1 but with a
neuronal noise of σz = 0.01. To infer the neuronal signals, the same algorithmic parameters are used in synthetic
and real data.
Figure 6 shows the box plots for the synthetic data, the combined errors for the sensory ROIs and the errors
from the motor ROI in each trial. We consider the sensory regions and the motor region separately because the
inputs to the sensory ROIs are exactly the visual and auditory cues, which are known with precision, while the
inputs to the motor ROI are less certain. The first box plot on the left side shows that even in the idealized case
of having the exact hemodynamic model, the estimated timings have a median error of 0.18 with an inter-quartile
range of [0.08, 0.28]. This is to be expected due to the noise in the system. The median error in both trials lies
between [0.22, 0.28] and thus within the third quartile of the reference distribution. Interestingly, the median of the
sensory ROIs have very similar values about 23% higher than that of the reference, but the median of the motor
ROI is in both trials up to 50% higher. Nevertheless, in all cases more than 75% of the errors lie within the range
of the reference distribution and there is an overall count of only 7 outliers. All third quartile values in both trials
lie around the TR value.
Although in both trials the variation in the error is about 62% higher than in the reference distribution, we
observe consistency between the trials. Hence, the parameters estimated in the first trial generalize well in the
second trial. The source of the higher error is probably due to both, a bias in the estimation of the hemodynamic
system and a large variance in the data, possibly from the effects of the neuronal noise on the BOLD response, as
this can be observed in synthetic data (not shown).
These results show that APIS is capable of extracting timing information with a very high resolution, well
beyond the typical time scales of the hemodynamic transformation and the TR. Even more, comparing the error
obtained from 2 different trials from the same subject–one used to fit the model–it is possible to assess the generality
of the estimated model.
12
4. Discussion
In this article, the adaptive importance sampler APIS [36] is applied to fMRI data obtained during a reaction
time experiment to infer the latent neuronal activity in the visual, auditory and motor ROIs. In addition, APIS
is extended by an EM-based procedure to increase the neuronal noise in the system such that signals with high
likelihood can be inferred while maintaining the sampler at a fixed efficiency. We show that this procedure is capable
of compensating for signals not included in the model to obtain accurate results. In this case, the input to the ROI
is disregarded in the reconstruction of the latent neuronal activity and the aim is to obtain accurate absolute timing
estimates of the events as a way of validating the method on real fMRI time series. Accuracy is measured in terms
of the empirical distribution of the error in input timing estimates compared to a reference distribution obtained
from synthetic data given the ground truth model. In addition, our method shows a clear advantage over particle
methods in terms of efficiently minimizing the variance of the neural estimates and the negative likelihood.
In some cases, the ML-estimates of the hemodynamic parameters resulted in a higher MSE in the event timing
estimates of trial 2. One source of error is a bias in the model caused by a distortion of the mean signal used in
training due to outliers in the data. To avoid this effect, it might be wise to consider neuronal noise in the model
estimation procedure and obtain ML-estimates for each time series individually. For this, APIS can be merged
readily with the Forward Sensitivity method to jointly estimate parameters and hidden states.
Another source of bias in the timing estimates can be caused by a fine-tuning problem where other hemodynamic
parameters must be learned. Since the application of the Forward Sensitivity method is cumbersome for larger
number of parameters, other possible modifications of the joint estimation procedure exist. For instance, the
addition of a small noise signal to the hemodynamic system allows the implementation of the EM algorithm on
the full system. In this case, the parameters are updated with the gradient of the state transition density under
the posterior statistics. This gives simpler learning rules than the Forward Sensitive method, but it requires the
estimation of a control signal for each additional noisy degree of freedom. Nonetheless, APIS has the additional
benefit that non-neuronal sources in the hemodynamic response could be detected in a fully controlled setting
because, as shown here, hidden signals that are not modeled can be captured by the controller. An additional
advantage, albeit the higher computational effort required, is the better behavior of the effective sample size, which
is higher and less sensible to changes in the neuronal noise. In this work, however, we consider only a 1-dimensional
linear feedback controller for simplicity.
Interesting parallels to our case study are found in [18] and more recently [39]. In the former, toy data was
used to analyze their proposed method for short stimuli of about 200 ms. Interestingly, the cubature Kalman
Filter-Smoother (SCKS) presented there obtained similar broad neuronal signals, but there was no report on the
accuracy of the input timing estimates. In the latter article, a non-parametric approach was used to asses the
susceptibility of the SCKS to over-fit the data. Both methods were applied to fMRI time series obtained during the
presentation of visual stimuli with a duration of 2 s. In this case too, the SCKS estimates had clear peaks in the
neuronal response around the stimulus timing, but the stimulus duration was one order of magnitude larger than
in our case study and there was no report on precise input timing estimates. Hence, these methods were tested in
a different dynamic regime of the hemodynamic transformation than here. On the contrary, in our case study both
aspects–short stimuli and real fMRI data–are combined.
The lack of direct measurements of the neuronal activity makes it difficult to asses the quality of any estimation,
but the theoretical derivation of APIS ensures the optimality of the posterior estimates given the model and a
sufficiently high number of effective samples. Although we recognize the need to compare our proposed method
with interesting alternatives, a fair comparison is difficult because the accuracy of the different methods in different
dynamic regimes is not known and there is no ground truth available. Thus, it is important to clarify which of the
available methods are good approximations for the different stimuli modalities and dynamic regimes of the nonlinear
hemodynamic system, and how they compare to our adaptive importance sampling method, which is applicable in
any dynamic regime. Hence, finding good benchmarks for all methods with many types of stimulus modalities is
urgently needed and an extensive comparison of alternative methods should be addressed in future work. In this
analysis, the question of how accurate the Gaussian approximations are in the different dynamic regimes would
require special attention.
To overcome the lack of a ground truth, the proposed method was validated by its ability to directly extract
timing information out of the time series. Inferring the timing of a stimulus shorter than the TR of the acquisition
requires very precise estimations of the neuronal activity, especially if very fast changes are suppressed by the
hemodynamic transformation and the only retrievable information are signals with a temporal resolution an order
of magnitude larger. Hence, we believe that the proposed analysis can serve as a benchmark on the precision of
timing information retrieval for deconvolution methods of fMRI time series.
Finally, the proposed method can accommodate any nonlinear model that can be formulated as a stochastic
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differential equation, for instance the recent model [19]. Moreover, the model can be easily extended to accommo-
date context dependent connectivity and other confound signals like heart rate or head motion. This generality
and flexibility together with the demonstrated accuracy and efficiency makes the proposed method an interesting
alternative to other nonlinear deconvolution methods for event related and resting state fMRI data.
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