In this paper the periodic integer-valued autoregressive model of order one with period T , driven by a periodic sequence of independent Poisson-distributed random variables, is studied in some detail. Basic probabilistic and statistical properties of this model are discussed.
Introduction
Since their introduction by Bennett (1958) and Gladyshev (1961 Gladyshev ( , 1963 ) much attention has been given to periodically correlated (or ciclostationary) processes, partially because of their wide applicability to hydrology (Vecchia 1985 , Salas 1993 It is worth to mention that all references given in the previous paragraph deal with the case of continuous-valued (i.e. conventional) periodically correlated processes. In contrast, however, the analysis of periodically correlated series of counts has not received much attention in the literature. This paper aims to give a contribution towards this direction. Motivation to include discrete data models comes from the need to account for the discrete nature of certain data sets, often counts of events, objects or individuals. Examples of applications can be found in the analysis of the number of rainy days (Cui and Lund, 2009) , time series of count data that are generated from stock transactions (Quoreshi, 2006) where each transaction refers to a trade between a buyer and a seller in a volume of stocks for a given price, statistical control process (Weiß, 2009 ), telecommunications (Weiß, 2008) , and also in the analysis of optimal alarm systems (Monteiro et al., 2008) , experimental biology (Zhou and Basawa, 2005) , social science (McCabe and Martin, 2005) , and queueing systems (Ahn et al. 2000) .
In this paper, we investigate basic probabilistic and statistical properties of the Periodic INtegervalued AutoRegressive process of order one with period T (hereafter PINAR(1) T ) defined by the recursive equation
with φ t = α j ∈ (0, 1) for t = j + kT, (j = 1, . . . , T, k ∈ IN 0 ), where the thinning operator • is defined as
being (U i,t (φ t )), for i = 1, 2, . . . , a periodic sequence of independent Bernoulli random variables (r.v's) with success probability P (U i,t (φ t ) = 1) = φ t . Furthermore, it is assumed that (Z t ) constitutes a periodic sequence of independent Poisson-distributed random variables with mean Further examples can be found in the analysis of international tourism demand (Brännäs et al. 2002 and Brännäs and Nordström 2006) . In general, the data exhibits a strong from of periodic variation over the day of the week in addition to a strong seasonal variation over the year, with a peak in July-August.
The rest of the paper is organized as follows: in Section 2, we demonstrate the existence of an almost surely unique non-negative integer-valued periodically stationary process satisfying (1) . Expressions for the periodic mean and autocovariance of the periodically stationary distribution are also given. Parameter estimation is covered in Section 3. In Section 4 the results are illustrated through a simulation study. Finally, some concluding remarks are given in Section 5.
Basic properties of the PINAR model
The analysis of the existence and uniqueness of a periodically stationary and causal PINAR(1) T process can be obtained via the analysis of the multivariate integer-valued autoregressive process introduced by Latour (1997) . Note that equation (1) admits the representation
with
, where denotes matrix transpose,
with (ζ t ) being a sequence of i.i.d. integer-valued random vectors independent of the operators, with finite mean given by
In view of the fact that the eigenvalues of the matrix A are lesser than one and that ζ t is independent of Y s ( s < t), it follows by Proposition 3.1 in Latour (1997, p. 236) that there exist an almost surely unique non-negative integer-valued stationary process satisfying (2). Next we obtain the periodically stationary distribution of (X t ). First, however, we prove the following result. For simplicity in notation we define
, which can be rewritten as
Note that the sequence (β t,i ) is periodic with period T . Moreover, the stationary distribution of (X t ) is given by that of
where the series converges almost surely and also in L 2 .
Proof. See Appendix A. Now we are prepared to obtain the periodic mean and autocovariance function of (X t ).
with the convention
Note that the mean µ j can be calculated recursively through the expression
Moreover, in contrast to the autocovariance function of a stationary series, γ j (·) is not symmetric 
Moments-based estimators
In this section we discuss Yule-Walker estimators (YW) for the vector of parameters θ which consist in the solution to the Yule-Walker type equations   
Conditional Least Squares Estimators (CLS)
The CLS-estimatorsθ CLS = (α 1,CLS ,λ 1,CLS , . . . ,α T,CLS ,λ T,CLS ) of θ are obtained by minimizing the expression (1) . In obtaining the asymptotic distribution ofθ CLS , we first prove the following lemma.
Proof. See Appendix A.
The following result establishes the asymptotic distribution of the CLS-estimators.
Theorem 3.1. Under the conditions above
Weighted Conditional Least Squares Estimators (WCLS)
The WCLS-estimatorsθ
by minimizing the sum of the squared error between the observations and its conditional mean and weighted by the inverse of the conditional variance, given by
Conditional Maximum Likelihood Estimation (CML)
The conditional likelihood function for the PINAR(1) T model can be shown to be
for i = 1, . . . , T . In order to solve this system, numerical procedures have to be employed. Note, however, that the CML estimates for the λ i 's are readily available from that for the α i 's through the following expressionλ
Large sample distribution of the CLM-estimators is given below. 
and
Simulation study
The aim of this section is to illustrate the theoretical findings given in Section 3 and to assess the small, moderate and large sample behavior of the YW, CLS, WCLS and CML estimators. Table 1 .
( Table 1 about here) A closer look at the table shows the superiority of the CML method in terms of both bias and mean square error (MSE) when the sample size increases. The simulation study also reveals that there is no gain in considering the WCLS method over the CLS method, being the differences between their sample means and their mean square errors negligible. Note that the YW, CLS and WCLS estimates of α, componentwise, tend to be biased to the left and negatively skewed;
see Figure 3 . The bias and skewness, however, are reduced when the sample size increases. This is in contrast with the YW, CLS and WCLS estimates of λ which tend to be biased to the right and positively skewed, specially for the largest values of the λ's. As expected, both the bias and the skewness are also reduced when the sample size increases; see Figure 4 . This is in agreement with the asymptotic properties of the estimators: unbiasedness and consistency.
( This is also true when dealing with PINAR models. Therefore, the developments of procedures for dimensionality reduction is an impeding problem. This remains a topic of future research.
Appendix A
Proof of Proposition 2.1. It is easy to see that X t is a Markov chain on IN 0 with the following transition probabilities
From (10) (1) and after rearranging some terms, it follows that
The equality in distribution holds both unconditionally and conditionally given X 0 = x 0 , say.
Note that the first term on the right-hand side of (11) is o p (1), both unconditionally and conditionally.
Next we show that Y j+kT converges almost surely. For all > 0 and k, n ∈ IN 0 P max
Note that the variable V
distribution (both unconditionally and conditionally) to the same limit. Hence, it follows that
is independent of X 0 . Suppose now that lim follows by the same argument as above. We skip the details. Finally, in order to prove the convergence in L 2 , we proceed as follows:
After some tedious calculations, we obtain
2 −→ 0, as k → +∞. This concludes the proof.
Proof of Theorem 2.1. We first prove the if part: assume that Z j+kT ∼ P (λ j ). Note that X j+kT can be rewritten as
Moreover, the probability generating function of X j+kT takes the form
which lead us to conclude that P X j+kT (r) = e −µ j (1−r) is the probability generating function of a Poisson-distributed random variable of mean µ j . Finally, we prove the only if part. If X j+kT is a Poisson random variable, then
providing that
which is the probability generating function of a Poisson r.v. of mean (12) and (13) it follows that
Thus,
, T . This completes the proof.
Proof of Lemma 3.1. First, note that
Thus the proof of (5) is concluded if we show that
In proving (14) observe that
After some tedious but straightforward calculations it is possible to prove that for r, w = 0, 1, 2
This proves the result in (14) . To prove (6) we proceed as follows: by symmetry of the matrix in (6)
Note that the (m, l)th entry of the matrix C kij , denoted by (C kij ) ml , for j, i = 1, . . . , T, j = i and l, m = 1, 2, can be expressed in the form (
Thus, it follows that
Again, after some tedious but straightforward calculations it can be prove that
as N → ∞. This proves the result in (6) . The proof of Lemma 3.1 is complete upon showing the result in (7) . In doing so, first note that
In order to calculate the variance-covariance matrix of N −1 S N (θ), the following preliminary results are needed
being F i,j , for i, j = 1, . . . , T , zero-mean (2 × 2) matrices with (m, l)th entry given by
Thus, the variance-covariance matrix of N −1 S N (θ) takes the form
The proof is complete.
Proof of Theorem 3.1.
is a zero-mean martingale with respect to F k . By (6) it follows that the central limit theorem for martingales (Hall and Heyde, 1980) applies to S k (θ), providing
Now consider the first-order Taylor expansion
being the remainder term
By (5) 
