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Abstract
One central task in machine learning (ML) is to extract underlying patterns, structure
and knowledge from observed data, which is essential for making effective use of big data
for many applications. Among the various ML models and algorithms designed for pattern
discovery, latent variable models (LVMs) are a large family of models providing a principled
and effective way to uncover knowledge hidden behind data and have been widely used in
text mining, computer vision, speech recognition, computational biology and recommender
systems. Due to the dramatic growth of volume and complexity of data, several new
challenges have emerged and cannot be effectively addressed by existing LVMs: 1) In
the event that the popularity of patterns behind big data is distributed in a power-law
fashion, where a few dominant patterns occur frequently whereas most patterns in the long-
tail region are of low popularity, standard LVMs are inadequate to capture the long-tail
patterns, which can incur significant information loss. 2) To cope with the rapidly growing
complexity of patterns present in big data, ML practitioners typically increase the size
and capacity of LVMs, which incurs great challenges for model training, inference, storage
and maintenance — how to reduce model complexity without compromising expressivity?
3) There exist substantial redundancy and overlapping amongst patterns discovered by
existing LVMs from massive data, making them hard to interpret — how to promote
low redundancy? To addresses the three challenges discussed above, we develop a novel
regularization technique for LVMs, which controls the geometry of the latent space during
learning to enable the learned latent components of LVMs to be diverse in the sense that
they are favored to be mutually different from each other, to accomplish long-tail coverage,
low redundancy, and better interpretability. We propose a mutual angular regularizer
(MAR) to encourage the components in LVMs to have larger mutual angles. The MAR is
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non-convex and non-smooth, entailing great challenges for optimization. To cope with this
issue, we derive a smooth lower bound of the MAR and optimize the lower bound instead.
We show that the monotonicity of the lower bound is closely aligned with the MAR to
qualify the lower bound as a desirable surrogate of the MAR. Using neural network (NN)
as an instance, we analyze how the MAR affects the generalization performance of NN. On
two popular latent variable models — restricted Boltzmann machine and distance metric
learning, we demonstrate that MAR can effectively capture long-tail patterns, reduce model
complexity without sacrificing expressivity and improve interpretability.
Keywords: Latent Variable Models, Mutual Angular Regularization, Diversity, Non-
Convex Optimization, Generalization Error Analysis
1. Introduction
One central task in machine learning (ML) is to extract underlying patterns from observed
data (Bishop, 2006; Han et al., 2011; Fukunaga, 2013), which is essential for making effective
use of big data for many applications (Council, 2013; Jordan and Mitchell, 2015). For
example, in the healthcare domain (Sun and Reddy, 2013), with the the prevalence of new
technologies, data from electronic healthcare records (EHR), sensors, mobile applications,
genome, social media is growing in both volume and complexity at an unexpected rate
(Sun and Reddy, 2013). Distilling high-value information such as clinical phenotypes (Ho
et al., 2014; Wang et al., 2015), treatment plans (Razali and Ali, 2009; Martin and Nolf,
2002), patient similarity (Wang et al., 2011; Sun et al., 2012) etc., from such data is of vital
importance, but highly challenging. Among the various ML models and algorithms designed
for pattern discovery, latent variable models (LVMs) (Rabiner, 1989; Bishop, 1998; Knott
and Bartholomew, 1999; Blei et al., 2003; Hinton et al., 2006; Airoldi et al., 2009; Blei, 2014)
or latent space models (LSMs) (Rumelhart et al., 1985; Deerwester et al., 1990; Olshausen
and Field, 1997; Lee and Seung, 1999; Xing et al., 2002) are a large family of models
providing a principled and effective way to uncover knowledge hidden behind data and
have been widely used in text mining (Deerwester et al., 1990; Blei et al., 2003), computer
vision (Olshausen and Field, 1997; Lee and Seung, 1999), speech recognition (Rabiner,
1989; Hinton et al., 2012), computational biology (Xing et al., 2007; Song et al., 2009) and
recommender systems (Gunawardana and Meek, 2008; Koren et al., 2009). For instance,
semantic-oriented distillation models such as Latent Semantic Indexing (LSI) (Deerwester
et al., 1990), Latent Dirichlet Allocation (LDA) (Blei et al., 2003), Sparse Coding (Olshausen
and Field, 1997), have led to a number of breakthroughs in automatic extraction of topics
(Blei et al., 2003), entity types (Shu et al., 2009), storylines (Ahmed and Xing, 2010)
from textual information. Multi-layer neural networks (Krizhevsky et al., 2012; Bahdanau
et al., 2014) and latent graphical models (Salakhutdinov and Hinton, 2009; Mohamed et al.,
2011) have demonstrated great success in automatic learning of low-, middle- and high-
level features from raw data and greatly advanced image classification (Krizhevsky et al.,
2012), machine translation (Bahdanau et al., 2014) and speech recognition (Hinton et al.,
2012). In healthcare domain, LVMs have also been applied to various analytic applications,
including topic model for clinical notes analysis (Arnold and Speier, 2012; Cohen et al.,
2014), restricted Boltzmann machine (Hinton, 2010) for patient profile modeling (Nguyen
2
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Figure 1: (a) The number of documents belonging to each topic in the wikipedia dataset;
(b) the number of images in each category of the ImageNet dataset.
Figure 2: Conventional LVMs: circles denote patterns in knowledge and triangles denote
the components in an LVM. The size of the circle is proportional to the popularity
of the pattern.
et al., 2013; Tran et al., 2015), distance metric learning (Xing et al., 2002) for patient
similarity measure (Sun et al., 2012; Wang et al., 2011), tensor factorization (Cichocki
et al., 2008) for computational phenotyping (Ho et al., 2014; Wang et al., 2015), to name a
few.
Although LVMs have now been widely used, several new challenges have emerged due to
the dramatic growth of volume and complexity of data: 1) In the event that the popularity
of patterns behind big data is distributed in a power-law fashion, where a few dominant
patterns occur frequently whereas most patterns in the long-tail region are of low popularity
(Wang et al., 2014; Xie et al., 2015), standard LVMs are inadequate to capture the long-tail
patterns, which can incur significant information loss (Wang et al., 2014; Xie et al., 2015).
For instance, Figure 1(a) shows the distribution of the number of documents belonging to
each topic in the wikipedia (Partalas et al., 2015) document collection with 2.4M docu-
ments and 0.33M topics. Dominant topics such as politics, economics are of high frequency
whereas long-tail topics such as symphony, painting are of low popularity. A possible rea-
son for standard LVMs to be inadequate to capture the long-tail patterns may lie in the
design of their objective function used for training. For example, a maximum likelihood
estimator would reward itself by modeling the dominant patterns well as they are the major
3
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Figure 3: (a) Retrieval precision versus K; (b) Runtime versus K.
contributors of the likelihood function, as illustrated in Figure 2. Since dominant patterns
denoted by these two large circles are the major contributors of the likelihood function,
LVMs would allocate a number of triangles to cover the large circles as best as possible.
On the other hand, the long-tail patterns denoted by the small circles contribute less to the
likelihood function, thereby it is not very rewarding to model them well and LVMs tend
to ignore them. However, in practice, long-tail patterns are important and ignoring them
would incur significant information loss, as we evidence below. First, the volume of long-tail
patterns can be quite large (Partalas et al., 2015; Deng et al., 2009). For example, in the
Wikipedia dataset (Figure 1(a)) 96.3% topics are used by less than 100 documents. The
percentage of documents labeled with long-tail topics is 51.8%. Second, in some applica-
tions (Wang et al., 2014), the long-tail patterns can be more interesting and useful. For
example, Tencent Inc applied topic models for advertisement, in one application (Jin, 2014),
they showed that long-tail topics such as lose weight, children nursing improve the click-
through rate by 40%. 2) To cope with the rapidly growing complexity of patterns present
in big data, ML practitioners typically increase the size and capacity of LVMs, which incurs
great challenges for model training, inference, storage and maintenance (Xie, 2015) — how
to reduce model complexity without compromising expressivity? In LVMs the number of
components K incurs a tradeoff between model expressivity and complexity (Xie, 2015).
Under a small K, the model would have fewer parameters and hence of lower complexity
and better computational and statistical efficiency. However, the downside is the expressiv-
ity of the model would be low. For a large K, the model would have high expressivity, but
also high complexity and computational overhead. Figure 3 shows in a task (Xie, 2015) of
document retrieval based on distance metric learning, how the retrieval precision and train-
ing time vary as the number of components K grows. It is interesting to explore whether
it is possible to simultaneously achieve high expressivity and low complexity under a small
K. 3) There exist substantial redundancy and overlapping amongst patterns discovered by
existing LVMs from massive data, making them hard to interpret (Wang et al., 2015). To
better assist human to explore the data and make decisions, it is desirable to learn patterns
that are interpretable (Wang et al., 2015). Oftentimes, the patterns extracted by standard
LVMs have a lot of redundancy and overlapping (Wang et al., 2015), which are ambiguous
and difficult to interpret. Such a problem is especially severe in big data where the amount
and complexity of both patterns and data are large. For example, in computational pheno-
typing from EHR, it is observed that the learned phenotypes by standard matrix and tensor
factorization have much overlap, causing confusion such as two similar treatment plans are
4
Latent Variable Modeling with Diversity-Inducing Mutual Angular Regularization
Figure 4: Long-tail LVMs: under diversification, the triangles (latent components) origi-
nally concentrated in the large circles (semantic patterns in data) now spread to
different regions and cover the small circles.
learned for the same type of disease (Wang et al., 2015). It is necessary to control the latent
space during learning to make the patterns distinct and interpretable.
In this paper, we develop and investigate a novel regularization technique for LVMs, which
controls the geometry of the latent space during learning, and simultaneously addresses the
three challenges discussed above. Our proposed methods enable the learned latent compo-
nents of LVMs to be diverse in the sense that they are favored to be mutually ”different”
(in the sense to be made mathematically formal and explicit later in the proposal) from
each other, to accomplish long-tail coverage, low redundancy, and better interpretability.
First, concerning the long-tail phenomenon in extracting latent patterns (e.g., clusters, top-
ics) from data: if the model components are biased to be far apart from each other, then
one would expect that such components will tend to be less overlapping and less aggregated
over dominant patterns (as one often experiences in standard clustering algorithms (Zou and
Adams, 2012)), and therefore more likely to capture the long-tail patterns, as illustrated in
Figure 4. Second, reducing model complexity without sacrificing expressivity: if the model
components are preferred to be different from each other, then the patterns captured by
different components are likely to have less redundancy and hence complementary to each
other. Consequently, it is possible to use a small set of components to sufficiently capture a
large proportion of patterns, as illustrated in Figure 5. Third, improving the interpretability
of the learned components: if model components are encouraged to be distinct from each
other and non-overlapping, then it would be cognitively easy for human to associate each
component to an object or concept in the physical world.
The major contributions of this paper are:
• We propose a diversity-promoting regularization approach to solve several key prob-
lems in latent variable modeling: capture long-tail patterns, reduce model complexity
without compromising expressivity and improve interpretability.
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Figure 5: Low-Redundancy LVMs (blue circles denote data samples and red bars denote
components): Without diversification, the red bars can be redundant and four
bars are needed to cover the blue circles. With diversification, the red bars are
forced to be different from each other and only two bars are needed to cover the
circles well.
• We propose a mutual angular regularizer to encourage the components in LVMs to
have larger mutual angles.
• We develop optimization techniques to learn the mutual angle regularized LVMs,
which are non-smooth and non-convex, hence are challenging.
• Using neural network (NN) as a model instance, we analyze how the MAR affects the
generalization error bounds of NN.
• On restricted Boltzmann machine and distance metric learning, we empirically demon-
strate that MAR can effectively capture long-tail patterns, reduce model complexity
without sacrificing expressivity and improve interpretability.
The rest of the paper is organized as follows. In Section 2, we review related works. In
Section 3, we propose the mutual angular regularizer and present the optimization tech-
niques. Section 4 analyzes how the MAR affects the generalization errors of neural networks
and Section 5 gives empirical evaluations of MAR on restricted Boltzmann machine and
distance metric learning. Section 6 concludes the paper.
2. Related Works
Latent Variable Models Latent Variable Models (LVMs) (Rabiner, 1989; Bishop, 1998;
Knott and Bartholomew, 1999; Blei et al., 2003; Hinton et al., 2006; Airoldi et al., 2009; Blei,
2014) or more generally Latent Space Models (LSMs) (Rumelhart et al., 1985; Deerwester
et al., 1990; Olshausen and Field, 1997; Lee and Seung, 1999; Xing et al., 2002) are a large
family of models in machine learning that are widely utilized for various application domains
such as natural language processing (Blei et al., 2003; Petrov and Klein, 2007), computer vi-
sion (Fei-Fei and Perona, 2005; Krizhevsky et al., 2012), speech recognition (Rabiner, 1989;
Mohamed et al., 2011), computational biology (Xing et al., 2007; Song et al., 2009), recom-
mender systems (Mnih and Salakhutdinov, 2007; Salakhutdinov et al., 2007), social network
analysis (Airoldi et al., 2009; Ho et al., 2012) and so on. The utilities of LVMs/LSMs include
6
Latent Variable Modeling with Diversity-Inducing Mutual Angular Regularization
but not limited to: 1) representation learning (Deep Neural Networks (Krizhevsky et al.,
2012), Deep Belief Network (Mohamed et al., 2011), Restricted Boltzmann Machine (Hin-
ton, 2010)); 2) semantic distillation (Latent Semantic Indexing (Deerwester et al., 1990),
topic models (Blei et al., 2003), Sparse Coding (Olshausen and Field, 1997)); 3) dimension
reduction (Factor Analysis (Knott and Bartholomew, 1999), Principal Component Analysis
(Jolliffe, 2002), Canonical Component Analysis (Bishop, 2006), Independent Component
Analysis (Hyva¨rinen et al., 2004)); 4) sequential data modeling (Hidden Markov Model
(Rabiner, 1989), Kalman Filtering (Grewal and Andrews, 2014)); 5) data grouping (Gaus-
sian Mixture Model (Bishop, 2006), Mixture Membership Stochastic Block model (Airoldi
et al., 2009)); 6) latent factor discovery (Matrix Factorization (Koren et al., 2009), Ten-
sor Factorization (Shashua and Hazan, 2005)). While existing latent variable models have
demonstrated effectiveness on small to moderate scale data, they are inadequate to cope
with new problems emerged in big data, such as the highly skewed distribution of pattern
frequency (Wang et al., 2014; Xie et al., 2015), the conflict between model complexity and
effectiveness (Xie, 2015), the interpretability of large amount of patterns discovered from
massive data (Wang et al., 2015), as explained in Section 1.
Regularization Regularization (Hoerl and Kennard, 1970; Tibshirani, 1996; Recht et al.,
2010; Wainwright, 2014; Srivastava et al., 2014) is an important concept and technique in
machine learning, which can help alleviate overfitting (Hoerl and Kennard, 1970; Srivastava
et al., 2014), reduce model complexity (Tibshirani, 1996; Recht et al., 2010), achieve certain
properties of parameters such as sparsity (Tibshirani, 1996; Friedman et al., 2008; Jacob
et al., 2009; Kim and Xing, 2010; Jenatton et al., 2011), low-rankness (Fazel et al., 2003;
Recht et al., 2010; Cande`s et al., 2011), stabilize an optimization problem (Wainwright,
2014) and lead to algorithmic speed-ups (Wainwright, 2014). Commonly used regularizers
include squared L2 norm (Hoerl and Kennard, 1970), L1 norm (Tibshirani, 1996), group
Lasso norm (Yuan and Lin, 2006) for parameters represented by vectors and Frobenius norm
(Mnih and Salakhutdinov, 2007) and trace norm (Recht et al., 2010) for parameters repre-
sented by matrices, and structured Hilbert norms for functions in Hilbert spaces (Scho¨lkopf
and Smola, 2002). Regularization approaches promoting diversity in the underlying solu-
tions have been studied and applied in ensemble learning (Krogh et al., 1995; Kuncheva and
Whitaker, 2003; Brown et al., 2005; Banfield et al., 2005; Tang et al., 2006; Partalas et al.,
2008; Yu et al., 2011), latent variable modeling (Zou and Adams, 2012; Xie et al., 2015; Xie,
2015), classification (Malkin and Bilmes, 2008; Jalali et al., 2015), multitask learning (Jalali
et al., 2015). Many works (Krogh et al., 1995; Kuncheva and Whitaker, 2003; Brown et al.,
2005; Banfield et al., 2005; Tang et al., 2006; Partalas et al., 2008; Yu et al., 2011) explored
how to select a diverse subset of base classifiers or regressors in ensemble learning, with the
aim to improve generalization error and reduce computational complexity. Recently, (Zou
and Adams, 2012; Xie et al., 2015; Xie, 2015) studied the diversity-inducing regularization
of latent variable models, which encourages the individual components in latent variable
models to be different from each other, with the goal to capture long-tail knowledge and
reduce model complexity. In a multi-class classification problem, Malkin and Bilmes (2008)
proposed to use the determinant of the covariance matrix to encourage classifiers to be
different from each other. Jalali et al. (2015) proposed a class of convex diversity regular-
izers and applied them for hierarchical classification and multi-task learning. While these
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works nicely demonstrate the effectiveness of diversity-promoting regularizers via empirical
experiments, a rigorous theoretical analysis is missing. In this work, we aim to bridge this
gap.
Generalization Performance of Neural Networks The generalization performance of
neural networks, in particular the approximation error and estimation error, has been widely
studied in the past several decades. For the approximation error, Cybenko (1989) demon-
strated that finite linear combinations of compositions of a fixed, univariate function and a
set of affine functionals can uniformly approximate any continuous function. Hornik (1991)
showed that neural networks with a single hidden layer, sufficiently many hidden units and
arbitrary bounded and nonconstant activation function are universal approximators. Leshno
et al. (1993) proved that multilayer feedforward networks with a non-polynomial activation
function can approximate any function. Various error rates have also been derived based on
different assumptions of the target function. Jones (1992) showed that if the target function
is in the hypothesis set formed by neural networks with one hidden layer of m units, then the
approximation error rate is O(1/
√
m). Barron (1993) showed that neural networks with one
layer of m hidden units and sigmoid activation function can achieve approximation error of
order O(1/
√
m), where the target function is assumed to have a bound on the first moment
of the magnitude distribution of the Fourier transform. Makovoz (1998) proved that if the
target function is of the form f(x) =
∫
Q c(w, b)h(w
Tx + b)dµ, where c(·, ·) ∈ L∞(Q,µ),
then neural networks with one layer of m hidden units can approximate it with an error
rate of n−1/2−1/(2d)
√
log n, where d is the dimension of input x. As for the estimation er-
ror, please refer to (Anthony and Bartlett, 1999) for an extensive review, which introduces
various estimation error bounds based on VC-dimension, flat-shattering dimension, pseudo
dimension and so on.
3. Latent Variable Modeling with Mutual Angular Regularization
In this section, we begin with a review of latent variable models, then propose the mutual
angular regularizer and utilize it to regularize LVMs. We present optimization techniques
to learn mutual angle regularized LVMs.
3.1 Latent Variable Models
An LVM consists of two types of variables: the observed ones are utilized to model the
observed data and the latent ones are used to characterize the hidden patterns. The in-
teraction between observed and latent variables encodes the correlation between data and
patterns. Under an LVM, extracting patterns from data corresponds to inferring the value
of latent variables given the observed ones (Blei, 2014). For example, in topic models (Blei
et al., 2003; Hinton and Salakhutdinov, 2009) which are widely employed to extract topics
from documents, the observed variables are used to model words and the latent variables
are used to capture topics. The knowledge and structures hidden behind data are usually
composed of multiple patterns. For instance, the semantics underlying documents contains
8
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Figure 6: The mean of pairwise angles between vectors in (a) is close to (b), but the variance
of angles in (a) is much larger.
a set of themes (Hofmann, 1999; Blei et al., 2003), such as politics, economics and educa-
tion. Accordingly, latent variable models are parametrized by multiple components where
each component aims to capture one pattern in the knowledge and is represented with a
parameter vector. For instance, the components in Latent Dirichlet Allocation (Blei et al.,
2003) are called topics and each topic is parametrized by a multinomial vector.
3.2 Mutual Angular Regularizer
Motivated by the problems stated in Section 1, we propose to regularize the components in
LVMs, to encourage them to diversely spread out. To measure the diversity of components,
we define a mutual angular regularizer, which is a score bearing a larger value if the com-
ponents are more diverse. Before quantifying the diversity of a set of components, we first
measure the dissimilarity between two components (vectors). A good dissimilarity measure
between two vectors would be invariant to scaling, translation, rotation and orientation of
the two vectors. Commonly used metrics such as Euclidean distance, L1 distance, cosine
similarity are not ideal since they are either sensitive to scaling or orientation. In this work,
we utilize the non-obtuse angle θ as the dissimilarity measure of two vectors x and y, which
is defined θ = arccos( |x·y|‖x‖‖y‖). The non-obtuse angle differs from the ordinary definition
of angle in that it is always acute or right, which is preferred due to its insensitiveness of
vector orientation. Given this pairwise dissimilarity measure, we can measure the diversity
of a vector set. Let A ∈ RK×D denote a set of K components where each row of A is a
D-dimensional component vector and the K vectors are assumed to be linearly indepen-
dent. We first take each pair of vectors (ai,aj) from A, compute their non-obtuse angle
θij . Given all these pairwise angles, the mutual angular regularizer Ω(A) is defined as the
mean of these angles minus the variance of these angles
Ω(A) =
1
K(K − 1)
K∑
i=1
K∑
j=1,j 6=i
θij − γ 1
K(K − 1)
K∑
i=1
K∑
j=1,j 6=i
(θij − 1
K(K − 1)
K∑
p=1
K∑
q=1,q 6=p
θpq)
2
(1)
9
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where γ > 0 is a tradeoff parameter between mean and variance. The mean term summarizes
how these vectors are different from each other on the whole. A larger mean indicates these
vectors share a larger angle in general, hence are more diverse. The variance term is utilized
to encourage the vectors to evenly spread out to different directions. A smaller variance
indicates that each vector is uniformly different from all other vectors. Encouraging the
variance to be small can prevent the phenomenon that the vectors fall into several groups
where vectors in the same group have small angles and vectors between groups have large
angles. Such a phenomenon renders the vectors to be redundant and less diverse, and hence
should be prohibited. Figure 6 shows two set of vectors, where the mean of the pairwise
angles of the first set (Figure 6(a)) is roughly the same as that of the second set (Figure
6(b)). But the variance of these angles are quite different in these two sets. In the first set,
two vectors are very close to each other, while the third one is different from them. Hence
the variance of the angles is large. In the second set, the vectors evenly point to different
directions, hence the variance of angles is small. The first set has redundant vectors which
is contradictory to diversity, hence it is desirable to prohibit such cases by encouraging the
variance of the vectors to be small.
3.3 Latent Variable Models with Mutual Angular Regularization
Given this mutual angular regularizer, we can apply it to regularize latent variable models
and control the geometry of the latent space during learning. Specifically it is employed to
encourage the components to be diverse. Let L(A) denote model-specific objective function,
such as likelihood (e.g., in topic models (Blei et al., 2003), restricted Boltzmann machine
(Hinton, 2010)), negative squared-loss (sparse coding (Olshausen and Field, 1997)), etc.
Without loss of generality, we assume it is to be maximized. To diversify the components
in the LVM, we augment the objective function with Ω(A) and define a mutual angle
regularized LVM (MAR-LVM) problem as
(P1) maxA L(A) + λΩ(A) (2)
where λ is a tradeoff parameter. λ plays an important role in balancing the diversity of
model components and their fitness to data. Under a small λ, the components are learned to
best fit data and their diversity is ignored. As discussed earlier, such components have high
redundancy and may not be able to cover long-tail patterns effectively and are not amenable
for optimization. Under a large λ, components are regularized to have high diversity, but
may not fit well to data. To sum up, a proper λ needs to be chosen to achieve the optimal
balance.
3.4 Optimization
The mutual angular regularizer Ω(A) is non-smooth and non-convex, entailing great chal-
lenges for solving problem (P1) defined in Eq.(2). In this section, we discuss how to address
this issue. The basic strategy is to derive a smooth approximation Γ(A) of Ω(A) and op-
timize Γ(A) instead. For reasons that will be clear later, we first reformulate (P1) by
decomposing a component into its direction and magnitude. Let A = diag(g)A˜, where
10
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Algorithm 1 Algorithm for solving MAR-LVM.
Input: K,λ
repeat
Fixing A˜, learn g by solving the problem in Eq.(4)
Fixing g, learn A˜ by solving the problem in Eq.(6)
until converge
g is a vector and gi denotes the L2 norm of the ith row of A, then the L2 norm of each
row vector a˜ in A˜ is 1. Based on the definition of the mutual angular regularizer, we have
Ω(A) = Ω(A˜). Accordingly, (P1) can be reformulated as
(P2) max
A˜,g
L(diag(g)A˜) + λΩ(A˜)
s.t. ∀i = 1, · · · ,K, ‖a˜i‖ = 1, gi > 0
(3)
(P2) can be solved by alternating between g and A˜: optimizing g with A˜ fixed and opti-
mizing A˜ with g fixed. With A˜ fixed, the problem defined over g is
maxg L(diag(g)A˜)
s.t. ∀i = 1, · · · ,K, gi > 0 (4)
which can be efficiently solved with many optimization methods such as projected gradient
descent (Boyd and Vandenberghe, 2004), barrier method (Boyd and Vandenberghe, 2004),
etc. Fixing g, the problem defined over A˜ is
max
A˜
L(diag(g)A˜) + λΩ(A˜)
s.t. ∀i = 1, · · · ,K, ‖a˜i‖ = 1 (5)
which is still non-smooth and non-convex, entailing great obstacles for optimization. To
address this issue, we derive a smooth lower bound Γ(A˜) of the regularizer and use the
lower bound as a surrogate of Ω(A˜) for optimization
max
A˜
L(diag(g)A˜) + λΓ(A˜)
s.t. ∀i = 1, · · · ,K, ‖a˜i‖ = 1 (6)
Since Γ(A˜) is smooth, the optimization problem in Eq.(6) is much easier than that in
Eq.(5) and many algorithms can be applied, such as projected gradient descent (Boyd and
Vandenberghe, 2004). The overall algorithm is summarized in Algorithm 1. The lower
bound is given in Theorem 1.
Theorem 1 Let det(A˜TA˜) denote the determinant of the Gram matrix of A˜, then 0 <
det(A˜TA˜) ≤ 1. Let Γ(A˜) = arcsin(
√
det(A˜TA˜))− (pi2 − arcsin(
√
det(A˜TA˜)))2, then Γ(A˜)
is a lower bound of Ω(A˜). Γ(A˜) and Ω(A˜) have the same global optimal.
Proof To prove Theorem 1, the following lemma is needed1.
1. The proofs of lemmas utilized in this section are deferred to Appendix A.
11
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Lemma 1 Let the parameter vector a˜i of component i be decomposed into a˜i = xi + liei,
where xi =
∑K
j=1,j 6=i αj a˜j lies in the subspace L spanned by {a˜1, · · · , a˜K}\{a˜i}, ei is in
the orthogonal complement of L, ‖ei‖ = 1, ei · a˜i > 0, li is a scalar. Then det(A˜TA˜) =
det(A˜T−iA˜−i)(liei · a˜i), where A˜−i = [a˜1, · · · , a˜i−1, a˜i+1, · · · , a˜K ] with a˜i excluded..
The mutual angular regularizer Ω(A˜) comprises of two terms: Ω(A˜) = Ψ(A˜) − Π(A˜), in
which Ψ(A˜) and Π(A˜) measure the mean and variance of the pairwise angles respectively.
We bound the two terms separately. We first bound the mean Ψ(A˜). Since the component
vectors are assumed to be linearly independent, we have det(A˜TA˜) > 0. As liei · a˜i ≤
‖liei‖‖a˜i‖ ≤ 1 and det(A˜TA˜) = det(A˜T−iA˜−i)(liei · a˜i) (according to Lemma 1), we have
det(A˜TA˜) ≤ det(A˜T−iA˜−i). As ∀j,det(a˜Tj a˜j) = 1, we can eliminate the columns of A˜−i
and apply the inequality repeatedly to draw the conclusion that det(A˜T−iA˜−i) ≤ 1 (and
det(A˜TA˜) ≤ 1). So liei · a˜i = ‖liei‖2 ≥ det(A˜TA˜). For any j 6= i, the pairwise angle
between a˜i and a˜j is:
θ(a˜i, a˜j) = arccos(|a˜i · a˜j |)
= arccos(|xi · a˜j |)
≤ arccos(‖xi‖‖a˜j‖)
= arccos(‖xi‖)
= arccos(
√
1− ‖liei‖2)
≤ arccos(
√
1− det(A˜TA˜))
= arcsin(
√
det(A˜TA˜))
(7)
Thus Ψ(A˜) ≥ arcsin(
√
det(A˜TA˜)). Now we bound the variance Π(A˜). For any i 6= j,
we have proved that θ(a˜i, a˜j) ≥ arcsin(
√
det(A˜TA˜)). From the definition of θ(a˜i, a˜j), we
also have θ(a˜i, a˜j) ≤ pi2 . As Ψ(A˜) is the mean value of all pairwise θ(a˜i, a˜j), we have
arcsin(
√
det(A˜TA˜)) ≤ Ψ(A˜) ≤ pi2 . So |θ(a˜i, a˜j) − Ψ(A˜)| ≤ pi2 − arcsin(
√
det(A˜TA˜)). So
Π(A˜) ≤ (pi2 −arcsin(
√
det(A˜TA˜)))2. Combining the lower bound of Ψ(A˜) and upper bound
of Π(A˜), we have Ω(A˜) ≥ Γ(A˜) = arcsin(
√
det(A˜TA˜))− (pi2 −arcsin(
√
det(A˜TA˜)))2. Both
Ω(A˜) and Γ(A˜) obtain the optimal value of pi/2 when vectors in A˜ are orthogonal to each
other. The proof completes.
Here we present an intuitive understanding of the lower bound. det(A˜TA˜) is the volume
of the parallelipiped formed by the vectors in A˜. The volume of a parallelipiped depends
on both the length of vectors and the angles between vectors. Since vectors in A˜ are of
unit-length, the angles determine the volume. The larger det(A˜TA˜) is, the more likely2
these vectors share larger angles. Let g(x) = arcsin(
√
x) − (pi2 − arcsin(
√
x))2, which is
increasing function, then Γ(A˜) = g(det(A˜TA˜)), which is increasing w.r.t det(A˜TA˜). This
2. This is not for sure.
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implies that the larger Γ(A˜) is, the more likely the vectors in A˜ have larger angles, and
accordingly the more likely that the mutual angular regularizer is larger.
While in general increasing a lower bound of a function cannot ensure the function itself is
increased, in our case it can be proved that the monotonicity of Γ(A˜) is closely aligned with
Ω(A˜). Specifically, at each point, the gradient of Γ(A˜) is an ascent direction of Ω(A˜), which
is formally stated in Theorem 2. This property qualifies Γ(A˜) to be a desirable surrogate
of Ω(A˜).
Theorem 2 Let G be the gradient of Γ(A˜) w.r.t A˜. ∃τ > 0, such that ∀η ∈ (0, τ),
Ω(P(A˜+ ηG)) ≥ Ω(A˜) where P(·) denotes the projection to the unit sphere.
To prove Theorem 2, we show that at each point the gradient of Γ(A˜) is an ascent direction
of the mean of angles Ψ(A˜) and is a descent direction of the variance of angles Π(A˜), which
are formally stated in Theorem 3 and 4. Since Ω(A˜) is the difference between Ψ(A˜) and
Π(A˜), the gradient of Γ(A˜) is a descent direction of Ω(A˜).
Theorem 3 Let G be the gradient of Γ(A˜) w.r.t A˜. ∃τ1 > 0, such that ∀η ∈ (0, τ1),
Ψ(P(A˜+ ηG)) ≥ Ψ(A˜) where P(·) denotes the projection to the unit sphere.
Proof We first introduce some notations. Let V = {(i, j)|1 ≤ i, j ≤ K, i 6= j, a˜(t)i · a˜(t)j = 0},
N = {(i, j)|1 ≤ i, j ≤ K, i 6= j, a˜(t)i · a˜(t)j 6= 0}, where a˜(t)i is the ith row of A(t). Let ∆V =∑
(i,j)∈V (θ(a˜
(t+1)
i , a˜
(t+1)
j )−θ(a˜(t)i , a˜(t)j )), ∆N =
∑
(i,j)∈N (θ(a˜
(t+1)
i , a˜
(t+1)
j )−θ(a˜(t)i , a˜(t)j )), then
Ω(A˜(t+1))− Ω(A˜(t)) = ∆V + ∆N . Let x(t)ij = |a˜(t)i · a˜(t)j |, x(t+1)ij = |a˜(t+1)i · a˜(t+1)j |.
The following lemmas are needed to prove Theorem 3.
Lemma 2 Let the parameter vector a˜i of component i be decomposed into a˜i = xi + liei,
where xi =
∑K
j=1,j 6=i αj a˜j lies in the subspace L spanned by {a˜1, · · · , a˜K}\{a˜i}, ei is in the
orthogonal complement of L, ‖ei‖ = 1, ei · a˜i > 0, li is a scalar. Then the gradient of Γ(A˜)
w.r.t ai is kiei, where ki is a positive scalar.
Lemma 3 ∀(i, j) ∈ V , we have θ(a˜(t+1)i , a˜(t+1)j )− θ(a˜(t)i , a˜(t)j ) = o(η), where limη→0
o(η)
η = 0.
Lemma 4 ∀(i, j) ∈ N , ∃cij > 0, such that θ(a˜(t+1)i , a˜(t+1)j ) − θ(a˜(t)i , a˜(t)j ) = cijη + o(η),
where lim
η→0
o(η)
η = 0.
According to Lemma 2, a˜
(t+1)
i =
a˜
(t)
i +ηkiei
‖a˜(t)i +ηkiei‖
, a˜
(t+1)
j =
a˜
(t)
j +ηkjej
‖a˜(t)j +ηkjej‖
and ei · a˜(t)j = 0, ej ·
a˜
(t)
i = 0. Since a˜i = xi + liei, we have ‖a˜(t)i + ηkiei‖ =
√
1 + 2likiη + k2i η
2, and x
(t+1)
ij =
13
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|a˜(t)i ·a˜(t)j +η2kikje(t)i ·e(t)j |√
1+2likiη+k2i η
2
√
1+2ljkjη+k2j η
2
. We can prove Theorem 3 now.
Ψ(A˜(t+1))− Ω(A˜(t)) = ∆V + ∆N
=
∑
(i,j)∈V o(η) +
∑
(i,j)∈N (cijη + o(η))
= o(η) +
∑
(i,j)∈N cijη
(8)
lim
η→0
Ψ(A˜(t+1))−Ψ(A˜(t))
η = limη→0
o(η)+
∑
(i,j)∈N cijη
η =
∑
(i,j)∈N cij > 0. So ∃τ > 0 such that
∀η ∈ (0, τ) we have Ψ(A˜(t+1))−Ψ(A˜(t))η ≥ 12
∑
(i,j)∈N cij > 0. The proof completes.
Theorem 4 Let G be the gradient of Γ(A˜) w.r.t A˜. ∃τ2 > 0, such that ∀η ∈ (0, τ2),
Π(P(A˜+ ηG)) ≤ Π(A˜) where P(·) denotes the projection to the unit sphere.
Proof To prove Theorem 4, we need the following lemma.
Lemma 5 Given a nondecreasing sequence b = (bi)
n
i=1 and a strictly decreasing function
g(x) which satisfies 0 ≤ g(bi) ≤ min{bi+1 − bi : i = 1, 2, · · · , n − 1, bi+1 6= bi}, we define a
sequence c = (ci)
n
i=1 where ci = bi + g(bi). If b1 < bn, then var(c) < var(b), where var(·)
denotes the variance of a sequence. Furthermore, let n′ = max{j : bj 6= bn}, we define a
sequence b′ = (b′i)
n
i=1 where b
′
i = bi+g(bn)+(g(bn′)−g(bn))I(i ≤ n′) and I(·) is the indicator
function, then var(c) ≤ var(b′) < var(b).
The intuition behind the proof of Theorem 4 is: when the stepsize η is sufficiently small,
we can make sure the changes of smaller angles (between consecutive iterations) are larger
than the changes of larger angles, then Lemma 5 can be used to prove that the variance
decreases. Let θ
(t)
ij denote θ(a˜
(t)
i , a˜
(t)
j ). We sort θ
(t)
ij in nondecreasing order and denote the
resultant sequence as θ(t) = (θ
(t)
k )
n
k=1, then var((θ
(t)
ij )) = var(θ
(t)). We use the same order to
index θ
(t+1)
ij and denote the resultant sequence as θ
(t+1) = (θ
(t+1)
k )
n
k=1, then var((θ
(t+1)
ij )) =
var(θ(t+1)). Let g(θ
(t)
ij ) =
2cos(θ
(t)
ij )√
1−cos(θ(t)ij )
2
η if θ
(t)
ij <
pi
2 and 0 if θ
(t)
ij =
pi
2 , then g(θ
(t)
ij ) is a
strictly decreasing function. Let θ˜
(t)
k = θ
(t)
k + ckη = θ
(t)
k + g(θ
(t)
k ). It is easy to see when
η is sufficiently small, 0 ≤ g(θ(t)k ) ≤ min{θ(t)k+1 − θ(t)k : k = 1, 2, · · · , n − 1, θ(t)k+1 6= θ(t)k }.
We continue the proof from two complementary cases: (1) θ
(t)
1 < θ
(t)
n ; (2) θ
(t)
1 = θ
(t)
n . If
θ
(t)
1 < θ
(t)
n , then according to Lemma 5, we have var(θ˜(t)) < var(θ(t)), where θ˜(t) = (θ˜
(t)
k )
n
k=1.
Furthermore, let n′ = max{j : θ(t)j 6= θ(t)n }, θ′(t)k = θ(t)k + g(θ(t)n ) + (g(θ(t)n′ )− g(θ(t)n ))I(k ≤ n′),
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then var(θ˜(t)) ≤ var(θ′(t)) < var(θ(t)), where θ′(t) = (θ′(t)k )nk=1. var(θ′(t)) can be written as:
= 1n
∑n
i=1(θ
′(t)
i − 1n
∑n
j=1 θ
′(t)
j )
2
= 1n
∑n
i=1(θ
(t)
i + (g(θ
(t)
n′ )− g(θ(t)n ))I(i ≤ n′)− 1n
∑n
j=1 θ
(t)
j − n
′
n (g(θ
(t)
n′ )− g(θ(t)n )))2
= var(θ(t)) + 2( 1n
∑n
i=1(θ
(t)
i − 1n
∑n
j=1 θ
(t)
j )(g(θ
(t)
n′ )− g(θ(t)n ))(I(i ≤ n′)− n
′
n )
+ 1n
∑n
j=1(g(θ
(t)
n′ )− g(θ(t)n ))2(I(i ≤ n′)− n
′
n )
2
(9)
Let λ = 2( 1n
∑n
i=1(θ
(t)
i − 1n
∑n
j=1 θ
(t)
j )(I(i ≤ n′)− n
′
n ), it can be further written as
= 2n(
∑n′
i=1(θ
(t)
i − 1n
∑n
j=1 θ
(t)
j )(1− n
′
n ) +
2
n(
∑n
i=n′+1(θ
(t)
i − 1n
∑n
j=1 θ
(t)
j )(−n
′
n )
= 2n((
∑n′
i=1 θ
(t)
i − n
′
n
∑n
j=1 θ
(t)
j )(1− n
′
n ) +
2
n((
∑n
i=n′+1 θ
(t)
i − n−n
′
n
∑n
j=1 θ
(t)
j )(−n
′
n )
= 2n
′(n−n′)
n2
( 1n′
∑n′
i=1 θ
(t)
i − 1n−n′
∑n
i=n′+1 θ
(t)
i )
(10)
As θ
(t)
k is nondecreasing and θ
(t)
n 6= θ(t)n′ , we have λ < 0. Let µ =
2cos(θ
(t)
n′ )√
1−cos(θ(t)
n′ )
2
− 2cos(θ
(t)
n )√
1−cos(θ(t)n )
2
when θ
(t)
n <
pi
2 and µ =
2cos(θ
(t)
n′ )√
1−cos(θ(t)
n′ )
2
when θ
(t)
n =
pi
2 , then g(θ
(t)
n′ ) − g(θ(t)n ) = µη and µ > 0.
Substituting λ and µ into var(θ′(t)), we can obtain:
var(θ′(t)) = var(θ(t)) + λµη + 1n
∑n
j=1(I(i ≤ n′)− n
′
n )
2µ2η2
= var(θ(t)) + λµη + o(η)
Note that λ < 0 and µ > 0, so ∃δ1, such that η < δ1 ⇒ var(θ′(t)) < var(θ(t)) + λµ2 η. As
var(θ˜(t)) < var(θ′(t)), we can draw the conclusion that var(θ˜(t)) < var(θ(t)) + λµ2 η. On the
other hand,
var(θ(t+1)) = 1n
∑n
i=1(θ
(t+1)
i − 1n
∑n
j=1 θ
(t+1)
j )
2
= 1n
∑n
i=1(θ˜
(t)
i + o(η)− 1n
∑n
j=1 θ˜
(t)
j + o(η))
2
= 1n
∑n
i=1(θ˜
(t)
i − 1n
∑n
j=1 θ˜
(t)
j )
2 + o(η)
= var(θ˜(t)) + o(η)
So ∃δ2 > 0 such that η < δ2 ⇒ var(θ(t+1)) < var(θ˜(t))− λµ4 η. Let δ = min{δ1, δ2}, then
η < δ ⇒ var(θ(t+1)) < var(θ(t)) + λµ4 η < var(θ(t))
⇒ var((θ(t+1))) < var(θ(t))
For the second case θ
(t)
1 = θ
(t)
n , i.e., ∀(i1, j1), (i2, j2) ∈ N ∪ V , θ(t)i1j1 = θ
(t)
i2j2
, we prove that
var(θ(t+1)) = var(θ(t)). In this case, ∀(i1, j1), (i2, j2) ∈ N ∪V , ((A˜(t))TA˜(t))i1j1 = a˜(t)i1 · a˜
(t)
j1
=
a˜
(t)
i2
· a˜(t)j2 = ((A˜(t))TA˜(t))i2j2 . Denote p1 = a˜
(t)
i · a˜(t)j for i 6= j and p2 = a˜(t)i · a˜(t)j for i = j.
As A˜(t+1) = A˜(t) + cA˜(t)((A˜(t))TA˜(t))−1, where c = 2ηg′(det((A˜(t))TA˜(t))) det((A˜(t))TA˜(t))
and g(x) = arcsin(
√
x) − (pi2 − arcsin(
√
x))2, we have (A˜(t+1))TA˜(t+1) = (A˜(t))TA˜(t) +
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Figure 7: Restricted Boltzmann Machine
2cI+ c2((A˜(t))TA˜(t))−1. It is clear that ∀(i1, j1), (i2, j2) ∈ N ∪ V , ((A˜(t))TA˜(t) + 2cI)i1j1 =
((A˜(t))TA˜(t)+2cI)i2j2 . For c
2((A˜(t))TA˜(t))−1, write it as c2((p2−p1)IK+p11K1TK)−1, where
IK is the identity matrix and 1K is a vector of 1s whose length is K. Applying Sherman-
Morrison formula, we can obtain that ((A˜(t))TA˜(t))−1 = ((p2 − p1)−1IK − (p2−p1)
−11K1TK
1+K(p2−p1) )
which implies that ∀(i1, j1), (i2, j2) ∈ N ∪ V , ((A˜(t))TA˜(t))−1i1j1 = ((A˜(t))TA˜(t))−1i2j2 , so
((A˜(t+1))TA˜(t+1))i1j1 = ((A˜
(t+1))TA˜(t+1))i2j2 , so var(θ
(t+1)) = 0 = var(θ(t)).
Putting these two cases together, we conclude that ∃τ2 > 0, such that ∀η ∈ (0, τ2),
Π(A˜(t+1)) ≤ Π(A˜(t)).
4. Case Studies
In this section, we instantiate the general framework of mutual angle regularized LVMs
(MAR-LVMs) to three specific latent variable models: restricted Boltzmann machine, dis-
tance metric learning and neural networks, which are utilized to carry out the theoretical
and empirical study later on.
4.1 Restricted Boltzmann Machine
Restricted Boltzmann Machine (RBM) (Smolensky, 1986; Hinton and Salakhutdinov, 2009;
Srivastava et al., 2013) is a primary model for representation learning and has been widely
utilized in document modeling, information retrieval, collaborative filtering, etc. RBM is
a two-layer undirected graphical model (Figure 7) consisting of a layer of hidden units
h = {hk}Kk=1 used to capture latent features and a layer of visible units v = {vj}Dj=1
utilized to represent observed data. Each hidden unit is connected with all visible units
with undirected and weighted edges. The energy function defined over h and v is
E(h,v) = −
D∑
j=1
αjvj −
K∑
k=1
βkhk −
K∑
k=1
D∑
j=1
Akjhkvj (11)
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where α = {αj}Jj=1 and β = {βj}Dj=1 are the biases associated with the visible and hidden
units respectively. A ∈ RK×D contain the weights on the edges connecting two set of units.
The k-th row of A is the weight vector corresponding to hidden unit k. The energy function
induces a probability distribution p(h,v) = exp(−E(h,v))/Z where Z is the partition
function. The model parameters α, β, A can be learned by maximizing data likelihood using
gradient ascent method where the gradient is approximately computed via the contrastive
divergence (Hinton, 2002) method.
As stated early, the popularity of latent patterns underlying data is in a power-law distri-
bution: a few dominant patterns appear very frequently while those in the long-tail region
are of low frequency. The standard RBM tends to learn many redundant hidden units to
cover the dominant patterns and ignore the long-tail patterns. To address this issue, we
use the mutual angular regularizer to diversify the hidden units in RBM, encouraging them
to diversely spread out so that the long-tail patterns get a better chance to be covered. A
mutual angle regularized RBM (MAR-RBM) can be defined as follows
max
∑N
i=1 log p(vi;α,β,A) + λΩ(A) (12)
where
∑N
i=1 log p(vi;α,β,A) is the log-likelihood of RBM and Ω(A) is the mutual angular
regularizer encouraging the weight vectors of hidden units to be different from each other.
4.2 Distance Metric Learning
A proper distance measure is of vital importance for many distance based tasks and applica-
tions, such as retrieval (Zhang et al., 2014), clustering (Xing et al., 2002) and classification
(Weinberger et al., 2005). Distance metric learning (DML) (Xing et al., 2002; Weinberger
et al., 2005; Davis et al., 2007) takes pairs of data points which are labeled either as similar
or dissimilar and learns a distance metric such that similar data pairs will be placed close
to each other while dissimilar pairs will be separated apart. DML can be formulated as a
latent variable model, which learns a projection matrix A ∈ RK×D to project the data pair
(x,y) from the original D-dimensional feature space to a K-dimensional latent space and
measure the squared Euclidean distance ‖Ax−Ay‖22 therein. Each row of A corresponds
to a latent component (or one dimension of the latent space). Given data pairs labeled
as similar S = {(xi,yi)}|S|i=1 and dissimilar D = {(xi,yi)}|D|i=1, DML learns the projection
matrix A by minimizing the distance of similar pairs while separating dissimilar pairs apart
with a certain margin
minA
1
|S|
∑
(x,y)∈S
‖Ax−Ay‖2
s.t. ‖Ax−Ay‖2 ≥ 1,∀(x,y) ∈ D
(13)
In choosing the number K of latent components, there is an inherent tradeoff between the
effectiveness of the distance matrix A and computational efficiency. A larger K would
bestow A more expressiveness and power in measuring distances. However, the resultant
latent representations would be of high dimensionality, which incurs high computational
complexity and inefficiency. This is especially true for retrieval where performing nearest
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neighbor search on high-dimensional representations is largely difficult. On the other hand,
while a smaller K can reduce the computational cost, it would render the distance matrix
less effective.
To address this dilemma, we utilize the mutual angular regularizer to learn a compact
but effective distance matrix: K is reduced to facilitate computational efficiency without
sacrificing the effectiveness of measuring distances. The MAR encourages the components
in A to have larger mutual angles, which renders the components to be less correlated and
each component captures information that cannot be captured by others. As a result, a
small number of components are sufficient to capture a large proportion of information.
The mutual angle regularized DML (MAR-DML) problem can be defined as follows
minA
1
|S|
∑
(x,y)∈S
‖Ax−Ay‖2 − λΩ(A)
s.t. ‖Ax−Ay‖2 ≥ 1,∀(x,y) ∈ D
(14)
4.3 Neural Network with Mutual Angular Regularization
Neural networks (NNs) have shown great success in many applications, such as speech
recognition (Hinton et al., 2012), image classification (Krizhevsky et al., 2012), machine
translation (Bahdanau et al., 2014), etc. NNs are composed of multiple layers of computing
units and units in adjacent layers are connected with weighted edges. NNs are a typical
type of LVMs where each hidden unit is a component aiming to capture the latent features
underlying data and is characterized by a vector of weights connecting to units in the lower
layer.
We instantiate the general framework of diversity-regularized LVM to neural network and
utilize the mutual angular regularizer to encourage the hidden units (precisely their weight
vectors) to be different from each other, which could lead to several benefits: (1) better
capturing of long-tail latent features; (2) reducing the size of NN without compromising
modeling power. Let L({Ai}l−1i=0) be the loss function of a neural network with l layers
where Ai are the weights between layer i and layer i + 1, and each row of Ai corresponds
to a unit. A diversified NN with mutual angular regularization (MAR-NN) can be defined
as
min{Ai}l−1i=0 L({Ai}
l−1
i=0)− λ
∑l−2
i=0 Ω(Ai) (15)
where Ω(Ai) is the mutual angular regularizer and λ > 0 is a tradeoff parameter. Note that
the regularizer is not applied to Al−1 since in the last layer are output units which are not
latent components.
5. Analysis
In this section, we aim to formally understand why and how introducing diversity into
LVMs can lead to better modeling effects. Specifically, we analyze how the mutual angular
regularizer affects the generalization performance of supervised latent variable models. We
choose neural network (NN) as a model instance to carry out the analysis while noting that
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the analysis could be extended to other LVMs such as restricted Boltzmann machine and
Distance Metric Learning.
Let L(f) = E(x,y)∼p∗ [`(f(x), y)] denote the generalization error of hypothesis f , where
p∗ is the distribution of input-output pair (x, y) and `(·) is the loss function. Let f∗ ∈
argminf∈FL(f) be the expected risk minimizer. Let Lˆ(f) =
1
n
∑n
i=1 `(f(x
(i)), y(i)) be the
training error and fˆ ∈ argminf∈F Lˆ(f) be the empirical risk minimizer. We are interested
in the generalization error L(fˆ) of the empirical risk minimizer fˆ , which can be decomposed
into two parts L(fˆ) = L(fˆ) − L(f∗) + L(f∗), where L(fˆ) − L(f∗) is the estimation error
(or excess risk) and L(f∗) is the approximation error. The estimation error represents how
well the algorithm is able to learn and usually depends on the complexity of the hypothesis
and the number of training samples. A lower hypothesis complexity and a larger amount of
training data incur lower estimation error bound. The approximation error indicates how
expressive the hypothesis set is to effectively approximate the target function.
Our analysis below shows that the mutual angular regularizer can reduce the generalization
error of neural networks. We assume with high probability τ , the angle between each pair
of hidden units is lower bounded by θ. θ is a formal characterization of diversity. The larger
θ is, the more diverse these hidden units are. The analysis in the following sections suggests
that θ incurs a tradeoff between estimation error and approximation error: the larger θ is,
the smaller the estimation error bound is and the larger the approximation error bound
is. Since the generalization error is the sum of estimation error and approximation error, θ
has an optimal value to yield the minimal generalization error. In addition, we can show
that under the same probability τ , increasing the mutual angular regularizer can increase
θ. Given a set of hidden units A learned by the MAR-NN, we assume their pairwise angles
{θij} are i.i.d samples drawn from a distribution p(X) where the expectation and variance
of random variable X is µ and σ respectively. Lemma 6 states that θ is an increasing
function of µ and decreasing function of σ. By the definition of MAR, it encourages larger
mean and smaller variance. Thereby, the larger the MAR is, the larger θ is. Hence properly
controlling the MAR can generate a desired θ that produces the lowest generalization error.
Lemma 6 With probability at least τ , we have X ≥ θ = µ−
√
σ
1−τ
Proof According to Chebyshev inequality (Wasserman, 2013),
σ
t2
≥ p(|X − µ| > t) ≥ p(X < µ− t) (16)
Let θ = µ− t, then p(X < θ) ≤ σ
(µ−θ)2 . Hence p(X ≥ θ) ≥ 1− σ(µ−θ)2 . Let τ = 1− σ(µ−θ)2 ,
then θ = µ−
√
σ
1−τ .
5.1 Setup
For the ease of presentation, we first consider a simple neural network whose setup is
described below. Later on we extend the analysis to more complicated neural networks.
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• Network structure: one input layer, one hidden layer and one output layer
• Activation function: Lipschitz continuous function h(t) with constant L. Examples:
rectified linear h(t) = max(0, t), L = 1; tanh h(t) = tanh(t), L = 1; sigmoid h(t) =
sigmoid(t), L = 0.25.
• Task: univariate regression
• Let x ∈ Rd be the input vector with ‖x‖2 ≤ C1
• Let y be the response value with |y| ≤ C2
• Let wj ∈ Rd be the weights connecting to the j-th hidden unit, j = 1, · · · ,m, with
‖wj‖2 ≤ C3. Further, we assume with high probability τ , the angle ρ(wi,wj) =
arccos(
|wi·wj|
‖wi‖2‖wj‖2 ) between wi and wj is lower bounded by a constant θ for all i 6= j.
• Let αj be the weight connecting the hidden unit j to the output with ‖α‖2 ≤ C4
• Hypothesis set: F = {f |f(x) =
m∑
j=1
αjh(wj
Tx)}
• Loss function set: A = {`|`(f(x), y) = (f(x)− y)2}
5.2 Estimation Error
We first analyze the estimation error bound of MAR-NN and are interested in how the
upper bound is related with the diversity (measured by θ) of the hidden units. The major
result is presented in Theorem 5.
Theorem 5 With probability at least (1− δ)τ
L(fˆ)− L(f∗) ≤ 8(√J + C2)(2LC1C3C4 + C4|h(0)|)
√
m√
n
+ (
√J + C2)2
√
2 log(2/δ)
n
(17)
where J = mC24h2(0)+L2C21C23C24 ((m−1) cos θ+1)+2
√
mC1C3C
2
4L|h(0)|
√
(m− 1) cos θ + 1.
Note that the right hand side is a decreasing function w.r.t θ. A larger θ (denoting the
hidden units are more diverse) would induce a lower estimation error bound.
5.2.1 Proof
A well established result in learning theory is that the estimation error can be upper bounded
by the Rademacher complexity. We start from the Rademacher complexity, seek a further
upper bound of it and show how the diversity of the hidden units affects this upper bound.
The Rademacher complexity Rn(A) of the loss function set A is defined as
Rn(A) = E[sup`∈A 1n
∑n
i=1 σi`(f(x
(i)), y(i))] (18)
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where σi is uniform over {−1, 1} and {(x(i), y(i))}ni=1 are i.i.d samples drawn from p∗. The
Rademacher complexity can be utilized to upper bound the estimation error, as shown in
Lemma 73.
Lemma 7 (Anthony and Bartlett, 1999; Bartlett and Mendelson, 2003; Liang, 2015) With
probability at least 1− δ
L(fˆ)− L(f∗) ≤ 4Rn(A) +B
√
2 log(2/δ)
n
(19)
for B ≥ supx,y,f |`(f(x), y)|
Our analysis starts from this lemma and we seek further upper bound of Rn(A). The
analysis needs an upper bound of the Rademacher complexity of the hypothesis set F ,
which is given in Lemma 8.
Lemma 8 Let Rn(F) denote the Rademacher complexity of the hypothesis set F = {f |f(x) =
m∑
j=1
αjh(wj
Tx)}, then
Rn(F) ≤ 2LC1C3C4
√
m√
n
+
C4|h(0)|
√
m√
n
(20)
In addition, we need the following bound of |f(x)|.
Lemma 9 With probability at least τ
sup
x,f
|f(x)| ≤ √J (21)
where J = mC24h2(0)+L2C21C23C24 ((m−1) cos θ+1)+2
√
mC1C3C
2
4L|h(0)|
√
(m− 1) cos θ + 1.
Given these lemmas, we proceed to prove Theorem 5. The Rademacher complexity Rn(A)
of A is
Rn(A) = E[supf∈F 1n
∑n
i=1 σi`(f(x
(i)), yi)] (22)
`(·, y) is Lipschitz continuous with respect to the first argument, and the constant L is
supx,y,f 2|f(x) − y| ≤ 2 supx,y,f (|f(x)| + |y|) ≤ 2(
√J + C2). Applying the composition
property of Rademacher complexity, we have
Rn(A) ≤ 2(
√J + C2)Rn(F) (23)
Using Lemma 8, we have
Rn(A) ≤ 2(
√J + C2)(2LC1C3C4
√
m√
n
+
C4|h(0)|
√
m√
n
) (24)
Note that supx,y,f |`(f(x), y)| ≤ (
√J +C2)2, and plugging Eq.(24) into Lemma 7 completes
the proof.
3. The proofs of lemmas utilized in this section are deferred to Appendix B.
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5.2.2 Extensions
In the above analysis, we consider a simple neural network described in Section 5.1. In this
section, we present how to extend the analysis to more complicated cases, such as neural
networks with multiple hidden layers, other loss functions and multiple outputs.
Multiple Hidden Layers The analysis can be extended to multiple hidden layers by
recursively applying the composition property of Rademacher complexity to the hypothesis
set.
We define the hypothesis set FP for neural network with P hidden layers in a recursive
manner:
F0 = {f0|f0(x) = ∑dj=1w0jxj = w0 · x}
F1 = F = {f1|f1(x) = ∑m0j=1wj1h(f0j (x)), f0j ∈ F0}
Fp = {fp|fp(x) = ∑mp−1j=1 wjph(fp−1j (x)), fp−1j ∈ Fp−1}(p = 2, · · · , P ) (25)
where we assume there are mp units in hidden layer p and wp = [wp1, · · · , wpmp−1 ] is the
connecting weights from hidden layer p− 1 to one unit in hidden layer p. (we index hidden
layers from 0, w0 is the connecting weight from input to one unit in hidden layer 0). When
P = 1 the above definition recovers the one-hidden-layer case in Section 5.1. We make
similar assumptions as Section 5.1: h(·) is L-Lipschitz, ‖x‖2 ≤ C1, ‖wp‖2 ≤ Cp3 . We also
assume that the pairwise angles of the connecting weights ρ(wj
p,wk
p) are lower bounded
by θp with probability at least τp for j 6= k, where wjp denotes the connecting weights
from previous layer to unit j in current layer, and wk
p denotes the connecting weights from
previous layer to unit k in current layer. Under these assumptions, we have the following
result:
Theorem 6 For a neural network with P hidden layers, with probability at least (1 −
δ)
∏P−1
p=0 τ
p
L(fˆ)− L(f∗) ≤ 8(√J P + C2)( (2L)
PC1CP3√
n
∏P−1
p=0
√
mpCp3
+ |h(0)|√
n
∑P−1
p=0 (2L)
P−1−p∏P−1
j=p
√
mjCj+13 ) + (
√J P + C2)2
√
2 log(2/δ)
n
(26)
where
J 0 = C21 (C03 )2
J p = mp−1(Cp3 )2h2(0) + L2(Cp3 )2((mp−1 − 1) cos θp−1 + 1)J p−1
+2
√
mp−1(Cp3 )
2L|h(0)|√((mp−1 − 1) cos θp−1 + 1)J p−1(p = 1, · · · , P ) (27)
When P = 1, Eq.(26) reduces to the estimation error bound of neural network with one hid-
den layer. Note that the right hand side is a decreasing function w.r.t θp(p = 0, · · · , P − 1),
hence making the hidden units in each hidden layer to be diverse can reduce the estimation
error bound of neural networks with multiple hidden layers.
In order to prove Theorem 6, we first bound the Rademacher complexity of the hypothesis
set FP :
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Lemma 10 Let Rn(FP ) denote the Rademacher complexity of the hypothesis set FP , then
Rn(FP ) ≤ (2L)
PC1C
P
3√
n
P−1∏
p=0
√
mpCp3 +
|h(0)|√
n
P−1∑
p=0
(2L)P−1−p
P−1∏
j=p
√
mjCj+13 (28)
In addition, we need the following bound.
Lemma 11 With probability at least
∏P−1
p=0 τ
p, supx,fP∈Fp |fP (x)| ≤
√J P , where
J 0 = C21 (C03 )2
J p = mp−1(Cp3 )2h2(0) + L2(Cp3 )2((mp−1 − 1) cos θp−1 + 1)J p−1
+2
√
mp−1(Cp3 )
2L|h(0)|√((mp−1 − 1) cos θp−1 + 1)J p−1(p = 1, · · · , P ) (29)
Given these lemmas, we proceed to prove Theorem 6. For the neural network with P hidden
layers, the Rademacher complexity Rn(A) of A is
Rn(A) = E[supf∈FP 1n
∑n
i=1 σi`(f(x
(i)), y)] (30)
`(·, y) is Lipschitz continuous with respect to the first argument, and the constant L is
supx,y,f 2|f(x) − y| ≤ 2 supx,y,f (|f(x)| + |y|) ≤ 2(
√J P + C2). Applying the composition
property of Rademacher complexity, we have
Rn(A) ≤ 2(
√
J P + C2)Rn(F) (31)
Using Lemma 10, we have
Rn(A) ≤ 2(
√
J P +C2)((2L)
PC1C
P
3√
n
P−1∏
p=0
√
mpCp3 +
|h(0)|√
n
P−1∑
p=0
(2L)P−1−p
P−1∏
j=p
√
mjCj+13 )
(32)
Note that supx,y,f |`(f(x), y)| ≤ (
√J P+C2)2, and plugging Eq.(32) into Lemma 7 completes
the proof.
Other Loss Functions Other than regression, a more popular application of neural
network is classification. For binary classification, the most widely used loss functions are
logistic loss and hinge loss. Estimation error bounds similar to that in Theorem 5 can also
be derived for these two loss functions.
Lemma 12 Let the loss function `(f(x), y) = log(1 + exp(−yf(x))) be the logistic loss
where y ∈ {−1, 1}, then with probability at least (1− δ)τ
L(fˆ)− L(f∗) ≤ 4
1+exp(−√J )(2LC1C3C4 + C4|h(0)|)
√
m√
n
+ log(1 + exp(
√
J))
√
2 log(2/δ)
n
(33)
Lemma 13 Let `(f(x), y) = max(0, 1 − yf(x)) be the hinge loss where y ∈ {−1, 1}, then
with probability at least (1− δ)τ
L(fˆ)− L(f∗) ≤ 4(2LC1C3C4 + C4|h(0)|)
√
m√
n
+ (1 +
√
J)
√
2 log(2/δ)
n
(34)
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Multiple Outputs The analysis can be also extended to neural networks with multiple
outputs, provided the loss function factorizes over the dimensions of the output vector. Let
y ∈ RK denote the target output vector, x be the input feature vector and `(f(x),y) be
the loss function. If `(f(x),y) factorizes over k, i.e., `(f(x),y) =
∑K
k=1 `
′(f(x)k, yk), then
we can perform the analysis for each `′(f(x)k, yk) as that in Section 5.2.1 separately and
sums the estimation error bounds up to get the error bound for `(f(x),y). Here we present
two examples. For multivariate regression, the loss function `(f(x),y) is a squared loss:
`(f(x),y) = ‖f(x) − y‖22, where f(·) is the prediction function. This squared loss can be
factorized as ‖f(x)− y‖22 =
∑K
k=1(f(x)k − yk)2. We can obtain an estimation error bound
for each (f(x)k − yk)2 according to Theorem 5, then sum these bounds together to get the
bound for ‖f(x)− y‖22.
For multiclass classification, the commonly used loss function is cross-entropy loss: `(f(x),y) =
−∑Kk=1 yk log ak, where ak = exp(f(x)k)∑K
j=1 exp(f(x)j)
. We can also derive error bounds similar to
that in Theorem 5 by using the composition property of Rademacher complexity. First we
need to find the Lipschitz constant:
Lemma 14 Let `(f(x),y) be the cross-entropy loss, then with probability at least τ , for any
f , f ′
|`(f(x), y)− `(f ′(x), y)| ≤ K − 1
K − 1 + exp(−2√J )
K∑
k=1
|f(x)k − f ′(x)k| (35)
With Lemma 14, we can get the Rademacher complexity of cross entropy loss by performing
the Rademacher complexity analysis for each f(x)k as that in Section 5.2.1 separately,
and multiplying the sum of them by K−1
K−1+exp(−2√J ) to get the Rademacher complexity of
`(f(x),y). And as the loss function can be bounded by
|`(f(x),y)| ≤ log(1 + (K − 1) exp(2√J )) (36)
we can use similar techniques as the proof of Theorem 5 to get the estimation error bound.
5.3 Approximation Error
Now we proceed to investigate how the diversity of weight vectors affects the approximation
error bound. For the ease of analysis, following (Barron, 1993), we assume the target
function g belongs to a function class with smoothness expressed in the first moment of its
Fourier representation: we define function class ΓC as the set of functions g satisfying∫
‖x‖2≤C1
|w||g˜(w)|dw ≤ C (37)
where g˜(w) is the Fourier representation of f(x) and we assume ‖x‖2 ≤ C1 throughout this
paper. We use function f in F = {f |f(x) = ∑mj=1 αjh(wjTx)} which is the NN function
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class defined in Section 5.1, to approximate g ∈ ΓC . Recall the following conditions of F :
∀j ∈ {1, · · · ,m}, ‖wj‖2 ≤ C3 (38)
‖α‖2 ≤ C4 (39)
∀j 6= k, ρ(wj,wk) ≥ θ(with probability at least τ) (40)
where the activation function h(t) is the sigmoid function and we assume ‖x‖2 ≤ C1. The
following theorem states the approximation error.
Theorem 7 Given C > 0, for every function g ∈ ΓC with g(0) = 0, for any measure P , if
C1C3 ≥ 1 (41)
C4 ≥ 2
√
mC (42)
m ≤ 2(b
pi
2 − θ
θ
c+ 1) (43)
then with probability at least τ , there is a function f ∈ F such that
‖g − f‖L ≤ 2C( 1√
n
+
1 + 2 lnC1C3
C1C3
) + 4mCC1C3 sin(
θ′
2
) (44)
where ‖f‖L =
√∫
x f
2(x)dP (x), θ′ = min(3mθ, pi).
Note that the approximation error bound in Eq.(44) is an increasing function of θ. Hence
increasing the diversity of hidden units would hurt the approximation capability of neural
networks.
5.3.1 Proof
Before proving Theorem 7, we need the following lemma4:
Lemma 15 For any three nonzero vectors u1, u2, u3, let θ12 = arccos(
u1·u2
‖u1‖2‖u2‖2 ), θ23 =
arccos( u2·u3‖u2‖2‖u3‖2 ), θ13 = arccos(
u1·u3
‖u1‖2‖u3‖2 ). We have θ13 ≤ θ12 + θ23.
In order to approximate the function class ΓC , we first remove the constraints ρ(wj,wk) ≥ θ
and obtain an approximation error:
Lemma 16 Let F ′ = {f |f(x) = ∑mj=1 αjh(wjTx)} be the function class satisfying the
following constraints:
• |αj | ≤ 2C
• ‖wj‖2 ≤ C3
4. The proofs of lemmas utilized in this section are deferred to Appendix C.
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Then for every g ∈ ΓC with g(0) = 0, ∃f ′ ∈ F ′ such that
‖g(x)− f ′(x)‖L ≤ 2C( 1√
n
+
1 + 2 lnC1C3
C1C3
) (45)
We also need the following lemma, which intends to approximate a set of vectors (wj
′)mj=1
by a set of vectors satisfying the constraints ρ(wj,wk) ≥ θ:
Lemma 17 For any 0 < θ < pi2 , m ≤ 2(b
pi
2
−θ
θ c+ 1), (wj′)mj=1, ∃(wj)mj=1 such that
∀j 6= k ∈ {1, · · · ,m}, ρ(wj,wk) ≥ θ (46)
∀j ∈ {1, · · · ,m}, ‖wj‖2 = ‖wj′‖2 (47)
∀j ∈ {1, · · · ,m}, arccos( wj ·wj
′
‖wj‖2‖wj′‖2 ) ≤ θ
′ (48)
where θ′ = min(3mθ, pi).
Finally, the following lemma is needed:
Lemma 18 For any f ′ ∈ F ′, ∃f ∈ F ′′ such that
‖f ′ − f‖L ≤ 4mCC1C3 sin(θ
′
2
) (49)
where θ′ = min(3mθ, pi).
Now we proceed to prove Theorem 7. For every g ∈ ΓC with g(0) = 0, according to Lemma
16, ∃f ′ ∈ F ′ such that
‖g − f ′‖L ≤ 2C( 1√
n
+
1 + 2 lnC1C4
C1C4
) (50)
According to Lemma 18, we can find f ∈ F such that
‖f − f ′‖L ≤ 4mCC1C3 sin(θ
′
2
) (51)
The proof is completed by noting
‖g − f‖L ≤ ‖g − f ′‖L + ‖f ′ − f‖L (52)
6. Experiments
We present empirical results for mutual angle regularized restricted Boltzmann machine
(RBM) and distance metric learning (DML), which demonstrate the merits of the mutual
angular regularizer (MAR) in capturing long-tail patterns, improving interpretability and
reducing model complexity without sacrificing expressivity.
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#categories #samples vocab. size
TDT 30 9394 5000
20-News 20 18846 5000
Reuters 9 7195 5000
Table 1: Statistics of Datasets
K 25 50 100 200 500
RBM 11.2 11.4 11.9 12.1 47.4
MAR-RBM 78.4 84.2 78.6 79.9 77.6
Table 2: Precision@100 (%) on TDT dataset
6.1 Restricted Boltzmann Machine with Mutual Angular Regularization
We apply a variant of RBM — Replicated Softmax RBM (Hinton and Salakhutdinov, 2009)
— which is introduced in Appendix D, for document representation learning and topic
modeling, and investigate whether the MAR can help capture long-tail topics, enhance the
interpretability of topics, improve the effectiveness of document representations in retrieval
and clustering while reducing their dimensionalities and computational cost.
6.1.1 Experimental Setup
Three datasets were used in the experiments. The first one (Cai et al., 2005) is a subset
of the Nist Topic Detection and Tracking (TDT) corpus which contains 9394 documents
from the largest 30 categories. 70% documents were used for training and 30% were used
for testing. The second dataset is the 20 Newsgroups (20-News), which contains 18846
documents from 20 categories. 60% documents were used for training and 40% were used
for testing. The third dataset (Cai and He, 2012) is the Reuters-21578 (Reuters) dataset.
Categories with less than 100 documents were removed, which left us 9 categories and 7195
documents. 70% documents were used for training and 30% were used for testing. Each
dataset used a vocabulary of 5000 words with the largest document frequency. Table 1
summarizes the statistics of three datasets.
We used gradient methods to train RBM (Hinton and Salakhutdinov, 2009) and MAR-
RBM. The mini-batch size was set to 100. The learning rate was set to 1e-4. The number
of gradient ascent iterations was set to 1000 and the number of Gibbs sampling iterations in
contrastive divergence was fixed to 1. The tradeoff parameter λ in MAR-RBM was tuned
with 5-fold cross validation. We compared with the following baselines methods: (1) bag-of-
words (BOW); (2) Latent Dirichlet Allocation (LDA) (Blei et al., 2003); (3) LDA regularized
with Determinantal Point Process prior (DPP-LDA) (Kwok and Adams, 2012); (4) Pitman-
Yor Process Topic Model (PYTM) (Sato and Nakagawa, 2010); (5) Latent IBP Compound
Dirichlet Allocation (LIDA) (Archambeau et al., 2015); (6) Neural Autoregressive Topic
Model (DocNADE) (Larochelle and Lauly, 2012); (7) Paragraph Vector (PV) (Le and
27
Xie, Deng and Xing
K 25 50 100 200 500
RBM 6 6.1 5.7 9.2 22.3
MAR-RBM 14.5 24.9 15.4 20.3 21.1
Table 3: Precision@100 (%) on 20-News dataset
K 25 50 100 200 500
RBM 37.7 38.1 50.1 64.0 70.1
MAR-RBM 67.8 73.3 75.9 70.3 66.2
Table 4: Precision@100 (%) on Reuters dataset
Mikolov, 2014); (8) Replicated Softmax RBM (Hinton and Salakhutdinov, 2009). The
parameters in baseline methods were tuned using 5-fold cross validation.
6.1.2 Document Retrieval
In this section, we evaluate the effectiveness of the learned representations on retrieval.
Precision@100 is used to assess the retrieval performance. For each test document, we re-
trieve 100 documents from the training set that have the smallest Euclidean distance with
the query document. The distance is computed on the learned representations. Precision@100
is defined as n/100, where n is the number of retrieved documents that share the same class
label with the query document.
Table 2, 3 and 4 show the precision@100 under different number K of hidden units on TDT,
20-News and Reuters dataset respectively. As can be seen from these tables, MAR-RBM
with mutual angular regularization largely outperforms unregularized RBM under various
choices of K, which demonstrates that diversifying the hidden units can greatly improve the
effectiveness of document representation learning. The improvement is especially significant
when K is small. For example, on TDT dataset, under K = 25, MAR-RBM improves
the precision@100 from 11.2% to 78.4%. Under a small K, RBM allocates most (if not
all) hidden units to cover dominant topics, thus long-tail topics have little chance to be
modeled effectively. MAR-RBM solves this problem by increasing diversity of these hidden
units to enforce them to cover not only the dominant topics, but also the long-tail topics.
Thereby, the learned representations are more effective in capturing the long-tail semantics
and the retrieval performance is greatly improved. As K increases, the performance of RBM
increases. This is because under a larger K, some hidden units can be spared to model topics
in the long-tail region. In this case, enforcing diversity still improves performance, though
the significance of improvement diminishes as K increases.
To further examine whether MAR-RBM can effectively capture the long-tail semantics,
we show the precision@100 on each of the 9 categories in the Reuters dataset in Table
5. The 2nd row shows the number of documents in each category. The distribution of
document frequency is in a power-law fashion, where dominant categories (such as 1 and
2) have a lot of documents while most categories (called long-tail categories) have a small
amount of documents. The 3rd and 4th row show the precision@100 achieved by RBM
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Category ID 1 2 3 4 5 6 7 8 9
Num. of Docs 3713 2055 321 298 245 197 142 114 110
RBM Precision (%) 68.5 44.4 9.1 10.1 6.3 4.4 3.8 3.0 2.6
MAR-RBM
Precision (%)
89.7 80.2 31.3 39.5 26.5 22.7 9.4 14.0 12.9
Improvement 31% 81% 245% 289% 324% 421% 148% 366% 397%
Table 5: Precision@100 on each category in Reuters dataset
TDT 20-News Reuters
BOW 40.9 7.4 69.3
LDA (Blei et al., 2003) 79.4 19.6 68.5
DPP-LDA (Kwok and Adams, 2012) 81.9 18.2 69.9
PYTM (Sato and Nakagawa, 2010) 78.7 20.1 70.6
LIDA (Archambeau et al., 2015) 77.9 21.8 71.4
DocNADE (Larochelle and Lauly, 2012) 80.3 16.8 72.6
PV (Le and Mikolov, 2014) 81.7 19.1 76.9
RBM (Hinton and Salakhutdinov, 2009) 47.4 22.3 70.1
MAR-RBM 84.2 24.9 75.9
Table 6: Precision@100 (%) on three datasets
and MAR-RBM on each category. The 5th row shows the relative improvement of MAR-
RBM over RBM. The relative improvement is defined as Pdrbm−PrbmPrbm , where Pdrbm and Prbm
denote the precision@100 achieved by MAR-RBM and RBM respectively. While MAR-
RBM improves RBM over all the categories, the improvements on long-tail categories are
much more significant than dominant categories. For example, the relative improvements on
category 8 and 9 are 366% and 397% while the improvements are 31% and 81% on category
1 and 2. This indicates that MAR-RBM can effectively capture the long-tail topics, thereby
improve the representations learned for long-tail categories significantly.
One great merit of MAR-RBM is that it can achieve notable performance under a small
K, which is of key importance for fast retrieval. On the TDT dataset, MAR-RBM can
achieve a precision@100 of 78.4% with K = 25, which cannot be achieved by RBM even
when K is raised to 500. This indicates that with MAR-RBM, one can perform retrieval
on low-dimensional representations, which is usually much easier than on high-dimensional
representations. For example, in KD tree (Friedman et al., 1977) based nearest neighbor
search, while building a KD tree on feature vectors with hundreds of dimensions is extremely
hard, feature vectors whose dimension is less than one hundred are much easier to handle.
Table 19 presents the comparison of MAR-RBM with the state of the art document rep-
resentation learning methods. As can be seen from this table, our method achieves the
best performances on the TDT and 20-News datasets and achieves the second best per-
formance on the Reuters dataset. The bag-of-word (BOW) representation cannot capture
the underlying semantics of documents, thus its performance is inferior. LDA, RBM and
neural network based approaches including DocNADE (Larochelle and Lauly, 2012) and
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K 25 50 100 200 500
RBM 19.7 19.1 14.4 13.0 23.3
MAR-RBM 52.4 46.2 46.5 41.4 39.5
Table 7: Clustering accuracy (%) on TDT test set
K 25 50 100 200 500
RBM 6.4 6.8 21.5 12.7 22.7
MAR-RBM 18.2 29.4 19.8 25.9 25.6
Table 8: Clustering accuracy (%) on 20-News test set
PV (Le and Mikolov, 2014) can represent documents into the latent topic space where doc-
ument retrieval can be performed more accurately. However, they lack the mechanisms to
cover long-tail topics, hence the resultant representations are less effective. PYTM (Sato
and Nakagawa, 2010) and LIDA (Archambeau et al., 2015) use power-law priors to encour-
age new topics to be generated, however, the newly generated topics may still be used to
model the dominant semantics rather than those in the long-tail region. DPP-LDA (Kwok
and Adams, 2012) uses a correlation kernel Determinantal Point Process (DPP) prior to
diversify the topics in LDA. However, it does not improve LDA too much.
6.1.3 Clustering
Another task we study is to perform k-means clustering on the learned representations. In
our experiments, the input cluster number of k-means was set to the ground truth number
of categories in each dataset. In each run, k-means was repeated 10 times with different
random initializations and the solution with lowest loss value was returned. Following (Cai
et al., 2011), we used accuracy to measure the clustering performance. Please refer to (Cai
et al., 2011) for the definition of accuracy. Table 7, 8 and 9 show the clustering accuracy on
TDT, 20-News and Reuters test set respectively under different number K of hidden units.
As can be seen from these tables, with diversification, MAR-RBM achieves significantly
better clustering accuracy than the standard RBM. On TDT test data, the best accuracy
of RBM is 23.3%. MAR-RBM dramatically improves the accuracy to 52.4%. On Reuters
test set, the best accuracy achieved by MAR-RBM is 60.9%, which is largely better than
the 47.6% accuracy achieved by RBM. The great performance gain achieved by MAR-RBM
attributes to the improved effectiveness of the learned representations. RBM lacks the
ability to learn hidden units to cover long-tail topics, which largely inhibits its ability to learn
rich and expressive representations. MAR-RBM uses the MAR to regularize the hidden
units to enhance their diversity. The learned hidden units under MAR-RBM can not only
represent dominant topics effectively, but also cover long-tail topics properly. Accordingly,
the resultant representations can cover diverse semantics and dramatically improve the
performance of k-means clustering.
MAR-RBM can achieve a high accuracy with a fairly small number of hidden units, which
greatly facilitates computational efficiency. For example, on TDT dataset, with 25 hidden
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K 25 50 100 200 500
RBM 45.0 41.7 38.4 46.8 47.6
MAR-RBM 51.4 58.6 60.9 53.4 48.5
Table 9: Clustering accuracy (%) on Reuters test set
TDT 20-News Reuters
BOW 51.3 21.3 49.7
LDA (Blei et al., 2003) 45.2 21.9 51.2
DPP-LDA (Kwok and Adams, 2012) 46.3 10.9 49.3
PYTM (Sato and Nakagawa, 2010) 46.9 21.5 51.7
LIDA (Archambeau et al., 2015) 47.3 17.4 53.1
DocNADE (Larochelle and Lauly, 2012) 45.7 18.7 48.7
PV (Le and Mikolov, 2014) 48.2 24.3 52.8
RBM (Hinton and Salakhutdinov, 2009) 23.3 22.7 47.6
MAR-RBM 52.4 29.4 60.9
Table 10: Clustering accuracy (%) on three datasets
units, MAR-RBM can achieve an accuracy of 52.4%, which cannot be achieved by RBM
with even 500 hidden units. The computational complexity of k-means is linear to the
feature dimension. Thus, on this dataset, with the latent representations learned by MAR-
RBM, k-means can achieve a significant speed up. Similar observations can be seen from
the other two datasets.
Table 10 presents the comparison of MAR-RBM with the baseline methods on clustering
accuracy. As can be seen from this table, our method consistently outperforms the baselines
across all three datasets. The analysis of why MAR-RBM is better than the baseline
methods follows that presented in Section 6.1.2.
6.1.4 Perplexity on Testing Data
Following (Hinton and Salakhutdinov, 2009), we computed perplexity on the held out test
set to assess the document modeling power of RBM and MAR-RBM. Table 11, 12 and 13
compare the perplexity of RBM and MAR-RBM computed on TDT, 20-News and Reuters
dataset respectively. As can be seen from these tables, MAR-RBM can achieve significant
lower (better) perplexity than RBM, which corroborates that by diversifying the hidden
units, the document modeling power of RBM can be dramatically improved.
6.1.5 Sensitivity to Parameters
We study the sensitivity of MAR-RBM to the tradeoff parameter λ. Figure 9 shows how
precision@100 in retrieval varies as λ increases on the TDT, 20-News and Reuters dataset
respectively. The number of hidden units was fixed to 100. As can be seen from the figures,
starting from 0, increasing λ improves precision@100. That is because a larger λ induces
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K 25 50 100 200 500
RBM 2602 2603 2606 2609 2350
MAR-RBM 1699 1391 1658 1085 859
Table 11: Perplexity on TDT test set
K 25 50 100 200 500
RBM 764.9 765.1 765 741 633
MAR-RBM 713 623 659 558 497
Table 12: Perplexity on 20-News test set
more diversity of the hidden units, enabling them to better cover long-tail topics. However,
further increasing λ causes the precision to drop. This is because, if λ is too large, too much
emphasis is paid to the diversify regularizer and the data likelihood of RBM is ignored.
6.1.6 Topic Visualization
Other than evaluating the learned hidden units of MAR-RBM quantitatively, we also vi-
sualize and evaluate them in a qualitative way. We can interpret each hidden unit as a
topic and its weight vector as a pseudo distribution over the vocabulary. To visualize each
hidden unit, we pick up the top 10 representative words which correspond to the ten largest
values in the weight vector. Table 14 shows 5 topics learned by RBM and 5 topics learned
by MAR-RBM. As can be seen from the table, topics learned by RBM have many near-
duplicates and are very redundant. In contrast, the topics learned by MAR-RBM are much
more diverse, with a broad coverage of various topics including American politics, sports,
Iraq war, law and Japanese education. The enhanced diversity makes these topics more
interpretable and distinguishable.
6.2 Distance Metric Learning with Mutual Angular Regularization
In this section, on three tasks — retrieval, clustering and classification — we corroborate
that through diversification it is possible to learn distance metrics that are both compact
and effective.
6.2.1 Datasets
We used three datasets in the experiments: 20 Newsgroups5 (20-News), 15-Scenes (Lazeb-
nik et al., 2006) and 6-Activities (Anguita et al., 2012). The 20-News dataset has 18846
documents from 20 categories, where 60% of the documents were for training and the rest
were for testing. Documents were represented with tf-idf (term frequency, inverse document
frequency) vectors whose dimensionality is 5000. We randomly generated 100K similar pairs
5. http://qwone.com/ jason/20Newsgroups/
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K 25 50 100 200 500
RBM 1147 1129 1130 881 849
MAR-RBM 1028 859 746 734 848
Table 13: Perplexity on Reuters test set
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Figure 8: Sensitivity of MAR-RBM to tradeoff parameter λ on (a) TDT dataset (b) 20-
News dataset (c) Reuters dataset
and 100K dissimilar pairs from the training set to learn distance metrics. Two documents
were labeled as similar if they belong to the same group and dissimilar otherwise. The
15-Scenes dataset contains 4485 images belonging to 15 scene classes. 70% of the images
were used for training and 30% were for testing. Images were represented with bag-of-words
vectors whose dimensionality is 1000. Similar to 20-News, we generated 100K similar and
100K dissimilar data pairs for distance learning according to whether two images are from
the same scene class or not. The 6-Activities dataset is built from recordings of 30 subjects
performing six activities of daily living while carrying a waist-mounted smart phone with
embedded inertial sensors. The features are 561-dimensional sensory signals. There are
7352 training instances and 2947 testing instances. Similarly, 100K similar pairs and 100K
dissimilar pairs were generated to learn distance metrics. Table 15 summarizes the statistics
of these three datasets.
6.2.2 Experimental Setup
Our method MAR-DML contains two key parameters — the number K of components
and the tradeoff parameter λ — both of which were tuned using 5-fold cross validation. We
compared with 6 baseline methods, which were selected according to their popularity and the
state of the art performance. They are: (1) Euclidean distance (EUC); (2) Distance Metric
Learning (DML) (Xing et al., 2002); (3) Large Margin Nearest Neighbor (LMNN) metric
learning (Weinberger et al., 2005); (4) Information Theoretical Metric Learning (ITML)
(Davis et al., 2007); (5) Distance Metric Learning with Eigenvalue Optimization (DML-eig)
(Ying and Li, 2012); (6) Information-theoretic Semi-supervised Metric Learning via Entropy
Regularization (Seraph) (Niu et al., 2012). Parameters of the baseline methods were tuned
using 5-fold cross validation. Some methods, such as ITML, achieve better performance on
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Table 14: Exemplar topics learned By RBM and MAR-RBM
RBM
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
president iraq iraq olympic spkr
clinton united un games voice
iraq un iraqi nagano tobacco
united weapons lewinsky olympics olympic
spkr iraqi saddam game games
house nuclear clinton team people
people india baghdad gold olympics
lewinsky minister inspectors japan nagano
government saddam weapons medal game
white military white hockey gold
MAR-RBM
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
president olympic iraq lawyers students
iraq games united kaczynski japanese
clinton olympics un ms japan
united nagano weapons defense school
million team iraqi trial ms
lewinsky gold baghdad judge united
thailand game council people yen
spkr hockey inspectors prosecutors gm
government medal nations kaczynskis tokyo
jones winter military government south
Feature Dim. #training data #data pairs
20-News 5000 11.3K 200K
15-Scenes 1000 3.2K 200K
6-Activities 561 7.4K 200K
Table 15: Statistics of datasets
lower-dimensional representations which are obtained via Principal Component Analysis.
The number of leading principal components were selected via 5-fold cross validation.
6.2.3 Retrieval
We first applied the learned distance metrics for retrieval. To evaluate the effectiveness of
the learned metrics, we randomly sampled 100K similar pairs and 100K dissimilar pairs
from 20-News test set, 50K similar pairs and 50K dissimilar pairs from 15-Scenes test set,
100K similar pairs and 100K dissimilar pairs from 6-Activities test set and used the learned
metrics to judge whether these pairs were similar or dissimilar. If the distance was greater
than some threshold t, the pair was regarded as similar. Otherwise, the pair was regarded
as dissimilar. We used average precision (AP) to evaluate the retrieval performance.
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K 10 100 300 500 700 900
DML 72.4 74.0 74.9 75.4 75.8 76.2
MAR-DML 76.7 81.0 81.1 79.2 78.3 77.8
Table 16: Retrieval average precision (%) on 20-News dataset
K 10 50 100 150 200
DML 79.5 80.2 80.7 80.7 80.8
MAR-DML 82.4 83.6 83.3 83.1 82.8
Table 17: Retrieval average precision (%) on 15-Scenes dataset
Table 16, 17 and 18 show the average precision under different number K of components
on 20-News, 15-Scenes and 6-Activities dataset respectively. As shown in these tables,
MAR-DML with a small K can achieve retrieval precision that is comparable to DML with
a large K. For example, on the 20-News dataset (Table 16), with 10 components, MAR-
DML is able to achieve a precision of 76.7%, which cannot be achieved by DML with even
900 components. As another example, on the 15-Scenes dataset (Table 17), the precision
obtained by MAR-DML with K = 10 is 82.4%, which is largely better than the 80.8%
precision achieved by DML with k = 200. Similar behavior is observed on the 6-Activities
dataset (Table 18). This demonstrates that, with diversification, MAR-DML is able to
learn a distance metric that is as effective as (if not more effective than) DML, but is
much more compact than DML. Such a compact distance metric greatly facilitates retrieval
efficiency. Performing retrieval on 10-dimensional latent representations is much easier
than on representations with hundreds of dimensions. It is worth noting that the retrieval
efficiency gain comes without sacrificing the precision, which allows one to perform fast
and accurate retrieval. For DML, increasing K consistently increases the precision, which
corroborates that a larger K would make the distance metric to be more expressive and
powerful. However, K cannot be arbitrarily large, otherwise the distance matrix would
have too many parameters that lead to overfitting. This is evidenced by how the precision
of MAR-DML varies as K increases.
Table 19 presents the comparison with the state of the art distance metric learning methods.
As can be seen from this table, our method achieves the best performances across all three
datasets. The Euclidean distance does not incorporate distance supervision provided by hu-
man, thus its performance is inferior. DML-eig imposes no regularization over the distance
metric, which is thus prone to overfitting. To avoid overfitting, ITML utilized a Bregman di-
vergence regularizer and Seraph used a sparsity regularizer. But the performances of both
regularizers are inferior to the diversity-promoting MAR utilized by MAR-DML. LMNN
is specifically designed for k-NN classification, thus the learned distance metrics cannot
guarantee to be effective in retrieval tasks.
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K 10 50 100 150 200
DML 93.2 94.3 94.5 94.5 94.5
MAR-DML 96.2 95.5 95.9 95.3 95.1
Table 18: Retrieval average precision (%) on 6-Activities dataset
20-News 15-Scenes 6-Activities
EUC 62.8 65.3 85.0
DML (Xing et al., 2002) 76.2 80.8 94.5
LMNN (Weinberger et al., 2005) 67.0 70.3 71.5
ITML (Davis et al., 2007) 74.7 79.1 94.2
DML-eig (Ying and Li, 2012) 71.2 71.3 86.7
Seraph (Niu et al., 2012) 75.8 82.0 89.2
MAR-DML 81.1 83.6 96.2
Table 19: Retrieval average precision (%) on three datasets
6.2.4 Clustering
The second task we study is to apply the learned distance metrics for k-means clustering,
where the number of clusters was set to the number of categories in each dataset and k-means
was run 10 times with random initialization of the centroids. Following (Cai et al., 2011),
we used two metrics to measure the clustering performance: accuracy (AC) and normalized
mutual information (NMI). Please refer to (Cai et al., 2011) for their definitions.
Table 20,22 and 24 show the clustering accuracy on 20-News, 15-Scenes and 6-Activity test
set respectively under various number of components K. Table 21, 23 and 25 show the
normalized mutual information on 20-News, 15-Scenes and 6-Activity test set respectively.
These tables show that the clustering performance achieved by MAR-DML under a small
K is much better than DML under a much larger K. For instance, MAR-DML can achieve
33.4% accuracy on the 20-News dataset (Table 20) with 10 components, which is much better
than the 28.4% accuracy obtained by DML with 900 components. As another example, the
NMI obtained by MAR-DML on the 15-Scenes dataset (Table 23) with K = 10 is 46.7%,
which is largely better than the 41.6% NMI achieved by DML with K = 200. This again
corroborates that the mutual angular regularizer can enable MAR-DML to learn compact
and effective distance metrics, which significantly reduce computational complexity while
preserving the clustering performance.
Table 26 and 27 present the comparison of MAR-DML with the state of the art methods
on clustering accuracy and normalized mutual information. As can be seen from these two
tables, our method outperforms the baselines in most cases except that the accuracy on
20-News dataset is worse than the Seraph method. Seraph performs very well on 20-News
and 15-Scenes dataset, but its performance is bad on the 6-Activities dataset. MAR-DML
achieves consistently good performances across all three datasets.
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K 10 100 300 500 700 900
DML 23.7 25.1 26.2 26.9 28.1 28.4
MAR-DML 33.4 42.7 44.6 39.5 40.6 41.3
Table 20: Clustering accuracy (%) on 20-News dataset
K 10 100 300 500 700 900
DML 34.1 35.4 36.8 36.9 38.0 38.2
MAR-DML 42.5 49.7 51.1 47.2 47.8 48.1
Table 21: Normalized mutual information (%) on 20-News dataset
6.2.5 Classification
We also apply the learned metrics for k-nearest neighbor classification, which is also an
algorithm that largely depends on a good distance measure. For each testing sample, we find
its k-nearest neighbors in the training set and use the class labels of the nearest neighbors
to classify the test sample. Table 28, 29 and 30 show the 3-NN classification accuracy on
the 20-News, 15-Scenes and 6-Activities dataset. Similar to retrieval and clustering, MAR-
DML with a small K can achieve classification accuracy that is comparable to or better
than DML with a large K. Table 31 presents the comparison of MAR-DML with the state
of the art methods on 3-NN classification accuracy. As can be seen from these two tables,
our method outperforms the baselines in most cases except that the accuracy on 20-News
dataset is worse than the Seraph method.
6.2.6 Sensitivity to Parameters
We study the sensitivity of MAR-DML to the two key parameters: tradeoff parameter λ and
the number of componentsK. Figure 9 shows how the retrieval average precision (AP) varies
as λ increases on the 20-News, 15-Scenes and 6-Activities dataset respectively. The curves
correspond to different K. As can be seen from the figure, initially increasing λ improves
AP. The reason is that a larger λ encourages the latent factors to be more uncorrelated,
thus different aspects of the information can be captured more comprehensively. However,
continuing to increase λ degrades the precision. This is because if λ is too large, the diversify
regularizer dominates the distance loss and the resultant distance metric is not tailored to
the distance supervision and loses effectiveness in measuring distances.
Figure 10 shows how AP varies as K increases on the 20-News, 15-Scenes and 6-Activities
dataset respectively. The curves correspond to different λ. When K is small, the average
precision is low. This is because a small amount of latent factors are insufficient to cap-
ture the inherent complex pattern behind data, hence lacking the capability to effectively
measure distances. As K increases, the model capacity increases and the AP increases
accordingly. However, further increasing K causes performance to drop. This is because a
larger K incurs higher risk of overfitting to training data.
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K 10 50 100 150 200
DML 33.9 36.5 40.1 37.0 37.8
MAR-DML 46.9 51.3 46.2 46.5 49.6
Table 22: Clustering accuracy (%) on 15-Scenes dataset
K 10 50 100 150 200
DML 41.4 41.0 42.0 41.4 41.6
MAR-DML 46.7 48.9 47.3 48.8 47.1
Table 23: Normalized mutual information (%) on 15-Scenes dataset
6.3 Neural Networks with Mutual Angular Regularization
We conduct empirical study of MAR-NN, to check whether the empirical results are aligned
with the theoretical analysis. Specifically, we are interested in how the performance of
neural networks varies as the tradeoff parameter λ in MAR-NN increases. A larger λ would
induce a stronger regularization, which generates a larger angle lower bound θ. We apply
MAR-NN for phoneme classification (Mohamed et al., 2011) on the TIMIT6 speech dataset.
The inputs are MFCC features extracted with context windows and the outputs are class
labels generated by the HMM-GMM model through forced alignment (Mohamed et al.,
2011). The feature dimension is 360 and the number of classes is 2001. There are 1.1
million data instances in total. We use 70% data for training and 30% for testing. The
activation function is sigmoid and loss function is cross-entropy. The networks are trained
with stochastic gradient descent and the minibatch size is 100.
Figure 11 shows the testing accuracy versus the tradeoff parameter λ achieved by four neural
networks with one hidden layer. The number of hidden units varies in {50, 100, 200, 300}.
As can be seen from these figures, under various network architectures, the best accuracy is
achieved under a properly chosen λ. For example, for the neural network with 100 hidden
units, the best accuracy is achieved when λ = 0.01. These empirical observations are aligned
with our theoretical analysis that the best generalization performance is achieved under a
proper diversity level. Adding this regularizer greatly improves the performance of neural
networks, compared with unregularized NNs. For example, in a NN with 200 hidden units,
the mutual angular regularizer improves the accuracy from ∼0.415 (without regularization)
to 0.45.
7. Conclusions
In this paper, we propose a diversity-inducing regularization method for latent variable
models (LVMs), which encourage the components in LVMs to be diverse to address several
issues involved in latent variable modeling: (1) how to capture long-tail patterns underly-
ing data; (2) how to reduce model complexity without sacrificing expressivity; (3) how to
6. https://catalog.ldc.upenn.edu/LDC93S1
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K 10 50 100 150 200
DML 75.0 75.6 76.1 75.6 75.7
MAR-DML 94.9 96.3 96.6 95.1 95.7
Table 24: Clustering accuracy (%) on 6-Activities dataset
K 10 50 100 150 200
DML 83.6 83.5 84.0 83.5 83.5
MAR-DML 90.3 91.9 91.3 91.4 91.1
Table 25: Normalized mutual information (%) on 6-Activities dataset
improve the interpretability of learned patterns. We begin with defining a mutual angu-
lar regularizer (MAR) which encourages the components in LVMs to have larger mutual
angles. The MAR is employed to regularize LVMs, which results in non-convex and non-
smooth problems that are not amenable for optimization. To cope with this issue, we
derive a smooth lower bound to surrogate the MAR and prove that the monotonicity of
the lower bound is closely aligned with the MAR. We study the effectiveness of MAR both
theoretically and empirically. In theory, we analyze how MAR affects the generalization
performance of supervised LVMs, using neural network as a specific instance. It is shown
that increasing the MAR can reduce estimation error and would increase approximation
error. Empirically, we demonstrate that the MAR can greatly improve the performance of
LVMs, using restricted Boltzmann machine and distance metric learning as model instances.
In particular, the experiments corroborate that MAR is able to capture long-tail patterns,
improve interpretability and reduce model complexity without compromising expressivity.
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Appendix A. Proof of Lemmas in Optimization
Lemma 1 Let the parameter vector a˜i of component i be decomposed into a˜i = xi + liei,
where xi =
∑K
j=1,j 6=i αj a˜j lies in the subspace L spanned by {a˜1, · · · , a˜K}\{a˜i}, ei is in
the orthogonal complement of L, ‖ei‖ = 1, ei · a˜i > 0, li is a scalar. Then det(A˜TA˜) =
det(A˜T−iA˜−i)(liei · a˜i), where A˜−i = [a˜1, · · · , a˜i−1, a˜i+1, · · · , a˜K ] with a˜i excluded..
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20-News 15-Scenes 6-Activities
EUC 36.5 29.0 61.6
DML (Xing et al., 2002) 28.4 40.1 76.1
LMNN (Weinberger et al., 2005) 32.9 33.6 56.9
ITML (Davis et al., 2007) 34.5 38.2 93.4
DML-eig (Ying and Li, 2012) 27.3 26.6 63.3
Seraph (Niu et al., 2012) 48.1 48.2 74.8
MAR-DML 44.6 51.3 96.6
Table 26: Clustering accuracy (%) on three datasets
20-News 15-Scenes 6-Activities
EUC 37.9 28.7 59.9
DML (Xing et al., 2002) 38.2 42.0 83.6
LMNN (Weinberger et al., 2005) 33.3 34.3 58.2
ITML (Davis et al., 2007) 39.2 41.5 87.0
DML-eig (Ying and Li, 2012) 34.0 31.8 58.6
Seraph (Niu et al., 2012) 49.7 47.5 71.1
MAR-DML 51.1 48.9 91.9
Table 27: Normalized mutual information (%) on three datasets
Proof Part of the proof follows (Shafarevich et al., 2012).
det(A˜TA˜) =
∣∣∣∣∣∣∣∣∣
a˜1 · a˜1 · · · a˜1 · a˜i · · · a˜1 · a˜K
a˜2 · a˜1 · · · a˜2 · a˜i · · · a˜2 · a˜K
...
. . .
...
. . .
...
a˜K · a˜1 · · · a˜K · a˜i · · · a˜K · a˜K
∣∣∣∣∣∣∣∣∣ (53)
Let ci denote the ith column of the Gram matrix A˜
TA˜. Subtracting
∑k
j=1,j 6=i αjcj from ci
(Shafarevich et al., 2012), where αj is the linear coefficient in xi, we get
det(A˜TA˜) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a˜1 · a˜1 · · · 0 · · · a˜1 · a˜K
a˜2 · a˜1 · · · 0 · · · a˜2 · a˜K
...
. . .
...
. . .
...
a˜i · a˜i · · · liei · a˜i · · · a˜i · a˜K
...
. . .
...
. . .
...
a˜K · a˜1 · · · 0 · · · a˜K · a˜K
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(54)
Expanding the determinant according to the ith column, we get det(A˜TA˜) = det(A˜T−iA˜−i)(liei·
a˜i).
Lemma 2 Let the parameter vector a˜i of component i be decomposed into a˜i = xi + liei,
where xi =
∑K
j=1,j 6=i αj a˜j lies in the subspace L spanned by {a˜1, · · · , a˜K}\{a˜i}, ei is in the
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K 10 100 300 500 700 900
DML 39.1 48.0 53.0 55.0 56.4 57.5
MAR-DML 51.3 64.1 64.5 63.3 62.9 61.4
Table 28: 3-NN accuracy (%) on 20-News dataset
K 10 50 100 150 200
DML 47.7 47.7 50.8 51.7 51.1
MAR-DML 57.4 57.5 57.9 58.8 57.3
Table 29: 3-NN accuracy (%) on 15-Scenes dataset
orthogonal complement of L, ‖ei‖ = 1, ei · a˜i > 0, li is a scalar. Then the gradient of Γ(A˜)
w.r.t ai is kiei, where ki is a positive scalar.
Proof According to chain rule, the gradient of Γ(A˜) w.r.t a˜i can be written as g
′(det(A˜TA˜))
∂ det(A˜TA˜)
∂a˜i
, where g(x) = arcsin(
√
x)− (pi2 − arcsin(
√
x))2. It is easy to check that g(x) is an
increasing function and g′(x) > 0. Now we discuss the ∂ det(A˜
TA˜)
∂a˜i
term. According to Lemma
1, we have det(A˜TA˜) = det(A˜T−iA˜−i)liei · a˜i. From this equation, we have ∂ det(A˜
TA˜)
∂a˜i
=
det(A˜T−iA˜−i)liei. As assumed earlier, the component vectors in A˜ are linearly independent
and hence det(A˜TA˜) > 0 and det(A˜T−iA˜−i) > 0. From det(A˜
TA˜) = det(A˜T−iA˜−i)liei · a˜i
and ei · a˜i > 0, we know li > 0. Overall, the gradient of Γ(A˜) w.r.t a˜i can be written as
kiei, where ki = g
′(det(A˜TA˜)) det(A˜T−iA˜−i)li > 0. The proof completes.
Lemma 3 ∀(i, j) ∈ V , we have θ(a˜(t+1)i , a˜(t+1)j )− θ(a˜(t)i , a˜(t)j ) = o(η), where limη→0
o(η)
η = 0.
Proof For (i, j) ∈ V , a˜(t)i · a˜(t)j = 0, thereby x(t)ij = 0 and θ(a˜(t+1)i , a˜(t+1)j ) − θ(a˜(t)i , a˜(t)j ) =
arccos(x
(t+1)
ij ) − arccos(x(t)ij ) = arccos(x(t+1)ij ) − pi2 . Now we prove limη→0
arccos(x
(t+1)
ij )−pi2
η = 0.
Plugging in a˜
(t)
i ·a˜(t)j = 0 into x(t+1)ij , we have x(t+1)ij =
|η2kikje(t)i ·e(t)j |√
1+2likiη+k2i η
2
√
1+2ljkjη+k2j η
2
. Thereby
lim
η→0
x
(t+1)
ij
η = 0 (equivalently, x
(t+1)
ij = o(η)) and limη→0
x
(t+1)
ij = 0. According to the Taylor
expansion of arccos(x) at x = 0, arccos(x) = pi2 − x + o(x), so limx→0
arccos(x)−pi
2
x = −1. Since
lim
η→0
x
(t+1)
ij = 0, limη→0
arccos(x
(t+1)
ij )−pi2
x
(t+1)
ij
= lim
x
(t+1)
ij →0
arccos(x
(t+1)
ij )−pi2
x
(t+1)
ij
= −1. Since lim
η→0
x
(t+1)
ij
η = 0, we
have lim
η→0
arccos(x
(t+1)
ij )−pi2
η = limη→0
arccos(x
(t+1)
ij )−pi2
x
(t+1)
ij
x
(t+1)
ij
η = 0. The proof completes.
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K 10 50 100 150 200
DML 94.9 94.8 94.6 95.1 95.0
MAR-DML 94.3 96.2 96.5 95.5 95.9
Table 30: 3-NN accuracy (%) on 6-Activities dataset
20-News 15-Scenes 6-Activities
EUC 42.6 42.5 88.7
DML (Xing et al., 2002) 57.5 51.7 95.1
LMNN (Weinberger et al., 2005) 60.6 53.5 91.5
ITML (Davis et al., 2007) 50.9 51.9 93.5
DML-eig (Ying and Li, 2012) 39.2 33.1 82.3
Seraph (Niu et al., 2012) 67.9 55.2 91.4
MAR-DML 64.5 58.8 96.5
Table 31: 3-NN accuracy (%) on three datasets
Lemma 4 ∀(i, j) ∈ N , ∃cij > 0, such that θ(a˜(t+1)i , a˜(t+1)j ) − θ(a˜(t)i , a˜(t)j ) = cijη + o(η),
where lim
η→0
o(η)
η = 0.
Proof Using the Taylor expansion of arccos(x) at x = x
(t)
ij , we have
arccos(x
(t+1)
ij )− arccos(x(t)ij ) = − 1√
1−x(t)ij
2
(x
(t+1)
ij − x(t)ij ) + o(x(t+1)ij − x(t)ij ) (55)
According to the definition of x
(t+1)
ij , we have
x
(t+1)
ij = x
(t)
ij
|1+η2 kikje
(t)
i
·e(t)
j
a˜
(t)
i
·a˜(t)
j
|
√
1+2likiη+k2i η
2
√
1+2ljkjη+k2j η
2
(56)
Using the Taylor expansion of 1√
1+x
at x = 0, we can obtain that 1√
1+2likiη+k2i η
2
=
1 − 12(2likiη + k2i η2) + o(2likiη + k2i η2). As η2 = o(η) and o(2likiη + k2i η2) = o(η),
we can obtain that 1√
1+2likiη+k2i η
2
= 1 − likiη + o(η). Similarly, 1√
1+2ljkjη+k2j η
2
= 1 −
ljkjη + o(η). When η → 0, |1 + η2 kikje
(t)
i ·e(t)j
a˜
(t)
i ·a˜(t)j
| = 1. Thereby when η is small enough,
|1 + η2 kikje
(t)
i ·e(t)j
a˜
(t)
i ·a˜(t)j
| = 1 + η2 kikje
(t)
i ·e(t)j
a˜
(t)
i ·a˜(t)j
, so |1 + η2 kikje
(t)
i ·e(t)j
a
(t)
i ·a(t)j
| = 1 + o(η). Substituting
the above equations to x
(t+1)
ij , we can obtain that x
(t+1)
ij − x(t)ij = x(t)ij ((1 + o(η))(1 −
likiη + o(η))(1 − ljkjη + o(η)) − 1) = −x(t)ij (liki + ljkj)η + o(η). So limη→0
x
(t+1)
ij −x(t)ij
η =
−x(t)ij (liki+ljkj). As limη→0
o(x
(t+1)
ij −x(t)ij )
x
(t+1)
ij −x(t)ij
= lim
x
(t+1)
ij →x(t)ij
o(x
(t+1)
ij −x(t)ij )
x
(t+1)
ij −x(t)ij
= 0, we can draw the conclu-
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Figure 9: Sensitivity of MAR-DML to the tradeoff parameter λ on (a) 20-News dataset (b)
15-Scenes dataset (c) 6-Activities dataset
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Figure 10: Sensitivity of MAR-DML to the number of latent factors k on (a) 20-News
dataset (b) 15-Scenes dataset (c) 6-Activities dataset
sion that lim
η→0
o(x
(t+1)
ij −x(t)ij )
η = limη→0
o(x
(t+1)
ij −x(t)ij )
x
(t+1)
ij −x(t)ij
x
(t+1)
ij −x(t)ij
η = 0, hence o(x
(t+1)
ij −x(t)ij ) = o(η). So
arccos(x
(t+1)
ij )−arccos(x(t)ij ) = − 1√
1−x(t)ij
2
(x
(t+1)
ij −x(t)ij )+o(x(t+1)ij −x(t)ij ) = − 1√
1−x(t)ij
2
(−x(t)ij (liki+
ljkj)η + o(η)) + o(η) =
x
(t)
ij (liki+ljkj)√
1−x(t)ij
2
η + o(η). Let cij =
x
(t)
ij (liki+ljkj)√
1−x(t)ij
2
, clearly cij > 0. The
proof completes.
Lemma 5 Given a non-decreasing sequence b = (bi)
n
i=1 and a strictly decreasing function
g(x) which satisfies 0 ≤ g(bi) ≤ min{bi+1 − bi : i = 1, 2, · · · , n − 1, bi+1 6= bi}, we define a
sequence c = (ci)
n
i=1 where ci = bi + g(bi). If b1 < bn, then var(c) < var(b), where var(·)
denotes the variance of a sequence. Furthermore, let n′ = max{j : bj 6= bn}, we define a
sequence b′ = (b′i)
n
i=1 where b
′
i = bi+g(bn)+(g(bn′)−g(bn))I(i ≤ n′) and I(·) is the indicator
function, then var(c) ≤ var(b′) < var(b).
Proof The intuition behind the proof is that we can view the difference between corre-
sponding elements of the sequence b and sequence c as ”updates”, and we can find that the
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Figure 11: Test accuracy versus λ for neural networks with one hidden layer.
updates lead to smaller elements ”catch up” larger elements. Alternatively, we can obtain
the new sequence c through a set of updates: First, we update the whole sequence b by
the update value of the largest elements, then the largest elements have found their correct
values. Then we pick up the elements that are smaller than the largest elements, and up-
date those by the update value of the second largest elements minus the previous update,
then the second largest elements have found their correct values. In this manner, we can
obtain a sequence of sequences, where the first sequence is b, the third sequence is b′, the
last sequence is c, and the adjacent sequences only differ by a simpler update: to the left
of some element, each element is updated by a same value; and to the right of the element,
each value remains. We can prove that such simpler update can guarantee decreasing of the
variance under certain conditions, and we can use that to prove var(c) ≤ var(b′) < var(b).
The formal proof starts here: First, following the intuition stated above, we construct a
sequence of sequences with decreasing variance, in which the variance of the first sequence
is var(b) and the variance of the last sequence is var(c). We sort the unique values in b
in ascending order and denote the resultant sequence as d = (dj)
m
j=1. Let l(j) = max{i :
bi = dj}, u(i) = {j : dj = bi}, we construct a sequence of sequences h(j) = (h(j)i )ni=1 where
j = 1, 2, · · · ,m+ 1, in the following way:
• h(1)i = bi, where i = 1, 2, · · · , n
• h(j+1)i = h(j)i , where j = 1, 2, · · · ,m and l(m− j + 1) < i ≤ n
• h(2)i = h(1)i + g(dm), where 1 ≤ i ≤ l(m)
• h(j+1)i = h(j)i +g(dm−j+1)−g(dm−j+2), where j = 2, 3, · · · ,m and 1 ≤ i ≤ l(m−j+1).
From the definition of h(j), we know var(h(1)) = var(b). As b1 < bn, we have m ≥ 2. Now
we prove that var(h(m+1)) = var(c) and ∀j = 1, 2, · · · ,m, var(h(j+1)) < var(h(j)).
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First, we prove var(h(m+1)) = var(c). Actually, we can prove h(m+1) = c:
h
(m+1)
i =
m∑
j=1
(h
(j+1)
i − h(j)i ) + h(1)i
=
m+1−u(i)∑
j=1
(h
(j+1)
i − h(j)i ) +
m∑
j=m+2−u(i)
(h
(j+1)
i − h(j)i ) + bi
As j ≥ m+ 2− u(i) ⇐⇒ u(i) ≤ m+ 2− j ⇐⇒ dm+2−j ≥ du(i) = bi ⇐⇒ l(m+ 1− j) < i,
we know that
h
(j+1)
i =

h
(j)
i , when j ≥ m+ 2− u(i)
h
(j)
i + g(dm−j+1)− g(dm−j+2), when 2 ≤ j ≤ m+ 1− u(i)
h
(j)
i + g(dm), when j = 1
So we have
h
(m+1)
i =
m+1−u(i)∑
j=1
(h
(j+1)
i − h(j)i ) + bi
= g(dm) +
m+1−u(i)∑
j=2
(g(dm−j+1)− g(dm−j+2)) + bi
= g(dm) + g(du(i))− g(dm) + bi
= g(du(i)) + bi
= g(bi) + bi
= ci
So var(h(m+1)) = var(c).
Then we prove that ∀j = 1, 2, · · · ,m, var(h(j+1)) < var(h(j)). First, we need to prove
that for any j, h
(j)
i is a non-decreasing sequence in terms of i. In order to prove that,
we only need to prove ∀j = 2, · · · , n, h(j+1)i − h(j)i < h(j)l(m−j+1)+1 − h
(j)
l(m−j+1). Then from
h(j+1) to h(j), as elements before l(m− j+ 1) are updated by the same value, and elements
after l(m− j + 1) + 1 are unchanged, so if the l(m− j + 1)th element does not exceed the
l(m− j + 1) + 1th element, then the order of the whole sequence remains during the update.
The proof is as follows: ∀j ≥ 2, h(j)l(m−j+1)+1 =
∑j−1
k=1(h
(k+1)
l(m−j+1)+1−h
(k)
l(m−j+1)+1)+h
(1)
l(m−j+1).
As k ≤ j − 1 ⇒ l(m − k + 1) ≥ l(m − j + 2) = l(m − j + 1 + 1) ≥ l(m − j + 1) + 1, from
the definition of the h we know that
h
(k+1)
l(m−j+1)+1 − h
(k)
l(m−j+1)+1 =
{
g(dm−k+1)− g(dm−k+2), when k ≥ 2
g(dm), when k = 1
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So we have
h
(j)
l(m−j+1)+1 =
j−1∑
k=1
(h
(k+1)
l(m−j+1)+1 − h
(k)
l(m−j+1)+1) + h
(1)
l(m−j+1)
= g(dm) +
j−1∑
k=2
(g(dm−k+1)− g(dm−k+2)) + bl(m−j+1)+1
= g(dm−j+2) + bl(m−j+1)+1
From the definition of l(·), we have that bl(m−j+1)+1 = dm−j+2, so h(j)l(m−j+1)+1 = g(bl(m−j+1))+
bl(m−j+1)+1. Similarly, h
(j)
l(m−j+1) = bl(m−j+1) + g(bl(m−j+2)) = bl(m−j+1) + g(bl(m−j+1)) −
(g(dm−j+1)− g(dm−j+2)). So h(j)l(m−j+1)+1 − h
(j)
l(m−j+1) = bl(m−j+1)+1 − bl(m−j+1)
+(g(bl(m−j+1)+1)−g(bl(m−j+1)))+(g(dm−j+1)−g(dm−j+2)). As the function g(x) is bounded
between 0 and bi+1−bi, we have g(bl(m−j+1)+1)−g(bl(m−j+1)) > −(bl(m−j+1)+1−bl(m−j+1)).
So
h
(j)
l(m−j+1)+1 − h
(j)
l(m−j+1) = bl(m−j+1)+1 − bl(m−j+1) + (g(bl(m−j+1)+1)− g(bl(m−j+1)))
+(g(dm−j+1)− g(dm−j+2))
> 0 + (g(dm−j+1)− g(dm−j+2))
= g(dm−j+1)− g(dm−j+2)
(57)
As h
(j+1)
i − h(j)i is either 0 or g(dm−j+1) − g(dm−j+2) which is positive, we have proved
∀j ≥ 2, h(j+1)i − h(j)i < h(j)l(m−j+1)+1− h
(j)
l(m−j+1). According to former discussion, for a fixed
j, h
(j)
i is a non-decreasing sequence.
We can prove var(h(j+1)) < var(h(j)) now:
If j = 1, l(m) = n, ∀i = 1, 2, · · · , n, h(2)i − h(1)i = g(dm), so var(h(2)) = var(h(1)).
For j ≥ 2, let ∆(j) = g(dm−j+1)− g(dm−j+2), let l = l(m− j + 1), we first use the recursive
definition of h to express h(j+1) by h(j):
var(h(j+1)) =
1
n
n∑
i=1
(h
(j+1)
i −
1
n
n∑
i=1
h
(j+1)
i )
2
=
1
n
n∑
i=1
(h
(j)
i + I(i ≤ l)∆(j) −
1
n
n∑
i=1
h
(j)
i −
l
n
∆(j))2
Then following simple algebra to expand the above equation, we have
var(h(j+1)) = var(h(j)) +
l∆(j)
n
[2(
1
l
l∑
i=1
h
(j)
i −
1
n
n∑
i=1
h
(j)
i ) +
n− l
n
∆(j)]
= var(h(j)) +
l∆(j)
n
[2(
1
l
l∑
i=1
h
(j)
i −
1
n
l∑
i=1
h
(j)
i −
1
n
n∑
i=l+1
h
(j)
i ) +
n− l
n
∆(j)]
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Note that h
(j)
l+1 − h(j)l = ∆(j), we can further obtain
var(h(j+1)) = var(h(j)) +
l∆(j)
n
[2(
1
l
l∑
i=1
h
(j)
i −
1
n
l∑
i=1
h
(j)
i −
1
n
n∑
i=l+1
(h
(j)
i − h(j)l+1 + h(j)l ))−
n− l
n
∆(j)]
Note that for a fixed j, h
(j)
i is a non-decreasing sequence, we have ∀i ≥ l+ 1, h(j)i − h(j)l+1 +
h
(j)
l ≥ h(j)l+1 − h(j)l+1 + h(j)l = h(j)l , and 1l
∑l
i=1 h
(j)
i ≤ h(j)l , so 1l
∑l
i=1 h
(j)
i − 1n
∑l
i=1 h
(j)
i −
1
n
∑n
i=l+1(h
(j)
i − h(j)l+1 + h(j)l ) ≤ 0, so var(h(j+1)) ≤ var(h(j))− l∆
(j)
n
n−l
n ∆
(j) < var(h(j)).
Putting above results together, since var(h(j+1)) < var(h(j)) and var(h(m+1)) = var(c), we
know that var(c) < var(h(1)) = var(b). Furthermore, let n′ = max{j : bj 6= bn}, then
∀i, h(2)i = h(1)i + g(dm) = bi + g(bn), h(3)i = h(2)i + (g(dm−1) − g(dm))I(i ≤ l(m − 1)) =
bi+g(bn)+(g(bn′)−g(bn))I(i ≤ n′) = b′i, so var(c) ≤ var(b′) < var(b). The proof completes.
Appendix B. Proof of Lemmas in Estimation Error
Lemma 7 Let Rn(F) denote the Rademacher complexity of the hypothesis set F = {f |f(x) =
m∑
j=1
αjh(wj
Tx)}, then
Rn(F) ≤ 2LC1C3C4
√
m√
n
+
C4|h(0)|
√
m√
n
(58)
Proof
Rn(F) = E[supf∈F 1n
∑n
i=1 σi
∑m
j=1 αjh(wj
Tx(i))]
= E[supf∈F 1n
∑m
j=1 αj
∑n
i=1 σih(wj
Tx(i))]
(59)
Let α = [α1, · · · , αm]T and h = [
∑n
i=1 σih(w1
Tx(i)), · · · ,∑ni=1 σih(wmTx(i))]T , the inner
product α · h ≤ ‖α‖1‖h‖∞ as ‖ · ‖1 and ‖ · ‖∞ are dual norms. Therefore
α · h ≤ ‖α‖1‖h‖∞
= (
∑m
j=1 |αj |)(maxj=1,··· ,m |
∑n
i=1 σih(wj
Tx(i))|)
≤ √m‖α‖2 ·maxj=1,··· ,m |
∑n
i=1 σih(wj
Tx(i))|
≤ √mC4 ·maxj=1,··· ,m |
∑n
i=1 σih(wj
Tx(i))|
(60)
SoRn(F) ≤
√
mC4E[supf∈F 1n |
n∑
i=1
σih(w
Tx(i))|]. DenoteR||(F) = E[supf∈F | 2n
n∑
i=1
σif(x
(i))|],
which is another form of Rademacher complexity used in some literature such as (Bartlett
and Mendelson, 2003). Let F ′ = {f ′|f ′(x) = h(wTx)} where w,x satisfy the conditions
specified in Section 5.1, then Rn(F) ≤
√
mC4
2 R||(F ′).
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Let G = {g|g(x) = wTx} where w,x satisfy the conditions specified in Section 5.1, then
R||(F ′) = R||(h◦g). Let h′(·) = h(·)−h(0), then h′(0) = 0 and h′ is also L-Lipschitz. Then
R||(F ′) = R||(h ◦ g)
= R||(h′ ◦ g + h(0))
≤ R||(h′ ◦ g) + 2|h(0)|√n (Theorem 12 in (Bartlett and Mendelson, 2003))
≤ 2LR||(g) + 2|h(0)|√n (Theorem 12 in (Bartlett and Mendelson, 2003))
(61)
Now we bound R||(g):
R||(g) = E[supg∈G | 2n
∑n
i=1 σiw
Tx(i)|]
≤ 2nE[supg∈G ‖w‖2 · ‖
∑n
i=1 σix
(i)‖2]
≤ 2C3n E[‖
∑n
i=1 σix
(i)‖2]
= 2C3n Ex[Eσ[‖
∑n
i=1 σix
(i)‖2]]
≤ 2C3n Ex[
√
Eσ[‖
∑n
i=1 σix
(i)‖22]] (concavity of
√·)
= 2C3n Ex[
√
Eσ[
∑n
i=1 σ
2
i ‖x(i)‖22]] (∀i 6= j σi ⊥⊥ σj)
= 2C3n Ex[
√∑n
i=1 ‖x(i)‖22]
≤ 2C1C3√
n
(62)
Putting Eq.(61) and Eq.(62) together, we have R||(F ′) ≤ 4LC1C3√n +
2|h(0)|√
n
. Plugging into
Rn(F) ≤
√
mC4
2 R||(F ′) completes the proof.
Lemma 8 With probability at least τ
sup
x,f
|f(x)| ≤ √J (63)
where J = mC24h2(0)+L2C21C23C24 ((m−1) cos θ+1)+2
√
mC1C3C
2
4L|h(0)|
√
(m− 1) cos θ + 1.
Proof Let α = [α1, · · · , αm]T , W = [w1, · · · ,wm], h = [h(w1Tx), · · · , h(wmTx)]T , then
we have
f2(x) = (
∑m
j=1 αjh(wj
Tx))2
= (α · h)2
≤ (‖α‖2‖h‖2)2
≤ C24‖h‖22
(64)
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Now we want to derive an upper bound for ‖h‖2. As h(t) is L-Lipschitz, |h(wjTx)| ≤
L|wjTx|+ |h(0)|. Therefore
‖h‖22 =
∑m
j=1 h
2(wj
Tx)
≤ ∑mj=1(L|wjTx|+ |h(0)|)2
=
∑m
j=1 h
2(0) + L2(wj
Tx)2 + 2L|h(0)||wjTx|
= mh2(0) + L2‖WTx‖22 + 2L|h(0)||WTx|1
≤ mh2(0) + L2‖WTx‖22 + 2
√
mL|h(0)|‖WTx‖2
≤ mh2(0) + L2‖WT ‖2op‖x‖22 + 2
√
mL|h(0)|‖WT ‖op‖x‖2
= mh2(0) + L2‖W‖2op‖x‖22 + 2
√
mL|h(0)|‖W‖op‖x‖2
≤ mh2(0) + L2C21‖W‖2op + 2
√
mC1L|h(0)|‖W‖op
(65)
where ‖ · ‖op denotes the operator norm. We can make use of the lower bound of ρ(wj,wk)
for j 6= k to get a bound for ‖W‖op:
‖W‖2op = sup‖u‖2=1 ‖Wu‖22
= sup‖u‖2=1(u
TWTWu)
= sup‖u‖2=1
∑m
j=1
∑m
k=1 ujukwj ·wk
≤ sup‖u‖2=1
∑m
j=1
∑m
k=1 |uj ||uk|‖wj‖2‖wk‖2 cos(ρ(wj,wk))
≤ C23 sup‖u‖2=1
∑m
j=1
∑m
k=1,k 6=j |uj ||uk| cos θ +
∑m
j=1 |uj |2
(with probability at least τ)
(66)
Define u′ = [|u1|, · · · , |um|]T , Q ∈ Rm×m: Qjk = cos θ for j 6= k and Qjj = 1, then
‖u′‖2 = ‖u‖2 and
‖W‖2op ≤ C23 sup‖u‖2=1 u′TQu′
≤ C23 sup‖u‖2=1 λ1(Q)‖u′‖22
≤ C23λ1(Q)
(67)
where λ1(Q) is the largest singular value of Q. By simple linear algebra we can get λ1(Q) =
(m− 1) cos θ + 1, so
‖W‖2op ≤ ((m− 1) cos θ + 1)C23 (68)
Substitute to Eq.(65), we have
‖h‖22 ≤ mh2(0)+L2C21C23 ((m−1) cos θ+1)+2
√
mC1C3L|h(0)|
√
(m− 1) cos θ + 1 (69)
Substitute to Eq.(64):
f2(x) ≤ mC24h2(0) + L2C21C23C24 ((m− 1) cos θ + 1) + 2
√
mC1C3C
2
4L|h(0)|
√
(m− 1) cos θ + 1
(70)
In order to simplify our notations, define
J = mC24h2(0)+L2C21C23C24 ((m−1) cos θ+1)+2
√
mC1C3C
2
4L|h(0)|
√
(m− 1) cos θ + 1
(71)
Then supx,f |f(x)| =
√
supx,f f
2(x) ≤ √J . Proof completes.
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Lemma 9 Let Rn(FP ) denote the Rademacher complexity of the hypothesis set FP , then
Rn(FP ) ≤ (2L)
PC1C
P
3√
n
P−1∏
p=0
√
mpCp3 +
|h(0)|√
n
P−1∑
p=0
(2L)P−1−p
P−1∏
j=p
√
mjCj+13 (72)
Proof Notice that Rn(FP )) ≤ 12R||(FP ):
Rn(FP ) = E[supf∈FP 1n
∑n
i=1 σif(x
(i))]
≤ E[supf∈FP | 1n
∑n
i=1 σif(x
(i))|]
= 12R||(FP )
(73)
So we can bound Rn(FP ) by bounding 12R||(FP ). We bound 12R||(Fp) recursively: ∀p =
1, · · · , P , we have
R||(Fp) = E[supf∈Fp | 2n
∑n
i=1 σif(x
(i))|]
= E[supfj∈Fp−1 | 2n
∑n
i=1 σi
∑mp−1
j=1 wj
ph(fj(x
(i)))|]
≤
√
mp−1Cp3E[supfj∈Fp−1 | 2n
∑n
i=1 σih(fj(x
(i)))|]
≤
√
mp−1Cp3 (2LR||(Fp−1) + 2|h(0)|√n )
(74)
where the last two steps follow similar steps as the proof of Lemma 8. Applying the
inequality in Eq.(74) recursively, and noting from the proof of Lemma 8 that R||(F0) ≤
2C1C03√
n
we have
R||(FP ) ≤ 2(2L)
PC1CP3√
n
∏P−1
p=0
√
mpCp3 +
2|h(0)|√
n
∑P−1
p=0 (2L)
P−1−p∏P−1
j=p
√
mjCj+13 (75)
Plugging into Eq.(73) completes the proof.
Lemma 10 With probability at least
∏P−1
p=0 τ
p, supx,fP∈Fp |fP (x)| ≤
√J P , where
J 0 = C21 (C03 )2
J p = mp−1(Cp3 )2h2(0) + L2(Cp3 )2((mp−1 − 1) cos θp−1 + 1)J p−1
+2
√
mp−1(Cp3 )
2L|h(0)|√((mp−1 − 1) cos θp−1 + 1)J p−1(p = 1, · · · , P ) (76)
Proof For a given neural network and input x, we denote the outputs of hidden layer p
before applying the activation function as vp:
v0 = [w1
0 · x, · · · ,wm00 · x]T
vp = [
∑mp−1
j=1 w
p
1,jh(v
p−1
j ), · · · ,
∑mp−1
j=1 w
p
mp,jh(v
p−1
j )]
T (p = 1, · · · , P ) (77)
where wpi,j is the connecting weight from the j-th unit of the hidden layer p− 1 to the i-th
unit of the hidden layer p.
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We also denote the outputs of hidden layer p after applying the activation function as hp:
hp = [h(vp1), · · · , h(vpmp)]T (p = 0, · · · , P ) (78)
where vpi is the i-th element of v
p.
To facilitate the derivation of bounds, we denote
wi
p = [wi,1
p, · · · , wp
i,mp−1 ]
T (79)
∀f ∈ FP , we can bound |f | by bounding ‖hP ‖2 as
|f | = |
mP−1∑
j=1
wPj h(v
P−1
j )| = |wP · hP−1| ≤ CP3 ‖hP−1‖2 (80)
where we only have one subscript for wP because the output is a scalar.
We bound ‖hp‖2 recursively below:
First, we make use of the Lipschitz-continuous property of h(t):
‖hp‖22 =
∑mp
j=1 h
2(vpj )
≤ ∑mpj=1(|h(0)|+ L|vpj |)2
=
∑mp
j=1 h
2(0) + L2(vpj )
2 + 2L|h(0)||vpj |
= mph2(0) + L2‖vp‖22 + 2L|h(0)|‖vp‖1
≤ mph2(0) + L2‖vp‖22 + 2L|h(0)|
√
mp‖vp‖2
(81)
Note that we can write vp as
vp = [w1
p · hp−1, · · · ,wmpp · hp−1]T (82)
for p = 1, · · · , P .
Hence we have
‖vp‖22 =
mp∑
i=1
(wi
p · hp−1)2(p = 1, · · · , P ) (83)
Denote W = [w1
p, · · · ,wmpp] (note that W depends on p, but we omit that for brevity),
then
‖vp‖22 = ‖WThp−1‖22
≤ ‖WT ‖2op‖hp−1‖22
= ‖W‖2op‖hp−1‖22
(84)
where ‖ · ‖op denotes the operator norm.
We can make use of the lower bound of ρ(wj
p,wk
p) for j 6= k to get a bound for ‖W‖op:
‖W‖2op = sup‖u‖2=1 ‖Wu‖22
= sup‖u‖2=1(u
TWTWu)
= sup‖u‖2=1
∑mp
j=1
∑mp
k=1 ujukwj
p ·wkp
≤ sup‖u‖2=1
∑mp
j=1
∑mp
k=1 |uj ||uk||wjp||wkp| cos(ρ(wjp,wkp))
≤ (Cp3 )2(sup‖u‖2=1
∑mp
j=1
∑mp
k=1,k 6=j)|uj ||uk| cos θp +
∑mp
j=1 |uj |2
(with probability at least τp)
(85)
51
Xie, Deng and Xing
Define u′ = [|u1|, · · · , |ump |]T , Q ∈ Rmp×mp : Qjk = cos θp for j 6= k and Qjj = 1, then
‖u′‖2 = ‖u‖2 and
‖W‖2op ≤ (Cp3 )2 sup‖u‖2=1 u′TQu′
≤ (Cp3 )2 sup‖u‖2=1 λ1(Q)‖u′‖22
≤ (Cp3 )2λ1(Q)
(86)
where λ1(Q) is the largest singular value of Q. By simple linear algebra we can get λ1(Q) =
(mp − 1) cos θp + 1, so
‖W‖2op ≤ ((mp − 1) cos θp + 1)(Cp3 )2 (87)
Substituting Eq.(87) back to Eq.(84), we have
‖vp‖22 ≤ (Cp3 )2((mp − 1) cos θp + 1)‖hp−1‖22 (88)
Substituting Eq.(88) to Eq.(81), we have
‖hp‖22 ≤ mph2(0) + L2(Cp3 )2((mp − 1) cos θp + 1)‖hp−1‖22
+2L|h(0)|√mpCp3
√
(mp − 1) cos θp + 1‖hp−1‖2 (89)
Note that
‖h0‖22 ≤ m0h2(0) + L2‖v0‖22 + 2L|h(0)|
√
m0‖v0‖2 (90)
, and similar to the derivation of Eq.(88), we can get a bound on ‖v0‖2:
‖v0‖22 ≤ (C03 )2((m0 − 1) cos θ0 + 1)‖x‖22
≤ C21 (C03 )2((m0 − 1) cos θ0 + 1)
(91)
Therefore
‖h0‖22 ≤ m0h2(0)+L2C21 (C03 )2((m0−1) cos θ0+1)+2
√
m0C1C
0
3L|h(0)|
√
(m0 − 1) cos θ0 + 1
(92)
Using Eq.(89) and Eq.(92) we can bound (Cp3 )
2‖hp−1‖22 recursively now. Denote
J 0 = C21 (C03 )2
J p = mp−1(Cp3 )2h2(0) + L2(Cp3 )2((mp−1 − 1) cos θp−1 + 1)J p−1
+2
√
mp−1(Cp3 )
2L|h(0)|√((mp−1 − 1) cos θp−1 + 1)J p−1(p = 1, · · · , P ) (93)
then (Cp3 )
2‖hp−1‖22 ≤ J p(p = 1, · · · , P ) and it’s straightforward to verify that J p decreases
when θi(i = 0, · · · , p− 1) increases.
Now we are ready to bound supx,fP∈FP |fP (x)| using Eq.(80):
supx,f∈FP |f(x)| ≤ CP3 ‖hP−1‖2
≤ √J P (94)
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Lemma 11 Let the loss function `(f(x), y) = log(1 + exp(−yf(x))) be the logistic loss
where y ∈ {−1, 1}, then with probability at least (1− δ)τ
L(fˆ)− L(f∗) ≤ 4
1+exp(−√J )(2LC1C3C4 + C4|h(0)|)
√
m√
n
+ log(1 + exp(
√
J))
√
2 log(2/δ)
n
(95)
Proof
|∂l(f(x), y)
∂f
| = exp(−yf(x))
1 + exp(−yf(x)) =
1
1 + exp(yf(x))
(96)
With probability at least τ , | 11+exp(yf(x)) | ≤ 11+exp(− supf,x |f(x)|) =
1
1+exp(−√J ) , hence we
have proved that the Lipschitz constant L of `(·, y) can be bounded by 1
1+exp(−√J ) .
And the loss function `(f(x), y) can be bounded by
|`(f(x), y)| ≤ log(1 + exp(√J)) (with probability at least τ) (97)
Similar to the proof of Theorem 5, we can finish the proof by applying the composition
property of Rademacher complexity, Lemma 8 and Lemma 7.
Lemma 12 Let `(f(x), y) = max(0, 1 − yf(x)) be the hinge loss where y ∈ {−1, 1}, then
with probability at least (1− δ)τ
L(fˆ)− L(f∗) ≤ 4(2LC1C3C4 + C4|h(0)|)
√
m√
n
+ (1 +
√
J)
√
2 log(2/δ)
n
(98)
Proof Given y, `(·, y) is Lipschitz with constant 1. And the loss function can be bounded
by
`(f(x), y)| ≤ 1 +√J(with probability at least τ) (99)
The proof can be completed using similar proof of Lemma 12.
Lemma 13 Let `(f(x),y) be the cross-entropy loss, then with probability at least τ , for any
f , f ′
|`(f(x), y)− `(f ′(x), y)| ≤ K − 1
K − 1 + exp(−2√J )
K∑
k=1
|f(x)k − f ′(x)k| (100)
Proof With probability at least τ , supx,f |f(x)k| ≤
√J . Note that y is a 1-of-K coding
vector where exactly one element is 1 and all others are 0. Without loss of generality, we
assume yk′ = 1 and yk = 0 for k 6= k′. Then
`(f(x),y) = − log exp(f(x)k′)∑K
j=1 exp(f(x)j)
(101)
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Hence for k 6= k′ we have
|∂l(f(x),y)∂f(x)k | =
1
1+
∑
j 6=k′ exp(f(x)j)
≤ 1
1+(K−1) exp(−2√J ) (102)
and for k′ we have
|∂l(f(x),y)∂f(x)k′ | =
∑
j 6=k′ exp(f(x)j)
1+
∑
j 6=k′ exp(f(x)j)
≤ K−1
K−1+exp(−2√J ) (103)
As K−1
K−1+exp(−2√J ) ≥ 11+(K−1) exp(−2√J ) , we have proved that for any k, |
∂l(f(x),y)
∂f(x)k
| ≤
K−1
K−1+exp(−2√J ) . Therefore
‖∇f(x)`(f(x),y)‖∞ ≤
K − 1
K − 1 + exp(−2√J ) (104)
Using mean value theorem, for any f , f ′, ∃ξ ∈ RK such that
|`(f(x),y)− `(f ′(x),y)| = ∇ξ`(ξ, y) · (f(x)− f ′(x))
≤ ‖∇ξ`(ξ,y)‖∞‖f(x)− f ′(x)‖1
≤ K−1
K−1+exp(−2√J )
∑K
k=1 |f(x)k − f ′(x)k|
(105)
With Lemma 14, we can get the Rademacher complexity of cross entropy loss by performing
the Rademacher complexity analysis for each f(x)k as that in Section 5.2.1 separately,
and multiplying the sum of them by K−1
K−1+exp(−2√J ) to get the Rademacher complexity of
`(f(x),y). And as the loss function can be bounded by
|`(f(x),y)| ≤ log(1 + (K − 1) exp(2√J )) (106)
we can use similar techniques as the proof of Theorem 5 to get the estimation error bound.
Appendix C. Proof of Lemmas in Approximation Error
Lemma 14 For any three nonzero vectors u1, u2, u3, let θ12 = arccos(
u1·u2
‖u1‖2‖u2‖2 ), θ23 =
arccos( u2·u3‖u2‖2‖u3‖2 ), θ13 = arccos(
u1·u3
‖u1‖2‖u3‖2 ). We have θ13 ≤ θ12 + θ23.
Proof Without loss of generality, assume ‖u1‖2 = ‖u2‖2 = ‖u3‖2 = 1. Decompose u1 as
u1 = u1// + u1⊥ where u1// = c12u2 for some c12 ∈ R and u1⊥ ⊥ u2. As u1 · u2 = cos θ12,
we have c12 = cos θ12 and ‖u1⊥‖2 = sin θ12.
Similarly, decompose u3 as u3 = u3// + u3⊥ where u3// = c32u2 for some c32 ∈ R and
u3⊥ ⊥ u2. We have c23 = cos θ23 and ‖u3⊥‖2 = sin θ23.
So we have
cos θ13 = u1 · u3
= (u1// + u1⊥) · (u3// + u3⊥)
= u1// · u3// + u1⊥ · u3⊥
= cos θ12 cos θ23 + u1⊥ · u3⊥
≥ cos θ12 cos θ23 − sin θ12 sin θ23
= cos(θ12 + θ23)
(107)
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If θ12 +θ23 ≤ pi, arccos(cos(θ12 +θ23)) = θ12 +θ23. As arccos(·) is monotonously decreasing,
we have θ13 ≤ θ12 + θ23. Otherwise, θ13 ≤ pi ≤ θ12 + θ23.
Lemma 15 Let F ′ = {f |f(x) = ∑mj=1 αjh(wjTx)} be the function class satisfying the
following constraints:
• |αj | ≤ 2C
• ‖wj‖2 ≤ C3
Then for every g ∈ ΓC with g(0) = 0, ∃f ′ ∈ F ′ such that
‖g(x)− f ′(x)‖L ≤ 2C( 1√
n
+
1 + 2 lnC1C3
C1C3
) (108)
Proof Please refer to Theorem 3 in (Barron, 1993) for the proof. Note that the τ used
in their paper is C1C3 here. Furthermore, we omit the bias term b as we can always add a
dummy feature 1 to the input x to avoid the bias term.
Lemma 16 For any 0 < θ < pi2 , m ≤ 2(b
pi
2
−θ
θ c+ 1), (wj′)mj=1, ∃(wj)mj=1 such that
∀j 6= k ∈ {1, · · · ,m}, ρ(wj,wk) ≥ θ (109)
∀j ∈ {1, · · · ,m}, ‖wj‖2 = ‖wj′‖2 (110)
∀j ∈ {1, · · · ,m}, arccos( wj ·wj
′
‖wj‖2‖wj′‖2 ) ≤ θ
′ (111)
where θ′ = min(3mθ, pi).
Proof For brevity, let φ(a,b) = arccos( a·b‖a‖2‖b‖2 ). We begin our proof by considering a
2-dimensional case (d = 2): Let
k = b
pi
2 − θ
θ
c (112)
Let index set I = {−(k+ 1),−k, · · · ,−1, 1, 2, · · · , k+ 1}. We define a set of vectors (ei)i∈I :
ei = (sin θi, cos θi), where θi ∈ (−pi2 , pi2 ) is defined as follows:
θi = sgn(i)(
θ
2
+ (|i| − 1)θ) (113)
From the definition we can verify the following conclusions:
∀i 6= j ∈ I, ρ(ei, ej) ≥ θ (114)
− pi
2
+
θ
2
≤ θ−(k+1) < −
pi
2
+
3
2
θ (115)
pi
2
− 3
2
θ < θk+1 ≤ pi
2
− θ
2
(116)
(117)
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And we can further verify that ∀i ∈ I, there exists different i1, · · · , i2k+1 ∈ I\i such that
φ(ei, eij) ≤ jθ.
For any e = (sinβ, cosβ) with β ∈ [−pi2 , pi2 ], we can find i ∈ I such that φ(ei, e) ≤ 32θ:
• if β ≥ θk+1, take i = k + 1, we have φ(ei, e) ≤ pi2 − θk+1 < 32θ.
• if β ≤ θ−(k+1), take i = −(k + 1), we also have φ(ei, e) ≤ 32θ
• otherwise, take i = sgn(β)dβ−
θ
2
θ e, we also have φ(ei, e) ≤ θ < 32θ.
Recall that for any i, there exists different i1, · · · , i2k+1 ∈ I\i such that φ(ei, eij) ≤ jθ, and
use Lemma 15, we can draw the conclusion that for any e = (sinβ, cosβ) with β ∈ [−pi2 , pi2 ],
there exists different i1, · · · , i2k+2 such that φ(ei, eij) ≤ 32θ + (j − 1)θ = (j + 12)θ.
For any (wj
′)mj=1, assume wj
′ = ‖wj′‖2(sinβj , cosβj), and we assume βj ∈ [−pi2 , pi2 ]. Using
the above conclusion, for w1
′, we can find some r1 such that φ(w1′, er1) ≤ 32θ. For w2′, we
can find different i1, i2 such that φ(w2
′, ei1) ≤ 32θ < (32 + 1)θ and φ(w2′, ei2) ≤ (32 + 1)θ.
So we can find r2 6= r1 such that φ(w2′, er2) ≤ (32 + 1)θ. Following this scheme, we can find
rj /∈ {r1, · · · , rj−1} and φ(wj′, erj) ≤ (j + 12)θ < 3mθ for j = 1, · · · ,m, as we have assumed
that m ≤ 2(k + 1). Let wj = ‖wj′‖2erj , then we have constructed (wj)mj=1 such that
∀j ∈ {1, · · · ,m}, φ(wj′,wj) ≤ 3mθ (118)
∀j ∈ {1, · · · ,m}, ‖wj′‖2 = ‖wj‖2 (119)
∀j 6= k, ρ(wj,wk) ≥ θ (120)
Note that we have assumed that ∀j = 1, · · · ,m, βj ∈ [−pi2 , pi2 ]. In order to show that the
conclusion holds for general wj
′, we need to consider the cases where βj ∈ [−32pi,−pi2 ]. For
those cases, we can let β′j = βj + pi, then β
′
j ∈ [−pi2 , pi2 ]. Let wj′′ = ‖wj′‖2(sinβ′j , cosβ′j),
we can find the erj such that φ(wj
′′, erj) ≤ mθ following the same procedure. Let wj =
−‖wj′‖2erj , then φ(wj′,wj) = φ(wj′′, erj) ≤ 2mθ and as ρ(−erj , ek) = ρ(erj , ek), the
ρ(wj,wk) ≥ θ condition is still satisfied. Also noting that φ(a,b) ≤ pi for any a, b, the
proof for 2-dimensional case is completed.
Now we consider a general d-dimensional case. Similar to the 2-dimensional one, we con-
struct a set of vectors with unit L2 norm such that the pairwise angles ρ(wj,wk) ≥ θ for
j 6= k. We do the construction in two phases:
In the first phase, we construct a sequence of unit vector sets indexed by I = {−(k +
1), · · · ,−1, 1, · · · , k + 1}:
∀i ∈ I, Ei = {e ∈ Rd|‖e‖2 = 1, e · (1, 0, · · · , 0) = cos θi} (121)
where θi = sgn(i)(
θ
2 + (|i| − 1)θ) is defined the same as we did in Eq.(113). It can be shown
that ∀i 6= j, ∀ei ∈ Ei, ej ∈ Ej ,
ρ(ei, ej) ≥ θ (122)
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The proof is as follows. First, we write ei as ei = (cos θi, 0, · · · , 0)+ri, where ‖ri‖2 = | sin θi|.
Similarly, ej = (cos θj , 0, · · · , 0) + rj, where ‖rj‖2 = | sin θj |. Hence we have
ei · ej = cos θi cos θj + ri · rj (123)
Hence
cos(ρ(ei, ej)) = |ei · ej|
≤ cos θi cos θj + | sin θi sin θj |
= max(cos(θi + θj), cos(θi − θj))
(124)
We have shown in the 2-dimensional case that cos(θi + θj) ≥ cos θ and cos(θi − θj) ≥ cos θ,
hence ρ(ei, ej) ≥ θ. In other words, we have proved that for any two vectors from Ei and Ej ,
their pairwise angle is lower bounded by θ. Now we proceed to construct a set of vectors
for each Ei such that the pairwise angles can also be lower bounded by θ. The construction
is as follows.
First, we claim that for any Ei, if W ⊂ E satisfies
∀wj 6= wk ∈ W, φ(wj,wk) ≥ θ (125)
then |W | is finite. In order to prove that, we first define B(x, r) = {y ∈ Rn : ‖y−x‖2 < r}.
Then Ei ⊂ ∪e∈EiB(e, 1−cos
θ
2
1+cos θ
2
). From the definition of Ei, it is a compact set, so the open
cover has a finite subcover. Therefore we have ∃V ⊂ Ei with |V | being finite and
Ei ⊂ ∪v∈VB(v,
1− cos θ2
1 + cos θ2
) (126)
Furthermore, we can verify that ∀v ∈ V,∀e1, e2 ∈ B(v, 1−cos
θ
2
1+cos θ
2
), φ(e1, e2) ≤ θ. So ifW ⊂ Ei
satisfies ∀wj 6= wk ∈ W, φ(wj,wk) ≥ θ, then for each v ∈ V , |B(v, 1−cos
θ
2
1+cos θ
2
) ∩W| = 1. As
W ⊂ Ei, we have
|W | = |W ∩ Ei|
= |W ∩ (∪v∈VB(v, 1−cos
θ
2
1+cos θ
2
))|
= | ∪v∈V W ∩B(v, 1−cos
θ
2
1+cos θ
2
)|
≤ ∑v∈V |W ∩B(v, 1−cos θ21+cos θ
2
)|
≤ ∑v∈V 1
= |V |
(127)
Therefore, we have proved that |W | is finite. Using that conclusion, we can construct a
sequence of vectors wj ∈ Ei(j = 1, · · · , l) in the following way:
1. Let w1 ∈ Ei be any vector in Ei.
2. For j = 2, · · · , let wj ∈ Ei be any vector satisfying
∀k = 1, · · · , j − 1, φ(wj,wk) ≥ θ (128)
∃k ∈ {, · · · , j − 1}, φ(wj,wk) = θ (129)
until we cannot find such vectors any more.
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3. As we have proved that |W | is finite, the above process will end in finite steps. Assume
that the last vector we found is indexed by l.
We will verify that such constructed vectors satisfy
∀j 6= k ∈ {1, · · · , l}, ρ(wj,wk) ≥ θ (130)
Due to the construction, φ(wj,wk) ≥ θ, as ρ(wj,wk) = min(φ(wj,wk), pi − φ(wj,wk)), we
only need to show that pi−φ(wj,wk) ≥ θ. To show that, we use the definition of Ei to write
wj as wj = (cos θi, 0, · · · , 0) + rj, where ‖rj‖2 = | sin θi|. Similarly, wk = (cos θi, 0, · · · , 0) +
rk, where ‖rk‖2 = | sin θi|. Therefore cos(φ(wj,wk)) = wj · wk ≥ cos2 θi − sin2 θi =
cos(2θi) ≥ cos(pi − θ), where the last inequality follows from the construction of θi. So
pi − φ(wj,wk) ≥ θ, the proof for ρ(wj,wk) ≥ θ is completed.
Now we will show that ∀e ∈ Ei, we can find j ∈ {1, · · · , l} such that φ(e,wj) ≤ θ. We
prove it by contradiction: assume that there exists e such that minj∈{1,··· ,l} φ(e,wj) > θ,
then as Ej is a connected set, there is a path q : t ∈ [0, 1] → Ej connecting e to w1, and
when t = 0, the path starts at q(0) = e; when t = 1, the path ends at q(1) = w1. We
define functions rj(t) = φ(q(t),wj) for t ∈ [0, 1] and j = 1, · · · , l. It is straightforward to
see that rj(t) is continuous, hence minj(rj(t)) is also continuous. As minj(rj(0)) > θ and
minj(rj(0)) = 0 < θ, there exists t
∗ ∈ (0, 1) such that minj(rj(0)) = θ. Then q(t∗) satisfies
Condition 128, which contradicts the construction in W as the construction only ends when
we cannot find such vectors. Hence we have proved that
∀e ∈ Ei, ∃j ∈ {1, · · · , l}, φ(e,wj) ≤ θ (131)
Now we can proceed to prove the main lemma. For each i ∈ I, we use Condition 128
to construct a sequence of vectors wij. Then such constructed vectors wij have pairwise
angles greater than or equal to θ. Then for any e ∈ Rd with ‖e‖2 = 1, we write e in
sphere coordinates as e = (cos r1, sin r1 cos r2, · · · ,
∏d
j=1 sin rj). Use the same method as
we did for the 2-dimensional case, we can find θi such that |θi − r| ≤ 32θ. Then e′ =
(cos θi, sin θi cos r2, · · · , sin θi
∏d
j=2 sin rj) ∈ Ei. It is easy to verify that φ(e, e′) = |θi −
r| ≤ 32θ. As e′ ∈ Ei, there exists wij as we constructed such that φ(e′,wij) ≤ θ. So
φ(e,wij) ≤ φ(e, e′) + φ(e′,wij) ≤ 52θ < 3θ. So we have proved that for any e ∈ Rd with
‖e‖2 = 1, we can find wij such that φ(e,wij) < 3θ.
For any wij, assume i + 1 ∈ I, we first project wij to w∗ ∈ Ei+1. We have proved
that φ(wij,w
∗) ≤ 32θ. We’ve also proved that we can find wi+1,j′ ∈ Ei+1 such that
φ(wi+1,j′ ,w
∗) ≤ θ. So we have found wi+1,j′ such that φ(wij,wi+1,j′) ≤ 52θ < 3θ. We
can use similar scheme to prove that ∀wij, there exists different wi1,j1 · · · ,wi2k+1,j2k+1 such
that (ir, jr) 6= (i, j) and φ(wij,wir,jr) ≤ 3rθ. Following the same proof as the 2-dimensional
case, we can prove that if m ≤ 2k + 1, then we can find a set of vectors (wj)mj=1 such that
∀j ∈ {1, · · · ,m}, φ(wj′,wj) ≤ min(3mθ, pi) (132)
∀j ∈ {1, · · · ,m}, ‖wj′‖2 = ‖wj‖2 (133)
∀j 6= k, ρ(wj,wk) ≥ θ (134)
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The proof completes.
Lemma 17 For any f ′ ∈ F ′, ∃f ∈ F ′′ such that
‖f ′ − f‖L ≤ 4mCC1C3 sin(θ
′
2
) (135)
where θ′ = min(3mθ, pi).
Proof According to the definition of F ′, ∀f ′ ∈ F ′, there exists (α′j)mj=1, (wj′)mj=1 such that
f ′ =
m∑
j=1
α′jh(wj
′Tx) (136)
∀j ∈ {1, · · · ,m}, |α′j | ≤ 2C (137)
∀j ∈ {1, · · · ,m}, ‖wj′‖2 ≤ C4 (138)
According to Lemma 17, there exists (wj)
m
j=1 such that
∀j 6= k ∈ {1, · · · ,m}, ρ(wj,wk) ≥ θ (139)
∀j ∈ {1, · · · ,m}, ‖wj‖2 = ‖wj′‖2 (140)
∀j ∈ {1, · · · ,m}, arccos( wj ·wj
′
‖wj‖2‖wj′‖2 ) ≤ θ
′ (141)
where θ′ = min(mθ, pi2 ). Let f =
∑m
j=1 αjh(wj
′Tx), then ‖α‖2 ≤
√‖α‖1‖α‖∞ ≤ 2√mC ≤
C4. Hence f ∈ F . Then all we need to do is to bound ‖f − f ′‖L:
‖f − f ′‖2L =
∫
‖x‖2≤C1(f(x)− f ′(x))2dP (x)
=
∫
‖x‖2≤C1(
∑
j αjh(wj
Tx)−∑j αjh(wj′Tx))2dP (x)
=
∫
‖x‖2≤C1(
∑
j αj(h(wj
Tx)− h(wj′Tx)))2dP (x)
≤ ∫‖x‖2≤C1(∑j |αj ||wjTx−wj′Tx|)2dP (x)
≤ C21
∫
‖x‖2≤C1(
∑
j |αj |‖wj −wj′‖2)2dP (x)
(142)
As arccos(
wj·wj′
‖wj‖2‖wj′‖2 ) ≤ θ′, we have wj ·wj′ ≥ ‖wj‖22 cos θ′. Hence
‖wj −wj′‖22 = 2‖wj‖22 − 2wj ·wj′
≤ 2‖wj‖22 − 2‖wj‖22 cos θ′
≤ 4C23 sin2( θ
′
2 )
(143)
Substituting back to Eq.(142), we have
‖f − f ′‖2L ≤ C21
∫
‖x‖2≤C1(
∑
j |αj |2C3 sin( θ
′
2 ))
2dP (x)
≤ 16m2C2C21C23 sin2( θ
′
2 )
(144)
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Appendix D. Replicated Softmax RBM
To better model word counts, Hinton and Salakhutdinov (2009) proposed Replicated Soft-
max RBM. Let V be a D×J observed binary matrix of a document containing D tokens. J
is the vocabulary size. Row i of V is the 1-of-J coding vector of the ith token in this docu-
ment. Vij = 1 if the ith token is the jth word in the vocabulary. Under this representation,
the energy function E(h,V) is defined as
−
D∑
i=1
J∑
j=1
αjVij −D
K∑
k=1
βkhk −
D∑
i=1
J∑
j=1
K∑
k=1
AjkVijhk (145)
Given the observed tokens V, inferring the latent representation h can be done very effi-
ciently
p(hk = 1|V) = σ(Dβk +
D∑
i=1
J∑
j=1
AjkVij) (146)
where σ(x) = 1/(1+exp(−x)) is the logistic function. The model parameters can be learned
by maximizing the data likelihood L({Vn}Nn=1;A,α,β) using the contrastive divergence
(Hinton, 2002) method.
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