In the paper we consider an interesting possibility of a time as a stochastic process in quantum mechanics.
Introduction
In this paper we consider a time as a stochastic process in quantum mechanics. Time is considered as a parameter of an evolution of a mechanical system (e.g. in a Schrödinger equation). It seems for us that it is not enough. We consider a time as a mechanical quantity (Section 2), afterwards we quantize this quantity using canonical quantization procedure (Section 3) and in Section 4 we consider time as a stochastic process. It seems that our approach is a new one and has nothing to do with any approaches to quantization of time.
Time as a mechanical quantity
Let us define the following function of a mechanical system T = T (q i , p i , t), i = 1, 2, . . . , n, where q i are coordinates of the mechanical system and p i are momenta conjugated to those coordinates. t is the usual time which plays here a rôle of a parameter (see Ref. [1] ).
Let
is an equation of motion for such a function. It is easy to see that we can reparametrize t to get the following equation
We neglect also a translation along t. where H = H(p i , q i ) is a Hamilton function for the system and "˙" means the differentiation with respect to t. We use of course the Hamilton equationṡ Eq. (2.5) is an equation of motion for a function which can be considered as a time of the mechanical system. Eq. (2.5) can be solved giving us T (q i , p i , t). Let us consider a simple example of a Hamilton function
(2.6)
which is an n-dimensional harmonic oscilator function. One gets
(2.8) Equation (2.8) can easily be solved in terms of one arbitrary function of 2n variables F = F (x 1 , y 1 , x 2 , y 2 , . . . , x n , y n ). (2.9)
One gets T (q 1 , q 2 , . . . , q n , p 1 , p 2 , . . . , p n , t) = T (q i , p i , t) = t + F p 1 cos ω 1 t + q 1 K 1 m 1 sin ω 1 t , −q 1 cos ω 1 t + p 1 sin ω 1 t √ K 1 m 1 , p 2 cos ω 2 t + q 2 K 2 m 2 sin ω 2 t , −q 2 cos ω 2 t + p 2 sin ω 2 t √ K 2 m 2 , . . . , p n cos ω n t + q n K n m n sin ω n t , −q n cos ω n t + p n sin ω n t √ K n m n . (2.10)
One can easily check (2.10) by simple calculations putting (2.10) into Eq. (2.8).
The Cauchy initial value problem for Eq. (2.8) can be defined by
One can easily prove
If we disregard the dependence of t in T (q, p, t), i.e. we consider T = T (q, p), we get
In the one-dimensional case for a harmonic Hamilton function
one gets two solutions
where f is an arbitrary function of one variable and of C (1) class. One can easily prove that T (p(t), q(t)) (where p(t) and q(t) are solutions of a harmonic oscillator equation of motion) is a periodic function of t. We can consider also a free motion of the mechanical system, i.e. considering a Hamilton function
and the equation
Eq. (2.17) can be also solved and we get
where F (x 1 , y 1 , x 2 , y 2 , . . . , x n , y n ) is a function of 2n variables of C (1) 
where f is an arbitrary function of one variable and of C (1) class. Let us define the following quantities:
23) j = 1, 2, . . . , n. Using relations K j m j = ω j m j one gets
. . . , i 2m n ω n Re a n e iωnt , − 2 m n ω n Re a n e iωnt . (2.24)
A constant is here arbitrary and is not the Planck constant. The inverse transformation is as follows:
Let us consider a different Hamiltonian
where V (r) = k r . In this way we take under consideration a Coulomb or a Newton problem for two bodies if we identify m as a reduced mass. From Eq. (2.3) one easily gets 
τ is a natural parameter of the line. It is easy to see that p ϕ = c = const. We take t = τ and afterwards reparametrize the equations to a more convenient parameter r. Eventually one gets
where p 0 , d, f, e, c, ϕ 0 are constants of integration,
is the Jacobi amplitude function, i.e. the inverse function of the elliptic integral of the first order
is the elliptic integral of the second order
is the Jacobi elliptic function. Let us notice the following fact. The function G 1 (r, a) is a monotonic function, because dG 1 dr > 0, and for this it has an inverse function G(r, a) such that
Moreover, the parametrization of a characteristic line is not very convenient for our purposes. Thus we should go to an old parameter t. One easily gets
Afterwards we should substitute Eq. (2.43) to Eqs (2.32)-(2.36). Let us notice the following fact:
The last statement is equivalent to Eq. (2.28) and Eqs (2.29.1-7). Thus we can consider the following initial problem
where F is an arbitrary function of six real variables of C 1 class. The solution of Eq. (2.28) reads
(t is a special solution to Eq. (2.28) which satisfies the initial condition (2.45)). The graph of the solution of a homogeneous version of Eq. (2.28)-T 0 (t, r, p r , θ, p θ , ϕ, p ϕ ) must be a union of characteristics. In order to find a solution of our equation we should find r(0), p r (r(0)), θ(r(0)), p θ (r(0)), ϕ(r(0)), p ϕ (r(0)). In this way
One gets
F is an arbitrary function of C 1 class,
In Fig. 1 we give a 3D-plot of the function G 1 (r, a) and in Fig. 2 we give a 3D-plot of the function G 2 (r, a). We should substitute Eqs (2.53), (2.56), (2.58) into Eq. (2.57) getting After all these substitutions we get eventually
where F is a function of r, p r , θ, p θ , ϕ, p ϕ via x i , i = 1, 2, 3, 4, 5, 6 and also a function of t via r(0) (see Eq. (2.48)). Let us do the following substitution:
where e r , e θ and e ϕ are tangent vectors to coordinate lines in spherical coordinate system e r = sin θ cos ϕ e x + sin θ sin ϕ e y + cos θ e z (2.70) e θ = cos θ cos ϕ e x + cos ϕ sin ϕ e y − sin θ e z (2.71)
72) e x , e y , e z are versors in Cartesian coordinate system. In this way one gets 
Quantum operator of time
Let us quantize T (q, p, t) in the case of n = 1, i.e. let us find an operator acting in a Hilbert space for
Now we consider q and p as quantum operators acting in Hilbert space and satisfying a commutation relation
where q = q, p = −i d dq . In order to proceed this programme we suppose that F (x, y) is an analytic function of x and y, i.e.
The usual procedure consists in replacing q n p k by powers of operators q and p. There are three well known approaches, i.e. normal, antinormal and Weyl (see Refs [2, 3] ). In our case one gets
Thus one gets
In this way we get
where we choose the simplest possibility to replace p l 1 q l 2 by the operators p l 1 q l 2 . We can replace p l 1 q l 2 by q l 2 p l 1 or 1 2 p l 1 q l 2 + q l 2 p l 1 . Let us consider T in a different representation, i.e. (2.24) for n = 1. One gets
Using the expansion (3.3) one gets
Let us quantize T in a different way substituting a and a * by annihilation and creation operators such that
where n represents a canonical base of a harmonic oscillator, 0 being a vacuum state a 0 = 0. (3.13)
The quantization procedure consists here in replacing a l 1 a * l 2 by a product of operators a, a + . The simplest choice is to take a l 1 a +l 2 . Moreover, there are different important possibilities. We can substitute a l 1 a * l 2 by 1 2 a l 1 a +l 2 + a +l 2 a l 1 or a +l 2 a l 1 . We can also use Weyl-Wigner transform to get a time operator
dq dp da db (3.14)
where q and p are generators of a Heisenberg algebra, and = 1. One can get the expectation value of an operator T as a trace of a product of a density matrix ρ and T .
One can rewrite Eq. (3.14) in a more convenient form defining an operator T (t, q, p) B(q, p) dq dp. B(q, p) dq dp = Id.
(3.17)
Id is the identity operator in a Hilbert space.
In this way one gets
and we do not suppose F to be an analytic function. The expectation value of T is given by
Tr ρ B(q, p) dq dp. How to quantize a time of Coulomb or Newton interaction, i.e. Eq. (2.47)? The best way is to consider an angular momentum of a system, i.e. p ϕ and ϕ in such a way that
Afterwards to put p ϕ and ϕ into the function (2.47). Moreover, this is highly hard task for p ϕ and ϕ enters many places in the solution of Eq. (2.28), i.e. Eq. (2.47). We can apply Eq. (3.14) and also Eq. (3.16) in such a way that q = ϕ and p = p ϕ . We get
F (r, p r , θ, p θ , ϕ, p ϕ ) B(ϕ, p ϕ ) dϕ dp ϕ (3.20) and the expectation value is equal to t + 1 2π
According to general formalism we define a function on a phase space
where F Q (q, p) is a function on a phase space
F p cos ωt +q √ km sin ωt, −q cos ωt +p sin ωt √ km × Tr B(q, p) B(p,q) dq dp = F p cos ωt + q √ km sin ωt, −q cos ωt + p sin ωt √ km . (3.23)
How to quantize a time function in a general case for Coulomb-Newton interaction, i.e. Eq. (2.66)? We can look for some generalization of canonical quantization procedure in curvilinear coordinates (spherical coordinates) or we come back to Cartesian coordinates and proceed quantization. We choose the second possibility. Thus we write r = x 2 + y 2 + z 2 (3.24a) θ = arccos z
For momentum one gets
Using Eqs (3.24a-c) and Eqs (3.25a-c) one finds
where now x i , i = 1, 2, 3, 4, 5, 6, are functions of x, y, z, p x , p y , p z and t. Now we construct the operator B(x, y, z, p x , p y , p z ).
Using (3.27) we construct a quantum time operator
T (t, x, p x , y, p y , z, p z ) B(x, p x , y, p y , z, p z ) dx dp x dy dp y dz dp z (3.28)
F (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) B(x, p x , y, p y , z, p z ) dx dp x dy dp y dz dp z .
(3.29)
We can also define a function on a phase-space
We have of course canonical commutation relations 
and let us define T via formula (3.29). Now F (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) is an operator with the substitution
Moreover, we should still quantize r and p r , i.e. x, y, z and p x , p y , p z via formulas (3.24a) and (3.25a) substituted to Eq. (2.66). This can be achieved by Eq. (3.29). There is no guarantee that all those procedures of quantization are equivalent. This shows us that we get a very rich structure for an investigation. The operator T can be considered as quantum mechanical time. Taking an expectation value at any state we get quantum fluctuations of time around t, i.e.
For a matrix ρ we write
We can try also to diagonalise the operator T in a Hilbert space. Moreover, it seems it has a continuous spectrum. It seems that we should take the following order of p and q operators, i.e.
In this way T is an Hermitian operator with a continuous spectrum.
In the case of a free motion one gets for a time function
The time operator looks like
or we can do an exchange (3.37). Let us consider an expectation value at ϕ = p for T of a harmonic oscillator in a + , a representation:
Thus taking a 00 = 0 we get
In this way we get interesting results for a special type of quantization of T . An expectation value for any state of a harmonic oscillator is equal to t if we suppose that F (0, 0) = 0. Moreover, starting from Eqs (3.22)-(3.23) an expectation value is given by the formula
where W (q, p) is a Wigner quasiprobability function
or in the case of a density matrix ρ (mixed states)
where x | ψ = ψ(x) (a standard notation). Moreover, if we use two different time functions T 1 and T 2 and if we consider a product of two time operators T 1 and T 2 , we can use a * -product
In order to get third function T 3 (t, q, p) corresponding to an operator T 3 we write in a standard way
where
All the ideas of quantization presented here can be found in Refs [3, 4, 5] . In the case of a time operator (3.30) we can use a Wigner quasiprobability function
We calculate the expectation value using the formula
4 Time as a stochastic process
We get a "time" series
In this way we can consider a time as a stochastic process with a particular realization for every ϕ or ρ (t means here a parameter). One can define a variation
In the case of a free motion one gets
In the case of a harmonic oscillator one gets
for (4.1)-(4.2), where ω = 2πν = 2π T , n is an integer. In this way a quantum fluctuation occurs for t ∈ (0, T ). In the case of a free motion they are for all t ∈ R. Moreover, we get for a harmonic oscillator
where n is an integer. One can define also a "covariance matrix"
In the case of a harmonic oscillator one simply gets
where n and m are integers. One can also define
with the same properties as (4.8) in the case of a harmonic oscillator. In all the formulas concerning a harmonic oscillator we use the prescription ( 
For the covariance we get
and eventually
We can proceed some calculations of Var, Cov, Corr using the Moyal approach and Wigner function not only in the case of a time operator for Coulomb or Newton interactions but also for harmonic oscillators. This will be done elsewhere. Let us consider a more general problem with Eq. (2.3), i.e. Thus we have
It is easy to see that
In order to quantize our time function we use phase-space quantization procedure. In this method we have still to do with functions defined on phase-space, i.e. T (t, q i , p i ). Moreover, to find an expectation value we should use a Wigner function, i.e.
dq 1 · · · dq n dp 1 · · · dp n T 0 (t,
Variation can also be calculated
We can also write
Quantum time in our approach has nothing to do with quantum time operator from Ref. [7] and it has no known commutation relation with a Hamiltonian. It is interesting to find a relativistic (or even quantum gravity) analogue of T t .
Conclusions and prospects for further research
In the paper we consider time as a mechanical quantity, i.e.
where q i are positions and p i are momenta. In this way the function T depends on the Hamilton function of the system (n is the number of degrees of freedom of the system). We solve the equation of motion for T in several cases, i.e. for a Hamiltonian of harmonic oscillator, free motion (a kinetic energy only) and a Newton or a Coulomb interaction of two material points (transformed to a material point in Coulomb or Newton potential). Let us look on Eq. (2.2) and Eq. (2.5) in more details. Eq. (2.5) if we suppose that T = T (q i , p i ) (no dependence on t) tells us that T is canonically conjugated to H-the Hamilton function:
This is similar for a position q i and conjugated momentum p i :
Thus if we want to quantize a time in a canonical way we should use a prescription
(a Dirac quantization prescription). We can also use a Moyal bracket which can be defined in two ways:
or {T, H} M = 2 3 π 2 dp ′ dp
i.e. with a help of a differential operator of an infinite order (in this case we suppose that T and H are smooth functions) or as an integral transform (T and H are only Borel functions). In this case one gets {T, H} M = {T, H} + O( 2 ).
Thus {T, H} M = 1 + O( 2 ). However we face a real problem: a Hamilton operator in Quantum Mechanics is positively defined and a solution of commutation relation in L 2 (R n ) is well known and involves differentiation which is not positively defined.
One can find the solution to this problem in QM in Ref. [7] . This is nonrelativistic mechanics. In the relativistic case we have to do with the following CCR (Canonical Commutation Relations)
[ Q iµ , P jν ] = −i δ ij · η µν · Id.
Id is the identity operator in a Hilbert space. They are called RCCR (Relativistic Canonical Commutation Relations). We should also suppose that Q + µ = Q µ , P + µ = P µ . Moreover, the theory must be Lorentz covariant. So we should have a unitary representation of a Lorentz group in a Hilbert space (U ) (e.g. L 2 (R n )) such that
is a matrix of Lorentz transformation. Thus we have three conditions: RCCR, hermiticity of Q µ and P µ and covariance. These three conditions cannot be simultaneously satisfied. This statement is known as a Busch theorem. η µν is a Minkowski tensor, η µν = (−, −, −, +). We consider in the paper quantization of nonrelativistic time function which describes fluctuations of a parameter t during a motion. We use several approaches to quantize the function. Moreover, it would be very interesting to examine a motion of some subsystems with quantum and classical time function. The subsystems can interact. This problem will be investigated later.
Let us notice the following fact. One can consider quantum analogue of Eq. (2.2) as a Heisenberg equation
In this way we get an equation for T as a differential equation in a space of operators. Such equations are hard to manage. Thus our approach (to consider classical equation, to solve it and to quantize the solution) seems to be more convenient to manage. In order to define a relativistic time operator we should consider Q µ for µ = 4 supposing that Q µ are Hermitian and covariance relations are satisfied. We can fulfil these two conditions. We need relativistic analogue of Eq. (2.2) and afterwards to quantize a solution in a canonical way or to use phase-space formulation to find expectation value.
