This paper presents a temporally-aware backlight scaling (TABS) technique for video streams. The goal is to maximize energy saving in the display system by means of dynamic backlight dimming subject to a user-specified tolerance on the video distortion. The video distortion itself comprises of (i) an intraframe (spatial) distortion component due to frame-sensitive backlight scaling and transmittance function tuning and (ii) an inter-frame (temporal) distortion component due to large-step backlight dimming across multiple frames and modulated by the physiological characteristics of the human visual system. The proposed backlight scaling technique is capable of efficiently computing the flickering effect online and subsequently using a measure of the temporal distortion to appropriately adjust the slack on the intra-frame spatial distortion. The proposed technique has been implemented on the Apollo Testbed II hardware platform. Actual current measurements on this platform demonstrate the superiority of TABS compared to previous backlight dimming techniques.
INTRODUCTION
Major sources of power dissipation in a portable electronic device are many and vary as a function of the device functionality and performance specification. In reality, many of these devices are equipped with an Active Matrix Liquid Crystal Display (LCD), which tends to account for a significant portion of the total system power. These LCD displays require two power sources, a DC-AC inverter to power the CCFL used as the backlight and DC-DC converters needed to boost and drive the rows and columns of the LCD panel. Power is also consumed in the bus interface, analogdigital converter, LCD controller circuit, watchdog timer, RAM array, etc. Among these sources of power consumption, the display backlight is the single largest power consumer in a typical LCD module. Unlike the other system resources, one cannot tackle this power thirsty component with some form of power shutdown.
There are two main techniques for lowering the power consumption of LCD module. The first class has focused on the digital/analog interface between the graphics controller and the LCD controller. These techniques try to minimize the energy consumption by taking advantage of different encoding schemes to minimize the switching activity of the electrical bus. The second class has focused on the video controller and the backlight source. The key intuition is that the human eye's perception of the light, which is emitted from the LCD panel, is a function of two parameters, 1) intensity of the backlight and 2) transmittance of pixels in the LCD panel. Since the variation in power consumption of the backlight lamp for different output luminance values is orders of magnitude larger than power consumption of the LCD panel for different pixel values, one can save energy achieve the same perception in human eyes by simply dimming the backlight and increasing the LCD transmittance.
In their pioneering work [1] , Chang et al. proposed a Dynamic backlight Luminance Scaling technique (DLS) to reduce the energy consumption of the LCD displays. This approach has two drawbacks, a) it manipulates every pixel on the screen oneby-one limiting the application of this approach to still images or low-frame-rate videos; b) it achieves energy saving at the cost of loss in visual information. Reference [2] improved this approach by eliminating the pixel-by-pixel transformation of the displayed image through minor hardware modifications to the built-in LCD reference driver. Reference [3] proposed a method for image transformation, whereby the dynamic range of the original image is reduced such that the incurred image distortion is no more than a pre-specified value. Reference [4] presented a backlight scaling technique, which is based on a tone reproduction operator.
Although the aforesaid techniques are effective backlight scaling approaches, they all suffer from a common shortcoming, i.e., temporal blindness. They apply the backlight scaling scheme to each frame of a video sequence individually without considering flickering effects, which may result as a consequence of frequent and abrupt changes in the backlight intensity. In the remainder of this paper, we will refer to all of the prior techniques for video as Frame-sensitive Backlight Scaling (FBS) techniques.
In contrast, this paper proposes a backlight scaling scheme which is sensitive to the spatiotemporal information of video sequence. The key idea is to decompose the maximum allowed distortion between the original video and the backlight scaled one into two components, 1) the spatial distortion which is the intraframe luminance distortion between the respective frames of the original and backlight scaled video sequences, and 2) the temporal distortion which is the inter-frame distortion due to (large-scale) changes of luminance over time when comparing the original and backlight scaled video sequences. We take advantage of an analytical model of the Critical Fusion Frequency (CFF) and the temporal information about the average luminance of each frame. Next, we limit the maximum allowed spatial distortion that the FBS scheme create, and therefore, limit the overall maximum video distortion below a certain user specified limit. This paper provides:
1. A useful characterization of video distortion, which accounts for both spatial and temporal components of video distortion and uses an efficient model of the HVS. 2. The first temporally-aware backlight scaling technique for high frame-rate video, which maximizes the backlight dimming-driven energy savings in the LCD module subject to a bound on tolerable video distortion. 3. Efficient hardware realization of the proposed temporally-aware backlight scaling. In the following, the basic background on the temporal response of human visual system and prior work of dynamic backlight scaling will be discussed. Next, in section 3 temporallyaware backlight scaling approach will be explained. Sections 4 and 5 will provide the experimental results and conclusions.
BACKGROUND

Temporal Response of Human Visual System
The Human Visual System (HVS) functions at a wide range of light levels, from starlight to bright sunlight. To cope with this enormous range, various processes of light adaptation have evolved. Light adaptation refers to the changes in our sensitivity to light, which allow us to adapt to a wide range of light levels. These adjustments do not simply modify our sensitivity to light; they change the way our visual system processes the spatial and temporal variations.
In the spatial domain, with increases in ambient light level, mechanisms of adaptation come into play. A fundamental measure of field adaptation is the Threshold Versus Intensity (TVI) function that is a plot of the intensity needed to detect a test light as a function of the intensity of the background upon which it is presented. [8] This notion was exploited in histogram equalization for backlight scaling technique (HEBS) [3] .
On the other hand, in the temporal domain, studies of the dynamics of light perception can be divided into two categories based on the stimulation method utilized for the HVS characterization. The first category is based on aperiodic stimuli, which tries to measure the impulse response of HVS. In these experiments, the sensitivity of the HVS is measured when a brief test light is presented to the HVS before, during, and after the presentation of a much stronger background light. [5] . The second category tries to measure the Critical Fusion Frequency (CFF) of the HVS at various amplitude sensitivity values (AS values.) The CFF is the minimum frequency, f*, above which the observer cannot detect any flickering effect when a series of light flashes at that frequency is presented to him/her. The AS at frequency f* is the ratio of the minimum required amplitude of the flash light at frequency f* to the average ambient luminance such that the flickering effect is perceived [5] .
Figure 1. Temporal model of HVS
In this paper, we adopt a computational temporal response model of the HVS of Weigand et al. [6] (cf. Figure 1. ) This model can be used to determine the AS threshold of an observer when presented with varying light intensities. Note that the input to this model is a scalar value representing the luminance of the viewing area, whereas the output is the intensity of perceived luminance. If the difference between the DC value and the amplitude of a given frequency, f*, in the output of the model exceeds a predefined threshold δ,  then the flickering is perceived. Figure 2 shows a typical frequency domain transfer function of this model. Note that for a fixed DC value, i.e. fixed background luminance, as we increase the frequency of the flickering light the required amplitude for the flickering to be perceived is almost constant for frequencies below 10Hz and then increases exponentially. Moreover, for a given frequency of flashing light by increasing the background luminance, the minimum amplitude of the flashing light for which the flickering is perceived decreases. The key idea of backlight scaling technique is to dim the backlight and compensate for the luminance loss by adjusting the grayscale of the image to increase its brightness or contrast. More precisely, ( ) .
where 0<β≤1 is the backlight scaling factor and Φ(X,β) is the pixel transformation function. Reference [2] proposed a method in which the pixel values in both dark and bright regions of the image are used to enable a more aggressive backlight dimming while maintaining the contrast fidelity of the image. The key idea is to first truncate the image histogram on both ends to obtain a smaller dynamic range for the image pixel values and then to spread out the pixel values in this range (by applying an affine transformation). Reference [3] proposed a method for image transformation, whereby the dynamic range of the original image is reduced such that the incurred image distortion is no more than a pre-specified value. The method, however, had two disadvantages; a) the distortion characterization curve was dependent on the displayed image; b) the equalization algorithm required histogram information of the displayed image to calculate the image transformation function.
The aforementioned techniques are effective for still images; however, if one tries to apply these techniques on a per-frame basis to a video stream, the output video quality can significantly be degraded. This is because different frames in a video clip may have different characteristics, and therefore, FBS may result in different pixel transformation functions (Φ), and thus, different backlight scaling factors (β). The abrupt changes in Φ and β can subsequently result in a large flickering effect over time.
THE PROPOSED APPROACH
In FBS techniques, the spatial distortion is upper-bounded by a user specified maximum allowed value (cf. Figure 3) . The second component of distortion is the changes in the luminance of the backlight-scaled video compared to the original video, i.e. the temporal distortion. 
where D spt (X, Y) is the spatial distortion between still images, X and Y; V(.) is the perceived light intensity when an input is given to the HVS (cf. Figure 1) , and F{.} is the Fourier transform operator. Finally, α is the weighting coefficient. First term in equation (3) captures the spatial distortion between the respective frames of video sequences X and Y, while the second term is the mean square error between the spectral power density of the original video sequence and the backlight scaled one. Note that equation (3) is hard to evaluate because the first term is in time domain while the second term is defined in the frequency domain. To circumvent this problem, equation (3) can be simplified by using the Parseval's theorem, which simply states that integral of squared signal is equal to integral of its spectral power density, therefore, Figure 4 shows the block diagram of this approach. The key idea is to measure the temporal distortion of backlight scaled video and then feedback this information to dynamically change the maximum allowed spatial distortion.
To measure the temporal distortion, D tmp , of the video sequence we use the following procedure, 
IMPLEMENTATION & RESULTS
To assess the effectiveness of TABS, we used the experimental setup shown in Figure 5 . The demonstration platform [7] , Apollo Test-bed II, uses Intel X-scale 80200 processor and includes a 6.4'' LCD at 640*480 resolution. We modified the MPEG-1 decoder application to incorporate the FBS technique of [3] , which from now on will be referred to as HEBS (as the authors intended.) Figure 5 . The experimental Setup As described in [1] , the control low pass filter is a first order filter with following transfer function,
Finally, the controllable gain is given by, 
where r c (t) is the control signal at the output of the control low pass filter given in equation (5-a) (cf. Figure 1) .
To implement TABS, we followed two steps: 1) The HVS model presented in section 2 is a continuous-time model while the average luminance of each frame in the displayed video is calculated on a frame by frame basis resulting in a discrete-time signal. Therefore, we transformed the continuous-time filters given by equations (5-a, d) to discrete-time filters.
2) The output of the controller low-pass filter in Figure 1 does not change significantly. This is due to limited range of output luminance values for typical LCD. Therefore, we assumed that the output of control filter is a constant, i.e., rc(t)=r0 (cf. Figure 1) . This assumption results in fixed quadratic filters and gain blocks in the temporal model of the HVS.
From these observations and by calculating output of the control low-pass filter, r 0 , we obtain the following digital filter, 2 2 0.017 0.011 ( ) 1.067 2.05 1.05 2.03
Subsequently, we implemented this digital filter and calculated the output of the HVS model for the average luminance value of each frame in the video sequence.
For the online calculation of the temporal distortion, D tmp , we approximated the calculation in equation (4) by averaging the signal over a fixed number of previously filtered average luminance values i.e., we used a moving average technique. Next, we used this moving average value and the maximum allowed video distortion, D max , in equation (3) To measure the temporal distortion of the backlight and the pixel transformation function, we calculated the average luminance value for each of the recorded frames to get the time domain signal for the spatial average luminance of pixels. Next, we calculated the HVS response to this signal by using the discrete-time domain filter given in equation (6) and then, plotted the frequency domain representation of the output. We recorded the output of the LCD and the power consumption was recorded using a Data Acquisition System (DAQ). Figure 6 compares the temporal behavior of the two different movie clips for different maximum allowed distortion rates. Note that the output of HEBS has a number of strong low frequency components, which cause unwanted flickering, whereas TABS has a frequency domain characteristic almost identical to the original sequence. Moreover, as we increase the maximum allowed video distortion the amplitude of different frequencies significantly increases for HEBS, whereas the amplitude of the TABS remains almost unchanged. Figure 7 shows the overall energy savings of the LCD for different movie clips. HEBS achieves higher energy savings since it does not consider the temporal distortion. However, the loss in energy savings due to consideration of the temporal distortion in the TABS scheme is not significant whereas the overall video quality is significantly improved as depicted in Figure 6 . 
CONCLUSION
We proposed a temporally-aware backlight scaling scheme for video, based on a detailed video distortion metric, which not only account for the intra-frame spatial distortion, but also uses the spectral power density of the average luminance of different frames to measure the flickering incurred by the backlight scaling. Experimental results show a significant improvement in quality of backlight scaled video.
