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Abstract
Le´vy-type stochastic integrals M = (M(t), t > 0) are obtained by
integrating suitable predictable mappings against Brownian motion
B and an independent Poisson random measure N . We establish
conditions under which the right tails of M are of regular variation.
In particular we require that the intensity measure associated to N
is the product of a regularly varying Le´vy measure with Lebesgue
measure. Both univariate and multivariate versions of the problem
are considered.
Keywords and phrases: Le´vy-type stochastic integral, predictable mapping,
semimartingale, regular variation, Le´vy measure.
1 Introduction
The noise driving a random dynamical system is typically taken to be a semi-
martingale. For many models of interest in the physical sciences, finance,
insurance and telecommunications, probability laws with “heavy tails” are
encountered, and this signifies that there is a significant probability that a
∗Work carried out at The Nottingham Trent University
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large scale discontinuity will interrupt the usual regular behaviour. Mathe-
matically this is modelled by assuming that the tails are of regular variation
( i.e. asymptotically like a Pareto distribution), or more generally subexpo-
nential (see e.g. [8], [20] for many practical examples).
This suggests that there should be considerable interest in semimartingales
with regularly varying or subexponential tails, but there appears to have
been little work on this subject so far. One case that has been intensively
studied is that of a Le´vy process. Here it is known that the tail of the process
is subexponential (of regular variation) if and only if the tail of the Le´vy mea-
sure (which determines the “large jumps” of the process) is subexponential
(of regular variation) - see [5], [7]. Another paper of related interest to this
one is [19] where conditions are found for the solutions of certain stochastic
differential equations, which are driven by a regularly varying Le´vy process,
to themselves have a regularly varying right tail.
In this paper we study a class of semimartingales whose structure is par-
ticularly transparent. These are the Le´vy-type stochastic integrals which
are built from the noise of a Le´vy process and a quadruple of suitable pre-
dictable mappings which are coupled to the drift, diffusion, small jumps and
large jumps, respectively. A comprehensive account of such integrals can be
found in [2].
Our main aim in this paper is to find conditions under which these integrals
have regularly varying right tails and that moreover, this is entirely due to the
effect of the large jumps. We do not claim that the conditions we impose are
optimal, and they are surely far from necessary - indeed one of the main aims
of this article is to stimulate more research into these and related problems.
An intriguing potential application is the modelling of stock returns where
regularly varying tails are observed in empirical studies (see e.g. [1], [14] and
section 7.6 in [8]).
In the first four sections of this paper, we study the problem within a uni-
variate setting. The final section sketches a multivariate extension making
extensive use of a recent new approach to multivariate regular variation de-
veloped by Filip Lindskog [12]. The results here are of similar type to those
in one-dimension, but of necessity, somewhat cruder.
Notation. R+ = [0,∞). Throughout this article Bˆ = (−1, 0) ∪ (0, 1) and
Bˆc = (−∞,−1] ∪ [1,∞). Given any Borel set E in R,B(E) denotes the σ-
algebra of all Borel subsets of E, where E is equipped with the usual relative
topology. If M = (M(t), t > 0) is a ca`dla`g real-valued semimartingale, then
[M,M ](t) denotes its quadratic variation at time t, so that
[M,M ](t) =M(t)2 −M(0)2 − 2
∫ t
0
M(s−)dM(s).
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2 Le´vy-type Stochastic Integrals
Let (Ω,F , (Ft, t > 0), P ) be a stochastic base wherein the filtration (Ft, t >
0) satisfies the usual hypotheses of completeness and right continuity. Let
B = (B(t), t > 0) be a standard one-dimensional Brownian motion and
N = (N(t, ·), t > 0) be a Poisson random measure on R+ × (R− {0}) which
is independent of B. We assume that the intensity measure associated to N
is of the form Leb⊗ν where Leb denotes Lebesgue measure on R+ and ν is
a Le´vy measure on R− {0}, i.e. ∫R−{0}(|x|2 ∧ 1)ν(dx) <∞. We will further
assume that ν has support on the whole of R − {0}. We denote by N˜ the
associated compensated measure, so that
N˜(t, A) = N(t, A)− tν(A),
for all t > 0, A ∈ B(R− {0}).
For given A ∈ B(R), let PA denote the smallest σ-algebra with respect to
which all mappings φ : R+ × A × Ω → R satisfying (1) and (2) below are
measurable.
1. For each 0 6 t < ∞, the mapping (x, ω) → φ(t, x, ω) is B(E) ⊗ Ft
measurable,
2. For each x ∈ E, ω ∈ Ω, the mapping t→ φ(t, x, ω) is left continuous.
PA-measurable mappings are said to be A-predictable.
Now let (F,G,H,K) be a quadruple wherein F andG are predictable processes
(in the usual sense) while H and K are Bˆ- and Bˆc-predictable mappings, re-
spectively. We impose the assumption that for all t > 0,∫ t
0
(
|F (s)|+ |G(s)|2 +
∫
Bˆ
|H(s, x)|2ν(dx)
)
ds <∞ a.s..
We may then define the Le´vy-type stochastic integral M = (M(t), t > 0),
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where for each t > 0,
M(t) :=
∫ t
0
F (s)ds+
∫ t
0
G(s)dB(s) +
∫ t
0
∫
Bˆ
H(s, x)N˜(ds, dx)
+
∫ t
0
∫
Bˆc
K(s, x)N(ds, dx)
:= IF1 (t) + I
G
2 (t) + I
H
3 (t) + I
K
4 (t). (2.1)
M is a semimartingale. Both IG2 and I
H
3 are local martingales, while I
F
1 +I
K
4
is a process of finite variation and each IK4 (t) is a (random) finite sum. M has
a ca`dla`g modification, which is itself a semimartingale and which we identify
with M henceforth. Further details of the construction and properties of M
may be found in [2] (see also Chapter 4 of [10]).
Let Rα denote the set of all regularly varying functions from R+ to R+ with
index α ∈ R, so f ∈ Rα if and only if
lim
x→∞
f(cx)
f(x)
= cα, for all c > 0.
Members of R0 are said to be slowly varying and f ∈ Rα if and only if there
exists L ∈ R0 such that f(x) = L(x)xα, for all x ∈ R+. Standard references
for regular variation are [4], [16] and [21]. We will also want to discuss this
type of limiting behaviour as x → −∞. Let g : (−∞, 0) → R+ and define
g˜ : (0,∞) → R+ by g˜(x) = g(−x), for all x > 0. For each α ∈ R, we
introduce the class Lα by the prescription g ∈ Lα if and only if g˜ ∈ Rα.
Let FX be the right continuous distribution function of a real-valued random
variable X, and define FX = 1 − FX . Let M be a Le´vy-type stochastic
integral. Our goal in this paper is to establish conditions under which FM(t) ∈
R−α, for some α > 0, and all t ∈ [0, T ]. We will make the following standing
assumption on the Le´vy measure:-
ν((−∞, λ)) ∈ L−γ and ν((λ,∞) ∈ R−α,
where α, γ > 0.
We also require the following weak independence condition:- for each t >
0, a ∈ R:
P (M(t)− IK4 (t) > a|IK4 (t) > b) ∼ P (M(t)− IK4 (t) > a), (2.2)
as b→∞.
Before we begin the analysis, we mention one special case of interest. If
M(t) =
∫ t
0
F (s)dX(s), where X is an α-stable Le´vy process , the stochastic
integral M = (M(t), t > 0) can be constructed so as to ensure that M
automatically inherits regularly varying tails from X. Full details can be
found in [18].
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3 Some Elementary Tail Estimates
From now on we fix T > 0 and assume that t ∈ (0, T ]. C1, C2, . . . will denote
strictly positive constants. Our aim in this section is to establish conditions
under which, for given α > 0 and any L ∈ R0,
lim
λ→∞
P (|IF1 (t)| > λ)
λ−αL(λ)
= lim
λ→∞
P (|IG2 (t)| > λ)
λ−αL(λ)
= lim
λ→∞
P (|IH3 (t)| > λ)
λ−αL(λ)
= 0.
(3.3)
3.1 Estimates for IF1 .
If 0 6 α < 1, we assume that
∫ T
0
E(|F (s)|)ds < ∞, then by Markov’s
inequality,
P (|IF1 (t)| > λ) 6
∫ t
0
E|F (s)|)ds
λ
,
hence
lim sup
λ→∞
P (|IF1 (t)| > λ)
λ−αL(λ)
= 0. (3.4)
If α > 1, we assume that
∫ T
0
E(|F (s)|α+²)ds <∞ for some ² > 0. By an easy
Chebychev-type inequality and using Ho¨lder’s inequality, we obtain,
P (|IF1 (t)| > λ) 6
E(|IF1 (t)|α+²)
λα+²
6
tα+²−1
∫ t
0
E(|F (s)|α+²)ds
λα+²
,
from which (3.4) follows immediately.
3.2 Estimates for IG2 .
If 0 6 α < 2, we assume that
∫ T
0
E(|G(s)|2)ds <∞. Itoˆ’s isometry yields
E(|IG2 (t)|2) =
∫ t
0
E(|G(s)|2)ds.
Arguing as above, we obtain
P (|IG2 (t)| > λ) 6
∫ t
0
E(|G(s)|2)ds
λ2
,
from which the desired result follows.
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If α > 2, assume that
∫ T
0
E(|G(s)|α+²)ds <∞, for some ² > 0. As above, we
have
P (|IG2 (t)| > λ) 6
E(|IG2 (t)|α+²)
λα+²
.
Using Burkholder and Ho¨lder’s inequalities, we obtain
E(|IG2 (t)|α+²) 6 C1(α, ²)E([IG2 , IG2 ](t)
α+²
2 )
= C1(α, ²)E
[(∫ t
0
|G(s)|2ds
)α+²
2
]
6 C1(α, ²)t
α+²−2
2
∫ t
0
E(|G(s)|α+²)ds,
and we are finished.
3.3 Estimates for IH3 .
If 0 6 α < 2, we assume that
∫ T
0
∫
Bˆ
E(|H(s, x)|2)ν(dx)ds <∞. In this case,
Itoˆ’s isometry yields
E(|IH3 (t)|2) =
∫ t
0
∫
Bˆ
E(|H(s, x)|2)ν(dx)ds,
and we may proceed just as in the first part of section 3.2 above.
If α > 2, we assume that
∫ T
0
∫
Bˆ
E(|H(s, x)|α+²)ν(dx)ds <∞, for some ² > 0.
We first suppose that ν(Bˆ) <∞. Burkholder’s inequality yields
P (|IH3 (t)| > λ) 6 C2(α, ²)
E([IH3 , IH3 ](t)
α+²
2 )
λα+²
. (3.5)
Let Y (t) := [IH3 , I
H
3 ](t) =
∫ t
0
∫
Bˆ
H(s, x)2N(ds, dx).
Using Itoˆ’s formula, we obtain for p > 1:-
|Y (t)|p =
∫ t
0
∫
Bˆ
(|Y (s−) +H(s, x)2|p − |Y (s−)|p)N(ds, dx).
Taking expectations and using the elementary inequality, |a+b|p 6 2p−1(|a|p+
|b|p), for a, b ∈ R, we obtain:
E(|Y (t)|p) =
∫ t
0
∫
Bˆ
E(|Y (s) +H(s, x)2|p − |Y (s)|p)ν(dx)ds
6 (2p−1 − 1)ν(Bˆ)
∫ t
0
E(|Y (s)|p)ds+ 2p−1
∫ T
0
∫
Bˆ
E(|H(s, x)|2p)ν(dx)ds.
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We now apply Gronwall’s inequality to obtain
E(|Y (t)|p) 6 C3(p, T )
∫
Bˆ
E(|H(s, x)|2p)ν(dx)ds, (3.6)
where C3(p, T ) = 2
p−1 exp{(2p−1− 1)ν(Bˆ)T}. Now put p = 1
2
(α+ ²) in (3.6)
and substitute into (3.5) to obtain the required result.
In the case where ν(Bˆ) =∞, we must also assume that
E
[(∫ T
0
∫
Bˆ
|H(s, x)|2ν(dx)ds
)α+²
2
]
<∞. (3.7)
We can then argue as above, using the following estimate, which is due to
Kunita [11]:-
E(|IH3 (t)|p) 6 C4(p)
{∫ t
0
∫
Bˆ
E(|H(s, x)|p)ν(dx)ds
+ E
[(∫ t
0
∫
Bˆ
|H(s, x)|2ν(dx)ds
) p
2
]}
,
for all 0 < t 6 T .
Note that this estimate also holds in the case where ν(Bˆ) <∞. A sufficient
condition for (3.7) to hold is that there exists h ∈ Lα+²([0, T ]) such that
|H(s, x)| 6 |h(s)||x|, for all x ∈ Bˆ, 0 6 s 6 T . This is easily verified by using
Ho¨lder’s inequality and the definition of ν.
We will summarise all the results of this section within the statement of our
main theorem in section 4.
4 The Main Theorem
We begin this section by investigating the asymptotic behaviour of the tail
of IK4 (t) =
∫ t
0
∫
Bˆc
K(s, x)N(ds, dx). We make the following assumptions on
the mapping K, for all 0 6 t 6 T .
1. For all |x| > 1, K(t, x) = K(t)f(x) where K is a predictable process
with inf06s6tK(s) > 0, for all t > 0 and f : Bˆc → R+ is Borel measur-
able.
2. f+ := f1{x>1} ∈ Rβ for some β > 0 and is non-decreasing with
limx→∞ f+(x) =∞.
f− := f1{x6−1} ∈ Lδ for some δ > 0 and is non-increasing with
limx→−∞ f−(x) =∞.
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Now define a process Zf = (Zf (t), t > 0) by
Zf (t) :=
∫ t
0
∫
Bˆc
f(x)N(ds, dx) =
∫
Bˆc
f(x)N(t, dx),
for each t > 0.
Proposition 4.1 Assume that condition (2) above holds, then for each 0 <
t 6 T, FZf (t) ∈ R−ρ, where ρ = min
{
α
β
, γ
δ
}
.
Proof. Zf is a compound Poisson process with intensity measure νf where
for each A ∈ B(Bˆc), νf (A) = ν(f−1(A)) (see e.g. [2], Chapter 2). We write
Zf (t) = Zf,1(t) + Zf,2(t), where Zf,1(t) =
∫
x>1 f(x)N(t, dx) and Zf,2(t) =∫
x6−1 f(x)N(t, dx) are independent compound Poisson processes.
Let f←+ be the right continuous inverse of f+, so that
f←+ (y) := inf{x > 1; f(x) > y},
for each y ∈ R+, then for λ > 0, νf+((λ,∞)) = ν◦f←+ ((λ,∞)). It follows from
[16], Proposition 0.8 (v) and (iv) that νf+ ∈ R−αβ . Hence by Proposition 0 in
[7] (see also [9], pp. 572-3), it follows that FZf,1(t) ∈ R−αβ for all 0 < t 6 T .
A similar argument (where we define f←− := −(f˜)←) shows that νf− ∈ R− γδ ,
and hence FZf,2(t) ∈ R− γδ for all 0 < t 6 T . We can now apply Theorem 6.1
in the appendix to deduce that each FZf (t) ∈ R−ρ.
¤
Note: If we change assumption 2 above so that f− = 0, then the conclusion
of Proposition 4.1 will be that FZf (t) ∈ R−αβ , for all 0 6 t 6 T . Similar
remarks apply to the case where f+ = 0.
We make some further assumptions:-
3. The processes (K(t), t > 0) and (Zf (t), t > 0) are independent.
4. For each 0 6 t 6 T , there exists ²(t) > 0 such that E(K(t)ρ+²(t)) <∞.
If assumptions (1) to (4) hold, then it follows from Proposition 4.1 and section
4.2 of [15] (see also [20]) that FJK,f4 (t)
∈ R−ρ, where JK,f4 (t) := K(t)Zf (t), for
each t > 0. We aim to develop this idea further. From now on assume that
K is ca`gla`d and define
K(t) = sup
06s6t
K(s), K(t) = inf
06s6t
K(s),
for each t > 0.
We replace assumption (4) by the following stronger requirement:
4′. For each 0 6 t 6 T , there exists ²(t) > 0 such that E(K(t)ρ+²(t)) <∞.
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Theorem 4.1 Assume that assumptions (1) to (3) and (4)′ hold, then FIK4 (t) ∈R−ρ for each 0 < t 6 T .
Proof. Clearly each E(K(t)ρ+²(t)) <∞. Furthermore the processes (K(t), t >
0) and (K(t), t > 0) are each independent of (Zf (t), t > 0). Hence by the
remarks made above, each ofK(t)Zf (t) andK(t)Zf (t) have regularly varying
right tail of index −ρ. Hence, given any L ∈ R0, for each 0 < t 6 T we have
1 = lim
λ→∞
P (K(t)Zf (t) > λ)
λ−ρL(ρ)
6 lim inf
λ→∞
P (IK4 (t) > λ)
λ−ρL(ρ)
6 lim sup
λ→∞
P (IK4 (t) > λ)
λ−ρL(ρ)
6 lim
λ→∞
P (K(t)Zf (t) > λ)
λ−ρL(ρ)
= 1,
and the required result follows. ¤
We can now construct some non-trivial examples of processes of the form Ik4
which have the required asymptotic behaviour. For example, we can take
each K(t) = g(B(t)), where B = (B(t), t > 0) is a standard Brownian
motion and g : R→ (0,∞) is continuous, convex and polynomially bounded.
To see this, suppose that p is a polynomial such that g(x) 6 p(|x|), for all
x ∈ R. Since g is convex, K is a submartingale, and so by Doob’s martingale
inequality, for all 0 6 t 6 T ,
E(K(t)ρ+²(t)) 6 D(t, ρ)E(K(t)ρ+²(t))
6 D(t, ρ)E(p(|B(t)|ρ+²(t)) <∞,
where D(t, ρ) = ( ρ+²(t)
ρ+²(t)−1)
ρ+²(t) and we have chosen inf06t6T ²(t) > (1−ρ)∨0.
Note that in order to satisfy our standing hypothesis of weak independence
(2.2) (which we require in the next theorem), B should be chosen to be an
independent copy of the process appearing in IG2 .
We remark that Theorem 4.1 can be shown to hold under alternative con-
straints on K, when (4)′ is expressed in terms of the conditions for products
of distribution functions to have regular variation which are described in the
corollary to Theorem 3 of [6].
If we combine Theorem 4.1 with the estimates of section 3, we obtain our
main result:-
Theorem 4.2 Let M = (M(t), 0 6 t 6 T ) be a Le´vy-type stochastic integral
of the form (2.1) satisfying the condition (2.2) . Suppose that the right tail
of the Le´vy measure ν is in R−α, for some α > 0, the left tail of ν is in L−γ,
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for some γ > 0 and that assumptions (1) to (3) and (4)′ above hold, for some
β, δ > 0. Let ρ = min
{
α
β
, γ
δ
}
. Further assume the following:-
• If 0 6 ρ 6 1,∫ T
0
[
E
(
|F (s)|+ |G(s)|2 +
∫
Bˆ
|H(s, x)|2ν(dx)
)]
ds <∞.
• If 1 6 ρ < 2, for some ² > 0,∫ T
0
[
E
(
|F (s)|ρ+² + |G(s)|2 +
∫
Bˆ
|H(s, x)|2ν(dx)
)]
ds <∞.
• If ρ > 2, for some δ1, δ2, δ3 > 0,∫ T
0
[
E
(
|F (s)|ρ+δ1 + |G(s)|ρ+δ2 +
∫
Bˆ
|H(s, x)|ρ+δ3ν(dx)
)]
ds <∞,
if ν(Bˆ) <∞ or,∫ T
0
[
E
(
|F (s)|ρ+δ1 + |G(s)|ρ+δ2 +
∫
Bˆ
|H(s, x)|ρ+δ3ν(dx)
)]
ds
+ E
(∫ T
0
∫
Bˆ
|H(s, x)|2ν(dx)ds
) ρ+δ3
2
 <∞,
if ν(Bˆ) =∞.
Then FM(t) ∈ R−ρ for each 0 < t 6 T .
Proof. Fix 0 < t 6 T and let R(t) =M(t)− IK4 (t). Then for each 0 < η < 1,
P (M(t) > λ) 6 P (IK4 (t) > (1− η)λ) + P (R(t) > (1− η)λ) + P (IK4 (t) > ηλ,R(t) > ηλ)
6 P (IK4 (t) > (1− η)λ) + P (|R(t)| > (1− η)λ) + P (|R(t)| > ηλ).
Now for any κ > 0,
P (|R(t)| > κ) 6 P
(
|IF1 (t)| >
κ
3
)
+ P
(
|IG2 (t)| >
κ
3
)
+ P
(
|IH3 (t)| >
κ
3
)
.
The results of section 3 ensure that (3.3) hold, hence
lim
λ→∞
P (|R(t)| > (1− η)λ) + P (|R(t)| > ηλ)
λ−ρL(λ)
= 0,
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for any L ∈ R0. By Proposition 4.1 and the definition of regular variation,
we deduce that
lim sup
λ→∞
P (M(t) > λ)
λ−ρL(λ)
6 lim
λ→∞
P (IK4 (t) > (1− η)λ)
λ−ρL(λ)
= (1− η)−ρ.
Now take limits as η ↓ 0, to obtain
lim sup
λ→∞
P (M(t) > λ)
λ−ρL(λ)
6 1.
For the reverse inequality, fix C > 0, then
P (M(t) > λ) > P (R(t) > −C, IK4 (t) > λ+ C)
= P (R(t) > −C|IK4 (t) > λ+ C)P (IK4 (t) > λ+ C).
By the assumption (2.2), we see that P (R(t) > −C|IK4 (t) > λ + C) ∼
P (R(t) > −C), as λ → ∞. Moreover, by the representation theorem for
slowly varying functions ([4], section 1.3), it follows that P (IK4 (t) > λ+C) ∼
P (IK4 (t) > λ), as λ→∞. Hence we deduce that
lim inf
λ→∞
P (M(t) > λ)
λ−ρL(λ)
> P (R(t) > −C).
Now take limits as C →∞, to obtain lim infλ→∞ P (M(t) > λ)
λ−ρL(λ)
> 1, and the
result follows. ¤
5 The Multivariate Case
5.1 Multivariate Regular Variation
In this subsection, we give a brief overview of multivariate regular variation.
Most of this is based on [12]. For further background on this topic, see e.g.
[13], [17] and references therein.
Define R = [−∞,∞]. We note that Rd − {0} can and will be equipped
with a topology with respect to which it is a locally compact, complete,
separable metric space. Furthermore under this topology, sets which are
bounded away from the origin are relatively compact. The Borel σ-algebra
of Rd − {0} under this topology coincides with that generated by the usual
one. A Borel measure µ on Rd − {0} is said to be homogeneous of degree
α > 0 if
µ(cB) = c−αµ(B),
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for all c > 0 and all B ∈ B(Rd − {0}).
Let ρ be a Borel measure defined on Rd − {0}. We say that it is regu-
larly varying if there exists a sequence (an, n ∈ N) with each an > 0 and
limn→∞ an =∞ and a Borel measure µ on Rd−{0} for which µ(Rd−Rd) = 0
such that
nρ(an·) v→ µ(·) as n→∞ on B(Rd − {0}), (5.8)
where
v→ indicates convergence in the vague topology.
It follows from this that the measure µ is homogeneous of degree α, for some
α > 0 and that the sequence (an, n ∈ N) is regularly varying with index 1α ,
in the sense that limn→∞
a[cn]
an
= c
1
α , for all c > 0.
We use the terminology ρ ∼ RV (an, µ) in this case. If X is a random variable
taking values in Rd − {0}, we say that it is regularly varying if its law is
regularly varying in the sense of (5.8). In this case we write X ∼ RV (an, µ)
and call µ the limiting measure of X. The link between the definition (5.8)
and another well-known characterisation of multivariate regular variation is
given in the following theorem (where
w→ indicates convergence in the weak
topology):-
Theorem 5.1 (Lindskog [12] theorem 1.15) If X is a random variable
taking values in Rd then X ∼ RV (an, µ) if and only if there exists α > 0 and
a probability measure σ on B(Sd−1) such that
P
(
|X| > cx, X|X| ∈ ·
)
P (|X| > c)
w→ x−ασ(·),
as c→∞, for all x > 0.
(See also section 1 of Resnick [15] and references therein).
We now list some results which we will need to prove our main theorem:-
Theorem 5.2 [Lindskog [12] theorem 1.28] If X1 and X2 are independent
regularly varying random variables with limit measures µ1 and µ2, respec-
tively, then X1 +X2 is regularly varying with limit measure µ1 + µ2.
Theorem 5.3 [Lindskog [12] theorem 1.30] If (Xn, n ∈ N) is a sequence of
i.i.d random variables with each Xj ∼ RV (an, µ) and N is an independent
Poisson random variable with intensity c > 0, then
N∑
j=1
Xj ∼ RV (an, cµ).
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Theorem 5.4 [Lindskog [12] lemma 1.32] If X is a random variable for
which E(|X|n) < ∞ for all n ∈ N, then limn→∞ nP (a−1n X ∈ B) = 0, for
every regularly varying sequence (an, n ∈ N) and every relatively compact
B ∈ B(Rd − {0}).
We say that a Borel measurable mapping f : Rd → Rm respects origin
exclusion if whenever B ∈ B(Rm−{0}) is bounded below then so is f−1(B).
Theorem 5.5 [Lindskog [12] theorem 1.27] If X ∼ RV (an, µ) and f : Rd →
Rm is continuous, homogeneous of degree γ (for some γ > 0) and respects
origin exclusion, then
nP (a−γn f(X) ∈ ·) v→ µ ◦ f−1(· ∩ Rm) on B(R
m − {0}).
This result is proved in [12] in the special case where f is linear and surjective
but the same argument works in the general case. Indeed, a sufficient condi-
tion for f to respect origin exclusion is that it be continuous, homogeneous
and surjective.
Theorem 5.6 [Basrak, Davis and Mikosch [3], proposition A1] If X ∼
RV (an, µ) and A is an m × d random matrix which is independent of X
such that E(||A||β) < ∞, for some β > α (where α is the degree of homo-
geneity of µ), then AX ∼ RV (an,E(µ ◦ A−1(·))).
5.2 Estimates for Stochastic Integrals
Throughout this section E = {x ∈ Rd, 0 < ||x|| < 1} and Ec = {x ∈
Rd, ||x|| > 1}, where || · || is the usual Euclidean norm. P denotes the
predictable σ-algebra. Let B = (B(t), t > 0) be a standard Rm-valued
Brownian motion and N = (N(t, ·), t > 0) be a Poisson random measure on
R+ × (Rd − {0}) which is independent of B. We assume that the intensity
measure associated to N is of the form Leb⊗ν where Leb denotes Lebesgue
measure on R+ and ν is a Le´vy measure on Rd − {0}, i.e. ∫R−{0}(||x||2 ∧
1)ν(dx) < ∞. We will further assume that ν has support on the whole of
Rd − {0}. We denote by N˜ the associated compensated measure.
Now let (F,G,H,K) be a quadruple wherein
• F is an Rd-valued predictable process.
• G is a d×m matrix-valued predictable process.
• H is a random mapping from R+ × E → Rd, wherein each component
is P ⊗ B(E)-measurable.
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• K is a random mapping from R+×Ec → Rd, wherein each component
is P ⊗ B(Ec)-measurable.
It is sometimes convenient to consider G as a Rdm-valued vector with compo-
nentsGij, i 6 i 6 d, 1 6 j 6 m and associated norm ||G(t)|| =∑di=1∑mj=1 ||Gij(t)||2,
for each t > 0.
We impose the assumption that for all t > 0,∫ t
0
(
||F (s)||+ ||G(s)||2 +
∫
Bˆ
||H(s, x)||2ν(dx)
)
ds <∞ a.s..
We may then define the Le´vy-type stochastic integral M = (M(t), t > 0),
where for each t > 0, 1 6 i 6 d,
M i(t) :=
∫ t
0
F i(s)ds+
m∑
j=1
∫ t
0
Gij(s)dBj(s) +
∫ t
0
∫
E
H i(s, x)N˜(ds, dx)
+
∫ t
0
∫
Ec
Ki(s, x)N(ds, dx)
:= Y i(t) + I iK(t), (5.9)
where I iK(t) =
∫ t
0
∫
Bˆc
K i(s, x)N(ds, dx) (see [2]).
Later on, we will want to apply theorem 5.4 to the process N and so we will
need sufficient conditions for this to have finite moments for all time. This
is given by the following:-
Condition A
• h(t) := sup0<|x|<1
||H(s, x)||
||x|| <∞ for almost all (t, ω) ∈ R
+ × Ω.
• For each t > 0, p > 2,
max
{
||F (·)||p, ||G(·)||p,
∫
||x||<1
||H(·, x)||pν(dx), h(·)p
}
∈ L1(Ω×[0, t], P⊗Leb).
Proposition 5.1 If condition A holds, then E(||Y (t)||p) < ∞ for all t > 0
and all p ∈ N.
Proof By proposition 2.11 in [11], for each p > 2 there exists Cp > 0 such
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that
E
(
sup
06s6t
||Y (s)||p
)
6 Cp
{
E
[(∫ t
0
||F (r)||dr
)p]
+ E
[(∫ t
0
||G(r)||2dr
) p
2
]
+ E
[(∫ t
0
∫
||x||<1
||H(r, x)||2ν(dx)dr
) p
2
]
+ E
[(∫ t
0
∫
||x||<1
||H(r, x)||pν(dx)dr
)]}
.
Now a routine application of Ho¨lder’s inequality within each of the first three
terms on the right hand side yields:
E
(
sup
06s6t
||Y (s)||p
)
6 Dp(t)E
[∫ t
0
(||F (r)||p + ||G(r)||p + h(r)p
+
∫
||x||<1
||H(r, x)||pν(dx)
)
dr
]
,
where
Dp(t) = Cpmax
{
1 + tp−1 + t
p−2
2
(
1 +
∫
||x||<1
||x||2ν(dx)
)}
,
and the result follows. ¤
5.3 The Main Result
We can now give our main result:
Theorem 5.7 Let M = (M(t), t > 0) be a Le´vy type stochastic integral
of the form (5.9) and assume that condition A holds. We also assume the
following:
1. ν ∼ RV (an, µ).
2. K(t, x) = A(t)g(x), for each t > 0, x ∈ Ec, where
• A is a random d×l matrix with predictable entries and E(||A(t)||β <
∞, for all t > 0, for some β > α, where α is the degree of homo-
geneity of µ ◦ g−1.
• g : Rd → Rl is continuous, homogeneous of degree γ (for some
γ > 0) and respects origin exclusion.
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3. The process (A(t), t > 0) is independent of (Y (t), t > 0) and of the
Poisson random measure N
Then for each t > 0,
nP (a−γn M(t) ∈ ·) v→ E[η(t)(· ∩ Rl)] on B(R
l − {0}),
where η(t) = t(µ ◦K(t, ·)−1).
Proof. For each t > 0 define J(t) =
∫
||x||>1 g(x)N(t, dx), so that J =
(J(t), t > 0) is a compound Poisson process with Le´vy measure ν ◦ g−1.
We can write each J(t) =
∑N(t)
j=1 g(Yj) where (Yn, n ∈ N) is a sequence of
i.i.d random variables with common law
ν(· ∩ Ec)
ν(Ec)
and (N(t), t > 0) is an
independent Poisson process with intensity ν(Ec). It follows from theorem
5.5 that for each m ∈ N,
nP (a−γn g(Ym) ∈ ·) v→
1
ν(Ec)
[µ ◦ g−1(· ∩ Rl)] on B(Rl − {0}).
Now by assumption (1) and theorem 5.3, for each t > 0 we have
nP (a−γn J(t) ∈ ·) v→ tµ ◦ g−1(· ∩ Rl) on B(R
l − {0}).
The result now follows from theorems 5.2, 5.4 and 5.6 via proposition 5.1. ¤
6 Appendix
The proof of the following result is due to Gennady Samorodnitsky.
Theorem 6.1 If X and Y are independent real-valued random variables with
FX ∈ R−α and FY ∈ R−β, where α, β > 0, then FX+Y ∈ R−ρ, where
ρ = min{α, β}.
Proof. It is sufficient to prove the result whenX and Y are both non-negative.
We aim to prove that
FX+Y (λ) ∼ FX(λ) + FY (λ),
as λ→∞. The result then follows easily, by the definition of regular varia-
tion.
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First observe, that
P (X + Y > λ) > P ({X > λ} ∪ {Y > λ})
= P (X > λ) + P (Y > λ)− P (X > λ)P (Y > λ)
∼ P (X > λ) + P (Y > λ),
as λ→∞. Hence
lim inf
λ→∞
P (X + Y > λ)
P (X > λ) + P (Y > λ)
> 1.
To obtain the reverse inequality, let 0 < ² < 1, then
P (X + Y > λ) 6 P ({X > (1− ²)λ} ∪ {Y > (1− ²)λ} ∪ ({X > ²λ} ∩ {Y > ²λ}))
6 P (X > (1− ²)λ) + P (Y > (1− ²)λ) + P (X > ²λ, Y > ²λ)
∼ P (X > (1− ²)λ) + P (Y > (1− ²)λ),
as λ→∞.
From this we see that
lim sup
λ→∞
P (X + Y > λ)
P (X > λ) + P (Y > λ)
6 lim sup
λ→∞
P (X + Y > λ)
P (X > (1− ²)λ) + P (Y > (1− ²)λ)
× lim sup
λ→∞
P (X > (1− ²)λ) + P (Y > (1− ²)λ)
P (X > λ) + P (Y > λ)
6 (1− ²)−max{α,β}.
The required result follows on taking the limit as ² ↓ 0. ¤
Related results to theorem 6.1 can be found in [9], p.278, [8], lemma 1.3.1
and [15], proposition 4.1.
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