Abstract. For every Petri net N , we construct a polynomial P (N ) ∈ N[x, y]. Using this polynomial we obtain the decomposability property of this Petri net (i.e., Petri net can(not) be represented as a product of two Petri nets in the category of Petri nets with Winskel's morphisms). We also present an inverse construction. Further, we interpret the sum of these polynomials via the corresponding Petri nets; as a corollary, we endow the set of all Petri nets with Zariski topology. In particular, we get an injection between the set of all prime ideals of the semiring N[x, y] and the set of the Petri nets that cannot be decomposed.
Introduction
Petri nets are a tool for graphical and mathematical simulation, applicable to many systems. The are systems for describing and studying information processing systems that are characterized as being concurrent, asynchronous, distributed, parallel, nondeterministic, and/or stochastic. As a graphical tool, Petri nets can be used as a visual communication aid similar to flow charts, block diagrams, and networks. In addition, tokens are used in these nets to simulate the dynamics and concurrent activities of systems. As far as its being a mathematical tool, it is possible to set up state equations, algebraic equations, and other mathematical models governing the behavior of systems.
G. Winskel in [W87] noticed that Petri nets can be viewed as certain 2-sorted algebras; it allows defining the concept of morphisms for Petri nets as homomorphisms of the corresponding algebras. Thus, the category of Petri nets is defined. The product of two Petri nets is defined in [WN95] .
It this paper, we obtain the decomposability property of Petri nets. We consider every Petri net N with injection map ϕ : B → N on the set of its conditions, i.e., we label every condition by some natural number. For every pair (N, ϕ) we construct a polynomial P (N, ϕ) ∈ N[x, y] in two variables and with coefficients from the semiring of natural numbers. We prove that the net N can be decomposed iff the polynomial P (N, ϕ) satisfies some conditions (see Theorem 2.1 or Algorithm on p.10). Moreover, we present an inverse construction, i.e., for every polynomial P ∈ N[x, y] with P (0, 0) > 0, we construct a Petri net N (P ) (with the injection ϕ). Further, we interpret the sum of these polynomials in term of the corresponding Petri nets; thus we generalize the algebraic operations which were presented in [K78] . All of this enables us to use the methods and ideas of algebraic geometry for studying Petri nets. For example, using our correspondence, we can consider the Zariski topology on the set of Petri nets; a neighborhood O(N ) of the fixed Petri net N is the set of all Petri nets which do not contain N as a factor, in the sense of product in the category of Petri nets. Roughly speaking, the neighborhood O(N ) is the set of all computational processes which do not contain the computational process N (as a subprogram).
Preliminaries
In the case when communications are realized by means of buffers in the common memory, the behavior of computations is adequately described by a mathematical model which can be defined as follows:
(1) B is a set of conditions, with the initial marking M 0 being a nonempty subset of B,
(2) E is set of events, and (3) pre : E → 2 B is the precondition map such that pre(e) is nonempty for all e ∈ E, (4) post : E → 2 B is the postcondition map such that pre(e) is nonempty for all e ∈ E.
A Petri net comes with an initial marking consisting of a subset of conditions which are imagined to hold initially. Generally, a marking, a subset of conditions, formalizes a notation of global state by specifying those conditions which hold. Marking can change as events occur, precisely how being expressed by the transitions e : M → M events e determine between marking M , M . In defining this notion it is convenient to extend events by an "idling event". Definition 1.2. Let N = (B, E, M 0 , pre, post) be a Petri net with the events E. Define E * := E ∪ { * }. We extend the pre and post condition maps to * by taking pre( * ) = ∅, post( * ) = ∅. We will use the notation: whenever it does not cause confusion, we write
• e for the preconditions, pre(e) and e • for the postcondition, post(e), of e ∈ E * . We write
op is a partial function B → B, and a partial function η : E → E such that
Thus, the diagrams
Thus, the morphisms on nets preserve initial markings and events when defined. This allows defining the category of Petri nets, Recall that a morphism f : X → Y in a category C is an isomorphism if it admits a two-sided inverse, meaning that there is another morphism
where id X and id Y are the identity morphisms of X and Y , respectively. We will use the following notation f :
Further, as is well known, a Petri net is a directed bipartite graph, in which the nodes represent transitions and places. Thus it follows that two Petri nets are isomorphic iff they are isomorphic as graphs. Now, we can define the product of Petri nets. The product of nets and its behavior are more straightforward, and, as is expected, correspond to a synchronization operation on nets.
Figure 2. The product of two Petri nets is shown.
be Petri nets. Their product
it has the events E := E × * E , the product in Set * with the projections π : E → * E and π : E → * E . Its conditions have the form B := B B , the disjoint union of B and B . Define ρ to be the opposite relation to the injection (ρ )
op M as the initial marking of the product. Define the pre and post conditions of an event e in the product in terms of its pre and post conditions in the components by
Throughout this paper, N means the semiring of natural numbers (including zero).
Net's Polynomials
Here we will introduce a polynomial which allows us to find criteria for parallelization of Petri nets. We deal with the Petri nets with an arbitrary marking M 0 , i.e., the initial marking is not important for us.
The following procedure allows to constructing a polynomial P (N ) ∈ N[x, y] from a Petri net N . We aim to prove that a Petri net N can be decomposed iff the polynomial P (N ) is decomposable over the semiring N[x, y].
Thus, we have the following
Algorithm for constructing a polynomial from a given Petri net
Step 1: for every e ∈ E, put i(e) :=
Step 2: for every e ∈ E, put m(e) := x i(e) y j(e) ;
Step 3: for * ∈ E * , put m( * ) := 1.
Example 2.1. Let us consider the following Petri net N (see fig. 3 ), where B = {0, 1, 2, 3, 4}, E * = {a, b, c, d, e, f, * } and ϕ(B) = {0, 1, 2, 3, 4}.
We obtain:
then P (N, ϕ) = 2xy 4 + 3x 2 y 8 + x 12 y 16 + 1. Proof. This immediately follows from the construction of polynomials and the fact that two Petri nets are isomorphic iff they are isomorphic as graphs.
So, we have constructed a polynomial P ∈ N[x, y] for any ordinary Petri net (with injection ϕ). Now, we present the following
where almost all a i,j are zero and a 0,0 > 0. Set
be a binary decomposition of i ∈ Degs(P ), set τ (i) := {j : ε j = 1} and τ (0) = ∅.
Let us introduce the following sets:
σ(a i,j , i, j).
Put N (P ) := (B, E * , pre, post), where B = τ (P ), E * = σ(P ), * = e a 0,0 ,0,0 and
Thus, for every polynomial P ∈ N[x, y] with P (0, 0) > 0, we can construct a Petri net N (P ) by the following Algorithm for constructing a Petri net from a given polynomial
, with a 0,0 = 0.
Step 1: put I := {i, j : a i,j = 0};
Step 2: for every i ∈ I, binary decompose i = ε 0 2
Step 3: for every i ∈ I \ {0}, put τ (i) := {k : ε k = 1} and τ (0) := ∅;
Step 4: put τ (P ) := i∈I τ (i);
Step 5: for every a i,j = 0, put σ(a i,j ) := {e 1,i,j , . . . , e a i,j ,i,j } and σ(0) := ∅;
Step 6: put σ(P ) := i∈I σ(i);
Step 7: put * := e a 0,0 ,0,0 ;
Step 8: for every e k,i,j put pre(e k,i,j ) := τ (i);
Step 9: for every e k,i,j put post(e k,i,j ) := τ (j); Output: Petri net N = (τ (P ), σ(P ), pre, post), ϕ := id N |τ (P ) .
Example 2.2. Let us consider the following polynomial P = x 3 y 3 + 2x 2 + y + 2; we have Proof. We aim to construct a morphism (β, η) : N → N which admits a two-sided inverse (β −1 , η −1 ) : N → N . Put N = B, E * , M 0 , pre, post and let us consider B. From Construction 2 it follows that B = τ P (N, ϕ) ; it is not hard to see that τ (P (N, ϕ)) = {n ∈ N : n ∈ Im(ϕ)} = Im(ϕ), i.e., B = Im(ϕ), but since ϕ is an injection, then Im(ϕ) ∼ = B. Thus, for the sets B, B we have a bijection
From Construction 1 it follows
i,j≥0
It follows that there exists a bijection η :
This completes the proof.
Proof. 1) Assume τ (P 1 ) ∩ τ (P 2 ) = ∅. Let i 1 ∈ Degs(P 1 ) and i 2 ∈ Degs(P 2 ). Let us consider i 1 = ε
Thus, we obtain
be binary decompositions of i 1 , i 2 ∈ N. Assume that τ (i 1 ) ∩ τ (i 2 ) = ∅, and let n ∈ τ (i 1 ) ∩ τ (i 2 ). It follows that ε
.e., we have a contradiction.
Theorem 2.1. Let (N, ϕ) = (B, E * , M 0 , pre, post), ϕ be a Petri net with injection ϕ : B → N. Let P = P (N, ϕ), P 1 , P 2 ∈ N[x, y] be polynomials and (N, ϕ) ), then from Lemma 2.2 it follows that there exists an isomorphism N (P ) ∼ = (N, ϕ). Let N (P ) = B, E * , M 0 , pre, post, ϕ , we have seen (see proof of Lemma 2.2) that B = τ (P ). Further, from Lemma 2.3 it follows that τ (P ) = τ (P 1 ) τ (P 2 ), E * = σ(P ), thus we obtain
it follows that there exists a bijection E * ∼ = E 1 * × E 2 * . We have already seen (see proof of Lemma 2.3) that E * ∼ = E * , it follows E * ∼ = E 1 * × E 2 * . Let us consider the following map
since τ (P 1 ) ∩ τ (P 2 ) = ∅, then this map is an injection. Further, from the fact E * ∼ = E 1 * × E 2 * it follows that ψ is a bijection. We obtain
Let e ∈ E * , e 1 ∈ E 1 * and e 2 ∈ E 2 * and let ∈ {e, e 1 , e 2 }. Set →
→ (e 1 , e 2 ), it follows that P = P 1 P 2 . This completes the proof.
Using this Theorem, we have the following
Algorithm for decomposition of a Petri net
Input: Petri net N = (B, E * , pre, post).
Step 1: construct the polynomial P (N );
Step 2: if P (N ) can be decomposed over N [x, y] , then go to Step 3, else N cannot be decomposed;
Step 3: decompose P := P 1 · P 2 ;
Step 4: put X := τ (P 1 ) ∩ τ (P 2 );
Step 5: if X = ∅, then N cannot be decomposed, else go to Step 6;
Step 6: N 1 := τ (P 1 ), σ(P 1 ), pre, post and N 2 := τ (P 2 ), σ(P 2 ), pre, post ; We obtain
thus P (N ) = x + xy 2 + y 2 + 1. It is not hard to see that P (N ) = x + xy 2 + y 2 + 1 = (x + 1)(y 2 + 1).
It follows that there exist two Petri nets N 1 and N 2 such that
and N = N 1 × N 2 . Using the Construction 2, we obtain these nets (see fig.  6 ).
0 1
e 1 e 2 Figure 6 . Two Petri nets N 1 (at left) and N 2 (at right) that correspond to the polynomials x + 1 and y 2 + 1, respectively.
Algebra of Petri Nets
In this section, we aim to use the basic concept of algebraic geometry for Petri nets.
Proposition 3.1. Let (N 1 , ϕ 1 ) = (B 1 , E 1 ∪{ * 1 }, pre 1 , post 1 ) and (N 2 , ϕ 2 ) = (B 2 , E 2 ∪ { * 2 }, pre 2 , post 2 ) be two Petri nets with fixed injections ϕ 1 : B 1 → N, ϕ 2 : B 2 → N. Let us consider the following Petri net (N, ϕ) = (B, E * , pre, post), where
pre(e) = pre 1 (e), if e ∈ E 1 * , pre 2 (e), if e ∈ E 2 * post(e) = post 1 (e), if e ∈ E 1 * , post 2 (e), if e ∈ E 2 * ,
Proof. The proof immediately follows from the Construction 1. Example 3.1. Let us consider the following Petri nets (N 1 , ϕ 1 ), (N 2 , ϕ 2 ) which are shown on fig.7 . Using Construction 1, we obtain P (N 1 , ϕ 1 ) = xy 4 + 1, P (N 2 , ϕ 2 ) = x 4 y 24 + 1.
Let P := xy 4 + x 4 y 24 + 2; using the Construction 2, we get the Petri net (N (P ), ϕ), which is shown in fig.8 . Remark 3.1. It is not hard to see that this Proposition describes the operations which were introduced in [K78] .
It follows that we can consider every polynomial from the semiring N[x, y] as a Petri net and vice versa. The next natural step is to define Zariski topology on the set of Petri nets. Let us recall the construction of the prime spectrum of a semiring R and Zariski topology.
The spectrum of a commutative (semi)ring R, denoted Spec(R), is the set of prime ideals of R, equipped with the Zariski topology, for which the closed sets are the sets V (I) := p ∈ Spec(R)|I ⊆ p where I is an ideal. Then, it is easy to see that:
(1) V α∈A I α = α∈A V (I α ), for every family {I α } α∈A of ideals of R, In particular, it follows that there is an injection between the set of all prime ideals of N[x, y] and the Petri nets which cannot be decomposed.
Conclusion
A correspondence between Petri nets and polynomials in two variables is constructed. This correspondence allows using ideas and concepts of algebraic geometry (Grothendieck's schemes, sheaves of rational functions, Zariski topology, etc.). The authors strongly intend to proceed further in this way.
