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Abstract
The reconfiguration graph Rk(G) for the k-colorings of a graph
G has as vertices all possible k-colorings of G and two colorings are
adjacent if they differ in the color of exactly one vertex. We use a list
coloring technique inspired by results of Thomassen to prove that for
a planar graph G with n vertices, R10(G) has diameter at most 8n,
and if G is triangle-free, then R7(G) has diameter at most 7n.
1 Introduction
How far are the proper colorings of a graph from one another? More precisely,
how many simple operations of some kind are necessary to change one color-
ing to any other coloring, with all intermediate colorings also being proper?
Questions of this kind arise for example in the statistical physics (where the
colorings represent physical states of the studied system and the operations
correspond to valid transitions between the states), when sampling a random
coloring of a graph, or when estimating the number of colorings of a graph.
We refer the reader to the surveys by van den Heuvel [9] and by Nishimura [5]
for more background.
In this paper, we consider the reconfiguration model (also known as
Glauber dynamics in statistical physics), where the allowed operation is
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changing the color of a single vertex at a time. Let us give a precise def-
inition. Let G be a graph, and let k be a non-negative integer. A (proper)
k-coloring of G is a function ϕ : V (G) → {1, . . . , k} such that ϕ(u) 6= ϕ(v)
whenever uv ∈ E(G). The reconfiguration graph Rk(G) for the k-colorings
of G has as vertices all k-colorings of G, with two colorings adjacent if they
differ in the color of exactly one vertex. That is, two k-colorings ϕ1 and ϕ2
are joined by a path in Rk(G) if and only if we can transform ϕ1 into ϕ2 by
recoloring vertices one by one, always keeping the coloring proper.
In this setting, one can ask a number of questions. Under which conditions
is Rk(G) connected? If it is, is its diameter polynomial in |V (G)|? Again,
we refer the reader to the aforementioned surveys for more details. In this
paper, we ask for conditions ensuring that the diameter of Rk(G) is at most
linear in |V (G)|. For example, in terms of degeneracy, we have the following
result (recall that a graph is d-degenerate if every subgraph of the graph
contains a vertex of degree at most d).
Theorem 1 (Bousquet and Perarnau [2, Theorem 1]). If G is a d-degenerate
graph on n vertices and c ≥ 2d+2, then Rc(G) has diameter at most (d+1)n.
Let Pd,n be the graph consisting of a path with n − d + 1 vertices and
of a clique of d − 1 vertices adjacent to all the vertices of the path. Note
that Pd,n is d-degenerate. On the negative side, Bonamy et al. [1] proved
that for every fixed d, Rd+2(Pd,n) has diameter quadratic in n. Thus, if we
define cd as the minimum number of colors such that for every d-degenerate
graph G, the reconfiguration graph Rcd(G) has diameter O(|V (G)|), we have
d+ 3 ≤ cd ≤ 2d+ 2.
The upper bound can be improved in the more restricted setting of planar
graphs. Planar graphs are 5-degenerate, and thus Theorem 1 implies 12
colors suffice to ensure linear diameter of their reconfiguration graphs. The
first improvement comes from the following general bound exploiting list
colorability (the bound is implicit in [4]; for completeness, we give a proof in
the next section). A list assignment L for a graph G is a function that to
each vertex v ∈ V (G) assigns a set L(v) of colors. An L-coloring of G is a
proper coloring ϕ of G such that ϕ(v) ∈ L(v) for each v ∈ V (G).
Lemma 2. Let c and d be positive integers. Suppose G is a d-degenerate
graph on n vertices. If G is L-colorable from every assignment L of lists of
size c, then for every independent set I in G, the diameter of Rc+d+1(G) is
at most 2(n + |I|) plus the diameter of Rc+d(G− I).
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Note that planar graphs are colorable from any assignment of lists of size
five [6]. Moreover, every d-degenerate graph G has an independent set I such
that G− I is (d − 1)-degenerate. Thus, Lemma 2 together with Theorem 1
imply that R11(G) has linear diameter for every planar graph G. We have
recently decreased this bound to 10.
Theorem 3 (Dvorˇa´k and Feghali [3]). If G is a planar graph on n vertices,
then R10(G) has diameter at most 8n.
The proof in [3] is based on discharging and reducible configurations, and
is quite long and involved. In this paper, we present a shorter proof based on
a different idea. Furthermore, we apply the same idea to triangle-free planar
graphs. These graphs are 3-degenerate, and thus by Theorem 1, R8(G) has
linear diameter for every triangle-free planar graphG. We decrease the bound
on the number of colors to 7.
Theorem 4. If G is a planar triangle-free graph on n vertices, then R7(G)
has diameter at most 7n.
It is natural to ask what happens for graphs of girth at least five. Since
planar graphs of girth at least five can be colored from lists of size three [7],
Lemma 2 together with Theorem 1 implies 7 colors suffice, by an argument
substantially simpler than the one used to establish Theorem 4. We believe
the bound can be improved to 6.
Conjecture 5. If G is a planar graph of girth at least five on n vertices,
then R6(G) has diameter O(n).
We suspect a variation on our idea can be used to prove Conjecture 5,
but a number of complications arise in this case. Note that for planar graphs
of girth at least six, this bound follows by 2-degeneracy and Theorem 1.
2 The proof idea
Due to the following standard lemma, whose proof we include for complete-
ness, it suffices to free up one of the colors.
Lemma 6. Let k and m be positive integers and let G be a graph. Suppose
that for every k-coloring α of G, there exists a k-coloring α′ such that α′ only
uses colors {1, . . . , k− 1} and the distance from α to α′ in Rk(G) is at most
3
m. Then for every independent set I in G, the diameter of Rk(G) is at most
2(m+ |I|) plus the diameter of Rk−1(G− I).
Proof. Consider any α, β ∈ V (Rk(G)). By the assumptions, there exist col-
orings α′, β ′ ∈ V (Rk(G)) at distance at most m from α and β, respectively,
not using the color k. To bound the distance between α′ and β ′, first recolor
all vertices of I to the color k in both colorings, then recolor the vertices
of V (G) \ I according to the path from α′ ↾ V (G − I) to β ′ ↾ V (G − I) in
Rk−1(G− I). The recolorings according to this path do not use the color k,
and thus do not conflict with the coloring of I.
As an example application, let us prove Lemma 2.
Proof of Lemma 2. Consider any (c + d + 1)-coloring α of G. Since G is d-
degenerate, there exists an ordering v1, . . . , vn of its vertices such that for
each i, vi has at most d neighbors vj such that j > i. For i = 1, . . . , n, let
L(vi) = {1, . . . , c+ d} \ {α(vj) : vivj ∈ E(G), j > i}.
Note that |L(vi)| ≥ c for each i, and by the assumptions, G has an L-coloring
α′. For i = 1, . . . , n in order, recolor vi to α
′(vi). The color assigned to vi does
not conflict with the neighbors vj with j < i since α
′ is a proper coloring,
and with those with j > i by the choice of the list assignment L. Hence, the
coloring α′, which does not use the color c + d + 1, is at distance at most n
from α in Rc+d+1. Lemma 2 thus follows from Lemma 6.
For our improved bounds, we show how to eliminate one of the colors in
the following more general list coloring setting.
Theorem 7. Let G be a planar graph, let L be a list assignment for G, and
let ϕ be an L-coloring of G. Let f be an arbitrary function assigning a color
to each vertex of G. If either
(a) |L(v)| ≥ 10 for every v ∈ V (G), or
(b) G is triangle-free and |L(v)| ≥ 7 for every v ∈ V (G),
then there exists an L-coloring ϕ′ of G such that ϕ′(v) 6= f(v) for each
v ∈ V (G) and ϕ can be transformed to ϕ′ by recoloring vertices one by one
so that all intermediate colorings are proper L-colorings and each vertex is
recolored at most twice.
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Theorems 3 and 4 then easily follow.
Proof of Theorem 3 and 4. Let k = 7 and p = 3 if G is triangle-free, and
k = 10 and p = 4 otherwise. Theorem 7 applied with the list assignment L
giving each vertex the list {1, . . . , k} and the function f assigning the color
k to each vertex shows that for every k-coloring α of G, there exists a k-
coloring α′ such that α′ only uses colors {1, . . . , k−1} and the distance from
α to α′ in Rk(G) is at most 2n.
Since G is planar, the result of Thomassen [8] shows that G contains an
independent set I such that G−I is 3-degenerate. Moreover, if G is triangle-
free, then G is 3-degenerate, and thus it contains an independent set I such
that G− I is 2-degenerate. In either case, Rk−1(G− I) has diameter at most
p(n − |I|) by Theorem 1. Therefore, by Lemma 6, Rk(G) has diameter at
most 2(2n+ |I|)+p(n−|I|) = (4+p)n+(2−p)|I| ≤ (4+p)n, as required.
How to prove Theorem 7? The first idea is to adapt the proof of Thomassen [6]
for colorability of planar graphs from lists of size five: Recolor G by small
pieces nibbled from the outer face boundary, and exploit weaker assump-
tions on the list sizes on the outer face boundary to prevent conflicts with
previously recolored parts.
That is, we could allow each vertex on the outer face boundary to have
only a list of size 8 rather than 10. Then, we could try to eliminate a vertex
v incident with the outer face. Let us say we decide on a new color c 6= f(v)
for v. It may not be immediately possible to recolor v to c, as some of its
neighbors can use the color c. However, we can remove ϕ(v) and c from the
lists of the neighbors of v and apply induction to G−v. Whatever recolorings
we perform on G − v do not conflict with v, as ϕ(v) was removed from the
lists of the neighbors of v. Moreover, in the final coloring, no neighbor of v
has color c, and thus we can finish by recoloring v to c. Deleting the two
colors ϕ(v) and c from the lists of size 10 reduces the list sizes to 8, which is
fine as the neighbors of v are incident with the outer face of G− v.
Unfortunately, there is a gap in the above argument: We also have to
delete the colors from the list of a neighbor u of v adjacent to it in the
boundary of the outer face, decreasing its size below 8. We might think about
solving this issue by choosing the color c not belonging to L(u) (similarly
to [7]) or by reserving several colors for v to choose from rather than just a
single color c and not removing them from L(u) (similarly to [6]), but in any
case we do not have any control over the removal of the color ϕ(v).
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We solve this issue by choosing the final color for all vertices of the cy-
cle K bounding the outer face at once, applying induction to G−V (K) with
reduced lists, and finally recoloring the vertices of K to their chosen colors in
some order. This brings another problem, though: A vertex x ∈ V (G)\V (K)
can have many neighbors in K, and thus the size of the list of x could be
reduced too much (again, regardless of the choice of the final colors on K,
we have no control over the colors assigned to K by ϕ).
A standard way of dealing with this issue is by a precoloring extension
argument. In our setting, we could aim for the following claim. Suppose
|L(v)| ≥ 6 for each vertex v ∈ V (K) and |L(v)| ≥ 10 for v ∈ V (G) \ V (K).
Moreover, suppose a sequence of recolorings σ is prescribed for a 3-vertex
path P ⊂ K. Then there exists a sequence of recolorings of G from the given
lists, where the final color of each vertex v is different from f(v), and where
the vertices of P are recolored according to σ after all other recolorings of G.
Now, if every vertex x ∈ V (G) \ V (K) has at most two neighbors in K, we
can proceed as in the previous paragraph: For each neighbor v, delete from
L(x) the color ϕ(v) and the desired final color of v (as x has at most two
neighbors in K and |L(x)| = 10, the resulting list of x has size at least 6), and
apply the induction to G−V (K). Otherwise, G can be split into two graphs
G1 and G2 intersecting in a path v1xv2, where v1 and v2 are non-adjacent
neighbors of x in K. For simplicity, let us ignore the possible complications
if say v1 is the middle vertex of P , and suppose by symmetry that P ⊆ G1.
Then we can apply induction to G1, obtaining a sequence σ1 of recolorings.
Next, we apply induction to G2, with σ1 prescribing a sequence of recolorings
of the path v1xv2, obtaining a sequence σ2 of recolorings. Finally, we can
alter these to a sequence of recolorings of G: First, perform the recolorings
in the sequence σ2 restricted to G2 − {v1, x, v2}, which is possible since the
recolorings of the path v1xv2 are performed last in σ2. Then, perform σ1,
which is possible since the recolorings of the path v1xv2 = G1 ∩G2 in σ1 are
the same as those at the end of σ2.
This promising idea unfortunately fails when we start to consider the
details. The basic case is that G consists just of a path P and a vertex v
adjacent to all three vertices of P . Then v has only five colors to choose
from (those in L(v)\{f(v)}), but also has to avoid all the colors that appear
on P in its prescribed recoloring sequence; and there can be up to six such
colors (the original and the final color for each vertex of P ). Considering the
previous paragraph, it turns out we have some control over the final color of
the middle vertex of P (we can remove some colors from the list of x before
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applying induction to G1); still, there are five forbidden colors over which we
have little to no control.
To avoid this issue, we use a more complicated 2-phase recoloring process,
where in each phase, we allow to recolor each vertex at most once. In the
first phase, vertices v ∈ V (K) will have lists of size 6, but we do not forbid
them from being recolored to the color f(v). In the second phase, they will
have lists of size 8. Considering the previous paragraph, in both phases v
has at least 6 possible final colors, while there are only five colors used on
P over which we do not have any control, giving us a hope the recoloring
might succeed. For the part of the argument in the case that no vertex in
V (G) \V (K) has more than two neighbors in K, the key insight is that with
some care, it is possible to recolor the vertices of K only once, in the first
phase, and leave them untouched in the second phase. Thus, while in the
first phase, we might need to remove up to four colors from the list of each
vertex x ∈ V (G) \ V (K), in the second phase we are only removing at most
two colors (for each neighbor v ∈ V (K) of x, the color of v after the first
phase, which stays unchanged in the second phase).
Let us remark on a slight discrepancy between the exposition in the previ-
ous paragraph and the rest of the paper: For convenience, we directly remove
the color f(v) from the second phase lists, thus leading to the assumption
(see (Ga) below) that the second phase lists have size at least 7 rather than 8.
3 Preliminaries
Let G be a graph. A proper coloring ϕ′ of G is obtained from another coloring
ϕ by recoloring if ϕ and ϕ′ differ in the color of exactly one vertex. A sequence
of recolorings is a sequence σ = (v1, c1), . . . , (vm, cm), where for i = 1, . . . , m
vi is a vertex of G whose color is changed to ci. By ϕ + σ, we denote the
coloring after performing these changes; unless specified otherwise, we require
that all the intermediate colorings are proper; when we want to make this
more explicit, we say that this is a proper sequence of recolorings. We also
use + to indicate concatenation of sequences. A sequence of recolorings of G
is said to be a once-only if every vertex of G is recolored at most once. For an
induced subgraph H of G, we write σH for the subsequence of σ consisting of
the recolorings on V (H). We say the sequence σ of recolorings of G is H-late
if the recolorings of the vertices of H appear after all recolorings of vertices
of V (G) \ V (H) in the sequence, i.e., σ = σG−V (H) + σH .
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Let L1 and L2 be list assignments for a graph G. An (L1, L2)-trajectory
(starting with ϕ0) in G is a triple ~ϕ = (ϕ0, ϕ1, ϕ2) where ϕ0 is a proper
coloring of G and for i ∈ {1, 2}, ϕi is an Li-coloring of G obtained from ϕi−1
by a once-only sequence σi of recolorings. We say that (σ1, σ2) is a witness
of the trajectory.
Let H be an induced subgraph of G and let ~δ be an (L1, L2)-trajectory
in H . We say that ~δ lifts to ~ϕ if for i ∈ {0, 1, 2}, δi is the restriction of ϕi
to V (H), and for i ∈ {1, 2}, there exists a once-only H-late sequence σi of
recolorings from ϕi−1 to ϕi. Again, we say that (σ1, σ2) is a witness that ~δ
lifts to ~ϕ.
Importantly, it turns out that in both σ1 and σ2, the recolorings on H
can be performed in any order that is valid when considering H alone, as
stated more precisely in the following observation.
Observation 8. Let H be an induced subgraph of a graph G and let L1 and
L2 be list assignments for G. Let ~δ be an (L1, L2)-trajectory in H witnessed
by (σ1, σ2). If ~δ lifts to an (L1, L2)-trajectory ~ϕ in G, then this is witnessed
by a pair (π1, π2) such that π
H
1 = σ1 and π
H
2 = σ2.
Proof. Let (ω1, ω2) be a witness that ~δ lifts to the (L1, L2)-trajectory ~ϕ, and
for i ∈ {1, 2}, let πi = ω
G−V (H)
i + σi. Let us argue that (π1, π2) is also a
witness of this lifting. Note that for i ∈ {1, 2}, the effect of the recolorings σi
and ωHi is the same; for each v ∈ V (H) such that δi−1(v) 6= δi(v), the color
of v is changed from δi−1(v) to δi(v). Therefore, we only need to argue that
the sequence πi is proper on ϕi−1. Since πi and ωi share the initial segment,
it suffices to show that the sequence σi is proper on ϕ
′
i−1 = ϕi−1 + ω
G−V (H)
i .
Consider any edge uv ∈ E(G) with v ∈ V (H) at the moment the sequence
σi recolors v to the color δi(v). If u ∈ V (H), then u does not have the color
δi(v), since σi is a proper sequence of recolorings from δi−1 onH . If u 6∈ V (H),
then ϕ′i−1(u) 6= δi(v), since the sequence ω
H
i also recolors v to δi(v) at some
point.
Suppose ~ϕ is an (L1, L2)-trajectory in a graph G. For F ⊆ G, let ~ϕ ↾ F
denote the triple (ϕ0 ↾ V (F ), ϕ1 ↾ V (F ), ϕ2 ↾ V (F )), and note that ~ϕ ↾ F
is an (L1, L2)-trajectory in F . We frequently use the following result that
enables us to combine two trajectories.
Lemma 9. Let H be an induced subgraph of a graph G. Suppose G = G1∪G2
for induced subgraphs G1 and G2 of G and H ⊆ G1. Let ϕ0 be a proper
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coloring of G, let L1 and L2 be list assignments for G, and let ~δ be an (L1, L2)-
trajectory in H. If
• ~δ lifts to an (L1, L2)-trajectory ~ψ in G1 starting with ϕ0 ↾ V (G1), and
• ~ψ ↾ (G1 ∩G2) lifts to an (L1, L2)-trajectory ~θ in G2 starting with ϕ0 ↾
V (G2),
then ~δ lifts to an (L1, L2)-trajectory in G starting with ϕ0.
Proof. Note that ψ0 = ϕ0 ↾ V (G1) and θ0 = ϕ0 ↾ V (G2). Since ~ψ ↾ (G1∩G2)
lifts to ~θ, we have ψi ↾ V (G1 ∩ G2) = θi ↾ V (G1 ∩ G2) for i ∈ {0, 1, 2}. Let
~ϕ = (ϕ0, ϕ1, ϕ2), where ϕi = ψi ∪ θi for i ∈ {1, 2}. We claim that ~ϕ is an
(L1, L2)-trajectory in G and ~δ lifts to it.
Let (σ1, σ2) witness that ~δ lifts to ~ψ, and let (π1, π2) witness that ~ψ ↾
(G1 ∩G2) lifts to ~θ. Note that (σ
G1∩G2
1 , σ
G1∩G2
2 ) is a witness of the (L1, L2)-
trajectory ~ψ ↾ (G1∩G2), and thus by Observation 8, we can assume σ
G1∩G2
i =
πG1∩G2i for i ∈ {1, 2}. Then (π
G2−V (G1)
1 + σ1, π
G2−V (G1)
2 + σ2) witnesses that
~δ lifts to ~ϕ. Indeed, for i ∈ {1, 2}, since πi is (G1 ∩G2)-late, the restrictions
of these sequences to G1 and G2 match σi and πi, respectively, ensuring all
intermediate colorings are proper.
Throughout the rest of the proof, we will several times need arguments
analogous to those used in the proofs of Observation 8 and Lemma 9. We
will generally just describe the resulting trajectories and their witnesses and
leave the straightforward verification of their validity to the reader.
A scene S = (G,H, L1, L2, ϕ0, ~δ) consists of
• a plane graphG and an induced subgraphH ofG, with V (H) consisting
of vertices consecutive in the boundary of the outer face of G,
• list assignments L1 and L2 for G and a proper coloring ϕ0 of G, and
• an (L1, L2)-trajectory ~δ in H starting with ϕ0 ↾ V (H).
We say the scene S has a trajectory if ~δ lifts to an (L1, L2)-trajectory ~ϕ in G
starting with ϕ0; in that case, ~ϕ is a trajectory of S.
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4 General planar graphs
A vertex of a plane graph is internal if it is not incident with the outer face.
A scene S = (G,H, L1, L2, ϕ0, ~δ) is valid if |V (H)| ≤ 3 and
(Ga) for each v ∈ V (G), |L1(v) \ L2(v)| ≤ 1, |L1(v)| ≥ 6 and |L2(v)| ≥ 7,
(Gb) if v ∈ V (G) is internal, then |L1(v)| ≥ 10 and |L2(v)| ≥ 9, and
(Gc) if |V (H)| = 3 and a vertex v ∈ V (G) is adjacent to all vertices of H ,
then
L1(v) 6=
⋃
u∈V (H)
{δ0(u), δ1(u)}.
We aim to show by contradiction that every valid scene has a trajectory; from
this result, it is easy to derive the case (a) of Theorem 7. A counterexample
is a valid scene without a trajectory. We say S is a minimal counterexample
if S is a counterexample such that |V (G)| + |E(G)| is minimum among all
counterexamples, and subject to that, |V (H)| is maximum. Let us start by
studying the properties of a hypothetical minimal counterexample.
Lemma 10. Suppose S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample.
Then G is 2-connected, H is a 3-vertex path, every chord of the outer face of
G is incident with the middle vertex of H, and every triangle in G bounds a
face.
Proof. Clearly, G is connected. Let us now argue that it does not contain a
vertex cut of size one. Suppose for a contradiction G = G1 ∪ G2, where G1
and G2 are proper induced subgraphs of G intersecting in a single vertex v.
Let us first consider the case that H ⊆ G1. For i ∈ {1, 2}, we define a scene
Si = (Gi, Hi, L1, L2, ϕ0 ↾ V (Gi), ~δ
i) as follows. Let H1 = H and ~δ
1 = ~δ. By
the minimality of S, S1 has a trajectory ~ψ. LetH2 = v and ~δ
2 = ~ψ ↾ H2. Note
that S2 is valid, and by the minimality of S, S2 has a trajectory. Lemma 9
thus implies that S has a trajectory, which is a contradiction.
Therefore, we can assume that H 6⊆ G1, and symmetrically, H 6⊆ G2.
Consequently, H is a 3-vertex path, v is the middle vertex of H , and for
i ∈ {1, 2}, H ∩ Gi is a 2-vertex path. For i ∈ {1, 2}, let Si be the scene
(Gi, H ∩ Gi, L1, L2, ϕ0 ↾ V (Gi), ~δ ↾ (H ∩ Gi)). Note that Si is valid, and
by the minimality of S, it has a trajectory ~ψi witnessed by (σi,1, σi,2). Let
~π be a witness of the trajectory ~δ. For j ∈ {1, 2}, let ϕj = ψ
1
j ∪ ψ
2
j and
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σj = σ
G1−V (H)
1,j + σ
G2−V (H)
2,j + πj . Then (σ1, σ2) is a witness that ~ϕ is a
trajectory of S, which is a contradiction.
The argument from the first paragraph can also be applied in the following
cases:
• The outer face of G has a chord uv and, writing G = G1∪G2 for proper
induced subgraphs G1 and G2 of G intersecting in uv, we have H ⊆ G1.
• A triangle T in G does not bound a face, G2 is the subgraph of G drawn
in the closed disk bounded by T , and G1 = G − (V (G2) \ V (T )). To
see that S2 is valid, note that the condition (Gc) holds since all vertices
x ∈ V (G2) \ V (T ) satisfy |L1(x)| ≥ 10.
Therefore, we can assume that every triangle in G bounds a face, and if the
outer face of G has a chord, then H is a 3-vertex path and every chord of
the outer face of G is incident with the middle vertex of H .
Finally, consider the case H is not a 3-vertex path. Then either H is
a path with at most two vertices, or a triangle bounding the outer face
of G. In the latter case, we obtain contradiction by considering the scene
S ′ = (G−e,H−e, L1, L2, ϕ0, ~δ) for an edge e ofH ; note that by Observation 8,
the order of recolorings on H−e can be chosen to match the one in a witness
of ~δ on H , ensuring that a trajectory of S ′ is also a trajectory of S. In the
former case, let v be a vertex in the outer face of G not belonging to H and
(unless V (H) = ∅) adjacent to a vertex of H . Let H ′ = G[V (H)∪{v}]. Note
that since the outer face of G does not have a chord, if |V (H ′)| = 3, then any
vertex x adjacent to all vertices of H ′ is internal and satisfies |L1(x)| ≥ 10.
Let us now extend ~δ to an (L1, L2)-trajectory ~ψ ofH
′ by setting ψ0(v) = ϕ0(v)
and for i ∈ {1, 2}, letting ψi(v) be a color in Li(v) \
⋃
u∈V (H){δi−1(u), δi(u)};
such a color exists, since |Li(v)| > 4. This is indeed a trajectory, since we
can recolor v to ψi(v) before performing the rest of the recolorings from
ψi−1 to ψi (and thus both sequences of the resulting witness are H-late). A
trajectory for (G,H ′, L1, L2, ϕ0, ~ψ) is also a trajectory for S, contradicting
the minimality of S.
Actually, we can eliminate all chords of the outer face of a minimal coun-
terexample.
Lemma 11. Suppose S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample.
Then the outer face of G is bounded by an induced cycle.
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Proof. Suppose for contradiction this is not the case. By Lemma 10, this
implies H = h1h2h3 is a 3-vertex path and the outer face of G has a chord
h2v. Let G = G1 ∪G2, where G1 and G2 are proper induced subgraphs of G
intersecting in h2v and with h1 ∈ V (G1). Let K be the cycle bounding the
outer face of G.
Let ~ψ be an (L1, L2)-trajectory in H
′ = G[V (H)∪{v}] extending ~δ chosen
as follows. We set ψ0(v) = ϕ0(v). For i = 1, 2, let ψi(v) ∈ Li(v) be chosen
so that
(i) if uv ∈ E(G) for u ∈ V (H), then ψi(v) 6∈ {δi−1(u), δi(u)}, and
(ii) if i = 1, z is a common neighbor of v, h2, and hj for some j ∈ {1, 3},
and L1(z) = {ϕ0(v), δ0(h2), δ1(h2), δ0(hj), δ1(hj), c}, then ψ1(v) 6= c.
By planarity and since |L1(z)| = 6 is only possible for vertices z ∈ V (K),
note that in the latter case, vhj 6∈ E(G). Therefore, these conditions either
forbid at most five colors in total, or v is a common neighbor of all vertices of
H and the condition (i) forbids six colors in total. It follows that ψi(v) can
be chosen as described, since |L1(v)| ≥ 6, |L2(v)| ≥ 7, and not all colors in
L1(v) can be forbidden due to the assumption (Gc). Note that the condition
(i) ensures that ~δ lifts to the trajectory ~ψ in H ′ (for i ∈ {1, 2}, we can recolor
v before the recolorings from δi−1 to δi); let (π1, π2) witness this.
For j ∈ {1, 2}, let Sj = (Gj , H
′ ∩ Gj, L1, L2, ϕ0 ↾ V (Gj), ~ψ ↾ (H
′ ∩ Gj)).
Note Sj is a valid scene; the condition (ii) ensures Sj satisfies (Gc). By
the minimality of S, Sj has a trajectory ~ψ
j, witnessed by (σj,1, σj,2). For
i ∈ {1, 2}, let σi = σ
G1−V (H′)
1,i + σ
G2−V (H′)
2,i + πi. Then (σ1, σ2) is a witness of
a trajectory of S, which is a contradiction.
Now, we restrict adjacencies of the internal vertices to vertices incident
with the outer face.
Lemma 12. Suppose S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample,
H = h1h2h3, K is the cycle bounding the outer face of G, and v is an internal
vertex of G. Then v does not have two non-adjacent neighbors in K − h2.
Proof. Suppose for contradiction that G = G1 ∪ G2, where G1 and G2 are
proper induced subgraphs of G intersecting in an induced path v1vv2, with
v1, v2 ∈ V (K − h2) and H ⊂ G1.
Let L′1 be the list assignment obtained from L1 by changing the list of v
as follows. If v, v1, and v2 have a common neighbor z ∈ V (K − h2), then let
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C be a set of three colors belonging to L1(z)\{ϕ0(v), ϕ0(v1), ϕ0(v2)}, and let
L′1(v) = L1(v) \ C, otherwise let L
′
1(v) = L1(v). Note that |L
′
1(v)| ≥ 7 and
|L′1(v) \ L2(v)| ≤ |L1(v) \ L2(v)| ≤ 1. Hence, S1 = (G1, H, L
′
1, L2, ϕ0,
~δ) is a
valid scene, and by the minimality of S, it has a trajectory ~ψ.
Consider the scene S2 = (G2, v1vv2, L1, L2, ~ψ ↾ v1vv2). We claim this
scene is valid. It suffices to verify the condition (Gc) in the case v, v1, and
v2 have a common neighbor z ∈ V (K − h2). To do so, note that
L1(z)\{ϕ0(v), ψ1(v), ϕ0(v1), ψ1(v1), ϕ0(v2), ψ1(v2)} ⊇ C\{ψ1(v), ψ1(v1), ψ1(v2)} 6= ∅,
since |C| = 3, ψ1(v) ∈ L
′
1(v), and L
′
1(v)∩C = ∅. Therefore, by the minimality
of S, S2 has a trajectory. Lemma 9 implies S has a trajectory, which is a
contradiction.
Let us deal with one more simple case.
Lemma 13. If S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample, then
the cycle K bounding the outer face of G has length at least five.
Proof. By Lemma 10, H = h1h2h3 is a 3-vertex induced path, and thus
|K| ≥ 4. Suppose for a contradiction K = h1h2h3v. For i ∈ {1, 2}, choose
ci ∈ Li(v) \ {δi−1(h1), δi(h1), δi−1(h3), δi(h3)} arbitrarily. Let c0 = ϕ0(v). Let
L′1 and L
′
2 be list assignments obtained from L1 and L2 by, for each internal
vertex u adjacent to v, setting L′1(u) = L1(u)\{c0, c1, c2} and L
′
2(u) = L2(u)\
{c1, c2}. Note that |L
′
1(u)|, |L
′
2(u)| ≥ 7 and |L
′
1(u)\L
′
2(u)| ≤ |L1(u)\L2(u)| ≤
1, and thus S ′ = (G− v,H, L′1, L
′
2, ϕ0,
~δ) is a valid scene. By the minimality
of S, S ′ has a trajectory ~ψ witnessed by sequences (π1, π2). For i ∈ {1, 2},
let σi = π
G−(V (H)∪{v})
i + (v, ci) + π
H
i . Note that the sequence π
G−(V (H)∪{v})
i
does not recolor any neighbor u of v to ci−1 (the current color of v) or to
ci (the color v is to be recolored to), since ci−1, ci 6∈ L
′
i(u). Moreover, after
recoloring v to ci, we can recolor H from δi−1 to δi by the sequence π
H
i by
the choice of ci. Therefore, (σ1, σ2) witnesses a trajectory of S, which is a
contradiction.
Consider a graphK and its induced subgraphH . We say that a trajectory
~ψ in K is stable outside of H if ψ2(v) = ψ1(v) for every v ∈ V (K) \ V (H),
i.e., the coloring outside of H only changes once, from ψ0 ↾ (V (K) \ V (H))
to ψ1 ↾ (V (K)\V (H)). As a final preparatory step, let us show the existence
of a stable trajectory for the outer face of a minimal counterexample.
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Lemma 14. Let S = (G,H, L1, L2, ϕ0, ~δ) be a minimal counterexample and
let K be the cycle bounding the outer face of G. Then ~δ lifts to an (L1, L2)-
trajectory in K starting with ϕ0 ↾ V (K) and stable outside of H.
Proof. For each v ∈ V (K) \ V (H), let L(v) = L1(v) ∩ L2(v). Since |L1(v) \
L2(v)| ≤ 1, we have |L(v)| = |L1(v)| − |L1(v) \ L2(v)| ≥ 5. Let K =
h1h2h3v1v2 . . . vm, where m ≥ 2 by Lemma 13. Let us define a coloring ψ1 of
K extending δ1 as follows. Choose ψ1(v1) ∈ L(v1)\{δ0(h3), δ1(h3), δ2(h3), ϕ0(v2)}
arbitrarily. For i = 2, . . . , m− 1, choose ψ1(vi) ∈ L(vi) \ {ψ1(vi−1), ϕ0(vi+1)}
arbitrarily. Finally, choose ψ(vm) ∈ L(vm)\{ψ1(vm−1), δ0(h1), δ1(h1), δ2(h1)}
arbitrarily. We can recolor K from ϕ0 ↾ V (K) to ψ1 by recoloring v1, . . . ,
vm in order, followed by recoloring of H from δ0 to δ1. Moreover, the choice
of ψ1(v1) and ψ1(vm) ensures this can be followed by recoloring of H from
δ1 to δ2. This gives a witness of an (L1, L2)-trajectory in K starting with
ϕ0 ↾ V (K) and stable outside of H .
We are now ready to prove the main list-recoloring result.
Theorem 15. Every valid scene has a trajectory.
Proof. Suppose for a contradiction this is not the case. Then there exists a
counterexample, and thus also a minimal one, say S = (G,H, L1, L2, ϕ0, ~δ).
Let K be the induced cycle bounding the outer face of G. By Lemma 14,
~δ lifts to an (L1, L2)-trajectory ~ψ in K starting with ϕ0 ↾ V (K) and stable
outside of H ; let (π1, π2) be the corresponding witness, where π2 = π
H
2 .
Let G′ = G− (V (K) \ V (H)). Let L′1 and L
′
2 be list assignments for G
′
matching L1 and L2 on H and such that for each vertex u ∈ V (G) \ V (K),
L′1(u) = L1(u) \
⋃
v∈N(u)∩V (K)\V (H)
{ϕ0(v), ψ1(v)}
and
L′2(u) = L2(u) \
⋃
v∈N(u)∩V (K)\V (H)
{ψ1(v)}.
By Lemma 12, u has at most two consecutive neighbors inK−V (H), and thus
|L′1(u)| ≥ 6 and |L
′
2(u)| ≥ 7. Moreover, u is not adjacent to all vertices of H
by the same lemma, implying (Gc) holds. Therefore, S ′ = (G′, H, L′1, L
′
2, ϕ0 ↾
V (G′), ~δ) is a valid scene. By the minimality of G, S ′ has a trajectory ~θ,
witnessed by (ω1, ω2).
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For i ∈ {1, 2}, let σi = ω
G′−V (H)
i + πi. Note that the choice of the list
assignment L′1 implies the recoloring according to ω
G′−V (H)
1 does not give any
vertex u ∈ V (G) \V (K) the color ϕ0(v) of any neighbor v ∈ V (K), and thus
the sequence of recolorings ω
G′−V (H)
1 is proper. Moreover, for any such u and
v the choice of L′1 implies θ1(u) 6= ψ1(v), and thus the sequence of recolorings
π1 is proper. The choice of L
′
2 similarly shows that the recoloring according to
the sequence ω
G′−V (H)
2 does not conflict with ψ1. The sequence of recolorings
π2 only affects the vertices of H and does not conflict with θ2, since ω2
performs a once-only sequence of recolorings with the same result. Therefore,
(σ1, σ2) is a witness of a trajectory of S, which is a contradiction.
5 Triangle-free graphs
Next, let us give the argument for triangle-free graphs. We say that a scene
S = (G,H, L1, L2, ϕ0, ~δ) is T-valid if G is triangle-free, |V (H)| ≤ 5,
(Ta) for each v ∈ V (G), |L1(v) \ L2(v)| ≤ 1 and |L1(v)|, |L2(v)| ≥ 5,
(Tb) if v ∈ V (G) is an internal vertex, then |L1(v)| ≥ 7 and |L2(v)| ≥
6. Moreover, if H is a path with at least four vertices, then at least
|V (H)| − 3 ends x of H have the following property: All neighbors
v ∈ V (G) \ V (H) of x satisfy |L1(v)| ≥ 7 and |L2(v)| ≥ 6. And,
(Tc) if H is a path with five vertices, then each vertex in V (G) \ V (H) has
at most one neighbor in H .
Again, we aim to prove by contradiction that every T-valid scene has a
trajectory. We overload the terminology; in this section, a counterexample
is a T-valid scene without a trajectory. The argument from the proof of
Lemma 10 gives the following.
Lemma 16. Suppose S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample.
Then G is 2-connected, H is a path with at least three vertices, every (≤5)-
cycle in G bounds a face, and every chord of the outer face of G is incident
with one of the non-end vertices of H. Moreover, every vertex in V (G)\V (H)
has degree at least three.
Proof. The claims on connectivity and chords are proved exactly as in Lemma 10.
Non-facial (≤5)-cycles are excluded in the same way as non-facial triangles
in Lemma 10.
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Suppose now that v ∈ V (G) \ V (H) has degree at most two. By the
minimality of S, the scene (G − v,H, L1, L2, ϕ0 ↾ V (G − v), ~δ) has a tra-
jectory ~ψ witnessed by (σ1, σ2). For i ∈ {1, 2}, choose a color ci ∈ Li(v) \⋃
uv∈E(G){ψi−1(u), ψi(u)}, and let σ
′
i = (v, ci) + σi. Then (σ
′
1, σ
′
2) witnesses
a trajectory of S, which is a contradiction. Therefore, every vertex in
V (G) \ V (H) has degree at least three.
If |V (H)| ≤ 2, we can extend H to a 3-vertex path by adding vertices and
straightforwardly lifting ~δ. Suppose now that H is a cycle. As in Lemma 10,
this is dealt with by deleting an edge of the cycle, but a little care is needed to
ensure (Tc) holds. Specifically, we note that if a vertex v had two neighbors in
H , then since all (≤5)-cycles bound faces, we would have V (G) = V (H)∪{v}
and deg v = 2, contradicting the previous paragraph.
Similarly to Lemma 11, we can eliminate the remaining chords.
Lemma 17. Suppose S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample.
Then the outer face of G is bounded by an induced cycle.
Proof. Suppose for contradiction this is not the case. By Lemma 16, this
implies we can label the vertices of the pathH asH = h1 . . . hm (for somem ∈
{3, 4, 5}) and the outer face of G has a chord htv for some t ∈ {2, . . . , ⌈m/2⌉}.
Let G = G1 ∪ G2, where G1 and G2 are proper induced subgraphs of G
intersecting in h2v and with h1 ∈ V (G1). If t = 3 (and so m = 5), then v has
only one neighbor in H by (Tc), and thus vh1 6∈ E(G). If t = 2, this is also
true, since G is triangle-free. Let (β1, β2) be a witness of the trajectory ~δ.
By the minimality of S, the scene S2 = (G2, H∩G2, L1, L2, ϕ0 ↾ V (G2), ~δ ↾
(H ∩ G2)) has a trajectory ~ψ, witnessed by (ω1, ω2). Let Q = h1 . . . htv and
let ~γ be the trajectory matching ~δ on Q − v and ~ψ on v. Note that ~γ is
indeed a trajectory on Q, as the vertex v can be recolored just before ht,
matching the order in the (H ∩G2)-late recoloring sequences of (ω1, ω2). The
scene S1 = (G1, Q, L1, L2, ϕ0 ↾ V (G1), ~γ) is T-valid, and by the minimality
of S, it has a trajectory ~θ witnessed by (π1, π2). For i ∈ {1, 2}, let σi =
π
G1−V (Q)
i + ω
G2−V (H)
i + βi. Then (σ1, σ2) is a witness of a trajectory of S,
which is a contradiction.
The proof of the following claim is analogous to the proof of Lemma 12
(but simpler, since we do not need to worry about the condition (Gc)). Note
also that unlike Lemma 12, v cannot have two adjacent neighbors, since G
is triangle-free.
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Lemma 18. Suppose S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample,
H = h1 . . . hm, K is the cycle bounding the outer face of G, and v is an
internal vertex of G. Then v has at most one neighbor in K−{h2, . . . , hm−1}.
Next, we exclude the possibility that G has a short outer face.
Lemma 19. If S = (G,H, L1, L2, ϕ0, ~δ) is a minimal counterexample, then
the cycle K bounding the outer face of G has length at least six.
Proof. Suppose for a contradiction |V (K)| ≤ 5. It is easy to see that ~δ lifts
to an (L1, L2)-trajectory ~ψ in K starting with ϕ0 ↾ V (K). By the minimality
of S, the scene (G,K,L1, L2, ϕ0, ~ψ) has a trajectory. This trajectory is also
a trajectory of S, a contradiction.
As a final preparatory step, let us show the existence of a stable trajectory;
this is substantially more involved than in the proof of Lemma 14.
Lemma 20. Let S = (G,H, L1, L2, ϕ0, ~δ) be a minimal counterexample and
let K be the cycle bounding the outer face of G. Then ~δ lifts to an (L1, L2)-
trajectory in K starting with ϕ0 ↾ V (K) and stable outside of H.
Proof. For each v ∈ V (K) \ V (H), let L(v) = L1(v) ∩ L2(v). Since |L1(v) \
L2(v)| ≤ 1, we have |L(v)| ≥ |L1(v)| − 1. Let H = h1 . . . hm and K =
h1 . . . hmv1 . . . vt. Let (β1, β2) be the witness of the trajectory ~δ. By Lemma 19
and (Tc), we have t ≥ 2. Let L′(v1) = L(v1) \ {δ0(hm), δ1(hm), δ2(hm)} and
L′(vt) = L(vt) \ {δ0(h1), δ1(h1), δ2(h1)}.
If t = 2, then we have m ≥ 4 by Lemma 19. By (Tb) and sym-
metry, we can assume |L(v1)| ≥ 6, and thus |L
′(v1)| ≥ 3. Note that
|L(v2)| ≥ 4 and |L
′(v2)| ≥ 1. Choose c2 ∈ L
′(v2) and c1 ∈ L
′(v1) \
{ϕ0(v2), c2}. The desired trajectory is obtained by recoloring according to
the sequence (v1, c1), (v2, c2) + β1. Hence, we can assume t ≥ 3. Note we
have |L′(v1)|, |L
′(vt)| ≥ 1 and |L(vj)| ≥ 4 for j ∈ {2, . . . , t − 1}. Choose
c1 ∈ L
′(v1) and ct ∈ L
′(vt) arbitrarily.
Suppose now t = 3. If c1 6= ϕ0(v2), choose c2 ∈ L(v2) \ {c1, c3, ϕ0(v3)}
and recolor according to the sequence (v1, c1), (v2, c2), (v3, c3)+β1. Hence, we
can assume c1 = ϕ0(v2), and by symmetry, c3 = ϕ0(v2). Choose c2 ∈ L(v2) \
{c1, ϕ0(v1), ϕ0(v3)} and recolor according to the sequence (v2, c2), (v1, c1), (v3, c3)+
β1.
Finally, suppose t ≥ 4. Choose c2 ∈ L(v2) \ {c1, ϕ0(v1), ϕ0(v3)}, for
j = 3, . . . , t − 2, choose cj ∈ L(vj) \ {cj−1, ϕ0(vj+1)}, and choose ct−1 ∈
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L(vt−1) \ {ct−2, ct, ϕ0(vt)} arbitrarily. We perform the recoloring according
to the sequence (v2, c2), (v3, c3), . . . , (vt, ct), (v1, c1) + β1.
We are now ready to prove our main list-recoloring result for triangle-free
graphs.
Theorem 21. Every T-valid scene has a trajectory.
Proof. Suppose for a contradiction this is not the case, and thus there exists
a minimal counterexample S = (G,H, L1, L2, ϕ0, ~δ). Let K be the induced
cycle bounding the outer face of G. By Lemma 20, ~δ lifts to an (L1, L2)-
trajectory ~ψ in K starting with ϕ0 ↾ V (K) and stable outside of H ; let
(π1, π2) be a corresponding witness, where π2 = π
H
2 .
Let G′ = G − (V (K) \ V (H)). Let L′1 and L
′
2 be list assignments on G
′
matching L1 on K and such that for each vertex u ∈ V (G) \ V (K),
L′1(u) = L1(u) \
⋃
v∈N(u)∩V (K)\V (H)
{ϕ0(v), ψ1(v)}
and
L′2(u) = L2(u) \
⋃
v∈N(u)∩V (K)\V (H)
{ψ1(v)}.
By Lemma 18, the vertex u has at most one neighbor in K − V (H), and
thus |L′1(u)|, |L
′
2(u)| ≥ 5. Moreover, if u has a neighbor in V (K) \ V (H),
then it is not adjacent to the ends of H by the same lemma, and thus the
scene S ′ = (G′, H, L′1, L
′
2, ϕ0 ↾ V (G
′), ~δ) satisfies (Ta) and (Tb). Finally, S ′
satisfies (Tc) because (Tc) holds in S. Therefore, S ′ is a T-valid scene. By
the minimality of G, S ′ has a trajectory ~θ, witnessed by (ω1, ω2).
For i ∈ {1, 2}, let σi = ω
G′−V (H)
i + πi. Note that the choice of the list
assignment L′1 implies the recoloring according to ω
G′−V (H)
1 does not give
any vertex u ∈ V (G) \ V (K) the color ϕ0(v) of any neighbor v ∈ V (K), and
that θ1(u) 6= ψ1(v), so the recoloring according to π1 can be performed. The
choice of L′2 similarly shows that the recoloring according to ω
G′−V (H)
2 does
not conflict with ψ1. The recoloring π2 only affects vertices of H and does
not conflict with θ2, since ω2 performs a once-only sequence of recolorings
with the same result. Therefore, (σ1, σ2) is a witness of a trajectory of S,
which is a contradiction.
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6 Eliminating a color
We now apply Theorems 15 and 21 to prove the two cases of Theorem 7.
Proof of Theorem 7. Let L2(v) = L(v) \ f(v) for each v ∈ V (G). Then
S = (G,∅, L, L2, ϕ,∅) is T-valid if G is triangle-free and valid otherwise. By
Theorems 15 and 21, S has a trajectory ~ψ. A witness of this trajectory gives
a sequence of recolorings from ϕ to ϕ′ = ψ2, where ϕ
′(v) 6= f(v) for each
v ∈ V (G) by the choice of L2, and each vertex is recolored at most twice.
Note that while Theorem 7 works in a general list coloring setting, we can
only apply it to reconfiguration of ordinary proper colorings. Indeed, in the
list coloring setting, it may not be the case that the same color is available
at each vertex of the chosen independent set, and thus the proof of Lemma 6
fails. Nevertheless, we find it likely that Theorems 3 and 4 generalize to list
coloring.
Conjecture 22. Let G be a planar graph, let L be a list assignment for G,
and let ϕ and ϕ′ be L-colorings of G. If either
(a) |L(v)| ≥ 10 for every v ∈ V (G), or
(b) G is triangle-free and |L(v)| ≥ 7 for every v ∈ V (G),
then ϕ can be transformed to ϕ′ by O(n) recolorings so that all intermediate
colorings are proper L-colorings.
As mentioned in [3], it is possible that the number 10 of colors in the state-
ment of Theorem 3 is not the best possible. Perhaps a more sophisticated
multiphase recoloring process might allow one to replace 10 by a smaller in-
teger and still obtain a linear bound on the diameter of the reconfiguration
graph. To be slightly more precise, in such a setting we have a planar graph
G and list assignments L1, . . . , Lm for G (with various well-chosen conditions
on the lists). As long as m is fixed, the aim would be to show the existence
of an (L1, . . . , Lm)-trajectory in G starting with a k-coloring ϕ0 for some
k ∈ {7, 8, 9} (that is, a tuple ~ϕ = (ϕ0, ϕ1, . . . , ϕm) where for i ∈ {1, . . . , m},
ϕi is an Li-coloring of G obtained from ϕi−1 by a once-only sequence σi of
recolorings), such that ϕm uses one less color than ϕ0. Notice that if ϕ0 is
a 9-coloring, then such a result would straightforwardly give a linear bound
on the diameter of R9(G) (by essentially the proof of Theorem 3). However,
as soon as 9 is replaced by 8, one can no longer apply Theorem 1 and hence
more ideas would be needed.
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