First Eigenvalue
The first eigenvalue has only one eigenvector v which is given by v (aa)(xx) = n−1 for all a, x and v (ab)(xy) = 1 for all a = b and all x = y. All other entries of v are zero. Let B (ij)(kl) denote the row of B with index (ij) (kl) . From the definition of B it is obvious that row vectors B (ij)(kl) are non-zero only if either i = j and k = l or i = j and k = l. We will compute the inner-product of B (ij)(kl) and v for these two cases.
In inner product B (ii)(kk) · v the details of various terms are as follows. Term Index Term Value No. of terms total contribution (ii)(kk) (n − 1)(n − 1)! 1 (n − 1)(n − 1)! (ib)(ky) 1(n − 2)! (n − 1) 2 (n − 1) 2 (n − 2)! (aa)(xx) (n − 1)(n − 2)! (n − 1) 2 (n − 1) 2 (n − 2)! (ab)(xy) 1(n − 3)! 2 n−1 2 2 2(n − 3)! n−1 2 2 So the inner-product is (n − 1)(n − 1)! + (n − 1) 2 (n − 2)! + (n − 1) 2 (n − 1)! + n 2 (n − 1)! = (n − 1)3n!/2 = v (ii)(kk) 3n!/2. Same details in B (ij)(kl) · v are as follows. No. of terms total contribution (ij)(kl) 1(n − 2)! 1 (n − 2)! (ii)(kk) (n − 1)(n − 2)! 1 (n − 1)(n − 2)! (jj) (ll) (n − 1)(n − 2)! 1 (n − 1)(n − 2)! (ib)(ky) (n − 3)! (n − 2) 2 (n − 2) 2 (n − 3)! (jb)(ly) (n − 3)! (n − 2) 2 (n − 2) 2 (n − 3)! (aa)(xx) (n − 1)(n − 3)! (n − 2) 2 (n − 1)(n − 2) 2 (n − 3)! (ab)(xy) 1(n − 4)! 2 n−2 2 2 2(n − 4)! n−2 2 2
In this case the inner-product is (n − 2)! + 2(n − 1)! + 2(n − 2)(n − 2)! + (n − 2)(n − 1)! + (n − 2)! n−2 2 . This simplifies to 3n!/2 = v (ij)(kl) 3n!/2. Hence v is an eigenvector with eigenvalue 3n!/2.
Second Eigenvalue
Let G 1 = (V 1 , E 1 , w 1 ) be an undirected and G 2 = (V 2 , E 2 , w 2 ) be a directed edge-weighted graphs, where V 1 and V 2 are subsets of [n] . Neither graph has loop-edges and (x, y) ∈ E 2 if and only if (y, x) ∈ E 2 . For each e 1 = (ab) ∈ E 1 and e 2 = (xy) ∈ E 2 we associate (e 1 , e 2 ) with axis (ab, xy). Note (ab, xy) is different from (ab, yx). We define a vector v(G 1 , G 2 ) or simply v as follows: if (ab) ∈ E 1 and (xy) ∈ E 2 then v (ab)(xy) = w 1 (ab).w 2 (xy), otherwise v (ab)(xy) = 0. In this subsection and in the following subsection we will show v(G 1 , G 2 ) are eigenvectors for various instances of G 1 and G 2 .
We will use following notations regarding G 1 and G 2 . δ(a) will denote the edges incident on vertex a ∈ V 1 and N (a) will denote the neighbors of vertex a ∈ V 1 . N [a] will denote the closed neighborhood of a which is N (a) ∪ {a}. Graph G 2 is directed so δ → (x) denotes the set of outgoing edges and δ ← (x) denotes the incoming edges incident on x ∈ V 2 . Similarly neighborhood will be denoted by N → (x) and N ← (x) respectively. In this subsection we assume following properties of the weight-functions: (i) all weights are 1 or −1; (ii) b∈N (a),a<b w 1 (a, b) − b∈N (a),a>b w 1 (a, b) = 0; (iii) w 2 be such that w 2 (x, y) = −w 2 (y, x) for all (x, y) ∈ E 2 , and (iv)
Proof If k, l both are out of V 2 then for each (a, b) we will get contributions from (x, y) and (y, x) which will cancel each other.
Next suppose k ∈ V 2 and l / ∈ V 2 . Here we consider two cases: i, j / ∈ V 1 and i ∈ V 1 , j / ∈ V 1 . In the first case for every non-zero term with index (a, b)(x, y), both x and y will be different from k because k is the image of i so neither x nor y can be image of i. Hence contributions from (x, y) and (y, x) will cancel each other. If i ∈ V 1 and a and b are different from i, then the situation will be same as above. On the other hand if a = i, then we will get a total sum as y∈N → (k) w 1 (a, b)w 2 (x, y) if a < b. In case a > b, then the total will be y∈N → (k) w 1 (a, b)w 2 (y, x). In both cases the sum is zero. Next consider the case when i ∈ V 1 , j / ∈ V 1 , k ∈ V 2 , l ∈ V 2 . If a, b are both different from i, then contribution of (x, y) and of (y, x) will cancel each other. Now, let a = i. In this case also we consider two sub-cases: (kl) / ∈ E 2 and (k, l) ∈ E 2 . In the first sub case the contribution will be (n−3)
In both cases the sum is zero. In the second sub case case, assume i < b. Then the sum of the contributions is
In this case if we add up the contributions for all b ∈ N (i), then we get
Finally let i ∈ V 1 , j ∈ V 1 , k ∈ V 2 , l / ∈ V 2 . If a = i, then contribution of (x, y) will cancel that of (y, x). If a = i, then the contribution will be (n
As observed earlier, in both cases the sum is zero.
Theorem 1 For graphs G 1 and G 2 given in figure 3 where α < β and γ < δ, v(G 1 , G 2 ) is an eigenvector with eigen value n(n − 3)!.
Proof We have seen from Lemma 1 that in the inner-product B (ij)(kl) · v the only terms, (ab)(xy), have non-zero value are those in which a, b ∈ V 1 and x, y ∈ V 2 . Without loss of generality assume that i < j. Denote the third vertex in V 1 apart from i, j by p and the third vertex in V 2 apart from k, l by q.
The non-zero contribution is possible for three terms: (i) (ab)(xy) = (ij)(kl), (ii) (ab)(xy) = (ip)(kq), (iii) (ab)(xy) = (jp)(lq). The values of these terms are as follows:
The sum of these terms is the inner-product. We determine it for all the three cases:
Case p < i < j: Recall that for V 1 = {L, M, H} with L < M < H, properties of w 1 implies w 1 (LM ) − w 1 (M H) = 0, w 1 (LM ) + w 1 (LH) = 0, and w 1 (LH) + w 1 (M H) = 0. So the total is (n − 2)!w 1 (ij)w 2 (kl) + (n − 3)!(w 1 (ip)w 2 (qk) − w 1 (jp)w 2 (ql)). The w 1 -equations given above simplifies the expression to (n − 2)!w 1 (ij)w 2 (kl) + (n − 3)!(w 1 (ij)w 2 (kl) − w 1 (jp)(−w 2 (kl))). This expression simplifies to n(n − 3)!w 1 (ij)w 2 (kl).
Case i < p < j: Here the total is (n−2)!w 1 (ij)w 2 (kl)+(n−3)!(w 1 (ip)w 2 (kq)+ w 1 (jp)w 2 (ql)) which is equal to (n−2)!w 1 (ij)w 2 (kl)+(n−3)!((−w 1 (ij))(−w 2 (kl)) + (−w 1 (jp))(−w 2 (kl))). This also simplifies to n(n − 3)!w 1 (ij)w 2 (kl).
Case i < j < p: In this case total is (n−2)!w 1 (ij)w 2 (kl)+(n−3)!(w 1 (ip)w 2 (kq)+ w 1 (jp)w 2 (lq)) which is equal to (n−2)!w 1 (ij)w 2 (kl)+(n−3)!((−w 1 (ij))(−w 2 (kl))+ w 1 (jp)w 2 (kl)). This too simplifies to n(n − 3)!w 1 (ij)w 2 (kl).
Hence in each the inner-product is
, v is an eigenvector with eigenvalue n(n − 3)!.
Theorem 2 The eigenspace of B corresponding to eigenvalue n(n − 3)! has dimension at least
Proof We can define one vector v(G 1 , G 2 ) for each choice of (α, β) and each choice of (γ, δ) from 2, . . . , n. Let v and v ′ be such a vector due to (α, β, γ, δ). Then v (α,β),(γ,δ) is non-zero but the same component of all other eigenvectors of this type is zero. Hence these vectors are independent.
Third Eigenvalue
The eigenvectors are defined in the same way as in the previous section. In this subsection we assume following properties of the weight-functions associated with G 1 and G 2 : (i) all weights are 1 or −1; (ii) b∈N (a) w 1 (a, b) = 0 for all a ∈ V 1 ; (iii) w 2 (x, y) = w 2 (y, x) for all (xy) ∈ E 2 ; and (iv) for all x,
This case is similar to the previous case.
At this stage in the proof we have shown that the inner product can be non-zero only if i ∈ V 1 , j ∈ V 1 , k ∈ V 2 and l ∈ V 2 . Now we will show that even in these cases the inner product will be zero if (ij) / ∈ E 1 or (kl) ∈ E 2 . For the remainder of the proof i ∈ V 1 , j ∈ V 1 , k ∈ V 2 and l ∈ V 2 . For the remaining three cases we assume that
Recall that i and j are not adjacent.
From the last three cases we conclude that if (ij) is not an edge in
In this case G 1 is any graph among G 
Proof From lemma 2 we have seen that
∈ E 2 . For (ij) ∈ E 1 and (kl) ∈ E 2 there are 2 × 14 × 14 cases. Each of these cases is equivalent to one of the following 15 cases: 
Figure 2: Index Graphs for the Eigenvectors for Third Eigenvalue
The theorem can be established by showing [(3β)(δ3) ]. This is equal to (n − 2)! + 2(n − 3)! + 2(n − 4)! = (n − 1)!/(n − 3). Since v[(12)(12) = 1, it is also equal to
Case ( 
Theorem 4 The dimension of the eigenspace of eigenvalue (n − 1)!/(n − 3) is (n−1 2−1) 2 .
Proof Each vector described above has an entry which is non-zero while the same entry is zero among the other vectors. In
an entry is (3β)(γδ) so on. Hence all these vectors are linearly independent. Therefore the dimension of this eigenspace is at least equal to the number of these vectors. The number of instances G 
Fourth Eigenvalue
To define the eigenvectors for this eigenvalue consider three n × n matrices: A 1 , A 2 , A 3 , given below. The symmetric vectorization v(E) of block-matrix E will be shown to an eigenvector of B with eigenvalue 2n(n − 2)!.
. . . . . .
) denote the number of permutations in which a i maps to a ′ i for i = 1, 2, 3, 4. Since matrix A 1 is diagonal, (B · v) ik,jl can be expressed as operations on the n × n blocks as follows: (B · v) ik,jl = pr,qs B ik,jl (pr, qs)v(pr, qs) = q,s A 1 (q, s).
Denote this expression by C(ik) jl . Now we will evaluate the value of this expression for various values of (ik, jl).
Case: ik = 11. In this case we need to show that C(11) = 2n(n − 2)!A 1 . For jl = 11 we have C(11) 11 = (n − 1)!(1
This expression simplifies to 2n(n − 2)!(1 − (n − 1)(n − 2)) = 2n(n − 2)!A 1 (1, 1) .
For jl = 22 we have C (11) 
For jl = tt where 2 ≤ t ≤ n − 1 we get the similar expression, i.e., 2n(n − 2)!.A 1 (t, t).
In case jl = nn, C(11
In every case where j = l, X(1 → j, 1 → l, * , * ) = 0. So C(11) jl = 0 for all j = l. Thus C(11) = 2n(n − 2)!A 1 .
Case: ik = 22. In this case we have to show that C(22) = 2n(n − 2)!(−A 1 ). We observe following equalities.
Substituting these values in the expression of C(22) we get C(22) = −C(11) = 2n(n − 2)!(−A 1 ).
Case ik = 12. In this case we have to show that C(12) = 2n(n − 2)!A 3 . For jl = 12, C(12
. Next for jl = 1n, C(12) 1n = (1−(n−1)(n−2))(n−2)!+(n−2)!−(n−3)(n− 2)!−(n−2) 2 (n−2−(1/(n−2)))(n−3)! = −2n(n−3)(n−2)! = 2n(n−2)!A 3 (1, n). Expression for jl = n1, C(12
Expression for jl = 2n, C(12) 2n = (n − 1)(n − 2)! + (n − 2)! + (n − 2)! + ((n − 1)(n − 3)/(n − 2) + 1/(n − 2))(n − 2)(n − 3)! + (n − 2)(n − 3)! = 2n(n − 2)! = 2n(n − 2)!A 3 (2, n). Similarly it can be seen that C(12) rn = 2n(n − 2)!A 3 (r, n) for every 2 < r < n − 1.
Expression for jl = n2, C(12) n2 = −(n − 2)! − (n − 1)(n − 2)! − (n − 2)! + (−1)(n−2)(n−3)!−(n−2)(1/(n−2)+(n−3)(n−1)/(n−2))(n−3)! = −2n(n− 2)! = (−1)A 3 (n, 2). Similarly it can be shown that C(12) n,r = (−1)A 3 (n, r) for 1 < r < n − 1.
For j ∈ {2, 3, . . . , n − 1} and l ∈ {2, 3, . . . , n − 1}, C(12
Putting these together we see that C(12) = 2n(n − 2)!A 3 . Case ik = 1k with k ≥ 3: Next we will show that C(1k) = 2n(n − 2)!A 2 , for k ≥ 3. We will show the details of the computation of C(1, 3).
For jl = 12, C(13
).2n(n − 2)! = 2n(n − 2)!A 2 (2, 1). Similarly we can show C(13) j1 = 2n(n − 2)!A 2 (j, 1), for all 2 ≤ j ≤ n − 1.
For jl = 1n, C(13
Similarly we can show C(13) jn = 2n(n − 2)!A 2 (j, n), for all 2 ≤ j ≤ n − 1.
For jl = n2, C(13
Similarly it can be shown that C(13) nl = 0 = 2n(n − 2)!.A 2 (n, l) for all 2 ≤ l ≤ n − 1.
For jl = 23, C(13) 23 = (n − 1)(n − 2)! − (1 − (n − 1)(n − 2) − 1 + (n − 1)(n − 4))(n−3)!−(n−2+1)(n−3)!+((n−1)/(n−2))(n−2)!+(n−3)((n−3)(n−1)/(n− 2))(n−3)!−((n−4)(n−1)/(n−2)−(n−2)+1/(n−2))(n−3)!−((n−4)/(n−2)−1+ (n−4)−(n−2)−(n−4)(n−2−1/(n−2))+(n−4)(n−5)(n−1)/(n−2))(n−3)! = 2n(n − 1)(n − 2)!/(n − 2) = A 2 (2, 3).2n(n − 2)!. Similarly we can show that C(13) jl = 2n(n − 2)!A 2 (j, l), for all 2 ≤ j, l ≤ n − 1 and j = l.
For jl = n2, C(13) n2 = (−1)(n− 2)!− ((n− 1)(n− 3)− (n− 1)(n− 2)+ 1)(n− 3)!+0+0−(n−3).(n−3)!−((n−3)(n−1)/(n−2)−(n−2)+1/(n−2))(n−3)!− (−(n−3)(n−2−1/(n−2))+(n−3)/(n−2)+(n−3)(n−4)(n−1)/(n−2))(n−3)! = 0. Similarly we can show C(13) nl = 2n(n − 2)!A 2 (n, l), for all 2 ≤ l ≤ n − 1.
For jl = jj, trivially C(13) jj = 0. Hence C(13) jj = 2n(n − 2)!.A 2 (j, j). These observations conclude that C(13) = 2n(n − 2)!A 2 . Similarly it can be seen that C(1, k) = 2n(n − 2)!A 2 for all k ≥ 3.
Case ik = 2k for k ≥ 3: Now we will show that C(2, k) = 2n(n − 2)!(−A 2 ) for all k ≥ 3. We will show the details of the computation of C(2, 3).
We will show that the right hand side is equal to −C(2, 3) jl . We state the following facts.
Plugging the right hand side expressions into the expression of C(2, 3) jl we get C(2, 3) jl = −C(1, 3) jl . Hence C(2, 3) = −A 2 .2.n.(n − 2)!. Similarly we can show that C(2, k) = −A 2 .2n(n − 2)! for all k ≥ 3.
Case i > 2, k > 2: Finally we have to show that C(ik) = 0 for 2 < i and 2 < k.
If i and k are both greater than 2, we have A 1 (q, s).X(i → j, k → l, 1 → q, 1 → s) = A 1 (q, s).X(i → j, k → 2, 1 → q, 2 → s) and A 2 (q, s).X(i → j, k → l, 1 → q, r → s) = A 2 (q, s).X(i → j, k → l, 2 → q, r → s). Further, A 3 is antisymmetric so q,s A 3 (q, s).X(i → j, k → l, 1 → q, 2 → s) = q<s (A 3 (q, s) + A 3 (s, q)).X(i → j, k → l, 1 → q, 2 → s) = 0. Thus C(i, k) = 0 = 0.2n(n − 2)! for all i > 2, k > 2.
All these results combine to show that v(E) is an eigenvector of B with eigenvalue 2n(n − 2)!.
To see that there are several linearly independent vectors which are eigen vectors for the same eigenvalue consider the following modifications in E. Begin with the observation that in blocks A 1 , A 2 , and A 3 indices 1 and n have special role, while all other indices are equivalent. That is, for each k ∈ {1, 2, 3}, A k (q, s) = A k (q ′ , s ′ ) where q ′ = q if q ∈ {1, n} otherwise q ′ is any member of {2, . . . , n−1} and s ′ = s if s ∈ {1, n} otherwise s ′ is any member of {2, . . . , n−1}. So defining A ′ 1 , A ′ 2 and A ′ 3 by exchanging the role of n by any other index α in {2, . . . , n} we again get an eigenvector with the same eigenvalue. These n − 1 eigenvectors are linearly independent because in each vector the entry B 3 (2, n ′ ) is non-zero in exactly one vector, for each n ′ ∈ {2, . . . , n}. There are additional n − 2 similar sets of eigenvectors. Exchange the role of 2 in E by any index β in the range 2, 3, . . . , n − 1, see matrix E ′ . Once again we get a set of n − 1 eigenvectors. Observe that among the diagonal blocks 22 to nn exactly one block is non-zero in each set. Hence these (n − 1) 2 vectors are linearly independent. Theorem 5 The dimension of the eigenspace of B corresponding to eigenvalue 2n(n − 2)! is at least (n − 1) 2 .
