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Abstract—Provisioning techniques for network ﬂows with end-
to-end QoS guarantees need to address the inter-path and
intra-path load balancing problems to maximize the resource
utilization efﬁciency. This paper focuses on the intra-path load
balancing problem: How to partition the end-to-end QoS require-
ment of a network ﬂow along the links of a given path such that
the deviation in the loads on these links is as small as possible? We
propose a new algorithm to solve the end-to-end QoS partitioning
problem for unicast and multicast ﬂows that takes into account
the loads on the constituent links of the chosen ﬂow path. This
algorithm can simultaneously partition multiple end-to-end QoS
requirements such as the end-to-end delay and delay violation
probability bound. The key concept in our proposal is the notion
of slack, which quantiﬁes the extent of ﬂexibility available in
partitioning the end-to-end delay requirement across the links
of a selected path (or a multicast tree). We show that one can
improve network resource usage efﬁciency by carefully selecting a
slack partition that explicitly balances the loads on the underlying
links. A detailed simulation study demonstrates that, compared
with previous approaches, the proposed delay budget partitioning
algorithm can increase the total number of long-term ﬂows that
can be provisioned along a network path by up to 1.2 times for
deterministic and 2.8 times for statistical delay guarantees.
I. INTRODUCTION
Performance-centric network applications such as Voice
over IP (VoIP), video conferencing, streaming media and
online trading have stringent Quality of Service (QoS) require-
ments in terms of end-to-end delay and throughput. In order to
provide QoS guarantees, the network service provider needs to
dedicate part of network resources for each customer. Hence an
important problem faced by every provider is how to maximize
the utilization efﬁciency of its physical network infrastructure
and still support heterogeneous QoS requirements of different
customers. Here utilization efﬁciency is measured by the
amount of customer trafﬁc supported over a ﬁxed network
infrastructure.
Trafﬁc engineering techniques in Multi-Protocol Label
Switched (MPLS) networks select explicit routes for Label
Switched Paths (LSP) between a given source and destination.
Each LSP could act as a trafﬁc trunk carrying an aggregate
trafﬁc ﬂow that requires QoS guarantees such as bandwidth
and delay bounds. In our terminology, a ﬂow represents a
long-lived aggregate of network connections (such as a VoIP
trunk) rather than short-lived individual streams (such as a
single VoIP conversation). The key approach underlying trafﬁc
engineering algorithms, such as [1], is to select network paths
so as to balance the loads on the network links and routers.
Without load balancing, it is possible that resources at one link
might be exhausted much earlier than others, thus rendering
the entire network paths unusable.
For real-time network ﬂows that require end-to-end delay
guarantees, there is an additional optimization dimension for
balancing loads on the network links, namely, the partitioning
of end-to-end QoS requirements along the links of a selected
network path. Speciﬁcally we are interested in the variable
components of end-to-end delay, such as queuing delay at
intermediate links and smoothing delay before the ingress,
rather than the ﬁxed delay components, such as propagation
and switching delays. In this paper, we use the term “delay”
to refer to variable components of end-to-end delay.
Consider the path shown in Figure 1 in which each link
is serviced by a packetized rate-based scheduler such as
WFQ [2]. Given a request for setting up a real-time ﬂow
Fi along this path with a deterministic end-to-end delay
requirement Di, we need to assign delay budgets Di,l to Fi
at each individual link l of the path. Intuitively, low delay
typically requires high bandwidth reservation. In other words,
since ﬂow Fi’s packet delay bound at each link is inversely
proportional to its bandwidth reservation, the amount of delay
budget allocated to Fi at a link determines the amount of
bandwidth reservation that Fi requires at that link.
The question is, how do we partition the end-to-end delay
requirement Di into per-link delay budgets such that (a)
the end-to-end delay requirement Di is satisﬁed and (b)
the amount of trafﬁc admitted along the multi-hop path can
be maximized in the long-term? This is the Delay Budget
Partitioning problem for delay constrained network ﬂows.
Most categories of real-time trafﬁc, such as VoIP or video
conferencing, can tolerate their packets experiencing end-to-
end delays in excess of Di within a small delay violation
probability Pi. Such statistical delay requirements of the
form (Di,Pi) can assist in reducing bandwidth reservation
for real-time ﬂows by exploiting their tolerance levels to
delay violations. When we consider partition of the end-to-end
delay violation probability requirement Pi, in addition to the
delay requirement Di, the delay budget partitioning problem is
generalized to statistical delay requirements for network ﬂows.
This paper makes the following main contributions. Firstly,
we present a uniﬁed algorithm template, called Load-based
Slack Sharing (LSS) for the delay budget partitioning problem,
and describe its application to unicast and multicast ﬂows with
deterministic and statistical delay guarantees. Secondly, our
algorithm can handle multiple simultaneous ﬂow QoS require-= Di,1
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Fig. 1. Example of partitioning end-to-end delay budget Di over a three-hop path. The slack Si indicates the amount of ﬂexibility available in partitioning
the delay budget Di.
ments such as end-to-end delay bounds and delay violation
probability bounds. Earlier approaches handled only a single
end-to-end QoS requirement at a time. Thirdly, we introduce
the notion of partitioning slack in end-to-end QoS rather than
directly partitioning the entire end-to-end QoS as in earlier
approaches. Slack quantiﬁes the amount of ﬂexibility available
in balancing the loads across links of a multi-hop path and will
be introduced in Section II. Finally, we provide the detailed
admission control algorithms for unicast and multicast ﬂows
that can be used in conjunction with any scheme of partitioning
end-to-end delay and delay violation probability requirements.
We model our work on the lines of Guaranteed Service
architecture [3] where the network links are serviced by
packetized rate-based schedulers [2] [4] [5] [6] and there exists
an inverse relationship between the amount of service rate
of a ﬂow at a link and the corresponding delay bound that
the ﬂow’s packets experience. A rate-based model with GPS
schedulers was also adopted in [7]. Note that we address the
problem of partitioning additive end-to-end delay requirement
and the multiplicative delay violation probability requirement.
Speciﬁcally, the problem we address is not the same as parti-
tioning bottleneck QoS parameters. Indeed, for packetized rate-
based schedulers such as WFQ, the end-to-end delay bound
for a ﬂow contains both additive (per-link) and bottleneck
delay components. In Section IV, we show how these two
components can be separated and how the QoS partitioning
problem is relevant in the context of rate-based schedulers.
Considering the bigger picture, any scheme for end-to-end
QoS partitioning along a path is not sufﬁcient by itself to
satisfy trafﬁc engineering constraints. Rather, end-to-end QoS
partitioning is one of the components of a larger network
resource management system [8] in which network resources
need to be provisioned for each ﬂow at three levels. At the
ﬁrst level, a network path is selected between a given pair of
source and destination that satisﬁes the ﬂow QoS requirements,
and at same time balances the load on the network. At the
second level, the end-to-end QoS requirement of the new ﬂow
is partitioned into QoS requirements at each of the links so
as to balance the load along the selected path. This is the
intra-path QoS partitioning problem that we address in this
paper. Finally, at the third level a resource allocation algorithm
determines the mapping between the QoS requirements and the
actual link-level resource reservation.
The rest of the paper is organized as follows. Section II
introduces the notion of slack sharing which is central to our
work. Section III places our work in the context of related
research in delay budget partitioning. Section IV formulates
our model of the network and reviews standard results for end-
to-end delay bounds. In Section V, VI and VII we describe a
series of delay budget partitioning algorithms for unicast and
multicast network paths having deterministic and statistical
end-to-end delay requirements. In Section VIII we analyze
the performance of the proposed algorithms and Section IX
concludes with a summary of main research results.
II. NOTION OF SLACK AND SLACK SHARING
The extent of ﬂexibility available in balancing the loads
across links of a multi-hop path is quantiﬁed by the slack in
end-to-end delay budget. For each link of the multi-hop path
in Figure 1, we can compute the minimum local delay budget
Dmin
i,l guaranteed to a new ﬂow Fi at the link l provided
that all residual (unreserved) bandwidth at l is assigned for
servicing packets from the new ﬂow. The difference between
the end-to-end delay requirement Di and the sum of minimum
delay requirements Dmin
i,l , i.e. ∆Di = Di −
P3
l=1 Dmin
i,l ,
represents an excess slack that can be shared among the links
to reduce their respective bandwidth loads.
The manner in which slack is shared among links of a
ﬂow path determines the extent of load balance (or imbalance)
across the links. When the links on the selected network path
carry different loads, one way to partition the slack is to
share it based on the current loads on the network links. For
example, assume that the three links in Figure 1 carry a load of
40%, 80% and 20% respectively. Given a total slack in delay
budget ∆Di, one could partition the slack proportionally as
2
7∆Di, 4
7∆Di, and 1
7∆Di, respectively, rather than assigning
each 1
3∆Di. The reason that the former assignment is better
from the viewpoint of load-balancing is that a more loaded link
should be assigned a larger delay budget in order to impose a
lower bandwidth demand on it. The latter scheme, on the other
hand, would lead to second link getting bottlenecked much
earlier than the other two, preventing any new ﬂows from
being admitted along the path. In fact, as we will show later,
we can do even better than proportional partitioning described
above if we explicitly balance the loads across different links.III. RELATED WORK
Equal Allocation (EA) scheme, proposed in [9], divides the
end-to-end loss rate requirement equally among constituent
links. The principal conclusion in [9] is similar to ours, that
is the key to maximize resource utilization is to reduce the
load imbalance across network links. The work focused on
optimizing the minimal (bottleneck) link utility by equally
partitioning the end-to-end loss rate requirements over the
links. The performance of this scheme was shown to be
reasonable for short paths with tight loss rate requirements
but deteriorated for longer paths or higher loss rate tolerance.
Proportional Allocation (PA) scheme, proposed in [7], consid-
ered partition of end-to-end QoS over links of a multicast tree
in proportion to the utilization of each link. The performance
of PA was shown to be better than EA since it accounts for
different link loads. Our work is different from the above two
proposals in the following aspects. First, we use a heuristic
that directly balances the loads on different links instead
of indirectly addressing the objective via equal/proportional
allocation. Secondly, instead of partitioning the slack in QoS,
the above two proposals partition the entire end-to-end QoS
requirement directly among the links. If an equal/proportional
partition results in tighter delay requirement than the minimum
possible at some link, then the proposal in [7] assigns the min-
imum delay at that link and then performs equal/proportional
allocation over remaining links. With such an approach, the
minimum delay assignment converts the corresponding link
into a bottleneck, disabling all the paths that contain this link.
In contrast, we partition the slack in end-to-end delay, instead
of the end-to-end delay, which helps prevent the formation of
bottleneck links as long as non-zero slack is available.
Efﬁcient algorithms to partition the end-to-end QoS re-
quirements of a unicast or multicast ﬂow into per-link QoS
requirements have been proposed in [10] [11] [12]. The
optimization criteria is to minimize a global cost function
which is the sum of local link costs. The cost functions are
assumed to be weakly convex in [10] and increase with the
severity of QoS requirement at the link whereas [11] addresses
general cost functions. On the other hand, [13] addresses the
problem in the context of discrete link costs in which each link
offers only a discrete number of QoS guarantees and costs. For
the algorithms in [10] [11] [12] [13] to be effective, one needs
to carefully devise a per-link cost function that accurately
captures the global optimization objective – in our case that of
maximizing number of ﬂows admitted by balancing the loads
among multiple links of the path. As we will demonstrate in
Section VIII, the best cost function that we could devise to
capture the load-balancing optimization criteria, when used
with algorithms in [10], does not yield as high resource usage
efﬁciency as the explicit load-balancing approach proposed in
this paper. Instead of indirectly addressing the load-balancing
objective via a cost function, our LSS algorithm explores only
those QoS partitions that maintain explicit load-balance among
links. Furthermore, the above algorithms consider only single
QoS dimension at a time. In contrast, our algorithm can handle
multiple simultaneous QoS dimensions, such as both delay and
delay violation probability requirements.
The problem of partitioning as well as QoS routing has been
addressed in [14] [15]. The goal of [14] [15] is different from
ours, namely that of maximizing the probability of meeting
the QoS requirements of a ﬂow. While we do not address the
routing problem in this paper and focus on the intra-path QoS
partitioning problem, an approach to integrate our proposal
in this paper with QoS routing schemes has been outlined
in [8]. A real-time channel abstraction with deterministic and
statistical delay bounds, based on a modiﬁed earliest deadline
ﬁrst (EDF) scheduling policy, has been proposed in [16].
However, equal allocation scheme is used to assign per-link
delay and packet loss probability bounds. An approach to
provide end-to-end statistical performance guarantees has been
proposed in [17] when the trafﬁc sources are modeled with a
family of bounding interval-dependent random variables. Rate
controlled service discipline is employed inside the network.
However, the work does not address the issue of how to locally
partition the end-to-end delay requirement.
IV. NETWORK MODEL
A real-time ﬂow Fi is deﬁned as an aggregate that carries
trafﬁc with an average bandwidth of ρ
avg
i and burst size σi.
We assume that the amount of ﬂow Fi trafﬁc arriving into
the network in any time interval of length τ is bounded by
(σi +ρ
avg
i τ). The (σi,ρ
avg
i ) characterization can be achieved
by regulating Fi’s trafﬁc with relatively simple leaky buckets.
We focus this discussion on unicast ﬂows and will generalize
to multicast ﬂows when necessary.
We consider the framework of smoothing at the network
ingress and bufferless multiplexing in the network interior as
advocated in [18] [5]. Speciﬁcally, as shown in Figure 2, a
regulated ﬂow Fi ﬁrst traverses a trafﬁc smoother followed by
a set of rate-based link schedulers at each of the intermediate
links along its multi-hop path. The ﬁrst component smoothes
the burstiness in Fi’s trafﬁc before the ingress node. Each
rate-based scheduler at intermediate link l services the ﬂow at
an assigned rate ρi,l ≥ ρ
avg
i . The manner in which rates ρi,l
are assigned will be described later in Sections V and VI. The
smoother regulates ﬂow Fi’s trafﬁc at a rate ρmin
i = min
l
{ρi,l}
i.e., at the smallest of per-link assigned rates. Since ﬂow
Fi’s service rate at each link scheduler is greater or equal
to smoothing rate at the ingress, Fi’s trafﬁc does not become
bursty at any of the intermediate links. Completely smoothing
Fi’s trafﬁc before the ingress node has the advantage that it
allows the interior link multiplexers to employ small buffers
for packetized trafﬁc. Additionally, as shown below, it permits
decomposition of ﬂow’s end-to-end delay requirement Di into
delay requirements at each network component along the ﬂow
path. Multicast ﬂows have a similar setup except that ﬂow path
is a tree in which each node replicates trafﬁc along outgoing
branches to children.
We now proceed to identify different components of end-
to-end delay experienced by a ﬂow Fi. The ﬁrst component
is the smoothing delay. The worst-case delay experienced atSm S2 S1
ri
min ri,1 r r i,2 i,m
si ,  ri ( )
avg
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Fig. 2. Network components along a multi-hop ﬂow path. Flow Fi that has (σi,ρ
avg
i ) input trafﬁc characterization passes through a smoother followed by a
set of rate-based link schedulers. Fi’s service rate at each link l is ρi,l ≥ ρ
avg
i and the bursts are smoothed before the ingress at a rate of ρmin
i = min
l
{ρi,l}.
the smoother by a packet from ﬂow Fi can be shown to be as
follows [5].
Di,s = σi/ρmin
i (1)
The maximum input burst size is σi, the output burst size
of the smoother is 0, and the output rate of the smoother is
ρmin
i = min
l
{ρi,l}
The second component of end-to-end delay is the accu-
mulated queuing delay at intermediate links. We assume that
packets are serviced at each link by the Weighted Fair Queuing
(WFQ) [19] [2] scheduler which is a popular approximation
of the Generalized Processor Sharing (GPS) [2] class of
rate-based schedulers. It can be shown [2] that the worst-
case queuing delay Di,l experienced at link l by any packet
belonging to ﬂow Fi under WFQ service discipline is given
by the following.
Di,l =
δi,l
ρi,l
+
Lmax
ρi,l
+
Lmax
Cl
(2)
δi,l is Fi’s input burst size at link l, Lmax is the maximum
packet size, ρi,l is the reservation for Fi at link l, and Cl is
the total capacity of link l. The ﬁrst component of the queuing
delay is ﬂuid fair queuing delay, the second component is the
packetization delay, and the third component is scheduler’s
non-preemption delay. Since our network model employs
bufferless multiplexing at interior links, the input burst δi,l is 0
at each link l. The delay bound of Equation 2 also holds in the
case of other rate-based schedulers such as Virtual Clock [20].
In general, for any rate-based scheduler, we assume that a
function of the form Dl(.) exists that correlates the bandwidth
reservation ρi,l on a link l to its packet delay bound Di,l, i.e.
Di,l = Dl(ρi,l). We are interested in rate-based schedulers
since, in their case, the relationship between per-link delay
bound and the amount of bandwidth reserved at the link for
a ﬂow can be explicitly speciﬁed. In contrast, even though
non rate-based schedulers (such as Earliest Deadline First
(EDF) [21]) can potentially provide higher link utilization,
in their case the resource-delay relationship for each ﬂow is
difﬁcult to determine, which in turn further complicates the
admission control process.
In Figure 2, the end-to-end delay bound Di for ﬂow Fi over
an m-hop path is given by the following expression [22] [23]
when each link is served by a WFQ scheduler.
Di =
σi
ρmin
i
+
m X
l=1

Lmax
ρi,l
+
Lmax
Cl

(3)
Here ρi,l ≥ ρ
avg
i and ρmin
i = min
l
{ρi,l}. In other words,
end-to-end delay is the sum of trafﬁc smoothing delay and
per-link queuing (packetization and non pre-emption) delays.
For multicast paths, end-to-end delay is the sum of smoothing
delay at ingress and the maximum end-to-end queuing delay
among all unicast paths from the source to the leaves.
V. UNICAST FLOW WITH DETERMINISTIC DELAY
GUARANTEE
We now propose a series of algorithms for delay budget
partitioning that we call Load-Based Slack Sharing (LSS)
algorithms. The ﬁrst algorithm, presented in this section,
addresses deterministic delay guarantees for unicast ﬂows.
The second algorithm addresses statistical delay guarantees
for unicast ﬂows and the third algorithm extends LSS for
multicast ﬂows; these are presented in subsequent sections.
The deterministic and statistical algorithms for unicast ﬂows
are named D-LSS and S-LSS respectively and those for
multicast ﬂows are named D-MLSS and S-MLSS.
Let us start with the case where a ﬂow FN is requested on
a unicast path and requires an end-to-end deterministic delay
guarantee of DN i.e, none of the packets carried by FN can
exceed the delay bound of DN. Assume that the network path
chosen for a ﬂow request FN consists of m links and that
N − 1 ﬂows have already been admitted on the unicast path.
The total capacity and current bandwidth load on the lth link
are represented by Cl and Ll respectively.
The goal of delay budget partitioning is to apportion FN’s
end-to-end delay budget DN into a set of delay budgets DN,l
on the m network links and the smoothing delay DN,s at
the smoother, such that the following partition constraint is
satisﬁed
DN,s +
m X
l=1
DN,l ≤ DN (4)
and the number of ﬂows that can be admitted over the unicast
path in the long-term is maximized.
We saw in Section IV that for rate-based schedulers like
WFQ, there exists a function of the form Dl(ρi,l) that corre-
lates a ﬂow Fi’s bandwidth reservation ρi,l on a link l to its
packet delay bound Di,l. The speciﬁc form of relation Dl(ρi,l)
is dependent on the packet scheduling discipline employed at
the links of the network. For example, if a link is managed by
a WFQ scheduler, then the relation is given by Equation 2.δ = 0.5;
b = δ;
while(1) {
for l = 1 to m {
ρN,l = max{(Cl − Ll − βlClb), ρ
avg
N }
DN,l = Dl(ρN,l); /* Delay at link l */
}
DN,s = σN/min
l
{ρN,l}; /* Smoother delay */
slack = DN −
m X
l=1
DN,l − DN,s;
if (slack ≥ 0 and slack ≤ DThreshold)
return ˆ DN;
δ = δ/2;
if (slack > 0)
b = b + δ;
else
b = b − δ;
}
Fig. 3. D-LSS: Load-based Slack Sharing algorithm for a unicast
ﬂow with deterministic delay guarantee. The algorithm returns the
delay vector ˆ DN =< DN,1,DN,2,··· ,DN,m >.
A. Admission Control
Before computing DN,l, one needs to determine whether
the ﬂow FN can be admitted into the system in the ﬁrst place.
Towards this end, ﬁrst we calculate the minimum delay budget
that can be guaranteed to FN at each link if all the residual
bandwidth on the link is assigned to FN. Thus the minimum
delay budget at link l is given by Dl(Cl−Ll), where Cl is the
total capacity and Ll is the currently reserved capacity. From
Equation 1, the corresponding minimum smoothing delay is
σN/min
l
{Cl − Ll}. The ﬂow FN can be admitted if the sum
of minimum smoothing delay and per-link minimum delay
budgets is smaller than DN; otherwise FN is rejected. More
formally,
σN
min
l
{Cl − Ll}
+
m X
l=1
Dl(Cl − Ll) ≤ DN (5)
B. Load-based Slack Sharing (D-LSS)
Once the ﬂow FN is admitted, next step is to determine its
actual delay assignment at each link along the unicast path.
We deﬁne the slack in delay as
∆DN = DN − DN,s −
m X
l=1
DN,l (6)
If the ﬂow FN can be admitted, it means that after assigning
minimum delay budgets to the ﬂow at each link, the slack
∆DN is positive. The purpose of slack sharing algorithm
(D-LSS) is to reduce the bandwidth requirement of a new
ﬂow FN at each of the m links in such a manner that the
number of ﬂows admitted in future can be maximized. A
good heuristic to maximize number of sessions admissible
in future is to apportion the slack in delay budget across
multiple links traversed by the ﬂow such that the load across
each intermediate link remains balanced. By minimizing the
load variation, the number of ﬂow requests supported on the
network path can be maximized.
The D-LSS algorithm for unicast ﬂows with deterministic
delay guarantee is given in Figure 3. Let the remaining
bandwidth on the lth link after delay budget assignment be the
form βl ×Cl ×b. The algorithm essentially tunes the value of
b in successive iterations until the resulting slack falls below
a predeﬁned DThreshold. Since βl × Cl × b represents the
remaining capacity of the lth link, βl can be set differently
depending on the optimization objective. If the optimization
objective is to ensure that a link’s remaining capacity is
proportional to its raw link capacity, βl should be set to 1. If
the optimization objective is to ensure that a link’s remaining
capacity is proportional to the current loads on the links, then
βl should be set to be proportional to Ll/
Pm
i=1 Li for all links
l. Smaller the value of DThreshold, the closer LSS can get to
the optimization objective.
VI. UNICAST FLOW WITH STATISTICAL DELAY
GUARANTEE
Now we consider the case where a new ﬂow FN requires
statistical delay guarantees (DN,PN) over a m-hop unicast
path, i.e, the end-to-end delay of its packets needs to be smaller
than DN with a probability greater than 1 − PN. Since the
delay bound does not need to be strictly enforced at all times,
the network resource demand can be presumably smaller for
a ﬁxed DN. The S-LSS algorithm needs to distribute DN and
PN to constituent links of the m-hop path. In other words, it
needs to assign values DN,l and PN,l, such that the following
partition constraints are satisﬁed
DN,s +
m X
l=1
DN,l ≤ DN (7)
m Y
l=1
(1 − PN,l) ≥ (1 − PN) (8)
and the number of ﬂow requests that can be admitted into
the system in the long-term is maximized. Here we assume
there exist correlation functions Dl(ρi,l,Pi,l) and Pl(ρi,l,Di,l)
that can correlate the bandwidth reservation ρi,l to a statistical
delay bound (Di,l,Pi,l).
Di,l = Dl(ρi,l,Pi,l) (9)
Pi,l = Pl(ρi,l,Di,l) (10)
In Section IV, we gave a concrete example of such correlation
functions in the context of deterministic delay guarantees
where link was serviced by a WFQ scheduler. At the end
of this section, we will provide an example of how such
correlation functions can be determined for statistical delay
guarantees using measurement based techniques.
Note that the above condition on partitioning the end-
to-end delay violation probability is more conservative thanfor l = 1 to m do {
PN,l = 0;
DN,l = Dl(Cl − Ll,0);
}
while ( (DN,s +
m X
l=1
DN,l > DN) and
(
m Y
l=1
(1 − PN,1) ≥ (1 − PN)) )
{
k = index of link such that reduction in
delay DN,k − Dk(Ck − Lk,PN,k + δ) is
maximum among all links;
PN,k = PN,k + δ;
DN,k = Dk(Ck − Lk,PN,k);
}
if (
m Y
l=1
(1 − PN,l) < (1 − PN))
Reject ﬂow request FN;
else
Accept ﬂow request FN;
Fig. 4. The admission control algorithm for unicast ﬂow FN with
statistical delay requirements (DN,PN).
necessary. In particular, we assume that a packet can satisfy
its end-to-end delay bound only if it satisﬁes its per-hop
delay bounds. For instance a packet could exceed its delay
bound at one link, be serviced early at another link along
the path and in the process still meet its end-to-end delay
bound. However, modeling such a general scenario is difﬁcult
and depends on the level of congestion at different links and
their inter-dependence. Hence we make the most conservative
assumption that a packet which misses its local delay bound
at any link is dropped immediately and not allowed to reach
its destination. This helps us partition the end-to-end delay
violation probability into per-hop delay violation probabilities
as mentioned above.
A. Admission Control
The admission control algorithm for the case of statistical
delay guarantees is more complicated than the deterministic
case because it needs to check whether there exists at least
one set of {< DN,l,PN,l >} that satisfy the partitioning
constraints 7 and 8. The detailed admission control algorithm
is shown in Figure 4. It starts with an initial assignment of
minimum delay value Dl(Cl − Ll,0) to DN,l assuming that
all the remaining capacity of the lth link is dedicated to FN
and PN,l = 0. Since the initial assignment might violate end-
to-end delay constraint, i.e. DN,s +
Pm
l=1 DN,l > DN, the
algorithm attempts to determine if there exists a looser PN,l
such that the delay partition constraint can be satisﬁed. Thus
the algorithm iteratively increases the value of some PN,k
by a certain amount δ and recomputes its associated DN,k,
until either DN,s +
Pm
l=1 DN,l becomes smaller than DN, or Qm
l=1 (1 − PN,l) becomes smaller than (1 − PN). In the ﬁrst
case, FN is admitted since a constraint satisfying partition
exists; in the latter case even assigning all the available
Initialize ˆ DN and ˆ PN with the ﬁnal DN,l and PN,l values
computed from the admission control algorithm;
do {
ˆ D
0
N = ˆ DN; ˆ P
0
N = ˆ PN;
ˆ DN =relax delay( ˆ PN);
ˆ PN =relax prob( ˆ DN);
} while( (| ˆ DN − ˆ D
0
N |> threshD) or (| ˆ PN − ˆ P
0
N |> threshP) );
Fig. 5. S-LSS: Load-based Slack Sharing algorithm for unicast ﬂows
with statistical delay guarantee.
resources along the FN’s path is insufﬁcient to support the
QoS requested and FN is rejected. In each iteration, that link
k is chosen whose delay budget reduces the most when its
violation probability bound is increased by a ﬁxed amount, δ,
i.e, the one that maximizes DN,k − Dk(Ck − Lk,PN,k + δ).
B. Load-based Slack Sharing (S-LSS)
In the context of statistical delay guarantees, the goal of
slack sharing algorithm is to apportion both the slack in delay
∆DN and the slack in assigned probability ∆PN over m
network links traversed by the ﬂow FN. ∆DN is calculated
using Equation 6 and ∆PN is calculated as follows.
∆PN =
Qm
l=1 (1 − PN,l)
(1 − PN)
(11)
Let the delay vector < DN,1,DN,2,··· ,DN,m > be rep-
resented by ˆ DN. Similarly, let ˆ PN represent the probability
vector < PN,1,PN,2,··· ,PN,m >. The S-LSS algorithm
for unicast ﬂows with statistical delay guarantees is given
in Figure 5. The algorithm starts with a feasible assignment
of minimum delay vector ˆ DN and probability vector ˆ PN
obtained during admission control. In every iteration, the
algorithm ﬁrst relaxes the delay vector ˆ DN assuming ﬁxed
probability vector ˆ PN, and then relaxes the probability vector
while ﬁxing the delay vector. This process repeats itself till
the distance between the values of ˆ DN or between ˆ PN from
two consecutive iterations falls below a predeﬁned threshold.
Since the ˆ PN values affect the ˆ DN value relaxation step
and vice-versa, multiple rounds of alternating relaxation steps
are typically required to arrive at the ﬁnal partition. The
relax delay() procedure is similar to the deterministic D-
LSS algorithm in Figure 3 except that the resource correlation
function Dl(ρN,l) is replaced by Dl(ρN,l,PN,l). Figure 6
gives the relax prob() procedure which is similar to
relax delay(), except that the correlation function is
Pl(ρN,l,DN,l) and the slack in probability is deﬁned as
in Equation 11. In evaluations described in Section VIII,
we empirically observe that this two-step iterative relaxation
algorithm typically converges to a solution within 2 to 5
iterations.
C. Delay to Resource Correlation
In this section, we brieﬂy give an example of a link-
level mechanism to determine the correlation functions Dl(.)
and Pl(.) for statistical delay guarantees using measurementδ = 0.5;
b = δ;
while(1) {
for l = 1 to m do {
ρN,l = max{(Cl − Ll − βlClb), ρ
avg
N }
PN,l = Pl(ρN,l,DN,l); /* Violation probability at link l */
}
slack =
Qm
l=1 (1 − PN,l)
(1 − PN)
;
if(slack ≥ 1 and slack ≤ PThreshold)
return ˆ PN;
δ = δ/2;
if(slack > 1)
b = b + δ;
else
b = b − δ;
}
Fig. 6. relax prob() routine to relax probability assignment vector
ˆ PN, given a delay assignment vector ˆ DN.
based techniques. The approach, called Delay Distribution
Measurement (DDM) based admission control, is described
in detail in [8]. The DDM approach reduces the resource
requirement for each real-time ﬂow at a link by exploiting
the fact that worst-case delay is rarely experienced by packets
traversing a link.
CDF construction: Assume that for each packet k, the
system tracks the run-time measurement history of the ratio rk
of the actual packet delay experienced Dk
i,l to the worst-case
delay Dwc
i,l , i.e., rk = Dk
i,l/Dwc
i,l where rk ranges between
0 and 1. The measured samples of ratio rk can be used to
construct a cumulative distribution function (CDF) Prob(r).
Figure 7 shows an example of a CDF constructed in this
manner in one simulation instance [8] using aggregate VoIP
ﬂows. We can see from the ﬁgure that most of the packets
experience less than 1/4th of their worst-case delay.
Resource mapping: The distribution Prob(r) gives the
probability that the ratio between the actual delay encountered
by a packet and its worst-case delay is smaller than or equal
to r. Conversely, Prob−1(p) gives the maximum ratio of
actual delay to worst-case delay that can be guaranteed with a
probability of p. The following heuristic gives the correlation
function Dl(ρi,l,Pi,l).
Dl(ρi,l,Pi,l) =

Lmax
ρi,l
+
Lmax
Cl

×Prob−1(1−Pi,l) (12)
The term (Lmax/ρi,l+Lmax/Cl) represents the deterministic
(worst-case) delay from Equation 2 with δi,l = 0. In other
words, to obtain a delay bound of Di,l with a delay violation
probability bound of Pi,l, we need to reserve a minimum
bandwidth of ρi,l which can guarantee a worst-case delay of
Dwc
i,l = Dl(ρi,l,Pi,l)/Prob−1(1 − Pi,l). The corresponding
inverse function Pl(ρi,l,Di,l) can be derived from Equation 12
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Fig. 7. Example of cumulative distribution function (CDF) of the ratio of
actual delay to worst-case delay experienced by packets. X-axis is in log scale.
as follows.
Pl(ρi,l,Di,l) = 1 − Prob
 
Di,l
Lmax
ρi,l + Lmax
Cl
!
(13)
An important aspect of DDM approach is that the measured
CDF changes as new ﬂows are admitted. Hence, before using
the distribution Prob(r) to estimate a new ﬂow’s resource
requirement, DDM needs to account for the new ﬂow’s future
impact on Prob(r) itself. Details of the impact estimation
technique are presented in [8].
VII. PARTITIONING FOR MULTICAST FLOWS
It is relatively straightforward to generalize the algorithms in
Sections V and VI to multicast ﬂows. We call these algorithms
D-MLSS and S-MLSS for deterministic and statistical versions
of LSS algorithm for multicast ﬂows. In this section, we focus
on the deterministic version (D-MLSS). The statistical version
(S-MLSS) can be derived in a manner similar to the unicast
case (S-LSS) and a detailed description of S-MLSS is provided
in [8]. A real-time multicast ﬂow FN consists of a sender at
the root and K receivers at the leaves. We assume that the
end-to-end delay requirement is the same value DN for each
of the K leaves, although the number of hops from the root to
each of the K leaves may be different. A multicast ﬂow with
K receivers can be logically thought of as K unicast ﬂows,
one ﬂow to each leaf. Although logically treated as separate,
the K unicast ﬂows share a single common reservation at
each common link along their paths. Here we brieﬂy describe
the essence of the admission control and delay partitioning
algorithms for multicast ﬂows and the details are presented
in [8].
A. Admission Control
A K-leaf multicast ﬂow with an end-to-end delay require-
ment can be admitted if and only if all of the constituent
K unicast ﬂows can be admitted. The admission control
algorithm for multicast ﬂow thus consists of applying a variant
of the unicast admission control algorithm in Section V to
each of the K unicast paths. The variation accounts for the
fact that the K unicast paths are not completely independent.
Speciﬁcally, since the K unicast paths are part of the sametree, several of these paths share common links. Before ver-
ifying the admissibility of jth unicast path, the DN,l values
on some of its links may have already been computed while
processing unicast paths 1 to j − 1. Hence, we carry over
the previous DN,l assignments for links that are shared with
already processed paths.
B. Load-based Slack Sharing (D-MLSS)
To compute the ﬁnal delay partition for the links of a K-
leaf multicast path, we apply a variant of the D-LSS algorithm
in Figure 3 to the K unicast paths one after another. Two
variations deserve mention here. First the delay relaxation is
applied to unicast paths j = 1 to K in the increasing order of
their current slack in delay budget (DN−DN,s−
Pmj
l−1 DN,l),
where DN,s is the smoothing delay deﬁned in Equation 1,
and mj is the length of jth unicast path.. This processing
order ensures that slack partitioning along one path of the
tree does not violate end-to-end delay along other paths that
may have smaller slack. Secondly, when processing jth unicast
path, the delay relaxation only applies to those links which are
not shared with paths 1 to j − 1, i.e. those links in the jth
path whose DN,l values have not yet been determined.
VIII. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the LSS
and MLSS algorithms for unicast and multicast ﬂows against
three other schemes. The ﬁrst scheme, named Equal Slack
Sharing (ESS), is based on the Equal Allocation (EA) scheme
proposed in [9]. EA equally partitions the end-to-end delay
among the constituent links in the path of a unicast ﬂow.
As discussed in Section III, ESS is an improvement over EA
since it partitions the slack in end-to-end QoS (delay and/or
delay violation probability) equally among the constituent
links. MESS is a multicast version of ESS in which the
variations proposed in Section VII are applied. The second
scheme, named Proportional Slack Sharing (PSS), is based on
the Proportional Allocation (PA) scheme proposed in [7]. PA
directly partitions the end-to-end QoS in proportion to loads
on constituent links of unicast/multicast path. As with ESS
scheme, PSS is a variant of PA that partitions the slack in end-
to-end QoS in proportion to the loads on constituent links and
MPSS is a multicast variant of PSS. The third scheme is the
Binary-OPQ (or OPQ for short) proposed in [24] for unicast
paths, which requires that the global optimization objective
be expressed as the sum of per-link cost functions. We use
squared sum of per-links loads, i.e.
Pm
l=1(Ll/Cl)2, as the
cost to be minimized for global optimization since it captures
overall loads as well as variation in loads across different links.
Thus we deﬁned the per-link cost in OPQ as (Ll/Cl)2. Again,
we partition the slack in end-to-end QoS rather than the end-
to-end QoS directly. MOPQ is the multicast version of OPQ
proposed in [24].
Since OPQ and MOPQ operate with only a single end-to-
end QoS requirement, we compare them only against the de-
terministic D-LSS and D-MLSS versions. On the other hand,
it is straightforward to extend ESS, PSS and their multicast
versions to handle the two simultaneous QoS requirements of
end-to-end delay and delay violation probability. Hence we
compare these schemes for both deterministic and statistical
cases. As a note on terminology, D-ESS and S-ESS refer to
deterministic and statistical versions of ESS scheme for unicast
ﬂows, D-MESS and S-MESS refer to the same for multicast
ﬂows and so on for PSS.
The admission control algorithm that we use for ESS, PSS,
OPQ, and their multicast versions is exactly the same as what
we propose in this paper for LSS and MLSS. In other words,
before slack sharing is performed using any of the schemes,
the decision on whether to admit a new ﬂow is made by
comparing the accumulated end-to-end minimum QoS against
the required end-to-end QoS. Thus the differences shown in
performance result solely from different techniques for slack
sharing.
A. Evaluation Setup
We evaluate the performance of different slack sharing
algorithms using both unicast and multicast paths. The ﬁrst
topology for unicast paths (Unicast-1) has 45 Mbps capacity
at the last link and 90 Mbps capacity at all other links. The
second topology for unicast paths (Unicast-2) has a mix of
link capacities between 45 Mbps to 200 Mbps. Similarly, the
Multicast-1 topology consists of the tree in which destinations
are connected to 45 Mbps links whereas interior links have
90 Mbps capacity. The Multicast-2 topology consists of a
mix of link capacities. Both unicast and multicast algorithms
have also been compared over a grid topology and a general
topology based on Sprint’s North American IP backbone and,
due to space considerations, the results are presented in [8].
All evaluations of LSS algorithms in this paper use β = 1 in
the slack sharing phase since it leads to perfect load balancing
with the topologies considered here. In the context of general
network topologies, different values of β may be chosen
depending upon the optimization objective of the routing
algorithms being employed in the network. For instance,
with network-wide load-balancing as the optimization criteria,
results in [8] show that β values that are set in inverse
proportion to expected link utilization values form a good
choice for general network topologies.
Algorithms for deterministic end-to-end delay guarantees
(D-* schemes) are evaluated using C++ implementations
whereas those for statistical delay guarantees (S-* schemes)
are evaluated using dynamic trace driven simulations with
the ns-2 network simulator. Each real-time ﬂow trafﬁc in
trace driven simulations consists of aggregated trafﬁc traces of
recorded VoIP conversations used in [25], in which spurt-gap
distributions are obtained using G.729 voice activity detector.
Each VoIP stream has an average data rate of around 13 kbps,
peak data rate of 34 kbps, and packet size of Lmax = 128
bytes. We temporally interleave different VoIP streams to
generate 5 different aggregate trafﬁc traces, each with a data
rate of ρ
avg
i = 100kbps. The results shown in statistical
experiments are average values over 10 test runs with different
random number seed used to select VoIP traces and initiateScenario Topology ESS PSS OPQ LSS
Unicast/Deterministic Unicast-1 219 263 271 295
Di = 60ms Unicast-2 225 275 284 310
Unicast/Statistical Unicast-1 81 121 N/A 319
Di = 45ms Pi = 10−5 Unicast-2 81 117 N/A 292
Multicast/Deterministic Multicast-1 221 268 265 292
Di = 60ms Multicast-2 219 249 244 267
TABLE I
FLOWS ADMITTED WITH ESS, PSS, OPQ, AND LSS ALGORITHMS. LENGTH=7, ρ
avg
i = 100Kbps AND σi = 5 Kbits.
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Fig. 8. Number of ﬂows admitted with Unicast-2 and Multicast-2 topologies with deterministic delay guarantees. Hops=7, ρ
avg
i = 100Kbps,
Di = 60ms, σi = 5 Kbits.
new ﬂows. Flow requests arrive with a random inter-arrival
time between 1000 to 5000 seconds. We perform evaluations
mainly for the ’static’ case in which ﬂow reservations that are
provisioned once stay in the network forever. The WFQ [20]
service discipline is employed for packet scheduling at each
link in order to guarantee the bandwidth shares of ﬂows
sharing the same link. In the rest of the section, we present
performance results for cases of unicast ﬂows with determin-
istic and statistical delay requirements, and multicast ﬂows
with deterministic delay requirements. For multicast ﬂows, the
memory requirements in the case of statistical trace driven
simulations do not scale in our current system and hence their
results are not presented.
B. Effectiveness of LSS Algorithm
We ﬁrst take a snapshot view of the performance of LSS
algorithm in comparison to ESS, PSS and OPQ algorithms
and later examine the impact of different parameters in detail.
Table I shows the number of ﬂows admitted over a 7-hop
paths for unicast and multicast ﬂows with deterministic and
statistical delay requirements. Figure 8 plots the number
of ﬂows admitted with deterministic delay guarantees under
Unicast-2 and Multicast-2 topologies for different mixes of
link bandwidths. The table and ﬁgures demonstrate that in all
scenarios, LSS consistently admits more number of ﬂows than
all other algorithms. This is because LSS explicitly attempts
to balance the loads across different links. In contrast, ESS
algorithm does not optimize any speciﬁc metric and PSS
algorithm does not explicitly balance the loads among the
links. Similarly we see that the performance obtained with
OPQ algorithm is worse than that with LSS.
The main problem lies not within the OPQ algorithm itself,
but in coming up with a cost metric that accurately captures the
load-balancing criteria. In this case, OPQ algorithm performs
its work of coming up with a solution that is close to optimal
in minimizing the speciﬁc cost metric; however, the best cost-
metric we can construct turns out to be only an approximation
of the ﬁnal load-balancing optimization objective. Instead of
implicitly capturing the load-balancing criteria by means of a
cost function, the LSS algorithm approaches the problem in
a reverse fashion by exploring only those slack partitions that
maintain explicit load balance among the links.
C. Capacity Evolution
In order to understand why the LSS algorithm admits a
higher number of ﬂow requests than other algorithms, we
compare their resource usage patterns. Figure 9 plots the
evolution of available link bandwidth on the constituent links
of the Unicast-2 topology when ﬂows require a deterministic
end-to-end delay bound of 60ms. Figure 10 plots the same
curves when ﬂows require statistical end-to-end delay bound
of 45ms and delay violation probability of 10−5. We used
a smaller statistical delay bound of 45ms compared to the
deterministic delay bound of 60ms in Figure 9 because, for
statistical case, the difference in performance among different
algorithms is evident only at smaller delay bounds. Figure 11
plots the same curves for Multicast-2 topology with tree depth
of 7 when multicast ﬂows require end-to-end deterministic
delay bound of 60ms. At any point in time, LSS is able to
explicitly balance the loads on constituent links. On the other
hand, the link loads are imbalanced in the case of ESS, PSS
and OPQ algorithms. Speciﬁcally, the bandwidth of the links
with lower capacity is consumed more quickly than that of
links with higher capacity and consequently fewer number of0 50 100 150 200 250 300
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Fig. 9. Evolution of available link capacity with the number of ﬂows admitted for unicast ﬂows with deterministic delay guarantee. Hops=7,
ρ
avg
i = 100Kbps, Di = 60ms, σi = 5 Kbits.
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Fig. 10. Variation in available link bandwidth with the number of ﬂows admitted for unicast ﬂows with statistical delay guarantee. Hops=7,
ρ
avg
i = 100Kbps, Di = 45ms, Pi = 10
−5 and σi = 5 Kbits.
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Fig. 11. Evolution of available link capacity with the number of ﬂows admitted for multicast ﬂows with deterministic delay guarantee. Tree
depth=7, ρ
avg
i = 100Kbps, Di = 60ms, σi = 5 Kbits.
ﬂows are admitted. Note that a single link with insufﬁcient
residual capacity is enough to render the entire network path
unusable for newer reservations. Among ESS, PSS and OPQ
algorithms, OPQ and PSS have similar performance followed
by the ESS. The differences in performance arise from the
extent to which each algorithm accounts for load-imbalance
between links. For multicast ﬂows in Figure 11, the capacity
evolution curves are not perfectly balanced in the case of D-
MLSS due to the fact that the assigned bandwidth on some
of the links is lower-bounded by the 100 Kbps average rate
of ﬂows which is larger than the ’delay-derived’ bandwidth
required to satisfy the delay budget at those link.
D. Effect of End-to-end Delay
Figure 12 plots the variation in number of admitted ﬂows
over unicast and multicast topologies as their end-to-end de-
terministic delay requirement is varied. With increasing delay,
all the four algorithms admit more number of ﬂows, since a
less strict end-to-end delay bound translates to lower resource
requirement at intermediate links. Again, LSS admits more
ﬂows than others since it performs load-balanced partitioning
of the slack in end-to-end delay. A maximum of 450 ﬂows
with 100 Kbps average data rate can be admitted by any of
the algorithms since the smallest link capacity is 45 Mbps.
E. Effect of End-to-end Delay Violation Probability
Figure 13 plots the variation in average number of admitted
ﬂows over unicast and multicast paths as their delay violation
probability bound is varied from 10−6 to 10−1 for a 45ms end-
to-end delay bound. The LSS algorithm is able to admit far
more ﬂows than ESS and PSS algorithms since it can perform
load-balanced slack sharing along both the dimensions of
delay as well as delay violation probability. The performance
gain for LSS over ESS and PSS is much larger than in the
case of deterministic delay requirements (Figure 12) because
even a small increase in delay violation probability yields a
signiﬁcant reduction in resources assigned to a ﬂow.
F. Effect of Path Length
Figure 14 plots the variation in number of admitted ﬂows
having deterministic delay requirements of 60ms, as the length
of the unicast path increases. For all the four algorithms, there0 10 20 30 40 50 60 70 80 90 100
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Fig. 12. Number of ﬂows admitted vs. deterministic end-to-end delay bound for unicast and multicast paths. Hops/Tree depth=7, ρ
avg
i =
100Kbps and σi = 5 Kbits.
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Fig. 13. Average number of ﬂows admitted vs. end-to-end delay
violation probability bound. Hops=7, Di = 45ms, ρ
avg
i = 100Kbps
and σi = 5 Kbits. Averages computed over ten simulation runs with
different random seeds.
is a drop in the number of ﬂows admitted with increasing
path length because the same end-to-end delay now has to be
partitioned among more number of intermediate hops. Thus
increasing the path length has the effect of making the end-
to-end requirement more strict, which in turn translates to
higher resource requirement at the intermediate links. The
LSS algorithm still outperforms the other three algorithms in
terms of number of ﬂows it can support since it manages the
decreasing slack in delay to counter load imbalance among
links.
G. Effect of Burst Size
Figure 15 plots the impact of increase in burst size on the
number of ﬂows admitted with deterministic delay requirement
of 60ms. For all the four algorithms, the number of ﬂows
admitted drops with increasing burst size. Recall that burst
size contributes to the smoothing delay σi/ρmin
i before the
ingress node. For larger burst size a bigger fraction of end-
to-end delay is consumed at the smoother in Figure 2 and
consequently a smaller fraction of the delay is left for partition
among links of the unicast/multicast path. As before, the LSS
algorithm still outperforms the other three algorithms in terms
of number of admitted ﬂows.
IX. CONCLUSION
Resource provisioning techniques for network ﬂows with
end-to-end delay guarantees need to address an intra-path
load balancing problem such that none of the constituent
links of a selected path exhausts its capacity long before
others. By avoiding such load imbalance among the links
of a path, resource fragmentation is less likely and more
ﬂows can be admitted in the long term. We have proposed
a load-aware delay budget partitioning algorithm that is able
to solve this intra-path load balancing problem for both unicast
and multicast ﬂows with either deterministic or statistical
delay requirements. In particular, the proposed Load-based
Slack Sharing (LSS) algorithm allocates a larger share of
the delay slack to more loaded links than to less loaded
links, thus reducing the load deviation among these links.
Through a detailed simulation study, we have shown that
the LSS algorithm can indeed admit more number of unicast
or multicast ﬂows in comparison with three other algorithms
proposed in the literature. The improvement is up to 1.2 times
for ﬂows with deterministic delay bounds and 2.8 times for
statistical delay bounds.
In a larger context, the proposed delay partitioning algo-
rithm is just one component of a comprehensive network
resource provisioning framework. While the proposed algo-
rithms are described in the context of a given unicast path
or multicast tree, eventually these algorithms need to be
integrated more closely with other components such as QoS-
aware routing or inter-path load balancing to achieve global
optimization. Quantitatively exploring the inherent interactions
between intra-path and inter-path load balancing schemes is a
fruitful area for future research.
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