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Abstract
In this paper, discrete time systems defined on Z+ are analyzed within the behavioral ap-
proach. Once the main internal properties of such behaviors have been defined and character-
ized, our attention is focused on those aspects that make behaviors defined on Z+ dramatically
different from behaviors defined on Z. Specifically, the general lack of permanence and the
role of finite support trajectories. Several consequences of these two facts are analyzed. In
particular, it is shown that while controllable behaviors with trajectories on Z can always be
identified by means of a finite set of finite support trajectories, for controllable behaviors with
trajectories on Z+ this is no more possible. © 2002 Elsevier Science Inc. All rights reserved.
Keywords: Autonomous behavior; Controllable behavior; Finite support sequences; Decomposition the-
orem; Most powerful unfalsified model (MPUM)
1. Introduction
Even though research efforts, in the context of discrete time behaviors, have been
initially directed both towards systems defined on the whole discrete time axis, and
hence represented by (possibly) bi-infinite sequences, and towards systems whose
trajectories are defined only on Z+ [12,13], in the behavioral framework most of the
attention has later been devoted only to the first class of discrete time systems.
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The interest for behaviors whose trajectories are defined on Z+ recently arose
in the context of convolutional coding [8,16]. In fact, on the one hand the behav-
ioral approach seems to be quite appropriate for tackling with sets of trajectories
(in that context, the codewords) without affording, at least at a preliminary stage,
the problem of their generation. On the other hand, the idea that the code trans-
mission over a (noisy) channel could start at t = −∞ seems to be a rather arti-
ficial assumption, and hence it is more reasonable to assume that there exists a
time instant t∗ (typically t∗ = 0) at which the transmission starts. These two is-
sues naturally led to resort to the behavioral approach to system modeling theo-
ry and, specifically, to discrete time behavioral models whose trajectories are de-
fined only for t  0. Also the first attempts to develop a theory of positive systems
in the behavioral setting have been recently carried on just within this framework
[6,9].
The theory of systems defined on Z+ can be developed along the same lines as the
standard theory for systems on Z, provided that we take a certain care in extending
the basic definitions and properties from one context to the other. Such difficulties
have been clearly pointed out in [15], for instance, where various possible definitions
of the controllability property have been deeply investigated.
What happens is that even though several results and characterizations immedi-
ately extend to behaviors defined on Z+, certain aspects are quite subtle and turn out
to be of a certain relevance, particularly for the identification problem. Of course,
from a practical point of view, measurements that extend to the whole infinite set Z+
are rather meaningless, and hence a fundamental goal would be that of deducing the
systems laws from a finite set of finite support measurements. While for behaviors
defined on Z, controllability is just the property one needs in order to make this type
of identification possible, for systems defined on Z+ any finite subset of the set of
finite support trajectories of a given behavior is never rich enough to allow for the
identification of an infinite-dimensional behavior.
As a matter of fact, within this setting, the set of finite support trajectories turns
out to have quite interesting properties. In this paper, we focus on this issue, by both
enlightening the quite elaborate way in which the set of finite support trajectories is
related to other behaviors associated with B, and by enlightening the different role
it plays in the identification problem, with respect to what happens with behaviors
defined on Z.
The paper is organized as follows. Section 2 introduces the two main properties of
a behavior, namely, controllability and autonomy, and provides the characterizations
of such properties available in the literature. In Section 3, we focus our interest on
the “finite part” of a behavior B, namely, on the set of finite support trajectories
belonging to B, and analyze how the lack of “permanence”, which differentiates
behaviors on Z+ from behaviors on Z, deeply affects the possibility of relating the
controllable trajectories of B to its finite part.
The autonomous/controllable decomposition is extended, in Section 4, to the con-
text of finite support trajectories. Finally, in Section 5, a glimpse of the identifica-
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tion problem, as well as a comparison with the case of behaviors defined on Z, is
presented.
In this paper, unless differently specified, all (discrete) sequences will be defined
on the set Z+ of nonnegative integers. The right (forward) and the left (backward)
shift operators on (Rq)Z+ , the set of sequences defined on Z+ and taking values in
Rq , are defined as
σ−1 : (Rq)Z+ → (Rq)Z+ : (v0, v1, v2, . . .) → (0, v0, v1, . . .),
σ : (Rq)Z+ → (Rq)Z+ : (v0, v1, v2, . . .) → (v1, v2, v3, . . .).
By exploiting the usual bijective correspondence between discrete sequences and
formal power series, every sequence v = {v(t)}t∈Z+ ∈ (Rq)Z+ will bijectively cor-
respond to the power series vˆ(z−1) :=∑t∈Z+ v(t)z−t in R[[z−1]]q . Indeed, (Rq)Z+
and R[[z−1]]q are isomorphic vector spaces. Moreover, the actions of the operators
σ−1 and σ in (Rq)Z+ correspond to the multiplication by the powers z−1 and z in
Rq [[z−1]]. Notice, however, that upon multiplying by z we have to leave off the
nonpolynomial part in z−1 (i.e., the positive powers of z).
For every positive integer i, the ith power of σ is naturally defined by com-
position as σ i = σ ◦ σ ◦ · · · ◦ σ (i times). Also we can further extend the set of
shift operators. Indeed, to every polynomial matrix R(z) =∑Li=0 Rizi ∈ R[z]p×q
we can associate the polynomial matrix operator R(σ) =∑Li=0 Riσ i [from (Rq)Z+
to (Rp)Z+ ], mapping every sequence {w(t)}t∈Z+ into the sequence {R(σ)w(t)}t∈Z+ ,
where
R(σ)w(t) = R0w(t)+ R1w(t + 1)+ · · · + RLw(t + L) for every t ∈ Z+.
It can be proved that R(σ) describes an injective map if and only if R(z) is a right
prime matrix, and a surjective map if and only if R(z) is of full row rank. As a
consequence, it describes a bijective map if and only if R(z) is square unimodular.
It is worthwhile noticing that operators of the form R(σ) are essentially Toeplitz
operators [2]. Interesting comments about this fact and about the consequences it
entails can be found in [3].
The concepts of left annihilator and, in particular, of minimal left annihilator of
a given polynomial matrix W have been introduced for polynomial matrices in two-
variables in [7], but their one-dimensional versions are straightforward. If W is a
p × q polynomial matrix of rank r, a polynomial matrix L is a left annihilator of W
if LW = 0. A left annihilator L of W is a minimal left annihilator if it is of full row
rank and for any other left annihilator M of W we haveM = PL for some polynomial
matrix P. It can be easily proved that a minimal left annihilator always exists (if W
is of full row rank it coincides with the zero matrix), it is a (p − r)× p left prime
matrix and is uniquely determined modulo a unimodular left factor. Right annihi-
lators and minimal right annihilators can be similarly defined and enjoy analogous
properties.
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2. Basic properties of behaviors defined on Z+
In this paper, by a dynamic system we mean a triple  = (Z+,Rq,B), where Z+
represents the time set, Rq is the signal alphabet, namely, the set where the system
trajectories take values at each time instant t ∈ Z+, and B ⊆ (Rq)Z+ is the behavior,
namely, the set of trajectories which are compatible with the system laws.
A behavior B ⊆ (Rq)Z+ is said to be linear if it is a vector subspace (over R) of
(Rq)Z+ , and left shift-invariant if σB ⊆ B. Differently from what happens for be-
haviors defined on the whole discrete time axis Z, such an inclusion is, in the general
case, a strict one. In fact, σ is what Fuhrmann calls a “behavior homomorphism” [3],
and, of course, it is not necessarily surjective. When so, namely, when σB = B and
hence every trajectory w ∈ B can be thought of as the shifted version σ w¯ of some
other trajectory w¯ ∈ B, then B is said to be permanent [15].
A linear left shift-invariant behavior B ⊆ (Rq)Z+ is complete if for every se-
quence w ∈ (Rq)Z+ the condition w|S ∈ B|S for every finite set S ⊂ Z+ implies
w ∈ B, where w|S denotes the restriction to S of the trajectory w and B|S the set
of all restrictions to S of behavior trajectories.
Linear left shift-invariant complete behaviors are kernels of polynomial matri-
ces in the left shift operator σ [12], which amounts to saying that the trajectories
w = {w(t)}t∈Z+ of B can be identified with the set of solutions in (Rq)Z+ of a system
of difference equations
R0w(t)+ R1w(t + 1)+ · · · + RLw(t + L) = 0, t ∈ Z+,
with Ri ∈ Rp×q , and hence described by the equation
R(σ)w = 0, (2.1)
where R(z) :=∑Li=0 Rizi belongs to R[z]p×q . In the sequel, a behavior B described
as in (2.1) will be denoted, for short, as B = ker(R(σ )). Also we will restrict our
attention to linear, left shift-invariant and complete behaviors B ⊆ (Rq)Z+ , and refer
to them simply as behaviors. Finally, as we can always obtain a kernel description
of a behavior where the matrix R involved is of full row rank, in the following we
will generally make this assumption. Notice that the fact that R(σ)w = 0 does not
correspond, in terms of power series, to the condition R(z)wˆ(z−1) = 0, as for bi-
infinite sequences (and power series). In fact, it turns out that R(σ)w = 0 if and only
if
R(z)wˆ
(
z−1
) = z[R1w(0)+ R2w(1)+ · · · + RLw(L− 1)]
+ z2[R2w(0)+ R3w(1)+ · · · + RLw(L− 2)]
+ · · · + zL[RLw(0)].
As in the standard case, the two main properties a behavior can be endowed with
are autonomy and controllability. The first definition is somehow immediate. For
the latter we refer the interested reader to [15], where various possible definitions
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have been proposed and compared. We adopt the same viewpoint as in [15], when
introducing the definition of controllability.
Definition 2.1. A behavior B ⊆ (Rq)Z+ is said to be:
• autonomous if there exists m ∈ Z+ such that if w1,w2 ∈ B and w1|[0,m]
= w2|[0,m], then w1 = w2;
• controllable if there exists some positive integer L such that for every t ∈ Z+
and every pair of trajectories w1,w2 ∈ B, there exists w ∈ B such that w|[0,t) =
w1|[0,t) and w|[t+L,+∞) = w2|[t,+∞).
As is well-known, a behavior B = ker(R(σ )), with R ∈ R[z]p×q , is autonomous
if and only if it is a finite-dimensional vector subspace of (Rq)Z+ or, equivalently, if
and only if R is of full column rank q [11,12].
On the other hand, controllable behaviors are endowed with very strong proper-
ties. In particular, for a controllable behavior B there exist [12,15] an m ∈ N, an
 ∈ Z+, and matrices Gi ∈ Rq×m, for i = 0, 1, . . . , , such that B coincides with
the set of all trajectories w ∈ (Rq)Z+ generated by the difference equation
w(t) = G0u(t)+G1u(t + 1)+ · · · +Gu(t + ), t ∈ Z+,
where u ∈ (Rm)Z+ is an arbitrary driving sequence. This amounts to saying that
there is a polynomial matrix G ∈ R[z]q×m, G(z) :=∑i=0 Gizi , such that w ∈ B if
and only if w = G(σ)u, for some u ∈ (Rm)Z+ . The set of trajectories, with support
in Z+, thus obtained is denoted by im(G(σ)). In terms of power series, we do not
have, as for bi-infinite sequences, that w ∈ B if and only if there exists uˆ(z−1) ∈
R[[z−1]]m×1 such that wˆ(z−1) = G(z)uˆ(z−1). In fact, w = G(σ)u if and only if
wˆ
(
z−1
) = G(z)uˆ(z−1)− z[G1u(0)+G2u(1)+ · · · +GLu(L− 1)]
− z2[G2u(0)+G3u(1)+ · · · +GLu(L− 2)]
− · · · − zL[GLu(0)].
Once we introduce the finite part of a behavior, namely, the set of all finite sup-
port trajectories belonging to the behavior, we can finally provide a rather complete
picture of the properties a controllable behavior is endowed with. For more details,
we refer to [8,11,12,15].
Definition 2.2. Let B ⊆ (Rq)Z+ be a behavior. By the finite part of the behavior B
we mean the set of all finite support trajectories belonging to B, namely,
Bfin := {w ∈ B: w has finite support}.
For a controllable behavior B, its set of trajectories can be completely reconstruct-
ed from Bfin by means of a limit operation, namely, B coincides with the closure of
Bfin [12].
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Theorem 2.3. Let B ⊆ (Rq)Z+ be a behavior and let Bfin be its finite part. The
following facts are equivalent:
(i) B is controllable;
(ii) there exists a left prime matrix R ∈ R[z]p×q such that B = ker(R(σ ));
(iii) there exists a right prime matrix G ∈ R[z]q×r such that B = im(G(σ));
(iv) B is the closure of Bfin (in the topology of pointwise convergence).
It is worthwhile noticing that for a controllable behavior B defined on Z+, the left
prime kernel description B = ker(R(σ )) and the right prime image description B =
im(G(σ)) are related, as for behaviors defined on Z, by the following condition: R is
a minimal left annihilator of G and G is a minimal right annihilator of R. This is true
even though, differently from the standard case of trajectories on Z and as previously
underlined, neither w ∈ ker(R(σ )) corresponds, in terms of power series, to the con-
dition R(z)wˆ(z−1) = 0, nor w ∈ Im(G(σ)) corresponds to wˆ(z−1) = G(z)uˆ(z−1)
for some uˆ(z−1) with entries in R[[z−1]].
3. Finite support trajectories and related controllable behaviors
We aim now to focus our attention on the two main aspects that distinguish behav-
iors whose trajectories have supports included in Z+ from standard behaviors defined
on Z, and hence characterized by bi-infinite trajectories: the lack of permanence and,
consequently, the special features of Bfin.
Given an arbitrary (complete) behavior B ⊆ (Rq)Z+ , it is known [12,15] that B
is permanent, by this meaning that σB = B (namely, every trajectory w ∈ B can be
thought of as the shifted version σ w¯ of some other behavior trajectory w¯) if and only
if in any full row rank kernel description of B, i.e., B = ker(R(σ )), R(0) is of full
row rank. Of course, as a consequence of Theorem 2.3, controllable behaviors, being
kernels of left prime matrices, are necessarily permanent (see also [15]).
If B is a permanent behavior (in particular, a controllable behavior) and Bfin is
its finite part, it is naturally seen that Bfin is permanent, too. Less intuitively, also the
converse holds true, as, indeed, when B is not permanent, neither is its finite part.
This result is proved in the following proposition.
Proposition 3.1. A behavior B ⊆ (Rq)Z+ is permanent if and only if its finite part,
Bfin, is permanent.
Proof. Assume that B is permanent. If w belongs to Bfin ⊂ B, by the permanence
of B, we can guarantee the existence of some w¯ ∈ B such that w = σ w¯. Of course,
w¯ has finite support, too, and hence, w¯ ∈ Bfin.
Conversely, suppose that B is not permanent. If R(z) provides a full row rank
kernel description of B, it entails no loss of generality expressing R(z) in terms of
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its Smith form, as
R(z) = U(z)(z)V (z) = U(z)


γ1(z)
.
.
. 0
γp(z)

V (z),
where the γi’s are monic polynomials satisfying the chain of divisibility conditions
γ1 | γ2 | · · · | γp. Since B is not permanent, then R(0) is not of full row rank, and
hence one, at least, of the γi’s annihilates in 0. Assume γi(z) = zkγ¯i(z), for some
index i, with γ¯i (0) /= 0 and k  1. It is easily seen that any (finite support) scalar
sequence vi(t) = ci δ(t − k + 1) [where δ(t − k + 1) denotes the unitary discrete
impulse, located in k − 1] belongs to ker(γi(σ )), meanwhile no sequence v¯i (t) in
ker(γi(σ )) can be found such that σ v¯i = vi .
Correspondingly, if we denote by ei the ith canonical vector (of suitable size),
namely, the vector with all zero entries, except for the ith which is unitary, then the
finite support sequence
w(t) = V −1(σ )eivi(t) = V −1(σ )eici δ(t − k + 1)
belongs to B ≡ ker((σ )V (σ )) (and hence to Bfin), but not to σBfin. 
The lack of permanence makes the situation for behaviors defined on Z+ rather
different from the one for behaviors defined on Z. Indeed, it is well known [14] that,
given an arbitrary behavior B defined on Z, we can isolate its finite part Bfin and
by considering its closure (in the topology of pointwise convergence), we can obtain
the controllable part of B, namely, the set of controllable trajectories of B. Such
behavior is both the largest controllable behavior included in B and the smallest
(complete) behavior having Bfin as its finite part.
When dealing with behaviors defined on Z+, instead, we have to deal, in the
general case, with four different objects:
• The largest controllable behavior included in B: we will call it the controllable
part of B and denote it by Bc.
• The smallest (not necessarily controllable) behavior having Bfin as its finite part:
of course, it will coincide with the closure of Bfin in the topology of pointwise
convergence, and hence we will denote it by Bclosure.
• The core of B [12].
• The smallest controllable behavior(s) including Bfin as its finite part.
We will consider in detail all four behaviors, but first of all we want to briefly com-
ment on the reasons why such a large number of distinct behaviors can be related
to a given finite part Bfin. This is essentially motivated by the fact that behaviors on
Z+ are not necessarily permanent. Indeed, when B is not permanent, by Proposition
3.1, neither is its finite part Bfin. But this implies that no permanent (and hence, in
particular, no controllable) behavior can be found having Bfin as its finite part. In
particular, Bclosure is not permanent and hence it cannot be controllable.
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Let us start, now, by analyzing the largest controllable behavior included in B.
Proposition 3.2. Given a behavior B = ker(R(σ )), with R(z) ∈ R[z]p×q , let Bfin
be the finite part of B and assume, without loss of generality, that R(z) factorizes as
R(z) = L(z)Rc(z), where L(z) is of full column rank and Rc(z) is left prime.
The largest controllable behavior included in B, Bc, is ker(Rc(σ )). In the general
case, (Bc)fin ⊆ Bfin and they coincide if and only if B is permanent. If so, obviously
Bc coincides with the closure of Bfin.
Proof. From the above factorization of R, it immediately follows that B
= ker(R(σ )) ⊇ ker(Rc(σ )). Also, by Theorem 3.2, we can say that ker(Rc(σ )) is
necessarily controllable. Therefore, ker(Rc(σ )) is a controllable behavior included
in B. To show that it is the largest one, it is sufficient to observe that any controllable
behavior included in B should be expressed as ker(R1(σ )) for some left prime poly-
nomial matrix R1 such that R = L1R1. So, by putting together the two factorizations
of R, we get
L1R1 = R = LRc.
The left primeness of R1 ensures the existence of some polynomial matrix P1 such
that R1P1 = I . But then, L1 = LRcP1, and hence L(RcP1R1) = (LRcP1)R1
= LRc. Finally, by the full column rank property of L, we get (RcP1)R1 = Rc, thus
proving ker(Rc(σ )) ⊇ ker(R1(σ )). Consequently, Bc = ker(Rc(σ )).
Trivially, Bc ⊆ B ensures (Bc)fin ⊆ Bfin. We prove, now, that the opposite in-
clusion holds if and only if B is permanent. Of course, if B is not permanent, then
neither is Bfin, while (Bc)fin necessarily is, and hence the previous inclusion must
be a strict one. On the other hand, assume that B is permanent and notice that, in this
case, the g.c.d. of the maximal order minors of L (which coincides with the g.c.d. of
the maximal order minors of R) is nonzero in the origin. Let w be in Bfin. Condition
0 = R(σ)w = L(σ)[Rc(σ )w] =: L(σ)v ensures, by Lemma A.2 (in Appendix A),
that the finite support sequence v := Rc(σ )w, in order to belong to ker(L(σ )), must
be zero. Therefore, w ∈ ker(Rc(σ )) and hence, w ∈ (Bc)fin. 
We aim, now, to address the problem of obtaining the smallest behavior having
Bfin as its finite part. To this end, we start with a simple remark that allows us to
reduce any full row rank matrix R(z), involved in the kernel description of the be-
havior, to a couple of useful forms. It is easy to verify that if the matrix R, involved
in the kernel representation of B, is of full row rank, then, by resorting to the Smith
form, we can always assume for R either of the following two structures:
R(z)=


zν1
.
.
.
zνp




γ¯1
.
.
. 0
γ¯p

V (z) (3.1a)
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=


γ¯1
.
.
.
γ¯p




zν1
.
.
. 0
zνp

V (z), (3.1b)
where the γ¯i’s are monic polynomials satisfying both the divisibility conditions
γ¯i |γ¯i+1 and the constraints γ¯i (0) /= 0, for every index i, the exponents νi appear
in increasing order (i.e., ν1  ν2  · · ·  νp) and V (z) is unimodular.
We can easily recognize in ker([Ip 0]V (σ)) the behavior Bc, namely, the largest
controllable behavior included in B. We can now introduce the following result.
Proposition 3.3. Let B ⊂ (Rq)Z+ be a behavior, described as the kernel of the full
row rank polynomial matrix given in (3.1b), and let Bfin be its finite part. Consider
the full row rank matrix
R¯(z) :=


zν1
.
.
. 0
zνp

V (z). (3.2)
Then the behavior B¯ := ker(R¯(σ )) is the smallest behavior having Bfin as its finite
part, and hence it coincides with Bclosure, the closure of Bfin.
Proof. From (3.1b), it immediately follows that B¯ ⊆ B. By Lemma A.2, part (ii), a
finite support trajectory belongs to B = ker(R(σ )) if and only if it belongs to B¯. So
the finite part of B¯ just coincides with the finite part of B, Bfin.
In order to prove that it is the smallest, let B˜ := ker(R˜(σ )) be any other behavior
having Bfin as its finite part. By Proposition 3.2, then, B˜ must also include (Bc)fin ⊆
Bfin and hence, being a behavior, also the closure of (Bc)fin, Bc = ker([Ip 0]V (σ))
(see Theorem 2.3 and Proposition 3.2). This leads us to express R˜(z) as
R˜(z) = P(z)[Ip 0]V (z).
Finally, since in Bfin we can find all finite support trajectories described as follows:
wi (t) = V −1(σ )eivi(t), i = 1, 2, . . . , q,
for arbitrary real valued scalar sequences vi , having support in {0, 1, . . . , νi−1}, with
ei the ith canonical vector, all such trajectories must belong to ker(R˜(σ )), which
amounts to saying that
0 = R˜(σ )wi (t)
= (P (σ )[Ip 0]V (σ))
(
V −1(σ )eivi(t)
)
= P(σ)eivi(t) ∀t ∈ Z+,
for i = 1, 2, . . . , p. As a consequence, all elements in the ith column of P(z) are
multiples of zνi . This finally leads to express P(z) as
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P(z) = P¯ (z)


zν1
.
.
.
zνp

,
for some polynomial matrix P¯ , and hence
R˜(z) = P¯ (z)


zν1
.
.
.
zνp

 [Ip 0]V (z) = P¯ (z)R¯(z). 
Let us consider, now, the core of a given behavior B. As a first step, we recall its
definition.
Definition 3.4 [12]. Let B ⊂ (Rq)Z+ be a behavior. We define the core of B as
B∞ :=
⋂
i∈Z+
σ iB.
As stated in [12], given any (linear, left shift-invariant and complete) behavior
B, its core exists, is a behavior and it can always be identified with σkB for a suit-
able k ∈ Z+. This is due to the fact that, in the general case, we have B ⊃ σB ⊃
σ 2B ⊃ · · · ⊃ σkB = σk+1B = · · · The core of a behavior is obviously permanent,
and, indeed, it is the largest permanent behavior included in B. So, for a permanent
behavior, B∞ = B. We can now introduce the following result.
Proposition 3.5. Let B ⊂ (Rq)Z+ be a behavior, described as the kernel of the full
row rank polynomial matrix given in (3.1b). Consider the full row rank matrix
Rcore(z) :=


γ¯1
.
.
. 0
γ¯p

V (z). (3.3)
Then B∞ ≡ ker(Rcore(σ )).
Proof. Upon considering (3.1a), which makes it possible to relate B to the behav-
ior ker(Rcore(σ )), the result follows immediately from the fact that ker(Rcore(σ )) ≡
σνp B = σνp+i B for every i ∈ Z+. 
Remarks. The diagonal matrix with all monomial terms zνi , appearing in (3.1a) and
not in (3.3), is what makes the difference between behaviors defined on Z, for which
such a matrix would be unimodular and hence could be deleted, and behaviors de-
fined on Z+, for which the presence of that matrix makes the behavior not permanent
and creates some complications with the finite support trajectories. Of course, when
B is permanent, all the νi’s are zero and hence all behaviors obtained up to now (Bc,
Bclosure and B∞) coincide.
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Finally, notice that the largest controllable behavior included in B is also the
largest controllable behavior included in the core of B. This leads to the following
inclusions:
(Bc)fin ⊆ Bc ⊆ B∞ ⊆ B and Bfin ⊆ Bclosure ⊆ B.
In general, however, Bfin ⊂ Bc, and both Bclosure ⊂ Bc and Bclosure ⊃ Bc.
Let us consider, now, the problem of obtaining the smallest controllable behav-
ior(s) (if any) including Bfin among its (their) finite support trajectories. To this end,
we resort, again, to the expressions of R(z) given in (3.1b), specifically to the first
identity. As we have already proved that Bclosure = ker(R¯(σ )) is the smallest be-
havior having Bfin as its finite part, our goal, now, is that of finding the smallest
controllable behavior(s) including ker(R¯(σ )).
Any such behavior should be expressed as the kernel of a left prime matrix, say
H˜ , and such matrix should be related to H˜ by some polynomial matrix P, of suitable
sized, by this meaning that
R˜(z) = P(z)R¯(z) = P(z)


zν1
.
.
. 0
zνp

V (z).
This ensures that P(z) must be left prime, in turn, and hence it must have constant
rank as z varies over the complex plane. Let r be the largest value of the index i such
that νi = 0. Of course, rank R˜(z) = const. = rank R˜(0)  r . Notice that, on the one
hand, a larger rank corresponds to a smaller controllable behavior, on the other hand,
corresponding to the specific choice P(z) = [Ir 0], we get a matrix of rank r which
provides a kernel description of a controllable behavior including ker(R¯(σ )).
This means that all controllable behaviors expressed as the kernel of some matrix
R˜(z) = P(z)


zν1
.
.
. 0
zνp

V (z),
with P(z) an r × p left prime matrix such that
P(z)


zν1
.
.
. 0
zνp


is left prime, too, are smallest controllable behaviors including Bfin among their
finite support sequences.
In the general case, thus, such smallest controllable behavior including Bfin and
Bclosure is not unique and hence we can only talk about minimal controllable behav-
iors including Bfin. Even more, in general, they are not even subbehaviors of B, as
shown by the following example.
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Example 1. Consider the behavior B = ker(R(σ )), where
R(z) =
[
z+ 1 0
0 1
] [
1 0 | 0
0 z2 | 0
]
V (z)
for some unimodular V (z). The smallest behavior having the same finite part as B
is Bclosure = ker(R¯(σ )), where
R¯(z) =
[
1 0 | 0
0 z2 | 0
]
V (z).
It is easily seen that
B1 := ker([1 0 0]V (σ)) and B2 := ker
([
1 σ 2 0
]
V (σ)
)
are distinct controllable behaviors including ker(R¯(σ )), and none of them is a sub-
behavior of B.
Remark. If we adopt the same notation as in [4], we can say that given Bfin we
cannot, in the general case, obtain “the smallest controllable behavior including Bfin”
but only a family of (distinct) controllable undominated behaviors including Bfin, by
this meaning that they are controllable behaviors including Bfin and that no control-
lable B can be found, including Bfin and properly included in such behaviors.
4. The autonomous/controllable decomposition and its relationship with the set
of finite support trajectories
By simply miming the proof given in [14] for standard discrete behaviors defined
on Z (see Proposition V.8), we can obtain for behaviors defined on Z+ an analogous
decomposition theorem. Further details, useful for our analysis, can also be obtained.
Theorem 4.1. Let B ⊆ (Rq)Z+ be a behavior. Then:
(i) There exist some controllable behavior B¯c and some autonomous behavior Ba
such that
B = B¯c ⊕Ba, (4.1)
where B¯c is uniquely identified with Bc, the controllable part of B, while Ba
can be chosen with a certain degree of freedom.
(ii) If B = ker(R(σ )) for some full row rank matrix R(z) ∈ R[z]p×q , and we rep-
resent Ba as the kernel of a nonsingular square matrix a(z) ∈ R[z]q×q , then,
independently of the specific choice of Ba, we always have (up to units)
deta(z) = g.c.d.{maximal order minors of R}.
Proof. (i) The existence of the decomposition can be proved along the same lines
as in Proposition V.8 in [14]. The coincidence of B¯c with Bc arises from the proof.
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(ii) Factorize R(z) as R(z) = (z)Rc(z), where (z) is nonsingular square and
Rc(z) is left prime. Of course, Bc = ker(Rc(σ )) (see Proposition 3.2). By resorting
to standard techniques, employed, for instance, in [10] (notice that even though such
results are stated for two-dimensional behaviors defined on Z × Z, their adaption to
the present setting is straightforward), we can prove that (4.1) ensures that polyno-
mial matrices X and Y, of suitable sizes (in particular, X is p × p), can be found, such
that
[X Y ]
[
Rc
a
]
= 0, (4.2)
where each of the above matrices is a minimal annihilator of the other (left/right,
respectively), and B = ker(X(σ)Rc(σ )).
From ker((σ )Rc(σ )) = B = ker(X(σ)Rc(σ )) we get det X = det  = g.c.d.
{maximal order minors of R} (up to units). Finally, from the fact that each matrix in
(4.2) is a minimal annihilator of the other, we get [1] det X = det a (up to unit).
Thus, det a = g.c.d.{maximal order minors of R}. 
Remarks.
1. It is worthwhile noticing1 that the previous decomposition result strictly reminds
of the decomposition obtained by Hinrichsen and Prätzel-Wolters in [5].
2. As a consequence of part (ii) in Theorem 4.1, B is permanent if and only if any
autonomous behavior Ba appearing in the direct sum decomposition (4.1) is per-
manent.
3. The above decomposition theorem has some interesting consequences on the finite
part of B. In fact, while for behaviors defined on Z we have that Bfin is a proper
subset of Bc, and hence no finite trajectory belongs to Ba (except for the zero
trajectory). For behaviors defined on Z+, Bfin, in turn, can be expressed as the
(direct) sum of two sets: the set on finite support trajectories which belong to Bc
and the set of finite support trajectories which belong to Ba. Indeed, it turns out
that given a direct sum decomposition as in (4.1), every finite support trajectory
w ∈ Bfin can be expressed (in a unique way) as the sum of a finite support trajec-
tory in Bc and a finite support trajectory in Ba. Of course, by Lemma A.2, part
(ii), Ba does not include nontrivial finite support trajectories if and only if it is
permanent. So all the results seem to fit nicely one with the others.
Proposition 4.2. Let B ⊆ (Rq)Z+ be a behavior, let Bfin and Bc be its finite part
and its controllable part, respectively, and let Ba be an autonomous behavior such
that B = Bc ⊕Ba. Then w ∈ Bfin if and only if w = wc + wa for some finite sup-
port trajectory wc ∈ Bc and some finite support trajectory wa ∈ Ba. This amounts
to saying that
Bfin = (Bc)fin ⊕ (Ba)fin.
1 I would like to thank an anonymous reviewer for pointing out this connection.
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Proof. Suppose w ∈ Bfin, and let [l, L− 1], with 0  l < L, be an interval in Z+
including the support of w. Then σLw = 0. On the other hand, by the decomposition
theorem, w = wc + wa, for some wc ∈ Bc and some wa ∈ Ba, uniquely determined.
Therefore, 0 = σLw = σLwc + σLwa, thus implying that
σLwc = σL(−wa).
Since Bc and Ba are both left shift-invariant, we have w¯c := σLwc ∈ Bc and w¯a :=
σLwa ∈ Ba. But then, we have two trajectories, w¯c and w¯a, in Bc and Ba, respec-
tively, that coincide. By the direct decomposition assumption, this means that w¯c =
w¯a = 0, and hence both wc and wa were finite support trajectories.
The converse is obvious. 
5. Identifiability issues
We now address the identification problem. Such issue is only marginally touched
upon here. For further details we refer the interested reader to [4,13].
Definition 5.1. Let w1,w2, . . . ,wm be m trajectories in (Rq)Z+ . A behavior B ⊆
(Rq)Z+ is said to be the most powerful unfalsified model (MPUM) explaining w1,
w2, . . . ,wm if:
• w1,w2, . . . ,wm belong to B, and
• for any other behavior B¯ having w1,w2, . . . ,wm among its trajectories, we have
B ⊆ B¯.
For every choice of the trajectories w1,w2, . . . ,wm, the most powerful unfal-
sified behavior explaining w1,w2, . . . ,wm, denoted by B(w1,w2, . . . ,wm), exists
and represents the smallest (linear left shift-invariant and complete) behavior includ-
ing w1,w2, . . . ,wm.
A behavior B ⊆ (Rq)Z+ is said to be identifiable if there exists a finite number
of its trajectories, say w1,w2, . . . ,wm, such that B ≡ B(w1,w2, . . . ,wm). Under
the linearity, left shift-invariance and completeness assumptions we steadily adopt,
every behavior is, indeed, identifiable.
An important result that holds for (complete) behaviors defined on Z is that every
family of finite support trajectories identifies a controllable behavior.
Proposition 5.2. Let w1,w2, . . . ,wm be m finite support trajectories in (Rq)Z and
let wˆi (z−1) be the formal power series associated with wi , i.e.,
wˆi
(
z−1
) =
Li∑
t=li
wi (t)z−t ,
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where li  Li and li , Li ∈ Z. Let G(z−1) be the q ×m polynomial matrix having as
its ith column wˆi (z−1), i = 1, 2, . . . , m. Then B(w1,w2, . . . ,wm) coincides with2
im±
(
G
(
σ−1
)) := {w ∈ (Rq)Z: w = G(σ−1)u ∃u ∈ (Rm)Z}.
Proof. Upon noticing that B(w1,w2, . . . ,wm) coincides with the closure of the set
of all possible combinations of the trajectories w1,w2, . . . ,wm and of their shifted
versions [4], the result follows from the following family of necessary and sufficient
conditions:
w ∈ im±
(
G
(
σ−1
))
⇔ wˆ(z−1) = G(z−1)uˆ(z−1) ∃uˆ(z−1)
⇔ wˆ(z−1) =
m∑
i=1
wˆi
(
z−1
)
uˆi
(
z−1
) ∃uˆi(z−1)
⇔ ∃wˆn
(
z−1
) :=
m∑
i=1
wˆi
(
z−1
)
uˆin
(
z−1
)
, uin
(
z−1
) ∈ R[z−1, z],
i = 1, 2, . . . , m, n ∈ N, such that wˆn
(
z−1
) −→
n→+∞ wˆ
(
z−1
)
⇔ w ∈ closure(span{σ twi , t ∈ Z, i = 1, . . . , m})
= B(w1,w2, . . . ,wm). 
So due to the strict connection between finite sets of finite support trajectories and
image descriptions, it turns out that each controllable behavior defined on Z can be
identified by means of a finite set of its finite support trajectories and, conversely,
a behavior defined on Z that can be identified by means of a finite set of its finite
support trajectories is necessarily controllable.
When dealing with trajectories defined on Z+, instead, things are dramatically
different. Indeed, given any finite set of finite support trajectories, w1,w2, . . . ,wm,
we can either search for an autonomous behavior or for a controllable one including
such trajectories, or even think of them as the sum of two contributions, one belong-
ing to the autonomous part of a behavior and the other to its controllable part. The
following example will clarify this comment.
Example 2. Consider the behavior
B = ker(R(σ )), where R(z) = [z z2].
2 We have used the suffix ± in order to distinguish this image space, obtained by considering bi-infinite
sequences u belonging to (Rm)Z, from the typical image space we have referred to in the paper, im(G(σ)),
which is obtained by considering trajectories u belonging to (Rm)Z+ .
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It is easily seen (just by resorting to the standard proof of the autonomous/controlla-
ble decomposition) that B = Bc ⊕Ba, where
Bc = ker
([
1 σ
])
and Ba = ker
([
σ 0
0 1
])
.
Any trajectory w = [w1 w2]T in B satisfies the constraint:
w2(t + 2) = −w1(t + 1) for every t ∈ Z+,
and hence any finite support trajectory in B can be expressed as[
w1(t)
w2(t)
]
=
[
w1(0)
w2(0)
]
δ(t)+
[
w1(1)
w2(1)
]
δ(t − 1)+
[
w1(2)
−w1(1)
]
δ(t − 2)
+
[
w1(3)
−w1(2)
]
δ(t − 3)+ · · · +
[
0
−w1(L− 1)
]
δ(t − L).
Consider, for instance, the trajectory
wc(t) =
[
wc1(0)
wc2(0)
]
δ(t)+
[
0
−wc1(0)
]
∈ Bc.
A minimal autonomous behavior including wc and a minimal controllable behavior
including wc are, respectively,
B¯c = ker
([1 σ ]) = Bc,
B¯a = ker
([
σ 0
1 σ
])
.
Moreover, B¯a ⊂ B¯c and both B¯a and B¯c are subsets of B. On the other hand, con-
sider the trajectory
wa(t) =
[
wa1(0)
0
]
δ(t) ∈ Ba,
and set w(t) := wc(t)+ wa(t), where wc is the trajectory in Bc previously consid-
ered. This is, of course, a trajectory of B that, due to the arbitrariety of wc1(0),
wc2(0) and wa1(0), can be described as
w(t) =
[
a
b
]
δ(t)+
[
0
c
]
, a, b, c ∈ R.
If we assume that all coefficients a, b and c are nonzero, then we can find both
a minimal autonomous behavior including w and a minimal controllable behavior
including w:
B¯c = ker
([c − aσ ]),
B¯a = ker
([
σ 0
c −aσ
])
.
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If comparing the obtained behaviors with the original behavior B the trajectory be-
longed to, we easily see that
Ba ⊂ B
(
since
[
z z2
] = [1 1]
[
z 0
0 z2
])
as well as Ba ⊂ Bc. Meanwhile, in the general case, Bc ⊆ B (unless −a = c).
As a general (and not unexpected) result, what happens is that for any finite set
of finite support trajectories w1,w2, . . . ,wm defined on Z+, we can always find
an autonomous behavior including them. Indeed, upon setting for every i, νi :=
max{t : ∃j s.t. wji (t) /= 0} + 1, where wji (t) denotes the ith entry of the trajectory
wj , evaluated at time t, it is immediately seen that
w1,w2, . . . ,wm ∈ ker




σν1
.
.
.
σνq



.
So, as the smallest (complete) behavior including w1,w2, . . . ,wm exists [4,13], it
must necessarily satisfy
B
(
w1,w2, . . . ,wm
) ⊆ ker




σν1
.
.
.
σνq



,
and hence it is finite-dimensional and therefore autonomous.
This means that there is no way to identify a controllable behavior, with trajecto-
ries on Z+, by means of its finite support trajectories.
Appendix A
Definition A.1. Let G(z) be any q ×m polynomial matrix of full column rank and
consider the associated application
G(σ) : (Rm)Z+ → (Rq)Z+ .
G(σ) is said to have the finite support property if for every finite support trajectory
w ∈ im(G(σ)), condition w = G(σ)u for some trajectory u ∈ (Rm)Z+ ensures that
u is of finite support, too.
Lemma A.2. Let G(z) be any q ×m polynomial matrix of full column rank and
consider the associated application G(σ).
(i) G(σ) has the finite support property if and only if the g.c.d. of the maximal order
minors of G is a power of z.
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On the other hand,
(ii) a necessary and sufficient condition for the existence of nontrivial finite support
sequences in ker(G(σ)) is that z divides the g.c.d. of the maximal order minors
of G.
Proof. (i) If the g.c.d. of the maximal order minors of G is zk for some k ∈ Z+, then
there exists some polynomial matrix L(z), of suitable size, such that L(z)G(z) =
zkIm. If w = G(σ)u, with u ∈ (Rm)Z+ (not necessarily unique), is a finite support
sequence in im(G(σ)), then of course, L(σ)w has finite support, too. However,
L(σ)w = L(σ)(G(σ)u) = (L(σ )G(σ))u = σku. So, σku, and hence u, has finite
support.
Conversely, suppose that the g.c.d. of the maximal order minors of G has some
zero α ∈ C\{0}. Then there exists some nonzero vector v ∈ Cm×1 satisfying G(α)v
= 0. It is immediately seen, then, that the infinite support sequence u(t)
= αtv (or its real part, if α and hence also v are complex valued), when applied
to G(σ), produce the (finite support) zero sequence as an output.
(ii) By resorting to the Smith form of a polynomial matrix, we can always reduce
ourselves to the case of
R(z) =


γ1(z)
.
.
.
γm(z)
0

V (z),
where the γi’s are monic polynomials satisfying the chain of divisibility conditions
γ1 | γ2 | · · · |γm and V (z) is unimodular. Of course, by part (i), the application as-
sociated with the unimodular matrix V (z) sets up a correspondence between the set
of finite support input sequences and the set of finite support output sequences. So,
we just need to prove the result for the scalar autonomous behavior generated by
a single (nonconstant) polynomial γi(z). Of course, condition zk | γi(z), for some
k > 0, ensures that any scalar sequence with support included in {0, 1, . . . , k − 1}
belongs to ker(γi(σ )). On the other hand, if γi(0) /= 0, then we can represent it as
γi(z) = γi,0 + γi,1z+ · · · + zL, γi,0 /= 0, L > 0.
If w belongs to Bfin and its latest nonzero sample is at time instant t¯ , then at t¯ we
should have
0 = γi(σ )w(t¯) = γi,0w(t¯)+ γi,1w(t¯ + 1)+ · · · + w(t¯ + L) = γi,0w(t¯),
a contradiction. 
Notice that, differently from the case of trajectories defined on Z, where both
injectivity and the finite support property of the map G(σ) are related to the right
primeness property of the polynomial matrix G(z), in this case injectivity and the
finite support property are related to distinct algebraic properties of G(z): namely,
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right primeness and the weaker property of having full column rank in every point
of the complex plane possibly except for the origin.
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