Abstract. In this paper we present several (quasi-)norm equivalences involving L p (l q ) norm of a certain vector-valued functions and extend the equivalences to p = ∞ and 0 < q < ∞ in the scale of Triebel-Lizorkin spaces, motivated by Fraizer, Jawerth [13] . We also study a Fourier multiplier theorem for L p A (l q ). By applying the results, we will improve the multilinear Hörmander multiplier theorems in Tomita [27] , Grafakos, Si [18] , and the boundedness results for bilinear pseudo-differential operators in Koezuka, Tomita [20] .
Introduction
Let N and Z be the collections of all natural numbers and all integers, respectively, and N 0 := N ∪ {0}. We will work on d-dimensional Euclidean space R d . We denote by S = S(R d ) the space of all Schwartz functions on R d and by S ′ the set of all tempered distributions. Let D denote the set of all dyadic cubes in R d , and for each k ∈ Z let D k be the subset of D consisting of the cubes with side length 2 −k . For each Q ∈ D we denote the side length of Q by l(Q). Let us denote the characteristic function of measurable set Q by χ Q . The symbol X Y means that there exists a positive constant C, possibly different at each occurrence, such that X ≤ CY , and X ≈ Y signifies C −1 Y ≤ X ≤ CY for a positive unspecified constant C. For f ∈ S the Fourier transform is defined by the formula f (ξ) := R d f (x)e −2πi x,ξ dx while f ∨ (ξ) = f (−ξ) denotes the inverse Fourier transform. We also extend these transforms to S ′ .
For r > 0 let E(r) denote the space of all distributions whose Fourier transforms are supported in ξ ∈ R d : |ξ| ≤ 2r . Let A > 0. For 0 < p < ∞ and 0 < q ≤ ∞ or for p = q = ∞ we define
Then it is known in [28] that L p A (l q ) is a quasi-Banach space (Banach space if p, q ≥ 1) with a (quasi-)norm · L p (l q ) . We will study some (quasi-)norm equivalences on L p A (l q ) and one of main results is an extension of the norm equivalences to the case p = ∞ and 0 < q < ∞ in the scale of Triebel-Lizorkin space. Suppose 0 < q < ∞ and q ≤ t ≤ ∞, and σ > d/q. Then for each Q ∈ D and f k ∈ E(A2 k ) there exists a proper measurable subset S Q of Q, depending on {f k } k∈Z , σ, and t, such that (1.1)
Here M t σ,2 k means a variant of Peetre's maximal operator, defined in Section 2. This can be compared with the estimate that for 0 < p < ∞ or p = q = ∞
if min (p, q) ≤ t ≤ ∞ and σ > d/ min (p, q). Note that for 1 < p < ∞, according to Littlewood-Paley theory,
and, using (1.2), this is also equivalent to
where {φ k } k∈Z is a homogeneous Littlewood-Paley partition of unity, defined in Section 2.
On the other hand, using a deep connection between BM O and Carleson measure,
The main value of (1.1) is that · BM O can be expressed in the form · L ∞ (l 2 ) as an extension of (1.3) to p = ∞. To be specific,
The results (1.1) and (1.2) are stated in Theorem 3.4 and Lemma 3.1 (1), respectively. Other (quasi-)norm equivalences will be provided by using a method of ϕ-transform and by using Fefferman-Stein's sharp maximal function in Section 4 and 5. Based on those results we will improve the L p A (l q )-multiplier theorem of Triebel [28, 1.6.3, 2.4.9] . Suppose f k ∈ E(A2 k ). Then for s > d/ min (1, p, q) − d/2 one has , p = ∞ and q < ∞.
Note that m k is not necessarily compactly supported. The main technique of Triebel to prove the multiplier theorem is a complex interpolation theorem for analytic families of operators, but the interpolation method cannot be applied to the endpoint case q = ∞ or p = ∞. In our proof we adopt the idea in the author [24] , which provides a totally different and elementary proof. The multiplier theorem is stated in Theorem 6.1.
One of problems in bilinear operator theory is L p × L q → L r boundedness estimates for 1/r = 1/p + 1/q, and Hölder's inequality is primarily required. Note that the BM O-norm equivalence (1.4) enables us to still utilize Hölder's inequality to obtain some boundedness results involving BM O-type function spaces. In this context the reader will readily notice that (1.1) may be very suitable to endpoint estimates for bilinear or multilinear operators. Indeed, in Theorem 7.1 and 7.2, we will extend and improve the multilinear version of Hörmander's multiplier theorems of Tomita [27] and Grafakos, Si [18] using (1.1). We will also improve the boundedness result of multilinear pseudo-differential operators of Koezuka and Tomita [20] by using the (quasi-)norm equivalence results and the multiplier theorem in Theorem 6.1, and furthermore, this immediately establishes bmo-endpoint Kato-Ponce inequality. See Section 8 for details.
The paper is organized as follows. In Section 2 we present definitions of several function spaces and some maximal inequalities, which will be basic ingredients of our results. Section 3-5 contain some (quasi-)norm equivalences on the space L p A (l q ) and its extensions to p = ∞ and 0 < q < ∞. In Section 6, we state and prove a generalized L p A (l q )-multiplier theorem. Section 7 and 8 are devoted to applications of our results to multilinear multiplier operators and multilinear pseudo-differential operators of type (1, 1).
Function spaces and some maximal inequalities
2.1. Function spaces. Let Φ 0 ∈ S satisfy Supp( Φ 0 ) ⊂ ξ ∈ R d : |ξ| ≤ 1 and Φ 0 (ξ) = 1 for |ξ| ≤ 1/2. Define φ :
and {φ k } k∈Z form inhomogeneous and homogeneous Littlewood-Paley partition of unity, respectively. Note that
where the supremum is taken over all dyadic cubes whose side length is less than 1. Similarly, homogeneous Triebel-Lizorkin spaceḞ s,q p is defined to be the collection of all f ∈ S ′ /P (tempered distribution modulo polynomials) such that
Then these spaces provide a general framework that unifies classical function spaces.
where
, and the space bmo is a localized version of BM O defined as the set of locally integrable functions f satisfying
where f Q is the average of f over a cube Q. It is known that (h 1 ) * = bmo and h p = L p for 1 < p ≤ ∞. For s ∈ R the spaces h p s and bmo s are defined similarly, using f h
where J s := (1 − ∆) s/2 is the fractional Laplacian operator. See [13, 15, 28] for further details.
Maximal inequalities.
Let M be the Hardy-Littlewood maximal operator, defined by
where the supremum is taken over all cubes containing x, and for 0 < r < ∞ let M r f := M(|f | r ) 1/r . Then Fefferman-Stein's vector-valued maximal inequality in [9] says that for 0 < p < ∞, 0 < q ≤ ∞, and 0 < r < min (p, q) one has
Clearly, (2.2) also holds when p = q = ∞. We now introduce a variant of Hardy-Littlewood maximal function. For ǫ ≥ 0, r > 0, and k ∈ Z, let M k,ǫ r be defined by
. Then the following maximal inequality holds.
Lemma 2.1.
[23] Let 0 < r < q < ∞, ǫ > 0, and µ ∈ Z. For k ∈ Z let f k ∈ E(A2 k ) for some A > 0. Then one has
Here, the implicit constant of the inequality is independent of µ.
For k ∈ Z and σ > 0 we define the Peetre's maximal operator M σ,2 k by
It is proved in [23] that if σ > d/r and f ∈ E(A2 k ) for some A > 0 then
f (x) uniformly in k and this allow us to replace M r and M k,ǫ r by M σ,2 k in (2.2) and Lemma 2.1. Now we generalize the Peetre's maximal operator. For k ∈ Z, σ > 0, and 0 < t ≤ ∞ let
Proof. Since the case t = s is trivial, we only consider the case t < s. Let Ψ 0 ∈ S satisfy
Then we note that f = Ψ k * f . We first assume s = ∞ and 0 < t < ∞. If 1 < t < ∞, then it follows from Hölder's inequality that
If 0 < t ≤ 1 then we apply Nikolskii's inequality to obtain
and thus
This proves
For the opposite direction we only concern ourselves with the case 0 < t < s < ∞ since the other cases follow in a similar and simpler way. By applying Minkowski's inequality with s/t > 1, one has
and a standard computation (see [16, Appendix K]) yields that
Elementary considerations reveal that for σ > 0 and
and then it follows from Lemma 2.3 that for 0 < t ≤ ∞ (2.6) sup
Proof. Due to Lemma 2.2 it suffices to show
Then one has
which concludes the proof since σ − d/t − ǫ > 0.
Note that, from (2.3), Lemma 2.4 also holds for s = ∞ and ǫ = σ − d/t. As a immediate consequence of (2.2) and lemma 2.4, one has the following inequality.
(2) For p = ∞, 0 < q < ∞, and µ ∈ Z sup P ∈Dµ
where the constant in the inequality is independent of µ.
As an application of Lemma 2.5 (2), for µ ∈ Z, q 1 < q 2 < ∞, and f k ∈ E(A2 k ) for some A > 0, one has
We omit the proof and refer to [23] .
3. Equivalence of (quasi-)norms by using M t σ,2 k Let f k ∈ E(A2 k ) for some A > 0 and f := {f k } k∈Z . For convenience in notation we will occasionally write
for t ≥ min (p, q) and σ > d/ min (p, q) due to Lemma 2.5. Moreover, it follows from (2.5) and (2.6) that
and thus Lemma 2.5 (1) implies
Similarly, if 0 < q < ∞ and µ ∈ Z, then
for t ≥ q and σ > d/q.
(2) For p = ∞ and 0 < q < ∞
Note that the constants in the estimates are independent of S Q as long as S Q satisfies |S Q | > γ|Q|.
Proof of Lemma 3.1. The second assertion follows immediately from (3.3) and the condition |S Q | > γ|Q|. Thus we only consider the first one. Assume 0 < p < ∞ or p = q = ∞. Since χ Q ≥ χ S Q one direction is obvious due to (3.1). We will base the converse on the pointwise estimate that for 0 < r < ∞
which is due to the observation that for x ∈ Q
Choose r < p, q and then apply (3.1) and (3.4) to obtain
where the maximal inequality (2.
2) is applied in the third inequality (with a different countable index set D).
We are mainly interested in the following result.
Theorem 3.2. Let 0 < q < ∞, q ≤ t ≤ ∞, µ ∈ Z, and σ > d/q. Suppose f k ∈ E(A2 k ) for some A > 0. For 0 < γ < 1 and Q ∈ D there exists a proper measurable subset S Q of Q, depending on γ, q, σ, t, f , such that |S Q | > (1 − γ)|Q| and
, uniformly in µ.
We note that the constant in the equivalence is independent of f , just depending on γ. Moreover, by taking the supremum over µ ∈ Z we may replace " sup
" by " sup
Then as a corollary we have the following BM O characterization.
A simple application of Corollary 3.3 is the estimate
This provides one direction of the duality between H 1 and BM O, which was first announced in [8] and the proof appeared in [4, 9] . By using Corollary 3.3 and Hölder's inequality (3.5) can be also proved. To be specific,
where the third inequality follows from (3.4) and Peetre's maximal inequality and S Q is the subset of Q for BM O norm equivalence of f as in Corollary 3.3.
3.1. Proof of Theorem 3.2. One direction is clear, for any subset S Q of Q with |S Q | > (1 − γ)|Q|, due to Lemma 3.1. Therefore, we will prove that there exists a measurable subset S Q such that |S Q | > (1 − γ)|Q| and
To choose such a subset S Q we set up notation and terminology. For 0 < q ≤ ∞ and P ∈ D we define
Recall that the nonincreasing rearrangement f * of a non-negative measurable function f is given by
and satisfies
For P ∈ D, 0 < γ < 1, and a non-negative measurable function f , the "γ-median of f over P " is defined as
We consider the γ-median of G q P (f ) over P and the supremums of the quantity over P ∈ D,
Observe that
and by (3.7) one has
Now for each P ∈ D we define
Then (3.8) yields that
Then (3.6) can be established by the following proposition.
, which is due to Lemma 3.1 (1).
Proof of Proposition 3.4. Assume 0 < q < ∞, q ≤ t ≤ ∞, µ ∈ Z, and σ > d/q. Our claim is
To verify (Claim 1) let ν ≥ µ and fix P ∈ D ν and x ∈ P . Then it suffices to show that (3.11)
due to (3.9) . Suppose that the left hand side of (3.11) is a nonzero number. Then there exists the "maximal" dyadic cube
, and thus
where the second inequality holds due to (3.9). The maximality of P 0 (x) yields that the left hand side of (3.11) is
where the last one follows from (3.12). This proves (3.11).
To achieve (Claim 2) fix ν ≥ µ and let us assume
Then, using Chebyshev's inequality, (3.2), and (3.13), there exists a constant C A,q,t,σ > 0 such that for R ∈ D ν
This yields that
We complete the proof by taking the supremum over R ∈ D, l(R) = 2 −ν ≤ 2 −µ .
Equivalence of (quasi-)norms by using the method of ϕ-transform
For a sequence of complex numbers b := {b Q } Q∈D we define
Furthermore, for C > 0 let ϕ, ϕ ∈ S satisfy .2) f
The converse estimate also holds. For any sequence b = {b Q } Q∈D of complex numbers satisfying
See [11, 12] for more details. In this section we will give an analogous properties of {f k } k∈Z with f k ∈ E(A2 k ) for some A > 0, like (4.2), (4.3), and (4.4). From now on we fix A > 0 and suppose
Then there exists a sequence of complex numbers b := {b Q } Q∈D such that
and
For the case p = ∞ and 0 < q < ∞ we fix µ ∈ Z and let
(1) Assume f k ∈ E(A2 k ) for each k ≥ µ. Then there exists a sequence of complex
For the proof we assume A = 2 −2 , for otherwise the conclusions follow from a standard dyadic dilation method (with an inessential change of constant).
Proof of Lemma 4.1. Let 0 < p < ∞ or p = q = ∞.
(
For any Q ∈ D k we write
and then one can write
Furthermore, for a.e. x ∈ R d there exists Q 0 ∈ D k whose interior contains x. Therefore, for any σ > 0 one has (4.7)
Now we select σ > d/ min (p, q) and then
where (4.7) and Lemma 2.5 (1) are applied.
(2) For a given b = {b Q } Q∈D and k ∈ Z let
For each k ∈ Z and x ∈ R d let
and using l ǫ ֒→ l 1 one has
Then, using the estimate (4.8) and the maximal inequality (2.2), one has
Proof of Lemma 4.2. Assume 0 < q < ∞ and µ ∈ Z.
(1) We apply (4.6), (4.7) and Lemma 2.5 (2), choosing σ > d/q, to obtain
We first observe that
and choose M > d/ min (1, q). Using Hölder's inequality if q > 1 or the embedding l q ֒→ l 1 if q ≤ 1, one has
For each P ∈ D and m ∈ Z d let P + l(P )m := x + l(P )m : x ∈ P and denote by D k (P, m) the subfamily of D k that contains any dyadic cubes contained in P + l(P )m. Then in the last expression we decompose
which is possible because P and Q's are dyadic cubes with l(Q) ≤ l(P ).
Using (4.9), one has ∞ k=− log 2 l(P )
For the other term corresponding to J P k,M , observe that if |m| > 2d and Q ∈ D k (P, m) then |x − x Q | l(P )|m| which gives
Now we apply triangle inequality if q ≥ 1 or l q ֒→ l 1 if q < 1 to obtain that
Combining these estimates, one has
Equivalence of (quasi-)norms by using sharp maximal functions
Given a locally integrable function f on R d the Fefferman-Stein sharp maximal function f ♯ is defined by
where f P := 1 |P | P f (z)dz and the supremum is taken over all cubes P containing x. Then a fundamental inequality of Fefferman and Stein [10] says that for 1
Now one has the following characterization ofḞ 0,q p by the sharp maximal functions. For 0 < q < p < ∞,
where the supremum is taken over all cubes containing x ( not necessarily dyadic cubes ).
Observe that one can actually replace the maximal functions by dyadic maximal ones in (5.1). That is, for locally integrable function f we define the dyadic maximal function
and the dyadic sharp maximal funtion
where the supremums are taken over all dyadic cubes Q containing x. Then for 1 < p < ∞, 1 ≤ p 0 ≤ p, and f ∈ L p 0 one has
The proof of (5.2) is based on (5.1), and by applying (5.3) instead of (5.1) one may replace "sup x∈P " in (5.2) by " sup x∈P ∈D ", which means the supremum over all dyadic cubes containing x.
We refer the reader to [25] , [26, Proposition 6.1 and 6.2] for details. We characterize L p A (l q ), 0 < q < p < ∞, by using analogous sharp maximal functions.
where the supremum is taken over all dyadic cubes containing x.
The proof of Lemma 5.1 is essentially the same as the proof of (5.2), which is given in [26] , replacing (5.1) by (5.3). We omit the proof and refer to [25, 26] .
A multiplier theorem for a vector-valued function space
In this section we will study Fourier multipliers for L p A (l q ) for 0 < p < ∞ or p = q = ∞, and a proper extension to the case p = ∞ and 0 < q < ∞. We continue to use the notation f := {f k } k∈Z .
Theorem A. ( [28, 1.6.3, 2.4.9] ) Let 0 < p < ∞, 0 < q ≤ ∞, and A > 0. Suppose f k ∈ E(A2 k ) for each k ∈ Z, and {m k } k∈Z satisfies
It was first proved that for 1 < p, q < ∞ if (6.1) holds for s > d/2, then (6.2) works by using the classical Hörmander-Mikhlin multiplier theorem. Moreover, for 0 < p < ∞ and 0 < q ≤ ∞ it is easy to obtain that (6.2) is true under the assumption (6.1) with s > d/2 + d/ min (p, q). Then a complex interpolation method is applied to derive s > d/ min (1, p, q) − d/2 when 0 < p, q < ∞. However, this method cannot be applied to the endpoint case p = ∞ or q = ∞ and thus one does not have any conclusion when p = ∞, and the assumption s > d/p + d/2 is required when q = ∞, which is stronger than seemingly "natural" condition s > d/ min (1, p) − d/2. In [24] the author proved theḞ 0,q p -multiplier theory for the full range 0 < p, q ≤ ∞ with the condition s > d/ min (1, p, q) − d/2 in a different method. By using some techniques in [24] we will improve Theorem A. Theorem 6.1. Let 0 < p, q ≤ ∞, j ≥ 0, and µ ∈ Z. Suppose f k ∈ E(A2 k ) for each k ∈ Z, and {m k } k∈Z satisfies
(1) For 0 < p < ∞ or p = q = ∞,
uniformly in µ and j.
Note that the condition s > d/ min (1, p, q) − d/2 is sharp except the case p = ∞ and q < 1, and counter examples for the sharpness can be found in [24] .
Since the inequality in Theorem 6.1 (2) holds uniformly in µ, by taking supremum over µ ∈ Z, one has
Observe that for j ≥ 0
and by using a change of variables, one may assume j = 0 in the proof of Theorem 6.1. Indeed, once the theorem is established for j = 0, then for 0
uniformly in j, since f k+j (2 j ·) ∈ E(A2 k ). When p = ∞ and 0 < q < ∞, one has
As mentioned above, the proof of Theorem A in [28] relies on the classical MikhlinHörmander multiplier theorem. In order to prove Theorem 6.1 we will, instead, make use of the following lemma. Lemma 6.2. Suppose 0 < p ≤ ∞, k ∈ Z, and s > 0. Suppose f k ∈ E(A2 k ) and {m k } k∈Z satisfies
Proof. Let Ψ k ∈ S be defined as before. That is, Supp( Ψ 0 ) ⊂ {|ξ| ≤ 2 2 A}, Ψ 0 (ξ) = 1 for |ξ| ≤ 2A, and
Our claim is that
Then (6.3) follows from the observation that
where Minkowski's inequality is applied with 1 + |ξ| 2 ≤ 2(1 + |η| 2 )(1 + |ξ − η| 2 ).
In order to prove (6.4) we first assume 1 ≤ p ≤ ∞ and s > d/2. Using Young's inequality,
where the second inequality follows from Schwarz inequality and Plancherel's theorem, and the the third one from Schwarz inequality with s > d/2. This proves (6.4) for 1 ≤ p ≤ ∞. For 0 < p < 1 assume s > d/p − d/2 and apply Nikolskii's inequality to obtain
Now we observe that
where Hölder's inequality and Plancherel's theorem are applied in the first inequality. This completes the proof of (6.4) for 0 < p < 1.
We now proceed with the proof of Theorem 6.1. We assume j = 0 as mentioned above. Since the constant A plays a minor role and affects the result only up to a constant, we fix A = 2 −2 in the proof to avoid unnecessary complications. Moreover, if f k ∈ E(2 k−2 ), then m k f k ∨ = m k Ψ k ∨ * f k and due to (6.5), one has
This enables us to assume
We first deal with the case p = ∞ and 0 < q < ∞.
Proof of Theorem 6.1 (2) . Suppose ν ≥ µ and P ∈ D ν . Let P * = 9P denote the dilate of P by a factor of 9 with the same center. Then P * is a union of some dyadic cubes near P . Then we decompose
Then for any σ > 0
This follows immediately from Young's inequality if q ≥ 1. If q < 1 we apply Hörlder's inequality with 1/q > 1 and (2.5) to obtain
and this proves (6.8). Therefore
Choosing σ > d/q and applying Lemma 2.5 (2), one obtains
Then for x ∈ P and for some C > 0
where the penultimate inequality follows from the Schwarz inequality and Plancheral's theorem, and the last one from Schwarz inequality and the fact F s,2 2 = L 2 s . Now choose t > max (d/ǫ, q) and then
where the second inequality follows from Hölder's inequality, the third and fourth ones from Lemma 2.5 and (2.7), respectively. By taking the supremum of U P and V P over all dyadic cubes P whose side length is less or equal to µ, the proof of Theorem 6.1 (2) ends.
Proof of Theorem 6.1 (1) . The proof of the case 0 < p = q ≤ ∞ is a strightforward application of Lemma 6.2 and therefore we work with only the case p = q and 0 < p < ∞.
The case 0 < p ≤ 1 and p < q ≤ ∞. Assume s > d/p − d/2. The proof is basesd on "∞-atoms" forḟ 0,q p . We recall in [14] that a sequence of complex numbers r = {r Q } Q∈D is called an ∞-atom forḟ 0,q p if there exists a dyadic cube Q 0 such that
where g q (r) is defined as in (4.1). Then one has the following atomic decomposition ofḟ 0,q p , which is analogous to the H p atomic decomposition for 0 < p ≤ 1. 
Moreoever,
According to Lemma 4.1 and Lemma B, if Supp( f k ) ⊂ {ξ : |ξ| ≤ 2 k−1 } for each k ∈ Z, then there exist {b Q } Q∈D ∈ḟ 0,q p , a sequence of scalars {λ j }, and a sequence of ∞-atoms {r j,Q } forḟ
Then by applying l p ֒→ l 1 and Minkowski's inequality with q/p > 1, one has
.
Therefore, it suffices to show that the supremum in the last expression is dominated by a constant times sup l∈Z m l (2 l ·) L 2 s , which is equivalent to
where {r Q } is an ∞-atom forḟ 0,q p associated with Q 0 ∈ D and
Suppose Q 0 ∈ D ν for some ν ∈ Z. Then the condition Q ⊂ Q 0 ensures that A Q 0 ,k vanishes unless ν ≤ k, and thus we actually need to prove
We observe that for x ∈ R d (6.12)
by using the argument in (4.5) and the estimate (6.11). Moreover,
Let Q * 0 := 9Q 0 be the dilate of Q, concentric with Q, with side length 9l(Q 0 ), and
and the first one is dominated by
where the first inequality follows from Lemma 6.2, the second one from (4.5), and the last one from (6.12).
To handle the term (6.14) we apply the embedding l p ֒→ l q and then obtain
, the proof will be finished once we establish the estimates that for some ǫ > 0
By applying the embedding
Recall that x Q denotes the left lower corner of Q ∈ D and observe that for
where the first one follows from Hölder's inequality if 0 < p < 1 (it is trivial if p = 1), the second one from the fact that |x − x Q | |x − y| for x ∈ (Q * * 0 ) c and y ∈ Q ⊂ Q * 0 , and the third one from Schwarz inequality. By applying (2.5) one obtains that for any σ > 0
and then Lemma 2.5 (1) with σ > d/p and (6.13) prove (6.15) with
To verify (6.16) we observe that, similar to (6.7) under the assumption (6.6),
and, it follows from Lemma 6.2 that
Moreover,
Notice that due to (6.12)
and, using Hölder's inequality (if p < 1), one obtains
In conclusion, one has
and this proves (6.16) with
The case 1 < p < ∞ and p < q ≤ ∞. Assume s > 0 and interpolate two estimates
and {m
which have been already proved.
, and choose ǫ > 0 and t > 0 such that
We first consider the case t < p < ∞. In this case we apply Lemma 5.1 to obtain
. Now let x ∈ P ∈ D ν for some ν ∈ Z and define P * = 9P as before. Then, using (6.9),
By the L p/q boundedness of M and Lemma 2.5 (1)
Furthermore, one obtains, from (6.10), that
Then by the L p/t boundedness of M (since p/t > 1 from our assumption), Lemma 2.5 (1) with ǫ > d/t, and the embedding l q ֒→ l t one has
This proves that for
The general case q < p follows from interpolation between (6.17) and L q (l q ) estimate with the same value s > d/ min (1, q) − d/2. Here l q , 0 < q ≤ ∞, is a quasi-Banach space and Peetre's real interpolation method, so called K-method, works. See [13, Chapter 6] for more details about the interpolation method.
Hörmander multiplier theorem for multilinear operators
For notational convenience we will occasionally write f :
For m ∈ L ∞ (R d ) n the n-linear multiplier operator T m is defined by
A multilinear version of Hörmander's multiplier theorem was established by Tomita [27] .
Another boundedness result was obtained by Grafakos, Si [18] Theorem D. Let 0 < p < ∞ and 1/p = 1/p 1 + · · · + 1/p n . Suppose 1 < r ≤ 2 and m satisfies L r,ϑ (n) s
[m] < ∞ for s > nd/r. Then there exists a number δ > 0 satisfying 0
whenever r − δ < p j < ∞ for 1 ≤ j ≤ n.
By using Littlewood-Paley partition of unity {φ k } k∈Z , m( ξ) can be decomposed as
Then (7.1) is a consequence of the following estimates that for s > nd/r
We only concern ourselves with the case i = 1 and use symmetry for other cases by setting p j := p 1,j for 1 ≤ j ≤ n.
We write
and then we note that
We further decompose m (1) as
We refer to T m , we observe that
where (g) l := φ l * g for g ∈ S and l ∈ Z. It suffices to consider only the sum over k 3 , . . . , k n ≤ k 2 and k − 3 − ⌊log 2 n⌋ ≤ k 2 ≤ k, and we will actually prove that
We define Φ l := 2 ld Φ 0 (2 l ·) for l ∈ Z and then observe that for any g ∈ S m≤l φ m * g = Φ l * g and
We see that
where (f j ) k 2 := Φ k 2 * f j . Since the second sum is a finite sum over k 2 near k, we may only consider the case k 2 = k and thus our claim is
To prove (7.4) let 0 < ǫ < min (1, t) such that 1/ǫ = 1 − 1/u + 1/t, which implies u ′ = 1 1/ǫ−1/t where 1/u+1/u ′ = 1. Then using Nikolskii's inequality and Hölder's inequality with u ′ /ǫ > 1 one has
We observe that by using Hausdorff Young's inequality with u ′ ≥ 2 and (7.2),
Therefore
Then it follows from (3.10) and (3.4) that
Now we choose τ < min (1, p) and apply (2.6) to obtain
where the first inequality follows from Hölder's inequality, the second one from Lemma 2.5 (1), the third one from (7.3), the fourth one from Hölder's inequality, and the last one from Lemma 3.1 (1) if p 1 < ∞ or Theorem 3.4 if p 1 = ∞. 7.1.2. High frequency part. The proof for the high frequency part is based on the property that if g k is supported on {ξ :
for h ∈ N. The proof of (7.6) is elementary and standard, so we omit it. Just use the estimate |φ k * g l (x)| M σ,2 l g l (x) for k − h ≤ l ≤ k + h and apply Lemma 2.5 (1). We note that
where (f j ) k,n := Φ k−4−⌊log 2 n⌋ * f j .
Observe that the Fourier transform of
and thus (7.6) yields that
Using the argument that led to (7.5), one has
Fix 0 < γ < 1 and for Q ∈ D k let S Q := S γ,2 Q M t s/n,2 k (f 1 ) k as before and proceed the similar arguments to obtain that
7.2. Proof of Theorem 7.1. As in the proof of Theorem 7.2, it suffices to deal with T m (1) . Suppose 1 < p < ∞ and 1 < p j ≤ ∞ for 1 ≤ j ≤ n. Then we will prove
for each 1 ≤ i ≤ n. First of all, it follows, from Theorem 7.2 with r = u = 2, that (7.7) holds for 2 ≤ p j ≤ ∞. Now assume 1 < p ≤ min (p 1 , . . . , p n ) < 2. Observe that only one of p ′ j s could be less than 2 because 1/p = 1/p 1 + · · · + 1/p n < 1, and we will actually look at two cases 1 < p 1 < 2 ≤ p 2 , . . . , p n and 1 < p 2 < 2 ≤ p 1 , p 3 , . . . , p n . Let T * j m (1) be the jth transpose of T m (1) , defined by the unique operator satisfying
Then it is known in [27] that T * j
and then
where the second inequality follows from Theorem 7.2 and the last one from (7.8).
7.2.2. The case 1 < p < p 2 < 2. Similarly, let 2 < p ′ , p ′ 2 < ∞ be the conjugates of p, p 2 and then [5, 6, 7] and there have been a large number of variants of their results. In this section, we will study boundedness of n-linear pseudo-differential operators associated with forbidden symbols. The n-linear Hörmander symbol class M n S m 1,1 consists of all a ∈ C ∞ (R d ) n+1 having the property that for all multi-indices α 1 ,. . . ,α n ,β there exists a constant C = C α,β such that where the first inequality follows from integration by parts and the second inequality is due to (8.5) and the fact that the domain of the integral is actually |η 1 | ≤ 2 ×· · ·× |η n | ≤ 2 .
Moreover, we decompose m 1, p, q) .
From now on we shall prove (8.8) . Let φ * 0 := Φ 2 and φ * k be Schwartz functions such that Supp( φ * k ) ⊂ ξ : 2 k−2 ≤ |ξ| ≤ 2 k+2 , φ * k = 1 on Supp( φ k ), for k ≥ 1.
