Abstract.We present a general framework for applying machine-learning algorithms to the verification of Markov decision processes (MDPs). The primary goal of these techniques is to improve performance by avoiding an exhaustive exploration of the state space. Our framework focuses on probabilistic reachability, which is a core property for verification, and is illustrated through two distinct instantiations. The first assumes that full knowledge of the MDP is available, and performs a heuristic-driven partial exploration of the model, yielding precise lower and upper bounds on the required probability. The second tackles the case where we may only sample the MDP, and yields probabilistic guarantees, again in terms of both the lower and upper bounds, which provides efficient stopping criteria for the approximation. The latter is the first extension of statistical model-checking for unbounded properties in MDPs. In contrast with other related approaches, we do not restrict our attention to time-bounded (finite-horizon) or discounted properties, nor assume any particular properties of the MDP. We also show how our techniques extend to LTL objectives. We present experimental results showing the performance of our framework on several examples.
Introduction
Markov decision processes (MDPs) are a widely used model for the formal verification of systems that exhibit stochastic behaviour. This may arise due to the possibility of failures (e.g. of physical system components), unpredictable events (e.g. messages sent across a lossy medium), or uncertainty about the environment (e.g. unreliable sensors in a robot). It may also stem from the explicit use of randomisation, such as probabilistic routing in gossip protocols or random back-off in wireless communication protocols.
The verification of MDPs against temporal logics such as PCTL [6] and LTL [49] typically reduces to the computation of optimal (minimum or maximum) reachability probabilities, either on the MDP itself or on the product of the MDP and some ω-automaton. Optimal reachability probabilities (and a corresponding optimal strategy for the MDP) can be computed in polynomial time through a reduction to linear programming, although in practice verification tools often use dynamic programming techniques, such as value iteration which approximates the values up to some pre-specified convergence criterion.
In either case, the efficiency or feasibility of verification is often hindered by excessive time or space requirements due to the size of the model. Common approaches to tackling this problem include: symbolic model checking [3, 34] , which uses efficient data structures to construct and manipulate a compact representation of the model; abstraction refinement [17, 25, 30] , which constructs a sequence of increasingly precise approximations, bypassing construction of the full model using decision procedures such as SAT or SMT; and statistical model checking [51, 24] , which uses Monte Carlo simulation to generate approximate results of verification that can be shown to hold with high probability.
In this paper, we explore the opportunities offered by learning-based methods, as used in fields such as planning [39] or reinforcement learning [47] . In particular, we focus on algorithms that explore an MDP by generating trajectories through it and, whilst doing so, produce increasingly precise approximations for some property of interest (in this case, reachability probabilities) in the states that are visited. The approximate values, along with other information, are used as heuristics to guide the model exploration so as to minimise the solution time and the portion of the model that needs to be considered.
We first present a general framework for applying such algorithms to the verification of MDPs. Then, we consider two distinct instantiations which operate under different assumptions about the information that is available for the MDP, and which produce different classes of results. We distinguish between complete information, where full knowledge of the MDP is available (although not necessarily generated and stored in memory), and limited information, where (in simple terms) it is only possible to sample trajectories of the MDP.
The first algorithm assumes complete information and is based on real-time dynamic programming (RTDP) [5] . In its basic form, this only generates approximations in the form of lower bounds. While this may suffice in some scenarios (e.g. planning), in the context of verification we typically require more precise guarantees. So we consider bounded RTDP (BRTDP) [40] , which supplements this with an additional upper bound. The second algorithm assumes limited information and is based on delayed Q-learning (DQL) [46] . Again, we produce both lower and upper bounds on maximum reachability probabilities but, in contrast to BRTDP, where these are guaranteed to be correct, DQL offers probably approximately correct (PAC) results, i.e., there is a non-zero probability that the bounds are incorrect.
Typically, MDP solution methods based on learning or heuristics make assumptions about the structure of the model. For example, the presence of end components [20] (subsets of states where it is possible to remain indefinitely) can result in either nonconvergence or convergence to incorrect values. Our techniques are applicable to arbitrary MDPs. We first handle the case of MDPs that contain no end components (except for trivial designated goal or sink states). Then, we adapt this to the general case by means of on-the-fly detection of end components, which is one of the main technical contributions of the paper. We also show how our techniques extend to LTL objectives and thus also to minimum reachability probabilities.
Our DQL-based method, which yields probably approximately correct results, can be seen as an instance of statistical model checking [51, 24] , a technique that has received considerable attention. Until recently, most work in this area focused on purely probabilistic models, without nondeterminism, but several approaches have now been presented for statistical model checking of nondeterministic models [18, 19, 36, 7, 37, 23, 38] . However, these methods all consider either time-bounded properties or use discounting to ensure convergence. The techniques in this paper are the first for statistical model-checking of unbounded properties on MDPs.
We have implemented our framework as an extension of the PRISM model checker [34] . This paper concludes by presenting experimental results for an implementation of our BRTDP-based approach that demonstrate considerable speed-ups over the fastest methods in PRISM.
Detailed proofs omitted due to lack of space are available in the appendix.
Related Work
In fields such as planning and artificial intelligence, many learning-based and heuristicdriven solution methods for MDPs have been developed. In the complete information setting, examples include RTDP [5] and BRTDP [40], as discussed above, which generate lower and lower/upper bounds on values, respectively. Most algorithms make certain assumptions in order to ensure convergence, for example through the use of a discount factor or by restricting to so-called Stochastic Shortest Path (SSP) problems, whereas we target arbitrary MDPs without discounting. More recently, an approach called FRET [32] was proposed for a generalisation of SSP, but this gives only a onesided (lower) bound. We are not aware of any attempts to apply or adapt such methods in the context of probabilistic verification. A related paper is [1] , which applies heuristic search methods to MDPs, but for generating probabilistic counterexamples. As mentioned above, in the limited information setting, our algorithm based on delayed Q-learning (DQL) yields probabilistically correct results, similarly to those from statistical model checking [51, 24, 45] . This is an active area of research with a variety of tools [28, 11, 9, 8] . In contrast with our work, most techniques focus on timebounded properties, e.g., using bounded LTL, rather than unbounded properties. Several approaches have been proposed to transform checking of unbounded properties into testing of bounded properties, for example, [52, 22, 44, 42] . However, these focus on purely probabilistic models, without nondeterminism, and do not apply to MDPs. [7] discusses unbounded properties in MDPs with spurious non-determinism, where the way it is resolved does not affect the desired property.
More generally, the development of statistical model checking techniques for probabilistic models with nondeterminism, such as MDPs, is an important topic, treated in several recent papers. One approach is to endow the nondeterminism with probabilistic semantics so that, e.g., uniform distribution is used instead, such as for timed automata in [18, 19, 36] . Another is to restrict to spurious nondeterminism Others [37, 23] , like this paper, aim to quantify over all strategies and produce an ǫ-optimal strategy. The work in [37] and [23] deals with the problem in the setting of discounted (and for approximation thus bounded) or bounded properties, respectively. In the latter work, candidates for optimal schedulers are generated and gradually improved, but "at any given point we cannot quantify how close to optimal the candidate scheduler is" and "the algorithm does not estimate the maximum probability of the property" (cited from [38] ). Further,
[38] considers compact representation of schedulers, but again focuses only on (time) bounded properties.
Since statistical model checking is simulation-based, one of the most important difficulties is the analysis of rare events. This issue is, of course, also relevant for our approach; see the section on experimental results. Rare events have been addressed using methods such as importance sampling [22, 27] and importance splitting [29] .
The role of end components in verifying MDPs is discussed in [20] and asymptotically efficient ways to detect them can be found in [14, 12] . End components can also be collapsed for reasons of efficiency, even when not needed for correctness, e.g. in [15] , where only the lower bound on maximum reachability probability is considered.
Basics about MDPs and Learning Algorithms
We begin by giving some basic background material on MDPs and establishing some fundamental definitions for our learning framework.
Basic notions.
We use N, Q, and R to denote the sets of all non-negative integers, rational numbers, and real numbers, respectively. Also, given real numbers a ≤ b, we denote by [a, b] ⊆ R the closed interval between a and b. We assume familiarity with basic notions of probability theory, e.g., probability space and probability measure. As usual, a probability distribution over a finite or countably infinite set X is a function f : X → [0, 1] such that x∈X f (x) = 1. We call f rational if f (x) ∈ Q for every x ∈ X. We denote by supp(f ) the set of all x ∈ X such that f (x) > 0 and by Dist(X) the set of all rational probability distributions on X.
Markov Decision Processes
We work with Markov decision processes (MDPs), a widely used model to capture both nondeterminism (for, e.g., control, concurrency) and probability. Definition 1. An MDP is a tuple M = S, s, A, E, ∆ , where S is a finite set of states, s ∈ S is an initial state, A is a finite set of actions, E : S → 2
A assigns non-empty sets of enabled actions to all states, and ∆ : S×A → Dist(S) is a (partial) probabilistic transition function defined for all s and a where a ∈ E(s).
Remark 1.
For simplicity of presentation we assume w.l.o.g. that, for every action a ∈ A, there is at most one state s such that a ∈ E(s), i.e., E(s) ∩ E(s
, we can always rename the actions as (s, a) ∈ E(s), and (s ′ , a) ∈ E(s ′ ), so that the MDP satisfies our assumption.
An infinite path of M is an infinite sequence ω = s 0 a 0 s 1 a 1 · · · such that a i ∈ E(s i ) and ∆(s i , a)(s i+1 ) > 0 for every i ∈ N. A finite path is a finite prefix of an infinite path ending in a state. We use last (ω) to denote the last state of a finite path ω. We denote by IPath (FPath) the set of all infinite (finite) paths, and by IPath s (FPath s ) the set of infinite (finite) paths starting in a state s.
A state s is terminal if all actions a ∈ E(s) satisfy ∆(s, a)(s) = 1.
there is a path ω = s 0 a 0 . . . s n such that s 0 = s, s n = s ′ and for all 0 ≤ i < n we have a i ∈ A ′ . A maximal end component (MEC) is an EC that is maximal with respect to the point-wise subset ordering.
Strategies.
A strategy of MDP M is a function σ : FPath → Dist (A) satisfying supp(σ(ω)) ⊆ E(last (ω)) for every ω ∈ FPath. Intuitively, the strategy resolves the choices of actions in each finite path by choosing (possibly at random) an action enabled in the last state of the path. We write Σ M for the set of all strategies in M. In standard fashion [31], a strategy σ induces, for any state s, a probability measure Pr σ M,s over IPath s . A strategy σ is memoryless if σ(ω) depends only on last (ω).
Objectives and values. Given a set F ⊆ S of target states, the bounded reachability for step k, denoted by ♦ ≤k F , consists of the set of all infinite paths that reach a state in F within k steps, and the unbounded reachability, denoted by ♦F , consists of the set of all infinite paths that reach a state in F . Note that ♦F = k≥0 ♦ ≤k F . We consider the reachability probability Pr σ M,s (♦F ), and strategies that maximise this probability. We denote by V (s) the value in s, defined by
, and we call a 0-optimal strategy optimal. It is known [41] that, for every MDP, there is a memoryless optimal strategy. We are interested in strategies that approximate the value function, i.e., compute ǫ-optimal strategies for ǫ > 0.
Learning Algorithms for MDPs
In this paper we study a class of learning-based algorithms that stochastically approximate the value function of a given MDP. Let us fix, for the whole section, an MDP M = S, s, A, E, ∆ and a set of target states F .
We denote by V : S × A → [0, 1] the value function for state-action pairs of M, defined for all (s, a) where s ∈ S and a ∈ E(s) by:
Intuitively, V (s, a) is the value in s assuming that the first action performed is a. A learning algorithm A simulates executions of M, and iteratively updates upper and lower approximations U :
The simulated execution starts in the initial state s. The functions U and L are initialized to appropriate values so that L(s, a) ≤ V (s, a) ≤ U (s, a) for all s ∈ S and a ∈ A. During the computation of A, the simulated execution moves from state to state according to choices made by the algorithm and the values of U (s, a) and L(s, a) are updated for the states visited by the simulated execution. The learning algorithm A terminates when max a U (s, a) − max a L(s, a) < ǫ where the precision ǫ > 0 is given to the algorithm as an argument.
As the values U (s, a) and L(s, a) are updated only for states s visited, and possibly updated with new values that are based on the simulations, the computation of the learning algorithm may be randomised and even give incorrect results with some probability.
Definition 2.
Denote by A(ǫ) the instance of learning algorithm A with precision ǫ. We say that A converges (almost) surely if for every ǫ > 0 the computation of A(ǫ) (almost) surely terminates with L(s, a) ≤ V (s, a) ≤ U (s, a).
In some cases almost-sure convergence cannot be guaranteed. In such cases we demand that the computation terminates correctly with sufficiently high probability. In such a case we assume that the algorithm is given not only the precision ǫ but also an error tolerance δ > 0 as an argument.
Definition 3.
Denote by A(ǫ, δ) the instance of learning algorithm A with precision ǫ and error tolerance δ. We say that A is probably approximately correct (PAC) if, for every ǫ > 0 and every δ > 0, with probability at least 1 − δ the computation of
The function U defines a memoryless strategy σ U which in every state s chooses all actions a maximising the value U (s, a) over E(s) uniformly at random. The strategy σ U is used in some of the algorithms and also contributes to the output.
Remark 2.
Note that if the value function is defined as the infimum over strategies (as in [40] ), then the strategy chooses actions to minimise the lower value. Since we consider the dual case of supremum over strategies, the choice of σ U is to maximise the upper value.
In order to design a proper learning algorithm, we have to specify what knowledge about the MDP M is available at the beginning of the computation. We distinguish the following two distinct cases: This assumption (Assumption-EC) considerably simplifies the adaptation of BRTDP and DQL to the unbounded reachability objective. Later, in Section 4, we show how to extend our methods to deal with arbitrary MDPs (i.e., MDPs with ECs).
We start by formalising our framework for learning algorithms outlined in the previous section, Then, we instantiate the framework and obtain two learning algorithms: BRTDP and DQL.
Algorithm 1 Learning algorithm (for MDPs with no ECs
a ← sampled uniformly from arg max
ω ← ω a s 10:
until s ∈ {1, 0} ⊲ TERMINATEPATH(ω) /* UPDATE phase */ 11: repeat 12:
Our framework
Our framework is presented as Algorithm 1, and works as follows. Recall that functions U and L store the current upper and lower bounds on the value function V , respectively. Each iteration of the outer loop is divided into two phases: EXPLORE and UPDATE. In the EXPLORE phase (lines 5 -10), the algorithm samples a finite path ω in M from s to a state in {1, 0} by always randomly choosing one of the enabled actions that maximise the U value, and sampling the successor state using the probabilistic transition function. In the UPDATE phase (lines 11 -16), the algorithm updates U and L on the state-action pairs along the path in a backward manner. Here, the function pop pops and returns the last letter of the given sequence.
Instantiations: BRTDP and DQL
Our framework will be instantiated with two different algorithms, and the difference between them is the way that the UPDATE function is defined. Unbounded reachability with DQL. On many occasions neither the complete information is available nor repeated sampling is possible, and we have to deal with only limited information about M (see Definition 4) .
For this scenario, we use DQL, which can be obtained by instantiating UPDATE with Algorithm 3. Here the macro LEARN(s, a) is true in kth call of UPDATE((s, a), ·) if since the (k − 2m)th call of UPDATE((s, a), ·) line 4 was not executed in any call of UPDATE(·, ·).
The main idea behind DQL is as follows. As the probabilistic transition function is not known, we cannot update U (s, a) and L(s, a) with the precise values 
c(s, a) = 0 10:
So in addition to U (s, a) and L(s, a), the algorithm uses new variables accum and establish that DQL is probably approximately correct. The parameters m andǭ can be conservatively approximated using only the limited information about the MDP. Even though the algorithm has limited information about M, we still establish the following theorem.
Theorem 2. DQL is probably approximately correct under Assumption-EC.
Remark 5 (Bounded reachability). Algorithm 1 can be trivially adapted to handle bounded reachability properties by preprocessing the input MDP in a standard fashion. Namely, every state is equipped with a bounded counter with values ranging from 0 to b where b is the step bound, the current value denoting the number of steps taken so far. All target states remain target for all counter values, and every non-target state with counter value b becomes rejecting. Then to determine the b-step reachability in the original MDP one can compute the (unbounded) reachability in the new MDP. Al-though this means that the number of states is multiplied by b + 1, in practice the size of the explored part of the model can be small. We first illustrate with an example that the algorithms BRTDP and DQL as presented in Section 3 may not converge when there are ECs in the MDP. In general all states in an EC have the upper bound U always equal to 1 as by definition there is a non-empty set of actions that are guaranteed to keep the next reached state in the EC, i.e., state with an upper bound of 1. This argument holds even for the standard value iteration of the upper bounds initialized to 1.
Unrestricted MDPs
One way of dealing with general MDPs is to preprocess an MDP and identify all MECs [14, 12] , and "collapse" every MEC into a single state (see e.g. [20, 15] ). These algorithms require that the graph model is known and explore the whole state space, which might not be possible either due to limited information (see Definition 4), or because the model is too large. Hence, we propose a modification to the algorithms from the previous sections that allows us to deal with ECs "on the fly". We first describe the collapsing of a set of states and then present a crucial lemma that allows us to identify ECs to collapse.
Collapsing states. In the following, we say that an MDP
and s the state with a ∈ E(s).
where s is the state with a∈E(s).
We denote the above transformation as the COLLAPSE function, i.e., COLLAPSE(R, B) creates M ′ from M. As a special case, given a state s and a terminal state s ′ ∈ {0, 1} we use MAKETERMINAL(s, s ′ ) as shorthand for COLLAPSE({s, s ′ }, E(s)) where the resulting state is renamed to s ′ . Intuitively every transition leading to state s will lead to the terminal state s ′ in the modified MDP after MAKETERMINAL(s, s ′ ). For practical purposes, it is important to note that the collapsing does not need to be implemented explicitly, but can be done by keeping a separate data structure which stores information about the collapsed states. Identifying ECs from simulations. Our modifications will identify ECs "on-the-fly" through simulations that get stuck in them. In the next lemma we establish the identification procedure. To this end, for a path ω, let us denote by Appear (ω, i) the tuple (S i , A i ) of M such that s ∈ S i and a ∈ A i (s) if and only if (s, a) occurs in ω more than i times.
Assume that the EXPLORE phase in Algorithm 1 terminates with probability less than 1. Then, provided the EXPLORE phase does not terminate within 3i 3 iterations, the conditional probability that
The above lemma allows us to modify the EXPLORE phase of Algorithm 1 in such a way that simulations will be used to identify ECs. Discovered ECs will be subsequently collapsed. We first present the overall skeleton (Algorithm 4) of the "on-the-fly" ECs, which consists of two parts: (i) identification of ECs; and (ii) processing them. The instantiations for BRTDP and DQL will differ in the identification phase. Since the difference will be in the identification phase, before proceeding to the individual identification algorithms we first establish the correctness of the processing of ECs.
Algorithm 4 Extension for general MDPs
for all s ∈ R and a ∈ E(s) \ B do 6:
MAKETERMINAL(s (R,B) , 1) 10:
else if no actions enabled in s (R,B) then 11:
is an EC in MDP M, V M the value before the PROCESS ECS procedure in Algorithm 4, and V M ′ the value after the procedure, then:
).
Complete information
Modification of Algorithm 1. To obtain BRTDP working with unrestricted MDPs, we modify Algorithm 1 as follows: for iteration i of the EXPLORE phase, we insert a check after line 9 that if the length of the path ω (which is the number of states in ω) explored is k i , then we invoke the ON-THE-FLY-EC function for BRTDP. The ON-THE-FLY-EC function possibly modifies the MDP by processing (collapsing) some ECs as described in Algorithm 4. After the ON-THE-FLY-EC function terminates, we interrupt the current EXPLORE phase, and start the EXPLORE phase for the i + 1-th iteration (i.e., generating a new path again, starting from s in the modified MDP). To complete the algorithm description we describe the choice of k i and identification of ECs.
Choice of k i . We do not call ON-THE-FLY-EC every time a new state is explored, but only after every k i steps of the repeat-until loop at lines 6-10 in iteration i. The specific value of k i can be decided experimentally and change as the computation progresses, a reasonable choice for k i to ensure that there is an EC with high probability can be obtained from Lemma 1.
Identification of ECs: Algorithm 5.
Given the current explored path ω, let (T, G) be Appear (ω, 0), that is the set of states and actions explored in ω. To obtain the ECs from the set T of explored states, Algorithm 5 computes an auxiliary
Then the algorithm computes all MECs of M T that are contained in T and identifies them as ECs. The following lemma establishes that every EC identified is indeed one in the original MDP.
Algorithm 5 Identification of ECs for BRTDP
1: function IDENTIFYECS(M, T ) 2: compute M T 3: M ′ ← MECs of M T 4: M ← {(R, B) ∈ M ′ | R ⊆ T }
Lemma 3. Let M and M T be the MDPs from the construction above and T the corresponding set of explored states. Then every MEC
Finally, we establish that the modified algorithm, which we refer as OBRTDP (onthe-fly BRTDP), almost surely converges; and the proof is an extension of Theorem 1. 
Limited information
We now present the on-the-fly algorithm for DQL. The three key aspects to describe are as follows: (i) modification of Algorithm 1 and identification of ECs; (ii) interpretation of collapsing of ECs; and (iii) the correctness argument.
Modification Algorithm 1 and identification of ECs. The modification of Algorithm 1 is done exactly as for the modification of BRDTP (i.e., we insert a check after line 9 of EXPLORE, which invokes the ON-THE-FLY-EC function if the length of path ω exceeds k i ). In iteration i, we set k i as 3ℓ 3 i , for some ℓ i (to be described later). The identification of the EC is as follows: we consider Appear (ω, ℓ i ) the set of states and actions that have appeared more than ℓ i times in the explored path ω, which is of length 3ℓ 3 i , and identify the set as an EC; i.e., M in line 2 of Algorithm 4 is defined as the set containing the single tuple Appear (ω, ℓ i ). We refer the algorithm as ODQL (on-the-fly DQL).
Interpretation of collapsing.
We now describe the interpretation of collapsing for MDPs when the algorithm has limited information. Intuitively, once an EC (R, B) is collapsed, the algorithm in the EXPLORE phase can choose a state s ∈ R and action a ∈ E(s) \ B to leave the EC. This is simulated in the EXPLORE phase by considering all actions of the EC uniformly at random until s is reached, and then action a is chosen. Since (R, B) is an EC, playing all actions of B uniformly at random ensures that s is almost surely reached. Note, that the steps made inside a collapsed EC do not count to the length of the explored path.
Choice of ℓ i and correctness. The choice of ℓ i is as follows. Note that in iteration i, the error probability, obtained from Lemma 1, is at most 2c ℓi ℓ
2 i , where δ is the error tolerance. Note that since c < 1, we have that c ℓi decreases exponentially, and hence for every i such ℓ i exists. It follows that the total error of the algorithm due to the on-the-fly EC collapsing is at most δ/2. It follows from the proof of Theorem 2 that for ODQL the error is at most δ if we use the sameǭ as for DQL, but now with DQL error tolerance δ/4, i.e.
Theorem 4. ODQL (on-the-fly DQL) is probably approximately correct for all MDPs.

Extension to LTL
While in this work we focus on probabilistic reachability, our techniques also extend to analysis of MDPs with linear temporal logic (LTL) objectives. Given an LTL objective describing a set of desired infinite paths, the objective can be converted to deterministic ω-automaton [50,43,33,13], and thus analysis of MDPs with LTL objectives reduces to analysis of MDPs with ω-regular condition such as Rabin acceptance conditions [48] . A Rabin acceptance condition consists of a set The value computation for MDPs with Rabin objectives is achieved as follows: an EC (R, B) is winning if for some 1 ≤ i ≤ d we have R ∩ M i = ∅ and R ∩ N i = ∅, and the value computation reduces to probabilistic reachability to winning ECs [16] . Thus extension of our results from reachability to Rabin objectives requires processing of ECs for Rabin objectives (line 3-11 of Algorithm 4). The principle of processing ECs is as follows: Given an EC (R, B) is identified, we first obtain the EC in the original MDP (i.e., obtain the set of states and actions corresponding to the EC in the original MDP) as (R, B) and then determine if there is a sub-EC of (R, B) that is winning using standard algorithms for MDPs with Rabin objectives [4] ; and if so then we merge the whole EC as in line 9 of Algorithm 4; if not, and moreover, there is no action out of the EC, we merge as in line 11 of Algorithm 4. With the modified EC processing we obtain OBRTDP and ODQL for MDPs with Rabin objectives.
Experimental Results
Implementation. We developed an implementation of our learning-based framework as an extension of the PRISM model checker [34] , building upon its simulation engine for generating trajectories.We focus on the complete-information case, i.e., BRTDP, for which we can perform a more meaningful comparison with PRISM. We implement Algorithms 1 and 2, and the on-the-fly EC detection algorithm of Sec. 4, with the optimisation of taking T as the set of all states explored so far.
We consider three distinct variants of the learning algorithm, by modifying the GET-SUCC function in Algorithm 1, which is the heuristic responsible for picking a successor state s ′ after choosing some action a in each state s of a trajectory. The first variant takes the unmodified GETSUCC, selecting s ′ at random according to the distribution ∆(s, a). This behaviour follows the one of the original RTDP algorithm [5] . The second uses the heuristic proposed for BRTDP in [40] , selecting the successor s ′ ∈ supp(∆(s, a)) that maximises the difference U (s ′ ) − L(s ′ ) between bounds for those states. For the third, we propose an alternative approach that systematically chooses all successors s ′ in a round-robin (R-R) fashion, and guarantees sure termination.
Results. We evaluated our implementation on four existing benchmark models, using a machine with a 2.8GHz Xeon processor and 32GB of RAM, running Fedora 14. We use three models from the PRISM benchmark suite [35] : zeroconf, wlan, and firewire impl dl; and a fourth one from [21] : mer. The first three use (unbounded) probabilistic reachability properties; the fourth a time-bounded property. The latter is used to show differences between heuristics that were less visible in the unbounded case.
We run BRTDP and compare its performance to PRISM. We terminate it when the bounds L and U differ by at most ǫ for the initial state of the MDP. We use ǫ = 10
in all cases except zeroconf, where ǫ = 10 −8 is used since the actual values are very small. For PRISM, we use its fastest engine, which is the "sparse" engine, running value iteration. This is terminated when the values for all states in successive iterations differ by at most ǫ. Strictly speaking, this is not guaranteed to produce an ǫ-optimal strategy (e.g. in the case of very slow numerical convergence), but on all these examples it does.
The experimental results are summarised in Table 1 precomputation of zero/one states and value iteration) and for BRTDP with each of the three heuristics described earlier. All times have been averaged over 20 runs. We see that our method outperforms PRISM on all four benchmarks. The improvements in execution time on these benchmarks are possible because the algorithm is able to construct an ǫ-optimal policy whilst exploring only a portion of the state space. The number of distinct states visited by the algorithm is, on average, three orders of magnitude smaller that the total size of the model (column 'Num. states') and reachable state space under the optimal adversary contains hundreds of states.
The RTDP heuristic is generally the slowest of the three, and tends to be sensitive to the probabilities in the model. In the mer example, changing the parameter q can mean that some states, which are crucial for the convergence of the algorithm, are no longer visited due to low probabilities on incoming transitions. This results in a considerable slow-down. This is a potential problem for MDPs containing rare events i.e. modelling failures that occur with very low probability. The BRTDP and R-R heuristics perform very similarly, despite being quite different (one is randomised, the other deterministic). Both perform consistently well on these examples.
Conclusions
We have presented a framework for verifying MDPs using learning algorithms. Building upon methods from the literature, we provide novel techniques to analyse unbounded probabilistic reachability properties of arbitrary MDPs, yielding either exact bounds, in the case of complete information, or probabilistically correct bounds, in the case of limited information. Given our general framework, one possible direction would be to explore other learning algorithms in the context of verification. Another direction of future work is to explore whether learning algorithms can be combined with symbolic methods for probabilistic verification. 
A Proof of Theorem 1: Correctness of BRTDP
Assume that there are no ECs in M with the exception of (trivial) components containing two distinguished terminal states 1 (the only target state) and 0 (a "sink" state).
Consider Algorithm 1 with UPDATE defined in Algorithm 2, but now with line 17 being "until false", i.e. iterating the outer repeat loop ad infinitum. Denote the functions U and L after i iterations by U i and L i , respectively.
Lemma 4.
For every i ∈ N, all s ∈ S and a ∈ A,
Let Σ U be the set of all memoryless strategies in M which occur as σ Ui for infinitely many i. Each σ ∈ Σ U induces a chain with reachable state space S σ and uses actions A σ . Note that under σ ∈ Σ U , all states of S σ will be almost surely visited infinitely often if infinitely many simulations are run. Similarly, all actions of A σ will be used almost surely infinitely many times. Let S ∞ = σ∈ΣU S σ and let A ∞ = σ∈ΣU A σ . During almost all computations of the learning algorithm, all states of S ∞ are visited infinitely often, and all actions of A ∞ are used infinitely often. By definition of δ, for every t ∈ S ∞ and a ∈ A ∞ holds δ(t) = s∈S∞ ∆(t, a)(s) · δ(s) almost surely. Let δ = max s∈S∞ δ(s) and D = {s ∈ S ∞ | δ(s) = δ}. To obtain a contradiction, consider a computation of the learning algorithm such that δ > 0 and δ(t) = s∈S∞ ∆(t, a)(s) · δ(s) for all s ∈ S and a ∈ E(s). Then 1, 0 ∈ D and thus D cannot contain any EC by assumption. By definition of EC we get ∃t ∈ D : ∀a ∈ E(t) : supp(∆(t, a)) ⊆ D and thus for every a ∈ E(t) we have t a / ∈ D with ∆(t, a)(t a ) > 0. Since t a / ∈ D we have δ(t a ) < δ. Now for every a ∈ E(t) ∩ A ∞ we have:
As a corollary, Algorithm 1 with UPDATE defined in Algorithm 2 almost surely terminates for any ε > 0. Further, U i ≥ V ≥ L i pointwise and invariantly for every i by the first lemma, the returned result is correct.
B Proof of Theorem 2: Analysis of the DQL algorithm
In this section we present the analysis of the DQL algorithm for MDPs with reachability objectives, and show that the algorithm is probably approximately correct. We explicitly provide Algorithm 6 as a full pseudocode of the DQL algorithm, with minor modifications that will be discussed later.
Initialization of Algorithm 6. The algorithm initializes the following variables:
U (s, a) is the upper bound on the value of the state action pair (s, a) and is initialized to 0 for s = 0 and to 1 otherwise; accum U m is the accumulator as discussed in Section 3, and is initialized to 0; c U (s, a) is counting the number of times the state action pair (s, a) was experienced, and is initialized to 0; t u (s, a) is the iteration number (timestep) of the last update of the U (s, a) estimate of the state action pair (s, a), initialized to 0; and Learn U (s, a) is boolean flag indicating whether the strategy is considering a modification to its upper-bound estimate U (s, a); and the value t U * denotes the iteration (timestep) of the last upper bound estimate change, and is initialized to 0. The similar variables for lower bounds are distinguished by a L superscript.
Body of Algorithm 6.
Let s denote the state of the MDP in iteration (timestep) t. In every iteration the algorithm chooses uniformly at random an action a from the set of enabled actions E(s), that has a maximal estimate of the upper bound. The strategy plays action a and the MDP reaches a new state s ′ . If the strategy considers updating of the U (s, a) estimate, the value U (s ′ ) is added to the estimator accum U m (s, a). Whenever the state action pair (s, a) is experienced m times, an attempt to update the estimate U (s, a) will occur. The update will be successful if the difference between the current estimate U (s, a) − accum U m (s, a)/m is greater or equal to 2ǫ 1 . In case of a successful update the new upper bound for the state action pair (s, a) is accum U m (s, a) + ǫ 1 (the precise values for m and ǫ 1 will be given later in the analysis part). If the attempted update is not successful and t U (s, a) ≥ t U * the strategy will not consider any updates of the upper bound until some other state action pair (s ′ , a ′ ) is successfully updated. The code for lower bound estimates is symmetric with a single difference: when the strategy does not intend to perform updates of the lower bound of the state action pair (s, a), i.e., Learn L (s, a) = false a successful update of the upper bound estimate can make the strategy consider the updates again, i.e., sets Learn L (s, a) back to true. Finally, if the newly reached state s ′ is in {0, 1}, i.e., the simulation reached a terminal state and is restarted back to the initial state s. Otherwise the following iterations starts with s being the newly reached state s ′ . For simplicity of analysis we consider a slightly less succinct version of the DQL algorithm presented in the main text (Algorithm 1 with Algorithm 3 as the UPDATE function) and present Algorithm 6. The main differences of the algorithms are as follows:
-For every state-action pair (s, a) we introduce separate boolean flag Learn U (s, a) (resp. Learn L (s, a)) for the upper (resp. lower) bound. The DQL procedure in Algorithm 3 contains a single shared boolean flag. Having these flags separated allows us to reason about upper bounds without considering updates of the lower bounds. The effect of having a single shared flag does not affect the bounds presented in Theorem 2. This follows from the fact that only the number of attempted updates of the upper bound estimates has doubled. However, as the number of steps is given in big O notation, the statement of Theorem remains unaffected. -The updates of the accum U m (resp. accum L m ) accumulator are performed in a different order. In Algorithm 6 the updates of the accumulator are executed immediately. In the DQL procedure of Algorithm 3 the updates of the accumulator occur only after the simulation reaches the terminal state (0 or 1) and the updates are done in a stack-like fashion, i.e., last visited state is the first to be updated. First consider an intermediate step: the updates of the accumulator are performed in a queuelike fashion, after the simulation reaches the terminal states. This can double the amount of required iterations, as for an update to be performed one has to wait until the simulation terminates. However, the constant does not affect the statement of Theorem 2 as the results are given in big O notation. It is easy to observe, that updating values in a stack-like fashion can only increase the rate of convergence as opposed to queue like updating. This follows from the fact that every simulation ends in terminal state 0 or 1 and propagating the value in a stack-like fashion can update the accumulator even of the initial state after a single simulation.
Analysis of upper bounds U (s, a).
In what follows we present an adapted proof of DQL [46] that analyses MDPs with discounted rewards. We adapt the proof to our setting of undiscounted reachability objectives. We write U t (s) = max a∈A {U t (s, a)} for the maximal U-value estimate of state s at iteration (time) t. We write U * (s) for the actual upper bound at state s and U * (s, a) for the actual upper bound at state s when action a is played. We denote by U σ M (s, T ) the value function of strategy σ in MDP M starting in state s for the T -step bounded reachability objective.
Assumption 1 We say an MDP M with a reachability objective ♦(F ) satisfies Assumption 1 if for every state s = 0 that is in an EC, we have that the value of that state is 1.
Lemma 6. Let M be an MDP and σ a memoryless strategy ensuring that a terminal state is reached almost surely. Then the system of Bellman equations
f (1) = 1 f (0) = 0 f (s) = ε(s) + s ′ ∈S σ(s)(a) · ∆(s, a)(s ′ ) · f (s ′ ) otherwise
has unique solution, for any choice of numbers ε(s).
Proof. Let F : R |S| → R |S| be the function that performs one iteration of the Bellman equations. We show that F |S| is a contraction. Let P (s, s ′ , k) be the probability that when using σ and starting in s, we end in s ′ after exactly k steps.
Algorithm 6 DQL algorithm 1: Inputs: ((S, 0, 1), A, m, ǫ1) 2: for all (s, a) ∈ S × A do 3:
Choose uniformly an action a from arg max a ′ ∈E(s) U (s, a ′ ) 12: s ← s ′ note that in the last line above, the second and third summands are independent of x, and so
where ||(x, y)|| ∞ = max s |x(s) − y(s)| is the maximum norm. Because M is MECfree, a terminal state is reached with nonzero probability within |S| steps, and hence
We have proved that F |S| is a contraction. Applying Banach fixpoint theorem we get that there is a unique fixpoint for F |S| , meaning that f has unique solution.
Lemma 7. Let M be a MEC-free MDP, then M satisfies Assumption 1.
Proof. Trivially, by definition.
Lemma 8. The number of successful updates of the U-value estimates in Algorithm 6
is bounded by |S||A| ǫ1 . Proof. Let (s, a) ∈ S × A be a fixed pair and U (s, a) its value estimate. The value of U (s, a) is initialized to 0 or 1 and every successful update decreases the estimate by at least ǫ 1 . It is also impossible for any update to result in a negative U-value estimate. It follows that the number of successful estimate updates for a fixed pair (s, a) is bounded by Proof. Let (s, a) ∈ S × A be a fixed pair, U (s, a) its value estimate, and Learn U (s, a) the learning flag for this pair. After visiting state s and playing action a for m times an attempt to update the estimate U (s, a) occurs. In order to have another attempt to update the estimate U (s, a) some some estimate needs to be successfully updated after the last attempt to update the estimate U (s, a). If there is no successful update of any estimate, the learning flag Learn U (s, a) is set to false, and there are no attempted updates for U (s, a) while Learn U (s, a) = false. By Lemma 8 the number of successful updates of the U-value estimates in bounded by |S||A| ǫ1 . It follows that the number of attempted updates for the estimate U (s, a) is bounded by 1+ |S||A| ǫ1 . As there are |S||A| many pairs of U-value estimates in the algorithm, we have that the number of attempted updates of U-value estimates is bounded by |S||A|(1 + |S||A| ǫ1 ).
⊓ ⊔
For every timestep t we define K t to be the set of all state-action pairs (s, a) ∈ S×A such that:
Assumption 2 Suppose an attempted update of the U-value estimate U (s, a) of the pair (s, a) ∈ S × A occurs at time t, and that the m most recent visits to the state s while a was played are
, then the attempted update at time t will be successful.
We specify the value of m:
Lemma 10. The probability that Assumption 2 is violated during the execution of Algorithm 6 is bounded by δ/6.
Proof. Fix any timestep k 1 (and the complete history up to time k 1 ) such that at time k 1 state s is visited and action a played, (s, a) ∈ K k1 , and after m − 1 more visits to state s while playing action a an attempt of an update will occur. Let
m be any sequence of m next states, reached from state s after playing action a. Due to the Markov property, whenever the strategy is in a state s and plays action a, the resulting next state does not depend on the history of the play. Therefore, the probability that the state s is visited and action a is played m − 1 more times and the resulting sequence of next states is equal to Q, is at most the probability that Q is obtained by m independent draws from the transition probability distribution ∆(s, a). It follows that it suffices to show that the probability that a random sequence Q causes an unsuccessful update is at most δ/3.
Let us fix a sequence of states Q = s [1] , s [2] , . . . , s[m] that is drawn from the transition probability distribution ∆(s, a). Let X 1 , X 2 , . . . , X m be a sequence of independent and identically distributed random variables, where every X i is defined as 
Our choice of m evaluates the right-hand side of the inequality to
As the random variables are independent and identically distributed we have that
.
If X − E[X 1 ] < ǫ 1 holds and an attempt to update the U-value estimate of the pair (s, a) occurs using these m samples, the update will be successful. Suppose that state s is visited and action a played at times k 1 < k 2 < . . . < k m , where k m = t and at time k i the next state drawn from the transition distribution ∆(s, a) is s[i]. Then we have:
The first inequality follows from the fact, that the U-value estimates can only decrease, i.e., for all states s ∈ S and all i ≤ j we have U i (s) ≥ U j (s). The second inequality follows from the presented Hoeffding bound. The equality follows from the definition and the fact that U t (s, a) = U km (s, a) = U k1 (s, a), and the last inequality follows from the assumption that (s, a) ∈ K k1 , i.e., U k1 (s, a) −
To conclude the proof we extend the argument, using the union bound, to all possible timesteps k 1 that satisfy the conditions above. The number of such timesteps is bounded by the number of attempted updates, that is by Lemma 9 equal to |S||A|(1 + |S||A| ǫ1 ). We have that the probability that Assumption 2 is violated is at most δ/6. ⊓ ⊔ 
Lemma 11. During the execution of Algorithm 6 we have that
holds, for all attempted updates, with probability at least 1 − δ/6. Assuming the inequality holds, the proof is by induction on the timestep t. For the base case we initialize all U-value estimates for states s in S \ 0 and actions a ∈ A to U 1 (s, a) = 1 which is clearly an upper bound. All the states s ∈ 0 are absorbing non-target states, therefore the initialization value 0 is also an upper bound. Suppose the claim holds for all timesteps less than or equal to t, i.e., U t (s, a) ≥ U * (s, a) and U t (s) ≥ U * (s) for all state action pairs (s, a). Assume s is the t-th state reached and a is an action played at time t. If there is no attempt to update or the update is not successful, no U-value estimate is changed and there is nothing to prove. Assume there was successful update of the U-value estimate of the state action pair (s, a) at time t. Then we have:
The first step of the inequality follows by construction of the Algorithm, the second inequality follows from the induction hypothesis, and the last one from the equation above.
⊓ ⊔
Lemma 12. If Assumption 2 holds then: If an unsuccessful update of the estimate U (s, a) occurs at time t and Learn
Proof. Assume an unsuccessful update of the estimate U (s, a) occurs at time t and let k 1 , k 2 , k 3 , . . . , k m = t be the m most recent visits to state s while action a was played. We consider the following possibilities: (i) If (s, a) ∈ K k1 , then by Assumption 2 the attempt to update the U-value estimate U (s, a) at time t will be successful and there is nothing to prove. (ii) Assume (s, a) ∈ K k1 and there exists i ∈ {2, m} such that (s, a) ∈ K ki . It follows there must have been a successful update of the U-value estimate between times k 1 and k m , therefore the learning flag Learn U (s, a) will be set to true, and there is nothing to prove. (iii) For the last case we have for all i ∈ {1, m} that (s, a) ∈ K ki , in particular (s, a) ∈ K km = K t . As the attempt to update the Uvalue estimate at time t was not successful, we have that K t = K t+1 , and therefore (s, a) ∈ K t+1 . The result follows.
Lemma 13. The number of timesteps t such that a state-action pair
Proof. We show that whenever (s, a) ∈ K t for some time t, then in at most 2m more visits to the state s while action a is played a successful update of the U-value estimate U (s, a) will occur. Assume (s, a) ∈ K t and Learn U t (s, a) = false. It follows that the last attempt to update the U-value estimate U (s, a) was not successful. Let t ′ be the time of the last attempt to update U (s, a). We have that t ′ ≤ t and by Lemma 12 we have that (s, a) ∈ K t ′ +1 . It follows there was a successful update of some U-value estimate since time t ′ and before time t, otherwise K t ′ = K t . By the construction of the algorithm, we have that Learn t+1 = true and by Assumption 2 the next attempt to update the U-value estimate U (s, a) will be successful.
Assume (s, a) ∈ K t and Learn t (s, a) = true. It follows from the construction of the algorithm, that in at most m more visits to state s while action a is played an attempt to update the estimate U (s, a) will occur. Suppose this attempt takes place at time q ≥ t and the m most recent visits to state s while action a was played happened at times k 1 , k 2 , . . . , k m = q. There are two possibilities: (i) If (s, a) ∈ K k1 then by Assumption 2 the attempt to update the estimate U (s, a) at time q will be successful; (ii) If (s, a) ∈ K k1 , we have that K k1 = K t . It follows there was a successful update of some U-value estimate ensuring that the learning flag Learn t (s, a) remains set to true even if the update attempt at time q will not be successful. If the update at time q is not successful, it follows that (s, a) ∈ K q+1 , and by Assumption 2 the next attempt to update U (s, a) will succeed.
By Lemma 8 the number of successful updates of the U-value estimate U (s, a) is bounded by
and by the previous arguments we have that whenever for some t we have that (s, a) ∈ K t then in at most 2m more visits to state s while action a is played, there will be a successful attempt to update the estimate U (s, a). The desired result follows. 
The first step in the derivation above splits the sum, according to the set K T . The first term can be eliminated as for paths p T in K T visit only states-action pairs that are common to both MDPs. ⊓ ⊔ Lemma 15. Given a Markov chain M , a state s in the Markov chain, p m the minimal positive transition probability, and
we have:
Proof. We can express V M (s) as a sum of V ≤T M (s) the probability to reach the target state within T timesteps and V >T M (s) the probability to reach the target state for the first time after T steps. Then:
It follows we need to show that V >T M (s) ≤ τ . We have by Lemma 23 of [10] 
T , where c = e Proof. Suppose Algorithm 6 is run on a MDP M. We assume Assumption 2 holds, and that U t (s, a) ≥ U * (s, a) holds for all time-steps and all state-action pairs (s, a) ∈ S × A. By Lemmas 10 and 11 we have that the probability that either one of these assumption is broken is at most 2δ 6 . Consider a timestep t, and let A t denote the strategy executed by Algorithm 6. Let π t be the memoryless strategy given by the U-value estimates at time t, i.e., π t (s) = arg max a∈E(s) U t (s, a). Let s t be the state of the MDP occupied at time t.
We define a new MDP M ′ , that is identical to the original MDP M on state-action pairs that are in K t . Let 1 (resp. 0) be the target (resp. losing absorbing) state in MDP M. Given a state-action pair (s, a) ∈ K t , we define the probability to reach the target state 1 from s while playing a to U t (s, a) and with the remaining probability 1 − U t (s, a) the loosing absorbing state 0 is reached.
denote the probability of reaching a state-action pair (s, a) not in K t , while playing the strategy A t from state s t in MDP M for T turns. Let Pr (U ) denote the probability of performing a successful update of the U-value estimate of some stateaction pair (s, a), while playing the strategy A t from state s t in MDP M for T turns. We have that:
The first step follows from Lemma 14, the second inequality follows from the fact that A t behaves as π t as long as no U-value estimate is changed. The last step follows from Lemma 11.
Next we consider two mutually exclusive cases. First case: First suppose that Pr (A M ) + Pr (U ) ≥ ǫ 2 , i.e., by following strategy A t the algorithm will either perform a U-value estimate update in T timesteps or encounter a state action pair (s, a) ∈ K t in T timesteps, with probability at least ǫ 2 /2 (since Pr (A M or U ) ≥ (Pr (A M )+Pr(U ))/2). By Lemma 8 the former event cannot happen more that |S||A| ǫ1
times and by Lemma 13 the latter event cannot happen more than 2m|S||A| ǫ1
times. We are interested in the number of steps after which every state-action pair (s, a) will have its U-value estimate updated 1 ǫ1 times with probability at least 1− u . We also assume that the probability of event A M or U happening in T timesteps is exactly ǫ 2 , as higher probabilities can only decrease the number of steps needed for updating all of the Uvalue estimates with sufficiently high probability.
Let k = ζ ǫ2 u. We define a random variable X i for 0 ≤ i ≤ k that is equal to 1 if event A M or U happened between times iT and (i + 1)T and 0 otherwise, and let S = k i=0 X i . We want to show that Pr (S ≤ ζ) ≤ δ 6 . By a variant of Chernoff bound [2] and the fact that E[S] ≥ k · ǫ 2 we have:
≤ e −γ 2 k·ǫ 2 2
and it remains to show that e
ζ ≤ e
It follows that after O( 
It follows that:
and ǫ 2 = ǫ/8 we get the desired results, i.e., |S| then for all states s ∈ S we have:
Proof. Note that V πt M ′ is the least fixpoint of the following set of Bellman equations:
As the input MDP M satisfies Assumption 1, it follows that also the modified MDP M ′ satisfies Assumption 1, as no new ECs are introduced. One can show that whenever an MDP satisfies Assumption 1 there exists a unique fixpoint of the Bellman equations above.
Note that π t (s) plays uniformly at random actions a that maximize U t (s, a). Similarly U t is the greatest fixpoint of the following set of equations:
where every inequality given a fixed π t can be viewed as a equality U t (s) = One can also view the equations for U t as assigning a positive cost bounded by 3ǫ 1 to every move of the strategy before the terminal state 0 or 1 are reached. These two states are reached in the Markov chain obtained by playing strategy π t with probability 1. This follows from Assumption 1 and from the fact the strategy π t plays uniformly all the actions that maximize U t (s). Every EC in M ′ satisfies that all the states in the EC (except state 0) have value 1. It follows that from every EC in M ′ with the exception of the terminal states 1 and 0 (i) there exists an action that with positive probability leaves the EC, and (ii) this action is played by π t with positive probability. We denote by c min the lower bound on the minimal transition probability in the Markov chain is p min / max s∈S E(s). The probability to reach the terminal states 0, 1 in |S| steps is bounded from below by c |S| min . The probability not to reach the terminal states in |S| steps is therefore 1 − c |S| min . The expected cost to reach the terminal states is bounded by:
|S| Discussion about the lower bound estimates. The case for the lower bounds is simpler, as at timestep t the current greedy strategy π t is not influenced by the value of the lower bound estimates L(s, a). By dual arguments to the case of upper bounds, one can show, that with high probability the lower bound estimates L(s, a) are actual lower bounds. By Lemma 16 we have, that after O( ζT ǫ2 ln( 1 δ )) steps, the memoryless strategy π * determined by the upper bounds is ǫ/2 optimal with probability 1 − δ/2 and no further improvement of the strategy π * will occur. Once we fix the strategy π * and the MDP M we obtain a Markov chain in which the lower bounds are being propagated for O( that the EXPLORE phase in Algorithm 1 terminates with probability less than 1. Then, provided the EXPLORE phase does not terminate within 3i 3 iterations, the conditional probability that Appear (ω, i) is an EC is at least 1 − 2c
Proof (Sketch). The main idea behind the proof is following. Each execution of the explore phase simulates a path ω of M according to the memoryless strategy determined by the function U . In fact, ω can be seen as a path in a Markov chain MC (i.e., a MDP where every state has exactly one enabled action) obtained from M by fixing the memoryless strategy. Here states of MC correspond to state-action pairs (s, a) of M such that a is chosen in s with a positive probability (we also add an initial state s where the first action is chosen). The chain MC is constructed in such a way that each bottom scc 5 corresponds to an end-component in M.
5 A bottom scc (bottom strongly connected component) is a maximal set D of states (with respect to the subset ordering) such that for all states s, s ′ ∈ D the state s ′ is reachable from s with a positive probability and no state outside of D is reachable from s.
Applying Lemma 23 of [10] , we obtain a bound on the probability that a path starting in s visits a bottom scc of MC in at most i steps. Using the same lemma we also bound the probability that a path of MC starting in a state of a bottom scc visits all states of this bottom scc i + 1 times within κi(i + 1) steps. Putting these two bounds together, we obtain that with probability at most 1−2c i i 3 , the first 2i 4 steps of a path starting in s visit all states of the bottom scc i + 1 times and all other states at most i times. Observe that this bottom scc may contain 1, or 0 in which case the EXPLORE phase terminates within 2i 4 iterations. It follows, that with probability at least 1 − 2c i i 3 , the EXPLORE phase in Algorithm 1 either terminates within 2i 4 iterations, or Appear (ω, i) is an EC. Finally, to obtain the conditional probability, we observe that if there is a bottom scc in MC reachable from s that does not contain 1, or 0, then such bottom scc is reachable with probability at least (p min /E m ) κ . Using simple probability theory and algebra, we obtain that the desired conditional probability is 1 − 2c
Proof. In what follows we denote by maxU (s) the set of all actions a ∈ E(s) that maximise U (s, a). Note that the EXPLORE phase samples an infinite path of a finitestate Markov chain MC (i.e., a MDP where every state has exactly one enabled action) whose set of states is {s} ∪ {(s, a) | s ∈ S ∧ a ∈ E(s)} and transitions are defined as follows: There is a transition with probability x from s to (s, a) iff a ∈ maxU (s) and
There is a transition with probability
In other words, x is the probability that s ′ follows (s, a) and then a ′ is chosen by the EXPLORE phase in s ′ .) Note that in exp (− (p min /E m ) κ / κ), the number p min /E m is less than or equal to the minimum positive transition probability in MC , and κ is the number of states of MC . A bottom scc (or a recurrent class) of a Markov chain is a maximal set (with respect to inclusion) of states D such that for all s, s ′ ∈ D the state s ′ is reachable from s with positive probability and no state outside of D is reachable from any state of D with positive probability. It is well known that almost every infinite path initiated in any state of a finite MC visits all states of some bottom scc infinitely many times. Also, observe that each bottom scc of MC determines an end-component of M in a natural way.
Assume that there is a bottom scc reachable from s that contains neither 1, nor 0. Let us denote by R app the set of all infinite paths of MC starting in s that within 2i 3 steps -visit all states of a bottom scc at least i + 1 times, -visit all other states at most i times.
Let R 1,0 be the set of all infinite paths that visit {1, 0} within 2i 3 steps and let R 1,0 be the complement of R 1,0 . Let P 1,0 be the probability Pr MC ,s (R 1,0 ), and let P 1,0 = 1−P 1,0 = Pr MC ,s R 1,0 . As bottom scc of MC determine end-components of M we obtain the following: Assuming that the EXPLORE phase in Algorithm 1 does not terminate within 2i 3 iterations, Appear (ω, i) is an end-component with (conditional) probability at least Pr MC ,s R app |R 1,0 . So it suffices to bound the conditional probability Pr MC ,s R app |R 1,0 .
First, we show the following inequality:
By Lemma 23 of [10] , with probability at most 2c i , an infinite path of MC starting in s does not visit a bottom scc of MC within i steps. Let D = {s 0 , s 1 , . . . , s k } be a bottom scc of MC . Observe that with probability at most 2c i , an infinite path starting in s ℓ does not visit s ℓ+1 mod k within i steps. It follows that with probability at most k2c i , an infinite path starting in s ℓ does not visit all states of D within ki steps. However, then with probability at most (i + 1)k2c
i ≤ (i + 1)κ2c i , an infinite path starting in s ℓ does not visit all states of D at least i + 1 times within ki(i + 1) ≤ κi(i + 1) steps. Finally, with probability at most 2c i + (i + 1)κ2c i = 2c i (1 + iκ + κ), an infinite path starting in s either fails to reach a bottom scc within i steps, or reaches a bottom scc within i steps but fails to subsequently reach all states of this bottom scc at least i + 1 times within κi(i + 1) steps. Thus, with probability at least 1 − 2c
, an infinite path starting in s visits an end-component within i steps and then all states of this bottom scc at least i+1 times within κi(i+1) ≤ 2i 3 steps. This proves Equation (1). Now it is easy to see thatP
Then the desired conditional probability satisfies:
by (1)
C.2 Proofs of Lemma 2
Lemma 2. Assume (R, B) is an EC in MDP M, V M the value before the PROCESS ECS procedure in Algorithm 4, and V M ′ the value after the procedure, then:
Proof. Point 1. The function MAKETERMINAL(s (R,B) , 0) is called in Algorithm 4 only if there are no actions available in state s (R,B) and R ∩ F = ∅. It follows that the support of all the actions that were enabled in states in R in MDP M stays in R, i.e, there is no action leaving the set R . As R ∩ F = ∅, it follows that for all states in R the probability to reach the target state is 0 and therefore ∀s ∈ R : V M (s) = 0 .
The function MAKETERMINAL(s (R,B) , 1) is called in Algorithm 4 only if R ∩ F = ∅. A strategy in MDP M that plays in state s ∈ R all the actions E(s) ∩ B uniformly at random, will visit all the states in R almost surely. It follows that from every state s ∈ R the target set is reached almost surely. It follows that ∀s ∈ R : V M (s) = 1 Points 2 and 3. These two points follow directly from Theorem 2 of [15] . ⊓ ⊔
C.3 Proofs of Lemma 3
Lemma 3. Let M and M T be the MDPs from the construction above and T the corresponding set of explored states. Then every MEC (R, B) in M T such that R ⊆ T is an EC in M.
′ be the two MDPs, and let (R, B) be a MEC in M T such that R ⊆ T . As T ⊆ S we have that the states of R are present in MDP M. The three other required properties 1. B ⊆ s∈R E(s); 2. if s ∈ R, a ∈ B, and ∆(s, a)(s ′ ) > 0 then s ′ ∈ R; and 3. for all s, s ′ ∈ R, there exists a path ω = s 0 a 0 s 1 a 1 . . . s n such that s 0 = s, s n = s ′ , and for all 0 ≤ i < n we have that a i ∈ B and ∆(s i , a)(s i+1 ) > 0; follow easily from the fact that for all states s ∈ R and actions a ∈ B we have:
D Proof of Theorem 3: Correctness of OBRTDP
Consider Algorithm 1 with line 17 being "until false", i.e. iterating the outer repeat loop ad infinitum (we prove that in this situation, the original expression max a U (s, a) − max a L(s, a) from line 17 goes to zero). As the MDP M may change during computation of the learning algorithm, we denote by and in s. Thus slightly abusing notation we may consider states of each M i to be sets of states of the original MDP M. So given a state ξ ∈ S i of M i , we write s ∈ ξ to say that the state s ∈ S of M belongs to (or corresponds to) the state ξ. Note that V M (s, a) = V Mi (ξ, a) for s ∈ ξ ∈ S i and all a ∈ E i (ξ). Thus, in what follows we use V (s, a) to denote V M (s, a). We also denote by U i and L i the functions U and L after i iterations. Observe that U i , L i : S i × A i → [0, 1]. We extend U i and L i to states of S by U i (s, a) := U i (ξ, a) and L i (s, a) := L i (ξ, a) for s ∈ ξ ∈ S i and all a ∈ E i (ξ). We also use E i (s) to denote E i (ξ) for s ∈ ξ ∈ S i .
Claim. For all s ∈ S, every i ∈ N and all a ∈ E i (s), As a corollary, Algorithm 1 with UPDATE defined in Algorithm 4 and extended with calls to ON-THE-FLY-EC almost surely terminates for any ε > 0. Further, U i ≥ V ≥ L i pointwise and invariantly for every i by the first claim, the returned result is correct.
E Proof of Theorem 4: Correctness of ODQL
We define a sequence of random variables (X i ) ∞ i=1 on executions of ODQL. The value of X i is 1 if there is a call to COLLAPSE taking place in the execution after the i-th EXPLORE phase, and 0 otherwise.
Lemma 18.
For any ǫ 3 , ǫ 4 > 0, we can find i such that with probability 1 − ǫ 3 after i EXPLORE phases the probability that a further collapse happens is less than ǫ 4 .
Proof. On each execution, the sequence (X i ) ∞ i=1 is non-increasing. Moreover, COL-LAPSE can happen at most |S| · E m times in each execution, because each invocation of COLLAPSE reduces the number of states or actions. Since there are finitely many collapses on each execution, for every execution there is i where X i is 0. Thus also lim i→∞ E[X i ] = 0 and we conclude by Markov inequality.
⊓ ⊔
We use random variable M ′ to denote the MDP after i EXPLORE's. The probability that V in M is the same as V on M ′ (extended to M by "decollapsing") is at least 1 − ǫ 3 = ǫ 4 − ǫ 5 , where ǫ 5 is the probability that at least one of the collapses merges a non-EC. By Lemma 1, we can bound the probability of erroneous collapses by the choice of ℓ i , we obtain ǫ 5 < δ/2.
Furthermore, when along an execution all calls to COLLAPSE only collapse ECs, due to Lemma 2 we can use the analysis from Theorem 2 to obtain that for any k, after k updates the probability that the bounds U and L are correct is the same as in the case of the MEC-free DQL, denote it δ ′ and note δ ′ < δ, where δ is the error tolerance of DQL.
We now show what happens with the remaining ECs:
Lemma 19. For every ǫ 6 , ǫ 7 > 0 there is j such that with probability 1 − ǫ 6 after j + i EXPLORE phases, the probability that the following holds is at least 1 − Proof. We either visit an EC only finitely often or not. In the former case, we can bound with arbitrarily high probability when the last visit happens. In the latter case, we first show we visit all states infinitely often if we visit at least one of them infinitely often.
Lemma 20. For every EC E, at any moment either U (s) = 1 for each s ∈ E, or U (s) = 0 for each s ∈ E. Moreover, the latter happens only due to an invocation of MAKETERMINAL or for state 0 (if there is any).
Proof. Since there are always actions leading only to E, U (s) = 1 is an invariant as long as there are any actions. The actions can only be removed by MAKETERMINAL. The only condition when U (s) = 1 at the beginning of ODQL is for the state 0.
⊓ ⊔ Due to Lemma 20 we know that when we enter an EC, we always play a uniform strategy on the actions inside the EC and those that leave the EC whenever their U is also 1. Due to uniformity of the strategy and bounded branching, we visit each state of the EC infinitely often.
Since we never collapse, we never get stuck in any EC. Hence every action from every visited EC keeps U equal 1.
Consider the set Σ U of strategies played infinitely often. Then for every EC visited infinitely often the only reachable BSCC's in the Markov chains induced by strategies of Σ U are with U equal 1, namely consist of the vertex 1 (we never get stuck in any other EC than 1 or 0). Therefore, the value achieved under any strategy of Σ U is 1, hence V is 1 for these EC, finishing the proof of the lemma.
⊓ ⊔ From Lemma 19, it follows that the only MECs visited are with V equal 1. Consider an r.v. assigning to each execution an MDP M ′′ by taking M ′ (or, more precisely, taking an MDP which the random variable M ′ has as its value) and replacing each MEC E that is never more visited after j + i EXPLORE's and has value v by a fresh state s E with E(s E ) = {a} and ∆(s E , a)(1) = v, ∆(s E , a)(0) = 1 − v.
All the ECs of MDP M ′′ have V equal 1 and the states of M ′′ have the same V as of M ′ with probability 1 − ǫ 6 − ǫ 7 . Denote Good the set of executions where V on M ′′ (extended to M by "decolapsing") is the same as V on M. Their probability P(Good ) is at least 1 − 7 k=3 ǫ k , where ǫ 3 + ǫ 4 + ǫ 6 + ǫ 7 can be made arbitrarily low, hence we can consider P(Good ) = 1 − ǫ 5 , i.e. equal to the probability that only ECs were collapsed.
Define DQL' as the EC-free DQL where input is an MDP where each EC (except for state 0) has V equal 1. This induces a mapping coll between Good executions of ODQL after j + i calls to EXPLORE on M ′ and runs of the corresponding executions of DQL' on M ′′ . Intuitively, as if we restarted the DQL' on the "almost" collapsed MDP M ′′ with bounds initialized to "conservatively improved" U j+i (and L j+i ). The mapping is a measure preserving bijection between Good and coll (Good ).
We now show DQL' is a correct extension of DQL on the "almost" collapsed MDPs.
Lemma 21. DQL' guarantees the same error tolerance δ as DQL.
Proof. Observe that M ′′ satisfies the Assumption 1. We conclude by Theorem 5 of Appendix B.
We now show DQL' is a correct extension of DQL with "conservatively improved" initialization. Proof. Since on every MDP where the only EC with V different from 1 is the state 0 there is a unique fixpoint of the Bellman reachability equations, the value to which DQL' converges also is the lowest fixpoint, therefore we obtain as precise approximation. Moreover, as U and L can only be closer to V , the maximal possible number of changes of values U and L as stated in the proof of Theorem 2 can only be smaller and thus the error tolerance can only be smaller.
⊓ ⊔
As a result of the two lemmata, with probability P(Good ) − δ 2 where δ 2 < δ the execution of DQL' is in coll (Good ) and returns correct U, L on M ′′ , which are, moreover, the same on M ′ . Therefore, we return correct approximation with probability P(Good ) − δ 1 − δ 2 , where P(Good ) > 1 − δ. Since δ 1 , δ 2 are at most the error tolerance of the underlying DQL the overall error is less than δ if we run the DQL with error tolerance δ/4 i.e. with 
