We present a discriminative key pose-based approach for moves recognition and segmentation of training sequences for high performance sports. Compared to daily human gestures, moves in high performance sports are faster and have low inter-class variability, which produce noisy features and ambiguity. Our approach combines a robust filtering strategy to select frames composed of discriminative poses (key poses) and the discriminative Latent-Dynamic Conditional Random Fields (LDCRF) model to predict a label for each frame from the training sequence. We evaluate our approach on unsegmented sequences of Taekwondo training. Experimental results indicate that our methodology outperforms the Decision Forests method in terms of efficiency and accuracy. Our average recognition rate was equal to 74.72% while Decision Forests achieves 58.29%. The experiments also show that our approach was able to recognize and segment high speed moves like roundhouse kicks, which can reach peak linear speeds up to 26 m/s.
Introduction
High performance athletes are always under a heavy load of training to reach the pinnacle of their physical condition and performance [19] . The heavy load of training they submit themselves, if not properly conducted, can lead to injuries or even career-ending [4, 16] . The standard method of athlete moves analysis is carried out by video recording, for further human evaluation. This is done by manually watching the whole video, which is both time consuming and er-
The e-mails of the authors affiliated with the Universidade Federal de Minas Gerais are: {claudio.marcio, erickson, leob}@dcc.ufmg.br, {luizeduardocemery, cristianoarruda}@ufmg.br.
The e-mail of the author affiliated with the Universidade Federal de Alagoas is: thales@pos.mat.ufal.br ror prone. With the advances in techniques in Computer Vision and Pattern Recognition fields, however, this task has been made easier. Out of those techniques, two popular ones are: RFID sensors [33] and optical markers [20] . However, they are limited by the necessity of a controlled environment, they have to be supervised by specialists and employ expensive equipment.
In this work, we aim at developing a methodology to assist athletes to improve their performance, accordingly. Our approach receives a record training sequence and automatically recognizes and segments the moves performed by the athlete. The final segmented video can be used by coaches to analyse the athletic performance in duration and order of each move.
Instead of using the traditional technique of analyzing all frames of a recording, we employ a filtering technique based on key poses [9] that selects only a small set of frames to be used by the learning method. Specifically, we employ the discriminative Latent-Dynamic Conditional Random Field (LDCRF) model [26] to capture the intrinsic and extrinsic dynamics of substructure of the moves.
A high frame rate acquisition is essential to represent fast moves (present in high performance training). On the other hand it may create a large number of similar frames, which slow down the recognition process and might decrease the classification rate, since the sequence will contain more noisy data (a long sequence of repeated frames). In order to overcome these issues, we propose a filtering method based on key posesṪhe key poses filter outputs a concise set of discriminative poses that can represent a movement. This process is actually an adaptive sampling that provides one with a simpler movement representation and consequently a simpler and smaller data to be used in the recognition process. To evaluate our method, we applied that on several Taekwondo moves sequences. The dataset was created by recording high performance athletes training sessions in a professional training center 1 . The main contributions of this work can be summarized as: i) a complete framework for high performance moves recognition and segmentation; ii) to empirically show that using just a small number key frames of a recording may produce better results than using all frames, increasing accuracy and reducing the processing time, and iii) a new dataset composed of high frequency moves.
Related Work
A significant amount of work has been done on gesture recognition and video segmentation. In particular, the video temporal segmentation based on gesture or activities is still a challenge when we consider unsupervised segmentation. The problem of classifying individual frames over time was investigated by Spriggs et al. [29] . Specific actions from first-person sensor position were analyzed using Gaussian Mixture Models (GMMs), Hidden Markov Models (HMM's), and K-Nearest Neighbor (K-NN). With K-NN on unsupervised segmentation, 61% of the frames were correctly classified. Kernelized Temporal Cuts [13, 14] and Semi-Markov Models [28] have also been used in the last years. A modified Hidden Conditional Random Field (HCRF) is used in the work of Mailapalli et al. [32] with optical flow features, which require prior tracking and stabilization of the individual in the center of a video sequence. They achieved accuracies from 70.64% to 78.53% in perframe classification.
In the work of Xia et al. [34] it is presented a method to classify actions using an HMM based solution that relies on posture visual words, built from Histograms of 3D joints (HOJ3D). Devanne et al. [6] used spatio-temporal motion trajectories to represent human actions and a K-NN classifier was adopted to recognize gestures, achieving better results when compared to the method of Xia et al. A depth data based method is proposed by Yu et al. [35] . The authors present an online approach based on orderlets using both skeleton and depth data to classify frames.
Despite the wide range of work for gesture recognition using low cost devices (e.g. cameras, RGB-D sensors, etc.), virtually all works focus on every day human actions [8, 30, 21, 11] . There is a small number of works that is tackling with movements in general sports [15, 5] and even smaller for high performance sports such as martial arts [2] . Wada et al. [31] developed a motion analysis system designed to help martial arts choreographed movements training. Similar to these works we will use a RGB-D sensor for human movement recognition, but in a more challenging environment that includes repetitive, faster and complex fight moves.
In general, moves recognition in sports context [1, 10, 27, 18, 17, 7] has been tackled with complex setup of cameras. El-Sallam et al. [7] presented a 24 opto-sensitive cameras setup capturing 50 frames and a markerless system to be used to optimize the athletes techniques during training sessions. Their system aims sports such as jumping, throwing, pole vault, and javelin throw. The methodology can also be applied in other sports that do not essentially require the tracking of the full joint kinematics, since it is focused on velocity evaluation and silhouette segmentation. In addition to the 24 cameras, it requires a manual identification of the movements. Like the El-Sallam et al.'s work, we use a markerless approach to be used in sports context. However, our focus is in automatic action recognition and segmentation by using a single RGB-D sensor.
For daily gestures or moves in sports, a common procedure to compute features is to analyze the human pose. Several approaches have been proposed to estimate human poses. A non-rigid articulated point set registration framework for human pose estimation was developed by Song and Guoliang [12] . The authors developed the technique to improve two registration techniques, Coherent Point Drift (CPD) and Articulated Iterative Closet Point (AICP). Zecha et al. [36] worked on a new methodology for detecting key poses in top-class swimmers videos. They used RGB side images of swimmers to manually annotate the key poses for later recognition using a maximum likelihood approach which predicts the key-pose. We will also use key poses in a sport context but, differently from Zecha et al., the key poses are not manually annotated, they are detected without any human intervention. Another difference between our method and Zecha et al. is that, while they worked on key poses for only one type of movement, we work with key poses of several different moves and use them for recognition and video segmentation.
Borras et al. [3] proposed a taxonomy of whole-body balancing poses using the environment to enhance the poses identification. They covered a wide variety of poses, however, their work is focused on balancing poses designed to help the development of humanoid robots and doesn't include the any kind of fighting poses. Another difference from our work and Borras et al.'s work is that we don't consider the environment to make the poses extraction. Another robotic application is the one designed by Lea et al. [22] . They used a Skip-Chain Conditional Random Field to automatically segment and recognize fine-grained robot surgical in a constrained environment. We also used a CRF based methodology but applied in a non-constrained environment with faster speed actions. Additionally, our filtering step occurs before submitting the data to the learning method while the method of Lea et al. skips some of the CRF chain elements.
Similarly to our work, Faugeroux et al. [9] also use a subset of frames extracted from the sequence. In their technique, a decision forest is built by using nodes to represent discriminative key poses and leaves to represent gestures, i.e. moves in our case. Each path in a tree of the forest, from the parent of a leaf to the root, corresponds to a possible sequence for a move in reverse order, to allow online recognition. Therefore, each tree rooted at a certain key pose k encodes all moves whose final key pose is k. In this way, the maximum number of trees is the number of key poses in the key pose set. Due to this similarity we will use this work as our baseline in the experiments.
Methodology
The input of our method is a training set composed of sequences of frames {f 1 , . . . , f n } and their respective move labels represented by sequences of moves labels {y 1 , . . . , y n }. Each label is a member of a set Y of possible moves labels, e.g. Y = {RigthKick, Lef tP unch}. Each frame f i is represented by a feature vector Φ(f i ) ∈ R d , where the function Φ extracts features by analyzing the human pose.
Our first objective is to perform a supervised learning using this training set, by training a LDCRF model. Using this learning approach, we aim at recognizing and segmenting unlabeled sequences containing several executions of different moves.
Our training methodology can be briefly described in the following steps: i) key pose extraction from the training set data; ii) key pose labeling and filtering of each trained sequence; iii) LDCRF training using the filtered frames represented by their feature vectors computed by Φ.
The model generated by the LDCRF will be used for moves recognition, as described in Section 3.3. Figure 1 illustrates the whole process.
Key poses extraction
The first step of our method is the selection of the most discriminative frames (key poses) from the sequence. In the work of Faugeroux et al. [9] is presented a methodology to automatically extract a concise and discriminative key pose set as well as the key pose sequence representing each gesture example. To extract the key poses, the method initially represents a record of gestures (several gestures performed with a short pause between each one) as a curve in high dimensional space, and consider that between each gesture execution, the user performs short pauses. These pauses intervals can be easily identified by intervals of high curvature and the gestures are characterized by low curvature intervals, allowing a robust segmentation of gestures. All the process is carried out using a skeleton estimated from depth.
After the moves segmentation, the key poses can be extracted using a greedy strategy as follows: The key poses must be trained a priori, i.e. we must first define the group of moves we want to analyze and thus submit them to the key poses extraction process. Each key pose from frame f j is represented internally by a feature vector Φ(f j ) that is concatenated from two types of skeletal information, namely:
• Joints: the 3D coordinates of each of the 20 body joints;
• Joint-angles: 9 zenith θ and 8 azimuth φ angles of upper and lower body joints [24] .
The final feature vector is given by
where J i ∈ R 3 is the i-th joint, θ is the zenith and φ the azimuth of the skeleton extracted from key pose of frame f j . The elements of the feature vector used in the learning methods are described in the Section 4.
Filtering process
Once the key pose extraction is completed, we have a set K = {k 1 , k 2 , . . . , k m } of key poses, that group all key poses previously extracted from all moves. We take the sequence of frames F = {f 1 , f 2 , . . . , f m } and map each one to a key pose of our set of key poses K using a nearest-neighbor classifier combined with the pose similarity threshold = 2π to classify a frame f i . If there is no key pose assigned to a frame, it returns an invalid pose. The nearest-neighbor classifier is given by the function:
where ∆ is the distance function between the key pose k and the pose in the frame. Suppose an athlete performs a move at 30 FPS. In this case, there will be little body pose variation among a sequence of contiguous frames, even for fast moves. Therefore, it is easy to notice that our methodology will assign the same key pose to a sequence of contiguous frames until another the pose of a certain frame becomes more similar to another key pose. So, we can properly select only one frame, out of the contiguous frame sequence that has the same label, to be the representative frame of that interval.
At the end of this process, we will have our filtered frames set X = {x 1 , x 2 , . . . , x m }, in which we can associate a move label to each frame, forming our moves set Y = {y 1 , y 2 , . . . , y m }.
Although simple, this frame selection strategy proved to be efficient, as will be shown in Section 4. From the sequence of frames that have the same key pose label, we choose the first one in its sequence. In this way, instead of saving the skeletal information at each frame we have a considerably smaller amount of information saved at each recording, which will be further used in the learning process.
Model training and testing
One benefit of the filtering process is to have a less amount of information to store, reducing the processing time. Besides, one of our goals is to evaluate the performance of the recognition using a smaller number of frames compared to the all frames approach. Thus, for each move performed by the athletes we extracted 17 angles (θ and φ) of upper and lower body joints (according to Miranda et al. [24, 25] ) per frame at a 30 FPS rate;
The recognition is performed by a LDCRF model trained with training data. LDCRF is a discriminative method that combines the CRFs capabilities of capturing extrinsic gesture dynamics with the HCRFs capabilities of capturing intrinsic gesture sub-structure. It generates hidden state variables that model both the sub-structure of a class sequence and the dynamics between class labels [26] .
Another advantage of LDCRF is its capabilities of making a per frame classification. By using LDCRF we are capable of i) mapping between a sequence of frames and their respective labels and ii) an association of disjoint sets of hidden states with each class label. Therefore, LDCRF will enable a mapping between each frame from a filtered recording and its given Taekwondo move.
After filtering the frames as described in Section 3.2, we submit our set of filtered frames X and the corresponding set of labels Y to the LDCRF. The learning step generate the model, creating a vector of hidden variables h = {h 1 , h 2 , . . . , h m } to each pair key pose/label. This vector estimate the sub-structure of the moves sequence. The final latent conditional model is given by
where Θ is the vector with the parameters model, k is the set of key poses represented by feature vector, i.e. k = {Φ(k i ), . . . , Φ(k i )}.
Since the LDCRF has P (h | k, Θ) = 0 when the sets of hidden states H are disjoint, we have:
Using the CRF formulation we can write P (y | h, k, Θ) as:
where Z(k, Θ) is the normalization function and the potential function F j (h, k) is either the sum of the transition functions or the sum of the state functions.
During test phase, whenever we submit a new set of filtered key poses, the LDRCF estimates the most likely label y * that maximizes the conditional model:
where Θ * represents the parameters of the trained model.
Experiments
We evaluated the performance of our approach using a dataset composed of Taekwondo moves. All data were acquired using a single Microsoft Kinect (a low cost RGB-D sensor). We selected seven commonly used Taekwondo moves in our experiments, namely: i) right kick, ii) left kick, iii) right kick to the head, iv) left kick to the head, v) right punch, vi) left punch, and finally vii) back kick. A characteristic that differs our approach from other recognition and segmentation works is that we perform experiments with high speed movements like roundhouse kicks [23] , which can reach peak linear speeds up to 26 m/s.
Data acquisition
Our experiments were carried out at the sports training center with the guidance of its Taekwondo head coach. We selected ten athletes of different genders, ages and heights to perform the seven different moves. The athletes ages ranged from 14-to 26-years old and their height from 160 cm to 176 cm.
Since there is little variation of each move among athletes (they are professional athletes), the extraction of key poses was performed using the training sequence from a selected single athlete. Figure 2 shows three out of the seven moves and their respective extracted key poses.
The remaining sequences are used for the recognition and segmentation processes. During the data acquisition, the RGB-D sensor was set to a position where its camera and sensors could capture the athlete's body sideways.
We evaluated the recognition rate of the two kinds of features, namely: All-frames (unfiltered) and Key-poses. Beyond comparing the filtered and unfiltered recognition rate, we contrast our methodology and Decision Forests learning method.
Moves Recognition
In this experiment all the athletes performed each move separately for 10 seconds (i.e., the athlete 1 repeatedly performed the right kick for 10 seconds, took a pause, repeatedly performed the left kick for 10 seconds, took another pause and so on). Consequently, after the whole recording process, we captured 70 recordings of 10 seconds. In this case, we are evaluating the accuracy of our method, then we use these segmented sequences. 
Experiment
Number of Hidden states Regularization Factor Key-poses 4 100.0 All-frames 5 0.0 Table 1 . Best parameters found for our method using key pose filtering (Key-poses) and using the complete frame sequence (Allframes) in the validation phase. These values are used in all tests.
To evaluate the influence of key poses filtering step, we performed two different tests: i) All-frames: we disable the filtering step and execute the training/testing using all frames; ii) Key-poses: tests with the key poses filtering on.
For each experiment (All-frames and Key-poses), we use 30% of each one for validating our parameters (number of hidden states and regularization factor) and the remaining were used for training and tests. The best configuration for each experiment in the validation phase is summarized in Table 1 : 5 hidden states and 0.0 regularization factor for All-frames; 4 hidden states and 100.0 regularization factor for Key-poses.
As the results show in Table 2 , our filtering methodology using Key-poses yield the best results when comparing against the use of All-frames. This is the result of feeding the recognition process with several contiguous frames that are very similar among them. Our methodology works using the LDCRF learning method, and as it works mapping the dynamics between frames, these redundant frames harm the modeling process.
We compare the performance of our methodology against the Decision Forests adopted in [9] , which also applies a filtering step to select the more discriminative 
Methodology
Avg. Accuracy Ours 74.72% LDCRF + All-frames 58.29% Decision Forests + Key-poses 51.02% Decision Forests + All-frames 50.61% Table 2 . Average accuracy of our methodology, LDCRF+All-frames and Decision Forests. frames. The average recognition rates obtained are all summarized in Table 2 . One can clearly see that our recognition methodology outperforms the Decision Forests approach in both scenarios, presenting a considerably higher accuracy. The confusion matrix of our approach is shown in Figure 4 . The performance degradation seen in the two left kicks happens due to the complexity and similarity of them. They are as similar between them as the right kicks are between them, but the left kicks' bigger body rotation, with the consequent bigger joint shifting, makes them more complex and more difficult for the learning method.
We also evaluate the running time of our methodology.
Dataset
Running time Key-poses 10.5 All-frames 78.5 Table 3 . Running time comparison in All-frames and Key-poses experiments.
As expected, Table 3 shows that our approach performs a routine recognition faster when using Key-poses.
Temporal segmentation
In the segmentation experiments we use the methods combined with Key-poses filtering, since it was the one that produced the best result in both recognition techniques. Our goal in this experiment is not only to evaluate the accuracy of the recognition, but also compare the quality of the segmentation of our technique with the Decision Forests approach. Figure 3 presents the best and the worst segmentation provided by both methodologies as well as the segmentation groundtruth for the sequence. In our methodology, that uses a discriminative model, we achieve 77.36% and 69.54% as our best and worst accuracies for segmentation, while Decision Forest obtained are 56.79% and 47.01%, respectively.
The charts show that, as a result of a higher recognition rate, our methodology produces a more smooth and accurate segmentation chart than Decision Forests. We can also notice that our method exhibit a bad segmentation result for the left kick, that is coherent to the fact it is one of the most difficult moves to be recognized, due to a huge body spin combined with the high elevation of the leg.
Conclusion
In this paper, we presented a methodology to recognize moves and segment sequences in high performance sports moves based on key poses. We evaluated our methodology on top of Taekwondo, an olympic sport where athletes launch strokes as fast as possible. Our results show that our approach is not only more efficient, but it also achieved both a higher recognition rate and a more accurate segmentation compared to state-of-the-art techniques. In particular, it achieved a 74.72% recognition accuracy using only 13% of the frames from a 30 FPS video training routine, compared to the 58.29% of accuracy of using all frames of the video training routine. The advantages of using the key poses method are not only restricted to recognition rate and segmentation, i.e., the amount of data produced and time required are also reduced. Our results also show that our methodology yields better recognition rate when comparing to the Decision Forests, in both Key-poses and All-frames experiments.
Finally, it is worth to note that our methodology is generic enough to be applied not only to Taekwondo, but also to a large range of other high performance sports.
