Abstract Homogeneous self-dual algorithms for stochastic semidefinite programs with finite event space has been proposed by Jin et al. in [12]. Alzalg [8] , has adopted their work to derive homogeneous self-dual algorithms for stochastic second-order programs with finite event space. In this paper, we generalize these two results to derive homogeneous self-dual algorithms for stochastic programs with finite event space over the much wider class of all symmetric cones. They include among others, stochastic semidefinite programs and stochastic second order cone programs.
Introduction
Symmetric programs [1] are convex optimization problems in which we minimize a linear function over the intersection of an affine set and a symmetric cone. The nonnegative orthant cones, the second-order cones, the cones of real symmetric positive semidefinite matrices, the cones of complex Hermitian positive semidefinite matrices, the cones of quaternion Hermitian positive semidefinite matrices are all well-known examples of symmetric cones. So, linear programs, second-order cone programs [2] , and semidefinite programs [3] are three special cases of symmetric programs. We shall refer to symmetric programming problems as deterministic symmetric programs (DSPs) since the data defining such problems is assumed to be known with certainty. Two-stage stochastic symmetric programs (SSPs) with recourse [4] may be viewed as an extension of DSPs (by allowing uncertainty in data) on one hand, and as an extension of stochastic semidefinite programs (SSDPs) with recourse [5] (by replacing the semidefinite cones with any symmetric cones) and of stochastic second order cone programs (SSOCPs) with recourse on the other hand. See for instance [6] , [7] , [9] and [10] for application models of SSDPs and SSOCPs.
Recently, Alzalg and Ariyawansa [4] have proposed decomposition-based interior point algorithms for SSPs and have proved their polynomial complexity. While the decomposition-based interior point algorithms exploit the structure in a problem, homogeneous interior-point algorithms are another class of algorithms that are designed for general problems. When applied for problems with structure, in many cases homogeneous interior-point algorithms can be designed to exploit the structure by carefully tailoring the operations of the algorithms. Potra and Sheng [11] proposed homogeneous interior-point algorithms for deterministic semidefinite programs. Recently, Jin et al. [12] have proposed homogeneous self-dual algorithms for SSDPs with finite event space of their random variables. Most recently, Alzalg [13] has adopted the work in [12] to derive homogeneous self-dual algorithms for stochastic second-order cone programs with finite event space.
In this paper, we present homogeneous interior-point algorithms for SSPs with finite event space of their random variables. Since our analysis applies to all symmetric cones, this work extends the work of Jin et al. in [12] for two-stage stochastic semidefinite programs, and the work of Alzalg [13] for two-stage stochastic second-order programs. The proposed procedure closely follows that of [13] , but with a clearly more general setting, therefore promising to be applicable to a wider variety of real-world applications. Furthermore the special structure of the SSP problem has been exploited in order to significantly reduce the computational burden.
The organization of the paper is as follows. In Section 2, we introduce some notations of the theory of Euclidean Jordan algebras associated with the symmetric cone that are necessary for our subsequent analysis. We devote Section 3 to present the homogeneous model for DSPs. In Section 4, we first present the general definition of an SSP in primal standard form (as defined in [4] ), we then present and analyze the method for computing the search direction in the proposed algorithm that exploits the special structures in our SSP problem. Section 4 is ended by estimating the computational complexity of the proposed algorithm with the method analyzed and applied on our SSP problem. Section 5 presents computational results on a case-study problem and Section 6 has some concluding remarks.
Notations
The theory of Euclidean Jordan Algebra connects all symmetric cones [14] . In this section, we introduce some notations and review very briefly background of the Euclidean Jordan Algebra that have been used throughout the paper. We list below the symbols on the left hand side and their related meanings on the right hand side.
R m×n the vector space of real m × n matrices, J n a Euclidean Jordan algebra with dimension n (we drop n if it is known), K J the cone of squares of a Euclidean Jordan algebra J , e the identity element of J , rank(J ) the rank of J , X 0 (X ≻ 0) the matrix X is positive semidefinite (positive definite),
same as x y (x ≻ y), x • y the bilinear operator that maps (x, y) from J × J into J ,
trace(x • y); the Frobenius inner product of x, y ∈ J .
For an element x ∈ J , let L(x) : J −→ J be the linear map defined by L(x)y := x • y, for all y ∈ J . Note that L(x)e = x and L(x)x = x 2 . Note also that the operators L(x) and L(
For x, y ∈ J , let Q x,y : J × J −→ J be the quadratic operator defined by
Therefore, in addition to L(x), we can define another linear map Q x : J −→ J associated with x that is called the quadratic representation and defined by
Throughout this paper, we use "," for adjoining elements of a Euclidean Jordan algebra J in a row, and use ";" for adjoining them in a column. Thus, if J is a Euclidean Jordan algebra, and x i ∈ J for i = 1, 2, . . . , m, we have
. . .
and we write (
We also use the superscript "T" to indicate transposition of column vectors in R n . The above notions are also used in the block sense. For example, if x = (x 1 ; x 2 ; . . . ; x r ) and y = (y 1 ; y 2 ; . . . ; y r ) where x i , y i belong to a Euclidean Jordan algebra J n i for i = 1, 2, . . . , r, then
. . . ; x r −1 ), e := (e 1 ; e 2 ; . . . ; e r ).
Here e is the identity of J n 1 × J n 2 × · · · × J nr .
We also write the multiple-block symmetric cone inequality x J n 1 ×J n 2 ×···×J nr 0 (or simply x 0 when the dimensions n 1 , n 2 , . . . , n r are known from the context) to mean that x ∈ J n 1 × J n 2 × · · · × J nr . It is immediately seen that, for every vector x ∈ J n 1 × J n 2 × · · · × J nr , x 0 if and only if x is partitioned conformally as x = (x 1 ; x 2 ; . . . ; x r ) and x i 0 for i = 1, 2, . . . , r. We also write x y or y x to mean that x − y 0.
Those who are not familiar with the basics of the theory of Euclidean Jordan algebras are strongly encouraged to read [1, Section 2] (see also [14, Chapter II]) where the formal definitions and the theory of most of the notions listed above can be found. For the sake of importance, we only present the following definition and theorem [1] . Definition 2.1. We say two (single or multiple-block) elements x and y operator commute if L(x)L(y) = L(y)L(x). In other words, x and y operator commute if for all z ∈ J , we have that
Theorem 2.1. For each x and y we have 1. x is nonsingular iff Q x is nonsingular. Furthermore, Q −1
3. If x and y are nonsingular, then so is Q x y. Furthermore, (Q x y) −1 = Q x −1 y −1 .
The Homogeneous Model for DSPs
Let r ≥ 1 be an integer. For i = 1, 2, . . . , r, let m, n, n i be positive integers such that n = r i=1 n i . Let x, c, z be vectors and A be a matrix such that they are partitioned conformally as follows:
x := (x 1 ; x 2 ; . . . ; x r ), s := (s 1 ; s 2 ; . . . ; s r ), c := (c 1 ; c 2 ; . . . ; c r ), and A := (A 1 , A 2 , . . . , A r ), where x i , s i , c i ∈ J n i and A i ∈ R m×n i for i = 1, 2, . . . , r. The DSP problem [2] is written as:
and its dual is accordingly written as:
As mentioned earlier, in this section we briefly present the homogeneous interior point algorithm for DSPs. To do so, we now write the homogeneous model for the pair (P 1 , D 1 ) which is the following:
One can easily show that (1) implies that x • s + τ λ = 0. Note that the elements x and s may not operator commute. Now, we aim to scale the primal-dual pair (P 1 , D 1 ) so that the scaled elements in the resulting pair of problems operator commute. The effective way of scaling that we use here proposed originally by Monteiro [15] and Zhang [16] (called Monteiro-Zhang family of directions) for semidefinite programming, and later generalized by Schmieta and Alizadeh to symmetric programming [1] .
Let p ≻ 0. From now on, with respect to p, we define u := Q p u, and u := Q p −1 u. By Lemma 8 in [1] , we have that Q p Q p −1 = I, so the operators · and · are inverse of each other. In addition, since Q p (K J ) = K J , the cone K J remains invariant under this transformation. Further, by item 3 of Theorem 2.1, the fact that u −1 exists implies that u −1 and u −1 exist.
The above definitions are also applied on multiple block cases as follows:
. . . ; u r ), and
where
With this change of variables the pair (
Note that, by symmetry of Q p , we have
The symmetrized Newton equations with respect to an invertible vector p is defined by the following system:
Here η and γ are two parameters. The computation of the search direction (∆x, ∆y, ∆s) from the above system of equations is the main step at each iteration of the homogeneous interior point algorithm for solving (P 1 , D 1 ). The invertible vector p is chosen as a function of (x; y; s), and for each choice of p we get a different search direction. The following three choices of p are the most common in practice [1] :
• Choice 1 (The xs direction): We may choose p = s 1/2 and obtain s = e. This choice is analogue of the XS direction in semidefinite programming, and is known as the HRVW/KSH/M direction (it was introduced by Helmberg, Rendl, Vanderbei, and Wolkowicz [17] , and Kojima, Shindoh, and Hara [18] independently, and then rediscovered by Monteiro [15] ).
• Choice 2 (The sx direction): We may choose p = x −1/2 and obtain x = e. This choice of directions arises by switching the roles of X and S; it is analogue of the SX direction in semidefinite programming, and is known as the dual HRVW/KSH/M direction (it was also introduced by Kojima, Shindoh, and Hara [18] and rediscovered by Monteiro [15] ).
• Choice 3 (The NT direction): We choose p in such a way that x = s. In this case we
This choice of directions was
introduced by Nesterov and Todd [19, 20] and is known as the NT direction.
We have the following proposition [1] .
Lemma 3.1. Suppose that x ≻ 0, s ≻ 0, and the m rows of the matrix A = (A 1 , A 2 , . . . , A r ) are linearly independent. Then for each of the above three choices of p, x and s operator commute.
Since Q p (K J ) = K J , the system of equations (2) is equivalent to the following scaled Newton equations for symmetric search directions:
As a result, the search direction (∆x, ∆y, ∆s) solves the system of equations (2) if and only if (∆x, ∆y, ∆s) solves the scaled system of equations (3).
Homogeneous Self-dual Methods for SSPs
The SSP problem in its general definition is presented in [4, Section 3] . This section considers the special case in which the event space is finite with K realizations.
The Homogeneous Model for SSPs
Let r ≥ 1 be an integer. For i = 1, 2, . . . , r and k = 0, 1, . . . , K, let m 0 , m 1 , n k , n ki be positive integers such that n k = r i=1 n ik , and let B k := (B k1 , B k2 , . . . , B kr ) for k = 1, 2, . . . , K, W k := (W k1 , W k2 , . . ., W kr ) k = 0, 1, . . . , K, and c k := (c k1 ; c k2 ; . . . ; c kr ) for k = 0, 1, . . . , K be given such that W 0i ∈ R m 0 ×n 0i and c 0i ∈ J n 0i are deterministic data, and B ki ∈ R m 1 ×n ki , W ki ∈ R m 1 ×n ki and c ki ∈ J n ki for k = 1, 2, . . . , K are realizations of random data. Let also h 0 ∈ R m 0 and h k ∈ R m 1 for k = 1, 2, . . . , K. Then an SSP with finite event space in primal standard form is the problem
where x 0 := (x 01 ; x 02 ; . . . ; x 0r ) ∈ J n 01 × J n 02 × · · · J n 0r is the first-stage decision variable, and x k := (x k1 ; x k2 ; . . . ; x kr ) ∈ J n k1 ×J n k2 ×· · · J n kr , for k = 1, 2, . . . , K, are the second-stage decision variables. The dual of (4) is
where y := (y 0 ; y 1 ; . . . ; y K ) ∈ R m 0 +Km 1 and s k := (s k1 ; s k2 ; . . . ; s kr ) ∈ J n k1 × J n k2 × · · · × J n kr , for k = 0, 1, . . . , K, are the variables. Now, we scale the primal-dual pair (4, 5) to get an equivalent pair of problems. Using the same change of variables made in Sect. 3, the pair (4, 5) becomes
and max
Observe that the programs in (6) and (7) are DSPs in primal and dual standard forms, respectively, with block diagonal structures. The homogeneous model for the pair (6, 7) is the system:
The search direction system corresponding to (8) is the system:
and η and γ are two parameters.
Homogeneous Self-Dual Algorithms for SSPs
The generic infeasible algorithm for solving the primal-dual pair (4, 5) is stated formally in Algorithm 1.
Algorithm 1:
Generic homogeneous self-dual algorithm for solving (4, 5)
while a stopping criterion is not satisfied do choose parameters η and γ, and scaling elements p
, ∆λ (j) ) using (9 f), (10), (13) (14) (15) (16) (17) and (10) let (∆x
The next part of this section shows we can exploit the special structures of problem (4, 5) to significantly reduce this computational work. We will compute (∆x
in Algorithm 1 as a solution to (9).
Computing Search Directions Efficiently
The analysis and the method we present is almost word by word extension of the analysis described in [13] for stochastic second-order cone programming. This method decomposes into K smaller computations that can be performed in parallel. We first make the following assumptions about the primal-dual pair (4, 5). Basing on Assumption 4.2 and using item 3 of Theorem 2.1, we can assert that x k ≻ 0 and s k ≻ 0 for k = 0, 1, . . . , K. Since x k and s k operator commute, it follows that x k • s k ≻ 0. This under Assumption 4.1 validates the operations described in our upcoming computations. In particular, the matrix M k defined in (10 a) is nonsingular and positive definite for each k = 1, 2, . . . , K, and the matrix M 0 defined in (10 d) and the matrix W 0 M −1 0 W T 0 are also nonsingular and positive definite. The efficient method presented in this section for computing the search directions mainly depends in computing the following parameters (here k is from 1 to K):
From (9 g, h) we have
for k = 0, 1, . . . , K. Substituting this into (9 d) we get
for k = 1, 2, . . . , K. By using this equality we can write ∆x k as
Now, we substitute (12) into (9 b) to obtain
for k = 1, 2, . . . , K. It follows that
where M k , q k and ν k are defined in (10 a-c) for k = 1, 2, . . . , K. Using (9 g) we have
. By using this equation and (13) in (9 c), we obtain
Thus,
So, ∆x 0 can be written as
where M 0 , t 0 and u 0 are defined in (10 d-f ).
Substituting (14) into (9 a) we get ηr p0 = W 0 (M
From this equation, we can express ∆y 0 as
where α 0 and β 0 are defined in (10 g, h) . We are now ready to perform backward substitution leading to ∆x 0 , ∆y k , ∆x k and then ∆τ . By substituting (15) in (14), ∆x 0 we can express as
where ψ 0 and φ 0 are defined in (10 i, j). By substituting (16) in (13), ∆y k can be expressed as
where α k and β k are defined in (10 k, l) for k = 1, 2, . . . , K. Substituting (17) in (12) we have
Hence, for k = 1, 2, . . . , K, we can express ∆x k as
where ψ k and φ k are defined in (10 m, n) for k = 1, 2, . . . , K. We finally substitute (15), (16), (17), and (18) in (9 e) and use (9 f ) to get
Consequently, ∆τ is given by
Other directions can be obtained by (19) , and moving to the next iteration in Algorithm 1 can then be achieved.
Complexity Estimates
In this part, we estimate the computational complexity of Algorithm 1 with the method described in Subsection 4.2 applied to problem (4, 5) . Although our setting is much more general than that of [12] and that of [13] , the following theorem demonstrates that the algorithms developed for our problem have complexity less than that for the algorithms developed for stochastic semidefinite programs in [12] and similar to that for the algorithms developed for stochastic second-order cone programs in [13] . The reason of that is because of heavily relying on the Euclidean Jordan algebraic characterization of the underling cones in this paper and in [13] . Although the proof of the following theorem is similar to that of the corresponding result, Theorem 5.1, in [13] , [13, Theorem 5.1] is a special case of the following theorem by letting the underlying symmetric cones second-order cones. Proof. The dominant computations of the method in Subsection 4.2 occur at (10). In Table 1 , we list the corresponding numbers of arithmetic operations for these computations. Note that the most expensive steps in each iteration are the computations of M
In particular, we analyze the computational work in (10 d-f ) and (10 a-c) in detail. For any u := (u 1 ; u 2 ; . . . ; u r ) with u i ∈ J n i , the j th block of
The main equations
Estimate of the number of computation of arithmetic operations The number of arithmetic operations required to compute
) for all i, j = 1, 2, . . . , r. Accordingly, the number of arithmetic operations required to compute Table 1 . Similarly, the number of arithmetic operations required to compute
Accordingly, the number of arithmetic operations for (10 a-c) in each iteration is dominated by O(K(m 2 0 n 3 0 +m 3 0 )). From the data presented in Table 1 , it follows that the total number of arithmetic operations in each iteration is dominated by O(K(m 2 0 n 3 0 + m 3 0 )) for any choice of p stated in Section 3. The proof is established.
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It is worth mentioning that each iteration of the matrix M k in (10 a) can be computed independently, and so parallel and distributed processing may be used to achieve substantial reductions in computation time.
Implementing the homogeneous self-dual algorithm
In this section, we discuss the performance of our homogeneous self-dual algorithm (Algorithm 1) on a simple case study problem. We consider multidimensional real sets, so that the problem can be reduced to a standard two-stage stochastic program.
Problem statement
The parameters chosen for the primal-dual pair (4, 5) in terms of vectors c k , h k , k = 0, . . . , K, and matrices W k , k = 0, . . . , K, B k , k = 1, . . . , K, are shown below. For simplicity, we consider the simple case of K = 5 scenarios but the procedure can be easily extended to very large K. 
Parameters have been chosed in order to consider the stochasticity only in the right-hand side term h k , while c k , W k and B k are considered fixed. Scenarios are considered equiprobable and costs c k are intended to include the probability 1/K. Notice that stochastic parameters h k have been chosen in order to obtain an optimal solution x k ≻ 0, k = 1, . . . , K which belong to the interior of the cone.
Solving the problem
In order to make a comparison, problems (4) and (5), with the instance described above, have been at first solved under Matlab environment, release 2013b by using Mosek solver (http://www.mosek.com/) with an optimal objective value of 63.5. As expected the complementarity conditions are satisfied, thus the slack variables s k = 0, k = 0, . . . , K. The corresponding optimal solution is the following: 
k ≻ 0 has been done by calling Mosek solver. In order to handle the requirement to belong to the interior of the cones, a distance from the cone boundary of the order of 9 · 10 −3 has been imposed. We consider the following stopping criteria:
with ǫ * ∈ −10 −1 , −10 −5 . Algorithm 1 converges to the optimal solution in six iterations for all the three choices 1,2, and 3 of the scaling element p presented in Section 3 with an optimal value of the objective function of Problem (4) of 63.5750. The corresponding optimal solution is the following: be recast as stochastic symmetric programming (SSPs) (see [1, 4] ). Interior point methods [21] are one of the most effective classes of algorithms for solving SSPs. Alzalg and Ariyawansa [4] have extended the decomposition-based interior point algorithms to all symmetric cones under uncertainty based on a logarithmic barrier and have proved the polynomial complexity of the resulting algorithm. Decomposition algorithms exploit the structure in a problem, homogeneous algorithms are another class of algorithms designed for general problems. However, when applied for problems with structure, in many cases homogeneous algorithms can be designed to exploit the structure by carefully tailoring the operations of the algorithms. In this paper, we have extended the work of Jin et al. [12] and Alzalg [13] to develop homogeneous self-dual algorithms for solving SSPs as an alternative to the decomposition algorithm proposed in [4] . We have then estimated the number of arithmetic operations in each iteration of the proposed algorithms. We have seen that the algorithms developed in this paper for SSPs have complexity less than that for the algorithms developed in [12] for stochastic semidefinite programs and similar to that for the algorithms developed in [13] for stochastic second-order cone programs. We have also presented computational results on a simple problem for the proposed algorithm.
