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Kurzzusammenfassung
Schon seit zwei Jahrzehnten werden die Vorteile der Integration von Endbenutzer-
Feedback in zunehmend agiler werdende Entwicklungsprozesse in der Industrie
betont. Gerade die inhärente Fluidität von Entwickler-Gemeinschaften in der
Open-Source Software (OSS) Entwicklung macht die Integration von Endbe-
nutzern zu einer spannenden, herausfordernden und letztendlich auch erfolgskri-
tischen Forschungsaufgabe. Die vorliegende Arbeit beschäftigt sich daher mit
diesen Herausforderungen der Integration von Endbenutzern in den Software-
Entwicklungsprozess.
Hierzu wurden auf den aktuellen Trends aus dem Bereich des Requirements-
Engineerings (RE) aufbauend, Konzepte und Prototypen für eine gemeinschaftsori-
entierte Anforderungsanalyse (Community-oriented RE) entworfen und evaluiert.
Ein Ergebnis dieser Evaluierung war jedoch, dass zu einem nachhaltigen gemein-
schaftsorientierten Softwareentwicklungsprozess mehr gehört, als nur entsprechende
Hilfsmittel und Prozesse für die Anforderungsanalyse. Insbesondere hat es sich
als wichtig erwiesen, möglichst viele Benutzer mittels Stimuli zu motivieren, im
Entwicklungsprozess teilzunehmen.
Um die möglichen Anreize für die aktive Teilnahme an der Anforderungsanal-
yse zu untersuchen, nahmen wir interdisziplinäre OSS Projekte als ein Beispiel
erfolgreicher, gemeinschaftsorientierter Software-Entwicklung unter die Lupe. Wir
führten dazu Langzeitstudien zu drei OSS Projekten aus dem Bereich der Bioinfor-
matik durch. Wir haben zunächst verschiedene Methoden für die Erschließung von
Wissen aus den Forschungsdaten zu OSS Projekten aus frei zugänglichen Quellen
der Entwicklungsdokumentation entwickelt. Mit Hilfe dieser Methoden haben wir
in den Forschungsdaten der zu untersuchenden OSS Projekte fünf interne und
zwei externe Stimuli aufgedeckt, die einen signifikanten Einfluss auf die Evolu-
tion der Projekte ausübten. Zur Evaluierung der Resultate konzipierten wir ein
Web-basiertes Dashboard, das die gewonnenen Informationen den entsprechenden
Bioinformatik OSS Gemeinschaften zur Verfügung stellte. Unsere Evaluierung hat
ergeben, dass die OSS Mitglieder sowohl die dargestellten Inhalten als auch die
Darstellungsart relevant und einschlägig fanden.
Die entdeckten Stimuli stellen den wichtigsten Beitrag dieser Arbeit dar und
bringen neue Erkenntnisse im Bereich der gemeinschaftsorientierten Software-
Entwicklung sowie der Dynamik von OSS Projekten. Die gewonnen Informationen
definieren aber auch eine Reihe neuer Herausforderungen an die Organisation,
das Änderungsmanagement, die Datenaufbereitung und Datenanalyse in Software-
Entwicklungsprozessen.
v

Abstract
End-user integration in the software development process has been advocated for
at least two decades in different forms ranging from requirements engineering (RE)
to agile requirements methods. In Open Source Software (OSS), the inherent insta-
bility of development communities outside classical organizations makes end-user
integration in the form of community especially success-critical, and particularly
challenging. Nevertheless, the methods and impacts of community integration in
OSS development processes up to the present have hardly been studied at all.
To design methods for community integration in the development process, we
considered current trends in RE research and practice. We focused on intuitiveness
and enjoyment as they are intended to encourage dialogue between developers
and end-users, whereas from the technological perspective social software is a
trend-setter in RE. In this context, we designed concepts and realized prototypes
for community-oriented RE. However, our evaluation showed that it is not enough
just to provide services for community-oriented RE in that additional forces and
rewards are also required for motivating people to become active participants.
To explore possible motivating forces, we investigated the success factors of the
community-oriented development process. We performed a longitudinal analysis
of three large-scale interdisciplinary OSS projects in bioinformatics. First, we
designed models and methods to facilitate knowledge mining within OSS histories.
Next, with the help of our established methods, we identified five internal and two
external events, i.e. stimuli, which significantly influenced evolution of the OSS
projects. Finally, to evaluate our results, we designed a dashboard and filled it with
the information on detected stimuli. Then we provided the resulting dashboard
to the corresponding OSS communities. Positive feedback and high interest in
our dashboard from OSS project members validated both our technological and
conceptual approaches.
The main findings of this thesis, that is the detected stimuli, does not only
bring new insights in community-oriented software development, but also defines
new challenges for its organization. Specifically, a stimulus of generation change
within an OSS project after five years since the beginning of a project, postulates
questions to areas of sustainability and management. A stimulus of core-periphery
proportion uncovers the importance of an intermedia layer within OSS communities
for the success of the RE process. This finding leads to the question of how we can
encourage and support the intermedia layer of user participation. Other detected
stimuli define new challenges for moderation, modification planning, data analysis,
data consolidation and management.
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1 Introduction
Today the need for end-user integration in product development is advocated
stronger than ever before. By integrating end-users in the development process,
industry hopes to gain access to innovative or even disruptive ideas of end-users.
According to the Grant Thornton report based on a survey conducted by the
Economist Intelligence Unit: “[The customer is] no longer simply a passive recip-
ient of goods and services, customers now help to shape the future of their own
consumption. They are now the leading source of innovation globally (41%), more
important than anything inside companies, including R&D” [GE09]. For example,
the American beer brewing company Budweiser developed its most successful beer
‘Black Crown’ by organizing a competition among twelve company-brewmasters,
in order to make critical decisions based on suggestions acquired through taste
testing by its customers. Another well-known example of successful integration of
end-user knowledge is the Lego platform Mindstorms. Within three weeks after
Mindstorms’ release, a community of advanced users hacked the platform and
subsequently developed numerous extensions. Thanks to these modifications the
platform evolved from a simple toy to an attractive tool for professional developers.
Here end-user innovation helped open new markets for Mindstorms. There are
many other successful products based on knowledge from potential customers. Es-
pecially, in complex, interdisciplinary domains, end-user knowledge and experience
have proven to be crucial for the success of a product.
1.1 Motivation and Background: Community-oriented
Software Development
Many researchers and business people emphasize the need to access innovative or
even disruptive ideas of end-users. Without end-user knowledge it is becomming
more and more difficult for companies to remain competitive in today’s age of
globalization. Open innovation by Chesbrough [Che03] is one of the most famous
examples of a business paradigm which proposes to collect innovative ideas from the
masses. In this paradigm, Chesbrough suggests handling the external knowledge
with a similar priority as the internal. As a consequence, there is a growing need in
information technologies and methods for end-user integration in the development
process, which, however, faces a range of possible challenges and risks such as user
motivation, user integration, communication within interdisciplinary teams, costs,
etc. [PK04], [Sut05].
In his famous “Dynamic Theory of Organizational Knowledge Creation”, Nonaka
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proposes “one way to implement management of organizational knowledge creation
is to create a field or a self-organizing team in which individual members collaborate
to create a new concept” [Non94]. Nonaka relates such a self-organizing team to the
concept of Community of Practice (CoP) by Wenger [Wen98]. CoP is defined as a
group of people “who share a concern or a passion for something they do and who
interact regularly to learn how to do it better.” CoP as a form of social organization
has the potential to link innovation creation and active learning together with day-
to-day work in order to facilitate natural knowledge creation. Natural collaboration
and shared repertoire within a community brings people closer and facilitates
establishment of a common perspective towards shared practice/product. In this
thesis, we define software development driven and influenced by communities as
community-oriented software development process. Hess et al. [HRP+13] call
such a process community-driven development, whereas Raymond [Ray99] refers to
community-oriented software development in Open Source Software (OSS) projects
as the Bazaar model. In the context of community-oriented software development,
the term ‘end-user’ denotes not only people who just use the software but also
those who develop the software inter alia for their own use.
Although Brown and Duguid [BD91] argue that CoP has a potential to be highly
innovative and adaptive, they claim, that “a unified understanding of working,
learning, and innovating is potentially highly beneficial allowing . . . synergistic
collaboration . . .But similarly, attempts to foster such synergies will produce enor-
mous difficulties from the perspective of the conventional workplace.” Nonaka
suggests that to build such a CoP, “a place in which individual perspectives are
articulated, and conflicts are resolved in the formation of higher-level concepts” is
needed [Non94]. Summarized, from a conceptual perspective community-oriented
development has great potential for end-user integration, however, it requires: (1)
mechanisms for community building and sustainability; (2) a negotiation environ-
ment.
To conceptualize mechanisms for community building and sustainability, we can
consider OSS development and research. OSS is software with its code under a
license which permits non-exclusive commercial exploration of the licensed work,
makes available the work’s source code, and permit the creation of derivative works
from the work itself [Lau04]. OSS projects are mainly developed collaboratively
by public communities and, thus, are the result of both - private and collective
actions [HK03]. According to West and Gallagher [WG06], shared rights to use the
technology and collaborative development of that technology link OSS projects to
the open innovation concept. Therefore, publicly available OSS communication
and development repositories provide an opportunity to mine for success factors
of community-oriented development, its organizational principles, and its risks.
End-users are often recognized as the source of innovation in OSS. Nevertheless,
most existing empirical studies of OSS projects have been restricted to developer
sub-communities only. Further investigations into community-oriented software
development within OSS projects are required.
To conceptualize a negotiation environment, we can consider a recent trend in
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the requirements engineering (RE) research and practice - utilization of social
software. Social software offers some special characteristics which are designed
to facilitate stronger end-user involvement in community-oriented processes in
general and in RE in particular. The first characteristic is that a user is no longer
just a consumer. Users increasingly play the central role in the content creation.
Social software provides functionalities of voting, commenting, tagging, etc. which
significantly increases the users’ motivation for active participation and allows
quick feedback iterations. The second characteristic of social software platforms is
a high interconnectivity provided by new interaction means. Supported by such
active, cooperative, and collaborative environments, participant involvement in a
community is being promoted now more than ever. Nevertheless, there is a long list
of special challenges for organization of community-oriented RE processes which
are not addressed by conventional social software. New forms of social software
with a special focus on community-oriented RE are required.
1.2 Research Questions and Methods
The research goal of this thesis is to conceptualize methods and tools to support
sustainable software development in communities. This goal defines the following
two Research Questions (RQs):
RQ1 What are innovative ways for supporting sustainable community-oriented
RE? This RQ leads to a range of questions such as: What is a suitable form
of a negotiation environment for community-oriented RE? How should such
a negotiation environment be designed without limiting a CoP members’
virtual freedom?
In the first iteration of this thesis, we considered existing investigations in
the area of the community-oriented processes. We guided our research by the
ATLAS methodology [KSC+06a]. Its concept is to incorporate the community
members as stakeholders in the requirements and software engineering pro-
cesses as much as possible. The methodology prescribes a continuous cycle:
(1) access to community needs and (2) support for evolving communities in
the form of self-monitoring tools.
In the second iteration, we looked for additional forces to foster end-user active
participation in community-oriented development. Considering the voluntary
nature of community-oriented processes, there is no lifetime guarantee for
an established CoP to expand or to persist. We collected ideas from the
recent research on group awareness in psychology and computer science.
From the technological perspective, we considered representational designs
for information sharing within communities.
RQ2 What are the success factors of community-oriented RE? This question leads
to other queries such as: What events might harm CoP? What changes
significantly influence the CoP’s future development?
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To answer this research question, we conducted a longitudinal empirical
study of three successful interdisciplinary OSS projects. The development
paradigm within OSS projects is fully based on community involvement.
Therefore, publicly accessible histories of OSS projects are an ideal basis for
mining significant evolution triggers of community-oriented development. Yet,
knowledge mining within community-generated context presents a special
challenge. The data should be modeled in a way which allows cross-media
(along different social media) and cross-community (along different CoPs)
analysis. Furthermore, it has to support content analysis at different levels
of aggregation (e.g. member vs. community, message vs. thread). We based
our research on the Mediabase concept which supports the requirements on
data interoperability/aggregation and service reusability [KSC+06b], [DK12].
The research was conducted in the context of several DFG and EU projects. The
DFG funded cluster project Contici with its main goal on development of context
adaptive systems for knowledge processes in CoPs and thereby provided the basis
for the first iteration of our research. In context of Contici, we developed most of
our approaches for RE in CoPs. Additionally, we collected valuable experiences on
social software applications for community-oriented processes in the DAAD funded
project IKYDA and in the EU funded project ROLE. In IKYDA, the developed
social platforms were intended to support knowledge sharing creation in the area
of cultural heritage, whereas in ROLE, innovative social software technologies were
developed to facilitate community-oriented responsive learning.
1.3 Contributions
This work first addressed the question of innovative ways for supporting community-
oriented end-user integration in software development. A prerequisite for design
of end-user oriented processes is the definition of its context. We developed a
model for Community Information System (CIS) and its evolution. The developed
model is based on the widely acknowledged three facet model by De Michelis et
al. [DMDJ+98]. Next, the approaches for community-oriented RE were formally
defined. Our model combines three approaches: (1) monitoring of CoP actions,
(2) analysis of CoP-generated content, and (3) creation of social software with
special focus on community-oriented RE. The model allows us to collect all relevant
information according to our CIS context model. To validate the model, we
designed and implemented a bundle of Web-services based on those state-of-
the-art RE techniques which have been acknowledged as facilitating dialogue
between developers and end-users (e.g. storytelling, annotations, multi media,
etc). Additionally, the developed services incorporate intuitiveness and enjoyment
to foster end-user participation. From a technological point of view, we applied
service-oriented architecture (SOA). The developed platforms were successfully
evaluated within learning communities.
To detect the success factors of community-oriented RE, we considered existing
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studies on OSS project evolution. The methodological approach which we used for
this study presents a special contribution to this thesis. We applied a combination
of social network analysis (SNA) and text mining (TM) to the data collected
from DBLP database to identify OSS research leaders, research directions, and
recent trends. Based on our results, we studied the histories (covering an 11 years
period) of three successful bioinformatics OSS communities - BioJava, Biopython,
and BioPerl. For our study, we designed innovative ways for knowledge mining
within community-generated content. Based on thorough analysis of OSS project
infrastructures, we designed a data management model for OSS data. We also
developed a framework for template-based crawling and a framework for adaptive-
filtering. The concepts of both frameworks are focused on extendability, data
structure independence, and adaptivity. These characteristics are prerequisites for
analysis reusability in other studies. The analysis methods were realized as services
of adaptive-filtering framework. Here again SOA was applied as a technological
approach. Thus, analysis and filtering services can be easily combined with the
services for RE in CoPs. We successfully evaluated all services within several OSS
projects. Finally, we designed a model for RE process discovery which combines
TM, SNA, and sentiment analysis (SA) methods. We guided our further analysis
of OSS communities according to this model. Based on our analysis results, we
were able to identify five internal and two external relevant event types:
• Internal stimuli:
– Generation Change
– Increase of Core-Periphery Proportion
– Change of Organizational Principles
– CIS Restructuring
– Decrease of Infrastructure Quality
• External stimuli:
– Increased Attention to Project Domain
– Competitive Projects
These results provide new insights into the dynamic characteristics of software
developing communities, in their risks and challenges.
To enrich our approaches for community-oriented end-user integration in RE
with our findings on success factors of community-oriented RE, we considered
concepts from psychology and computer science. From psychology, we adapted
the framework for workspace awareness by Gutwin and Greenberg [GG02]. From
computer science, a dashboard was selected and evaluated as an appropriate
technology. We integrated our findings on success factors of community-oriented RE
into dashboard design and successfully evaluated the resulting product prototype
within OSS communities.
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1.4 Thesis Outline
The presentation of this research work begins with an overview of the theoretical
background in Chapter 2. Here, first, the traditional approaches of end-user
integration in the development process are described. The recent trends in end-user
oriented development from the RE perspective are followed by a description of
the current trends in end-user integration from the business perspective. OSS
projects present a successful example of community-oriented software development.
Therefore, Chapter 3 offers a thorough study of the OSS research field. The
chapter presents the basic methods applied to study OSS communities in terms of
population growth and social evolution.
Chapter 4 describes concepts and models for negotiation environment for RE in
CoPs developed within this work (RQ1). To answer RQ2 - “what are the success
factors of community-oriented development?”, first in Chapter 5 our methods
for knowledge mining within community histories are presented. These methods
are then applied for studying the histories (covering an 11 years period) of three
successful bioinformatics OSS communities - BioJava, Biopython, and BioPerl
(Chapter 6). The results of the study are events which significantly influence
community-oriented software development. To enrich previously developed negoti-
ation environment with our findings about success factors, we designed a concept
of Community-Awareness (CA) in Chapter 7. From a technological perspective,
dashboard was selected as an appropriate technological approach for CA. We
integrated the findings of our longitudinal study from Chapter 6 in concepts de-
signed in Chapter 7 and successfully evaluated the resulting product within OSS
communities (Chapter 8).
Finally, Chapter 9 presents lessons learned and an outlook towards future work
in the field of end-user integration in community-oriented software development.
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The elicitation of ideas from stakeholders traditionally takes place within require-
ments engineering (RE). To facilitate open innovation in the form of community-
oriented software development, new approaches to access community needs are
required. On the way to community-oriented requirements elicitation and nego-
tiation, the conventional RE methods and the recent trends need to be explored
first.
2.1 Conventional Requirements Engineering
Originally, RE was conceived as the first step of the waterfall model of the software
life-cycle. There are various definitions of RE, each with its own distinct perspective.
Zave [Zav97] emphasizes real-world goals, precision of specification and its evolution
progress, whereby the definition given by Loucopoulos and Karakostas [LK95]
reveals the fact that RE has to deal with representational, social, and cognitive
aspects. Other researchers stress the importance of social aspects in RE, such
as interaction and cooperation [JGM+94]. Gause and Weinberg set the process
of developing requirements equal to “a process of developing a team of people
who: understand the requirements; (mostly) stay together to work on the project;
know how to work effectively as a team” [GW89]. During RE, functional and
non-functional requirements of a product are collected, negotiated, analyzed, and
validated [Poh97]. The crucial importance of RE for the product success has been
previously shown by many examples. The following concepts applied for RE present
varied meannigs:
Goal-Oriented RE is concerned with setting goals i.e. objectives a system should
achieve for eliciting, elaborating, structuring, specifying, analyzing, negotiat-
ing, documenting, and modifying requirements [Lam01].
Scenario-Based RE in this case, people involved in the RE process express their
requirements with real-world descriptions and stories. These real world
scenarios are then used to establish formal models and specifications. Some
researchers combine both goal-oriented and scenario-based RE [RSA98].
Agent-Oriented RE introduces a concept of “agent” in the RE process. Agents
could be a person, a community, a robot, etc. They are intelligent and able
to work towards their goal by interacting with each other and reacting to
environment changes [BPG+04]. Agent-Oriented RE takes into considera-
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tion the agent knowledge level and mental aspects like beliefs, goals, and
commitments.
The role of domain knowledge K in RE is defined by Zave and Jackson [ZJ96]
as follows:
S,K ` R, (2.1)
Here R represents the requirements. S stands for the specification, which together
with the knowledge domain K should guarantee that the requirements R are
satisfied. The requirements, which are not defined within the specification, are
predefined by domain knowledge. For example, if something is not executable in
the given settings, then the specification is implicitly or explicitly refined by the
environmental constraints. Jarke and Pohl [JP93] model RE as a process driven
along three dimensions: specification, representation, and agreement. All three
dimensions are dependent on the domain knowledge. In terms of the specification
dimension, an incomplete understanding of the environment leads to incomplete
formal specification. Undiscovered conflicts and misunderstandings between stake-
holders affect the agreement dimension. To detect and resolve those conflicts, the
existing perspectives within the end-users need to be investigated. The negotiation
process also requires an adaptation to the domain settings. Last but not least, the
representation level should not be restricted to the formal descriptions. Otherwise,
there would be a risk that an abstract requirements specification is not properly
understood and negotiated. In any case, suitable domain dependent means for
informal representation need to be found.
2.2 End-user Integration in RE
The importance of end-user integration into requirements elicitation has long
been recognized [KKL+05], [TV88]. End-user Development (EUD) was already
introduced as early as the 80’s [Mar84]. The basic concept of EUD is to outsource
the design process to the end-users. The goal of this approach is to develop systems
which fulfill the requirements of end-users in the best possible way. Thus, from the
EUD perspective, end-user integration in research and development should improve
their attitude towards the created product. To collect the domain knowledge
by means of end-user (domain expert) integration in the requirements creation,
various methods from sociology and psychology have been adapted. One approach
for EUD is Participatory Design (PD). Figure 2.1 displays a simplified version of a
taxonomy of PD practices proposed by Muller et al. [MWW93]. The authors argue
that, as project settings differ significantly, the most suitable approaches in each
situation also differ. Therefore, PD methods are aligned along two dimensions: the
level of end-user activity and the period of activity in the development process. In
the original model, there are three additional parameters assigned to the methods:
group size, geographical distribution, and context (commercial use or research).
To summarize, the role of the domain knowledge for the system success has
been acknowledged for a long time. The methods which are applied to integrate
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Figure 2.1: Participatory Design Matrix [MWW93].
domain experts and, thus, domain knowledge in the process vary strongly. Their
applicability depends strongly on the project settings. In most instances, methods
such as workshops and reviews are applied [Sch11]. Both methods have the goal of
integrating end-users into the development process, meaning that the end-users
are personally available for workshops and/or reviews. Thereby, use cases or
user stories are employed to support a dialog within the resulting heterogeneous
teams. Scenario-based RE is often referred to as a promising approach to facilitate
the dialog between stakeholders and users. In scenario-based RE [RSA98], the
complexity of the system is tailored by examples and illustrations of real-time
scenarios. Sutcliffe [Sut03] defines the following three roles of scenarios:
1. “A story or example of events as a grounded narrative taken from real world
experience. These stories are close to the common sense use of the word and
may include details of the system context (scenes).”
2. “A future vision of a designed system with sequences of behavior and possibly
contextual description. In this case the scenario comes close to a design mock
up.”
3. “A single thread or pathway through a model (usually a use case). This is
the sense in which the object-oriented community uses the word. This might
be represented as an animated display of an event sequence in a message
sequence or state transition diagram.”
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Thus, the scenario-based approach, especially considering (1) by Sutcliffe, is
synonymous to storytelling. Through the ages, stories have always been the tool of
humanity to gather knowledge and experiences of single individuals or communities.
People transformed their knowledge into stories for preservation and spreading.
Storytelling presents a natural process, which we all are familiar with. In [Eri95]
Ericson propagates stories as a powerful means for:
• “initial exploration of usage domain”
• “catalyzer for interdisciplinary team building”
• “effective user involvement in design process”
• “easily understandable collaboration medium”
• “effective tool for quick and memorable communicating”
In the context of complex interdisciplinary heterogeneous communities, sto-
rytelling presents a suitable tool for elicitation and negotiation of requirements.
However, both interviews and workshops have several limitations. Pusching and
Kolagari [PK04] report two case studies about the development of an innovative
automative embedded software system by DaimlerChrysler. The authors describe
the following challenges. First, the team was not able to integrate the key end-users
because of the “innovative nature of the system and the need for confidentiality”.
Therefore, the group solely consisted of developers, managers, marketing analysts,
and production engineers. The background knowledge within the group still varied
significantly. To overcome the differences and foster communication and creativity,
use cases were successfully applied. The second challenge presented the distribution
of the group members. Here, the regular project workshops were organized to bring
people together. However, the scheduling of such meetings is reported as being
very problematic. In bigger, interdisciplinary teams, the workshop keeps all group
participants away from their work. Furthermore, finding convenient appointment
schedules that satisfy all parties is always a challenge. Next, in order to consolidate
the requirements, reviews needed to be organized. The authors complain that,
instead of statements from the relevant literature, which report reviews of up to
three hours in length, each review took a whole day. Similar to the workshop, the
organization of such long events was highly problematic.
Other critical aspects are summarized by Sutcliffe [Sut05]. The author evaluates
the drawbacks and benefits of end-user integration. EUD is always connected to
additional costs for design and for end-user training. One of the main problems
identified within the presented case study is the promotion of EUD to the end-
users. Sutcliffe claims that the organization and facilitation of promotion, training,
and definition of end-user integration in the development process still requires
considerable research. Sutcliffe’s observations are supported by the case study
presented by Faily [Fai08]. In this study, the professional end-users are taught RE
practices to enable their integration later in the RE processes. The approach was
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evaluated in the European Space Agency’s Flight Dynamic Vision project. The
knowledge transfer was facilitated by means of team meetings, wiki-based guidance,
and one-to-one tutorials. The results indicate that the main problem was a lack
of motivation among the participating end-users. Inspections served as a better
motivation force than reviews. Many end-users were not convinced that the pay-off
had been worth the effort. Differences in jargon lead to misunderstandings and
complaints. Despite the training, some use cases were still too abstract and difficult
for end-users to understand. Nevertheless, according to Wulf and Jarke [WJ04],
EUD software development reduces costs for software adaptation in context of use
and costs for missed opportunities for appropriation.
To conclude, the first constraint of on-site workshops and interviews is the
number of participants. Above a certain group size, it becomes almost impossible
to organize an appointment suitable to all group members. The second constraint
is arrangement of the discussions within a bigger group. Enlarging the group size
leads to exponential complexity of efforts required to moderate, organize, and later
prioritize the collected feedback. As innovation moves towards an open model,
a high number of end-users distributed all over the world is desired. The third
challenge presents motivation fostering of the community members to participate
in EUD. Creative, enjoyable, or even entertaining information and communication
technologies for supporting and facilitating distributed communication within
end-users networks are recommended.
2.3 Recent Trends
With Web software concepts like Web 2.0, new opportunities for RE organization
open up. Every person, whether expert or amateur, can easily contribute his/her
knowledge to an RE process organized in Web 2.0 style. By collecting external ideas,
companies tap into a world-wide pool of knowledge. Many community-oriented
platforms appear to provide the end-users with an environment for knowledge
exchange. Different researchers emphasize the advantages of end-user involvement
in the development process and formalize the new business models for knowledge
creation. In the following, different rationales for end-user integration in the
research and development of products are presented.
2.3.1 Knowledge Innovation Paradigms
Open Innovation In 2003, Chesbrough proposed to collect innovative ideas from
the masses: “Open Innovation is a paradigm that assumes that firms can and should
use external ideas as well as internal ideas, and internal and external paths to
market, as they look to advance their technology.” [Che03]. The author emphasized
that open innovation is a business model, meaning that both value creation and
value capturing play a main role. In terms of product research and development,
the paradigm suggests to treat these processes as an open system. The openness is
firstly related to the ideas inflow from both internal R&D and external markets,
11
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user groups, or companies. External and internal ideas are handled with the same
priority. Secondly, the external and internal knowledge enters the research and
development processes at different stages and not only at the beginning. Thirdly,
open innovation also defines the openness in terms of going to market strategies
which are no longer restricted to a company’s own marketing and sales channels
[Che06].
The open innovation paradigm gained high recognition in different industrial ar-
eas. The global economics report issued in 2009 by Grant Thornton and Economist
Intelligence Unit maintains that 41% of the best innovation ideas originate from
customers. The report concludes that companies around the world should pay
more attention to what their customers say. The companies are also encouraged to
expand their open innovation projects and their work with third parties.
One popular and often-cited example of customer involvement entails a LEGO
product, namely, Mindstorms NXT. Mindstorms is a platform of LEGO bricks
and electronic sensors, which allows users to program a robot or animated LEGO
design. Within three weeks after the first release of Mindstorms, advanced users
hacked into the Mindstorms software. This action resulted in a number of business
advantages for LEGO. First, the product became attractive for a new target group:
grown-up developers. Second, the modifications made to the software significantly
improved the quality of the original product. Companies apply open innovation
paradigm not only to design their products, but also to define the future of their
processes. For example, in 2012, Audi organized a production award with the
question: “What will the automotive production of tomorrow look like, and what
role will values such as competence, passion and emotion play in the future?”1.
This kind of external input has a great potential pointing companies in the direction
of finding new sources of revenue. However, not all open innovation concepts are
successful to the same extent. Inspired by the success of Mindstorms, LEGO has
started another open innovation initiative, “Design byME”. Here, the LEGO users
were able to design and order their own LEGO boxes. In January 2012, after six
years of existence, the service was closed. Although the Design byME platform
attracted several millions of users each year, “the overall Design byME experience
has struggled to live up to the quality standards for a LEGO service”2. Thus, the
business model behind Design ByME did not gain success in terms of commercial
value capturing, even though it did gain success in terms of innovation creation.
Von Hippel [Hip86] proposed a Lead User (LU) concept. According to this
concept: “Lead users are users whose present strong needs will become general
in a marketplace months or years in the future.” Thus, the lead users can be
considered as the experts of the product. In contrast to open innovation, the
lead user approach proposes a concrete process, which can be incorporated into
1Audi Production Award 2012, https://www.audi-mediaservices.com/publish/ms/content/
en/public/pressemitteilungen/2012/11/14/audi_production_award.html, last checked
2013/10/17
2“What happened to DESIGN byME?”, http://ldd.lego.com/en-us/subpages/designbyme/
?domainredir=designbyme.lego.com, last checked 2013/11/22
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marketing research:
1. “Identify important market or technical trends”
2. “Identify lead users who lead that trend in terms of (a) experience and (b)
intensity of need”
3. “Analyze lead user need data”
4. “Project lead user data onto the general market of interest”
However, specific characteristics or settings of the product domain can reduce
the applicability of the lead user concept [Sim]: For example, in highly secretive
industries, the lead users may not wish to disclose sensitive information and
knowledge. For areas with a short development cycle, where quick reaction to the
market state is required, the LU method is too long. Lastly, identification of a
lead user within the consumer goods market is generally very problematic. On the
contrary, in the industrial goods market the end-users are clearly set and can be
easily searched for the lead users.
Community of Practice Community of Practice (CoP) is defined as “a group of
people who share a knowledge or a passion for something they do and learn how
to do it better as they interact regularly, developing shared tools and resources”
[Wen98]. Wenger introduces three dimensions of a CoP:
• The Domain (what it is about) - is a joint enterprise as understood and
continually renegotiated by its members.
• The Community (how it functions) - the relationships of mutual engagement
that bind members together into a social entity.
• The Practice (what capability it has produced) - the shared repertoire of
communal resources (routines, sensibilities, artifacts, vocabulary, styles, etc.)
that members have developed over time.
Brown and Duguid [BD91] argue that CoP has a potential to be highly innovative
environment. The authors propose CoP as an organizational concept to interconnect
working, learning, and innovating in non-canonical style. They believe that a CoP
helps to establish a unified understanding of community-related information. Such
synergetic collaboration promises to be highly beneficial.
Further, the CoP concept provides the basis for legitimate peripheral participa-
tion (LPP) [LW91]. Apart from experienced and highly active professionals, CoP
allows the participation of newcomers. Through continuous collaboration with
other community members and execution of simpler community-related tasks, the
newcomers become more and more experienced and are transformed into expe-
rienced CoP members or even experts. Due to LPP, we expect a community to
consist of fewer highly experienced members and a much larger number of novices.
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The resulting structure can be related to the long tail concept defined by Anderson
[And04].
The original idea of the Long Tail is that the gains realized from less popular
items in an online store can be larger than the benefit provided from a few
significant ones. A good example is Amazon.com. The total sum of rare books sold
by Amazon.com is larger compared to any physical bookshop. Due to a reduced
amount of marketing and sales costs, the gained profit is bigger too. Another
example of a long-tailed structure given by Anderson is Open Source Software
(OSS) development: “Anybody writing software for anyone to consume for any
reason. That’s the Long Tail applied to open-source” [And08]. While transforming
the long tail concept to CoP, we expect a high number of diverse ideas hidden in
the periphery of the community. The importance of those ideas can be related to
the venue captured by sales to the long tail.
The continuous learning in CoPs leads to a knowledge transfer. This results
in the constant evolution of CoPs. The rules and constraints within a CoP are
defined by its members and, hence, evolve with their community. Thus, a CoP
presents a complex evolving system, which has a potential for innovation creation,
but may hide some oscure obstacles. Therefore, the next area to analyze is CoP
applications for end-user integration.
Several adopted examples of the CoP concept to collect ideas from both internal
and external resources already exist so far. Paiva [Pai06] reports the experience of
the Brazil Global Development Center. There, a CoP was established to generate
a general understanding of Dell development among Dell employees and associates
all over the world. The CoP building was enforced by defining certain tasks on data
sharing. The study reports positive experience in terms of information sharing,
however no data about community settings and evolution is presented.
Segal [Seg07] proposes the application of the CoP concept in order to support
end-user development. The author defines professional end-user developers as
people who are highly educated in their domain with no formal training in software
engineering. The professional end-user developers require software development
to construct models (financial mathematicians), to drive scientific instruments
(planetary scientists), etc. Sharing and creating knowledge through a CoP within
professional end-user development turns out to be very challenging. The first
problem is the lack of people with software development knowledge. Software devel-
opment activities are not highly valued within professional end-user organizations,
thus, the external software developers remain excluded. The second problem is
that professional end-user developers do not normally plan to develop programs
for the entire range of their careers. The phase presents just an intermediate
step. Thus, they are not interested in the establishment of a stable community.
After time, the software development knowledge gets lost through lack of use. The
third problem presents the shared “practice”, which in case of the professional
end-user developers is their professional domain and not software engineering. The
professional end-user developers do not experience a passion towards software
development. Last but not least, there is the fact that the development culture is
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not recognized. If the people do not value such aspects as testing, maintenance, or
quality of code, why should they be interested in spending their time in transferring
this kind of knowledge?
Grimaldi and Rogo [GR09] introduce the term Community of Innovation (CoI)
as a subclass of CoP. In one case study CoI is applied to foster sharing of technical
knowledge within the defense electronics company Finmeccanica. Finmeccanica
together with four other companies who are active in avionics, military and secure
communication, air traffic control and management forms an interdisciplinary
cluster. The vision of the presented MindSh@re project was to bridge the companies
throughout the cluster and enable knowledge transfer. The organizational model of
MindSh@re defines three levels of organizational structure. The top-level structure
presents the Chief MindSh@re Office, which coordinates and governs the existing
communities. The Chief MindSh@re Office has a hierarchical structure. At the
middle level, six topic-related communities are defined (e.g. homeland security,
radar technologies, logistics and services, etc.). Each community is designed as
either community council, community focus group, community project office, or
community steering committee. For example, the last one consists of a designated
chairman and high level functionary manager of the participating companies.
Focus groups form the bottom level of organizational structure and represent a
CoI. In additional to internal knowledge exchange, focus groups are responsible
for maintaining and enlarging the external network with universities and third
parties. Those CoIs are coordinated by an assigned mentor. The community
council evaluates the performance of the communities using a performance monitor
provided by MindSh@re. The presented case study is reported as a successful
example of innovation mining employing CoI. However, the described organization
setting contradicts the original idea of emerging and self-organizing CoP. One reason
for open innovation failure as defined in [Lin11] by Lindegaard, is the ambition of
large companies to manage the process instead of only moderating. In the first
case, the external innovators are not involved on an equal basis. Additionally,
Lindergaard agues that the people identified as moderators and coordinators of open
innovation projects by a company are often not the right choice. The community
core should evolve from the designated community instead of just being randomly
set. “Attempts to foster such synergies will produce enormous difficulties from the
perspective of the conventional workplace.” [BD91].
Yström et al. [YOF+10] present another negative example, in which a CoP did
not emerge within the open innovation project. They describe a case study of
SAFER, which should serve as an open environment to empower open innovation
within a network of vehicle and traffic safety industry, academia, and government
authorities. In contrast to the previous examples, SAFER does not predefine
any structures or coordinating procedures. Nevertheless, this freedom of the
SAFER community presented a problem. Though people were neither obligated
to participate nor monitored by their bosses, they also were not motivated to
use SAFER at the expense of their work time. Additionally, the participating
companies did not provide any form of reward for their employees who were active
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at SAFER. Further, the SAFER members complained about missing a responsible
person in the SAFER environment. Nor did they feel responsible themselves. Thus,
the idea of joint enterprise was not developed.
The question is how can innovation and creativity be fostered in a CoP by
providing enough freedom without too much pre-structuring?
2.3.2 End-user Integration from the RE Perspective
With the rise of Web 2.0 [O’R05], new collaborative Web platforms offering high
interconnectivity and new interaction means have been introduced. In spite of the
opportunities which Web 2.0 provides, the utilization of Web 2.0 technologies for
the requirements elicitation and negotiation is still an open issue. Several research
and industrial teams have already developed infrastructures for the integration of
end-user communities into the development process in a Web 2.0 format. There are
two main upcoming technological streams: on the one hand, systems built upon
existing Web 2.0 software like wikis, issue trackers, and forums; and on the other
hand, systems developed for the web-oriented RE from scratch. In the following
system categories, examples of both classes are presented.
Forum Michaelides and Kohoe [MK07] developed and evaluated an information
system to facilitate innovation creation and knowledge transfer within five major
UK research institutes. The authors applied online questionnaires and interviews
followed by testing of the system prototype by community members. The resulting
system incorporated an online resource sharing platform, a forum, and a shared cal-
endar. Shared content and discussion board spread the feeling of mutual ownership
and joint enterprise. After nine months of usage, the system was tested on aspects,
which are suggested by Olson and Olson [OO03] to be fostering high productivity
during face-to-face collaboration. Apart from having well-supported features, the
monitoring of participants’ reactions to activities and further information on what
was going on at the periphery, these aspects were reported to have been poorly
supported.
Another study by Castro-Herrera et al. also applied a discussion forum for
requirements elicitation [CCM09]. The participants of the requirements elicitation
study were encouraged to submit and discuss their requirements by means of
forum discussions. As a result, an extensive pool of textual data was collected.
Many messages were expected to contain similar requirements, however, differently
formulated. Some forum entries did not contain any requirements at all, but simply
offered a reply to another message. For further analysis of the forum entries, the
system utilized text mining (TM) and clustering techniques. However, the system
requires an initial input of 50-100 feature requests, which are first text-mined and
then clustered. Thus, the feature clusters are established in advance. When a new
request arrives, it is classified and assigned to one of the existing clusters.
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Wiki Wiki-based systems receive even more attention within requirements elicita-
tion. An original goal of the wiki concept is to support crowd-sourcing: distributed
and collaborative artifact creation. Therefore, the wiki engines incorporate user
management, version control for wiki pages, and a mechanism to link pages. Thus,
wiki systems provide some standard functionalities and at the same time stay
flexible enough for being utilized for different purposes. Additionally, most of the
existing wiki engines are OSS and, hence, can be used for free and easily extended.
ShyWiki is an example of a wiki-based system for requirements elicitation
and management [SA08], [SA10]. ShyWiki extends wiki functionalities by spacial
dimension. In the classical wiki version, a hierarchy of information can be defined
either by means of subsections within one wiki page or by page interconnection. In
these settings, there is a high risk of duplicate pages being accidentally generated.
The relationships of the requirements can become too complex to trace and
understand for a user. The spacial dimension introduced in ShyWiki allows one
to specify a kind of a look&feel hierarchy. A user has the option of moving
wiki pages in front of or behind other pages or even to inline one wiki page in
another. In addition, different features for semantic classification of requirements
(e.g. color coding) are introduced. The conceptual part of ShyWiki incorporates
EasyWinWin strategy [Gru00]. The main drawback of ShyWiki reported so far is
the asynchronous communication.
ReqWiki is another system for requirements elicitation based on the wiki engine
[SRA+12], [SW13]. ReqWiki extends the standard wiki functionalities by a semantic
assistance plug-in. The system entities and their relationships are modeled by
an OWL ontology. This semantic description prevents data from inconsistency.
Additionally, semantic queries can be executed on the created semantic metadata.
The resulting dynamic tables contain, for example, feature requests connected
to the related feature realizations. Another extension introduced in ReqWiki is
Natural Language Processing (NLP) which supports users during requirements
specification, for example in spell checking. However, in contrast to ShyWiki,
ReqWiki does not predefine any process model for requirements elicitation and
negotiation.
Softwiki also incorporates semantic descriptions [ARF06]. Therefore, the Softwiki
engine is built on OntoWiki [ADR06] as it basis. The main focus of Softwiki is
extensibility. It provides different interfaces for external applications. The wiki
system is, thereby, used as a container for the collected data, which can be further
used by the existing extensions. Lohmann et al. [LDH+09] present a web frontend
set upon Softwiki. Here, every community member is allowed to edit, discuss, rate,
enter new requirements, or create a link between them. Further, Softwiki supports
different export functions, e.g. in RDF, RIF, etc. formats. The extensibility
provided within Softwiki brings many opportunities, but also introduces additional
complexity. For a user, the need to install many different programs can become an
inhibitor for the willingness to use the system.
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Issue Tracker Prause et al. [PSZ+08] investigate the application of an issue
tracker for requirements elicitation and management. An issue tracker system
provides a possibility to create, modify, assign, and resolve tickets (i.e. issues)
related to a certain product. One example of an issue tracker is Jira. Prause
et al. applied Jira in combination with a Volere (http://www.volere.co.uk/)
scheme for requirements elicitation. Volere is a requirements specification template,
which allows the user to utilize the service of a very detailed categorization of
requirements. In addition to the ticket management, Jira offers an option to define
a process workflow. Prause et al. use an issue tracker workflow definition to
prescribe a requirements elicitation and negotiation workflow. The authors report
mainly positive experiences in terms of system usage. However, in the presented
study, the system was used by people familiar with issue trackers. How complex
the system is for completely inexperienced end-user is an open question to be
evaluated. Additionally, the quality of initial requirements is another issue which
deserves further investigation in detail.
Requirements Bazaar Some systems do not extend any existing social platforms
but just mimic their “social” behavior. For instance, Renzel et al. [RBK+13]
present a browser-based social software for RE - the Requirement Bazaar platform.
The main idea of the Requirements Bazaar is to provide end-user communities
and service developers with an environment for the requirements negotiation. The
platform offers the users the functionalities to create requirements in form of
textual description, annotated images, user stories, etc. Further, the requirements
are handled as a social property of the Requirements Bazaar users. The users can
vote on requirements, share and annotate them, contribute artifacts, commit to
lead or commit to develop. The provided functionalities are aimed for integrating
the end-users into the entire service development process actively.
Mobile Systems Currently, several research groups [SGM10], [Sey04], [SGG+07],
[PAN08] suggest the implementation of mobile technologies in order to access
end-users spread out worldwide-spread in situ without a need for preorganized
interviews and workshops. Appealing aspects of mobile devices include their rapid
distribution and use among people plus embedded technologies like camera and
Internet capability. Moreover, mobile applications are available for the users
anywhere at any time and are often admitted to be more fun than their desktop
counterparts.
A mobile version of ARENA (Anytime, Anywhere, Requirements Negotiation
Aids) [GB03] - ARENA-M [Sey04] - offers stakeholders functionalities for elicitation
and negotiation capabilities. Mobile Scenario Presenter (MSP) is an ASP.NET
Web application which incorporates the scenario-driven requirements elicitation
technique called ART-SCENE [SGG+07]. The system is designed for PDAs and
provides users with a possibility to create ART-SCENE directly at their workplace.
By walking through scenarios, the analyst access can observe current system
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behavior. iRequire [SGM10] provides end-users with mobile requirements blogging,
while in SMAREP (Story based Mobile Application for Requirements Engineering
Process) [PAN08] a user generates a story according to his/her needs. Unfortunately,
all these examples are missing the community concept. Every end-user just collects
his/her own requirements being unaware of alternative opinions. The requirements
then are analyzed by requirements experts and not negotiated within community.
Tools for community-oriented mobile RE are still missing.
Conclusion Summarized, the role of end-user integration in the development
process has been acknowledged for a long time. Workshops and reviews present
examples of often used approaches for end-user integration. Thereby, scenario-
based RE methods are argued to facilitate the dialogue between end-users and
other stakeholders. However, reviews and workshops face several limitations such
as: distribution of group members, size of the group, and as a consequence difficulty
to arrange an appointment. Open innovation is a business model which suggests to
value external knowledge as internal, however, it does not prescribe the methodology
for doing so. Lead User approach suggests collecting ideas from domain experts,
whereas knowledge creation in form of a CoP is being considered as a promising
approach for collecting innovative ideas from masses. From a technical perspective,
there are two main upcoming technological streams: systems built upon existing
Web 2.0 software such as wikis, issue trackers, and forums; and systems developed
for the Web-oriented RE from scratch. Our research into software development
within CoPs shows that in many cases a CoP did not emerged either because of
too many prescriptions and constraints or because of too much freedom and lack of
motivation. The following challenges for community-oriented RE can be concluded:
• Geographically distributed community members
• Large-sized communities
• Need for motivating forces for community members to participate
• Varying backgrounds of community members
• Ubiquitous integration of requirements elicitation and negotiation in commu-
nity processes
These challenges define the Research Questions (RQs) of this thesis:
RQ1 What are innovative ways for supporting sustainable community-oriented
RE?
RQ2 What are the success factors of community-oriented RE?
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Open Source Software (OSS) projects are usually developed by public communities
and, thus, present examples of community-oriented software development. Prerequi-
sites for OSS development are: availability of the work’s source code, permission to
create derivates from the original work, and non-exclusive commercial exploration
of the licensed work [Lau04]. OSS projects provide a great opportunity for mining
for the best practices of community-oriented requirements engineering (RE).
West and Gallagher [WG06] argue that OSS mostly differs from Open Innovation
in context of the business model. OSS projects do not have value capturing as their
(main) goal. Von Hippel and von Krogh propose in [HK03] a private-collective
innovation model for OSS knowledge creation. On one hand, OSS developers obtain
private rewards: social status, learning, access to the collectively generated code to
solve the problems they are interested in. On other hand, the developers contribute
their knowledge and time to a collectively used product. Besides being a developer,
OSS projects allow legitimate peripheral participation (LPP) [YNY+04]: to access
project goods and knowledge without code contribution (in [HK03] addressed as
“free-ride”) with an option to evolve to “fully qualified members in the community”.
The social structure of successful OSS projects presents a small core of very active
developers surrounded by a much bigger, less active periphery (=long-tail). The
non-developers or free-riders present essential components of OSS communities.
They increase market shares of a project and serve as a social reward for the
developers’ efforts. The free-riders are also believed to bring fresh ideas to OSS
projects. Raymond [Ray99] stresses: “The next best thing to having good ideas
is recognizing good ideas from your users. Sometimes the latter is better. . . ”,
and “. . .many heads are inevitably better than one”. Thus, innovation in OSS
communities is based on personal experience and knowledge of developers, but also
emerges from iterative community discussion and debate rendered in email and
discussion forums “just-in-time” [Sca07], [EM12].
The process of innovation creation or any other kind of more formal requirements
elicitation is not explicitly defined within OSS projects. Mailing lists are the
primary communication medium of most OSS communities [SBA+10], [GPS04].
This community-generated content can also be used to explore the requirements
of the community [KJH+11]. However until now, not many studies have focused
on the requirements detection within OSS repositories. In following, this chapter
first gives an overview about the OSS research. Next, related works analyzing OSS
projects over time are presented and some key methodologies are explained.
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3.1 OSS Research
OSS projects have been investigated in numerous research studies over the past
decade. OSS projects present software development systems devised by project
members mainly on a voluntary basis. People directly (developers, bug fixers) or
indirectly (software usage) involved in OSS development build up communities
around OSS projects. Current research sees OSS communities as multi-layer
hierarchical structures [YNY+04], [CH06b], [CWL+06]. Despite various layer
definitions proposed by OSS researchers, we can generalize that the core of an
OSS community presents a small group of developers surrounded by a much larger
periphery. Requirements in OSS projects, on the one hand, are based on personal
experience and knowledge of project developers. On the other hand, questions and
suggestions from peripheral users introduce new ideas to the OSS product [HK03],
[Ray99], [SSS07b]. Further, Crowston and Howison [CH06a] show that the success
or failure of OSS projects depends strongly on the health of their communities.
The authors in [MFH02] claim that an active periphery is one of the reasons for
the success of well-organized OSS projects. Thus, the importance of the role of
end-users in OSS development process is widely acknowledged. If the community
core represents the brain of an OSS project, peripheral members can be seen as its
heart, whose beats provide impulses for the brain to operate. Focusing on end-user
integration in community processes, we want to learn from OSS projects, how their
participants regulate project development as a group? To what extent do different
project layers influence the development process in terms of their needs?
Breivold et al. [BCB10] and Hauge et al. [HAC10] provide exhaustive overviews
of the existing OSS research. Currently, there are a great number of research groups
analyzing OSS projects and software: studying software development processes,
modeling project states (maturity), investigating OSS trustworthiness, etc. OSS
development opens up many new opportunities for such studies. In the overview
article “The Future of Research in Free/Open Source Software Development”
[Sca10] Scacchi identifies a range of research opportunities for Software Engineering
(SE) based on OSS development. Data collected over years and even decades
within OSS communities with up to hundreds of thousands of participants and
large development histories fundamentally alter costs and calculus of empirical
SE. Furthermore, OSS project management taking place in publicly available
Web resources (mailing lists, forums, etc.) provides new opportunities to extend
conventional SE cost estimation techniques by rates for social and organizational
capabilities. In addition to numerous smaller studies, a more comprehensive OSS
research network has already been established. As an example, Figure 3.1 presents
a co-authorship network for OSS related papers based on data from the DBLP
database1 for the years 1996-2011. The DBLP database indexes the tables of
contents of proceedings and journals in order to provide central bibliographic
1The DBLP Computer Science Bibliography, http://www.informatik.uni-trier.de/~ley/db/,
last checked 2014/05/17
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Figure 3.1: OSS Researcher Network based on DBLP Database.
information on a huge number of computer science publications. To construct this
overview, we first select the papers from DBLP which contain at least one of the
following terms in their title: ‘OSS’, ‘FOSS’, ‘open-source’ or ‘open source’. The
resulting data set is manually evaluated and non-relevant papers are excluded.
Next, the authors of the remained publications are mapped to the nodes of the
co-authorship network. Whenever there are co-authors of at least one publication,
there is an edge between them in the network. Smaller, sparse subgraphs often
present one or two research groups which perform some investigations on a specific
topic of OSS analysis. The biggest, most-established and densely interconnected
sub-community within the OSS co-authorship network consists of people (connected
to their colleagues) who have already been working for years in OSS research,
organizing OSS-related workshops and conferences e.g. OSS Conference2. OSS
analysis presents their main research field. The biggest subgraph is shown in Figure
3.2 in more detail. The main subgraph hubs are:
• Andrea Capiluppi concentrates mainly on source code studies: SE processes
within OSS, how a system may evolve, strategies for refactoring based on
analysis of component complexity, influence of the technologies (platform)
used for the project hosting on project evolution. The author and his team
2Open Source Software Conference, http://oss2014.case.unibz.it/en/pasteditions.html,
last checked 2014/04/17
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show that an insufficient recruitment of new developers can often result in
quicker burn out of the projects participants. His group also proposes a set of
metrics for agent-based simulation. Thereby, the parameters are: complexity
of software, software fitness, motivation of developers and the role of users
in defining requirements. Additionally, Capiluppi emphasizes the need for a
general framework for OSS research [SCFR06].
• Kevin Crowston publishes most of his works in OSS together with James
Howison. Some examples of their publications include [CWL+06], [CH06b],
[WHC09]. They primarily study the coordination mechanism mainly for bug
fixing and mental-model. In these instances, time series analysis is applied.
Another paper reports a SlashDot questionnaire which resulted in recognition
of the end-users importance in OSS. The authors also propose a framework
for OSS analysis called OSSmole.
• In his research, Brian Fitzgeraldand concentrates on the adoption of OSS
by different organizations. Based on a series of studies of OSS deployment,
the author tries to detect aspects which either support or get in a way of the
successful OSS integration, e.g. [Fit11], [Fit09].
• Walt Scacchi concentrates on different organizational processes within OSS
projects like requirements engineering, development model, role migration,
etc. The author has written several review articles in the area of OSS research
e.g. [JS04], [Sca09], [Sca10].
• Björn Lundell explores adoption processes of OSS technologies. The author
addresses the question of what should people understand about open source
communities and what the cooperation with OSS communities should look
like, e.g. [LLC08], [LLL06].
• Joseph Feller explores Open Source Network as a part of business model of
small companies. Together with Fitzgerald, he studies open source communi-
ties, e.g. [FFH08], [FFF+08].
• Giancarlo Succi analyzes OSS development processes. Accompanied by his
team, he investigates bursts in OSS community evolution in order to discover
peaks in the development process, e.g. [SSS07a], [PS12].
• Ioannis Stamelos analyzes social aspects in OSS communities and also studies
OSS from the SE perspective e.g. [SSA06], [SGK+09].
• Gregorio Robles studies OSS projects from the participant point of view
and also investigates various social aspects important for OSS success e.g.
[RGB06], [RGBM05], [HIR+09].
Surely, the DBLP database does not cover the complete OSS research field, never-
theless, it does provide the initial idea of OSS research, its current state and its
main topics.
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Figure 3.2: Enlarged Subset of OSS Researcher Network in Figure 3.1.
3.2 Studies of Communities Evolution in OSS Projects
In this thesis, concepts for requirements elicitation and negotiation in communities
provides the central question of the research. OSS projects offer a promising
basis for mining knowledge about community-oriented software development. By
analyzing OSS histories, we can discover aspects essential for OSS success and
significant for their evolution. In the systematic literature review Breivold et
al. [BCB10] identify four main research topics on OSS system evolution:
1. Software trends and patterns,
2. Evolution process support,
3. Evolvability characteristics addressed in OSS evolution,
4. Examining OSS at the software architecture level.
The authors provide an extensive overview of metrics that are used to analyze
OSS evolution over time: software growth metrics, system growth metrics, etc.
These metrics address only the technical aspects of OSS development. As already
described, success of an OSS project depends not only on its technical quality,
but also on the social state of its community. In terms of end-user integration
in development processes, we are highly interested in the social aspects of OSS
development.
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From the individual/community perspective, there are a growing number of
studies which analyze: motivation for voluntarism, participation and interaction
patterns, social structure, etc. However, researchers concern themselves mainly
with static analysis. The dynamic of OSS communities is still seldom considered.
No general metrics for measuring social quality of an OSS project and its evolution
has been developed so far. The following Subsection 3.2.1 gives an overview
of the studies, which address evolution of the community composition, while in
Subsection 3.2.2, the existing investigations of community restructuring in social
terms are presented. Subsection 3.2.3 about potential methods for RE process
discovery within OSS histories concludes this chapter.
3.2.1 Population Evolution
According to the famous sociologist Karl Mannheim [Man28], individuals experienc-
ing the same historical and cultural problems form a generation. A generation, in
this context, consists of different generational units: “groups within the same actual
generation which work up the material of their common experiences in different
specific ways”. An example of this concept may be a so-called war generation,
the binding of all those who shared a certain war experience during their lifetime.
Obviously, the war influences differently the lives of children, adults and old men
and women, organizing them in different generational units. This population termi-
nology can be adapted to OSS communities to study their evolution. Considering
the metrics and the laws of software evolution captured in [LRW+97], software
release presents a historical event which forms a generation. Project participants
active during one release learn as a group existing requirements for the next release,
experience its realization and stand by the result. Depending on the number of
releases project participants have already witnessed, they belong to the different
generation units. Many OSS studies refer to population terminology in different
contexts.
In [YNY+04], Ye et al. present a conceptional framework of the OSS evolution.
The OSS community is defined here as an example of a CoP with the LPP
(Section 2.2). According to the LPP concept, through continuous learning, the
newcomers become experienced OSS community members. Ye et al. assume that
the OSS participants constantly move from the periphery to the community center.
The researchers call this process “role-transformation” which extends the static
hierarchical model of OSS communities by time dimension. Role-transformation in
OSS projects leads to evolution of their social structure and composition. This,
in turn, results in the evolution of developer skills and organizational principles.
The authors also describe the term “second generation“ as something which
is achieved when an OSS community core evolves from a single project leader
to a group of core members. The evolution of OSS projects is considered to be
determined by: the existence of motivated members and social mechanisms within
community which encourage and support the role transition.
In their research, Von Krogh et al. [KSL03] study the early stages of community
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establishment in the Freenet project (year 2000). The researchers investigate
which behavioral patterns such as level of activity and specialization increase an
individual’s chances of being granted developer privileges in OSS communities,
i.e. role-transformation. In order to study joining behavior, telephone interviews
are combined with the analysis of developer mailing lists, CVS, and other source
information such as FAQ. The researchers define a concept of “joining script”
which is based on a certain level of activity and specialization. Acting according to
the joining script increases chances of a project participant being granted developer
status. The researchers also define the term “contribution barrier” as the
increasing of a barrier to integrate newcomers into the OSS project as the software
system becomes more complex. Thus, in the case of a successfully developing
projects, we expect continuous a growth of contribution barrier. The terms “joining
script” and “contribution barrier” relate directly to the population growth of
OSS communities. Unfortunately, the study was restricted to one OSS project
in its early stage. Moreover, only developers were taken into consideration. At
the same time, developers agree that the involvement of newcomers is an issue of
concern.
In contrast to [KSL03], Jensen et al. [JKK11] study joining behavior across four
different OSS projects. Additionally, the projects were analyzed not at their early
stages, but rather when they had already been widely acknowledged and supported
by a bigger community. Newcomers’ attachment is studied in relation to their
gender, nationality, mailing list type and flame measures. The authors evaluated
the “survival rate” of newcomers in the mailing lists as follows: 9.4% of those,
who entered the project in three month period (643), were still participating in the
mailing lists after the ensuing six months. Receiving a reply in the projects’ mailing
lists to the initial post within 48 hours correlates with the probability that the
newcomer will remain active in the mailing list on long-term basis. However, only
9 month of the projects’ history were taken into consideration. Neither evolution
of the social structure nor the environmental stress factors were monitored.
Robles et al. [RGB06] use the term “generation” to describe projects in which
the core developers change over time. In contrast, projects with a highly stable
core are assigned to the opposite group called “code gods”. The results show that
the core remains stable in very rare cases (3 of 21 projects). This supports the
expected strong evolution of the leading group and an ongoing need to fill the
emerging gaps within the community. However, the study was restricted to the
core group of developers (the most active 20% of project committers).
Robles et al. [RGBM05] investigate the meaning of “evolution” within the
Debian project. One finding of the study indicates that if a package leader leaves a
project, the package is quite likely to be abandoned in the future and thereby shows
the importance of understanding and even predicting community restructuring.
To summarize, the above described studies consider OSS communities as a
population: concepts like “generation”, “survival rate”, “migration”, etc. are ap-
plied. Demographic methods and models present one possible basis for quantitative
analysis of OSS community evolution.
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3.2.2 Social Dynamics
Besides the quantitative analysis of an OSS community, the evolution of its social
state also merits further study. One approach to accomplish this is to map an
OSS community on a graph. For example, the nodes of a graph can designate OSS
project members, while its edges indicate the interaction between project members.
Numerous social network metrics can be calculated on an OSS community graph
to evaluate its social state. Other metrics can be applied to estimate a social state
for each individual participant within his/her community.
3.2.2.1 Social Network Analysis
social network analysis (SNA) Measures social network analysis (SNA) initially
emerged as a key technique in modern sociology and played an important role
as analytic approach and technique among current research studies in different
areas. Among those are anthropology, biology, communication studies, economics,
geography, information science, etc. [WF94]. Today, SNA is used as a collection
of mathematical methods applied to Social Networks (SNs). SNs consist of tied
social entities represented by nodes. The nodes are connected by links reflecting a
kind of relationship between two nodes. Any social structure (community, group,
organization) can be mapped to a graph structure.
To analyze the social state of a community and its members, the following
measures are often applied [New03]. Given graph G = (V,E), with set of nodes V
and set of edges E:
• Shortest Path σst is the minimal length of the path between two nodes
s, t ∈ V . Given cost w(s, t) for each edge (s, t) ∈ E, than the shortest path
P (v1, . . . , vn), with v1 = s, vn = t,∀i ∈ {1, . . . , n}, vi ∈ E is calculated with
a goal to:
minimize
n−1∑
i=1
w(vi, vi+1)
In most cases multiple shortest paths between two nodes may be observed.
For reasons of simplicity we assume that all paths are likely to be used equally
[Liu11].
• Diameter is the length of the longest shortest path:
d = max
s,v∈V
σst
• Node Betweenness is the fraction of shortest paths between two nodes s and
t that contain node vi:
g(vi) =
σst(vi)
σst
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• Largest Connected Component identifies size of the maximal connected (in
terms of number of nodes) component(s) within a graph.
• Density is the ratio of the number of edges to the number of possible edges:
D = 2|E||V |(|V | − 1)
Thereby, |V |(|V | − 1) the maximal possible number of edges in a graph with
|V | nodes.
• Transitivity (Clustering Coefficient) measures the probability that the adja-
cent nodes of any given node are connected [BBP+04]. Any network can be
represented as an adjacency matrix A with elements filled as follows: aij = 1,
if there is a link from i to j and aij = 0, if there is no link. Clustering
coefficient Ci is calculated as follows:
Ci =
1
si(ki − 1)
∑
j,h
(wij + wih)
2 aijaihajh,
whereby ki the degree of the node i.
To estimate social role of individual nodes within their community, one often
used SNA metric is node centrality. Intuitively, central actors are those who stay
in the middle of a community. They have the most ties to other actors in the
network [Liu11]. There are different methods as how centrality of a network node
can be calculated.
• In an undirected graph, degree centrality of an actor i is simply the node
degree (the number of edges denoted by d(i)) of the actor node normalized
by maximum degree, |V|-1 :
Cd(i) =
d(i)
|V | − 1
• Closeness centrality identifies how close one node is to others. A node is
central, if its distance to all other nodes is the shortest. We use the shortest
distance d(i, j) to compute the closeness centrality Cc(i) of a node i as follows:
Cc(i) =
n− 1∑n
j=1 d(i, j)
This equation is only meaningful for a connected graph.
• Betweenness Centrality. This kind of centrality measures how often i lies
on the shortest path of others:
Cb(i) =
∑
j<k
pjk(i)
pjk
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Community mining is one of the major directions in SNA [CSH+05], [ZCG07],
[PDK12]. In context of this thesis, we use community mining as a synonym to
network clustering. According to Liu [Liu11], “clustering is the process of organizing
data instances into similarity groups, called clusters, in such way that the data
instances in the same cluster are similar to each other and data instances in different
clusters are differ a lot.” The main idea of community mining is natural division
of network nodes into connected subgroups which are densely interconnected inside
and sparsely connected to cluster’s surroundings. The ability to find and analyze
such subgroups can provide invaluable help in visualizing and understanding the
structure of networks. However, community mining pose many challenges.
The main challenge of community mining is the quantitative definition of com-
munity. Unfortunately, there is no universally accepted definition. One guideline
for community definition states that internal cohesion of the community should be
stronger than any external one. Complementary guideline is based on an arguement
that real-life social networks are not regular and display significant inhomogeneities.
This observation results in a class of new community definitions based on the
idea that SN has community structure, if it is different from a random graph or
a null-model. Erdös–Rényi [ER59] introduced G(n, p) random graph model as
a graph which is constructed by connecting n nodes randomly with probability
p independent from every other edge. According to [For10], the most popular
null-model is that proposed by Newman and Girwan [NG04]. It presents a graph,
which consists of a randomized version of the original graph, where edges are
rewired at random, under the constraint that the expected degree of each vertex
matches the degree of the vertex in the original graph.
There are different approaches for network clustering, e.g. hierarchical clustering,
graph partitioning, etc. Hierarchical clustering can be further subdivided in
agglomerative and divisive algorithms [Sch07]. The concept of an agglomerative
algorithm is to start processing with an empty network of n nodes and no edges.
Iteratively, edges are added to the network. Such a process can based on feature-
based similarity of network nodes. If nodes are represented by vectors of n features:
v = (fv1 , fv2 , . . . , fvn),
then similarity between two nodes fv und fu can be calculated for example using
Euclidian distance:
dist(u, v) =
√√√√ n∑
k=1
(fuk − fvk)2
During hierarchical clustering edges are added to an empty network in order of
decreasing similarity. The result of such a agglomerative algorithm is a dendrogram
with individual vertices as leaves. The next task is to define where to cut the
dendrogram to have the best clustering. Choice of the best cut presents further
challenge for community mining.
An example for divisive hierarchical clustering presents an algorithms based on
Edge Betweenness (EB) by Newman and Grivan [GN02]. EB of an edge e ∈ E is
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the number of shortest paths σ, which contain e:
EB(e) = Σ(u∈V )Σv∈V/{u}
σ(v,u)(e)
σ(v,u)
The idea behind the algorithm is, if there are loosely connected sub-communities in
a social graph, then there are only few edges which link them. It implies that there
must be a great amount of shortest paths going through those intercommunity
connections. Thus, we expect those intercommunity edges to show very high
edge-betweenness. The concept of Girwan-Newman algorithm is to exclude edges
with the highest betweenness value iteratively, until a predefined stopping criterion
is satisfied. Here again, definition of stopping criterion is not a trivial task.
One approach is to evaluate the quality of clustering by estimation of modularity
of the detected sub-communities. Maximal value of modularity is often applied as
a stopping criteria for Girwan-Newman algorithm. The formal definition of this
measure reads as follows:
Q = 12|E|
∑
i∈V,j∈V
[aij − pij ] δ(ci, cj)
where the sum runs over all pairs of vertices, pij the expected number of edges
between vertices i and j or probability that two vertices i and j are connected in
the null-model. Function δ yields 1, if vertices belong to same community C and 0
otherwise. The function divides the result by 2, because the adjacency matrix is
symmetric in the case of an undirected graph. According to [NG04], the modularity
measures are quantified in range between 0 and 1. In naturally occurring networks
modularity values of 0.3 and above indicate strong community structures.
pij is defined by relation of vertex degrees to overall edge weight in the original
graph. Thus, modularity can be rewritten as:
Q = 12|E|
∑
i∈V,j∈V
[
ai,j − kikj2|E|
]
δ(ci, cj)
Initially introduced as stopping criterion for community mining in binary graphs,
the measure can be extended to handle weighted graphs as well [For10]. For this
extension, probability has to be compared with actual edge weight instead of value
in adjacency matrix. For proper normalization, probability should be modified so
that the edge degrees are divided by the sum of all edge weights instead of edge
number in the original graph. Therefore, the total result should be divided by the
sum of all edges as well. Thus, equation can be rewritten as follows:
Q = 12W
∑
i∈V,j∈V
[
wi,j − kikj2W
]
δ(ci, cj)
where wij is actual weight of current edge in the original graph and W is a sum
of all edge weights in the original graph. Still, complexity of Girwan-Newman
algorithm is O(n3) on a sparse graph.
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Neman [New04] proposed a modularity optimization algorithm. To find the best
division of a network, the algorithms is based on greedy optimization of modularity
over possible network divisions. The algorithm is an example of an agglomerative
approach. In the beginning each of n vertices is assigned to exactly one of n
communities. In each iteration, a pair of communities is joined and the modularity
Q of the resulting network division is calculated. The algorithm choses the join
that results in the greatest increase of modularity. The order of the selected joins
is represented by a dendrogram. To get smaller or larger number of communities,
the dendrogram need to be cut. Here again, the modularity can be applied to
determine the best cut. To speed up the process, the pairs of communities which
are not linked in the original network are excluded from joining. Given m is the
number of edges in the graph. The change in modularity Q upon joining two
communities is then given by:
∆Q = eij + eji − 2aiaj = 2(eij − aiaj)
The runtime of the algorithm is O(m+ n)n, or O(n2) in case of a sparse graph.
The research of community mining is currently developing very actively. Besides
the above describe algorithms, there is a long list of community mining approaches
which have been recently proposed. Fortunato and Lancichinetti [LF09] provide a
comparative analysis of community detection algorithms. The authors evaluate
twelve algorithms using two different null-models for testing. According to their
findings Infomap method by Rosvall and Bergstrom [RB08] is the best performing.
The concept of this algorithm is related to the problem of dynamic information
compression on the graph. Within the study by Fortunato and Lancichinetti [LF09],
the algorithm by Bondel et al. [BGL+08] and the algorithms by Ronhovde and
Nussinov [RN09] also achieved very good results. However, all these algorithms
are not able to detect overlapping communities.
Many real-world social networks exhibit overlaps, i.e. different communities
share some nodes.To give an example of an algorithm for detecting overlapping
communities, we briefly describe CFinder by Palla et. al [PDF+05]. The idea
of this algorithm is based on the assumption that internal edges are likely to
form cliques, i.e. complete subgraphs. First, k−cliques are detected. Then, the
communities are defined as the largest possible subgraphs which can be created by
rotating k-cliques across the k− 1 vertices they shares with any adjacent k−cliques.
CFinder was the first algorithm for overlapping community detection [LF09]. In the
meanwhile, many further approaches have been developed. Some of the algorithms
for detection of overlapping communities perform better then others depending on
the type of the network under analysis.
SNA in OSS Following are several OSS studies based on SNA metrics and
methods. In [BGD+07], Bird et al. study the chances of migration from a non-
developer to a full developer as a function of social status. Analysis of Apache,
Postgres and Python communities shows that the meaning of different aspects
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vary significantly from project to project. The community evolution is, hereby, not
considered.
The dynamic of social characteristics is addressed in [HIC06] by Howison et al.
Using the data from the bug-trackers of 120 OSS projects from sourceforge.net,
social networks based on direct interaction on submitted bugs are depicted. In order
to analyze the evolution of outdegree (number of outgoing edges) centralization,
the data is sampled in 90-day long overlapping windows. Strong variation in
community social structure is detected across both: within different projects and
within one project over time. The participation behavior proves to be distributed
according to power law: most of the project members join the projects just for a
short period of time. However, the study considers only a relatively short period
of project life time.
Bird et al. [BPD+08] describe their research on latent structures in OSS
projects. The authors claim that the automatically detected community structures
are meaningless, i.e. they do not relate to a certain community goal. For example,
developer communities in OSS projects discuss certain development activities, such
as APIs, bug fixes, future implementation, release plans, licensing issues, admission
of newcomers, etc. These discussion topics characterize the task focus of developers
(sub-)community.
Wiggins et al. [WHC08] adapt the analysis methods from [HIC06] and apply
theses methods to investigate centralization dynamics of OSS projects Gaim and
Fire. In this study, the significant evolution of communication centralization is
shown. For example, a project management activity can reshape the community
to a highly centralized network structure.
To summarize, there is a growing interest in OSS communities and their social
characteristics. However, the evolution analysis is still rarely applied. Monitoring
the community social state opens up the possibility of detecting important internal/
external events significant for OSS sustainability. Both demographic and SNA
methods and concepts are adapted to and adopted within OSS studies. Nevertheless,
the whole community is rarely addressed. Often, only a short segment of the project
history and developers’ sub-communities are used for analysis. To my knowledge,
the only studies which combine the community statistical and social evolvement are
[HIC06] and [WHC08]. In order to extract the best practices from OSS, we need to
study end-user integration in the OSS development longitudinally. Therefore, we
require a framework which allows us to study the evolution of end-user integration
in combination with the monitoring of other significant modifications within OSS.
3.2.3 Requirements Engineering in OSS
Requirements in OSS are continuously emerging within communication and de-
velopment processes ‘just-in-time’ [EM12]. Requirements in the form of ideas,
complaints, post-hoc description, etc. are spread among the artifacts created
by the OSS community members within the project infrastructures [Sca09]. By
interviewing OSS participants, Gutwin et al. found that mailing lists present the
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main mechanism for communication management within OSS [GPS04]. In order to
automatically extract requirements from OSS communication, the data has to be
collected first.
3.2.3.1 Crawling of OSS Repositories
Web crawlers (also called Web spiders or robots) are programs used to download
documents from the Internet [GLZ+06]. The simplest crawling algorithms offer
a queue of URLs and a fast mechanism for determining if the given URL has
already been visited. Crawling proceeds by performing HTTP request to fetch
the page identified by the first URL in the queue. It scans the content for
further URLs adding each previously unseen object to the queue [Haw06]. Most
frequently crawlers are used for the whole-of-web search engines. This kind of
crawler exhibits two main challenges: to reduce memory for repositories and to
improve search engine quality. Therefore, a lot of research focuses on the following
issues: distributed crawling, continuous crawling, Web server overloading, and
spam rejection. However, for social platform crawling, most of the aspects are
either not so important or are completely irrelevant. In such crawler actions only
a small part of the entire structure has to be retrieved.
There have also been some interesting investigations into crawlers of specific
purpose. For example, Chakrabarti et al. [CBD99] introduce a simple framework for
topic-focused crawling using a combination of two existing methods: link structure
analysis and content similarity. Ntoulas et al. [NZC05] focus on an effective hidden
Web crawling. Somboonviwat et al. in [SKT05] address the problem of obtaining
relevant pages residing in other domains such as ‘.com’, ‘.net’ while crawling the
national Web space. The authors evaluate two crawling strategies for the crawling
of a language specific resource. Next, Jamali et al. [JSH+06] propose a focused
crawler which seeks, acquires, indexes, and maintains pages on a specific set of
topics that represent a relatively narrow segment of the Web. Guo et al. [GLZ+06]
present a method to crawl Web forum sites which should overcome the problems of
Web forum dynamics and noisy links by taking advantage of the well-established
Web forum organization. Although the last crawler is the most relevant for our
research, it is unfortunately optimized for Web forums only. To collect the data
from OSS repositories, a technique which is also applicable to other threaded
communication platforms, e.g mailing lists, is required. Klamma [Kla10] proposes
the use of observation services, so-called watchers, which are conceptualized for
fetching the newly arrived mails and inserting them into a database. In this regard,
watchers can only retrieve current data inflows, which means that a crawling of
past OSS is not supported.
3.2.3.2 Cleaning of OSS Communication
Previous to data analysis is a requirement to exclude from OSS community com-
munication irrelevant (or even distorting) parts such as quotations, spam, auto-
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generated bug reports and announcements. The quality of data analysis is directly
dependent on the quality of the data used for the analysis. Unfortunately, OSS
communication data has a high probability of containing ‘noise’. For example,
mailing lists are often impaired by spam. Mailing list messages might contain
quotations and code clippings. Such ‘noise’ distorts empirical studies executed
on OSS data and lead to inaccurate conclusions. Further, the given data might
be outdated (FAQ, wiki page of an OSS project), etc. Jensen and Scacchi [JS04]
point out that the communication histories “may not accurately reflect” the OSS
development and therefore the practical methods are required to filter the noise
from the process instances.
Bettenburg et al. [BSH09] present a study on the importance of a proper
(pre)processing of mailing list data to ensure accurate research results. The
authors identify the following challenges for mailing list mining: message extraction,
duplicate removal, language support, attachments, quotes, signatures, thread
reconstruction, resolving identity. Since 2010, there has even been a workshop
series on mining unstructured data. The first workshop of the series had the motto:
“Mining Unstructured Data is Like Fishing in Muddy Waters!” [BA10]. However,
during a decade of the knowledge mining in the OSS projects, no general approach
for data cleaning has been developed. Untill now, some researchers perform data
cleaning manually, others apply a combination of some partly automated procedures
or even leave out the cleaning step completely. The variety of communication and
development infrastructures used by OSS projects poses a special challenge for the
automation of data preprocessing.
There has been a shift from the partly automated analyzing procedures to
fully functional frameworks for knowledge mining in OSS [SGK+09], [HCC06].
Howison et al. in [HCC06] address the problem of diverse data sources and
formats. The authors stress that many research teams perform similar analysis
tasks on the same data sets and are all struggling with the same problems such
as: where to get necessary data, which datasets to include, or how to implement
the analysis (including data cleaning) algorithm. To overcome these challenges,
the authors propose FLOSSmole3 - a huge data set which was collected from
diverse OSS projects in multiple formats provided by different research groups.
The Alithea system for OSS analysis [SGK+09] follows a three tier architecture
approach: databases - cruncher - presentation layer. The cruncher calculates
several statistical metrics of the selected database entries and offers the results to
the presentation layer. Each metric occupies its own database space, stores the
results and works independently of other metrics. Whenever a new database entry
is added all the metrics are triggered. This approach supports an additive analysis,
easy extensibility of the metrics list, metric independence and nesting. However,
data preprocessing is not provided by the Alithea system. The cleaning is still
need to be performed externally.
Mockus et al. [MFH02] and Bird et al. in [BGD+07] apply a set of perl scripts
3FLOSSmole project, http://flossmole.org/, last checked 2014/03/17
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to extract message elements and resolve aliasing. However, spam detection within
the mailing list is not addressed. Ye et al. [YNY+04] do not discuss the issue
of spam data cleaning at all, unlike von Krogh et al. [KSL03] who do report the
implementation of a manual process for the data cleaning of spam. Jensen et al.
[JKK11] do extract the spam from the mailing before analyzing “newbies’ first
interaction” although the process of their spam detection is not described. Bohn
et al. in [BFH+11] propose a text mining plugin, which consists of functions for
thread reconstruction, quotation and signature deletion, transformation to British
English, synonym replacement, stemming, and stop words. The latter four can be
performed either separately or all at once. The plug-in is a promising approach for
the OSS data filtering. However, until now it has only been applied to the mailing
lists of the R-Project4. In another text-mining study of OSS mailing lists Rigby
and Hassan [RH07] delete attachments, quoted replies, code and HTML. The
transformed results are saved onto a separate database. Vlas and Robinson [VR11]
describe a multi-level ontology for an automated requirements classification within
an OSS. The first two levels of the classifier present common natural-language
parsing procedures: tokenizer and part-of-speech tagger. The authors do not
describe the quotation elimination from the mailing list messages.
3.2.3.3 Text Mining within OSS
After data collection and cleaning, OSS communication can by analyzed by means
of adapted text mining (TM) methods. Each OSS posting can be considered as a
bag of words: one posting - one document. Each document can be then modeled as
a vector of features which correspond to terms in the corpus vocabulary. The Naïve
Bayes algorithm is one approach to classify the textual data. The Naïve Bayes
technique is one of the most efficient classification learning algorithms [Zha04].
It is based on a probabilistic generative model. In order to assign documents
(=postings) either to C1 or to C2 class based on their content, a domain specific
lexicon need to be created. In this context, the Bayes rule is defined as follows:
Pr(C1|words) = Pr(words|C1)Pr(C1)
Pr(words)
where Pr(C1|words) is the probability that a document classified to the class
C1 contains certain words which identify this class.
Despite free and public access to OSS communication, not many studies are
focused on the requirements detection within OSS repositories. Vlas and Robinson
[VR11] apply TM and introduce an automated requirements classifier (RCNL)
for requirements discovery within SourceForge’s issue tracker. Bird et al. apply
regular expressions to detect patch submissions within OSS mailing lists [BGD07].
In [BFH+11], the authors combine TM with SNA to compare networks of interests
with actual communication. In [TLL+13] and [SIK+13], TM is applied to classify
bugs automatically based on descriptions and textual comments.
4R-Project, http://www.r-project.org, last checked 2014/03/17
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Special area of TM research present sentiment analysis (SA). To measure the
“mood” within OSS layers, a proportion of postings with positive sentiment to the
overall number of postings can be monitored. We expect positive mood among
peripheral OSS project participants to reflect the satisfaction with the system
and in turn the success of the RE process. In order estimate the polarity of OSS
postings, we created a classification model for our data set. Pang et al. [PLV02]
compared three TM classification approaches for SA and evaluated Support Vector
Machines (SVM) algorithm as the best suitable one. The basic SVM classifier
requires a training, in order to infer some general correspondence between the
input data and classification groups. Based on a particular training set of labeled
examples, the learning algorithm constructs a decision rule which can then be
used to predict the labels of new unlabeled examples. Lovell and Walder [LW06]
proposed to apply the linear distance function to design corresponding decision
rule.
Currently, SA is widely applied to mine the mood of online communities for
the different purposes: to detect hotspots among sport forums [LW10], to gauge
public opinion in Twitter [ZGD+10], to monitor the discussions about specific
brands and products in blogs [MGL09], etc. In context of the OSS analysis, Jensen
et. al [JKK11] studied the politeness within the OSS communities by manual
classification of the OSS mailing lists’ messages.
Conclusion Our analysis of related work in Chapter 2 indicates that motivating
end-users for active participation in community-oriented processes is one of the
central challenges of end-user innovation creation. Yet, OSS projects present
examples of community-oriented software development and, thus, provide a great
opportunity to mine for best practices. In order to create an overview about
OSS research, we developed a new methodology. Based on the data from the
DBLP database which indexes proceedings and journals, we identified OSS related
publications. Next, we generated a co-authorship network of OSS researchers. The
network view helped us to discover the main trends within existing OSS studies.
Our review showed that demographic methods and SNA are often applied for OSS
analysis. Unfortunately, complete OSS communities are rarely addressed, most
studies are restricted to investigations of OSS developers. Moreover, studies of
community evolution consider only a short segment of the project history, whereas
we require a longitudinal investigation. From the methodological perspective,
methods of TM and SA have a great potential for requirements discovery within
OSS community-generated content, however, they are rarely applied. Finally, the
RE process discovery is not formally defined. Subsequently, in order to detect
success factors of community-oriented software development in OSS, new methods
for knowledge mining are needed.
The process of knowledge mining requires models and frameworks for data
management, data collection, data sampling, data filtering and processing of
community-generated content. OSS infrastructures can be considered as guidelines
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for designing appropriate models. Once community-generated content is collected,
stored and cleaned, we can determine events and changes which triggered significant
modifications within the community evolution. In the scope of this thesis, due
to concept similarities, we relate these kinds of events to the neurological and
psychological term stimulus.
Finally, we require a technological and a conceptual approach in order to provide
our findings to the related OSS communities. Investigations into computer science
and psychological research are basis for designing an appropriate approach for
representation of the detected stimuli. The selected approach should follow our
models for community-oriented RE. The resulting design has to be evaluated within
the related OSS communities.
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The great potential in moving towards community-oriented software and require-
ments engineering has been already recognized by the SE research community. In
a workshop on “Social Aspects in Software Engineering”1, which we co-organized
in conjunction with the Software Engineering Conference 2009, discussions, pre-
sentations, and demonstrations mainly focused on “new business models and
community-oriented ways of collaborative software development in the Web 2.0
era“ [HHJ+09]. In the following, we comprise information systems created and
operated by user communities under the term Community Information System
(CIS). Progress in information technology provides much room for experimentation
in the design of innovative CISs. At the same time, community-driven development
presents a new research area to explore for hidden icebergs.
A successful CIS community is expected to be large with a long-tail distribution
of its members’ efforts. Community success is a key factor for the success of the
related CIS. Hence, a goal of community-oriented software development from a
business point of view is to empower all community members with an opportunity
to speak out. Thus, intact communities are expected to produce a great many
discussions, opinions, suggestions. The amount and complexity of the generated
data present a new challenge to be addressed. Furthermore, CISs are continuously
evolving. The evolution of the system and community also leads to data evolution.
Things that are changing, evolving, and modifying their shape in most cases
present complex systems. Especially new unexperienced end-users – those whose
integration should be enhanced – can easily get overwhelmed by the resulting data
pool. The Dagstuhl seminar “Requirements Management – Novel Perspectives and
Challenges” [CHJL+13] defines key questions for the requirements management,
e.g. how “to control complexity and leverage it for innovation at the same time”.
Therewith, an architectural mechanism is postulated as an approach to constrain
complexity and still enable innovation at the margin.
4.1 ATLAS Research Methodology
ATLAS [KSC06] is a generic architecture to support evolving communities. The
approach is a result of a long-term research project on Community of Practices
(CoPs) in humanities. The main idea of ATLAS is to incorporate the community
members as stakeholders in the requirements and software engineering process as
1Workshop on Social Aspects in Software Engineering, http://www.prolearn-academy.org/
Events/sense09, last checked 2014/02/11
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Figure 4.1: The ATLAS Architecture [KSC06].
much as possible [KSC+06a]. The goal of this thesis is related to the main idea of the
ATLAS approach: to design a process of end-user integration in the development
of complex, socio-technical systems. The ATLAS model is depicted in Figure 4.1.
There are two processes which build a continuous cycle: (1) access to community
needs and (2) support for evolving communities in the form of self-monitoring
tools. In more detail, the development process of community-driven information
systems (ISs) incorporates a continuous assessment of community requirements.
Additionally, the community activities have to be monitored constantly, analyzed,
and even simulated and then provided to the community by self-monitoring tools.
The awareness of community-mediated actions and needs increases the general
understanding of community requirements. The proposed process organization is
intended to support “a tighter collaboration between multimedia CIS designers and
communities” [KSC06]. Sangwan shows “emotive and contextual needs fulfillment
affects user attitude toward a virtual community” [San05]. Communication, mutual
understanding, and information management which is both transparent and well-
structured, form a means of tailoring complex to complicated processes [CHJL+13].
During the process of designing methods and strategies for requirements elicita-
tion and negotiation, we based our follow-up research on the ATLAS methodology.
Initially, we concentrated on the step of community-driven IS development. Re-
cent development in information and communication technologies exhibits a rapid
increase of Web-based information systems. Web 2.0 services [O’R05] introduce
new concepts of virtual interaction. Collaboration in the Social Web enables
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new web-based methods for requirements engineering (RE) (cf. Section 2.3.2).
Some of the emerging community-oriented RE tools are based on existing Web
2.0 services, e.g. wiki, forum, etc. Other systems present completely new Web
services with requirements elicitation and negotiation as their primary aim. The
application of existing Web services helps to overcome the problem of distributed
stakeholders. Most services are scalable for the large communities. However, there
are still some unresolved problems. Firstly, the ongoing evolution of communities
and their needs is challenging in terms of data management. Secondly, in the
existing studies, we observe a need for stronger motivating forces for end-users to
participate. Thus, the initial research question addressed by this thesis is: How
can we support communities in accessing their continuously changing
requirements in an easy and enjoyable manner? In order to design a model
for community-oriented RE, we need to define the context of a CIS formally.
Based on the overview of the RE research in Chapter 2, the following challenges
for community-oriented RE were identified:
• Geographically distributed community members
• Large-sized communities
• Need for motivating forces for community members to participate
• Varying backgrounds of community members
• Ubiquitous integration of requirements elicitation and negotiation in commu-
nity processes
4.2 Context of Community Information Systems
Linguistically, the term ‘context‘ refers to the relationship of words and ideas and
the manner in which information is clarified or enhanced [Win01]. For example, the
phrase “driving 30 km/h” can be interpreted differently: for a bicycle, this velocity
is very high, whereby it is relatively slow for a car. In this case, information about
the vehicle is crucial for understanding the above-described situation. Context
has to be shareable too. Considering the example above, if somebody does not
know what “bicycle” means and how fast it travels on average, the term ‘bicycle’
cannot be properly understood. For interactive systems, Dey and Abword [DA99]
define context as information that characterizes the interaction between a user and
a system. In the case of CIS, the context needs to be extended by a community
dimension: CIS users do not exist in a vacuum, but are a part of a socially
vivid environment. Community rules, constraints, and interconnections play an
important role in satisfying community needs: Do people already know each other?
Do they have anything in common? Does a community already exist and if yes is it
tight or loose, is it new or already well-established? There are many more questions
one can think about. Furthermore, members of communities from different domains
differ not only in their knowledge, but also in their style of communication and
interaction. Due to continuous learning processes, the community is a subject of
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ongoing evolution. In terms of community structure, communities either expand or
shrink, become less interconnected or more tight, and may experience many or no
newcomers. All these details about social and organizational state of a community
are essential for the formal description of a CIS.
Community-Artifacts To design context of CISs, it is necessary to consider
existing operative theories. In the CoP theory, Wenger pays most attention to the
community members and participation process [Wen98] (cf. Section 2.3.1).
In this case, media dimension is not explicitly addressed. Wenger defines only
community-internal relations. In more detail, a CoP consists of its participants
who generate artifacts. The artifacts are made accessible to the community and
are then adopted by the community participants. Within this cycle, knowledge is
produced and shared. A continuous learning process takes place, which triggers
ongoing evolution of the community knowledge. Even during the observation phase,
before entering the community actively, a potential community member learns how
to communicate within the community: learns its rules, its vocabulary, its relations,
etc. Additionally, a community evolves in terms of its composition. People enter,
re-entrer, and leave the community either approaching or distancing themselves
from its center.
Community-Medium In transcriptivity theory, Jäger [Jäg01] emphasizes the
importance of the medium. Even in the similar composition bound by the similar
practice, community members perform differently depending on the medium they
apply to collaborate. In turn, different communities differently utilize the same
groupware. The operational methodology Actor-Network-Theory (ANT) by Latour
[Lat99] treats human and non-human subjects as parts of a social network. The
theory provides a basis for exploring the interrelations between a system and its
users. For example, we can investigate whether a person has the same social
behavior pattern in different community media. Alternatively, we get insights in
medium utilization styles across different communities. Using Jäger’s terminology,
the processes within a CIS can be described as follows. Community members
transcript their knowledge in form of artifact creation/modification. The artifacts
get localized in the medium they are posted in. The medium with its data
addresses its audience. Figure 4.2 depicts a CIS process which combines CoP with
the transcriptivity theory.
Community-Medium-Artifact De Michelis et al. in [DMDJ+98] model all three
dimensions – community, system, and organization – at the same level of abstraction.
The authors propose a three-faceted view for groupware description and argue
that all three facets are required to “deal effectively with change”. Considering
the facet of the view, the system presents a composition of artifacts applied to
achieve organizational goals. The organizational facet defines organizational rules
and structures. The group collaboration facet reflects the information about people
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Figure 4.2: Community-Medium-Artifact Interrelation based on the CoP and ANT
Theories.
working together on some activities and/or processes. Based on this three faceted-
view, we proposed a model for community-oriented context displayed in Figure 4.3
[HKJ08].
We define the context of a CIS as a composition of its community members, the
media they use, and the artifacts they generate. The community is a CoP built
around the CIS. We emphasize that the state of the CoP is not a simple collection of
user profiles, but it also contains data about social interaction and information flow
within the CoP. The CoP as a context dimension relates to the group dimension
in the three-faceted view by De Michelis et al. The organization facet – rules,
constraints, and objectives – is defined by the media used for the interaction and
the management of the CIS. Finally, the community-generated artifacts compose
the system. Besides community, media, and artifacts, interconnections between
these three dimensions play an important role and are represented by the edges of
the model.
Example: Context Model Instantiation The following example visualizes a pos-
sible instantiation of the proposed context model to describe an OSS community.
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Figure 4.3: CIS Context Model [HKJ08].
Open Source Software (OSS) projects present an example of CIS. Developers and
users of an OSS compose a CoP. This CoP is mapped to community dimension
of the proposed CIS context model. The infrastructure used for communication
(forums, mailing lists, reporting platforms) and development (code repositories)
within the corresponding OSS project represents the media dimension. The
community-generated artifacts include code files, bug reports, patches, requests for
enhancement, and questions.
Given:
OSSProject
Universum:
UOSS = (member1, . . . ,membern,medium1, . . . ,mediuml, artifact1, . . . , artifactk)
Mapping IOSS :
CoP → CommunityOSS(member1, . . . ,membern)
Media→ InfrastructureOSS(medium1, . . . ,mediuml)
Artifacts→ ArtifactsOSS(artifact1, . . . , artifactk)
To summarize, community, media, artifacts, and the interaction among them
compose the context of a CIS. Now, we can proceed with the design of a model for
the adaptation of the CIS context to the continuously changing requirements of
the evolving CIS communities.
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4.3 Adaptation Model of Requirements Engineering in CIS
All three dimensions of the CIS context – community, media, and artifacts –
experience continuous evolution. Community members who use CIS collaborate
with each other by means of provided media. The result of this collaboration
presents generated artifacts. Hence, CIS context (who collaborate?, on what?
and by what means?) defines the collaboration process. Collaboration leads to
knowledge transfer within a community. In turn, this learning process results in
further evolution of the community. In conclusion, collaboration triggers evolution
of CIS context. We formalized this evolution as presented in Figure 4.4 published
in [KJH+11].
The process of requirements assessment in community-driven development
presents a specialization of collaboration process. Therefore, RE process organiza-
tion is defined by the adopted collaboration styles. The requirements are defined
by the current CIS context: a sum of needs of the current community composition
in the current CIS settings. The realization of the requirements generated during
RE means that the system is modified accordingly. Therefore, modifications of
the system influence CIS context in terms of the users it attracts, the media it
provides, and the artifacts it produces. Oppermann defines two terms related to
adaptation: adaptable and adaptive [Opp94]. Adaptable are the systems which
provides the user with a possibility to change the system according to his/her
wishes. Whereas, adaptive systems are “able to change its own characteristics
according to the user’s needs”. In the study, Oppermann shows that the optimal
approach is a combination of both adaptive and adaptable methods. Significant
modifications of context lead to a need for adaptation of the organization of the
whole process chain or as Oppermann calls it: “to turn from the domain task to
the meta-task of adaptation”. Hereby, the interdependencies (mapped to the edges)
between CIS Context, Collaboration, and Requirements require adaptation. This
adaptation is represented by the outer cycle of the model “changes” in Figure 4.4.
Figure 4.4: CIS Context Adaptation Model [KJH+11].
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Example: Adaptation Model Instantiation The following example visualizes a
possible instantiation of the proposed context adaptation model to describe adap-
tation processes in the OSS communities. As previously presented, we describe
OSS context by its CoP (project members and their social roles), infrastructure
(platforms used for communication and development) and community-generated
artifacts (messages and code files). The collaboration is defined by provided infras-
tructure on the one hand and by adopted interaction rules and styles within OSS
community on the other. In OSS, assessment of requirements is intertwined with
the development process. Requirements are spread among community-generated
artifacts [Sca09]. Community members express their ideas in mailing lists, forums,
bug reports of OSS projects. The accepted ideas are then implemented.
Assume that a new member achieves a leading role in an OSS community (CIS
context change). He/she introduces a new collaborative medium. The new medium
introduces new constraints and defines opportunities for collaboration. At the
same time, it reshapes the complete requirements elicitation process adopted so
far. A modification on the higher level of abstraction (meta-task of adaptation)
takes place (outer adaptation cycle).
4.4 Model for Requirements Engineering in Community of
Practice
After creating a model for the CIS context and a model for the double-loop
adaptation of the CIS context, we can proceed with the design of RE processes in
CoPs. The main focus thereby is directed at communities. Community-oriented RE
tools should offer to community members collaborative and cooperative capabilities.
Besides capturing the interest of community members, the central challenge is to
motivate people into active participation. Therefore, requirements elicitation and
negotiation need to be organized in an innovative and refreshing way.
Considering current trends in RE (cf. Section 2.3.2), special features of Web
2.0 and service-oriented architectural approach, we developed a concept for re-
quirements elicitation and negotiation. To formalize the proposed approach, we
applied agent-based graphical modeling language i*2 [YM94]. i* was developed
for early requirements engineering. The methodology had previously proven to
be particularly suitable as a modeling instrument in RE. Besides other notions
such as actors, goals, resources, and tasks, it explicitly deals with dependency
relations. Our concept for community-oriented requirements access, consists of
three approaches, which ideally should be combined. The first version of the
model was formalized as presented in Figure 4.5 [HHK09]. The first option to
access community needs, is to mine for requirements within community-generated
artifacts without extra facilities (Analyze Community-generated Content). While
communicating, CoP members express their ideas, discuss their problems, and
2i* Wiki, http://istar.rwth-aachen.de, last checked 2014/02/11
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Figure 4.5: i* Model for Community-oriented Requirements Access [HHK09].
submit bug fixes. To access these “implicit requirements”, services for requirements
mining within community-generated content need to be implemented within CIS.
Here, a significant challenge for the analysis of such requirements is presented by
data uncertainty, quantity, and complexity. Subsequently, requirements analysts
still need to interpret the detected requirements manually.
The second option to access community needs is to monitor the system usage
(Provide Community-oriented Monitoring Services). In this instance, collected data
is analyzed and knowledge about user preferences is extracted (Analyze Monitoring
Data). However, this analysis answers only the questions “who” and “how”, but
not “why” and “which”, in fact, would be the better approach. The data has to be
enhanced by additional input on requirements from other resources. One possibility
is to combine these quantitative analyses of system usage with qualitative analyses
by means of questionnaires [RKS08], [CHK+09].
The third option is based on the fact that communication within communities
takes place in social communication platforms, e.g. forums, mailing lists, etc.
Thus, we propose to design social software with special focus on RE collaboration.
Social software delivers mash up platforms for information sharing and social
networking. So why not create Web 2.0 services aimed at community support
during RE processes? The idea had already been picked by several research groups
as presented in Section 2.3.2. Social technologies for RE processes (Community
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RE) just like other Web 2.0 should be available from anywhere at any time
and support requirements negotiation within communities (Provide Community-
oriented RE Services). User needs identified by social software for requirements
elicitation (Results of Explicit RE) should be refined by the results from system
usage monitoring and communication data analysis.
Adoption of Web 2.0 principles support easy and intuitive requirements elicitation
and negotiation for both end-user communities and developers. Such collaboration
platforms have a potential to evolve into the joint enterprises of communities
and thus to reinforce their members’ interconnections. However, the design of
community-oriented RE services in Web 2.0 form introduces more than enough
challenges: scalability, usability, and the most important one – integration of the
community long-tail.
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Figure 4.6: Revised i* Model for Community-oriented Requirements Access
[KJH+11].
We applied the proposed model for community-oriented RE in the EU project
ROLE3 and in the DFG project Contici4. Based on the evaluation results, we
revised our model as presented in Figure 4.6 [KJH+11]. Two actors - end-users
and developers - were merged into one element called CoP (cf. Figure 4.6).
The modification allows better integration of some CoP characteristics, in that
according to the CoP concept, every end-user has the potential to evolve into a
developer. Therefore, no clear distinction between these two CoP subgroups can
3ROLE, http://www.role-project.eu, last checked 2014/02/11
4Contici, http://www.wiwi.uni-siegen.de/contici/, last checked 2014/02/11
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be made. Furthermore, the actors System, Communication Media and RE 2.0.
were merged in an CIS actor. In due course of development, the unwillingness of
community members to use extra systems for each (RE) task was quickly recognized.
Consequently, it was determined that community-oriented RE elements needs to
be integrated in CIS ubiquitously. This integration requires an architectural
approach which supports the incorporation of monitoring, data analysis, and
community-oriented requirements access into a CIS. service-oriented architecture
(SOA) allows us to build different services independent of each other and then
combine them in an arbitrary manner. Service bundles can be invoked by various
front-ends. Lightweight Application Server (LAS) developed in our group provides
SOA infrastructure [SKJ+06]. All prototypes developed within this thesis are
built within LAS environment. Following is a short overview of LAS and its
functionalities.
Lightweight Application Server (LAS) LAS [SKJ+06] is Java-based and there-
fore platform independent. Current installations run on Solaris, Linux, Mac OS
and Windows. The application of SOA introduces great flexibility into the system
design. LAS is designed as a modular system and provides network services which
can be shared among different tools supporting the work of CoPs. Each new service
implements new features which can be invoked by participating clients. Figure
4.7 displays a simplified version of LAS architecture. Only services and client
platforms pertinent to this thesis are shown (in the service-layer and client-layer
respectively).
The functions of services are registered by LAS and thus can be invoked over
the LAS server. Further, LAS handles network communication with user interfaces
and database servers. The LAS session manager is responsible for maintenance
of the user sessions. It passes method invocations on to each respective service.
This part of LAS also verifies if a user has sufficient access rights for the invoked
service methods and security objects. The LAS user manager maintains users,
user groups and user roles, whereby, the LAS object manager handles security
objects of arbitrary types and their access rights. These three manager modules
together build the so-called LAS core services. LAS connectors realize client-server
communication by using a particular protocol. Currently, SOAP, HTTP and
XMPP connectors are provided.
Besides management tasks, LAS supports functionalities for dealing with data
formatted according to multimedia content description standard MPEG-7. MPEG-
7 is an ISO/IEC standard developed by Moving Picture Experts Group (MPEG)5.
Its goal is to provide standardization functionalities to describe multimedia content
without describing the multimedia data itself. MPEG-7 as querying language of
multimedia data has gained acceptance and popularity in many works, e.g. [DK08],
[CJK+09].
5ISO/IEC 15938-5:2003, http://www.iso.org/iso/catalogue_detail.htm?csnumber=34232,
last checked 2014/02/11
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Figure 4.7: Architecture of Light Application Server.
MPEG-7 standardizes information formats for both low-level and high-level
features. This standard facilitates the retrieval, indexing, and management of
large collections of data in the realm of multimedia content. The main MPEG-7
elements are: Descriptors (D), Description Schemes (DS), Description Definition
Language (DDL) and System tools. Descriptors define syntax and semantics
for representation of features, for example, terms such as Creator, Date, etc.,
whereas Description Schemes form valid groupings among Descriptors and/or other
Description Schemes, e.g. InformationOfCreation.
The MPEG-7 API of LAS provides methods for manipulation of MPEG-7
documents stored in a XML database. During processing of an updated XML
document, LAS tests all modifications against Description Scheme in order to
verify validity of the document before its transmission into database. In case of
inconsistencies, LAS generates an exception.
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4.5 Community-oriented RE Services
In order to realize our concepts for community-oriented RE, we require strategies
which combine high interconnectivity and an innovative means of interaction. The
elicitation and distillation of requirements from a plethora of voices from geograph-
ically distributed areas, and whose background knowledge and culture is diverse,
requires that community members be dealt with in a generally understandable and
intuitive way. Experts and amateurs alike should be able to contribute his/her
respective knowledge and controversially benefit from the requirements of others.
Additionally, the designed RE processes should foster active end-user participa-
tion. Therefore, we considered well-approved RE techniques for effective end-user
involvement as described in Section 2. The characteristics of scenario-based RE
methods ideally match in the best way the challenges which CISs brings to RE.
Scenario-based RE methods operating with real world scenarios of the system
usage expressed in natural language, pictures or other media, present a well-
approved strategy for effective end-user involvement in the requirements elicitation
process [Car95]. Scenarios are seen as a “powerful antidote to the complexity of
the systems and analysis” [AM05]. Usually, scenarios are sequences of activities.
Their form can vary from brief stories to richly structured use cases. Over the
last decade, digital multimedia have been introduced into our every day life. Real
life stories of the system usage expressed in natural language enhanced by digital
pictures or other media has found new relevance [Eri95], [ZH04]. In this way, the
basic concept of storytelling remains the same. Especially within interdisciplinary
teams, visual representations have often fostered debate on requirements.
Digital storytelling combines narrative with digital content such as photos,
streaming videos and recorded sounds. Digital stories offer higher expressiveness
and help to overcome interpretation discrepancies. Within our projects UMIC6 and
IKYDA7 and scientific works [Cao12], storytelling has been successfully applied as
basis for shared repertoire within different domains: learning, cultural heritage,
etc. [PGS+10], [GPS+10]. According to Wenger, shared repertoire presents a
source of community coherence. Telling stories is a process familiar to people
all over the world and thus serves as a suitable knowledge transmitter in CoPs.
However, storytelling in form of a social platform is not enough for community-
oriented requirements access. If every community member works on his/her
story independently without negotiating with others, a mutually appreciated view
can never be established. Hence, we developed services which provide community
members with a voice Bubble Annotation Tool (BAT) which lets them compare their
stories by Similarity Search (SiSe) and to specify community-context (Community
Aware Interactive Narration Environment (CAINE)). All concepts are implemented
as LAS services.
6UMIC project, http://www.umic.rwth-aachen.de/mainmenu/home/, last checked 2014/02/11
7IKYDA, http://dbis.rwth-aachen.de/cms/projects/IKYDA, last checked 2014/02/11
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4.5.1 Bubble Annotation Tool (BAT)
BAT has been designed to provide community members with a social platform
for requirements access in both a structured and enjoyable way. Today, members
of online communities exchange their ideas and thoughts via newsgroups, forums
or instant messaging. Analysis of such information offers keen insights into the
communities and their needs. However, extraction of requirements from communi-
cation resources is a very challenging task since the messages are neither classified
nor standardly formatted. Our intention is to create a typical Web 2.0 environment
which offers collaborative online annotation functions. Not only requirements
stated via BAT but also the related meta-data (i.e. author name, creation data,
etc.) are stored for further analysis and traceability.
BAT provides community members with the opportunity to negotiate with each
other via speech bubbles. We decided to use speech bubbles for communication
since they are well-known from comics, easy to use and are associated with having
fun. The first version of the BAT service allowed the annotation of pictures only and
thus supported the following application scenarios. After creation of the first version
of a prototype, designers upload their results via BAT and thereby make them
available to the rest of the community (cf. Figure 4.8). Community members have
the possibility to ask questions and to report problems using BAT. The designers
are not excluded from the communication process insofar as they can create bubbles
in order to answer questions from the community. Another application case is
to use bubble annotations to enhance system scenarios with additional textual
information. End-users also have a possibility to upload other pictures to BAT.
Thus, they can better express their vision and share experiences. Here again, the
use of bubble annotation helps clarify end-user ideas when communicating with
designers/developers.
In the course of BAT evaluation, we quickly recognized that a concept to use
one bubble for one message is not scalable for a large community. The annotated
pictures become quickly overcrowded with bubbles. A new version of the BAT
service has been designed. To overcome space limitation, the bubble annotation
concept was extended using a chat approach. In the second version of BAT, one
bubble contains all messages from one discussion. Per default, only discussion
headers were shown in the bubbles (cf. Figure 4.11). In order to view the complete
discussion history, a user can expand “bubbled” discussion by clicking on the
corresponding bubble symbol (cf. Figure 4.9). The resulting discussion is stored in
a tree-form. Thus, a user can easily trace the discussion and formulate a response
to any concrete discussion entry. The extension to the chat version is realized by
implementation of three new interfaces DiscussionSpeechBubble, AnnotatedImage
and Contribution. The interface DiscussionSpeechBubble defines the functionalities
for manipulation of the bubbles. In order to reformulate each message within
a bubble, the methods of the Contribution interface are commonly employed.
Positions of bubbles in story elements are defined within the AnnotatedImage
interface.
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Figure 4.8: Bubble Annotation Tool (Standalone Version).
All BAT functionalities are realized in the form of LAS services. BAT front-ends
are back-end independent. In the course of time, due to continuous technological
evolution, different BAT front-ends have been developed: starting from the stan-
dalone application (cf. Figure 4.8) over the Web-based version (cf. Figure 4.12)
to the widget-based front-end (cf. Figure 4.13). The Web-based front-end frees
the end-users from the need to install any additional software. The system can
be easily accessed from any Web-browser. The widget-based version extends the
process of image annotation by allowing the setup of front-end in accordance with
the personal preferences of end-users. To support scenario-based requirements
elicitation, bubble annotation of loose pictures is extended by a storytelling concept.
Different services for storytelling have been previously developed in our group
[KCH+08]. They are all realized as LAS services and utilize the MPEG-7 standard
for story description, which significantly lowers the integration barrier of the bubble
annotation in the storytelling. Storytelling enhanced by bubble annotations allows
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the following application scenarios. Several end-users collaborate to generate stories
for systems scenarios. Bubble annotation allows them to enhance each scenario
scene by introducing additional information. Moreover, bubbled discussions can
be used to negotiate the requirements. Additionally, the annotated stories can be
used as a tool for mock ups or even to visualize the process workflow of already
developed systems.
The BAT service implements an interface with the following functionalities:
creation, retrieval and storage of speech bubbles. It also facilitates access, control,
and management of pictures/story elements. BAT maps speech bubbles received
from the client side to valid MPEG-7 schemata. Conversely, it builds speech
bubble objects based on existing MPEG-7 documents. Hence, complex operations
like storing annotations in an appropriate format are swapped to the backend
and the application server. Since LAS offers an API with management functions
dealing with the modification of XML data, there is no need to parse each single
MPEG-7 document by the BAT service itself. Metadata of bubbles and images is
sent to or received from an XML database. In order to represent annotations, the
ImageTextType Description Scheme (DS) of MPEG-7 is applied. Speech bubbles
are treated as polygons defined by a quintuple holding of the coordinates of the
pointer plus all anchor points within the bubble’s parameter.
BAT data is stored in a hybrid relational-XML format. The corresponding table
consists of two columns. The ID column denotes a unique identifier for every XML
document, whereas the XMLCONTENT column contains an MPEG-7 document. Each
document represents an image and its annotation information created by users
during collaboration via BAT. Every modification in “bubbled” discussion is then
reflected in the corresponding XML document according to ImageTextType DS
of MPEG-7. Since BAT is designed to modify images and annotations (textual
descriptions linked to the images), the ImageText DS is the most appropriate DS
to store information from and about discussions. The ImageText DS describes a
spatial region of an image that visually contains text. Actually, this DS extends
the StillRegion DS, which is dedicated to description of a 2D spatial region of an
image or video frame (cf. Figure 4.10). In contrast to StillRegion DS, ImageText
DS describes the textual characters, language, font size, and font style of the image
text. In BAT, the textType attribute is set with the value Scene. It means that
the text appears naturally in the scene like annotating the design, or pointing out
one’s view. Under StillRegion tag, SpatialMask Descriptor is chosen to describe
the spatial boundaries of bubbles in images. In addition, another element known
as Text is responsible for storing annotation contents inside the corresponding
bubbles. Not only the ImageText DS but also other elements defined in MPEG-7
contribute to the XML document storing information needed in BAT. Considering
the example of an XML-document in Listing 4.10, the following MPEG-7 elements
are utilized by BAT:
• MPEG7 serves as the root element of the description.
• DescriptionMetadata describes the metadata for the descriptions.
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• Description describes multimedia content using the top-level type, e.g. to
describe an image by defining its type as ImageType.
• Image indicates the top-level type for describing multimedia content entities
in picture. Multimedia can also exist as video or audio.
• MediaLocator allows the user to create a reference from description to media
in two ways: MediaUri which is used to locate external media content and
InlineMedia which includes the media content itself.
• SpatialDecompostition describes a spatial decomposition of the StillRegion
into one or more sub/segments and allows the storage of threaded discussions.
• StillRegion stores the information of each message within “bubbled” discus-
sion.
The collected data presents a rich source for further analysis and traceability.
In [Poh97], Pohl emphasizes that the RE process should be traceable. There are
three applications for the collected information: integration of changes, system
development and improvement of system acceptance. BAT collects all data needed
for this kind of traceability: user id (Who?), artifact id (How?) and content
(What?). Additionally, the date and the time of record creation is saved to the
database automatically. This information is linked to a visual representation in
the form of digital media or digital story elements.
Figure 4.9: Prototype Presentation with BAT in High-tech Entrepreneurship and
New Media Lab.
User-generated requirements enhanced by visual representation presents a very
encouraging resource for further analysis and traceability. Various statistics based
on certain parameters (user similarity, requirements preferences, etc.) can be
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1 . . .
2 <urn:Spat ia lDecomposit ion>
3 <urn :S t i l lReg i on x s i : t y p e="urn:ImageTextType" id=" [ . . . ] ">
4 <urn:Header x s i : t y p e="urn:DescriptionMetadataType ">
5 <urn:Comment>
6 <urn:FreeTextAnnotation>cont r ibut ion</urn:FreeTextAnnotation>
7 </urn:Comment>
8 <urn:Creator>
9 <urn:Role hre f="urn:mpeg:mpeg7:cs:RoleCS:2001:AUTHOR"/>
10 <urn:Agent x s i : t y p e="urn:PersonType">
11 <urn:Name>
12 <urn:GivenName>ugnm4a</urn:GivenName>
13 </urn:Name>
14 </urn:Agent>
15 </urn:Creator>
16 <urn:CreationTime>2012−01−12T22:13:25:992F1000+01:00</urn:CreationTime>
17 </urn:Header>
18 <urn:Text>Hier i s t d ie S t a r t s e i t e . Man wird aufgerufen s i ch anzumelden ,</urn:Text>
19 </urn :S t i l lReg i on>
20 <urn :S t i l lReg i on x s i : t y p e="urn:ImageTextType" id="ImageTextType_Anna20130416154802880">
21 <urn:Header x s i : t y p e="urn:DescriptionMetadataType ">
22 <urn:Comment>
23 <urn:FreeTextAnnotation>cont r ibut ion</urn:FreeTextAnnotation>
24 </urn:Comment>
25 <urn:Creator>
26 <urn:Role hre f="urn:mpeg:mpeg7:cs:RoleCS:2001:AUTHOR"/>
27 <urn:Agent x s i : t y p e="urn:PersonType">
28 <urn:Name>
29 <urn:GivenName>Anna</urn:GivenName>
30 </urn:Name>
31 </urn:Agent>
32 </urn:Creator>
33 <urn:CreationTime>2013−04−16T15:48:02:892F1000+01:00</urn:CreationTime>
34 </urn:Header>
35 <urn :Re la t ion type="urn:mpeg:mpeg7:cs:SemanticRelat ionCS:2001:references " . . . />
36 <urn:Text>Ohne Anmeldung kein Vorschau?</urn:Text>
37 </urn :S t i l lReg i on>
38 </urn:Spat ia lDecomposit ion>
Figure 4.10: Cutout of an XML Document for BAT Data Storage.
extracted from this data. However, at this stage of development, the cross-
community privacy concept has been missing in both BAT and storytelling services.
The ability to distinguish specific materials from other communities strengthens the
feeling of joint enterprise. Artifacts enhanced by community annotations empower
establishment of shared repertoire with a semantic meaning. From an analytical
perspective, the annotation of users and artifacts with communities allows us to
study the social behavior of members across a range of communities and media.
Within the scope of this thesis, another service referred to as CAINE has been
realized as a means of enriching LAS functionalities by community awareness.
4.5.2 Community Aware Interactive Narration Environment (CAINE)
The general idea of the CAINE service is to link stories and media not only to
users but also to communities. In Section 4.2, we defined “community” as a
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Figure 4.11: Bubble Annotation of a Story Element with Discussion Topic.
Figure 4.12: Expanded Bubble Annotation of a Story Element.
non-redundant context dimension of CIS (cf. Figure 4.3). Hence, the information
on community is essential for evolution analysis and system adaptation. CAINE
provides a possibility for the user to annotate the multimedia content with the
communities he/she belongs to. Furthermore, the CAINE service allows the spec-
ification of cross-community privacy concepts: different rules can be defined for
viewing, editing, and sharing for internal and external community objects. Com-
munity assignment additionally opens up a new opportunity to analyze community
behavior at the meta-level: its progress, its problems and its advantages. Similar to
the BAT service, CAINE is realized as a LAS service. CAINE defines an interface
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Figure 4.13: Bubble Annotation Tool (Widget-Based Version).
with the following functionalities:
• Media and stories can be annotated with the users communities.
• A user can either remove from or add to a medium or a story his/her
community annotation as long as the user is a member of at least one
community the media is annotated with.
• User access is restricted to media/stories which are either not annotated or
annotated with at least one of his/her communities.
• When a user specifies an annotation (semantic tags, description, etc.) for
an image or for a story element, the community in which context the user is
currently logged into the system is automatically added to the community
annotations of the artifact.
• Provide statistics on distributions of community annotations.
The data generated by the CAINE service is stored within information about
stories and their multimedia elements in MPEG-7 format. Figure 4.14a and Figure
4.14 display the MPEG-7 document structure of multimedia and story annotated
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(a) CAINE Medium Model
(b) Legend for Hybrid Relational-XML-Datamodel Annotation
with community respectively. Only relevant parts are presented. Both storage
models follow the legend in Figure 4.14b. As previously described, to each MPEG-7
document in XML format, a unique ID is assigned. In the case of medium (cf.
Figure 4.14a), data about community is stored within User element in the attribute
PersonGroupType, whereas, in thef case of story (cf. Figure 4.14), the attribute
PersonGroupType of the element Agent contains information about community.
4.5.3 Community-oriented Scenarios Elicitation and Negotiation in
High-tech Entrepreneurship and New Media Lab
In Winter Term 2011-12, our storytelling environment YouTell enhanced by bubble
annotations from the BAT service and by community annotation from the CAINE
service was evaluated within the practical lab “High-tech Entrepreneurship and
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Figure 4.14: Story Storage.
New Media (HENM)”8. The goal of the course was to integrate the student teams
into the CoPs of local start-ups [RKJ+07]. During the semester, the lab participants
had to design and develop a gaming environment for fake media detection. The
storytelling environment was used throughout the whole development process. First,
it was applied during the preliminary elicitation and negotiation of the system
requirements. The lab participants generated their concepts in the form of stories.
The stories were discussed within the group and with the responsible supervisors
by means of bubble annotations. Secondly, the storytelling environment enhanced
by bubble/community annotations was used after the system development. This
time stories reflected the developed gaming environments. The annotations of story
elements were applied in order to enhance system scenarios with additional details.
The communication within lab groups was again handled over bubble annotations.
Figures 4.11 - 4.13 display the screenshots created within the lab. At the end of
the semester, the students anonymously evaluated our system with questionaries
on system quality and concept.
Figure 4.15 presents the evaluation results of the scenario-based requirements
elicitation enhanced by bubble and community annotations. Most of the students
specified that the collaborative storytelling and the annotations increased the
quality of their prototypes. The provided environment also helped to conceptu-
alize the prototype storyline (correlation of the stories and the final products).
Additionally, it was reported that the bubble annotations triggered additional
discussions on prototype and helped to identify solution alternatives. Many of the
lab participants also believed that the provided system helped to resolve conflicts
and explore different points of view. Hence, the evaluation results support our
8High-tech Entrepreneurship and New Media Lab, http://dbis.rwth-aachen.de/cms/
teaching/WS1112/unternehmensgrundung-und-neue-medien, last checked 2014/02/11
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Figure 4.15: Evaluation: Bubbled Story-based Prototype Creation and Negotiation.
Table 4.1: End-user Involvement into Requirements Elicitation Process.
ex situ in situ
User Workshops, Interviews Mobile RE Tools
Community Web-based RE Tools ?
approach to provide communities with enjoyable and intuitive services to foster
community-oriented requirements elicitation and negotiation.
4.5.4 Mobile Storytelling with Integrated Similarity Search (SiSe)
Traditionally, end-users are invited to requirements elicitation workshops and inter-
views. There, the end-users state their needs outside their working environments
[Mai05]. However, the strategy of centrally organized meetings is not applicable
in the case of big, geographically distributed communities. In order to facilitate
requirements elicitation, user in situ whose broad distribution and diverse back-
ground knowledge was taken into consideration, community-oriented applications
on mobile devices (cf. Subsection 2.3.2) seemed to be one promising direction for
further investigation.
In RE, requirements elicitation is directly interconnected with the negotiation
process. During negotiation task different views and conflicts are discovered and
resolved with respect to the arguments and rationales of involved people. Awareness
of other members’ needs within community increases the level of acceptance of
system modifications. Therefore, an effective mechanism to negotiate end-user
requirements should be provided within the requirements assessment process not
only to the requirements analysts but for all community members. Similar to the
elicitation process, requirements negotiation should be realized in a community-
oriented manner.
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The review of technologies presented in Section 2.3.2 shows that currently most
of the systems are either mobile but not community-oriented or community-oriented
but not mobile (cf. Table 4.1). Therefore, our research objective is to design a
strategy which combines both: effective requirements elicitation and negotiation in
situ.
Mobile Storytelling
Mobile storytelling is selected as a promising approach to facilitate involvement
of community members in the requirements negotiation process. Storytelling is
a well-accepted approach to foster a dialog within heterogeneous communities,
whereas, mobile allows the elicitation of requirements at the environment of their
origin.
The design of an efficient environment for story creation for mobile devices meets
a whole variety of restrictions and limitations. Limited screen resolution, basic
button function, and restricted screen navigation are some of the main factors
which need to be taken into account. At the same time, a good usability and
intuitiveness are the important aspects for successful end-user involvement in the
requirements elicitation process. In order to provide an easy-to-understand naviga-
tion despite the aforementioned limitations, the existing standalone application
for desktop storytelling - MIST [KCH+08] - was modified and simplified to a
mobile version called MISTM [And09]. The resulting prototype offers the following
functionalities: login/logout, community selection, story creation, story
saving, similarity search, story viewing.
Stories are structured according to Movement Oriented Design (MOD) paradigm
[Sha05]. The main idea of MOD is that every tree and sub-tree consists of one
BEGIN and END node and an arbitrary number ofMIDDLE nodes in-between.
BEGIN contains the problem description of a story, MIDDLE explains the
problem and END provides the corresponding solution. Each of these story parts
can be recursively decomposed in Central Story Units (CSU) [KCH+08].
In MIST, the process of story creation offers a user three different options:
ADD adds of a new node to a story with a multimedia generated either by
Capture option or is selected in the multimedia pool. The selection of a
multimedia utilizes two LAS functions either Search by Keyword or Search
by Semantic (cf. Figure 4.16b).
SPLIT introduces non-linearity into stories. When a multimedia element is inserted
into a story via SPLIT, it gets assigned to the same position of the previously
added unit and presents an alternative path. Thus, if we have a set of n
units created by n sequent SPLIT commands, then a set of (n+ 1) (as an
initial ADD command is required) directed connections from the previously
created element to these split elements are generated.
CSU generates a sub-story within the main story. In the sub-story mode, a user
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(a) CSU Tab Menu (b) Add Option
Figure 4.16: MISTM CSU Tab Menu and Add New Element.
can perform ADD and SPLIT commands in the scope of the currently created
CSU.
In order to provide a user with a constant view of his/her story creation process
MISTM story editor menu is conceptualized as a 3 tab-view interface:
Story Tab displays general information about story.
Story Track Tab displays story path generated so far, a thumbnail of the last
added multimedia to the story and the total number of the story nodes.
CSU Node Tab displays information about sub-tree (cf. Figure 4.16a).
Navigating within Scenario Pool: Similarity Search (SiSe)
The success of virtual communities is correlated with the level of the fulfillment
of member needs. Better awareness of similar needs within community or their
conflicts positively influences the user’s attitude towards the developed system.
Information sharing promotes user participation. Surely, a user can just list all
existing stories. However, in a big community with a huge data pool, it becomes
almost impossible. To enable community members to have the possibility of
comparing their stories with the stories of others, similarity search is integrated in
community-oriented storytelling [And09].
Our SiSe concept enables categorization of stories based on different criteria
and search for the most related ones to those created by a certain user. The
realization of these functionalities requires conceptualization of community-oriented
semantic descriptions for stories and development of appropriate methods for story
comparison.
In order to foster requirements sharing and thus increase the acceptance of system
changes, a similarity search within community story pool is realized. For stories to
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Figure 4.17: Story Metadata.
be analyzed and compared, both layers of information are taken into consideration:
semantic information and structural information. Semantic information is created
by users through various means such as plain keywords or semantics keywords
annotation. In turn, structural or dynamic information contains information of how
a story has been told (=structured according to MOD paradigm). To summarize,
SiSe provides means for discovery of similarities and differences among end-user
scenarios based on a set of criteria focusing on a specific type of information or a
combination of both (cf. Figure 4.17).
For stories (scenarios) comparison, the following conceptual model is applied:
Step 1 Collect Semantics Information of Storyelements
KEYWORD = {a|...|z|0|...|9}∗
is any plain word.
SEMANTICS = {NAME,TY PE}
is a combination of a semantic tag and predefined object type.
LOCommunity −Awareness(CA)TION = {latitude, longitude}
is a geographical position of the media creation place.
The semantic parameters for story comparison are specified by the user who
performs similarity search.
Step 2 Collect Structural Information of Storyelements
POSITION = {BEGIN,MIDDLE,END}
is a position of an element within story structure according the MOD
paradigm.
Step 3 Community
COMMUNITY = {COMMUNITYi}
This step is optional. Using the community option, a user can narrow the used
story pool down to the stories annotated with the selected commmunities.
Step 4 Transformation of a non-linear story to a set of linear strings. Each
sub-story is transformed into one linear string.
Step 5 Similarity computation
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For each pair of stories, either Levenshtein distance [Lev65] or Occurrence
ratio is calculated. The Levenshtein ratio is defined as the ratio of the com-
puted Levenshtein distance to the length of the story path initially selected
for comparison:
LevRatio = Distance
Length(Path)
The LevRatio values belong to the interval [0; 1]. The LevRatio value denotes
0 when two paths have no differences, whereas, it equals 1 in case where the
two paths are completely different.
The Occurrence ratio is defined as the number of similar elements in both
compared strings divided by the length of the path of the story initially
chosen for comparison:
OccRatio = Occ
Length(Path)
The OccRatio values belong to the interval [0; 1], where 0 denotes no dif-
ferences and 1 reflects that two paths are completely different from each
other.
The Occurrence ratio has been introduced in order to offer a less strict metric
for story comparison. When a story presents a sub-story of a bigger one, the
Levenshtein ratio is too strict. Taking into account only occurrence of the
same elements and neglecting the structural information leads to the desired
lenient result. The algorithm for comparison is selected by a user. At the end
of computations, a new path containing the detected differences as sub-trees
between the paths is created.
Step 6 Removal of redundant paths
Step 7 Computation of stories ranking
Step 8 Sorting of stories The most similar first.
Step 8 Visualization of the results
Figure 4.18 displays a result of SiSe calculations. The eight elements marked
green are identified as similar. Two elements marked blue are a part of original
story but missing in the compared one. Vice versa, two elements marked red in
the compared story are missing in the original one.
From the technical perspective, mobile storytelling for requirements elicitation
with integrated SiSe for story comparison is realized as a bundle of the LAS services
at the back-end and a mobile application MISTM at the front-end. Figure 4.19
presents the LAS architecture extended by two services: one for Mobile Story
Creation and other one for Similarity Search (SiSe) are marked in blue and
green respectively.
65
4 Assessing Community Needs
Figure 4.18: Graphical Presentation of Differences Between Two Stories.
4.5.5 Mobile Storytelling with Integrated Similarity Search:
Evaluation and Discussion
An initial evaluation of MISTM with 10 participants different in their age, gender
and background was conducted as a two-day online workshop. For the evaluation,
the adapted version of Success Model by DeLone and McLean [DM92] to the CIS
context by Renzel et al. [RKS08] was applied. The main idea of the original success
model and its successors is to combine qualitative and quantitate analysis. The
adapted to CIS IS success model is composed of six main categories (cf. Figure
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Figure 4.19: MISTM Services Integrated in LAS.
4.20):
System quality describes how good the system is in terms of operational charac-
teristics.
Information quality defines how good the system is according to its output.
Amount of use refers to the utilization of the output of the system.
User satisfaction measures perceptions of the system by its users.
Individual impact measures the impact of the system on an individual user.
Community impact measures the impact of the system on a community.
To collect the information on system quality, the participants were provided with
two online surveys: one on mobile storytelling and other one on similarity search.
To measure the actual system usage (quantity), LAS monitoring service MobSOS
[RKS08] was applied. Additionally, to test the quality of similarity search, a
set of experiments was executed. We tested the performance of Levenshtein
vs. Occurrence ratio, evaluated detection and removal of redundant paths, and
performed story comparison based on different criteria.
Evaluation Environment: The evaluation as well as all conducted experiments
were realized within the environment filled with the content previously collected in
different projects:
Digital Stories: 2.076 (generated using Web-based or standalone version of story-
telling)
Multimedia Content Metadata: 1.737
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Figure 4.20: Community Success Model [RKS08].
Semantic Base Metadata: 5.845
Geographical (GPS) Metadata: 1.776
MISTM Testing: During the evaluation period, the users were asked to generate
scenarios reflecting their requirements using MISTM. Additionally, they were
informed about similarity search functions and advised to look for stories similar
to their own. The collected data depicted in Figure 4.21 showed that almost all
Figure 4.21: MISTM Usability.
participants have been previously familiar with the concept of social network and
experienced with mobile applications (90% in both cases). Participants found the
MISTM Editor Usability satisfying as they answered with Agree and Mostly Agree
to all questions (cf. Figure 4.21). It is noteworthy that most of participants seemed
to be unaware that the stories were created with a certain structural paradigm
(62, 5% Undecided and 12, 5% Disagree). Thus, we concluded that the process of
story structuring has been successfully integrated in the MIST without producing
an extra information load on users. Significantly, the predefined story structure
is an important aspect for the further story analysis and comparison. According
to our study, 40% of the participants stated that the story creation was limited.
This reflected one of the main challenges of the mobile application design: device
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limitations (e.g. small display) vs. usability. The quality of MISTM in terms of
stability and time response for the most part was rated positive.
Analysis of fun and enjoyment of MISTM showed that 60% interviewers liked
to view other peoples’ stories and even 77.8% enjoyed the collaboration concept
(cf. Figure 4.22). 60% of the participants admitted to have a great time using the
MISTM application and being motivated to use it later, whereas, the percentage
of Strongly Agree in the case of Web-based storytelling environment was measured
only by 34%.
Figure 4.22: Fun and Enjoyment of MISTM.
Combining the analysis of the system usage with the number of the created
stories during the two-day workshop and finally judging which users like the system
or not, we came to the following conclusion. The users who spent more time
learning the system liked it more than the users who used it just once or twice.
4.6 Review of Services for Community-oriented
Requirements Access
One of our proposals for community-oriented RE are the services for explicit re-
quirements elicitation and negotiation. We want to empower end-user communities
with an ability to speak out about their needs in an intuitive manner. The central
idea is to provide services in traditional Web 2.0 manner with an emphasis on
enjoyment and data traceability. The bundle of the developed services addresses
the challenges of community-driven software development (cf. Chapter 4) in the
following way (cf. Table 4.2):
Multimedia The use of digital content such as photos, streaming videos and
recorded sounds within storytelling helps end-users to express their emotions
and share experience in great detail. A bias which usually arises from a verbal
description is thereby reduced or even eliminated. Furthermore, photos and
videos serve as a good motivating force for people to consume scenarios
of others and create their own. Multimedia description - with either plain
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Table 4.2: (Mobile) Storytelling Enhanced by Bubble and Community Annotations.
CIS Storytelling Multimedia Similarity Search Community Mobile Annotation
Distributed X X X
users
Big size X X
of community
Different X X X
background
Involvement X X X X X X
in RE process
keywords or semantic tags - enhances visual context with additional details.
Especially, the semantic tags which contain type specification help to avoid
controversy tag interpretations within heterogeneous communities.
Community The community concept makes it possible to treat users and their
requirements not as independent units, but to consider them in the commu-
nity context instead: to rank the requirements within community, to connect
requirements to the social role of their creators, to define restrictions and
privileges for community artifacts, etc. Community specification is realized
in a commonly used and well-accepted form of annotation tagging. Commu-
nity annotation also provides a new facet for information exploration and
traceability.
Stories/Scenarios Scenario-based requirements elicitation is selected as one of
the most acknowledged technologies to foster a dialog within heterogeneous
communities. Hereby, storytelling is chosen as a scenario-based methodology.
Each story can be either linear or non-linear. Linearity in a story represents
the flow which follows simple rules, whereas, non-linearity allows the user to
tell more complex stories: to express alternative points of view.
Similarity Search Similarity search presents an automated way of navigating
within a community-generated story pool. The functionality is provided
not only to analysts but is also directly integrated in the requirements
elicitation process. Any community member can perform a series of com-
parisons. Thus, SiSe heightens awareness of differences as well as conflicts
between existing requirements and increases the level of agreement within
communities.
Mobile Mobile version of storytelling makes it possible to access a great number
of community members spread out all over the world without pre-organized
workshops and interviews. Users can generate their scenarios anywhere and
anytime. Pictures and videos captured at the moment of process execution
increase the preciseness and clarity of scenarios. Moreover, a mobile environ-
ment enriches multimedia description with location coordinates and a time
stamp. Thus, it introduces spatiotemporal dimension into story data.
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Bubble Annotation Chat-like annotation of scenario elements empowers users with
means for negotiation. Integrated within scenario creation and consumption,
intuitively realized annotations in form of speech bubbles allow end-users to
express their opinions, discuss their ideas or enhance their scenarios with
additional details. Communication within community serves as basis for
shared repertoire, and presents one of the binding forces for a CoP.
To conclude, the designed services address Research Question (RQ)1: “What are
innovative ways for supporting sustainable community-oriented RE?”. Free from
many constraints services for community-oriented RE lessen the entrance barrier
for end-users and simplify the learning process, but at the same time introduce
additional complexity into the generated data. In order to reduce and to structure
generated data load, different mechanism like: annotations enhanced by semantic
meaning, messages combined to tree-like discussions, and similarity search within
scenario pool are introduced. In addition, the developed services have a special
focus on enjoyability and intuitiveness: the process of requirements creation is
realized in form of bubble annotations and is enhanced by multimedia. Nevertheless,
these technical aspects are not enough for community success. Additional social
motivation forces are required for fostering active end-user participation in the
community-oriented process.
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5 Knowledge Mining within
Community-generated Content
In the previous chapter, we addressed the first Research Question (RQ): “What
are innovative ways for supporting sustainable community-oriented requirements
engineering (RE)?” We outlined ways in which community needs may be accessed:
(1) services for community-oriented RE, (2) requirements mining within community-
generated content, (3) monitoring of community actions (Chapter 4, Figure 4.6). In
the same chapter, a bundle of services which were developed for community-oriented
RE was presented. However, the evaluation of these services showed that additional
forces are required in order to motivate people for community building and active
participation within community-generated processes. We can approach this open
issue by studying successful community-oriented software projects. In this chapter,
we focus on the second RQ: “What are the success factors of community-oriented
RE?”.
Open Source Software (OSS) projects form a successful example of Community
Information System (CIS). Surely, OSS projects do not deliver a complete picture
on CIS evolution, nevertheless, they are a good starting point. However, the
RE process in OSS is not explicitly defined. Requirements elicitation, analysis,
specification, validation and management are distributed over at least two dozen
kinds of software “informalisms”: mailing lists, forums, news postings, etc. [Sca09].
Thereby, we expect data generated within successful OSS projects to be very
large and highly complex. Prerequisites to analysis of such community-generated
content are appropriate data storage model and preprocessing concepts. Hereby,
appropriateness relates to the special challenges on reusability, extensibility, han-
dling of complex and multidimensional data, etc. To conceptualize and develop
methodologies for knowledge mining within community-generated content, we first
analyze the requirements for data management and preprocessing procedures based
on data from OSS projects.
In the following pages, we describe strategies for OSS data management and
analysis which were developed within the scope of this thesis. Next, an overview
of the OSS projects selected for our analysis is given. Finally, presentation of our
model for RE process discovery concludes this chapter.
5.1 Data Management and Analysis: Requirements
Within different EU and German research projects, our group has studied numerous
Community of Practices (CoPs) from a variety of domains (e-learning, engineering,
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cultural heritage, etc.). While performing analyses of these professional commu-
nities, the following challenges for data management were identified: The data is
mostly stored in non-interoperable formats, which leads to a lot of involvement
in data transformation. Often, there are one-shot datasets taken at a specific
time. Further, it is nearly impossible to perform data analysis at different levels
of aggregation [KSC+06b]. Analysis of community-generated content, however,
requires this functionality, as human and non-human CoP actors form hierarchical
structures (e.g. member vs. community, message vs. thread).
CISs, including OSS projects, represent material-semiotic networks composed
of non-human and human actors, which have to be approached as one unit.
In Section 4.2, based on several operative theories, the context of a CIS was
modeled as a composition of community, media, and community-generated artifacts.
These three context aspects are the basis for comparative study of OSS content.
Subsequently, concepts of and methods for knowledge mining within community-
generated content should be designed in a way which supports cross-media analysis.
By means of cross-media analysis, we study media-community relations: we address
the questions how people utilize different media and how media influence their
behavior. In addition, to enhance the quality of the results, the analysis should
be performed across several CoPs. Regarding empirical research in OSS, Stol
and Babar in [SB09] emphasize that the size of the data sample selected for
analysis affects quality and reliability of the results. However, these processes
are the current challenges within OSS research (Chapter 3). Besides, we should
offer a flexibility to combine different processing procedures in arbitrary order.
Furthermore, to enable easy extensibility by new functionalities, data exchange,
data storage, and communication with other services/databases should be realized
as an independent mediator. These observations led to the following requirements
for data management and analysis of community-generated data:
Data-Structure Independence: Handling of different data sources and schemata
Additive Analysis: Possibility of restricting analysis to newly added data
Analysis Flexibility: Possibility to combine analysis procedures in arbitrary order
Interoperability of Meta Data: Consistent data format and structure of results
Extensibility: Only the functionality of a new analysis procedures has to be imple-
mented
5.1.1 Mediabase
The challenges of media breaks and duplicate work in scientific workflows within
our previous CoP studies motivated our group to create a Mediabase concept
which allowed us to store data in an interoperable format, to follow changes, and
to aggregate new instances [KSC+06b]. A Mediabase consists of social media, a set
of artifacts, a set of media operations (=processes), a set of project agents, a set of
communities, and a set of community-specific metadata. The Mediabase concept
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has been successfully applied in many interdisciplinary works of our research group
[KH08], [DK12], [KP08].
Figure 5.1: Mediabase Data Model [Kla10].
The Mediabase organization follows Actor-Network-Theory (ANT) (cf. Sec-
tion 4.2) which models non-human and human actors as nodes of an Social Net-
work (SN). Figure 5.1 shows the ER model of the Mediabase concept. The entities
MEDIUM, ARTIFACT, AGENT, and COMMUNITY are specializations of the entity ACTOR.
Different processes like BROWSE, ADDRESS, TRANSCRIBE, etc. are generalized as an
entity PROCESS. The entities are connected in the following way: In the case of
non-human actors (green box in Figure 5.1), a medium stores its artifacts and the
artifacts are presented by their media. In the case of the human actors (orange box
in Figure 5.1), the agents belong to their communities, whereas the communities
rank their agents. The process entity bridges the non-human and human entities.
The agents perform processes and are at the same time affected by those processes.
The processes create and consume artifacts. Technically, a Mediabase consists of a
relational/XML database for data storage, a collection of scripts for data crawling
from Web media, a collection of preprocessing and analysis routines and a variety
of different front-ends for visualization and user interaction [Kla10].
The Mediabase workflow is displayed in Figure 5.2. The data is first collected
from the community communication and development repositories. Then, the data
is stored into the database according to the previously described ER data storage
model. Next, the database content is preprocessed and analyzed. Finally, the
analysis results are provided to the community members to support Community-
Awareness (CA).
Within this thesis on community-oriented software development, Mediabase was
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Figure 5.2: Analysis Workflow.
applied as a framework for conceptualization of data management and analysis
procedures. Based in the special challenges of software developing CoP, I adapted
the Mediabase workflow and instantiated its processes as follows:
• Mediabase data model for OSS, Section 5.2;
• Template-based crawler for data collection from the online Web sources,
Section 5.3;
• ER model for data storage in a relational database, in Figure 5.4;
• Filter-framework for data preprocessing and data cleaning, Section 5.5;
• Lightweight Application Server (LAS) environment as an architectural ap-
proach, section 4.4;
• Methods and services for analysis and clustering of stored data, in Chapter 6;
• Platforms for data visualization and presentation to the project members,
Chapter 8.
Next, our approach for data management of OSS content is presented.
5.2 Data Management
To design a data management concept for OSS analysis, a thorough investigation of
infrastructural elements (=non-human actors) and community structures (=human
actors) is required. There are millions of OSS initiatives which are similar in terms
of their voluntary participation concepts, sometimes even in the problems they
address, but they all might differ in their evolution. The interactions within OSS
communities as well as the communities themselves, are strongly influenced by
technologies used for communication and project management. At the same time,
the identical groupware is utilized differently by different communities. Not only
do selected technologies influence OSS communities and their behavior, certain
technological fragments (e.g. deactivation of some features, bad spam filtering,
etc.) can also attract, motivate, or even frighten off community members. In
turn, evolution of communities results in a change of the applied technologies.
To develop an appropriate data management concept, we first analyze often-used
infrastructural elements applied by OSS communities and OSS social structures.
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5.2.1 OSS Non-human Actors: Media and Artifacts
This section presents the variety of technologies traditionally adopted by OSS
communities for communication and management.
Web appearance General information about an OSS project, its aims, its com-
munity, and its management tools is usually presented either on wiki or on Web
page of the project. Bigger projects, for example VLC, often have both wiki1 and
Web page2. The Web page is maintained mainly by a project leader or core group,
whereas wiki is the result of community creativity. Some smaller projects host their
complete infrastructure on Web-based platforms like Sourceforge3 and GitHub4.
Communication management Project management of OSS is almost completely
reflected in the Web resources of the project. Communication between community
participants of almost any role mainly takes place in the project mailing lists.
Usually, mailing lists are classified into two main groups: user lists and developer
lists. Smaller OSS projects have only one or two lists per project, e.g. BioJava
project with biojava-l list5 and biojava-dev list6. Within the bigger OSS
projects, for example Gimp7, certain management topics are assigned to a separate
mailing list. There are even more complex projects which consist of many different
components and sub-projects. Each sub-project is driven on its own, sometimes
completely separated from other sub-projects within the community. In Eclipse8,
there are twelve related projects9 each with its own infrastructure: mailing lists,
wiki pages and forums. Moreover, project management of the Eclipse platform is
spread over 31 mailing lists for the development discussions and four forums for
the general discussions10. Additionally, some project host regional mailing lists like
postgreSQL11 or regional forums like GIMP12. There, the project issues are mainly
discussed in a predefined language. A certain amount of group communication
(ad-hoc discussions) within OSS projects takes place in discussion channels such as
Internet Relay Chat (IRC) (e.g. Ubuntu13).
1VideoLAN’s Wiki, http://wiki.videolan.org/, last checked 2014/03/10
2VideoLAN Web page, http://www.videolan.org/, last checked 2014/03/10
3SourceFourge platform, http://www.sourceforge.net/, last checked 2014/03/10
4GitHub platform, http://www.github.com/, 2014/03/10
5BioJava General list, http://lists.open-bio.org/mailman/listinfo/biojava-l, last
checked 201403/10
6BioJava Developers list, http://lists.open-bio.org/mailman/listinfo/biojava-dev, last
checked 2014/03/10
7Gimp, http://www.gimp.org/mail_lists.html, last checked 2014/03/10
8Eclipse project WebPage, http://eclipse.org/, last check 2014/03/10
9Eclipse projects, http://eclipse.org/projects/listofprojects.php, last checked
2014/03/10
10Eclipse forums, http://www.eclipse.org/forums/, last checked 2014/03/10
11PostgreSQL regional lists, http://archives.postgresql.org/pgsql-ru-general/, last
checked 2014/03/10
12Gimp regional forums, http://www.gimpforum.de, last checked 2014/03/10
13Ubuntu channel list, https://wiki.ubuntu.com/IRC/ChannelList, last checked 2014/03/10
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Project and bug management The next type of Web-platforms used by OSS
projects present tools for project management and bugtracking, for example,
redmine. In addition to bug tracking, it provides OSS communities with features
like Gantt charts, group calendars, integration of software configuration manage-
ment systems, etc. (applied by e.g. KDE projects14). Another example of such a
management tool is Bugzilla. The community of the WikiMedia project applies
Bugzilla15 for feature requests, bug reports, to link bugs to their discussions, to
specify priority and severity of an issue, and to manage bug history (date of report,
date of modification, assignee, target milestone etc.). Detailed information about
bugs and their changes is also reflected in the mailing list wikibugs-l. Other
related management platforms worth mentioning include Track, KForge, Plandora,
Launchpad, web2project, TeamLab, etc. Most of these follow similar concepts and
differ only slightly in the features they support.
System management An information system developed by an OSS community
is made up of a set of source code files and other resources. These files are managed
with the help of a revision control system (RCS) like GIT, CVS, or SVN. The RCS
tools allow project members to access the system history, to commit a change, or
to perform a merge. Often, RCSs are integrated in Web-based project management
platforms as described above, which allow better navigation and direct connection
of bugs to their solutions. Despite public access to the history of system changes,
the rights to edit the existing code or to commit new code to such RCSs, often
belong to a relatively small group of core developers. Therefore, a committer is not
necessarily the author of the code he/she commits. Some RCSs like GIT provide a
possibility to specify both: the committer and the author to make the author’s
personal effort visible to the community. Paradigms for acquisition of committer
rights vary strongly from project to project and may evolve over time within one
project.
Decomposition of Infrastructural Elements To summarize, our investigation of
OSS infrastructures show that most of OSS communities apply at least mailing
lists and RCSs for management of communication and development respectively.
Other often used tools include bug tracker, wiki, and IRC. Each element of the
project infrastructure can be divided into the following objects: links, emails, forum
posts, bug reports, commits, and source code files. For example, a forum consists
of threaded conversations. In turn, each conversation consists of a set of posts
written by certain community members. The postings might contain links. Some
topics achieve a burst of postings (e.g. provocative topics).
Table 5.1 explores the decomposition of OSS infrastructural elements along eight
dimensions. This overview is based on the media structure presented in [Kla10].
Management of data collected from OSS repositories has to be organized in a way
14KDE project, https://projects.kde.org/, last checked 2014/03/10
15WikiMedia Bugzilla, https://bugzilla.wikimedia.org/, last checked 2014/03/10
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Table 5.1: OSS Infrastructure .
Wiki Mailing List Forum Bug Tracker RCS
Message + + + + −
Thread − + + − −
Burst − + + − −
Conversation + + + − −
Comment − − − + +
Web page + + + + −
Code file − − − + +
Link + + + + −
Figure 5.3: OSS Community Structure [CH05].
that allows for the analysis at any level of decomposition. To create a complete
picture of the evolution of an OSS project, both non-human and human actors
need to be addressed in the same way. Therefore, our analysis of human actors
within OSS projects is described next.
5.2.2 OSS Human Actors: Community, Sub-communities and
Individuals
An OSS community is a group of people united by common interest in the develop-
ment of free software. OSS communities differ from virtual communities. “Unlike
Internet communities focused on hobbies, fantasy, gaming or social support, these
communities are more like distributed project teams in a production environment"
[OF07]. OSS communities are still seen by many researches as being chaotic and
disorganized. According to Sowe et al. [SSS07b] common interests, beliefs in ideals,
and intra-community relations are those few important characteristics that bind
OSS members together. OSS community members share a passion for solving
certain problems or for providing an alternative solution to the existing ones
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(joint enterprise). Communicational and development policies shape the shared
repertoire within OSS communities. Finally, OSS development principles define
mutual engagement. Joint enterprise, mutual engagement, and shared repertoire
are prerequisites for a CoP. Based on these structural and social characteristics,
many authors address OSS communities as an example of CoP [YNY+04], [LC03].
Members of OSS communities can be divided into different groups. One of the
most popular approaches to visualize the OSS concept is the so-called “onion-
model” presented in Figure 5.3. Different OSS studies approach OSS communities as
multi-layer structures [MFH02], [YNY+04], [CH05]. The outer or peripheral layers
represent users, bug reporters, and contributing developers. Most participants are
passive users. Active users provide valuable feedback and request new features.
The core of the model comprises lead developers, who control the development
process. To manage access to the core layer, different project-dependent policies
exist. Usually, a candidate has to demonstrate advanced leadership skills and make
several significant contributions to the project.
There are plenty of extensions and variations of the “onion” model. In general
there is a small group of core developers who are assisted by a larger periphery of
users (cf. Section 3.1). Within OSS research it is generally acknowledged that the
role of peripheral members is key to a project’s success. They provide bug reports,
suggest new ideas, present “market shares” of the project, spread the word about
the project, and serve as a social reward for active developers. Especially, in the
context of community-oriented software development, integration of the periphery
is regarded as being highly relevant.
Similar to non-human elements of an OSS network, the human actors can be
approached at different levels of aggregation. The whole OSS community is the
highest level of abstraction. OSS communities can be broken down into different
layers by means of either structural or social characteristics. Single individuals are
basic elements of an OSS community.
Layer Detection in OSS based on Social Factors To divide an OSS commu-
nity into sub-communities (e.g. into core and periphery), one possibility is to
apply hierarchical clustering based on social network analysis (SNA) methods
(cf. Subsubsection 3.2.2.1). Like any other community, OSS communities can be
mapped as a graph structure with project members being represented as nodes.
The relations between community participants is then being reflected as edges.
In OSS communities, the core is expected to be dense and cohesive, while the
periphery presents a sparse subgraph with many unconnected nodes [CWL+06].
Based on this property, an OSS community can be divided into sub-structures.
Decomposition of a community into hierarchical layers can be based on measure-
ments of social importance called centralities (cf. Subsubsection 3.2.2.1). Briefly, a
person who actively participates in the communication process is perceived as being
highly connected to other participants. This person is considered to be significantly
more central than a person with fewer contacts. The primary algorithm behind
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this method is given in Algorithm 1. Hierarchical clustering can be iteratively
applied thus dividing identified clusters into smaller ones.
Algorithm 1 Divide social network in two hierarchical layers Cperiphery and Ccore
Require: Graph G = (V,E) with |V | = N nodes
Calculate out-degree ki for node i ∀0 ≤ i ≤ N − 1
Sort all nodes based on out-degree ki in ascending order
Ensure: kmin < ki ∀0 ≤ i ≤ n− 1
k = kmin; j = 0;
while j ≤ N do
Calculate out-degree of the vj ∈ V node kj
if kj < k then
kj = k
else
k = kj
Remove vj : V = V/vj and its edges
end if
end while
Determine (vh; vl) with the largest |kh − kl|
j=0;
while j ≤ N do
if kh ≥ kj then
Add vj to Ccore
else
Add vj to Cperiphery
end if
end while
Layer Detection in OSS based on Productivity Effort Another way to slice
an OSS community into layers is to make use of long-tail distribution of project
members’ efforts (cf. Subsection 2.3.1). Social communities may consist of a small
number of members who submit a large number of contributions and a great number
of members who rarely contribute or make only small contributions. Section 3.1
provides a detailed overview of findings on effort distribution in OSS. The core
developers can be identified as those who have submitted a certain percentage
of the total amount of code lines. Alternatively, those who have contributed the
greatest number of emails to the mailing lists can be assigned to the core group.
There are plenty of further possibilities to define “effort”. Each sub-community
can be further broken down into more specific sub-structures. Both hierarchical
and long-tail-based clustering can be applied iteratively to each sub-community.
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5.2.3 Mediabase for OSS Projects
Within the scope of this thesis, we developed the Mediabase model for the OSS
projects as seen here in Figure 5.4. The detected non-human (Subsection 5.2.1)
and human (Subsection 5.2.2) OSS actors are mapped to the elements of the
Mediabase data model. Management tools used by OSS projects are reflected in
the medium instances. Every medium stores its artifacts, which are generated
and consumed by the processes performed by an agent. For example, a project
participant sends an email to the project mailing list. Here, the mailing list is a
medium, the email is an artifact, and the project participant is an agent. An agent
can perform different social roles. In the OSS development context the roles are
project manager, active developer, peripheral developer, active user, etc. The OSS
media, artifacts, processes, and agents can be formally described as follows:
Medium = {Wiki∗,MailingList+, Forum∗, BugTracker∗, RCS+};
Artifact = {Link,MailingPost, ForumPost,BugReport, Commit, SourceCodeF ile};
Process = {Acquisition, Search,Monitoring,Retrieval,
T ranscription,Addressing, Change,Merge,Report};
Agent = {ProjectLeader, CoreMember,ActiveDeveloper, PeripheralDeveloper,
BugReporter, PassiveUser, Stakeholder, . . . }.
The data collected from the OSS repositories can be considered as a set of facts.
For example, a user X submitted the file Y to the RCS of the project Z on the
date W . Here, X,Y, Z, and W are facts. The relationships between facts, on the
other hand, can be defined in arbitrary ways:
• participation in the same forum thread,
• direct reply in the mailing list,
• commit on the same component,
• commit on the same file,
• discussion of the same bug.
• . . .
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(a) Developers Connected by Shared
Communication
(b) Developers Connected by Col-
laborative Development
Figure 5.5: Social Networks of the BioPerl Developers.
An SN communication relationship can be even defined by means of collaboration
in several media, e.g. if two users have both: participated in the same mailing list
thread and modified the same source file. Further, the relationships can be defined
either as directed or as undirected. Here we can consider the complete project
history or analyze its subset, for example, only spam-free discussions. Alternatively,
the data subset can be defined using the time dimension: data from the last
year, data from the last month, or even data from the last day. Furthermore, the
restrictions can be introduced based on the agent types, e.g. only postings from
either newcomers, or bug fixers, or core members, etc. The selected relationship
defines the social structure of the OSS network – another actor of the Mediabase
model for OSS projects. We formally define the following OSS network types:
LikageType = {SameThread,RepliesTo, CommitOnSameComponent,
CommitOnSameFile, CommittedBySameUser, . . . }
MediumType = {AllProjectMedia,RCS,RCSAndBugtracker, . . . }
ArtifactType = {AllPosts, Spamfree, ThreadStarter, FromDevelopersOnly, }˙
TimeType = {WholeProjectPeriod, Y ears,Month,Weeks,Days}
AgentType = {AllProjectPersons,Newcomers,Bugfixer, . . . }
. . .
AgentMediumType = {AllMediumAllArtifacts, . . . }
Each network type is a specialization of the OSS network entity and each one
belongs to an OSS network of a certain type. Depended on the selected network
type, the agents can have different ranks. For example, we can generate two
networks based on the data from one OSS project. The first SN has the project
participants as nodes. The nodes are linked, if the corresponding persons have
collaboratively participated in the project’s RCS. The second SN is one with the
same nodes. However, the nodes are linked by shared communication. Figure
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Table 5.2: Commit-Message-Mapping.
COMMIT MESSAGE Description
ID ID contribution identifier
Subject Subject addressed topic
Content Comment textual description
Date Author Date creation date
Project.ID Project.ID ID of the project
Person.ID Person.ID creator ID
5.5a displays the SN of BioPerl developers who are connected for the purpose
of exchanging emails in the project mailing lists. Figure 5.5b depicts the SN of
those connected developers who have edited at least one file in common. The first
SN mirrors the social structure of the communication flow, whereas the second
one reflects system development. The social topographies of both networks are
quite similar. The core of the communities can be visually detected in both
SNs. The effort distributions within the networks follow the power law just as
expected. However, social status of a project participant can differ depending
on the selected SN. One very active developer centrally placed in the developer
network according to his/her efforts might lack communication ambition and hence
be socially unimportant in the communication network.
The SNs can even be built over several OSS projects allowing for a cross-project
analysis. Figure 5.6 displays the SN of two OSS projects: Biopython and BioPerl.
The clustering of this SN can be used to identify strong internal sub-structures:
the red cluster is the Biopython network and the light pink cluster is the BioPerl
network. In addition, we observe a strong interconnection between two projects.
Project participants who link both networks are called knowledge brokers.
Knowledge brokers are important force for knowledge transfer from one project to
another. There are plenty of study opportunities available based on cross-project
analysis. For example, we can investigate the migration of participants from one
project to its competitors. The realized hierarchical decomposition assures the
same level of aggregation for all management resources and supports cross-project
analysis.
At the more detailed level of aggregation, the artifacts are modeled as follows.
Figure 5.7a depicts the ER model for storage of the data collected from the RCS. In
turn, the ER model for the data collected from the mailing lists is shown in Figure
5.7b. Both models are based on the entities: person (=agent) and project. The
process of a commit submission to the project RCS can be linked to the process
of a message sending to the project mailing list. The attributes of commit and
message entities overlap as seen in Table 5.2. Other medium types are modeled
in a similar way. This data management approach allows us to study community
behavior across different media.
Figure 5.8 represents the ER model for the OSS networks. Each network is
defined by its network connections. The network connections reflect which project
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Figure 5.6: Community Detection within Cross-Project Network (BioPerl and
Biopython).
participants are interconnected.
5.3 Data Retrieval
Data mining is a subject of investigation into different research communities
ranging from data management to artificial intelligence and machine learning.
Much attention was especially paid to the analysis of different social software
platforms: wikis, mailing lists, newsgroups, blogs, forums, etc. Various Web media
resources were addressed via a broad spectrum of the research objectives. Etzioni
[Etz96] defines Web mining as “the use of data mining techniques for automatic
discovery and extraction of information from Web documents and services”. Kosala
and Blockeel [KB00] divide Web mining in four tasks: (1) Information Retrieval
(IR), (2) Information Extraction (IE), (3) discovery of general patterns, and (4)
validation or interpretation of the analysis results. Rijsbergen [Rij79] describes
IR as “the automatic retrieval of all relevant documents, while at the same time
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(a) RCS Data Model
(b) Mailing List Data Model
Figure 5.7: Data Models of Different OSS Media.
retrieving a few of the non-relevant as possible”. In turn, IE is a compression or a
summary of the original text or documents.
The communication and development repositories of the OSS projects are hosted
on the Web (cf. Section 5.2.1). Threaded conversation (e.g. mailing-lists, news-
groups, forums) is one of the most common modes of interaction in the OSS
development world. The OSS researchers analyze the data from the OSS projects
to perform opinion mining, future prediction, etc. (cf. Chapter 3). Therefore, OSS
mining is a subset of the Web mining. Many methods and tools of analysis have
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Figure 5.8: Network Data Model.
been developed so far. Although the data retrieval and storage are prerequisites
for further analysis, no universal approach for IR from different Web platforms
has yet been developed. Many scientific papers just say a few words about their
IR methodology or omit them altogether, e.g. [WPZ+07]. Some researches use
scripts with the hard coded parameters, e.g. [MFH02], others use direct access
to the social platform repository being a part of the software project team, e.g.
[WGF+07], [WSD+09]. In some Web repositories the data is retrieved in text file
format, e.g. [SSA06].
To retrieve data from the Web, including the OSS development and communica-
tion repositories, the Web crawler concept is an appropriate approach for IR and IE.
In Subsubsection 3.2.3.1, we presented related work on existing crawlers. Unfortu-
nately, neither Web crawlers nor special purpose crawlers satisfy our requirements
on data-structure independence, additive analysis (here crawling), interoperability,
and extensibility. In addition, special requirements to the crawling process of OSS
project histories is (1) possibility to collect the data from the project archives and
(2) ability to reconstruct the communication flow. To address these challenges, we
developed a template-based crawler which is presented in the following section.
5.3.1 Template-Based Crawler
To mine OSS repositories, we designed a template-based Web crawling framework
and then implemented it in Perl. The core idea of the framework is that Web
resources are treated as valid and consistently structured XML documents. These
documents are processed with the XML transformation standard XSL16.
A unit of work, so called task, is defined by an URL of a Web resource to be
crawled and by an XSL template which should be applied to the content of the
Web site. Each task is issued to the task processing pipeline as depicted in Figure
5.9. This pipeline consists of five stages: In the stage (1), the Web resource is
downloaded using one of the Internet protocols such as HTTP or HTTPS. Other
protocols like FTP or SMTP are generally possible as well but are currently not
being used. As a result, the content is available locally as a byte or character stream.
In the stage (2), the content is parsed into a valid XML document structure. To
deal with the structural inconsistencies of HTML towards XML, a ‘weak’ HTML
16XSL Transformations, http://www.w3.org/TR/xslt, last checked 2014/03/17
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Figure 5.9: Template-based Web Crawler Architecture.
parser is applied. For example, the closing tags for the elements BR or LI are not
mandatory in various versions of the HTML standard. The HTML parser delivers
a hierarchical view onto the HTML document similar to the Document Object
Model (DOM17). In the stage (3), the hierarchical view is converted into a valid
XML string. The string conversion is necessary, because the libraries available in
Perl applied for crawling do not allow a direct connection of the HTML parser to
the XSL processor. Now, having a valid XML representation of the contents of the
Web resource, standard XSL templates can be applied.
XSL, being an XML stylesheet language, is well-suited for retrieving information
from the HTML pages provided that the information structure is known in advance.
The only question left is, how to process the information retrieved from the Web
pages using the XSL templates. One approach is to use the templates in a general
data description format which can be translated into SQL queries (insert or update
statements) canonically. An alternative approach is to let the XSL templates
generate Perl code which is executed on the fly by the Perl interpreter. This closely
resembles the differences and advantages/disadvantages between the declarative
and imperative programming paradigms respectively. We successfully realized the
latter concept (cf. Figure 5.9, the stage (4)). The scripting technique provided
good flexibility. There is no bounds to database maintenance tasks in terms of
17Document Object Model, http://www.w3.org/DOM/, last checked 2014/03/17
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Figure 5.10: Workflow of Template-based Web Crawler.
select/insert/update/delete or any other type of data mining activity. Instead, each
template specifies information to be retrieved from the Web pages for a certain
case study.
Finally, in the stage (5), the task manager is responsible for task creation and
management. Basically, there are two ways how a new task can be created. First,
it can be defined in an XML configuration file which is loaded at startup of the
crawler. These tasks are called root tasks and define the entrance pages to the
social medium, which have to be crawled. Second, each task has a mechanism
to create and schedule new tasks while being processed. A global task manager
object provides the corresponding API. This concept allows the crawler to descend
dynamically in the Web site, e.g. from the entrance page to each separate discussion.
The workflow of the described process is schematically depicted in Figure 5.10.
The task manager provides methods for loading or saving a concrete configuration,
creating new tasks, rescheduling tasks which failed and maintaining a task queue.
The task queue stores the references to all pending task objects in the order they
were received by the task manager.
Task objects are fundamental data structures which store the following informa-
tion: the protocol type (e.g. HTTP or HTTPS), the host (e.g. www.wikipedia.
org), the resource (e.g. /), the XSL template which should be applied to the
collected contents, the number of retries which is used for limiting the maximum
number of rescheduling calls, and the context object. The context object can be
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utilized in various ways. Currently, it stores a reference to a shared DB2 database
connection to execute SQL queries. Alternatively, a network connection to a
live-monitor application for maintenance reasons can be provided. It is important
to mention that a cache for storing Web resources has already been processed in
previous stages. A Perl hash object is introduced as a combination of URL and
XSL template name. The task manager verifies whether or not this combination
has already been seen before. This mechanism avoids an endless loop. Otherwise,
the crawler would visit a single page repeatedly. Nevertheless, the same page
can be visited with different templates as previously observed combinations are
properly discarded.
5.3.2 Template-based Crawler within OSS Infrastructures
As previously described, in OSS, a vast amount of publicly available community
information is distributed over the project Web resources: mailing lists, forums,
etc. (cf. Subsection 5.2.1). These platforms provide a huge data pool for the
further knowledge mining. By collecting this information from Web, we realize the
first step in building a comprehensive analysis. To evaluate our template-based
crawler, we applied it to crawl data from Eclipse forum 18 and Eclipse mailing list
archives19.
Both platforms use standardized software packages. EclipseZone, in particular,
applies a Java Web application for bulletin boards and discussion forums known as
Jive Forum20. Eclipse mailing list archives make use of an OSS application which
has been specifically designed for mailing list management, known as Mailman21 is
used. The information and communication structure of the Eclipse user community
on EclipseZone is depicted in Figure 5.11. The main structural entity are the
forums. They provide the context within a particular set of discussions. Each of
the discussion boards is usually related to a particular Eclipse plug-in such as the
Web Tools Platform. An overview Web page of the project contains a list of all
available forums and serves for our crawler as a subject for the root task. From
this overview page, several independent subtasks for the individual forums are
spawned. They, in turn, crawl the forums’ thread lists and extract information
about thread subjects, their authors, timestamps of the post, and other statistics
such as view count. So for each thread which is found in the list, a new task is
created. Each new task is then responsible for downloading and retrieving the
actual contents of the posts. Finally, from the content, we can retrieve links to
the user profiles for collecting information about their date of registration, their
professional level, their home page and other useful attributes.
For mailing lists the procedure is similar. Older mails can only be found in
18EclipseZone, http://www.eclipsezone.com/eclipse/forums/c5605.html, last checked
2014/03/17
19Eclipse Mailing Lists, https://dev.eclipse.org/mailman/listinfo, last checked 2014/03/17
20Jive Forum, http://www.jivesoftware.com/, last checked 2014/03/17
21Mailman http://www.gnu.org/software/mailman/, last checked 2014/03/17
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Figure 5.11: Forum Crawling by Template-based Crawler.
the mailing lists’ archives. Here again, the overview page provides a list of all
available mailing lists within the project community. Accordingly, this page serves
as an entrance page from which separate tasks for each individual mailing list
are spawned as depicted in Figure 5.12. Every mailing list archive page provides
links for each month of each year to the postings ordered by either thread, subject,
author or date. From this overview page, a list of independent subtasks for every
year-month combination is created. To replicate the discussion structure, crawler-
templates prescribe following an ‘ordered by threads’ page. Now, each generated
subtask extracts information about thread subject lines and date of posts. Then,
for each link which is detected, a new task is created. The task is responsible for
downloading and retrieving the contents and date of the posts, information about
their authors (name and email), and some other useful attributes. In a particular
case of the Mailman mailing lists, extraction of posting dates is challenging as
the date information is spread across the Web page. Therefore, two nested loops
have to be applied: (1) to extract the date of a group of messages and (2) to
extract their specific time. Data format and position, of course, depend on the
mailing list software package the archive uses and the presentation format which is
configured. The information about the thread structure of the messages is derived
from reply-relationships. The implemented mechanism verifies for each message as
to whether it is a thread starter or a reply to another posting. In the first instance,
a new thread is created in a local database with the name of the header message.
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Figure 5.12: Mailing List Archive Crawling by Template-based Crawler.
In the second instance, the reply message is assigned to the same thread as the
message it replies to.
All information extracted from the Web media by our crawler is stored onto
a local DB2 database for further analysis. The XSL templates generate the
corresponding SQL queries for checking for duplicates as well as insert or update
statements depending on the prior availability of the data. This paradigm is very
handy for maintaining a complete and consistent replicated data set. Additionally,
the crawler considers only posts which have not been crawled in previous runs. The
crawler requests the latest timestamp of the posts which have already been stored
in the database and compares it with the timestamps extracted from the Web pages
under crawling. As soon as the crawler finds a thread which only contains older
posts, the spawning of new tasks is stopped. This saves a considerable amount
of time and bandwidth. The mechanism is entirely controlled within the XSL
templates, making other more exhaustive scenarios feasible as well. Incremental
crawling allows us to retrieve fast and complete updates. Thus, having the crawler
installed as a cronjob a true copy of the data with minimal effort can be maintained.
The concept of the template-based crawler fits well into Mediabase workflow (cf.
Figure 5.2).
It is worth noting that all collected artifacts both from the forums and from the
mailing lists are stored in the XML format. Most importantly, we use a pure XML
extension of the DB2 database which allows a fully intact replication of the data
together with advanced query options. This approach supports an option to select
all media objects from the user posts such as embedded Adobe Flash objects or
normal JPEG images. Those elements are marked with special HTML/XML tags
(e.g. img or object/embed).
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5.4 Data Sampling
The presented template-based crawling framework allows the user to collect data
from arbitrary OSS Web repositories and store it according to the data model
derived from the Mediabase model (cf. Subsection 5.2.3). Previous to analysis
of the collected data, we still need to organize two more steps: (1) define data
sampling and (2) develop an approach for data filtering. The OSS projects are
evolving mechanisms (accumulation of critical mass of developers, explosion of end-
user community, community shrinkage, project death). To analyze the evolution
of the OSS repositories, some researchers divide data in periods of fixed size,
e.g. [RGB06], while others use time points of releases as a cutting criteria, e.g.
[WHC09]. Data sampling can significantly influence the analysis results or even
lead to different ‘anomalies’.
5.4.1 Anomalies of Different Data Sampling Approaches
Non-existing Connection The OSS SNs are generated based on the data collected
from the project repositories. The edges in the SNs reflect collaborative activities
or shared content (cf. Subsection 5.2.3). For example, two OSS project participants
can be defined as connected, if they have performed at least one commit on the
same piece of code.
Consider the following example. There are two project participants A and B.
They both have modified some artifact y within the project code base. However,
A and B participated in the project in different non-overlapping time periods
lifetime(A) = (t0, tx) and lifetime(B) = (tx + , tcurrent) with  > 0. While
generating the corresponding SN, an edge e between the node A and node B will
be created. However, these two persons have never really collaborated within the
given project. In this way new connections are forged, which otherwise, would
never have been established. The situation is often predictable insofar as the
main code trunk contains the same backbone of files over the whole project life.
A similar situation can also occur whenever there are long-lived threads in the
communication repositories.
Damping of social importance Many SNA methods are based on the degree
value of a node, which in short is the number of connections the node has. Due to
the evolving nature of the social communities in general and of the OSS projects
in particular, continuous change in the number of participants can be expected.
Consider another example. One of an OSS project co-foundersA (lifetime(t0, tx))
had left the community shortly before the project experienced breakthrough at
tx +  with  > 0. The importance of this person for the project is indisputable.
At the same time, the degree value of the project member A is limited by the
maximum number of the project participants during the lifetime(t0, tx) period. If
a number of community members explores exponentially after tx, the importance
of the A will be considerably downgraded while using the SNA methods which rely
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on degree value. Additionally, the duration of participation in an OSS project has
a direct influence on the maximum number of possible connections.
Figure 5.13 displays the degree value of the BioJava co-founder Keith D. James
in comparison to the minimal degree value of the project participants identified
as core. The core is calculated using the hierarchical clustering in the “Core-Cut”
case (cf. Algorithm 1), whereas “80%-Cut” contains the project participants who
together have created 80% of the project communication (cf. Subsection 5.2.2).
The analysis is applied to the project history of the period 2000/01/01−2011/01/01
(the complete data set used within this work). In neither “Core-Cut” nor “80%-Cut”
is Keith assigned to the core. However, if we take a closer look at the participation
history of Keith D. James in the project in Figure 5.14, we can easily recognize that
until the release 1.3.1, Keith was one of the project leaders. The comparison of
Figure 5.14 to Figure 5.15 visualizes two different sampling schemata: the former
which is based on release dates vs. the latter based on time intervals (here year
based). The social role of Keith D. James varies depending on the sampling schema.
Whereas the release-based sampling reflects the real input of Keith to each release,
the time-based sampling generalizes the information over the given time period.
Historical Clustering In several studies, clustering is applied to the SNs of the
OSS projects in order to detect different sub-communities bound by shared interests.
Many clustering algorithms are organized in such a way that the dense sub-groups
are separated from sparsely bound elements (cf. Subsubsection 3.2.2.1). Intuitively,
the project members whose participation times completely overlap are connected
with a higher probability than those whose participation times only partly overlap.
Thus, while applying clustering to the OSS SNs, it is possible that the network
gets clustered along the time axes rather than according to shared interests.
Non-structural Evolution Measures Network evolution is not the only notewor-
thy subject of OSS research. Other changing parameters include role transition,
project member fluctuation, development progress, etc. These measurements can
be also deformed dependent on the selected step size. For example, in the OSS
projects, a high number of commits is expected around the release dates. If we
define development progress as a number of commits, the time-based sampling can
distort the real situation. Figure 5.15 shows that there were two releases in 2003
in the BioJava project, whereas no releases were recorded in 2004.
Rebirth of a Person A person can enter or leave an OSS community. Besides
these two processes, there is ‘rebirth’ - a process whereby a person first leaves
the community for a longer time period and later re-enters it. If we analyze
the entire project lifetime, we learn that a rebirth can be easily overlooked. For
example, Brad C. in the Biopython project was only active in the first three years
of the project. Then he left the project without making any contribution to it for
about five years. Today, he is once again an active project member. Without an
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Figure 5.14: BioJava Activity of Keith D. James per Release.
appropriate approach for data sampling, it may falsely appear as he had never left
the project and had stayed with it for more than ten years which, in fact, does not
reflect the truth.
To define data sampling, it is necessary to consider the physics of OSS projects:
their rhythms and iterations. Figure 5.16 displays an OSS development cycle. The
changes are planed, implemented and tested continuously. At some point in time,
a current branch is frozen for the next release. From that point on, only bug fixes
are allowed to be executed. In the next step, the code is released. Afterwards, only
hot-fixes - small code updates which address specific problems in the last release -
are allowed. Hence, a period (tj , tj+1) between two releases j and j + 1 is a logical
step for the OSS analysis. This approach also conforms to the metrics and laws of
software evolution summarized in [LRW+97].
5.5 Data Cleaning and Processing
In Subsubsection 3.2.3.2, we provided a related work on data cleaning methods and
approaches within OSS studies. From these examples of data preprocessing applied
in the OSS research, we can conclude that the cleaning steps differ strongly from
study to study, introducing variability into data and probably affecting the results.
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Figure 5.16: OSS Development Cycle.
At the same time, different cleaning procedures overlap. Obviously, there is need
for an easily extensible and study-independent filtering-framework. To address this
requirement, an adaptive filtering approach has been developed [Hac11], [HHK+13].
5.5.1 Adaptive-Filtering Approach
The OSS projects maintain several management media (cf. Subsection 5.2.1). In
order to perform different kinds of analysis to several OSS projects, there is a need
for a filtering approach, which is applicable in the same way to the data from
any of these media. An artifact presents an elementary contribution in such a
management element, like one post in a forum or one mail in a mailing list. Thus,
a set of artifacts is an input to be filtered. The artifacts have different attributes
(cf. Subsection 5.2.3). A mapping of these attributes to their semantic meaning is
required to adapt the filtering process to different medium types. Figure 5.17 gives
an exemplary mapping for forum and mailing list artifacts and their attributes.
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Figure 5.17: An Exemplary Mapping for Forums and Mailing Lists.
In our adaptive filtering framework, the artifact mapping is stored in a table
of a relational database. The table can be easily extended by further artifact or
attribute types. The approach allows easy extension of our filtering framework
for any additional data source. Thus, the Mediabase concept for OSS projects
described in Subsection 5.2.3 to bring all different media and artifact types at the
same level of aggregation is supported.
Next, a multi-threading approach within our adaptive-filtering framework dis-
played in Figure 5.18 speeds up the filtering process. The concept here is to check
when a filter has been run the last time on any given data source. If there has
been no data update in the meanwhile, then the results of the last filtering action
are returned. If the data was updated after the last filtering, the system filters the
new data either in a synchronous or in an asynchronous way.
In the case of asynchronous filtering, the already filtered data subset is directly
returned to the requester. The next analysis task can be started immediately on
this data subset. In parallel, the filtering process of the non-filtered data subset
continues. If the data has not been previously filtered, the requester gets the
cleaned data in subsets of a predefined size as soon as it is cleaned. By means of
this technique, the requester can access the first results very quickly. The analysis
is, then, applied to the already preprocessed artifacts, while filtering of the rest of
the data continues in the background.
Figure 5.18: Data Filtering Workflow.
In the case of synchronous filtering, all new artifacts are filtered first and then
the whole data set is returned to the requester. This alternative is applied, if
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the requester needs all artifacts at once for further analysis/filtering (for example
SNA), but it significantly increases the requesters waiting time.
In contrast to Alithea [SGK+09], where the computation starts on each update,
in our framework, the filtering is triggered on demand. Additionally, within the
adaptive filtering framework, filters may be designed for a special type of input.
Creation of a filter for every special purpose would create unnecessary overhead.
In order to construct a complex filter, it is possible to define a sequence of filters
f1, f2, . . . fn, which is then applied to the data. The results of filter f1 serve as the
data source for f2, leading to arbitrary sequences of many filters in an arbitrarily
running order. A user just needs to trigger the last filter of the filter sequence
fn. Each subsequent filter in the sequence fn−1 is automatically triggered by
its predecessor. In contrast, Alithea system [SGK+09] allows only calculation of
independent metrics. Another argument for our approach is that in many cases,
only a certain data subset is relevant for analysis. Such a subset can be extracted
by fast and simple filters from the given dataset. Then, the more time-consuming
filters are applied only to the resulting subset.
Two distinct types of filters are implemented in our framework: Dataset Re-
duction Filters (DRF) and Artifact Transformation Filters (ATF). Moreover, a
Content Cleaning Filters (CCF) class is defined as a subclass of ATF. All filter
types return artifacts in a predefined format.
5.5.2 Dataset Reduction Filters
In order to analyze an OSS project, the data set should be reduced to those artifacts
which are significant for the analysis goal. For example, while analyzing user
communication, only discussions (threads with at least one reply) are considered.
To support this dataset property, a class of DRFs has been designed:
fi ∈ DRF : ARTIFACT → ARTIFACT , a 7→
{
a, if conditions are met.
∅, otherwise. (5.1)
The filters of this class are used to remove artifacts that do not match certain
predefined conditions of the filter. For example, a filter can verify, if an artifact is
part of a discussion. If yes, then the artifact is kept, otherwise it is removed by
the filter. The spam-filter is implemented as a reference implementation for the
Bayes Decision Rule (BDR) [Liu11]:
BDR :WORDS → CLASSES , wN1 7→ cˆ = argmax
c
{log(pr(c)) +
W∑
w=1
Nw log(p(w|c))}
For this rule a set of N words is needed. The words compose the text content of
an artifact.
wN1 := a.TextContent
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Based on BDR, the filter assigns artifacts either to SPAM or HAM class. The
decision is based on the minimal posterior risk that the set of words wN1 belongs to
class c with the assumption that only the amount of words matters. The ordering
is not taken into account.
f : ARTIFACT → ARTIFACT , a 7→

a, if BDR(a) = HAM
∅, if BDR(a) = SPAM
onEqual(a), otherwise.
where: BDR : ARTIFACT .TextContent → CLASSES ,
wN1 7→ cˆ = argmaxc{
∑W
w=1Nw log(p(w|c))}
The equation presents a simplified way to decide if an artifact is most likely
SPAM or not. The exact distributions of all words among the classes is not known.
These distributions are derived from manually labeled artifacts. The assumption
is that for a random subset of data the same distribution of words holds true for
the complete set. The subset has to be large enough to fulfill this assumption.
One special case to be considered is, if no maximum can be found: an artifact has
equal probabilities for both SPAM and HAM. In such instances, we introduce an
additional parameter “onEqual”. This parameter can be specified for each filtering
process individually.
5.5.3 Artifact Transformation Filters
A prerequisite for many text mining (TM) tasks is artifact transformation, e.g.
assignment of a part-of-speech tag to each word in each artifact. Thus, the same
preprocessing procedure might be required for several tasks. Here, it is useful to
store the intermediate result. The adaptive filter framework introduces a class of
ATFs to provide this functionality:
fi ∈ ATF : ARTIFACT → ARTIFACT , a 7→ a′ (5.2)
These filters are used to modify parts of artifacts: either by overwriting their
attributes or by adding an additional attribute to them.
The results of the ATFs are again artifacts which can be used for further filtering.
However, a user has to be careful insofar as the modified attributes may influence
the behavior of other filters. In order to reduce redundant data storage, only the
modified attribute is stored by the filter. All other attributes are requested from
the original data set or from the predecessor filter. ATFs can be skipped during
computation of filter sequences, if the ATFs results do not affect the behavior of
the requesting filter. For example, a spam filter is not affected by an ATF for
aliasing. Therefore, both filters can work in parallel. As soon as the transformed
attribute is requested, the requester has to wait for the ATF to finish.
A core-periphery filter is implemented as one example of the ATF type. This
filter iterates over an SN of artifacts and assigns its nodes a new boolean attribute
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COREPERIPHERY. For each artifact, the attribute stores the information, whether
it belongs to the core or to the periphery of the given SN. The principles of the
applied core-periphery clustering algorithm are defined in Algorithm 1. After
community clustering, we can, for example, analyze each cluster individually or
compare the characteristics of both clusters.
5.5.4 Content Cleaning Filters
The analysis of longer texts is known to be a very time-consuming task. In order
to enhance the performance of the analysis algorithm, unnecessary information,
e.g. HTML-tags, should be extracted beforehand. Additionally, some algorithms
require the text to be in a special format. For such a task, a class of the CCFs is
designed as a subtype of ATF.
fi ∈ CCF : ARTIFACT → ARTIFACT , a 7→ a′ (5.3)
The CCFs are used to transform the content of artifacts and not its attributes.
This transformation is considered as a special case of ATF.
Quotation filter has been implemented as one example of the CCF filter type.
Most Web-based communication tools offer a possibility to quote other users.
However, for analysis of the content they are superfluous and lead to blurred
results, as the same content gets analyzed again every time it is quoted. These
quotes most of the time follow a certain pattern depending on the tool used for
communication e.g. in many forums it is as follows:
[QUOTE]Some quoted text [/QUOTE]
Hence, the quotation filter is applied to search for such patterns. If one or more
patterns are found in the artifact’s content, a copy of the text is generated in which
the quoted parts are removed. The cleaned artifacts are stored in a database. The
quotation algorithm can be mathematically described as follows:
QF :WORDS →WORDS , w 7→
{∅, if w inside a pattern.
w, otherwise.
Hence, the function for this filter is defined as:
f : ARTIFACT → ARTIFACT , a 7→ a′
where: a′.TextContent = QF(a.TextContent)
5.5.5 Testing of Filtering Framework within OSS Communities
Our adaptive-filtering framework has been evaluated within the range of three
large-scale OSS projects – BioJava22, Biopython23, and BioPerl24 (cf. Section 5.6).
22BioJava project, http://biojava.org, last checked 2014/03/17
23Biopython project, http://biopython.org last checked 2014/03/17
24BioPerl project, http://bioperl.org, last checked 2014/03/17
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Bayesian Spam Filter. In order to evaluate the spam filter, a test set of 1, 000
mails was extracted randomly out of the overall 60, 190 mails. The selection was
manually labeled. Afterwards, the same data subset was automatically filtered
with the DRF spam filter. The confidence matrix in Table 5.3 reflects the quality
of the realized filtering procedure.
Table 5.3: Bayes Spam Filtering.
Correct
Ham Spam
in test set 976 24
Selected Ham 976 (100.00%) 13 (54.17%)Spam 0 (0.00%) 11 (45.83%)
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Figure 5.19: Spam Distribution in BioJava Project.
Table 5.4: Quotation Filtering.
Correct
Normal Quotation
in test set 11662 21646
Selected Normal 11115 (95.31%) 1365 (6.31%)Quotation 547 (4.69%) 20281 (93.69%)
According to this evaluation result, no ham was wrongly removed by the filter.
Around half of the spam mails were automatically identified. Figure 5.19 shows an
excerpt of the spam messages and spammer ratio in the BioJava project from June
2003 to June 2005. We can easily recognize that the amount of spam is neither
constant (fluctuating between 0% and 60%) nor insignificant (covering up to 60%
of the communication). Similar fluctuations were measured in all projects. The
considerable and non-monotone variation of the spam volume is consistent with
previous findings in spam analysis [Faw03].
Quotation Filter The Quotation Filter described in Subsection 5.5.1 was also
applied to three Bioinformatics OSS projects. Again, to evaluate the filter a test set
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of 100 mails was extracted randomly and the quotations were removed manually.
In total, this test set included 33, 308 words, of which 21, 646 words were quoted
text (representing 65% of the original data). This manually filtered data set was
compared word by word with the results of automatic filtering. Table 5.4 displays
the successful results of the comparison.
5.6 Data Sources
Data collected over decades within the OSS communities with up to hundreds
of thousands of participants and large development histories fundamentally alter
the costs and calculus of empirical Software Engineering (SE). A great number
of empirical studies have been performed on OSS data in the last decade (cf.
Chapter 3). Godfrey et al. [GHH+09] and Scacchi [Sca10] provide their future
visions of mining software development archives.In both reviews, the advantages of
OSS analyses for SE are strongly emphasized.
In the scope of this thesis, we analyze OSS project histories in order to detect
stimuli to which OSS communities show the highest sensitivity. Thus, we hope
to identify those aspects which need to be recognized and provided to a CIS
community. Therefore, we use the data from three long-term, well-established
bioinformatics OSS projects, BioJava, Biopython and BioPerl. Bioinformatics is an
interdisciplinary research field: innovative computer science technology and algo-
rithms are applied in order to answer current research questions of computational
biology. In contrast to most of the OSS projects, where even peripheral members
usually present experienced developers, a biologist making the first steps toward
software development presents a better approximation for a newcomer in non-OSS
CIS.
There is a branch of commercial bioinformatics applications. However, according
to Mangalam [Man02] “most of them are not scientific for the level of data analysis
required in bioinformatics research. It was partly the frustration with commercial
suits that drove the foundation of the Bio* groups.” The author uses Bio* as
a shorthand for BioPerl, BioJava, Biopython, which has also been adopted for
this thesis. Bio* projects belong to the Open Bioinformatics Foundation25 – a
non-profit volunteer group focused on promoting OSS development in the biological
research community. The selected three projects are very similar in the problems
they address, in the community they are intended for and in policies they apply.
According to Sean D.: „The two projects [biopython, bioperl] have similar goals,
but saying that the functionality is the same would be an extreme oversimplification.
You will need to define what you want to do and then check to see what the two
projects have to offer...“26. This similarity allows to investigate people migration
25Open Bioinformatics Foundation, http://www.open-bio.org/wiki/Main_Page, last checked
2014/03/17
26BioPerl Mailinglist, http://bioperl.org/pipermail/bioperl-l/2009-December/031850.
html, 2014/03/17
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and reasons to enter a certain project. Beside the conceptual similarity, both
projects share similar long histories of over thirteen years which provides an ideal
basis for a comparative as well as comprehensive study.
5.6.1 BioJava
BioJava is an OSS project, started as early as 1999. Figure 5.20 displays the
official project logo. The project provides an open source bioinformatics framework
for manipulation of biological sequences and structures using Java programming
language [HDP+08]. The project infrastructure comprises wiki page, developer and
general discussion mailing lists for technical and general discussions respectively.
Redmine instance is applied for bug management and GIT repository for code
management and storage. Before January 2011, there were almost 12, 000 posts in
the mailing lists written by more than 2, 200 users. About 8, 200 commits with in
total 290, 000 lines of code were submitted by 94 developers.
Figure 5.20: BioJava Logo.
5.6.2 Biopython
Biopython is an OSS project. Figure 5.21 shows the official project logo. The
project also provides tools for manipulation of biological data [CAC+09]. In contrast
to BioJava, in the Biopython project the scripting language python is the basis of
the framework. The project was started around 1999. The communication and
announcing within the project take place in general, announcement, and developer
mailing lists. The project metadata is stored on the wiki-page. For bug reporting
the redmine platform is applied. The system code is managed using GIT. So far,
29 developers have submitted more than 16, 000 changes to the code repository.
About 16, 100 messages were posted to the mailing lists by more than 1, 100 distinct
users.
Figure 5.21: Biopython Logo.
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5.6.3 BioPerl
BioPerl is an OSS project which addresses the biological problems very similar to
those addressed by Biopython and BioJava. However, it incorporates Perl scripting
language [SBB+02]. Figure 5.22 displays the official project logo. The project was
started in 1995 and the mailing list history can be traced back to September 1996.
The project provides general discussion and announcement mailing lists. More than
2, 800 users contributed to the mailing lists with around 32, 000 postings. Similar to
BioJava and Biopython, GIT is applied for code management and as far accounts
for about 12, 800 commits (383, 351 lines of code) made by 139 contributors.
Figure 5.22: BioPerl Logo.
5.6.4 Data Overview
To summarize, in all three cases the mailing lists present a primary medium through
which users and developers communicate. It reflects the social life of communities.
According to Gutwin et al. [GPS04] communication in project mailing lists presents
the main mechanism of OSS group awareness. Therefore, the analysis of OSS
repositories is the main resource for conceptualization of our CA tool. Additionally,
the data from code repositories reflects the development process. The entire dataset
contains a total number of around 60, 000 posts from the Bio* mailing lists in a
thirteen year period (January 2000 - May 2013). Table 5.5 shows an overview of
the collected data.
Before presenting the results of our measurements, it is important to compare
the Bio* projects in terms of years of development effort. The OSS monitoring
platform Ohloh27 evaluates the development progress of a project based on the
Constructive Cost Model (COCOMO) [Boe81]. On January 26, 2013, the estimated
effort of BioJava was 76 person years, Biopython 62 years, and BioPerl 112 years.
Thus, BioPerl is the most comprehensive project in terms of development effort
in comparison to Biopython and BioJava. We have combined these COCOMO
estimations with the general opinion within bioinformatics community. Looking at
27Ohloh platform, http://www.ohloh.net, last checked 2014/03/17
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Table 5.5: Bio* OSS Overview (on January 1, 2011).
Project Messages Users in Commits Developers LOC
Mailing
Lists
BioJava 11951 2208 8267 94 290608
Biopython 16108 1138 16868 29 249566
BioPerl 31755 2824 12848 139 383351
the biologist discussions, we often find statements such as: “Many of the major
languages have Bio* libraries (BioPerl, BioPython, BioRuby, BioJava) – of which
BioPerl is the oldest, largest and most-established.”28 Additionally, a software
review [Man02] concludes that BioPerl is “hard to be beat” by its Bio* competitors
in terms of efficiency and the number of bioinformatics programming requirements
it satisfies. In conclusion, BioPerl has the largest code base and has been referred
to as the most-established project within the bioinformatics community.
5.6.5 Aliasing Resolution
A special challenge for knowledge mining within the data collected from the mailing
lists and RCS is the aliasing problem. For example, user “Max Mustermann”
participates in a project with two different email addresses: “m@mustermann.de”
und “m.mustermann@mynet.de” or different name spellings: “Mustermann M.”
and “Max. Mustermann”. Consequently, multiple aliases of the same individual
end up being partly automatically partly manually detected and consolidated
resulting in a total of nearly 6, 000 distinct users. The following four procedures
were implemented and executed:
1. Detection and consolidation of contacts with similar names but different
emails,
2. Detection and consolidation of contacts with similar emails but different
names,
3. Detection of contacts with similar topology within SN of a project (cf.
Subsection 5.2.3). Manual verification and consolidation of similar contacts,
4. Experts pseudo-fluctuation followed by manual verification and consolidation.
Implementation of the first two steps reduced the the number of distinct aliases
by 23%. In the third step we were able to detect other highly central project
members who were present yet at the same time not connected to one another. It
is not unusual for such nodes to represent multiple identities of a single individual.
The fourth and the final step is based on the observation, that some very active
28Discussion at bioinformatics forum on nature.com, Permalink http://network.nature.com/
groups/bioinformatics/forum/topics/1611?page=1#reply-4296, last check 2014/03/17
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members abruptly disappeared from the mailing lists with other active identities
appearing suddenly from nowhere shortly thereafter. This phenomena can be
linked to the situation when a user has changed his/her email. All automatic
identities of Bugzilla, Redmine and Nightly Build Services have been excluded
from the data set.
For data cleaning, our adaptive filtering framework is applied (cf. Subsec-
tion 5.5.1). Filtering of the project data set has a considerable impact on the SN
representations. Figure 5.23 displays the Biojava project SNs before (left) and
after (right) the resolving email aliasing. The SN on the right hand side looks
compacter. Merge of duplicated contacts resulted, just as expected, in an increase
of their centrality values. In addition, the resulting SN has higher density. Alias
resolution led to such modifications of all three corresponding SNs.
Figure 5.23: BioJava Network before and after Resolving Aliasing Problem.
The histories of the project RCSs have been crawled and stored according to
the Mediabase model for OSS projects. The mailing list aliases has been mapped
to the committer aliases. For more detailed information on project development,
we consulted the wikis and contacted some project participants via private emails.
5.7 RE Process Discovery within Community-generated
Content
In the previous sections, we proposed methods for management, crawling, and
processing of community-generated data. In this section, we formally define the
process of requirements mining within collected data. We propose a model for RE
process discovery within OSS communication repositories as displayed in Figure
5.24. Our approach combines several mining techniques. First, we suggest to apply
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Figure 5.24: Model for RE Process Discovery within Community-generated Content.
community mining to separate core and periphery within OSS communities (cf.
Subsubsection 3.2.2.1). The reason for this step is our assumption that these two
community layers influence RE process in different ways. This assumption is based
on our study of related work of OSS research (cf. Section 3.1). In the second
step, we propose to apply adapted TM methods to detect requirements-related
communication within OSS repositories. The third step prescribes analysis of
co-evolution between RE process and development process. Here again, we suggest
to study the co-evolution within the periphery and within the core of a community
separately from each other. Finally, to estimate reaction of a community towards
the adopted development process, we propose to apply adapted sentiment analysis
(SA) methods. SA allows to measures level of satisfaction within a community.
To support evolutional analysis, we recommend release-based data sampling (cf.
Section 5.4).
In the following subsections, we describe the realization of our model for RE
process discovery in the scope of this thesis.
5.7.1 Structural Analysis of OSS Communities
As previously stated, we assume that the core and the periphery of an OSS
community participate differently in the RE process. To enable the first step of
the model, namely structural analysis of OSS communities, the communities were
mapped to SNs. Considering the proposed release-based data sampling, for each
period between two releases j and j + 1 each OSS community under study was
mapped to a social graph structure, wherein community members were represented
by nodes and their interactions were represented by edges. Hence, for an OSS
project with k releases, we generated a sequence of k SNs:
{graph(0,1); graph(1;2); . . . graph(j;j+1); . . . graph(k+1;k)},
Edges can be defined in various ways. In the scope of this thesis, we linked to nodes,
if corresponding community members have submitted at least one contribution
each to the same thread.
Next, each SN graph(j;j+1) was automatically divided in core and periphery. We
realized hierarchical clustering Algorithm 1 as an ATF of our adaptive filtering
framework (cf. Subsection 5.5.3). For each period between two releases j and j + 1
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of each project under study our clustering approach estimated:
{periphery(graph(j,j+1)) ∪ core(graph(j,j+1)) = graph(j,j+1)}
5.7.2 Requirements Detection within Community-generated Content
Once communities are hierarchically clustered, we can proceed with an auto-
mated requirements detection within the content generated by the detected sub-
communities. For this task, TM algorithms can be adapted (cf. Subsubsec-
tion 3.2.3.3). In the scope of this thesis, we applied the Naïve Bayes classification.
First, we developed a domain specific lexicon optimized to the jargon of the OSS
projects under study as presented in Table 5.6. Second, we defined the following
Bayes rule to classify communication items (e.g. mailing list postings) either to
the REQ group or to the NON-REQ group based on their content:
Pr(req|words) = Pr(words|req)Pr(req)
Pr(words)
where Pr(req|words) is the probability that a document classified to the class
requirements contains certain words which identify this class. Using this classifi-
cation, the number of requirements was calculated for each period between two
releases in each project under study REQ(j, j + 1).
5.7.3 Co-evolution of RE and Development Processes
A requirement (and thus its creator) influences the development process. To
track a “requirement’s life” starting from an idea stated in a posting, over a bug
report/feature request, to its implementation is a very complex and sometimes even
impossible task. For simplification, we assumed that the requirements expressed
within the (j, j + 1) period represent the requirements triggered by problems and
missing functions within the j release of the system. If these requirements get
realized, they are most likely realized within the j + 1 release.
To measure development progress, we calculated the number of produced lines
of code. Here again, the values were calculated and normalized for each period
between two releases LOC(j, j + 1). In addition, we excluded hotfixes from the
data sets (cf. Section 5.4). We used small LOC(j, j + 1) values as indicators of
hotfixes. We studied announcements of the releases which were suspected to be
hotfixes manually and in case of conformation deleted them from our data set.
Next, a level of correlation between:
development progress: {LOC(1, 2), . . . , LOC(k − 1, k)}
number of requirements: {REQ(1, 2), . . . , REQ(k − 1, k)}
over k releases was estimated. Our approach was to use high correlation values
(> 50%) as indicators that the requirements within (j; j +1) period stimulated the
development process of the release j + 1.
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Table 5.6: Bioinformatics Specific Lexicon for Detecting Requirements.
leak crack enhancement bug defect
shortcoming change adjustments alter modify
shift transform complain protest disagree
mistake slip exception anomaly deviation
unsuccessful breakdown break crash fault
insufficiency misconception feature characteristic highlight
restore settle flag signal idea
virus replace inaccuracy fail incompleteness
hypothesis inspiration intention opinion incorrect
improvement adjustment contribution correction flow
enrichment recovery insufficient lacking missing
absent non-existing wanting miss necessary
mandatory need require vital want
motivation never possibly likely maybe
probably prefer favour problem delay
dilemma mess puzzle trouble propose
intend offer recommend suggest replace
substitute replacement report notify import
asking demand inquiry prerequisite slower
slow inactive solution advice proposal
suspect believe doubt trouble useful
desirable workable utility weird wrong
fault reform error irregularity drawback
fix belief reparation view thought
weak lack essential demand perhaps
difficulty advise remove request delay
suggest usable
5.7.4 Sentiment within OSS Communities
Variation in mood within a community may be driven as a reaction of the community
members to different community events. We postulate that satisfaction within a
community in an after-release period depends on how well the community managed
to realize its own requirements in that release. The reaction to any release begins
shortly after its announcement.
To measure ‘mood’ within OSS communities, we monitored a proportion of
postings with positive sentiment to the overall number of postings (cf. Sub-
subsection 3.2.3.3). We expected positive mood among peripheral OSS project
participants to reflect satisfaction with the last system release and in turn success
of the adopted RE process. In order estimate the polarity of OSS postings, we
created a classification model for our data set. Support Vector Machines (SVM)
algorithm was selected as classification approach. By means of manual labeling of
a subset of our data, we trained the sentiment classifier to assign OSS postings
either to the POS class or to the NEG class. For each period between two releases j
and j + 1, we calculated proportion of positive sentiment to the total amount of
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postings:
|POS(Postingsj;j+1)|
|(Postingsj;j+1)|
The models and frameworks which were developed within this chapter present
basis for the analysis of three successful bioinformatics OSS described in Chapter 6.
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6 Stimuli Exploration in OSS Projects
In keeping with the topic of this thesis, community-oriented software development,
our analysis of related work in Chapter 2 and evaluation in Chapter 4 indicate that
motivating end-users for active participation in community-oriented processes is
one of the central challenges of end-user innovation creation. Therefore, the second
Research Question (RQ) is “What are the success factors of community-oriented
requirements engineering (RE)?” Significant changes within community history
are a hint for a factor or an event which had probably influenced a Community
Information System (CIS) community and its evolution to a great extent. We
categorize such parameters and events under the term stimuli of community
evolution.
Most experiments within perceptional psychology are organized in such a way
that an object (e.g. picture) or change of environment (light on/light off) is
applied to the subject (i.e. that individual participation in the experiment) at
certain designated times. The behavioral reaction of the subject person to this
stimulus is continuously measured. This simplified description reflects the so-called
stimulus-perception analysis. In physiology, the term “stimulus” is referred to as a
measurable change of environment. A given reaction to the designated stimulus
reflects the degree of environmental sensitivity. In simulation, “stimulus” refers to
an artificially produced signal which is applied to the system in order to generate
and measure the system response, thus establishing the training data for the later
simulation model. The term is often used metaphorically. To detect stimuli within
community-oriented RE, our initial approach is to study histories of the existing
CIS. Clearly, it is not possible for us to access the evolutionary histories of all the
various kinds of CIS communities. Nevertheless, as a starting point, we shall study
the long-term, well-established communities built around Open Source Software
(OSS) projects.
In the scope of this thesis, we selected three long-term bioinformatics OSS
projects: BioJava, Biopython, and BioPerl. Previously, in Chapter 5, we presented
our concepts and frameworks for data management, data retrieval, data sampling,
data cleaning, and processing of information collected from the corresponding OSS
repositories. Following the research topic of this thesis on the end-user integration
in community-oriented development, our analysis includes all OSS community
layers ranging from main developers to those users who just posted some emails in
the project mailing lists.
Within this study, we differentiate external and internal stimuli. The internal
stimuli present a class of events happening within a community, while external
stimuli are community-independent environmental changes. These two classes of
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stimuli may be expected to have significant effects on both the community future
and current behavior. Therefore, we are looking for such significant effects and
their possible triggers. The initial point of detection an internal stimulus is to
map the evolution of the software development process to the evolution of the
user communication. To examine external stimuli, we need to consider the project
environment and crucial events taking place within the project domain. We apply
our model for RE process discovery within community-generated content which
combines social network analysis (SNA), text mining (TM), and sentiment analysis
(SA) methods (cf. Section 5.7).
To provide a better overview of our analysis results, we first summarize all the
detected stimuli:
• Internal stimuli:
– Generation Change
– Increase of Core-Periphery Proportion
– Change of Organizational Principles
– CIS Restructuring
– Decrease of Infrastructure Quality
• External stimuli:
– Increased Attention to Project Domain
– Competitive Projects
In the next subsection, a more detailed description of each stimulus and its effects
on the studied communities is given.
6.1 Internal Stimuli
We assign the events within a community which significantly influence community
behavior (e.g. end-user mood, activity, participation or even community policies)
to the class of internal community stimuli. Depending on the community social
constellation, each stimulus exerts a different effect on the community. In the
following, we describe how each stimulus has been identified, the stimulus itself
(event) and its effect upon the community.
6.1.1 Generation Change
The strongest and the most crucial stimulus of community life among those which
we were able to detect is generation change. A generation change is triggered
by the departure of the project leader form his/her community. This event entails
community restructuring, change of organizational principles, and can even lead to
a collapse of the community.
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We started our analysis from a global view on community. We crawled the
communication and development repositories of three long-term, successful bioin-
formatics OSS projects: BioJava, Biopython, and BioPerl (cf. Section 5.6). Within
the OSS projects, the mailing lists are used for communication. Everybody is
allowed to post a message to an OSS mailing list. On the other hand, to submit
a contribution to the projects’ revision control system (RCS) requires special
access privileges. In this case, the user base collected from the mailing lists is not
restricted to the developers and includes active end-users in contrast to the user
base of RCS.
For each project under study, we generated a Social Network (SN). The SNs are
based on data collected in the mailing list archives over eleven years. Within the
generated SNs, every mailing list participant is represented by a node. Two nodes
are connected, if two corresponding project participants have contributed a post
to at least one mailing list thread in common. The resulting three SNs (one per
project) represent the project communities built around the corresponding OSS
projects in eleven years. To detect, if any sub-communities emerged within the
project life, Edge Betweenness (EB) clustering algorithm by Girwan and Newman
[GN02] is applied to the established OSS SNs (cf. Section 3.2.2.1).
Girvan-Newman algorithm is implemented as a part of a Cross Community
Communication Analysis Framework (CAF) [Mur10]. The Web-based front-
end of CAF is realized with FLEX, whereas the analysis procedures of CAF are
implemented as Lightweight Application Server (LAS) services (cf. Section 4.4).
CAF utilizes yFiles libraries1 for SNA. Figure 6.1 displays a screenshot of the
CAF system. Using the menus on the right-hand side, a system user can specify
parameters for clustering. In the middle area of the CAF window, the detected
sub-communities within the BioJava SN are visualized. To keep clustering results
for future analysis, the CAF platform provides a functionality to save intermediate
results to a selected database (the menu bar on the top).
Unambiguous identification of sub-communities within CIS communities in-
cluding OSS communities is a serious challenge (cf. Section 5.4). To discover
sub-communities within OSS projects and understand their meaning, we apply the
following strategy:
1. Clustering prerequisites: To proceed with community mining, it is important
to choose initial values for community modularity and size. Modularity
measure describes community ‘strength’. According to Newman and Girvan
research [NG04], modularity measure ranges from 0 to 1 and should be
at least 0.3 to indicate strong community structure (cf. Section 3.2.2.1).
Additionally, a specified minimum size of expected sub-communities needs to
be established in order to avoid the risk of detecting small cliques of 2− 3
nodes.
2. Automatic detection of sub-communities: In fact, within SNs different sub-
1yFiles, http://www.yworks.com, last checked 2014/03/17
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tion from scratch. Anyway, it would be necessary to write another implementation of this 
clustering algorithm, because the one from yFiles was poorly parametrized. New imple-
mentation could accept such parameters as minimum cluster size, minimum modularity 
and many more. Detected community structures by newly implemented algorithm are 
shown in figure 5.4. On the right to clustered social network clustering parameters are 
shown.  
 
To keep clustering results for future analysis CAF has been extended with functionality 
to save results to database. First attempts to save results would however crash due to in-
sufficient cache memory allocated to target DB2 database. To solve this issue it was ne-
cessary to change memory management settings of the database. Clustering results are 
saved along with user settings to start analysis work over from the same point, where 
work was stopped. To prevent saving incomplete data to database all data to be saved is 
put in transactions. Afterwards, as it was possible to save social network, another func-
tions for loading and removing social networks from database were implemented. 
 
 
Figure 5.4: Community structure detection. 
 
 
Figure 6.1: CAF Screenshot: Results of BioJava Clustering.
structures can emerge in the course of community evolution. Such sub-
communities are not defined a-priori though it is possible to detect them
automatically by running community clustering algorithms. However, there is
no automatic way of identifying the meaning of the detected sub-communities.
What we understand as “community meaning” is shared interest or common
engagement which binds the members together into emerging social structures.
3. Manual identification of communities of interest: Bird et al. [BPD+08]
ague that sub-communities within the OSS projects are expected to be task
focused. One possibility for identifying the sub-communities’ focus is to
study the artifacts generated by their members. Therefore, the CAF system
provides the functionality which extracts the correspondence of the five most
central members of each detected sub-community. Figure 6.2 shows the tab of
the CAF platform conceptualized for manual community identification. On
the left-hand side, the central members of all detected sub-communities are
listed. By selecting a distinct central member from the list, the first messages
from the longest discussions in which the selected member participated are
displayed in the middle area of the tab. Based on content, it is the task of an
analyst to decide whether the sub-community under analysis is a topic-specific
or user-specific entity. In the case of a topic-specific sub-community, we
expect users and their correspondence to relate to a certain topic. Whereas,
in the case of a user-specific sub-community, we expect the sub-community to
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be formed by users of a certain activity layer (e.g. developers, bug reporters,
etc.). Color coding is provided to finalize the decision. The CAF platform
offers the functionality of comparing selected messages against check lists
which describe community profiles. For each type of community of interest,
there is a check list with simple yes/no questions.
To summarize, the presented approach combines the well-accepted automatic
sub-community detection algorithm with the manual identification of the sub-
community meaning using descriptive profiles.
Figure 6.2: CAF Screenshot: Manual Community Identification.
The first two steps of the described approach were applied to three projects
under study. In all cases, besides several very small clusters, two big clusters were
detected. Figure 6.1 depicts the clustering results of the BioJava SN, whereas,
Figure 6.3 displays the clustering results of the Biopython (Figure 6.3a) and BioPerl
(Figure 6.3b) SNs. Those sub-graphs which are not connected to the others present
the detected sub-communities. Although CAF is able to automatically identify
sub-community structures by specified clustering parameters, it supports only
manual verification of the sub-communities’ focus (the third step). Our manual
analysis of the Bio* SNs shows that the topics within the two biggest detected
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sub-communities in each bioinformatics OSS overlap, which terefore means that
the sub-communities are not topic-based. Furthermore, the sub-communities’
participants represent all user groups (from core developers to newcomers) meaning
that the sub-communities are not user-based either. As a consequence of our
findings, we proceeded with a manual analysis of the detected sub-communities
along other dimensions.
We plotted the activity of each sub-community along a timeline. The results of
our analysis showed that while the members of one sub-community were active
up to about 2005, the participants of the second sub-community were mainly
active from 2005 on. To visualize this finding, Figure 6.4 displays the sum of
the postings submitted by the members of each sub-community year for year
in the corresponding Bio* communication resources. The activation of one sub-
community and deactivation of another one can be seen as a kind of generation
change [HKJ12]. Mannheim defines generation as “individuals experiencing the
same concrete historical problems” [Man28] (cf. Section 3.2.1). Thus, whenever
historical circumstances change, a new generation is established.
Event We investigated the possible reasons for generation change around 2005,
approximately five years after the projects had been initiated. From the personal
contact via private mail with several people from the Biopython project, we received
the following plausible explanations for this phenomenon. First, all three projects
are the research related OSS projects. Therefore, the generation change can be
linked to the duration of a PhD thesis, which normally takes three to five years.
After finishing their research work, people often change their priorities as well as
interests and hence are not willing or able to spend their spare time on OSS projects
anymore. The second reason might be the duration of research projects, which
usually run for up to six years. Such aspects can trigger the hastened retirement
of some community members. In our study, we were able to observe that there
was a change of the central project members or even project leaders around 2005
in all three projects. The retirement of the leaders induced the departure of other
project members from the corresponding OSS communities. Thus, the discovered
phenomenon of generation change was with high probability triggered by project
leaders leaving the community. Although the stimulus was the same in all three
cases, the community state and structure of Bio* OSS projects differed. Next, we
shall study the circumstances by which generation change can be triggered.
Within the Biopython community, the change of the ‘main actors’ took place
in 2005. The central project participants, Jeffrey Ch., Andrew D., and Brad Ch.
were substituted by Peter C. and Michiel H. Figure 6.5a visualizes the contribution
level of each central member year by year. This takeover was not very smooth.
First, Jeffrey Ch., Andrew D., and Brad Ch. had significantly reduced their input
to the project. After some period of time, Peter D. and Michiel H. brought the
project to its previous progress state.
In the BioJava community, there were three central members until 2004: Thomas
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(a) Two Generations of Biopython
(b) Two Generations of BioPerl
Figure 6.3: CAF Screenshot: Clustering Results of Biopython and BioPerl Commu-
nity.
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(a) BioJava
(b) Biopython
(c) BioPerl
Figure 6.4: Generation Change: Number of Postings per Year per Generation
Sub-community.
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D., Matthew P. and Mark Sh. In 2005, two of them, Thomas D. and Matthew P.,
left the project (cf. Figure 6.5b). As a result the community shrunk due to user
retirement, but it remained intact joined by the third central member Mark Sh.
He has remained in the project from the beginning until present. In 2006, many
new members joined the BioJava community. Later, around 2007, Andreas P. and
Richard H. gained the central role in the project.
Also in BioPerl, around 2006, a change of ‘main actors’ took place (cf. Figure
6.5c). For example, a very active project member Ewan B. left the community.
Until 2006, Jason S. had the leading role in the BioPerl community. In 2006, his
role was taken over by Chris F. whose active participation in the BioPerl project
has already started in 2004. Jason S. continued to contribute to the project very
actively. From a structural point of view, the core of BioPerl had become much
bigger than that of the other two bioinformatics projects. On average, there were 24
distinct developers active in BioPerl, while Biopython and BioJava were supported
on average by 7 and 11 project participants respectively.
Effect To analyze the effects of the generation change on the Bio* OSS communi-
ties, we studied the evolution of the SNs of the Bio* OSS projects. Therefore, we
generated an SN for each project for each year. All SNs consisted of the project
participants active in the corresponding year. For each one of these networks, six
SNA measures were calculated: diameter, average path length, maximal between-
ness, size of the largest connected component, density, and transitivity (cf. Section
3.2.2.1). For our calculations, we applied the functionalities of the R-project2.
Table 6.1 displays the resulting SNA values. In most cases, the diameter value
of the networks were 6, which is consistent with the well-known small-world
phenomenon of SNs [New03]. However, some remarkable outliers in diameter and
maximal betweenness series are identified in the Biopython and BioJava projects.
In 2005, in the Biopython network and in 2006, in the BioJava network, the
diameter values reached 12 and 11 respectively, meaning that the networks did not
show their previous compactness. Noteworthy are the low values of the maximal
betweenness at the same period of time in both projects. Figure 6.6 visualizes
the diameter and maximal betweenness values in three Bio* projects graphically.
Node betweenness is a centrality measure which determines dominance of a node
within its network. Based on the assumption that information flow takes the
shortest path, the node betweenness lets us estimate the fraction of information
going through a node. However, the information does not always flow along the
shortest path and the assumption is only an approximation. Nevertheless, this
approximation allows us to estimate quite well the substantial influence of the
network nodes. Nodes with high betweenness values often represent a link between
network sub-communities. Thus, a relatively low value of maximal betweenness
indicates that either a central node has lost its influence or a central member has
left the SN.
2R-project, http://www.r-project.org, last checked 2014/03/17
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(a) Biopython
(b) BioJava
(c) BioPerl
Figure 6.5: Activity of Selected OSS Members.
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Table 6.1: SNA Measures in Bio* Projects.
Year Diameter Maximal Lagest Densification Transitivity
Betweenness Connected
Biojava
2000 2 367, 250 39 0, 10337 0, 8103616
2001 8 3913, 548 126 0, 03713 0, 8095955
2002 7 6376, 780 176 0, 03208 0, 7634395
2003 9 4972, 818 154 0, 02936 0, 7475913
2004 6 1128, 176 74 0, 04547 0, 6702735
2005 7 922, 948 64 0, 04555 0, 4433199
2006 11 1786, 240 84 0, 04761 0, 6191318
2007 7 2357, 439 87 0, 04731 0, 7866808
2008 7 1975, 667 86 0, 04295 0, 7764429
2009 6 1643, 007 86 0, 07223 0, 8193197
2010 5 2248, 578 91 0, 06813 0, 7528784
Biopython
2000 8 77, 167 19 0, 21637 0, 7270396
2001 7 1108, 650 66 0, 07507 0, 7794513
2002 6 2122, 155 89 0, 06563 0, 7673203
2003 7 4005, 586 126 0, 04203 0, 7180909
2004 6 2321, 374 102 0, 04960 0, 6718399
2005 12 1670, 486 97 0, 03793 0, 6718399
2006 6 2538, 760 91 0, 04652 0, 707257
2007 8 3304, 995 101 0, 04740 0, 7284191
2008 6 5528, 920 115 0, 04394 0, 7933708
2009 8 9383, 649 152 0, 03939 0, 7929498
2010 8 8761, 956 153 0, 03251 0, 813566
Bioperl
2000 5 2010, 173 96 0, 07132 0, 7589545
2001 8 8406, 178 214 0, 02791 0, 7924224
2002 8 29571, 290 347 0, 01859 0, 7952071
2003 9 31199, 290 376 0, 01652 0, 7819645
2004 9 43214, 640 406 0, 01428 0, 7652274
2005 9 23748, 970 317 0, 01913 0, 7210034
2006 6 26346, 440 316 0, 02016 0, 8107186
2007 7 17672, 950 264 0, 02724 0, 8009965
2008 6 11748, 970 240 0, 02978 0, 7847583
2009 7 15967, 820 275 0, 03055 0, 816732
2010 9 21929, 130 282 0, 02476 0, 8139625
If we take a look at the Biopython SN in Figure 6.7 at the period of the generation
change, we can recognize that the network was missing a leading figure which would
bind the community together. As previously described, at the period of generation
change in the Biopython project, some leaders had already reduced their activity
and thus lost their influence within the community while the new actors had not
yet gained the leader status. The clustering of this network uncovers many small
sub-communities thus illustrating that the network had almost fallen apart.
In BioJava, the period of generation change (year 2006) is marked by a high
diameter value of 11, however the maximal betweenness value is already significantly
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Figure 6.6: Evolution of Structural Parameters of Bio* OSS Social Networks.
higher than in the year before. Figure 6.8 displays the BioJava SN in 2006 and
its sub-communities. The main power was already concentrated in the hands of
Richard H. represented by the biggest green node in Figure 6.8. Therefore, in
BioJava, the generation change took place more smoothly than in the Biopython
project. Nevertheless, there were many smaller clusters and longer paths to the
periphery. Thus, the generation change did exert a significant degree of stress on
the BioJava community.
Although the BioPerl betweenness values for 2003− 2005 are rated very high,
the diameter value raises only up to 9. This period overlaps with the highest
newbies inflow in BioPerl. The higher diameter values can be related to this
community expansion. As long as the newcomers are not completely integrated
in the community, the information has longer paths to travel. Furthermore, the
community expansion increases the ‘power’ of the community leaders resulting in
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Figure 6.7: Clustered Biopython Network (2005).
an increase of maximum betweenness. Figure 6.9 displays the BioPerl SN in 2004.
The clustering of the network detects one very big cluster which includes almost
all project participants. The community stays strongly interconnected.
We additionally investigated the hierarchical structures of the Bio* communities
in more detail (cf. Figure 6.10). Our research showed that the Biopython and
BioJava communities mainly consist of two layers: the core of very active and
socially central actors and the periphery or the long-tail of very passive actors.
The term “long-tail” originates from the article by Chris Anderson on Amazon3
business model [And04]. The long-tail refers to the 80% of the Amazon offers
bought only by 20% of the Amazon customers. In context of online communities,
the long-tail describes 80% of community participants submitting only 20% of
community content while a few central people (about 20%) are responsible for the
remaining 80% of effort.
In contrast, within the BioPerl network, an intermediate level of participation
was detected. Besides the core members with a very high activity and the long-tail
with a very low activity, there is an intermediate layer of those who submit some
functionalities without overtaking the central role and responsibilities. We can
3Amazon, https://www.amazon.de/, last checked 2014/03/17
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Figure 6.8: Clustered BioJava Network (2006).
relate this social structure to the “90-9-1” distribution4 observed in the area of crowd
sourcing. With reference to Wikipedia5: While only 1% of users create Wikipedia
articles, 9% modify and adjust them and the rest (90% of wikipedia users) just use
the content without making any contribution. The layer of contributors supports
the layer of creators. Thus, the BioPerl community has evolved into a more complex
social structure in comparison to Biopython and BioPerl. The intermediate layer of
active contributors serves for stronger community interconnection and as a greater
deterrent to project leader ‘retirement’.
To summarize, a generation change within an OSS community is triggered
by changes within the community core. Increasing diameter in combination
with decreasing maximal betweenness is one possible indicator for a significant
transformation of the core. Retirement of the central community member(s) puts
the project sustainability at risk. The finding conforms to the results reported
by Robles et al. [RGBM05]. In the history of all three projects under study,
4“90-9-1” structure, http://www.nngroup.com/articles/participation-inequality/, last
checked 2014/03/17
5Wikipedia, http://www.wikipedia.org, last checked 2014/03/17
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Figure 6.9: Clustered BioPerl Network (2004).
there was a change of the central project participants within community around
2005. In the BioPerl project, the change did not influence the project community
Figure 6.10: Structure of Bio* Project Communities in 2005. Activity of sixty most
active Participants per Project.
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which remained strongly interconnected. The relatively big and well-developed
hierarchical social structure prevented the BioPerl SN from being influenced by
even stronger affects in spite of the generation change. Especially, the intermediate
layer of contributors within the BioPerl community seems to play an important
role in the overall community stability.
In contrast, the Biopython and the BioJava communities showed loosely organized
structures at the period of the generation change. The BioJava project executed
change a little smoother than the Biopython. One possible explanation here is
the overlap of the participation periods of the central users in the case of BioJava.
Findings support the known problem of Community of Practices (CoPs) in general
and OSSs in particular: If knowledge is concentrated in the core of a community,
then if the core member(s) leave the project, there is a danger of partial or total
knowledge loss. Moreover, the retirement of the central members may induce
an additional outflow of project members from an OSS community and thereby
damage the user base of the project.
6.1.2 Increase of Core-Periphery Proportion
We studied the change of the community social constellation in relation to the
influence which the periphery executes on the OSS project. Specifically, we
addressed the following questions:
• Do the requirements from the core and the periphery of OSS communities
influence development process differently?
• To what extent do requirements give rise to development?
• Does the level of participation in RE influence the level of satisfaction of the
peripheral project participants?
• Which social constellation empowers the end-users most?
Core-periphery proportion is one measure to reflect social structure of CoPs
including OSS communities. Social constellations of OSS communities experience
continuous evolution. The change of the core-periphery proportion determines the
change in the community constellation.
To study the interplay between social constellation of OSS communities and the
influence of periphery on the project, we applied our model for RE process discovery
in OSS content (cf. Subsection 5.7.1). For each period between two releases, every
OSS community under study was mapped to a graph structure. Using hierarchical
clustering, we separated the core from the periphery in all project graphs. By
these means, we were able to monitor the evolution of core-periphery proportion
over eleven years in three given cases. Our analysis showed that the requirements
from the periphery gave rise to the development process unless the core-periphery
proportion exceeded a certain threshold. Thus, core-periphery proportion is the
second identified stimulus in the life of the OSS communities which we were able
to identify.
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Figure 6.11: Network of Biopython Project between Release 1.4.0 and 1.4.1. Red
Nodes - Core, Blue Nodes - Periphery.
Event We assume that the core and the periphery of an OSS community par-
ticipate differently in the development process. Especially in the bioinformatics
OSS, we expect peripheral project participants to be mainly biologists, who are
taking their first steps towards software development whereas the cores of the
bioinformatics OSSs typically consist of professional developers with a special
passion for computational biology.
With help of the hierarchical clustering based on degree centrality (Algorithm
1), the core and the periphery for each period between two releases j and j + 1
within the Bio* projects were separated. Figure 6.11 displays a clustering result of
the Biopython SN. The blue nodes represent the community members assigned to
the periphery. Whereby, the red ones represent the members identified as the core.
Most of the detected core project participants are also mentioned on the projects
wikis as important contributors. However, the information on the projects wikis
lacks the temporal component which makes it impossible to trace the evolution
based on the wiki data.
Our analysis showed that the core members in the Bio* projects were respon-
sible for majority of the messages in the mailing lists and for the majority of
the contributions in the projects RCS. Furthermore, the core sub-communities
were based on two to three permanent leaders who played significant role in the
corresponding projects. Other three to five developers from the periphery joined
the core groups temporarily. Hence, the core groups within three OSS projects
under study experienced continuous change.
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Despite the similarity in average size of the core sub-communities, the total
numbers of the project members differed strongly. This resulted in different fractions
of the BioJava, Biopython, BioPerl core in the corresponding communities. Figure
6.12 depicts the estimated core-periphery ratio in the Bio* OSS projects. In the
Biopython community, core-periphery ratio was on average 12%. In BioJava, the
ratio was about 6%, while in BioPerl, it was about 4%. Therefore, the BioPerl
project managed to cultivate the biggest periphery among the three projects under
study. More detailed investigation of the communities’ social structure showed
that in the BioJava and Biopython projects, there was a sharp jump from the
most active project participants to the long-tail of the communities. In contrast,
in BioPerl, we additionally observed an intermediate level of participation (cf.
Section 6.1.1). To remind, we defined the intermediate layer by project participants
who contributed actively to the project without taking the central position in the
community.
Figure 6.12: Core-Periphery Ratio in Bio* Projects.
Effect Next, we studied the effects different OSS community constellations have
on OSS development. In more detail, we addressed the question which social con-
stellation empowers the end-users most. Therefore, within the projects under study,
we analyzed the correlation between RE and development process in comparison
to the detected social structures. Here again, we based our research on our model
for RE process discovery within OSS content (cf. Subsection 5.7.1).
Table 6.2 displays the results of the requirements detection within the project
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mailing lists. The correlation values of the requirements amount and the devel-
opment activity are displayed in Table 6.3. In the BioPerl project, we observe
the highest correlation coefficients for both the core and the periphery. Hence,
the more requirements are submitted within this project, the more lines of code
are implemented. In the BioJava project, also the requirements amount from
both sub-communities correlates with the development progress. However, in this
case the correlation coefficients are much smaller indicating the light correlation
only. Remarkably, in Biopython, the light correlation is identified only for the core
sub-community. To summarize, the development in the BioPerl project is driven by
both the core and the periphery. In the BioJava project, the development is driven
by the core and by the periphery to some extent. Whereby, in the Biopython
project, the development is mainly driven by the requirements originated from the
core.
If we combine these results with the previously estimated core-periphery propor-
tion, we observe that in case of Biopython, where the core fraction exceed 10%,
the periphery is relatively small to influence the project development significantly.
In the BioJava project, where core-periphery proportion is 6%, the periphery is
weakly empowered with a voice. The periphery of BioPerl presents the biggest
fraction within the community in comparison to BioJava and Biopython. The
BioPerl periphery also shows the strongest influence on the development of the
project. The observation supports empirically the claim that “OSS projects depend
on the increase of the size of its user community” by Sowe [SSS07b]. Crowston
and Howison [CH06a] and Crowston et al. [CWL+06] also ague that success or
failure of OSS projects depends largely on the health of their community. Mockus
et al. [MFH02] stated that active periphery is one of the reasons for the success
of well-organized OSS project.
The strongest influence of the periphery in the BioPerl project can be additionally
related to the previously detected layer of ‘contributors’ in the project (Section
6.1.1). Table 6.2 visualizes that in case of BioPerl the 58% of mails posted by the
periphery contain requirements, whereas in BioJava and Biopython the fraction
of periphery mails classified as requirements is only about 40%. Thus, the active
peripheral project participants support innovation inflow into the project.
6.1.3 Change of Organizational Principles
Next stimulus is related to the organizational principles, specifically, to their
significant modification. In the context of OSS development, the organizational
principles are defined by duration of release periods, commit strategy, rights
distribution, licensing, etc. Such principles can be seen as OSS community culture
or even religion. According to Mannheim, “the culture dictates the pace of change”
[Man28]. Releases, commits, communications styles, etc. - all these rules define
the government regime which in turn defines the generation. Our analysis showed,
if the regime changes, a new generation gets established. There are people in the
community who will not agree with the new development principles and hence
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Table 6.2: Amount of Requirements within Different Sub-communities and Media
Types.
Project Mailing lists:
BioJava BioJava-Dev BioJava-l
Total: Mails 11434 3948 (34.5%) 7486 (65.5%)
Requirements
Core 1480 (46.5%) 533 (36%) 947 (64%)
Periphery 1207 (39.9%) 259 (21.4%) 948 (78.6%)
BioPerl BioPerl-l BioPerl-Ann
Total: Mails 32807 32722 (99.74%) 85 (0.26%)
Requirements
Core 3616 (41.62%) 3601(41.45%) 15 (0.17%)
Periphery 5072 (58.38%) 5066 (58.31%) 6 (0.07%)
Biopython Biopython-dev Biopython-l
Total: Mails 14174 6523 (46.02%) 7593 (53.57%)
Requirements
Core 2236 (59.28%) 1238 (32.82%) 985 (26.11%)
Periphery 1536 (40.72%) 481(12.75%) 1052 (27.89%)
Table 6.3: Correlation of Requirements with Development Activity.
Project
Correlation coefficient:
Requirements/Code lines
Periphery Core
BioJava 0.431 0.358
BioPerl 0.741 0.722
Biopython 0.045 0.43
loose the interest in the community and as a consequence leave it. For others, on
contrary, the new organizational culture makes the project more attractive.
Event In Biopython, we observed a complete modification of the development
principles. The new leaders Peter C. andMichael H. introduced to the project much
shorter release iterations and contribute continuously high amount of changes to the
code repository. Figure 6.13 displays the fivefold increase of the release number and
threefold increase of the commits number in year 2008 in comparison to previous
years. We analyzed the possible evolution effects triggered by this stimulus along
different aspects. To study, if the community members liked the organizational
modifications, we estimated ‘mood’ of the community based on SA combined with
the statistics of inflow/outflow of project members. We expected positive mood
among the peripheral OSS project participants to reflect the satisfaction with the
community internal processes.
Effects To estimate the level of satisfaction within the Bio* OSS communities, we
calculated the ‘mood’ as a proportion of the postings with positive sentiment to the
overall number of postings in the Bio* projects’ mailing lists. The mood of a user
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Figure 6.13: Biopython: Release and Commit Numbers.
can be implicitly estimated based on opinionated documents generated by him/her.
Methods of SA classify each user-generated document (for example, mailing list
posting) either to a positive or to a negative class (cf. Subsubsection 3.2.3.3).
We supported classification process as it was proposed within our model for RE
process discovery within OSS Subsection 5.7.1. Table 6.4 shows the classification
quality. Our model performs with accuracy: 84.45% and F-score: 84%. The class
precision and the class recall are computed based on both the correctly identified
positive and negative sentiments.
Table 6.4: Confusion Matrix of Improved Classification Model.
True NEG True POS Class Precision
Pred. POS 817 128 86.46%
Pred. NEG 183 872 82.45%
Class Recall 81.70% 87.20%
We separately performed SA to postings from the core and from the periphery
of three Bio* communities under study. Thus, we investigated the reaction to the
stimulus of both sub-communities separately. Hereby, the core was separated from
the periphery using as described in Section 6.1.2. Based on the SA results, we
reconstructed the evolution of the periphery mood and of the core mood release
for release.
Our findings indicated that the mood within the Bio* OSS projects was positive in
most of the time. In all three cases, BioJava, Biopython and BioPerl, approximately
60% of mails from each project were classified to the POS group (Figure 6.14, 6.15,
6.16). Nevertheless, we detected several remarkable mood shifts. In Figure 6.15,
the significant decrease in the number of the positively marked messages from the
periphery can be recognized in the Biopython project starting from the period
29 till the period 37. This interval of decreasing positive sentiment among the
peripheral members in the Biopython community begins shortly after the change
of the organizational principles of the project. The effect reflects the community
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reaction to the stimulus. To conclude, the stimulus - significant organizational
modification(s) - leads to negative mood in the periphery of an OSS community.
After a period of time, a new generation of community members based on
the new organizational principles was established. The mood within community
reached it average positive value. Moreover, the stabilization of mood was followed
by increasing inflow of new member (starting from 2009). The increasing number
of newcomers suggests, that the new development regime made the project more
attractive for some type of user.
Figure 6.14: Sentiment of Core of Periphery Compared to Normalized Amount of
Requirements (BioJava).
6.1.4 CIS Restructuring
Next stimulus, which we were able to identify, is significant restructuring of CIS.
Using the Wenger’s terminology in CoP context, we can relate this stimulus to the
significant modifications of joint enterprise [Wen98]. Our analyses showed that the
significant CIS restructuring and reengineering trigger negative mood within the
OSS periphery.
Event We studied the evolution of development process in terms of frequency of
releases and their size. In the BioJava project, we were able to detect one extremely
large release. It contained 33.5 times more lines of code than all other releases on
average. A manual investigation showed that this release was a result of complete
restructuring of the project code base. The modification was executed in the period
coded as 9. Prlic et al. described the resulting BioJava version as “BioJava 3 is a
clear departure from the version 1 series. It now consists of several independent
134
6.1 Internal Stimuli
Figure 6.15: Sentiment of Core and of Periphery Compared to Normalized Amount
of Requirements (Biopython).
modules built using Maven (http://maven.apache.org). The original code has
been moved into a separate biojava-legacy project, which is still available for
backwards compatibility.” [PYB+12].
Effect We analyzed the reaction of the BioJava core and of the BioJava periphery
to the detected CIS restructuring in terms of community mood. Thereby, we
applied the SA methods previously described in Section 6.1.3. However, no visual
reaction could be detected in the release-based view in Figure 6.14. Therefore,
we ‘zoomed in’ our focus on the BioJava evolution. We plotted the sentiment
evolution within the periphery of the BioJava community along the more granular
X axis with a month as the sampling size (Figure 6.17). In this view, we observed
a negative sentiment within the project periphery. The mood of the core, however,
stayed unchanged. After some time, the mood within periphery got normalized.
Big reengineering and restructuring of an information system (IS) usually have
a long-term benefit. Peripheral members however desire that everything stays in
the way they are used to. Restructuring of the IS induces the need to adapt the
existing programs to the changes. Therefore, in a short-term, IS restructuring
and reengineering present a disadvantage. For the people whose main passion is
not computer science, who just use IS as a tool, the long-term advantages are
not obvious. This project sub-community is not directly interested in the big,
long-term changes.
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Figure 6.16: Sentiment of Core and of Periphery Compared to Normalized Amount
of Requirements (BioPerl).
6.1.5 Quality of Infrastructure Decreases
The participation concept in OSS projects is voluntarism. People are free to leave
and to join OSS communities according to their preferences and wishes. The
continuous inflow of newcomers is though very important to support vitality of
OSS communities. Otherwise the communities will stagnate over time. It is not
only the project domain which makes the project attractive for a certain group of
people, but also the development organization and infrastructure. Our analysis
shows that high quality, scalability, and availability of the OSS infrastructure is of
the great importance for the stable people inflow to the project. The disturbances
like high spam level lower the satisfaction within the community and trigger the
outflow increase.
Event We analyzed the quality of the projects’ infrastructures in terms of the
spam filtering quality within the mailing lists of the Bio* OSS projects. For
this task, we used our spam filter developed as Dataset Reduction Filters (DRF)
within our adaptive-filtering framework (Section 5.5.2). To remind, the spam filter
automatically classifies the mailing list postings in SPAM or HAM. The classification
is based on Bayes Decision Rule. According to our evaluation results, no ham is
incorrectly removed by the filter.
Figure 6.18 displays the evolution of the spam amount in the Bio* projects
in 11 year under study. We observe, that the spam level was neither constant –
fluctuating between 0% and 60% – nor insignificant – covering up to 60% of the
communication. To provide a more detailed overview, Figure 5.19 shows an excerpt
of the spam messages and spammer ratio in the BioJava project from June 2003 to
June 2005. Similar fluctuations were also measured in the BioPerl and Biopython
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Figure 6.17: Sentiment of Core and Periphery in Period of significant Restructuring
(BioJava).
projects. The considerable and non-monotone variation of the spam volume is
consistent with the previous findings in spam analysis by Fawcett [Faw03].
Effect We compared the evolution of spam level with the evolution of community
members and their reaction. Our analysis of community evolution showed that a
high level of spam had a negative influence on the OSS communities.
For example, in November 2004, in biojava-dev mailing lists out of 164 messages
only 16 were not spamming advertisement. For the project participants registered
to the mailing lists, it meant a great amount of annoying unrelated messages.
Additionally, among all those unrelated messages, the important project-related
ones got easily overseen. For instance, on October 20, 2004, a user Ulisses D. asked
two project-related questions. The user received an answer more than a month
later. Most likely, the Ulisses’ question was overseen in the ocean of spam. He
has never reacted to the answers, probably, because he had already unsubscribed
from the mailing lists due to the overwhelming spam wave. He has also never
reappeared in the project.
To analyze the influence of infrastructural quality on community quantitively,
we studied the spam level in comparison to the inflow/outflow numbers of project
participants. In all three projects under study, the level of both inflow and outflow
was not constant. Furthermore, Figure 6.18 demonstrates that the maxima of
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(a) BioJava
(b) Biopython
(c) BioPerl
Figure 6.18: Spam Level vs. Inflow/Outflow Number of Project Members.
both user outflow and the spam level overlapped in all three cases under study.
Additionally, in BioJava, a significant decrease of positive sentiment in the periphery
was measured during the period with the highest amount of spam messages.
To conclude, OSS projects life is traditionally organized in, around, or within
online resources. These resources form shared repertoire of the project community.
High quality, scalability, and availability of the OSS infrastructure are essential
for the project success. Decrease of infrastructural quality is the last identified
internal stimulus.
6.2 External Stimuli
Next, we present the external environmental changes which influence significantly
OSS communities. We define these changes as external stimuli.
We studied the evolution of the Bio* OSS communities in terms of their growths.
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In order to visualize the changes of community size and participation duration of its
members, we considered the communities as populations. Thereby, the population
pyramids are an effective graphical way to visualize the population development.
The population pyramids also help to detect some trends and outliers which were
triggered by some environmental and historical events. By means of analysis of
age structure and survival rate within populations, we could additionally indicate
the likelihood of continuation of the populations under study. The X-axis of a
population pyramid represents age or age-groups, whereas the numbers of people
in each age group are plotted along the Y-axis.
We defined the population characteristics in the following way:
Year of Birth is a time point t0pi when a participant pi enters an OSS project. In
the context of this study, it is a time point when the participant submitted
his/her first posting to the project mailing list.
Age Group (x;x + 1) at time t consists of all active project members who has
been participating in the project at the given time point for at least x and
at most x+ 1 years. In context of this study, a user is defined as active in a
project, if he/she submitted at least one posting to the project’s mailing lists
in the current year.
Survival Rate (x;x + 1) → (x + 1;x + 2) is a percentage of users from the age
group (x;x+ 1) in the previous year still active in the current year.
For example, in 2006 all project participants who posted their first post to the
project mailing list not earlier than 2006/01/01 belong to the (0, 1) age group. In
turn, those who have posted their first post before 2006/01/01 but not earlier than
2005/01/01 and at least one post in the current (2006) year form the (1, 2) age
group. In year 2007, the survival rate (0, 1) → (1, 2) is the percentage of users
from (0, 1) age group in 2006 who are in the age group (1, 2) in 2007. In the scope
of this thesis, we studied the data crawled from for the Bio* OSS archives for years
2000− 2011. Thus, the ‘oldest’ possible project participants in year 2006 form the
(4; 5) age group.
For each project under study, a number of distinct users in each age group (x;x+1)
per year was calculated. Starting from the year 2006, we estimated the survival
rates for users of each age group. For example, for the year 2006 the following
survival rates were calculated (0, 1) → (1, 2), (1, 2) → (2, 3) . . . (3, 4) → (4, 5).
Accordingly, for year 2010 the survival rates of the oldest project members were
represented in (7, 8)→ (8, 9). On average, our investigations showed the following
pattern of the survival rates for certain age groups in all three bioinformatics OSS
[HK13]. The ratios Px of the project participants aged x to x+ 1 at time t being
still active in the age group x+ 1 to x+ 2 at time t+ 1 are:
• P0 = [(0, 1)→ (1, 2)] ≈ 20%
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• P1 = [(1, 2)→ (2, 3)] ≈ 40%
• Pm = [(x, x+ 1)→ (x+ 1, x+ 2)] ≈ 90% , ∀x > 1
Thus, 20% of people, who were newcomers in the year n, remained active in the
year n+1. Out of those who remained with the project already for one year ((1, 2)
age group) in the year n, there remained only about 40% in the year n+ 1. Other
age groups had a survival rate of about 90%.
Additionally, a phenomenon of ‘rebirth’ was observed in the OSS projects. Some
project participants left the project for several years. After some period of time
they came back to the community. During the years of their absence data for these
users were not included in our measurements. However, upon reactivating their
participation, we considered the date of their first contribution to the project as
the date of their ‘birth’. These users represent no newcomers anymore as they were
already familiar with the project’s mutual engagement, joint enterprise, and shared
repertoire. Therefore, some age groups (x+ 1;x+ 2) contained more people, than
the age group (x;x+ 1) a year before. Especially in the case of ‘older’ age groups,
a survival rate higher than 100% was frequently observed.
The population pyramids of BioJava, Biopython, BioPerl in year 2010 in Figure
6.19 provide the visual representations of the identified pattern. To summarize,
the distribution of survival rates in the investigated OSS projects follows the power
law. Further, if a user participates in the project for more than three years, there
is a high probability that he/she will become ‘attached’ to it on a long-term basis.
In turn, the percentage of those who survived over the first three years is very low.
The last finding conforms to the study results by Jensen et al. [JKK11]. Based on
the identified pattern, a minimal number of newcomers required to support the
same level of participation and thus the continuation of project population in the
next year can be estimated as follows:
|newcomer|t+1 >= |(0; 1)t| ∗ 0.2 + |(1; 2)t| ∗ 0.4 + · · ·+ |(x;x+ 1)t| ∗ 0.9 (6.1)
6.2.1 Increased Attention to Project Domain
Event In June 2000, sequencing of the human genome was announced6. This
breakthrough caused a significant rise of interest among bioinformatics. Many
research institutions and programs of study were founded at that period of time.
To name a few there is a bioinformatics program of study in Munich which started
from the winter term 2000/017. Another example is the Center for bioinformatic in
6Presedent Clinton Announces the Completion of the first Survey of the Entire Hu-
man Genome, http://www.ornl.gov/sci/techresources/Human_Genome/project/clinton1.
shtml, last checked 2014/03/17
7Bioinformatics Study Area in Munich, http://www.bioinformatik-muenchen.de/, last checked
2014/03/17
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(a) BioJava
(b) Biopython
(c) BioPerl
Figure 6.19: Newcomers vs. Age Distribution of Project Members in 2010.
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Saarbrücken8 founded in 2001. The Bioinformatics Open Source Conference9 was
also started in the year 2000. All these events and actions attracted the attention of
the biologists specifically to the OSS libraries and tools for computational biology.
Therefore, in the early years of 2000, the area of bioinformatics spawned a great
deal of attention.
Effect We investigated the history of the community growth in order to determine
if the increased attention to bioinformatics had any influence on users’ inflow rates
in the Bio* OSS projects. In Figure 6.19, besides the population pyramids, the
newcomer numbers in all three projects under study are illustrated. Remarkably,
the highest inflow of the new users in all thee projects can be observed around
2002. Beginning from 2000, the inflow rates rose continuously until they achieved
their apex only to drop again afterwards.
To conclude, the newcomer rates depend among other things on the events in
the project domain outside the project community. The significant environmental
breakthrough is the first identified external stimulus.
6.2.2 Competitive Projects
Event The bioinformatics OSS projects used in the scope of this thesis are the
competitive solutions for very similar problems of computational biology. Thus,
they compete for the user base. Despite the similarity of problems which all three
projects address, they differ for example in their developmental stages. While
the BioJava project and the Biopython project were started in around 1999, the
BioPerl had already been developed since the year 1995. Hence, in the early years
of 2000, the BioPerl was the oldest and best-established project in comparison to
the other two. We expect the BioPerl project to attract more newcomers even
though the topics addressed by all three Bio projects overlap.
Effect We considered the rise of newcomer numbers around 2002 in all three OSS
projects visualized in Figure 6.19. Despite the considerable increase in numbers
in all three cases, the absolute newcomer numbers differ significantly. In BioPerl,
we observed over 250 newcomers, whereas in BioJava, there were only just 100
and in Biopython, the number of newcomers was even less than 100 newcomers.
Consequently, different newcomer numbers result in different absolute numbers of
users. Considering the estimated survival pattern 20%− 40%− 90%, newcomer
number defines how many project participants will get involved in the project on a
long-term basis.
Here, we observed an interplay among similar OSS projects. We call this
phenomenon “the rich get richer” effect. Xu et al. [XCM06] identify the same
8Center for Bioinformatics in Saarbrücken, http://www.zbi.uni-saarland.de/en, last checked
2014/03/17
9Bioinformatics Open Source Conference, http://www.open-bio.org/wiki/BOSC, last checked
2014/03/17
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property of OSS communities. Their study of the OSS projects on the SourceForge10
platform shows that more successful projects attract more developers. “The rich
gets richer” effect is the second significant external stimulus which influences the
newcomer inflow into OSS projects and as a consequence the size of the projects’
communities.
Our goal was to detect stimuli of OSS evolution. Based on the analysis of the
Bio* OSS projects, we detected five internal and two external stimuli. These
findings give us the answer as to the second RQ: “What are the success factors of
community-oriented RE?”. In order to evaluate our findings, we require a technical
and a conceptual approach to provide OSS communities with information about
stimuli.
10SourceForge, http://sourceforge.org, last checked 2014/03/17
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7 Community-Awareness Support
Our results presented in Chapter 4 show that it is not enough just to provide services
for community-oriented requirements engineering (RE). We need to motivate people
for active participation in community-oriented processes. “Ignoring the informal,
non-canonical nature of knowledge sharing, including people’s motivation, ability
and opportunity to share knowledge, is one of the key causes of resistance to use
knowledge-sharing tools” [HW06]. To detect the success factors of community-
oriented RE (Research Question (RQ)2), we performed the longitudinal study
of three successful bioinformatics Open Source Software (OSS) projects. With
help of the knowledge mining methods (Chapter 5), we identified five internal and
two external stimuli - events which significantly influenced community evolution
(Chapter 6). The next step is to integrate these findings within our approach for
community-oriented RE.
Our investigations on psychology of community and collaborative work guide
us to the concept of Community-Awareness (CA). Lin et al. [LFW+07] show
that information sharing encourages user participation. Moreover, Klamma et al.
[KSC06] argue that a shared understanding of community needs results in a better
attitude towards the developed system. Sangwan [San05] proves empirically that
the success of virtual communities is correlated with the level of the fulfillment
of members needs. “To know, what is going on” within a community provides its
members with a global view of their activities and what impact those activities
have on community life. Therefore, CA seems to be a strong motivating force for
an active end-user participation. To support the awareness within communities,
the ATLAS methodology (cf. Figure 4.1) prescribes continuous measuring activity,
analysis and even simulation of community evolution. To realize this approach, we
first need to concentrate on a meta concept for CA and then look for an appropriate
technology.
7.1 Community-Awareness Model
CA can be approached from two different perspectives: (1) a pure field of com-
munity psychology and (2) computer science research. In psychology, Sarason
[Sar74] recognizes the importance of the community-awareness and suggests the
existence of something he calls “psychological sense of community”. McMillian and
Chavis [MG86] describe “sense of community” as “a feeling that members have of
belonging, a feeling that members matter to one another and to the group, and
a shared faith that members’ needs will be met through their commitment to be
together”. In addition, the authors suggest that four components comprise a sense
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Figure 7.1: Community-Awareness Framework [GG02].
of community: “(1) membership, (2) influence, (3) integration and fulfillment of
needs, (4) shared emotional connection” with a special emphasis in understanding
the dynamic between them. Psychologists attempt to define psychological ap-
proaches to the research and development of communities by analyzing individual
perceptions of community activities. For instance, shared understanding is known
to facilitate involvement in a community. Moreover, awareness defines boundaries
of a community. Thus, community members feel emotionally safe within the
environment with which they are familiar. This has an indirect effect on the
promotion of personal participation. To summarize, CA presents a promising
means of lowering the complexity of community-generated data and at the same
time motivates people for active participation.
The concept of CA exerts a strong influence not only from the basic psychological
domain, but also presents a core research aspect in Computer Supported Coopera-
tive Work (CSCW). Scientists attempt to find out how people work collaboratively;
what a person requires to support his/her cooperative work; and how to support
those needs by computer technologies. Dourish and Bellotti [DB92] summarize
awareness as “an understanding of the activities of others, which provides a context
for your own activity”. This context is used to analyze individual contributions in
a group with respect to the group’s goals and progress. Therefore, the awareness is
meant to enrich the context of a social activity such as collaboration. Prinz [Pri99]
differentiates social and task-oriented awareness. The author defines task-oriented
as an awareness focused on activities and other task-related objects. Whereas,
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in the case of social awareness main attention is paid to “Who is present and in
which state in a shared environment”. Prinz argues that for CSCW both types of
awareness are essential.
Diaz and Canals [DC03] discuss the central role awareness plays for supporting
knowledge sharing in a Community of Practice (CoP). The researchers conclude
that knowledge intensive activities can be supported with the help of a Group
Memory Groupware based on awareness. The authors classify different categories
of CoP knowledge and indicate that CA within CoP means knowing what is going
on with regard to:
• knowledge of the topic of interest
• knowledge of community organization
• knowledge of the relationships
• knowledge of the informational competence that members have.
CA within community-oriented interactive processes supports [DC03]:
• understanding of the shared knowledge,
• perception of what is going on with the shared knowledge (new problems,
concerns, comments, discussion, or changes in community structure).
Sohlenkam and Chwelos in [SC94] differentiate synchronous awareness - “what
are others doing now?” and asynchronous awareness - “what have others done
recently?”. The design of awareness information for each activity should provide
users with an idea of “what co-workers are doing,” “when shared documents are in
use by others” and “how those artifacts have changed”.
Gutwin and Greenberg in [GG02] define awareness as “knowing what is going
on”. The authors develop a descriptive framework of workspace awareness for
real-time groupware incorporated with Neisser’s perception-action cycle [Nei76].
The model consists of two interconnected cycles: knowledge - action - environment
and knowledge - exploration - environment as displayed in Figure 7.1. Hereby, in
the CoP context, “Environment” from the original model is replaced by “Practice
Environment of CoP”. In the outer cycle, the knowledge is used in practice by means
of actions. Actions affect the environment. The environmental changes modify CA
knowledge. CA knowledge combined with community artifacts defines a new state
of knowledge. In the inner cycle, community members explore existing community
knowledge. The exploration process forms the perceptional model of community
members which in turn defines the community environment. The model describes
three aspects of workspace awareness: its components; the mechanism used to
maintain it; and its uses in collaboration. The framework should assist designers
during the interactive development of awareness support. Further, Gutwin and
Greenberg introduce the question word categories: Who, Where, What, When, and
How for determining the exploration steps of community knowledge and provide
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guidelines for CA design. The Who category is composed of the information
on who is present in the environment, under what identity and which actions
they author. The What category represents the information from the action
perspective: their objectives, the objects they are related to and who operates
the actions. The aspects of Location, Gaze, View, and Reach are combined within
the category Where. The When category answers the questions: “When was that
action taken?” and “When did the event happen?” The How category traces the
activities between members and the actions applied to the artifacts. Guided by the
workplace awareness framework, we were looking for the software design concepts
which support awareness within online communities.
7.1.1 Community-Awareness Model Instantiation for CIS
Considering new technologies in computer science, there are many opportunities
and options to excite and support CA. The main requirement of the technology
and design concept is to align with the awareness framework from Gutwin and
Greenberg displayed in Figure 7.1.
Dashboard In order to support community members with CA information, dash-
board has the potential to be an appropriative design approach. A concept of the
dashboard application presents one of the software solutions to provide a quick
information overview. “A dashboard is a visual display of the most important
information needed to achieve one or more objectives; consolidated and arranged
on a single screen so the information can be monitored at a glance” [Few06]. Thus,
dashboard is a type of information display or a style of information presentation.
The idea behind the dashboard concept is to show acquired information in a
single-screen display in an effective and efficient way. Through a combination of
text and graphics, the information on dashboard is presented visually. Hereby,
the graphical representation facilitates communication with more intuition and
efficiency than a textual one. Dashboard elements present a collection of so-called
widgets. A user can freely adapt dashboard according to his/her preferences by
adding/removing/reshaping any of the provided widgets which allow personaliza-
tion. Every widget presents information along one certain dimension which is
required to achieve one certain goal. There are a great variety of purposes for
which the widgets are provided: e.g. stockmarket price, occupation of computer
hardware resources, or simply the weather in a particular location. For monitoring
of community activities and their impact on community, the dashboard widgets
reflect the information on community evolution from different perspectives: Who,
Where, What, When, and How. Besides the traditional statistical visualization like
charts and bars, we require means for reflection of community-specific context.
Graph Representation of Community Network perspective allows formal descrip-
tion of social and behavioral aspects of political, economic, or social structural
environments. The “Social Network (SN)” metaphor has been already used for
148
7.1 Community-Awareness Model
over a century to formalize complex sets of relationships between members of
social systems. The theory of social network analysis considers social network as a
combination of nodes and ties. Nodes are the individual actors within the social
network, whereas the ties between the nodes are the relationships between the
actors. One way to describe SN data is within the context of graph theory. With
the help of graph theory, important structural properties, such as centrality and
prestige, structural balance and transitivity, cohesive subgroups can be readily
analyzed (cf. Subsubsection 3.2.2.1). Cross et al. [CPB02] provide extensive survey
of social network analysis (SNA) and identify it as an effective diagnostic tool
for collaboration promotion and knowledge sharing/creation in communities. The
researchers point out that graph representations of a people network helps to create
awareness of each other’s expertise.
7.1.2 DABA: Dashboard for Community-aware RE
Tools for the community-oriented requirements elicitation and negotiation realized
in Web 2.0 manner require strategies for CA. By means of CA, complexity of a
vivid evolving CIS is visualized for its community members and thus constrained.
To support CA, the information on community activities, generated content and
social interaction (=CIS context in Figure 4.3) need to be collected, analyzed and
presented in various dimensions to the community.
To define the CA dimensions, it is necessary for us to align our concept with
the awareness framework presented in Figure 7.1. Accordingly, the basic set of the
CA consists of the five categories “Who, What, Where, When, and How” : Who
is working on what task, where and how are they working, and when do various
events happen? In context of this thesis, community knowledge is generated in
the form of the community artifacts, stories, and annotations. Every community
member has an ID, name, and is connected to some resources he/she has created.
The community-generated content provides the basis for further analysis, e.g. the
recently uploaded/annotated images, level of member activity, etc. To demonstrate
community activities, not only do traditional statistical instruments such as bar-
graphs or pie-chart need to be utilized, but also a graphic representation of the
social community network. Graph representation of a community can be designed
in two ways: (1) as a user network; (2) as an artifact network.
Dashboard Design To support CA within community-oriented RE, we developed
a dashboard prototype DABA [Wan09]. Considering CA-Categories Who, What,
Where, When, and How [GG02], after several design iterations, six widgets were
drafted. Each widget provides information on one concrete community aspect.
The functionalities of all widgets are enhanced by inter-widget communication.
Recent Pictures Widget displays four recently uploaded pictures. With the scroll-
bar, new pictures of the day, week or month can be explored. Clicking on one
of the picture thumbnails triggers a switch of the Most Bubbled Pictures
Widget from its default view to the “Selected Picture” view.
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Table 7.1: Community-Awareness Categories in DABA Widgets.
Category Widgets Meta-Info
Who User Network, Most Active Members, Creator of Picture\Bubble
User in Community
What Picture Network, Recent Picture, Bubble Content
Selected Picture, Bubbles of Selected Picture,
Recent Bubbles
Where Bubbles of Selected Picture
When Creation Time of
Picture\Bubble
How BAT Widget: Picture Upload,
Bubble Creation
Most Bubbled Pictures Widget displays the picture annotated by the highest
number of bubbles. The widget also contains meta-information of the picture’s
creator, the creation date and time, and the total number of bubbles it has.
The widget comprises a “Get Bubbles Button” which causes the Recent
Bubbles Widget to turn into Bubbles of Selected Picture page. This
view shows the bubbles of the selected picture. The widget contains a link
to the profile of the picture creator.
Recent Bubbles Widget shows the five most recently added bubbles with infor-
mation about their creators, content, and creation times, and the links to
which the pictures of the bubbles belong. The widget contains a link to the
user profile of a selected bubble.
Most Active Members in Community Widget shows a bar-chart representing the
three most active members in the community according to the generated
content (=number of created bubbles). If the link to the user profile either
in Most Bubbled Pictures Widget or in Recent Bubbles Widget
is activated, then the Most Active Members view gets transformed to
the bar-chart representation of the selected user with his/her next activity
“competitors” in the community.
BAT Widget offers BAT (Section 4.5.1) functionalities for uploading pictures and
annotating them with bubbles. Thus, requirements elicitation is directly
supported within the DABA dashboard.
Users Network Widget shows a graph representation of the users as nodes. The
nodes are connected by edges, if the corresponding users have annotated at
least one picture in common. The thickness of the edge reflects the strength
of the connection. Activation of the Red Me button triggers the red coloring
of the logged in user within the network. With the switch button a user can
easily change to the Pictures Network view. In this mode, pictures are
represented by nodes. The nodes are connected by edges, if the corresponding
pictures have been annotated by the same person. In the case of the picture
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Figure 7.2: Screenshot of four Widgets of the DABA Dashboard.
network view, the Red Me button triggers red coloring of the pictures
annotated by the logged in user.
Figure 7.2 shows a screenshot of four DABA widgets: Recent Pictures, Most
Bubbled Pictures, Recent Bubbles, Most Active Members in Commu-
nity. The DABA widgets’ design covers all CA categories defined by Gutwin
and Greenberg [GG02]. The graph representation of a user network supports the
awareness of the category “Who”. Additionally, the Most Active User view high-
lights experts in a community. Moreover, the Recent Pictures Widget and the
Recent Bubbles Widget display the information corresponding to the dimension
“What”. “When” is reflected in the provided information for picture/bubble creation
date and time. Finally, the possibility to annotate and upload pictures within the
DABA dashboard addresses the questions of the“How” awareness category. Table
7.1 summarizes how our DABA design covers the Who, What, Where, When and
How categories.
151
7 Community-Awareness Support
7.1.3 DABA: Evaluation
The DABA prototype was evaluated within the framework of an online workshop
[Wan09]. Similar to the evaluation of Similarity Search (SiSe) and MISTM services
(Subsection 4.5.5), information system (IS) Success Model, adapted for communi-
ties [RKS08], was applied. Quantitative evaluation of the dashboard usage was
combined with qualitative evaluation based on user questionnaires. The evaluation
results were afterwards compared with the DABA impact on community in terms
of productivity.
Online Evaluation Figure 7.3 shows the concept of the DABA evaluation. The
evaluation participants were divided into two groups. The first group was supposed
to use BAT only. Whereas, the second group was recommended to use both BAT
and DABA. The participants of each group included students and researchers
from the domain of computer science and other scientific fields like architecture,
electrical engineering, etc. The evaluation was performed in the form of a two-day
online workshop. The workshop goal was to improve an existing social network
analysis tool “PALADIN” developed by our group. Different screenshots of the
system were then uploaded into the databases of each group before the evaluation.
During the workshop, users annotated those screenshots in the form of bubbles by
using recommended software: BAT and/or DABA. Moreover, participants were
allowed to upload and share other pictures in additional to those provided, for
example, a screenshot of another existing social network analysis tool. After the
workshop, each participant was asked to fill out an online questionnaire. The
questionnaires contained similar questions for both groups except for one additional
question, which had been provided solely to the second group.
To investigate the effect of DABA on community-oriented processes, we compared
the system usage, the information outcome, amount of the generated content and
the satisfaction of each group. By means of questionnaire analysis it was possible
to measure the degree of subjective satisfaction experienced by both groups. The
investigation of the system usage was executed with help of the monitoring service
MobSOS [RKS08]. The quantitative analysis was conducted by studying the
community generated content.
In accordance with the study, 12 people participated in the BAT group and
thereby submitted 11 feedbacks, whereas 11 participants took part in the BAT&DABA
group and offered nine feedbacks. As it turned out, most participants of both
groups were familiar with the most basic concepts: Web 2.0 and social network.
They also reported to have some previous experience with the non-business dash-
boards like Apple Dashboard and iGoogle. Hence, we concluded that the evaluation
group was well-captured.
Quantitative Analysis consists of two parts: (1) analysis of community-generated
artifacts such as pictures and bubbles and (2) analysis of the system usage.
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Figure 7.3: DABA Evaluation: Workshop Workflow Concept.
Community generated artifacts Participants of both groups had uploaded nearly
the same number of the new screenshots. However, the number of the
bubbled discussions created by the BAT&DABA group was about four times
bigger than the number of discussions started by the BAT group (cf. Figure
7.4). Thus, the group equipped with DABA had showed considerably higher
community data utilization in terms of content creation.
Frequency of the system usage Analysis of the system usage also confirms a
stronger activity within the BAT&DABA group. The number of sessions of
the BAT&DABA group is more than four times higher than those generated
by the BAT group (188 against 43 sessions, cf. Figure 7.5). Moreover, the
request number of the BAT&DABA group runs up to even nine times those
invoked by the BAT group (7839 requests as opposed to 829 requests, cf.
Figure 7.6). Further investigations show that the users of the group using
BAT&DABA created 49 sessions (1219 requests) from BAT and 139 (6620
requests) sessions invoked by DABA. Hence, users of the BAT&DABA group
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Figure 7.4: DABA Evaluation Results: Community Generated Content.
Figure 7.5: DABA Evaluation Results: Session Number.
worked much more with DABA than with BAT which they had not been
obligated to do.
To summarize, the DABA dashboard fostered significant increase of community
activity and productivity.
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Figure 7.6: DABA Evaluation Results: Request Number.
Quality Analysis The subjective assessment executed by means of a question-
naire explains and enhances the results of the quantitative analysis. First, most
participants specified that DABA reduced the complexity of the system. It became
especially easier to understand what other members were referring to. Second, it
was suggested that DABA had solved some of the communication problems. For
instance, the users could more easily get an overview of the current situation in
their community. Third, the investigation about communication enjoyment and
participant motivation revealed the importance of CA for RE in Community Infor-
mation System (CIS). The last and most significant question in the questionnaire
was related to the communication enjoyment of the system. The result showed that
the DABA dashboard increased the users’ process enjoyment. Although, according
to participant analysis, the users were not familiar with the concept of CA, they
enjoyed the exploration of the presented information. Many evaluation participants
wanted to use dashboard-like tools in the future. Thus, a navigation dashboard
presents a good solution for supporting CA within communities.
Collected Requirements Analysis of the generated content showed that the group
which used BAT& DABA produced much longer discussions about the uploaded
screenshots, than the group which only used BAT. It is important to note that the
same screenshot set of a new version of PALADIN software was provided to both
groups. On average, the number of the bubble messages pre picture was 5.4 and
2.14 in the BAT& DABA and BAT groups respectively. In the second case, there
were many one-bubble long discussions, meaning that the addressed issues did not
receive feedback from other community members. To visualize this difference, we
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present the collected discussions for a screenshot with a new PALADIN feature for
color coding:
BAT&DABA group :
Anna: Color coding makes sense
ChristianH: Color coding is fine but where can I find the legend?
renzel: Can I get more information about Layouts?
ChristianH: What about a set of self explanatory icons instead of color coding
+ legend?
renzel: Many edges overlapping with nodes. Is edge layouting also supported?
BAT group :
Yan: Color Encoding -> nice idea!
In the second case, the topic of “color encoding” remained as is without any further
negotiation. Based on the discussions from the BAT&DABA group, we were able
to extract five functional requirements (zooming function, node naming, node
previewing, edge layout, color coding). Whereby, the analysis of the BAT group
artifacts led us only to one functional requirement (zooming option). During
personal talks after the evaluation, several participants of the BAT only group
complained that it was difficult to find out what was currently under discussion
within their group and where changes had recently happen. Communication is one
of the binding forces in a CoPs. Therefore, it was the process which we wanted to
foster in the first place.
7.2 Evolution Stimuli of Software Development
Communities
We compared community activation and artifact cultivation with and without
an application for CA. Higher level of knowledge creation and system usage in
the group equipped with the CA knowledge was measured. Thus, our evaluation
shows that CA stimulates the knowledge creation and hence fosters innovation.
Furthermore, it was determined that an awareness of what happens to the shared
knowledge, acts to constrain the complexity of community data and other structures
so as to offer a better overview.
CoPs present environments which show some kind of reaction to certain internal
or external changes or events. In Chapter 6, we identified five internal and two
external stimuli. CA was selected as an approach for enhancing our community-
oriented services by information on stimuli. Our CA concept is based on the
ATLAS model [KSC06] and incorporates ideas from the groupware awareness
framework by Gutwin and Greenberg [GG02]. It provides community members
with information about their mediated actions and collected knowledge within the
Who, What, Where, When and How categories. The dashboard is selected as an
appropriate technological approach.
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The community response (=reaction) to a stimulus can be reflected within
dashboard design in terms of:
Productivity reflects the state of practice of a developing software CoP and thus the
success of the software project. The persistent development of technological
world requires from any software project ongoing update. Otherwise, the
project will not comply with the evolving external requirements of this
world. Productivity can be estimated based on number of detected/assigned/
corrected bugs, number of new releases in certain period of time, etc.
Communication reflects health and mood of community. Communication can be
measured based on number of messages exchanged, interlinkage, number of
questions answered, etc.
Participation reflects participant consolidation and activity, which indirectly in-
fluences the CoP productivity. Participation can be evaluated based on the
number of newcomers, number of experts, number of those who stay for
shorter or longer periods of time and the related parameters of such critaria.
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8 Evaluation of Community-Awareness
Approach in OSS Communities
The success of Community Information System (CIS) is dependent on the existence
of the members who are motivated to contribute to the project actively. Therefore,
we were looking for a social mechanism to motivate such behavior. Additionally,
the approach has to support the community newcomers and help them create their
perceptional model of the project life. We previously showed that awareness of
what is happening in the community encourages knowledge creation and fosters
participation (Chapter 7). Furthermore, dashboard was evaluated as an appro-
priate approach to support Community-Awareness (CA). To answer the question
“what information needs to be provided to software developing communities”, we
analyzed Open Source Software (OSS) projects as successful examples of CIS. We
executed three empirical longitudinal studies of the bioinformatics OSS projects:
BioJava, Biopython, and BioPerl. Based on the projects’ histories, seven stimuli of
community evolution were detected (Chapter 6):
• Internal stimuli:
– Generation Change
– Increase of Core-Periphery Proportion
– Change of Organizational Principles
– CIS Restructuring
– Decrease of Infrastructure Quality
• External stimuli:
– Increased Attention to Project Domain
– Competitive Projects
The stimuli triggered significant influence on the evolution of the OSS projects
under study. Combining our previous findings, a dashboard with data reflecting
stimuli should support CA and encourage project members’ participation. To
evaluate this assumption within software developing communities, we proceeded as
follows:
1. Studied the existing platforms for the OSS project reflection,
2. Collected ideas from the OSS participants about the information, they want
to be informed about and/or they miss in the existing OSS navigation
platforms,
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3. Incorporated the information on each detected stimuli and the feedback from
OSS communities into the design of our dashboard,
4. Evaluated the resulting dashboard within OSS communities.
8.1 OSS Navigators
There are already plenty of the related applications available for reflection of OSS
development. The applications range from source code hosting services to pure
analysis and visualization platforms. This clearly supports the needs and the
interests of the OSS communities in Self-monitoring/Self-reflection (SM/SR) tools.
To give an overview on existing platforms for OSS project reflection, the more
notable ones are presented in the following:
GitHub GitHub1 offers Web-based hosting for software projects. Based on the
number of commits, GitHub has been the most popular open source code repository
page since 20112. In feedback given by a BioJava member, it was mentioned that
since 2011 the communication within the project has often taken place in the
issue tracker offered by GitHub. A similar tendency can also be observed in other
bioinformatics projects under study. The issue tracker provides an easy way to
leave comments and to coordinate development. Concerning project navigation,
GitHub offers visualizations for contributors, commit activity, code frequency
and a chart for managing various versions. GitHub navigation information about
projects is focused mainly on project source code. Nevertheless, it also provides
some statistics on project contributors (contributor activity, followers and following
people, projects, organizations, etc). A screenshot of GitHub is presented in Figure
8.1. Figure 8.1a displays the statistics of the BioJava contributors and Figure 8.1b
gives a more detailed overview of the current leader of BioJava. GitHub provides
an API to access some project statistics, which are mainly source code related.
SourceForge SourceForge3 is a Web-platform for OSS project hosting with in-
tegrated issue tracker, threaded discussion forums, code repository and tools for
documentation. It hosts over 324, 000 projects. The projects’ source code repos-
itories are stored on SourceForge servers. SourceForge offers some statistics on
project traffic (hits on the project) and SVN activity. Which statistics are visible
to users depends on the project settings. Figure 8.2 depicts statistical data from
the project SuperTuxKart (the project of the month in April, 2013). The statistics
view from SourceForge incorporates tabs. In this way, it is possible to change from
one data set to another with only one click.
1GitHub, https://github.com/, last checked 2013/09/10
2ReadWrite, http://readwrite.com/2011/06/02/github-has-passed-sourceforge, last
checked 2013/09/10
3SourceForge, https://sourceforge.net/about, last checked on 2013/10/10
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(a) Contributors Activity (b) Detailed Statistics
Figure 8.1: GitHub Screenshot for BioJava Project.
Figure 8.2: SourceForge Screenshot for Project SuperTuxKart.
Ohloh Ohloh4 is a Web-service currently owned and developed by Black Duck
Software. Ohloh does not host the actual source code as is in the case of Source-
Forge, but simply crawls and analyzes the data. Ohloh offers many charts regarding
information about source codes and developers. A chart showing a Mozilla Firefox
project is depicted in Figure 8.3. A lot of emphasis has been placed on summa-
rizing the project statistics in short sentences. In Figure 8.3a bare statistics have
been transformed into statements such as “the number of commits has increased
(decreased )” or “the last commit on [date]”. This aggregated information provides
a good summary for the project activity. Another interesting metric applied by
Ohloh involves the effort invested in project estimation. This metric is based on the
COCOMO model for software cost development [Boe81]. Moreover, there are many
useful links, for example, a link pointing to the project homepage or documentation.
4Ohloh, https://www.ohloh.net, last checked 2013/10/10
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(a) Statistics on Project (b) Statistics on Contributors
Figure 8.3: Ohloh Screenshot for Firefox.
Figure 8.3b displays statistics on project contributors: their ranking and activity.
Popularity of Ohloh proves that the idea of providing OSS projects with an extra
tool for project evolution visualizations is useful and that developers appreciate
this kind of information.
FLOSSmetrics FLOSSmetrics5 collects data from Free/Libre OSS projects with
the goal of providing companies and researchers with data and analyses results
from OSS research [HIR+09]. FLOSSmetrics is a EU-funded research process.
FLOSSmetrics offers a Web front-end, called Melquiades6. Melquiades provides
visualization for the FLOSSmetrics data.
Data from more than 2, 6007 projects were partly analyzed. The analysis is
divided into three different types based on the analyzed data resources: data from
source code repositories, data from mailing list repositories, and data from tracker
system repositories. A user can choose one of the analysis types. However, not all
projects contain data regarding all three resources. Melquiades provides a good
overview of the project and depicts many important metrics, like activity over
time, growth of member inflow rate, etc. Figure 8.4 shows a part of the mailing
list statistics of a project taken from Melquiades Web page. In contrast to GitHub
and Ohloh, it appears as if the Medquiades data was seldom if ever updated.
Open Source Report Card (OSRC) The OSRC platform is different from the
previously introduced applications. Insofar as it is not linked to any OSS project,
but rather depicts only the information about OSS developers. What makes
5FLOSSmetrics, http://flossmetrics.org/, last checked 2013/09/10
6Melquiades, melquiades.flossmetrics.org/, last checked 2013/09/10
7Melquiades Projects, melquiades.flossmetrics.org/projects/, last checked on 2013/08/17
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(a) Aggregated Statistics (b) Plotted Statistics
Figure 8.4: FLOSSmetrics Screenshot for Melquiades.
the OSRC interesting for our study is the way how the information on OSS
contributors is presented. The data used by OSRC is taken from GitHub. The
OSRC service provides visualizations activities grouped either by days or by
weeks, summarized activities and selected programming languages. Based on this
information the analysis of a developer is given and knowledge extraction is usually
left to the dashboard users. OSRC attracts interest of users by providing an
amusing characterization of OSS developers. The OSRC was mentioned by OSS
members during our evaluation as missing in Ohloh and/or GitHub. Figure 8.5
shows a screenshot of OSRC.
To summarize, there are many different platforms providing more or less detailed
statistics for OSS projects. This supports our assumption that OSS developers
are very interested in SM/SR. However, the existing OSS navigators are either
development-oriented or contributor-oriented. Platforms which provide community-
oriented statistics are still missing. While the Ohloh platform seems to be the
most relevant for our purposes, the concept behind Ohloh appears to be a bit
different. Firstly, it is not really a dashboard. As stated: “A dashboard is a
visual display of the most important information needed to achieve one or more
objectives; consolidated and arranged on a single screen so the information can be
monitored at a glance” [Few06]. In Ohloh only about one third of the information
is visible on screen at any given time (due to a screen resolution of 1366x768 and
default settings in Google Chrome). We wanted the view to be based on a window
size that would always cover the entire screen. Secondly, considering the detected
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Figure 8.5: Open Source Report Card Screenshot.
stimuli, our navigator for OSS needed to put more emphasis on the community. For
example, to reflect the community evolution, we required a graph representation of
OSS social networks. In contrast, Ohloh provides more general information, such
as project summary. Last but not least, we wanted to allow users to personalize
their navigator according to personal preferences.
8.2 Evaluation Settings
Figure 8.6 displays the workflow of our study [Lii13], [HLK14]. Within our evalua-
tion, we applied iterative prototyping and end-user surveys. Our case studies are
focused on the OSS communities, with emphasis on those from bioinformatics.
To find out if the OSS members were interested in the community-related reflec-
tion of their projects, we conducted an online survey within the OSS communities.
The survey addressed questions related to developer interest in a community-
oriented metrics and what metrics might be missing in the existing OSS navigators.
We contacted several OSS developers via the Internet Relay Chat (IRC) channels.
The result of the survey was a positive answer to the question as to wether the
OSS communities were interested in a platform reflecting community evolution.
Moreover, the OSS members suggested several ideas for metrics/aspects which
they thought were important to be aware of.
In the next step, based on our findings from stimuli detection and on the results
from the OSS survey, we developed a dashboard called Navigator for OSS Evolution
(NOSE). We filled the dashboard with data from previously analyzed OSS projects.
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It is important to note that the overall quality of the design and responsiveness
influences the attitude of users towards a prototype. Therefore, we evaluated the
first version of our dashboard with a group of 10 computer scientists internally
whose primary task was to identify the design shortcomings of the developed
dashboard. The evaluation combined elements of both testing and the conducting
of a survey. We added whatever new features that the testers requested and
removed those items which the testers did not like. Thus, the second version of
our dashboard was developed.
OSS developers
OpenStack GNOME Mozilla
NOSE 
Dashboard 1.0
NOSE 
Dashboard 2.0
Insights from 
BioInformatics 
OSS developers
Previous 
Studies
GIMP PostgreSQL Other
Survey
OSS Community & 
Sentiment analysis
Evaluation with 
computer scientists
User study with 
BioInformatics 
community
Oracle VM 
VirtualBox
TomCat
Figure 8.6: Study Workflow.
To evaluate the feasibility of our design concept for CA, we evaluated our
dashboard within the related OSS communities. We surveyed the OSS community
members via private emails. Such textual inquires encourage the participants
to explain their answers and thus provide a more detailed feedback. Moreover,
informal email exchange might trigger a fruitful discussion. Our inquiry consisted
of a short introduction to the NOSE goals and three questions.
8.3 Survey within OSS Communities
Previous to the implementation of the NOSE dashboard, we conducted an OSS
developers survey. This evaluation part brought new ideas for the design of our
dashboard. This group did not evaluate the NOSE dashboard directly. The
OSS developers were given a ten question long survey. Figure 8.7 displays the
survey questions and the results. Many of the questions had an optional comment
field. We posted a request with a link to our survey on the IRC of several bigger
OSS projects: OpenStack, PostgreSQL, GIMP, Mozilla, Oracle VM VirtualBox,
GNOME, TomCat. Some developers provided initial feedback directly in the chat.
The survey was anonymous, therefore, it was not possible to trace from which
project the participants originated. Nevertheless, based on the survey results
and by observing each chat for four hours, no malicious users were detected. In
total there were 32 responses with many constructive suggestions. Everyone who
participated in the survey finished it, which is a further indication of the genuine
interest shared by the participants of the survey.
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Figure 8.7: OSS Developer Survey Results.
Background The survey results showed that all of the evaluation participants use
OSS projects and 96.9% have contributed to at least one of them. In conclusion,
the user group was very well captured.
Community Web-platforms like Ohloh or GitHub were used by 75% of the partic-
ipants. The participants had the possibility to name some additional applications
which they had previously used. There were 16 comments in total, with GitHub
being mentioned 13 times, SourceForge 5 times and Ohloh 4 times. Regrettably, the
question was a bit ill-formed, since it was unclear whether the users of GitHub and
SourceForge were also interested in the offered project analysis. This concern was
confirmed in the next evaluation part, where some bioinformatics OSS developers
stated that, although they used GitHub, they had never considered the provided
statistical visualizations.
When asked, if the OSS developers were interested in the statistics related to
community evolution, 63.3% of participants replied positively. However, in four of
seven comments, participants mentioned that it was not completely clear what kind
of information was meant or “How would/could I benefit from that information?”
Considering the question of whether the interviewed OSS developers were in-
terested in getting statistics from the mailing list regarding the whole community
(including core and periphery), 75% answered “yes”. Based on the given comments,
the participants recognized it as a useful metric for getting an approximate user
base size. However, one participant also mentioned a negative aspect, that “[...] too
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much statistical evaluation could put the community off as they feel “observed””.
According to our findings, 71.9% liked the idea of the network graph representa-
tion of an OSS community. However, two answerers mentioned that they would
find it more interesting than useful.
Dashboard A personalized dashboard was considered useful by 25% of the partic-
ipants. Whereas the majority of the participants (68.8%) replied that they would
need to try it first. One participant mentioned that “The projects I contribute to
have their own dashboards, I don’t think an external dashboard would match my
expectations”. Indeed many of the OSS hosting platforms offer their own built-in
analysis and visualization. Hence, an external dashboard had to be significantly
different from the existing visualization platforms to gain the OSS developers
attention. Alternatively, it should be integrated in the existing platforms or tools.
text mining (TM) Majority of the participants (64.5%) were interested in TM
analysis of the mailing list communication. The participants also suggested addi-
tional uses for TM:
• “[...] determine the needs of the users in addition to voting and tagging in
bugtrackers”
• “[...] creating FAQs for new contributors”
• “[...] finding out in which direction the community wants to evolve”
When asked, if the OSS developers were interested in sentiment analysis (SA) of
the community, the participants were mostly uninterested, with 68.8% replying
with “no”. Unfortunately, this negative reaction could be a result of little awareness
of the SA meaning. For example, one of the participants said that: “Only slightly
interested. I doubt that much useful information could be drawn from such an
analysis, but I would need to know more about the methodology and findings to
be sure, and it sounds interesting at least”. Another participant expressed the
concern that such analysis “Would be interesting/fun, but i’m not sure whether
its useful for me [...]”. However, there were also participants that were clearly
in favor of SA: “Definitely. I would have stopped before entering some projects
if I would have known about the mood swings of their contributors beforehand...”.
There were also responses that were clearly against it, for example “I don’t think
public statistics of the form “messages from developer X are mostly aggressive”
would do anything good”. Some developers were rather interested in aggregated
statistics. For example, determining the mood of the whole community or specific
groups without tracing it back to each individual member was proposed: “I think
this is only useful if combined with a certain segmentation of the user groups”.
Missing Functionalities Finally, the participants were asked if they missed any
statistics in the existing OSS navigators they used so far. The following responses
were given:
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• “[...] which wiki pages are consulted often, which problem appear in lists/fo-
rums frequently and so on.”
• “Some projects [...] allow Users to be credited in commits for their Testing
or Bug reports (e.g. Reported-By: Tested-By:) including those contributions
in statistics would by nice [...]”
• “Last time on ohloh I wanted to see a simple list of contributions, but I only
found timelines and such, which I find hard to browse”
• “More information about project activity. Most FOSS project have stalled
development, are abandoned. This is for me the #1 FOSS problem”
Additionally, one replier provided the link to a service that provides a contributor-
oriented statistics (OSRC in Section 8.1). Another survey participant questioned
the accuracy of sites like Ohloh and GitHub. He argued that a user might not be
socially present there, but he/she is still part of the project.
Summarized, the OSS developers showed strong interest in community and
mailing list analysis. This supports the willingness of OSS communities to be aware
of what is happening within their projects. However, there was some uncertainty
about the meaning of some proposed metrics. To find out which statistical charts
and their designs are truly useful, the users need an application that they can try
out.
8.4 Navigator for OSS Evolution
Based on our study of the existing OSS navigators (Section 8.1) and on the results
from the OSS developers’ surveys (Section 8.3), to reflect the stimuli (Chapter 6)
in the NOSE widgets, the following design decisions were made:
Internal stimuli
Generation change: Generation change is related to the significant restructuring in
the community core. The change is triggered, when several central members
leave the community. Hereby, a network graph representation of the project’s
social structure offers a good overview. To visualize the network evolution,
for each year or for each period between two releases an Social Network (SN)
is constructed. The core members within the generated SNs are highlighted
using color coding. Another feature to ease the navigation within the SN is
the search function. It allows one to search for a certain person within an
SN and investigate evolution of his/her neighborhood in more detail.
Changes of organizational principles: To reflect the co-evolution of the system
development and project community, evolution of the normalized number of
commits in revision control system (RCS) vs. evolution of the normalized
number of emails in project mailing lists are displayed in one widget chart.
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Core/Periphery proportion: Besides network representation for OSS communities,
a separate NOSE widget displays the development of the Core/Periphery
proportion over time.
Code restructuring: The significant code restructuring is implicitly visualized by
the number of commits. The reaction of community to changes is reflected
by the development of community mood. Community mood is measured by
the proportion of positive messages to the total number of messages within
the project mailing lists and is displayed in the same widget. Nevertheless,
the community members need to be informed in advance about significant
changes and their advantages. So far, explicit notification within the NOSE
dashboard have not been planned.
Quality of infrastructure: In one widget we visualize both the number of new
mails in the project mailing lists and the outflow number. This visualization
is used as an approximate reflector for quality and stability of the project
infrastructure.
External stimuli
Project domain: Attention increase or decrease to the project domain due to some
external events is reflected in inflow/outflow numbers of project participants
over the years. The information is presented in a separate widget.
Similar projects: To reflect the interference between similar (in terms of goal and
domain) OSS projects, our approach is to display the evolution of those
projects within the same dashboard. Thereby, the dashboard design is
enhanced by a mechanism to switch between projects easily. The NOSE
design for all related projects is the same, thus facilitating an intuitive
comparison of the projects.
Implementation Details One of the main requirements for the NOSE implemen-
tation was the system availability through the Web. In such a way, OSS developers
can easily access the platform without any extra effort of installing additional
software. The NOSE system is composed of three components.
Front-end The NOSE front-end was built with well-known Web technologies:
HTML, CSS, and javascript. The dashboard is designed in such a way that it
always fills out the whole screen, fulfilling one of the main criteria of dashboards.
The NOSE front-end offers the following functionalities to the users:
• Select a project for navigation
• Define what kind of statistics should be displayed in a selected widget
• Enlarge a widget by clicking on the magnifier button
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• Define a time period when data in the chart should be presented
The widget with a social network graph displays the connections between OSS
community members, thus visualizing the social structure of the community. The
created graph is based on the entries in the projects mailing list. For each unique
mail sender or mail recipient in the project mailing list a new node is created. An
edge is created between two members when both members have sent each other
mails in the same thread of a project mailing list. The notification emails and
threads are filtered from the data. A pair of nodes is only connected by a single
undirected edge. Two additional functionalities are provided by the network graph
widget:
• Select between release-based and year-based view (cf. Section 5.4),
• Search for a certain person in the graph. If the person is detected, only
his/her direct neighborhood is displayed.
Middleware Tomcat 78 is used as the application server between the dashboard
and the back-end. The business logic located on the application server is mainly
used to generate or to modify the social network graph. Thus, the web-dashboard
consists of a relatively lightweight front-end and at the same time powerful server
side. The modifications performed on the server side are simply pushed to the
front-end where they get rendered by a browser.
Back-end The LAS-service noseservice handles access to the data stored in
a database (cf. Figure 8.8). The service initiates connection and processes the
queries to the database. The results are then parsed into a JSON string and sent
back to the Tomcat application server. Additionally, the noseservice stores and
manages the users personal preferences concerning the dashboard. Thus, a user
can switch between projects without a need to reconfigure the dashboard every
time. This allows an intuitive comparison of different projects at first sight.
Architecture Overview Figure 8.9 presents the architecture of the NOSE system.
LAS and the developed noseservice are used in the back-end to get access to the
data. The data from the back-end is sent to the Tomcat application server. On
the application server, the data is then filtered and an SN is created for the social
network graph widget. Alternatively, the data is directly sent to the front-end. In
the front-end, the data for a chart is converted into a Google DataTable9 format
and then the chart is drawn.
To evaluate and improve our SM/SR concept, it is necessary to test the NOSE
dashboard within OSS communities.
8Tomcat, http://tomcat.apache.org/, last checked 2014/03/17
9Google DataTable, https://developers.google.com/chart/interactive/docs/reference#
DataTable/, last checked 2014/03/17
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Figure 8.8: Noseservice in LAS.
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Figure 8.9: Simplified Architecture of NOSE.
8.5 On the way to Prototype: Internal Evaluation
The first version of the NOSE dashboard was mainly based on the results from
our stimuli detection and from the survey with OSS developers. To evaluate the
general usability of the dashboard, a group of computer scientists, some of whom
had experience with OSS development, were interviewed. The usability evaluation
was done to make sure that existing bugs and technical issues were resolved before
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the NOSE evaluation was carried out within the OSS communities. This proved
to be highly useful as some major bugs were discovered and fixed.
Figure 8.10 displays a screenshot of the first version of the NOSE dashboard.
The evaluation participants received a link to the NOSE dashboard and seven
Figure 8.10: Screenshot of the first NOSE Version.
tasks to complete before filling out the survey. This approach is applied to help
the participants to become familiar with the NOSE dashboard and elevate the
complete user group to the same level of knowledge. The following tasks were
defined:
Task 1: Identify the currently shown project. If the currently shown project is not
BioPython then select the BioPython project.
Task 2: Identify the Inflow vs Outflow chart, if not open then change one of the
existing widgets into member inflow and member outflow comparison.
Task 3: Read out the inflow of members for the year 2008.
Task 4: If you did not have to change the widget for task two then please do this
now, feel free to pick any widget.
Task 5: Navigate the network graph to the year 2001.
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Task 6: Search for a person named “Cayte”, zoom into the network graph.
Task 7: Reset the dashboard, to see the whole network again.
The survey itself was divided into four parts. The first part was designed to
identify participant’s background. The second part consisted of questions about
the dashboard layout and attractiveness.The third part of questions were concerned
with the network graph widget and it’s functions. Finally, in the last part of the
survey, the users were able to specify the charts that they liked most and provide
additional suggestions for improvements.
User Group In total there were ten participants who partly filled out the survey.
These participants found several crucial bugs and also gave feedback about the
overall performance. Additionally, one participant sent an extensive email response
instead of filling out the survey. Figure 8.11 and Figure 8.12 display the results of
this evaluation part.
Background The user group was well-captured. All participants had either
computer science or electrical engineering background and 70% were using OSS.
Two participants were fully involved in an OSS project development. 80% of the
survey respondents were familiar with GitHub, SourceForge or Ohloh.
Dashboard When asked whether NOSE was easy to navigate, 62.5% of the
participants agreed and others found it moderately easy. As an improvement
one participant suggested to “[...] implement the chart changing with comboboxes
instead of buttons”. Feedback regarding the widget layout was generally positive,
with 62.5% rating it better than average. However, one survey participant also
found the dashboard to be too crowded.
Network Graph The participants gave the network graph mostly positive ratings.
According to 87.5% of the respondents the graph was easy to understand and 75%
claimed it was easy to navigate. The majority of the participants found the search
function in the network graph to be very useful. 62.5% of participants found the
network graph to be big enough. Two persons identified several critical errors.
Further, some improvements regarding zoom, search in network graph, and size of
the network graph, were proposed.
Chart Types The network graph and the evolution of commits number were
found to be the most interesting charts. One answerer additionally expressed
interest in getting “Correlation between commit activity and emails sent”.
In summary, the general design and functionality of the NOSE dashboard were
well-accepted. During the evaluation some critical errors were discovered.
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Figure 8.11: Usability Evaluation Results, Part 1.
8.6 NOSE Evaluation within Bioinformatics OSS
Communities
Before starting the survey within bioinformatics OSS communities, the problems
identified in the previous evaluation step were fixed. Figure 8.13 depicts the
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resulting version of the NOSE dashboard. Additionally, some new interaction
methods were built-in to enhance the presented statistics. The new notable
features included a large pop-up view of the selected chart and a timespan slider
(cf. Figure 8.13 right side). The slider allowed to change the start and end date
of the displayed period in the chart. To survey the bioinformatics developers,
an email questionnaire was applied. This encourages the participants to explain
their answers and thus provides more detailed feedback. Moreover, informal Email
exchange could trigger a fruitful discussion. The sent out Email consisted of a
short introduction to the NOSE goal and three questions:
• We saw that GitHub is actively used for the development. Do you find that
the visualization features offered by GitHub are sufficiently informative?
• Would you additionally like to have features to represent the community and
its structures?
• If so, would network graph be a viable option? An email communication
based network graph can be seen in the dashboard.
The survey was sent to members of all three bioinformatics OSS communities. We
selected 47 project participants, who were active in the mailing lists in the last
two years. While 17 of the contacted persons were from BioJava and BioPython
projects, the remaining 14 persons were participants of the BioPerl project.
User Group From the 47 persons, ten replied to our email. This allowed us to
collect a sufficient amount of feedback. The evaluation participants were also
receptive to helpful discussions, thereby allowing many issues to receive extensive
clarification. One of the BioPython developers even posted an article on the NOSE
dashboard to his blog10, which again supports the community interests in SM/SR.
SM/SR The proposed community metrics received mainly positive feedback from
the bioinformatics OSS developers. However, three bioinformatics developers re-
ported that they actually were not using the OSS navigators statistics. Nevertheless,
one of them mentioned that the NOSE dashboard looked fairly attractive but he
was unsure what he would use it for. Another developer gave a longer explanation
saying that “I don’t find this type of community information particularly useful.
Over time I’ve developed a habit of doing my own, informal, reputation scores in
my head, based on people’s list participation and tone, their code, their constructive
criticisms, etc.... Who’s talking to whom, etc... has never been particularly useful”.
Despite some critical opinions, most evaluation participants were more in favor
of the community statistics. One BioJava developer stated that although BioJava
project currently uses Ohloh for visualization the NOSE dashboard could be
complementary to existing visualization platforms. The developer added that these
10Bytesizebio Blog Post, http://bytesizebio.net/2013/09/07/bio-projects-a-history-in-
graphs/, last checked 2014/03/17
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kinds of statistics would be useful for recruiting and funding. “For instance, we use
these types of stats when applying for Google Summer of Code sponsorship”. The
network graph received by far the most praise and interest. One developer found
the visualizations at GitHub to be sufficient but he also commented that addition
of “[...] the social graph to the existing GitHub facilities would be valuable”.
One developer expressed a greater interest stating that “The social aspects of
OSS projects are no less intriguing than the technological ones!”. The developer
additionally named two gains from such statistics. Firstly, that such visualization
platforms like the NOSE dashboard were great for getting an overview of the
projects history. Secondly, that “[...] there is a lot to learn from this on how OSS
projects get off the ground, what makes a successful project, etc”.
Design The network graph visualization of the communities was recognized as the
most interesting metric, whereas very little attention was paid to other charts. One
developer wanted to know how the mood of the communities was calculated. The
few questions about charts beside the community graph can be explained by their
similarity to the charts provided by other OSS navigators like GitHub or Ohloh. In
contrast, the network graph visualization of the community is completely missing
in the related platforms. One evaluation participant found the visualizations at
GitHub to be sufficient, but added that: “[...] the social graph to the existing
GitHub facilities would be valuable”. Additionally, the network graph proved to be
a good option for social network visualization. As one developer points out: “I
immediately noticed that the hubs were the project leaders[...]”. Another developer
stated that: “It’s great to be able to see the underlying community interactions
behind the projects and is a nice way to demonstrate connectivity”. Furthermore,
many improvements were proposed for the network graph. This insures, that the
participants used the network graph visualization of the community and were really
interested in seeing the improved version of it. Summarized, the developers were
familiar with the simpler statistics charts similar to those offered by Ohloh and
GitHub and additionally expressed great interest in the social network graph.
Dashboard The bioinformatics developers acknowledged that the NOSE dash-
board was indeed different from the platforms they had been previously using.
However, as the evaluation participants were mainly satisfied with the visualiza-
tions provided by GitHub and Ohloh, many of them saw the NOSE dashboard
as a possible extension for the existing platforms. Especially, the network graph
representation of the project communities was often referred to as a nice-to-have
feature. One developer also stated that “BioJava currently uses Ohloh to track
contributions and community. They focus more on source code than mailing list
activity, so they could be complementary”.
More Explanations First of all, the developers requested more detailed informa-
tion on the provided metrics. In many replies the evaluation participants questioned
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how the mood was determined or what the edges represented in the social network
graph.
More Data Sources Several developers mentioned that it would be nice to have
data from other data resources. One developer expressed interest in comparing
the social networks created for GitHub and the mailing list. GitHub is “a great
place to discuss code specifics, so is often easier to go back and forth on than
writing e-mails. It would be cool to see how the interactions there overlay on this”.
Another developer claimed that the “[...]development paradigm is shifting and we
are starting to have communication happening via and around GitHub [...]” in the
BioJava project. GitHub was not the only external data source mentioned. For
example, a BioJava developer expressed interest in getting such communication
statistics from the BioJava LinkedIn11 group. The group has more than 800
members and is being actively used.
Network graph There were many suggestions and requests. Most of the feature
requests were directed at getting statistics from additional sources and not only
from the mailing list. However, there were also functional feature requests for the
social network graph:
• “[...] add a graph to the dashboard that shows, for each year who are the top
linked nodes”
• “[...] graph comparative metrics, such as consensus linkage, slope of the
edge-number histogram [...]”. The developer suggested that it could be used
for comparing the three bioinformatics projects.
• “[...] use the graph’s connecting edges to indicate the strength/weight of the
the connection (i.e. line thickness linked to number of email conversations)”
8.7 Conclusion
Our evaluation within OSS developers and OSS users showed a strong interest in
community-oriented statistics. Especially, social network graph visualization was
recognized as the most interesting metric. The developers are more interested in
aggregated statistics to avoid the feeling of being observed. On contrary, SA did
not get much attention, which might be a result of little awareness of this analysis
method. Besides the provided statistics within our dashboard, the OSS developers
expressed great interest in topic-based TM [GDK+13].
The bioinformatics OSS developers acknowledged the uniqueness of statistics
that the NOSE dashboard offers. The process of the dashboard navigation was
for example addressed as “traveling down memory lane, to the beginning days of
11BioJava LinkedIn Group,http://www.linkedin.com/groups/BioJava-58404?home=&gid=
58404&trk=anet_ug_hm, last checked 2013/09/13
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BioPython.”. Some evaluation participants described the navigation within the
NOSE data as much fun. Additionally, the OSS developers pointed out interesting
applications for the statistics besides awareness facilitation.
Based on our evaluation results, we conclude that a navigator for community
awareness in a dashboard form presents an appropriate social mechanism to support
CA and thus to motivate community members for active participation. Additionally,
it has been acknowledged that such an approach helps community newcomers to
create their own perceptional model for a project life. The previously detected
stimuli of community evolution integrated in the design of our navigator were
acknowledged to be important aspects to be aware of by both OSS developers and
OSS users.
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Figure 8.12: Usability Evaluation Results, Part 2.
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Figure 8.13: Screenshot of the second NOSE Version.
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9 Conclusion and Outlook
The research goal of this thesis was to develop information technologies and methods
for sustainable end-user integration in software development process. This work
addressed two Research Questions (RQs):
RQ1 What are innovative ways for supporting sustainable community-oriented
requirements engineering (RE)?
RQ2 What are the success factors of community-oriented RE?
To address RQ1, we have considered research and practice in the areas of community-
driven processes and Community of Practices (CoPs). Based on our investigations,
we have designed a context model for community information systems and a model
for RE in CoP. To realize the proposed approaches, we designed and implemented a
bundle of community-oriented services for requirements elicitation and negotiation.
To encourage active end-user participation, we put special emphasis on enjoyability,
collaborative work, and high accessibility. However, our evaluation showed that
just to provide a negotiation environment is not enough for successful RE in
communities.
To uncover success factors of community-driven development (RQ2), we consid-
ered evolution of Open Source Software (OSS) projects. OSS projects are mainly
publicly developed by communities of volunteers and, thus, present an example of
community-driven development. We executed several longitudinal empirical studies
of three successful bioinformatics OSS projects. This analysis required methods
for knowledge mining within community-generated content with the following
characteristics:
• data-structure independence to handle different data sources and schemata
and hence to allow cross-project analysis;
• additive analysis to restrict analysis to newly added data;
• analysis flexibility to combine analysis procedures in arbitrary order;
• interoperability of meta data to allow cross-media analysis and analysis at
different levels of data aggregation;
• extensibility to add new analysis procedures easily.
We designed and developed a model for data management and frameworks for data
filtering and for data collection, and a model for RE process discovery. Using these
knowledge mining methods, we determined events and changes which triggered
significant modifications within the communities. In the scope of this thesis, due
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to concept similarities, we related these kinds of events to the neurological and
psychological term stimulus. We detected five internal and two external stimuli:
• Internal stimuli:
– Generation Change
– Increase of Core-Periphery Proportion
– Change of Organizational Principles
– Community Information System (CIS) Restructuring
– Decrease of Infrastructure Quality
• External stimuli:
– Increased Attention to Project Domain
– Competitive Projects
These results provide new insights into the dynamic characteristics of software
developing communities.
Next, we again addressed the RQ1. We searched for concepts to integrate our
findings from the analysis in context of RQ2 into our approaches for community-
oriented RE. Our investigation into computer science research led us to a concept of
a dashboard - a visual display with the most important information on one screen,
whereas our investigation into psychological research guided us to the concept of
Community-Awareness (CA). We developed a dashboard called Navigator for OSS
Evolution (NOSE) in a way that it reflects all detected stimuli. We provided the
dashboard to the corresponding bioinformatics OSS members for testing. Positive
feedback and high interest in the NOSE platform from OSS project members
validated our technological conceptual approach, the detected stimuli and their
representational design.
9.1 Conclusion
Our approach for RE in CoPs has proven useful for end-user integration in the
software development process. The approach suggests to combine: (1) analysis of
community-generated content; (2) analysis of community actions; (3) providing
services with special focus on RE in CoPs. Nevertheless, the efficiency of the
provided methods, especially analysis-based parts, is strongly depended on the
collected meta-data aspects. The more data, the more sources to reconstruct
community-oriented processes and to perform their deep analysis. The first con-
clusion, therefore, is a strong need in well thought-out and managed monitoring
services which would be integrated within the RE in CoP services.
Our prototypical realization and evaluation of the RE in CoP services have
showed that the services conceptualized in social-software manner and enhanced by
enjoyability and intuitiveness enable easy learning and thus lower entrance barrier.
However, we also learnt, that it is not enough just to provide services for RE in
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CoP to the project members and perform analysis of the generated data behind
the scene. Participants require additional motivation forces for system usage.
No matter how fancy the services are, there should be some kind of additional
attraction, social reward or social pressure. Within this thesis, we evaluated CA
as one possible approach to increase personal motivation. We deviated the CA
approach from psychological well-acknowledged concept of group awareness. To
know what other people are doing within one’s group motivates people for active
actions: a wish arises to top others, to be seen, to be followed, etc. Thus, the
second conclusion of this work is that community-oriented software development
requires additional channels to provide people with an overview of their community.
One appropriate technology might be a dashboard.
Currently, within the EU Project Learning Layers we apply the conclusions
of this work to encourage OSS development within the project. Besides the RE
services which are provided to the project participants, we monitor their social
action, analyze the collected and present analysis results in a special dashboard.
Considering the identified stimuli, the first and most important conclusion is to
take care about the intermediate layer of your community. Three of the detected
stimuli - generation change, core-periphery proportion and change of organizational
principles - make the importance of the intermediate layer obvious. Therefore,
different rewards to motivate people to evolve to intermediate layer need to be
integrated within community-oriented software development. The second conclusion
is that the community management need to support the whole community in form
of providing stable infrastructure and announcing all planned changes and policies.
The last but not least is the conclusion that the evolution analysis needs to be
extended by an analysis of competitive projects and communities and general
domain resonance.
9.2 Outlook
While this work solved some of the problems of community-oriented software
development, there are many challenges still remaining to be solved. This section
gives an outlook to open problems that can be resolved by means of developed
models and the results of our empirical studies. The open problems range from
those which are purely computer science related to other scientific domains such
as psychology and marketing.
9.2.1 Design of Community-oriented Software Projects under
Consideration of Evolution Stimuli
Within OSS research, dynamics of OSS communities has been rarely investigated.
Empirical studies within this thesis uncover new significant interdependency be-
tween internal/external environmental events and CoP evolution. The detected five
internal and two external stimuli not only bring new insights in community-oriented
software development but also define new challenges for its organization.
183
9 Conclusion and Outlook
Generation change Our investigations of OSS histories shows that a significant
change within the community core is highly possible. We call the change of
community leader(s) a generation change stimulus. In social communities, the
knowledge is mainly concentrated in their cores. Therefore, a generation change
within the project community endangers its complete knowledge base. Additionally,
we observed that the retirement of a leader(s) might induce an outflow of other
project members. Our analysis also shows that an intermediate layer of active
contributors within a community reduces the effects that generation change has on
a community. This finding leads to research questions such as: what innovative
methods can be applied to encourage establishment of an intermediate layer of
contributors? What social rewards can be provided to support the process?
Increase of Core-Periphery Proportion Core-periphery proportion reflects the
social structure of professional communities. Our analysis of core-periphery pro-
portion in communities over time has empirically proven the importance of a
well-established and large periphery for the success of an OSS project in general
and of the RE process in particular. According to our findings, requirements of the
periphery give rise to the development process unless the core-periphery proportion
exceeds a certain threshold. Consequently, the mechanisms to attract new members
to OSS communities are essential. This task postulates new research questions to
psychology (e.g. how to attract the attention of the masses?), computer science
(e.g. which technologies could be applied to attract more attention to the project?)
and marketing (e.g. which rewards can be provided to people outside the project?)
research.
Change of Organizational Principles Our research shows that a significant mod-
ification of organizational principles of development process influences considerably
the related community. Some project participants react to these modifications
by leaving the community. For others, the same modifications might make the
project more attractive. Accordingly, new research questions concerning innovative
ways of informing and negotiating modifications of organizational principles both
internally and externally do arise.
Code restructuring The next stimulus which we detected is related to significant
code restructuring. Such modifications are mainly done in order to introduce
some long-term advantages to the code base. However, for peripheral project
participants these advantages may be not appear to be obvious. Subsequently,
innovative ways of informing the community about planned changes and especially
about their benefits are needed. A special challenge here is the representation
format of the information which should be adapted to the target audience. This
challenge postulates new research questions to the areas of psychology, human
technologies and adaptive systems.
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Quality of infrastructure decreases Further, we were able to show empirically
that the quality of project infrastructure also plays an important role in the success
of a project. As might be expected, a significant decrease of infrastructure quality
has a negative influence on communities. Problems within OSS communication
and development systems present disturbances for community and might trigger
an outflow of project members. To prevent a significant quality decrease of the
project infrastructure from happening, continuous monitoring presents one possible
solution. However, the organization of infrastructural monitoring is not without
its challenges. In our view, further research probably needs to be carried out to
determine what other parameters should be monitored and how they should be
analyzed. In addition, automation of the monitoring process presents a separate
challenge.
Project domain gets more attention and more attractive similar projects Our
analysis shows that not only internal but also external environmental changes
significantly influence community evolution. Within our empirical studies, we
detected two external stimuli. The first stimulus is related to the situation in
which project domain suddenly receives a great deal of attention. This kind of
situation triggers an increase of newcomer inflow into the related projects. The
second stimulus presents a situation whereby a competitor project becomes more
popular and whenever an increased attention is given to a project’s competitor,
the result may be a loss of potential members from that project in favor of the
stronger competitor. External stimuli cannot be influenced from inside of a project
community. Nevertheless, environmental monitoring is required in order to be
well-prepared for possible changes. Hence, methods for domain-specific and topic-
specific scanning of external resources need to be developed and introduced as a
part of project infrastructures. From a technical perspective, we need to find ways
for appropriate integration of this data in the projects’ workflow.
9.2.2 Integration of Community-oriented Processes in Running
Projects
Community-oriented software development is not just restricted to OSS communi-
ties only. There are funded projects which could significantly profit from community
support. For example, the funding of most research projects is limited. Unfortu-
nately, many research projects falter once funding is discontinued. Facilitation
of an OSS community built around a research project might be one strategy to
support project sustainability. Nonetheless, this idea raises a list of challenges for
further research.
Within our research, we showed that a dashboard navigator could be one means
of fostering community building and active participation. Such a navigator could
serve as a mediator between the research project and the outside world. However,
the design of a dashboard defines new challenges. For example, in terms of
data consolidation, we expect the data to be highly distributed among different
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communication means and database types, and even different stakeholders. At the
same time, new data types open up new and innovative opportunities for furhter
analysis.
9.2.3 Evolutionary Analysis of Software Developing CoPs
Within this thesis, primarily three bioinformatics OSS projects were applied for our
longitudinal analysis. These three projects are driven by bioinformatics scientists
and represent an exploration-oriented type of OSS projects [YNY+04]. Therefore,
the findings of this thesis may not be directly applied to all OSS projects. Follow-up
studies of domains outside bioinformatics are needed to achieve truly generalized
results. In addition, we had many requests from OSS members to extend the
data sources to include other data such as that of GitHub or LinkedIn. More
communication resources of a project allow researchers to construct a more complete
picture of the project evolution.
Considering socio-technical diversity of OSS projects, social evolution of OSS
communities presents an enormous area for further studies. The proposed analysis
templates and services have great potential to uncover new and valuable interde-
pendencies and evolution stimuli within other OSS projects. There are numerous
opportunities to extend the proposed analysis procedures by additional parameters
and methods. For example, the analysis of participation duration can be combined
with the information about a participant’s activity. Different clustering algorithms
like k-means can be applied to the estimated duration-activities pairs to identify
existing behavioral patterns. Another alternative for a methodology could be based
on time-series analysis. For each OSS project member or for each sub-community, a
time series can be defined as a sequence of contribution volume within uniform time
intervals (e.g. per month). Using statistical methods such as principle component
analysis, different duration-activity patterns can be detected.
Our evaluations within OSS communities showed that the majority of the OSS
participants are interested in text mining (TM), especially in topic-based TM.
Despite the possibility of setting various goals for TM studies, in most cases,
several preliminary preprocessing steps of textual data are required, e.g part-of-
speech tagging. For this kind of analysis, however, OSS community-generated
communication introduces some new challenges: First, users often post source code
snippets which do not present natural language phases and therefore cannot be
tagged correctly. The filters are required to detect and exclude such text pieces.
Next, many artifacts contain informal language and domain-related abbreviations
which are difficult to tag correctly. Last but not least, the same idea, bug, or
requirement might be described within various artifacts. One possibility to identify
for identifying similar ideas, even if they do not share any words in common, is to
apply clustering based on latent semantic analysis.
186
9.2 Outlook
i
187

Bibliography
[ADR06] S. Auer, S. Dietzold, and T. Riechert. “OntoWiki - a Tool for Social,
Semantic Collaboration”. In: Proceedings of the 5th International
Conference on The Semantic Web (ISCW’06). Berlin, Heidelberg:
Springer-Verlag, 2006, pp. 736–749. isbn: 3-540-49029-9. doi: 10.
1007/11926078_53.
[AM05] I. F. Alexander and N. Maiden, eds. Scenarios, Stories, Use Cases:
Through the Systems Development Life-Cycle. John Wiley & Sons,
Inc., 2005. isbn: 0-470-86195-9.
[And04] C. Anderson. “The Long-Tail: Why the Future of Business is Selling
Less of More”. In: Wired Magazine 12.10 (Oct. 2004). issn: 1059-
1028.
[And08] C. Anderson. Open source and the Long Tail: An interview with
Chris Anderson. Jan. 2008. url: http://news.cnet.com/8301-
13505_3-9845106-16.html.
[And09] D. Andrikopoulos. “Mobile Storytelling for Social Software Engi-
neering”. M.Sc. Thesis. RWTH Aachen University, 2009.
[ARF06] S. Auer, T. Riechert, and K.-P. Fähnrich. “SoftWiki - Agiles Requirements-
Engineering für Softwareprojekte mit einer großen Anzahl verteilter
Stakeholder”. In: Proceedings of the 9th Workshop Gemeinschaften
in Neuen Medien (GeNeMe’06). Ed. by K. Meißner and M. En-
gelien. Dresden, Germany: TUDPress, Oct. 2006, pp. 97–108. isbn:
3-938863-77-3.
[BA10] N. Bettenburg and B. Adams. “Workshop on Mining Unstructured
Data (MUD) because “Mining Unstructured Data is Like Fishing
in Muddy Waters”!” In: Proceedings of 17th Working Conference
on Reverse Engineering (WCRE’10). IEEE Computer Society, Oct.
2010, pp. 277–278. isbn: 1-4244-8911-3. doi: 10.1109/WCRE.2010.
39.
[BBP+04] A. Barrat, M. Barthélemy, R. Pastor-Satorras, and A. Vespignani.
“The architecture of complex weighted networks”. In: Proceedings of
the National Academy of Sciences of the United States of America
101.11 (Mar. 2004), pp. 3747–3752. issn: 1091-6490. doi: 10.1073/
pnas.0400087101.
189
Bibliography
[BCB10] H. P. Breivold, M. A. Chauhan, and M. A. Babar. “A Systematic
Review of Studies of Open Source Software Evolution”. In: Pro-
ceedings of the 17th Asia Pacific Software Engineering Conference
(APSEC’10). IEEE Computer Society, Nov. 2010, pp. 356–365. isbn:
0-7695-4266-2. doi: 10.1109/APSEC.2010.48.
[BD91] J. S. Brown and P. Duguid. “Organizational Learning and Commu-
nities of Practice: Towards a Unified View of Working, Learning,
and Innovation”. In: Organization Science 2.1 (1991), pp. 40–57.
issn: 1526-5455.
[BFH+11] A. Bohn, I. Feinerer, K. Hornik, and P. Mair. “Content-Based Social
Network Analysis of Mailing Lists”. In: The R Journal 3.1 (June
2011), pp. 11–18. issn: 2073-4859.
[BGD+07] C. Bird, A. Gourley, P. Devanbu, A. Swaminathan, and G. Hsu.
“Open Borders? Immigration in Open Source Projects”. In: Proceed-
ings of the 4th International Workshop on Mining Software Reposito-
ries (MSR’07). Washington, DC, USA: IEEE Computer Society, May
2007, pp. 6–13. isbn: 0-7695-2950-X. doi: 10.1109/MSR.2007.23.
[BGD07] C. Bird, A. Gourley, and P. Devanbu. “Detecting Patch Submis-
sion and Acceptance in OSS Projects”. In: Proceedings of the 4th
International Workshop on Mining Software Repositories (MSR’07).
IEEE Computer Society. Washington, DC, USA, 2007, p. 26. isbn:
0-7695-2950-X. doi: 10.1109/MSR.2007.6.
[BGL+08] V. D. Blondel, J.-L. Guillaume, R. Lambiotte, and E. Lefebvre.
“Fast unfolding of communities in large networks”. In: Journal of
Statistical Mechanics: Theory and Experiment (Oct. 2008). issn:
1742-5468.
[BHJ+08] M. Betz, A. Hannemann, B. Joop, and D. Veiel. “Context Adaptive
Interaction in Cooperative Knowledge-Intense Processes”. In: Pro-
ceedings of the IADIS International Conference WWW/INTERNET
(ICWI’08). Ed. by M. B. N. Pedro Isaías and D. I. (Eds.): Freiburg,
Germany, Oct. 2008, pp. 391–394. isbn: 972-8924-68-2.
[Boe81] B. W. Boehm. “An Experiment in Small-Scale Application Software
Engineering”. In: IEEE Transactions on Software Engineering 7.5
(Sept. 1981), pp. 482–493. issn: 0098-5589. doi: 10.1109/TSE.1981.
231110.
[BPD+08] C. Bird, D. Pattison, R. D’Souza, V. Filkov, and P. Devanbu. “Latent
Social Structure in Open Source Projects”. In: Proceedings of the
16th ACM SIGSOFT International Symposium on Foundations of
Software Engineering (SIGSOFT’08/FSE-16). Atlanta, Georgia:
ACM, 2008, pp. 24–35. isbn: 1-59593-995-4. doi: 10.1145/1453101.
1453107.
190
Bibliography
[BPG+04] P. Bresciani, A. Perini, P. Giorgini, F. Giunchiglia, and J. Mylopou-
los. “Tropos: An Agent-Oriented Software Development Method-
ology”. English. In: Autonomous Agents and Multi-Agent Systems
8.3 (May 2004), pp. 203–236. issn: 1573-7454. doi: 10.1023/B:
AGNT.0000018806.20944.ef.
[BSH09] N. Bettenburg, E. Shihab, and A. Hassan. “An Empirical Study on
the Risks of Using Off-the-Shelf Techniques for Processing Mailing
List Data”. In: Proceedings of the 25th IEEE International Confer-
ence on Software Maintenance. IEEE, Sept. 2009, pp. 539–542. doi:
10.1109/ICSM.2009.5306383.
[CAC+09] P. J. A. Cock, T. Antao, J. T. Chang, B. A. Chapman, C. J. Cox,
A. Dalke, I. Friedberg, T. Hamelryck, F. Kauff, B. Wilczynski, and
M. J. L. de Hoon. “Biopython: freely available Python tools for
computational molecular biology and bioinformatics”. In: Bioin-
formatics 25.11 (June 2009), pp. 1422–1423. issn: 1367-4803. doi:
10.1093/bioinformatics/btp163.
[Cao12] Y. Cao. “Uncertainty Handling in Mobile Community Information
Systems”. PhD thesis. RWTH Aachen University, 2012.
[Car95] J. M. Carrol, ed. Scenario-based Design: Envisioning Work and
Technology in System Development. New York, NY, USA: John
Wiley & Sons, Inc., May 1995. isbn: 0-4710-7659-7.
[CBD99] S. Chakrabarti, M. van den Berg, and B. Domc. “Focused crawl-
ing: a new approach to topic-specific Web resource discovery”. In:
Proceedings of the 8th International World Wide Web Conference
(WWW’08). Toronto, Canada: Elsevier Science Ltd., 1999, pp. 545–
562. isbn: 0-444-50264-5.
[CCD+09] Y. Cao, X. Chen, N. Drobek, A. Hahne, A. Hannemann, C. Hocken,
M. Jansen, H. Janßen, M. Jarke, R. Klamma, D. Kovachev, Z.
Petrushyna, M. C. Pham, D. Renzel, P. Schlebusch, and G. Toubekis.
“Virtual Campfire - Cross-Platform Services for Mobile Social Soft-
ware”. In: Proceedings of the 10th International Conference on Mobile
Data Management: Systems, Services and Middleware (MDM’09).
Taipei, Taiwan: IEEE Computer Society, May 2009, pp. 363–364.
isbn: 0-7695-3650-6. doi: 10.1109/MDM.2009.53.
[CCM09] C. Castro-Herrera, J. Cleland-Huang, and B. Mobasher. “Enhancing
stakeholder profiles to improve recommendations in online require-
ments elicitation”. In: Proceedings of the 17th IEEE International
Requirements Engineering Conference (RE’09). Washington, DC,
USA: IEEE Computer Society, 2009, pp. 37–46. isbn: 0-7695-3761-8.
doi: 10.1109/RE.2009.20.
191
Bibliography
[CH05] K. Crowston and J. Howison. “The Social Structure of Free and
Open Source Software Development”. In: First Monday 10 (Oct.
2005). issn: 1396-0466.
[CH06a] K. Crowston and J. Howison. “Assessing the Health of Open Source
Communities”. In: Computer 39.5 (May 2006), pp. 89–91. issn:
0018-9162. doi: 10.1109/MC.2006.152.
[CH06b] K. Crowston and J. Howison. “Hierarchy and centralization in free
and open source software team communications”. English. In: Knowl-
edge, Technology and Policy 18 (4 Dec. 2006), pp. 65–85. issn:
0897-1986. doi: 10.1007/s12130-006-1004-8.
[Che03] H. W. Chesbrough. Open Innovation: The new imperative for creat-
ing and profiting from technology. Harvard Business Review Press,
Apr. 2003. isbn: 1-5785-1837-7.
[Che06] H. W. Chesbrough. “Open Innovation: Researching a New Paradigm”.
In: ed. by H. W. Chesbrough, W. Vanhaverbeke, and J. West. 1.
Oxford University Press, Aug. 2006. Chap. Open Innovation: A New
Paradigm for Understanding Industrial Innovation. isbn: 0-1992-
9072-5.
[CHJL+13] J. Cleland-Huang, M. Jarke, L. Liu, and K. Lyytinen. “Requirements
Management – Novel Perspectives and Challenges (Dagstuhl Seminar
12442)”. In: Dagstuhl Reports 2.10 (2013). Ed. by J. Cleland-Huang,
M. Jarke, L. Liu, and K. Lyytinen, pp. 117–152. issn: 2192-5283.
doi: 10.4230/DagRep.2.10.117.
[CHK+08a] Y. Cao, A. Hannemann, R. Klamma, and Z. Petrushyna. “Getting
to ‘Know’ People on the Web 2.0”. In: Proceedings of International
Conferences on Knowledge Management and New Media Technol-
ogy (I-Know’08/I-Media’08). Ed. by M. Hermann, F. Kappe, W.
Haas, and K. Tochtermann. Graz, Austria: Verlag der Technischen
Universität Graz, Sept. 2008, pp. 169–176.
[CHK+08b] Y. Cao, A. Hannemann, R. Klamma, D. Renzel, and M. Spaniol.
“Measuring Community Satisfaction across Gaming Communities”.
In: Proceedings of 1st IEEE International Conference on Ubi-Media
Computing (UMEDIA’08). IEEE, Aug. 2008, pp. 414–419. isbn:
1-4244-1865-8. doi: 10.1109/UMEDIA.2008.4570927.
[CHK+09] Y. Cao, A. Hannemann, R. Klamma, and D. Renzel. “A Community
Success Model for Gaming Communities”. In: Journal of Multimedia
4.2 (Apr. 2009). (Extended version of conference paper “Measuring
Community Satisfaction across Gaming Communities”), pp. 87–93.
issn: 1796-2048.
192
Bibliography
[CHK+10] Y. Cao, A. Hannemann, R. Klamma, D. Kovachev, and D. Ren-
zel. “Mobile Multimedia Management for Community-aware Sto-
rytelling”. In: Proceedings of the 11th International Conference on
Mobile Data Management (MDM’10). Kansas City, MO, USA: IEEE
Computer Society, May 2010, pp. 59–64. isbn: 0-7695-4048-1. doi:
10.1109/MDM.2010.70.
[CJK+09] Y. Cao, M. Jarke, R. Klamma, O. Mendoza, and S. N. Srirama.
“Mobile Access to MPEG-7 Based Multimedia Services”. In: Mobile
Data Management. IEEE Computer Society, 2009, pp. 102–111.
[CPB02] R. Cross, A. Parker, and S. P. Borgatti. “Making Invisible Work
Visible: Using Social Network Analysis to Support Strategic Collab-
oration”. In: California Management Review 44.2 (2002), pp. 25–46.
issn: 0008-1256.
[CSH+05] D. Cai, Z. Shao, X. He, X. Yan, and J. Han. “Community Mining
from Multi-relational Networks”. In: Proceedings of the 9th European
Conference on Principles and Practice of Knowledge Discovery in
Databases. Porto, Portugal: Springer-Verlag, 2005, pp. 445–452. doi:
10.1007/11564126_44.
[CWL+06] K. Crowston, K. Wei, Q. Li, and J. Howison. “Core and Periphery in
Free/Libre and Open Source Software Team Communications”. In:
Proceedings of the 39th Annual Hawaii International Conference on
System Sciences. HICSS’06. Washington, DC, USA: IEEE Computer
Society, 2006.
[DA99] A. K. Dey and G. D. Abowd. “Towards a better understanding of
context and context-awareness”. In: Proceedings of the 1st interna-
tional symposium on Handheld and Ubiquitous Computing. Berlin,
Heidelberg: Springer-Verlag, 1999, pp. 304–307.
[DB92] P. Dourish and V. Bellotti. “Awareness and coordination in shared
workspaces”. In: Proceedings of the ACM Conference on Computer-
supported Cooperative Work (CSCW’92). Toronto, Ontario, Canada:
ACM, 1992, pp. 107–114. doi: 10.1145/143457.143468.
[DC03] A. Díaz and G. Canals. “Improving CoP Knowledge Sharing: a
CSCW Approach Based on Awareness.” In: Short Paper Proceedings
of the 15th Conference on Advanced Information System Engineering
(CAiSE’03). Ed. by J. Eder and T. Welzer. Vol. 74. CEUR-WS.org,
2003. isbn: 86-435-0549-8.
[DEH+08] D. Dugosija, V. Efe, S. Hackenbracht, T. Vaegs, and A. Hannemann.
“Online Gaming as Tool for Career Development”. In: Proceedings of
the First International Workshop on Story-Telling and Educational
Games (STEG’08) at EC-TEL 08. Ed. by R. Klamma, N. Sharda,
193
Bibliography
B. Fernández-Manjón, H. Kosch, and M. Spaniol. CEUR-WS.org.
Maastricht, the Netherlands, 2008.
[DK08] M. Döller and H. Kosch. “The MPEG-7 Multimedia Database System
(MPEG-7 MMDB)”. In: Journal of Systems and Software 81.9 (Sept.
2008), pp. 1559–1580. issn: 0164-1212. doi: 10.1016/j.jss.2006.
03.051.
[DK12] M. Derntl and R. Klamma. “A Mediabase for Technology Enhanced
Learning in Europe”. In: IEEE Learning Technology Newsletter 14.3
(2012), pp. 2–5.
[DM92] W. H. DeLone and E. R. McLean. “Information systems success:
The quest for the dependent variable”. In: Information Systems
Research 3.1 (1992), pp. 60–95.
[DMDJ+98] G. De Michelis, E. Dubois, M. Jarke, F. Matthes, J. Mylopoulos, J.
W. Schmidt, C. Woo, and E. Yu. “A three-faceted view of information
systems”. In: Commun. ACM 41.12 (Dec. 1998), pp. 64–70. issn:
0001-0782. doi: 10.1145/290133.290150.
[EM12] N. A. Ernst and G. C. Murphy. “Case studies in just-in-time re-
quirements analysis”. In: Proceedings of the Second IEEE Interna-
tional Workshop on Empirical Requirements Engineering. Sept. 2012,
pp. 25–32. doi: 10.1109/EmpiRE.2012.6347678.
[ER59] P. Erdös and A. Rényi. “On random graphs I”. In: Publicationes
Mathematicae (Debrecen) 6 (1959), pp. 290–297.
[Eri95] T. Erickson. “Scenario-based Design: Envisioning Work and Technol-
ogy in System Development”. In: ed. by J. M. Carrol. New York, NY,
USA: John Wiley & Sons, Inc., May 1995. Chap. Notes on Design
Practice: Stories and Prototypes as Catalysts for Communication,
pp. 37–58. isbn: 0-4710-7659-7.
[Etz96] O. Etzioni. “The World-Wide Web: quagmire or gold mine?” In:
Communications of ACM 39.11 (1996), pp. 65–68. issn: 0001-0782.
doi: 10.1145/240455.240473.
[Fai08] S. Faily. “Towards Requirements Engineering Practice for Profes-
sional End User Developers: A Case Study”. In: Proceedings of the
Requirements Engineering Education and Training (REET’08). 2008,
pp. 38–44. isbn: 1-4244-4086-6. doi: 10.1109/REET.2008.8.
[Faw03] T. Fawcett. ““In vivo” spam filtering: a challenge problem for KDD”.
In: SIGKDD Explor. Newsl. 5.2 (Dec. 2003), pp. 140–148. issn:
1931-0145. doi: 10.1145/980972.980990.
[Few06] S. Few. “Information Dashboard Design: The Effective Visual Com-
munication of Data”. In: O’Reilly Media, 2006, p. 35.
194
Bibliography
[FFF+08] J. Feller, P. Finnegan, B. Fitzgerald, and J. Hayes. “From Peer
Production to Productization: A Study of Socially Enabled Busi-
ness Exchanges in Open Source Service Networks”. In: Information
Systems Research 19.4 (2008), pp. 475–493.
[FFH08] J. Feller, P. Finnegan, and J. Hayes. “Delivering the Whole Product:
Business Model Impacts and Agility Challenges in a Network of
Open Source Firms”. In: Journal of Database Management (JDM)
19.2 (2008), pp. 95–108. issn: 1063-8016.
[Fit09] B. Fitzgerald. “Open Source Software Adoption: Anatomy of Success
and Failure”. In: International Journal of Open Source Software &
Processes 1.1 (2009), pp. 1–23.
[Fit11] B. Fitzgerald. “Open Source Software: Lessons from and for Software
Engineering”. In: Computer 44.10 (Oct. 2011), pp. 25–30. issn: 0018-
9162. doi: 10.1109/MC.2011.266.
[For10] S. Fortunato. “Community detection in graphs”. In: Physics Reports
486 (Feb. 2010), pp. 75–174. issn: 0370-1573. doi: 10.1016/j.
physrep.2009.11.002.
[GB03] P. Grünbacher and P. Braunsberger. “Tool Support for Distributed
Requirements Negotiation”. In: Cooperative methods and tools for
distributed software processes. Ed. by A. Cimititle, A. D. Lucia, and
H. Gall. FrancoAngeli: Milano, Italy. 2003, pp. 56–66.
[GDK+13] N. Günnemann, M. Derntl, R. Klamma, and M. Jarke. “An In-
teractive System for Visual Analytics of Dynamic Topic Models”.
In: Datenbank-Spektrum 13.3 (2013), pp. 213–223. doi: 10.1007/
s13222-013-0134-x.
[GE09] Grant Thornton and Economist Intelligence Unit. Innovation: the
key to future success? Tech. rep. Global Focus, Grant Thornton,
Sept. 2009.
[GG02] C. Gutwin and S. Greenberg. “A Descriptive Framework of Workspace
Awareness for Real-Time Groupware”. In: Computer Supported Co-
operative Work 11.3 (Nov. 2002), pp. 411–446. issn: 0925-9724. doi:
10.1023/A:1021271517844.
[GHH+09] M. W. Godfrey, A. E. Hassan, J. Herbsleb, G. C. Murphy, M.
Robillard, P. Devanbu, A. Mockus, D. E. Perry, and D. Notkin.
“Future of Mining Software Archives: A Roundtable”. In: IEEE
Software 26.1 (Jan. 2009), pp. 67–70. issn: 0740-7459. doi: 10.
1109/MS.2009.10.
195
Bibliography
[GLZ+06] Y. Guo, K. Li, K. Zhang, and G. Zhang. “Board Forum Crawling:
A Web Crawling Method for Web Forum”. In: Proceedings of the
IEEE/WIC/ACM International Conference on Web Intelligence
(WI’06). Washington, DC, USA: IEEE Computer Society, 2006,
pp. 745–748. isbn: 0-7695-2747-7. doi: 10.1109/WI.2006.52.
[GN02] M. Girvan and M. E. J. Newman. “Community Structure in Social
and Biological Networks”. In: Proceedings of the National Academy
of Sciences of the United States of America 99.12 (2002), pp. 7821–
7826. issn: 1091-6490.
[GPS+10] E. Gadolou, H. Papadaki, E. Stefanakis, G. Kritikos, Y. Cao, A.
Hannemann, R. Klamma, and D. Kovachev. “Storytelling, Spatial
Standards and Cultural Heritage Management”. In: Proceedings of
13th AGILE International Conference on Geographic Information
Science: Geospatial Thinking. Ed. by M. Painho, M. Y. Santos, and
H. Pundt. Guimaraes, Portugal, 2010.
[GPS04] C. Gutwin, R. Penner, and K. Schneider. “Group awareness in
distributed software development”. In: Proceedings of the ACM
Conference on Computer Supported Cooperative Work (CSCW’04).
Chicago, Illinois, USA: ACM, 2004, pp. 72–81. isbn: 1-58113-810-5.
doi: 10.1145/1031607.1031621.
[GR09] M. Grimaldi and F. Rogo. “Mindsh@re in Finmeccanica: An Organi-
zational Model Based on Communities of Innovation”. In: Proceedings
of the European Conference on Intellectual Capital & Knowledge
Management. 2009.
[Gru00] P. Gruenbacher. “Collaborative requirements negotiation with Easy-
WinWin”. In: Proceedings of the 11th International Workshop on
Database and Expert Systems Applications (DEXA’00). 2000, pp. 954–
958. isbn: 0-7695-0680-1. doi: 10.1109/DEXA.2000.875141.
[GW89] D. C. Gause and G. Weinberg. Exploring Requirements: Quality
Before Design. Dorset House Publishing, Sept. 1989.
[HAC10] O. Hauge, C. Ayala, and R. Conradi. “Adoption of Open Source
Software in Software-intensive Organizations - A Systematic Litera-
ture Review”. In: Information and Software Technology 52.11 (Nov.
2010), pp. 1133–1154. issn: 0950-5849. doi: 10.1016/j.infsof.
2010.05.008.
[Hac11] M. Hackstein. “Adaptive Filter-Framework for the MediaBase”. B.Sc.
Thesis. RWTH Aachen University, 2011.
[Haw06] D. Hawking. “Web Search Engines: Part 1”. In: Computer 39.6
(2006), pp. 86–88. issn: 0018-9162. doi: 10.1109/MC.2006.213.
196
Bibliography
[HCC06] J. Howison, M. Conklin, and K. Crowston. “FLOSSmole: A col-
laborative repository for FLOSS research data and analyses”. In:
International Journal of Information Technology and Web Engineer-
ing 1.3 (July 2006), pp. 17–26.
[HDP+08] R. Holland, T. Down, M. Pocock, A. Prlić, D. Huen, K. James, S.
Foisy, A. Dräger, A. Yates, M. Heuer, and M. J. Schreiber. “BioJava:
an Open-Source Framework for Bioinformatics”. In: Bioinformatics
24.18 (2008), pp. 2096–2097.
[HHJ+09] A. Hannemann, H.-J. Happel, M. Jarke, alf Klamma, S. Lohmann,
W. Malej, and V. Wulf. “Social Aspects in Software Engineering”. In:
Software Engineering 2009 - Workshopband. Ed. by J. Münch and
P. Liggesmeyer. Vol. P-150. Gesellschaft für Informatik e.V. Kaiser-
lautern: Köllen Druck+Verlag GmbH, Bonn, Mar. 2009, pp. 239–
240.
[HHK+13] A. Hannemann, M. Hackstein, R. Klamma, and M. Jarke. “An Adap-
tive Filter-Framework for the Quality Improvement of Open-Source
Software Analysis”. In: Software Engineering. Ed. by S. Kowalewski
and B. Rumpe. Vol. 213. LNI. GI, 2013, pp. 143–156. isbn: 978-3-
88579-607-7.
[HHK09] A. Hannemann, C. Hocken, and R. Klamma. “Community Driven
Elicitation of Requirements with Entertaining Social Software”. In:
Software Engineering 2009 - Workshopband. Ed. by J. Münch and
P. Liggesmeyer. Germany, Kaiserslautern, Mar. 2009, pp. 317–328.
[HIC06] J. Howison, K. Inoue, and K. Crowston. “Social dynamics of free
and open source team communications”. In: Proceedings of the 2nd
International Conference on Open Source Systems (OSS’06). Berlin,
Heidelberg: Springer-Verlag, 2006, pp. 319–330.
[Hip86] E. von Hippel. “Lead users: a source of novel product concepts”. In:
Management Science 32.7 (July 1986), pp. 791–805. issn: 0025-1909.
doi: 10.1287/mnsc.32.7.791.
[HIR+09] I. Herraiz, D. Izquierdo-Cortazar, F. Rivas-Hernandez, J. Gonzalez-
Barahona, G. Robles, S. Duenas-Dominguez, C. Garcia-Campos,
J. F. Gato, and L. Tovar. “FLOSSMetrics: Free/Libre/Open Source
Software Metrics”. In: Proceedings of the 13th European Confer-
ence on Software Maintenance and Reengineering. IEEE Computer
Society, 2009, pp. 281–284. doi: 10.1109/CSMR.2009.43.
[HK03] E. von Hippel and G. von Krogh. “Open Source Software and
the “Private-Collective” Innovation Model: Issues for Organization
Science”. In: Journal on Organization Science 14.2 (Mar. 2003),
pp. 208–223.
197
Bibliography
[HK13] A. Hannemann and R. Klamma. “Community Dynamics in Open
Source Software Projects: Aging and Social Reshaping.” In: IFIP
Advances in Information and Communication Technology: Open
Source Software: Quality Verification. Ed. by E. Petrinja, G. Succi,
N. E. Ioini, and A. Sillitti. Vol. 404. Berlin, Heidelberg: Springer-
Verlag, June 2013, pp. 80–96.
[HKJ08] A. Hannemann, R. Klamma, and M. Jarke. “Community-Aware
Adaptive Systems”. In: GI Jahrestagung (2). Ed. by H.-G. Hegering,
A. Lehmann, H. J. Ohlbach, and C. Scheideler. Vol. 134. LNI. GI,
2008, pp. 796–801.
[HKJ12] A. Hannemann, R. Klamma, and M. Jarke. “Soziale Interaktion in
OSS”. In: Praxis der Wirtschaftsinformatik (Feb. 2012).
[HLK14] A. Hannemann, K. Liiva, and R. Klamma. “Navigation Support in
Evolving Open-Source Communities by a Web-based Dashboard”.
In: Proceedings of the 10th International Conference on Open Source
Systems (OSS’14). Ed. by L. Corral, A. Sillitti, G. Succi, J. Vlasenko,
and A. I. Wasserman. Berlin, Heidelberg: Springer, May 2014, pp. 11–
20. isbn: 978-3-642-55127-7. doi: 10.1007/978-3-642-55128-4_2.
[HRP+13] J. Hess, D. Randall, V. Pipek, and V. Wulf. “Involving Users in the
wild-Participatory Product Development in and with Online Com-
munities”. In: International Journal of Human-Computer Studies
71.5 (May 2013), pp. 570–589. issn: 1071-5819. doi: 10.1016/j.
ijhcs.2013.01.003.
[HW06] M. Huysman and V. Wulf. “IT to support knowledge sharing in
communities, towards a social capital analysis”. In: Journal of In-
formation Technology 21 (2006), pp. 40–51.
[JGM+94] M. Jirotka, J. A. Goguen, A. F. Monk, and B. R. Gaines, eds.
Requirements Engineering: Social and Technical Issues. London:
Academic Press, 1994.
[JKK11] C. Jensen, S. King, and V. Kuechler. “Joining Free/Open Source
Software Communities: An Analysis of Newbies’ First Interactions
on Project Mailing Lists”. In: Proceedings of the 44th Hawaii Inter-
national Conference on System Sciences (HICSS). IEEE Computer
Society, Jan. 2011, pp. 1–10. doi: 10.1109/HICSS.2011.264.
[JP93] M. Jarke and K. Pohl. “Establishing Vision in Context: Towards a
Model of Requirements Processes”. In: Proceedings of 14th Interna-
tional Conference on Information Systems. Orlando, FL, USA, Dec.
1993, pp. 49–62.
[JS04] C. Jensen and W. Scacchi. “Data Mining for Software Process
Discovery in Open Source Software Development Communities”. In:
Proceedings of Workshop on Mining Software Repositories. 2004.
198
Bibliography
[JSH+06] M. Jamali, H. Sayyadi, B. B. Hariri, and H. Abolhassani. “A Method
for Focused Crawling Using Combination of Link Structure and
Content Similarity”. In: Proceedings of the 2006 IEEE/WIC/ACM
International Conference on Web Intelligence. Washington, DC,
USA: IEEE Computer Society, 2006, pp. 753–756. isbn: 0-7695-
2747-7. doi: 10.1109/WI.2006.19.
[Jäg01] L. Jäger. “Transkriptivität. Zur medialen Logik der kulturellen
Semantik”. In: Transkribieren – Medien/Lektüre. Ed. by L. Jäger
and G. Stanitzek. DuMont, 2001, pp. 17–32.
[KB00] R. Kosala and H. Blockeel. “Web mining research: a survey”. In:
SIGKDD Exploration Newsletter 2.1 (2000), pp. 1–15. doi: 10.1145/
360402.360406.
[KCH+08] R. Klamma, Y. Cao, A. Hannemann, A. Hahne, and D. Renzel.
“Non-linear Story-telling in a Mobile World”. In: Proceedings of the
International Conferences on Knowledge Management and New Me-
dia Technology (I-Know’08, I-Media’08). Ed. by K. Tochtermann and
H. Maurer. Graz, Austria: Journal of Universal Computer Science
(J.UCS), Sept. 2008, pp. 218–225.
[KH08] R. Klamma and C. Haasler. “Wikis as Social Networks: Evolution
and Dynamics”. In: Proceedings of the Second KDD Workshop on
Social Network Mining and Analysis. Las Vegas, Nevada, USA, Aug.
2008.
[KJH+11] R. Klamma, M. Jarke, A. Hannemann, and D. Renzel. “Der Bazar
der Anforderungen - Open Innovation in emergenten Communities”.
In: Informatik-Spektrum 34.2 (2011), pp. 178–191.
[KKL+05] S. Kujala, M. Kauppinen, L. Lehtola, and T. Kojo. “The role of user
involvement in requirements quality and project success”. In: Pro-
ceedings of the 13th IEEE International Conference on Requirements
Engineering. 2005, pp. 75–84. doi: 10.1109/RE.2005.72.
[Kla10] R. Klamma. “Werkzeuge und Modelle für die übergreifende Unter-
suchung von Social Software”. In: i-com 9.3 (2010), pp. 12–20.
[KP08] R. Klamma and Z. Petrushyna. “The Troll Under the Bridge: Data
Management for HugeWeb Science Mediabases”. In: GI Jahrestagung
(2). 2008, pp. 923–928.
[KSC+06a] R. Klamma, M. Spaniol, Y. Cao, and M. Jarke. “Pattern-Based
Cross Media Social Network Analysis for Technology Enhanced
Learning in Europe”. In: Proceedings of First European Conference
on Technology Enhanced Learning. LNCS 4227. Berlin, Heidelberg:
Springer-Verlag, 2006.
199
Bibliography
[KSC+06b] R. Klamma, M. Spaniol, Y. Cao, and M. Jarke. “Pattern-Based
Cross Media Social Network Analysis for Technology Enhanced
Learning in Europe”. In: Proceedings of the 1st European Conference
on Technology Enhanced Learning, Crete, Greece, October 3-5. Ed. by
W. Nejdl and K. Tochtermann. Vol. 4227. LNCS. Berlin, Heidelberg:
Springer-Verlag, 2006, pp. 242–256.
[KSC06] R. Klamma, M. Spaniol, and Y. Cao. “MPEG-7 Compliant Commu-
nity Hosting”. In: Journal of Universal Knowledge Management 1.1
(Aug. 2006). Ed. by M. Lux, M. Jarke, and H. Kosch, pp. 36–44.
[KSL03] G. von Krogh, S. Spaeth, and K. R. Lakhani. “Community, joining,
and specialization in open source software innovation: a case study”.
In: Research Policy 32.7 (July 2003), pp. 1217–1241.
[Lam01] A. van Lamsweerde. “Goal-Oriented Requirements Engineering: A
Guided Tour”. In: Proceedings of the Fifth IEEE International Sym-
posium on Requirements Engineering. Washington, DC, USA: IEEE
Computer Society, 2001, pp. 249–262.
[Lat99] B. Latour. “On Recalling ANT”. In: Actor-Network Theory and
After. Ed. by J. Law and J. Hassard. Oxford, 1999, pp. 15–25.
[Lau04] A. M. S. Laurent. Understanding Open Source and Free Software
Licensing. O’Reilly Media, 2004. isbn: 0-5960-0581-4.
[LC03] G. K. Lee and R. E. Cole. “From a Firm-Based to a Community-
Based Model of Knowledge Creation: The Case of the Linux Kernel
Development”. In: Organization Science 14.6 (2003), pp. 633–649.
[LDH+09] S. Lohmann, S. Dietzold, P. Heim, and N. Heino. “A Web Plat-
form for Social Requirements Engineering”. In: Proceedings of Soft-
ware Engineering Conference. Ed. by J. Münch and P. Liggesmeyer.
Vol. 150. Gesellschaft für Informatik E.V., Bonn, 2009, pp. 309–316.
isbn: 978-3-88579-244-4.
[Lev65] V. I. Levenshtein. “Binary codes capable of correcting deletions,
insertions, and reversals”. In: Doklady Akademii Nauk SSSR 163.4
(1965), pp. 845–848.
[LF09] A. Lancichinetti and S. Fortunato. “Community Detection Algo-
rithms: A Comparative Analysis”. In: Physical Review E 80.5 (2009).
[LFW+07] H. Lin, W. Fan, L. Wallace, and Z. Zhang. “An Empirical Study of
Web-Based Knowledge Community Success”. In: Proceedings of the
40th Annual Hawaii International Conference on System Sciences
(HICSS’07). 2007, p. 178. doi: 10.1109/HICSS.2007.65.
[Lii13] K. Liiva. “A Web-Based Reporting Dashboard for Open-Source
Projects”. B.Sc. Thesis. RWTH Aachen University, 2013.
200
Bibliography
[Lin11] S. Lindegaard. Making Open Innovation Work. CreateSpace Indepen-
dent Publishing Platform, 2011. Chap. 8. Why Things Go Wrong.
[Liu11] B. Liu. Web Data Mining. 2nd ed. Berlin, Heidelberg: Springer-
Verlag, 2011.
[LK95] P. Loucopoulos and V. Karakostas. System Requirements Engineer-
ing. New York: McGraw-Hill, Inc., 1995.
[LLC08] F. van der Linden, B. Lundell, and G. J. Chastek. “Open Source
Software Product Lines”. In: Proceedings of 12th International Con-
ference on Software Product Lines (SPLC’08). IEEE Computer
Society, 2008, p. 387.
[LLL06] B. Lundell, B. Lings, and E. Lindqvist. “Perceptions and Uptake
of Open Source in Swedish Organisations”. In: Proceedings of IFIP
Working Group 2.13 Foundation on Open Source Software. Ed. by
E. Damiani, B. Fitzgerald, W. Scacchi, M. Scotto, and G. Succi.
Springer US, 2006, pp. 155–163. isbn: 0-387-34225-7. doi: 10.1007/
0-387-34226-5_15.
[LRW+97] M. M. Lehman, J. F. Ramil, P. D. Wernick, D. E. Perry, and W. M.
Turski. “Metrics and Laws of Software Evolution – The Nineties
View”. In: Proceedings of the Fourth International Software Metrics
Symposium. Nov. 1997, pp. 20–32. doi: 10.1109/METRIC.1997.
637156.
[LW06] B. C. Lovell and C. J. Walder. “Support Vector Machines for Busi-
ness Applications”. In: Business Applications and Computational
Intelligence. Ed. by K. Voges and N. Pope. Hershey: IGI Global,
2006, pp. 267–290.
[LW10] N. Li and D. D. Wu. “Using Text Mining and Sentiment Analysis
for Online Forums Hotspot Detection and Forecast”. In: Decision
Support Systems 48.2 (2010), pp. 354–368.
[LW91] J. Lave and E. Wenger. Situated Learning: Legitimate Peripheral
Participation. Cambridge University Press, 1991.
[Mai05] N. Maiden. “Scenarios, Stories, Use Cases: Through the Systems
Development Life-Cycle”. In: ed. by I. F. Alexander and N. Maiden.
John Wiley & Sons, Inc., 2005. Chap. Systematic Scenario Walk-
through with ART-SCENE, pp. 161–178. isbn: 0-470-86195-9.
[Man02] H. Mangalam. “The Bio* Toolkits–a Brief Overview.” In: Briefings
in Bioinformatics 3.3 (Sept. 2002), pp. 296–302.
[Man28] K. Mannheim. “Das Problem der Generationen”. In: Kölner Viertel-
jahrshefte für Soziologie 7 (1928), pp. 157–185.
[Mar84] J. Martin. An Information Systems Manifesto. New York, NY, USA:
Prentice Hall, Jan. 1984.
201
Bibliography
[MFH02] A. Mockus, R. T. Fielding, and J. D. Herbsleb. “Two case studies of
open source software development: Apache and Mozilla”. In: ACM
Transactions on Software Engineering and Methodology 11.3 (July
2002), pp. 309–346. issn: 1049-331X. doi: 10.1145/567793.567795.
[MG86] D. W. McMillan and D. M. C. George. “Sense of community: a
definition and theory”. In: Journal of Community Psychology 14.1
(1986), pp. 6–23.
[MGL09] P. Melville, W. Gryc, and R. D. Lawrence. “Sentiment Analysis of
Blogs by Combining Lexical Knowledge with Text Classification”.
In: Proceedings of the 15th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining. New York, NY, USA:
ACM, 2009, pp. 1275–1284. isbn: 978-1-60558-495-9. doi: 10.1145/
1557019.1557156.
[MK07] R. Michaelides and D. Kehoe. “Internet Communities and Open
Innovation: an Information System Design Methodology”. In: 6th
IEEE/ACIS International Conference on Computer and Information
Science. Melbourne, Australia: IEEE Computer Society, July 2007,
pp. 769–775.
[Mur10] I. Muraschko. “Cross-Community Communication Analysis and its
Implications for Requirements Engineering and Project Manage-
ment”. M.Sc. Thesis. RWTH Aachen University, 2010.
[MWW93] M. J. Muller, D. M. Wildman, and E. A. White. “Taxonomy of
Participatory Design Practices: A Participatory Poster”. In: Com-
munications of ACM 36.4 (June 1993), pp. 25–28. doi: 10.1145/
1125021.1125053.
[Nei76] U. Neisser. Cognition and Reality: Principles and Implications of
Cognitive Psychology. W.H.Freeman & Co Ltd., 1976.
[New03] M. E. J. Newman. “The structure and function of complex networks”.
In: SIAM Review 45.2 (2003), pp. 167–256.
[New04] M. E. J. Newman. “Fast algorithm for detecting community structure
in networks”. In: Physical Review E 69 (6 June 2004). doi: 10.1103/
PhysRevE.69.066133.
[NG04] M. E. J. Newman and M. Girvan. “Finding and evaluating commu-
nity structure in networks”. In: Physical Review E 69.2 (2004).
[NKF+14] M. Ninaus, S. Kober, E. Friedrich, I. Dunwell, S. de Freitas, S. Arnab,
M. Ott, M. Kravcik, T. Lim, S. Louchart, F. Bellotti, A. Hannemann,
A. G. Thin, R. Berta, G. Wood, and C. Neuper. “Evaluating neuro-
physiological methods for monitoring brain activity in serious games
and virtual environments: A review”. In: International Journal of
Technology Enhanced Learning (2014).
202
Bibliography
[Non94] I. Nonaka. “Dynamic Theory of Organizational Knowledge Creation”.
In: Organization Science 5.1 (Feb. 1994). issn: 1047-7039.
[NZC05] A. Ntoulas, P. Zerfos, and J. Cho. “Downloading textual hidden
web content through keyword queries”. In: Proceedings of the 5th
ACM/IEEE-CS Joint Conference on Digital Libraries. Denver, CO,
USA: ACM New York, NY, USA, 2005, pp. 100–109. isbn: 1-58113-
876-8.
[O’R05] T. O’Reilly.What Is Web 2.0 – Design Patterns and Business Models
for the Next Generation of Software. Sept. 2005.
[OF07] S. O’Mahony and F. Ferraro. “The Emergence of Governance in an
Open Source Community”. In: Academy of Management 50.5 (2007),
pp. 1079–1106. issn: 0001-4273.
[OO03] G. Olson and J. Olson. “Mitigating the effects of distance on col-
laborative intellectual work”. In: Economics of Innovation and New
Technology 12.1 (2003), pp. 27–42. doi: 10.1080/10438590303117.
[Opp94] R. Oppermann. “Adaptively Supported Adaptability”. In: Interna-
tional Journal Human–Computer Studies 40.3 (1994), pp. 455–472.
issn: 1071-5819. doi: 10.1006/ijhc.1994.1021.
[Pai06] E. A. Paiva. “The Test Community of Practice Experience in Brazil”.
In: Proceedings of 1st IEEE International Conference on Global
Software Engineering. IEEE Computer Society, Oct. 2006, pp. 247–
248. doi: 10.1109/ICGSE.2006.261243.
[PAN08] M. Palamalai, R. Ahmad, and M. H. Nizam. “Story Based Mobile
Application for Requirements Engineering Process”. In: Proceedings
of the International Conference on Advanced Computer Theory and
Engineering (ICACTE’08). Washington, DC, USA: IEEE Computer
Society, 2008, pp. 303–307. isbn: 0-7695-3489-9. doi: 10.1109/
ICACTE.2008.136.
[PDF+05] G. Palla, I. Derényi, I. Farkas, and T. Vicsek. “Uncovering the
overlapping community structure of complex networks in nature and
society”. In: Nature 435.9 (June 2005), pp. 814–818.
[PDK12] M. C. Pham, M. Derntl, and R. Klamma. “Development Patterns
of Scientific Communities in Technology Enhanced Learning.” In:
Educational Technology & Society 15.3 (2012), pp. 323–335.
[PGS+10] H. Papadaki, E. Gadolou, E. Stefanakis, G. Kritikos, Y. Cao, A.
Hannemann, D. Kovachev, and R. Klamma. “The Role of CMS in
the Education of GIS using Storytelling”. In: Proceedings of the 7th
European GIS Education Seminar (EUGISES’10). Serres, Greece,
Sept. 2010.
203
Bibliography
[PK04] A. Puschnig and R. T. Kolagari. “Requirements engineering in the
development of innovative automotive embedded software systems”.
In: Proceedings of the 12th IEEE International Requirements Engi-
neering Conference. Sept. 2004, pp. 328–333.
[PLV02] B. Pang, L. Lee, and S. Vaithyanathan. “Thumbs up?: Sentiment
Classification using Machine Learning Techniques”. In: Proceedings of
the ACL-02 Conference on Empirical Methods in Natural Language
Processing. Vol. 10. Stroudsburg, PA, USA: Association for Computa-
tional Linguistics, 2002, pp. 79–86. doi: 10.3115/1118693.1118704.
[Poh97] K. Pohl. Process-Centered Requirements Engineering. New York,
NY, USA: John Wiley & Sons, Inc., 1997. isbn: 0-471-96184-1.
[Pri99] W. Prinz. “NESSIE: An Awareness Environment for Cooperative
Settings”. In: Proceedings of the 6th Conference on European Con-
ference on Computer Supported Cooperative Work (ECSCW’99).
Copenhagen, Denmark: Kluwer Academic Publishers, 1999, pp. 391–
410. isbn: 0-7923-5948-X.
[PS12] E. Petrinja and G. Succi. “Two Evolution Indicators for FOSS
Projects”. In: Open Source Systems: Long-Term Sustainability. Ed.
by I. Hammouda, B. Lundell, T. Mikkonen, and W. Scacchi. Vol. 378.
IFIP Advances in Information and Communication Technology.
Berlin, Heidelberg: Springer-Verlag, 2012, pp. 216–232. isbn: 978-3-
642-33441-2. doi: 10.1007/978-3-642-33442-9_14.
[PSZ+08] C. Prause, M. Scholten, A. Zimmermann, R. Reiners, and M. Eisen-
hauer. “Managing the Iterative Requirements Process in a Multi-
national Project Using an Issue Tracker”. In: Proceedings of the
3rd IEEE International Conference on Global Software Engineering
(ICGSE’08). Bangalore, India, 2008, pp. 151–159. doi: 10.1109/
ICGSE.2008.14.
[PYB+12] A. Prlic, A. Yates, S. E. Bliven, P. W. Rose, J. Jacobsen, P. V.
Troshin, M. Chapman, J. Gao, C. H. Koh, S. Foisy, R. Holland,
G. Rimsa, M. L. Heuer, H. Brandstatter-Muller, P. E. Bourne, and
S. Willis. “BioJava: an Open-source Framework for Bioinformatics”.
In: Bioinformatics 28.20 (2012), pp. 2693–2695.
[Ray99] E. S. Raymond. The Cathedral and the Bazaar. O’Reilly Media,
1999. isbn: 1-565-92724-9.
[RB08] M. Rosvall and C. T. Bergstrom. “Maps of random walks on com-
plex networks reveal community structure”. In: Proceedings of the
National Academy of Sciences of the United States of America 105.4
(Jan. 2008), pp. 1118–1123. issn: 1091-6490.
204
Bibliography
[RBK+13] D. Renzel, M. Behrendt, R. Klamma, and M. Jarke. “Requirements
Bazaar: Social Requirements Engineering for Community-Driven
Innovation”. In: Proceedings of the 21st IEEE International Require-
ments Engineering Conference (RE’13). IEEE Computer Society,
2013, pp. 326–327. isbn: 1-4673-5764-2. doi: 10.1109/RE.2013.
6636738.
[RGB06] G. Robles and J. M. Gonzalez-Barahona. “Contributor Turnover
in Libre Software Projects”. In: Open Source Systems: ed. by E.
Damiani, B. Fitzgerald, W. Scacchi, M. Scotto, and G. Succi. Vol. 203.
IFIP Advances in Information and Communication Technology.
Berlin, Heidelberg: Springer-Verlag, 2006, pp. 273–286.
[RGBM05] G. Robles, J. M. Gonzalez-Barahona, and M. Michlmayr. “Evolution
of Volunteer Participation in Libre Software Projects: Evidence from
Debian”. In: Open Source Systems. Ed. by M. Scotto and G. Succi.
July 2005, pp. 100–107.
[RH07] P. C. Rigby and A. E. Hassan. “What can OSS mailing lists tell us?
A preliminary psychometric text analysis of the Apache developer
mailing list”. In: Proceedings of the 4th International Workshop on
Mining of Software Repositories (MSR’07). 2007.
[Rij79] C. J. V. Rijsbergen. Information Retrieval. 2nd. Newton, MA, USA:
Butterworth-Heinemann, 1979. isbn: 0408709294.
[RKJ+07] M. Rohde, R. Klamma, M. Jarke, and V. Wulf. “The Reality is our
Laboratory: Communities of Practice in Applied Computer Science”.
In: International Journal on Behaviour and Information Technology
26.1 (2007), pp. 81–94.
[RKS08] D. Renzel, R. Klamma, and M. Spaniol. “MobSOS - a Testbed for
Mobile Multimedia Community Services”. In: Proceedings of the 2008
Ninth International Workshop on Image Analysis for Multimedia
Interactive Services. IEEE Computer Society, 2008, pp. 139–142.
[RN09] P. Ronhovde and Z. Nussinov. “Multiresolution community detection
for megascale networks by information-based replica correlations”.
In: Physical Review E 80.1 (July 2009).
[RSA98] C. Rolland, C. Souveyet, and C. B. Achour. “Guiding goal modeling
using scenarios”. In: IEEE Transactions on Software Engineering
24.12 (1998), pp. 1055–1071. doi: 10.1109/32.738339.
[SA08] C. Solís and N. Ali. “ShyWiki-A Spatial Hypertext Wiki”. In: Pro-
ceedings of the 4th International Symposium on Wikis. Ed. by A.
Aguiar and M. Bernstein. New York, NY, USA: ACM, 2008, 10:1–
10:5. doi: 10.1145/1822258.1822272.
205
Bibliography
[SA10] C. Solis and N. Ali. “Distributed Requirements Elicitation Using
a Spatial Hypertext Wiki”. In: Proceedings of the 5th IEEE In-
ternational Conference on Global Software Engineering. Washing-
ton, DC, USA: IEEE Computer Society, 2010, pp. 237–246. doi:
10.1109/ICGSE.2010.35.
[San05] S. Sangwan. “Virtual community success: a uses and gratifications
perspective”. In: Proceedings of the 38th Hawaii International Con-
ference on System Sciences. Society Press, 2005.
[Sar74] S. B. Sarason. Psychological Sense of Community: Prospects for a
community psychology. Social and Behavioral Science Series. Jossey-
Bass Inc Pub, 1974.
[SB09] K.-J. Stol and M. A. Babar. “Reporting Empirical Research in Open
Source Software: The State of Practice.” In: Open Source Ecosystems:
Diverse Communities Interacting. Ed. by C. Boldyreff, K. Crowston,
B. Lundell, and A. I. Wasserman. IFIP Advances in Information and
Communication Technology. Berlin, Heidelberg: Springer-Verlag,
2009, pp. 156–169.
[SBA+10] E. Shihab, N. Bettenburg, B. Adams, and A. E. Hassan. “On the Cen-
tral Role of Mailing Lists in Open Source Projects: an Exploratory
Study”. In: Proceedings of the 2009 International Conference on New
Frontiers in Artificial Intelligence. Tokyo, Japan: Springer-Verlag,
2010, pp. 91–103. isbn: 3-642-14887-5, 978-3-642-14887-3.
[SBB+02] J. E. Stajich, D. Block, K. Boulez, S. E. Brenner, S. A. Chervitz, C.
Dagdigian, G. Fuellen, J. G. Gilbert, I. Korf, H. Lapp, H. Lehvaslaiho,
C. Matsalla, C. J. Mungall, B. I. Osborne, M. R. Pocock, P. Schattner,
M. Senger, L. D. Stein, E. Stupka, M. D. Wilkinson, and E. Birney.
“The Bioperl Toolkit: Perl Modules for the Life Sciences”. In: Genome
Research 12.10 (2002), pp. 1611–1618.
[SC94] M. Sohlenkamp and G. Chwelos. “Integrating communication, co-
operation and awareness: the DIVA virtual office environment”.
In: Proceedings of the ACM Conference on Computer Supported
Cooperative Work (CSCW’94). 1994, pp. 331–343.
[Sca07] W. Scacchi. “Free/Open Source Software Development: Recent Re-
search Results and Emerging Opportunities”. In: Proceedings of the
6th joint meeting of the European Software Engineering Conference
and the ACM SIGSOFT International Symposium on Foundations
of Software Engineering. New York, NY, USA: ACM, 2007, pp. 459–
468. isbn: 978-1-59593-812-1. doi: 10.1145/1295014.1295019.
206
Bibliography
[Sca09] W. Scacchi. “Understanding Requirements for Open Source Soft-
ware”. In: Design Requirements Engineering: A Ten-Year Perspective.
Ed. by K. Lyytinen, P. Loucopoulos, J. Mylopoulos, and B. Robinson.
Berlin, Heidelberg: Springer-Verlag, 2009, pp. 467–494.
[Sca10] W. Scacchi. “The Future Research in Free/Open Source Software
Development”. In: Proceedings of ACM Workshop on the Future of
Software Engineering Research (FoSER). Santa Fe, NM, Nov. 2010,
pp. 315–319.
[SCFR06] N. Smith, A. Capiluppi, and J. Fernández-Ramil. “Users and Devel-
opers: An Agent-Based Simulation of Open Source Software Evo-
lution”. In: Software Process Change. Ed. by Q. Wang, D. Pfahl,
D. Raffo, and P. Wernick. Vol. 3966. Lecture Notes in Computer
Science. Berlin, Heidelberg: Springer-Verlag, 2006, pp. 286–293. isbn:
978-3-540-34199-4. doi: 10.1007/11754305_31.
[Sch07] S. E. Schaeffer. “Survey: Graph Clustering”. In: Computer Science
Review 1.1 (Aug. 2007), pp. 27–64. doi: 10.1016/j.cosrev.2007.
05.001.
[Sch11] H. Schwinn. Requirements Engineering: Modellierung von Anwen-
dungssystemen. Oldenbourg Wissenschaftsverlag, Oct. 2011. isbn:
3-4865-8893-1.
[Seg07] J. Segal. “Some Problems of Professional End User Developers”.
In: Proceedings of the IEEE Symposium on Visual Languages and
Human-Centric Computing (VLHCC’07). IEEE Computer Society,
Sept. 2007, pp. 111–118. isbn: 978-0-7695-2987-5. doi: 10.1109/
VLHCC.2007.17.
[Sey04] N. Seyff. “Collaborative Tools for Mobile Requirements Acquisition”.
In: Proceedings of the 19th IEEE International Conference on Au-
tomated Software Engineering (ASE’04). Washington, DC, USA:
IEEE Computer Society, 2004, pp. 426–429. isbn: 0-7695-2131-2.
doi: 10.1109/ASE.2004.23.
[SGG+07] N. Seyff, F. Graf, P. Grunbacher, and N. Maiden. “The Mobile
Scenario Presenter: A Tool for in situ Requirements Discovery with
Scenarios”. In: Proceedings of the 15th IEEE International Require-
ments Engineering Conference (RE’07). IEEE Computer Society,
2007, pp. 365–366. isbn: 0-7695-2935-6. doi: 10.1109/RE.2007.27.
[SGK+09] D. Spinellis, G. Gousios, V. Karakoidas, P. Louridas, P. J. Adams, I.
Samoladas, and I. Stamelos. “Evaluating the Quality of Open Source
Software”. In: Electronic Notes in Theoretical Computer Science 233
(2009), pp. 5–28. issn: 1571-0661. doi: 10.1016/j.entcs.2009.02.
058.
207
Bibliography
[SGM10] N. Seyff, F. Graf, and N. Maiden. “Using Mobile RE Tools to Give
End-Users Their Own Voice”. In: Proceedings of the 18th IEEE
International Requirements Engineering Conference. 2010, pp. 37–
46. doi: 10.1109/RE.2010.15.
[Sha05] N. Sharda. “Movement Oriented Design: A New Paradigm for Mul-
timedia Design”. In: International Journal of Lateral Computing 1.1
(May 2005), pp. 7–14. issn: 0973-208X.
[SIK+13] E. Shihab, A. Ihara, Y. Kamei, W. M. Ibrahim, M. Ohira, B. Adams,
A. E. Hassan, and K. ichi Matsumoto. “Studying re-opened bugs
in open source software”. In: Empirical Software Engineering 18.4
(Oct. 2013), pp. 1005–1042.
[Sim] F. Simo. Generating breakthrough products: the Lead User Method-
ology. url: http://techiteasy.org/2007/10/14/connecting-
technology-to-market-the-lead-user-methodology/.
[SKJ+06] M. Spaniol, R. Klamma, H. Janßen, and D. Renzel. “LAS: A
Lightweight Application Server for MPEG-7 Services in Commu-
nity Engines”. In: Proceedings of 6th International Conference on
Knowledge Management (I-KNOW’06). Ed. by K. Tochtermann and
H. Maurer. Berlin, Heidelberg: Springer-Verlag, Sept. 2006, pp. 592–
599.
[SKT05] K. Somboonviwat, M. Kitsuregawa, and T. Tamura. “Simulation
Study of Language Specific Web Crawling”. In: Proceedings of the
21st International Conference on Data Engineering. Washington,
DC, USA: IEEE Computer Society, 2005, p. 1254. isbn: 0-7695-
2657-8. doi: 10.1109/ICDE.2005.282.
[SRA+12] B. Sateli, S. S. Rajivelu, E. Angius, and R. Witte. “ReqWiki: A
Semantic System for Collaborative Software Requirements Engineer-
ing”. In: Proceedings of the 8th Annual International Symposium on
Wikis and Open Collaboration. Linz, Austria: ACM, 2012, 27:1–27:4.
isbn: 978-1-4503-1605-7. doi: 10.1145/2462932.2462966.
[SSA06] S. Sowe, I. Stamelos, and L. Angelis. “Identifying knowledge brokers
that yield software engineering knowledge in OSS projects”. In:
Information and Software Technology 48.11 (Nov. 2006), pp. 1025–
1033. doi: 10.1016/j.infsof.2005.12.019.
[SSS07a] M. Scotto, A. Sillitti, and G. Succi. “An empirical analysis of the
Open Source development process based on mining of source code
repositories”. In: International Journal of Software Engineering and
Knowledge Engineering (IJSEKE) 17.2 (2007), pp. 231–247.
[SSS07b] S. Sowe, I. G. Stamelos, and I. Samoladas. Emerging Free and Open
Source Software Practices. IGI Publishing, 2007. doi: 10.4018/978-
1-59904-210-7.ch012.
208
Bibliography
[Sut03] A. Sutcliffe. “Scenario-Based Requirements Engineering”. In: Pro-
ceedings of the 11th IEEE International Conference on Requirements
Engineering. Washington, DC, USA: IEEE Computer Society, 2003,
pp. 320–329. isbn: 0-7695-1980-6.
[Sut05] A. Sutcliffe. “Evaluating the costs and benefits of end-user develop-
ment”. In: SIGSOFT Software Engineering Notes 30.4 (May 2005),
pp. 1–4. issn: 0163-5948. doi: 10.1145/1082983.1083241.
[SW13] B. Sateli and R. Witte. “Smarter Wikis through Integrated Natural
Language Processing Assistants”. In: Semantic MediaWiki Confer-
ence (SMWCon’13). New York, NY, USA, 2013.
[TLL+13] L. Tan, C. Liu, Z. Li, X. Wang, Y. Zhou, and C. Zhai. “Bug Character-
istics in Open Source Software”. In: Empirical Software Engineering
(June 2013), pp. 1–41.
[TV88] P. Tait and I. Vessey. “The Effect of User Involvement on System
Success: A Contingency Approach”. In: MIS Quarterly 12.1 (Mar.
1988), pp. 91–108. doi: 10.2307/248809.
[VDH+10] T. Vaegs, D. Dugosija, S. Hackenbracht, and A. Hannemann. “Learn-
ing by Gaming: Facts and Myths”. In: International Journal of
Technology Enhanced Learning 2.1/2 (2010). (Extended version of
conference paper “Online Gaming as Tool for Career Development”),
pp. 21–40.
[VR11] R. Vlas and W. N. Robinson. “A Rule-Based Natural Language
Technique for Requirements Discovery and Classification in Open-
Source Software Development Projects”. In: Proceedings of the 44th
Hawaii International Conference on System Sciences. Koloa, Hawaii,
USA, 2011.
[Wan09] Y. Wang. “The CONTici Dashboard for Community-Aware Require-
ments Engineering”. Diploma Thesis. RWTH Aachen University,
2009.
[Wen98] E. Wenger. Community of Practice: Learning, Meaning, and Identity.
Cambridge: Cambridge University Press, 1998.
[WF94] S. Wasserman and K. Faust. Social Network Analysis: Methods and
Applications (Structural Analysis in the Social Sciences). Cambridge
University Press, Nov. 1994. isbn: 0-5213-8707-8.
[WG06] J. West and S. Gallagher. “Open Innovation: Researching a New
Paradigm”. In: ed. by H. Chesbrough, W. Vanhaverbeke, and J. West.
Oxford University Press, 2006. Chap. Patterns of Open Innovation
in Open Source Software.
[WGF+07] H. T. Welser, E. Gleave, D. Fisher, and M. Smith. “Visualizing the
Signatures of Social Roles in Online Discussion Groups”. In: Journal
of Social Structure 8.2 (2007).
209
Bibliography
[WHC08] A. Wiggins, J. Howison, and K. Crowston. “Social Dynamics of
FLOSS Team Communication Across Channels”. In: Open Source
Development: Communities and Quality. Ed. by B. Russo, E. Dami-
ani, S. Hissam, B. Lundell, and G. Succi. Vol. 275. IFIP Advances
in Information and Communication Technology. Springer Boston,
2008, pp. 131–142. isbn: 978-0-387-09683-4.
[WHC09] A. Wiggins, J. Howison, and K. Crowston. “Heartbeat: Measuring
Active User Base and Potential User Interest in FLOSS Projects.”
In: Proceedings of IFIP Working Group 2.13 Foundation on Open
Source Software. Vol. 299. IFIP Advances in Information and Com-
munication Technology. Skövde, Sweden: Springer Boston, 2009,
pp. 94–104.
[Win01] T. Winograd. “Architectures for context”. In: Human-computer
Interaction 16.2 (Dec. 2001), pp. 401–419.
[WJ04] V. Wulf and M. Jarke. “The Economics of End-user Development:
tools that empower users to create their own software solutions”.
In: Communications of ACM 47.9 (Sept. 2004), pp. 41–42. doi:
10.1145/1015864.1015886.
[WPZ+07] C. Weiss, R. Premraj, T. Zimmermann, and A. Zeller. “How Long
Will It Take to Fix This Bug?” In: Proceedings of the 4th Interna-
tional Workshop on Mining Software Repositories (MSR’07). Wash-
ington, DC, USA: IEEE Computer Society, 2007. isbn: 0-7695-2950-
X. doi: 10.1109/MSR.2007.13.
[WSD+09] T. Wolf, A. Schröter, D. Damian, L. D. Panjer, and T. H. D. Nguyen.
“Mining Task-Based Social Networks to Explore Collaboration in
Software Teams”. In: IEEE Software 26.1 (2009), pp. 58–66. issn:
0740-7459.
[XCM06] J. Xu, S. Christley, and G. Madey. “Application of Social Network
Analysis to the Study of Open Source Software”. In: The Economics
of Open Source Software Development. Ed. by J. Bitzer and P. J.
Schröder. Elsevier Press, 2006.
[YM94] E. Yu and J. Mylopoulos. “Towards Modelling Strategic Actor Rela-
tionships for Information Systems Development – With Examples
from Business Process Reengineering”. In: Proceedings of the 4th
Workshop on Information Technologies and Systems. Vancouver,
B.C., Canada, Dec. 1994, pp. 21–28.
[YNY+04] Y. Ye, K. Nakakoji, Y. Yamamoto, and K. Kishida. “The Co-
Evolution of Systems and Communities in Free and Open Source
Software Development”. In: Free/Open Source Software Development.
Ed. by S. Koch. Idea Group Publishing, 2004, pp. 59–82.
210
Bibliography
[YOF+10] A. Yström, S. Ollila, T. Fredberg, and M. Elmquist. “Communities
of Practice for Open Innovation: Enabling Organizational Creativ-
ity?” In: Proceedings of the International Conference on Intellectual
Capital & Knowledge Management. 2010, pp. 524–530.
[Zav97] P. Zave. “Classification of Research Efforts in Requirements Engi-
neering”. In: ACM Comput. Surv 29.4 (1997), pp. 315–321. issn:
0360-0300. doi: 10.1145/267580.267581.
[ZCG07] O. R. Zaiane, J. Chen, and R. Goebel. “DBconnect: Mining Research
Community on DBLP Data”. In: Proceedings of the 9th WebKDD and
1st SNA-KDD 2007 Workshop on Web Mining and Social Network
Analysis. San Jose, California: ACM, 2007, pp. 74–81. doi: 10.1145/
1348549.1348558.
[ZGD+10] L. Zhang, R. Ghosh, M. Dekhil, M. Hsu, and B. Liu. Combining
Lexicon-based and Learning-based Methods for Twitter Sentiment
Analysis. Tech. rep. 89. HP Laboratories, June 2010.
[ZH04] T. Zink and F. Houdek. “Scenarios, Stories, Use Cases”. In: ed. by
I. Alexander and N. Maiden. John Wiley, 2004. Chap. Story Use
and Reuse in Automotive Systems.
[Zha04] H. Zhang. “The Optimality of Naive Bayes”. In: Proceedings of the
17th International Florida Artificial Intelligence Research Society
Conference (FLAIRS’04). Ed. by V. Barr and Z. Markov. AAAI
Press, 2004, pp. 562–567. isbn: 1-57735-201-7.
[ZJ96] P. Zave and M. Jackson. “Four Dark Corners of Requirements
Engineering”. In: ACM Transactions on Software Engineering and
Methodology 6.1 (Jan. 1996), pp. 1–30. issn: 1049-331X. doi: 10.
1145/237432.237434.
211
