The desire to follow student learning within intelligent tutoring systems in near real time has led to the development of several models anticipating the correctness of the next item as students work through an assignment. Such models have included Bayesian Knowledge Tracing (BKT), Performance Factors Analysis (PFA), and more recently with developments in deep learning, Deep Knowledge Tracing (DKT). This DKT model, based on the use of a recurrent neural network, exhibited promising results. Thus far, however, the model has only considered the knowledge components of the problems and correctness as input, neglecting the breadth of other features collected by computer-based learning platforms. This work seeks to improve upon the DKT model by incorporating more features at the problem-level. With this higher dimensional input, an adaption to the original DKT model structure is also proposed, incorporating an auto-encoder network layer to convert the input into a low dimensional feature vector to reduce both the resource requirement and time needed to train. Experiment results show that our adapted DKT model, observing more combinations of features, can effectively improve accuracy.
INTRODUCTION
Models that attempt to follow the progression of student learning often represent student knowledge as a latent variable. As Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. students work on new problems, these models update their estimates of student knowledge based on the correctness of responses. The problem emerges to be time series prediction, as student performance on previous items is indicative of future performance. Models then use the series of questions a student has attempted previously and the correctness of each question to predict the student's performance on a new problem.
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Two well-known models, Bayesian Knowledge tracing (BKT) [2] and performance factor analysis (PFA) [5] have been widely explored due to their ability to capture this progression of knowledge with reliable accuracy. Both of these models, exhibiting success in terms of predictive accuracy, use differing algorithms to estimate student knowledge. BKT uses a Bayesian network to learn four parameters per knowledge component, or skill, while the PFA model uses a logistic regression over aggregated performance to determine performance for each skill.
Deep learning is an emerging approach which has proved to yield promising results in a range of areas including pattern recognition, natural language processing and image classification. The deep aspect of deep learning refers to the multiple levels of transformation that occur between input nodes and output nodes; these levels are usually referred to as layers, with each layer consisting of numerous nodes. The hidden nodes are used to extract high level features from previous layers and pass that information on to the next layer. However, the features extracted by deep learning are largely uninterpretable due to the complexity. This complexity makes it infeasible to explain the meaning behind every parameter learned by the model, unlike BKT and PFA which attempt to incorporate interpretability with its estimates.
Many deep learning algorithms like Recurrent Neural Network (RNN) and Convolutional Neural Networks (CNN) have been proposed in recent years to benefit machine learning systems with complex, yet more accurate representative models. Such an attempt in the field of learning analytics is that of Deep Knowledge Tracing (DKT) [6] . Building from the promising results of that model, this work seeks to make better use of the complex nature of deep learning models to incorporate more features to improve predictive accuracy. We also explore how other deep learning structures can help reduce these high dimensional inputs into smaller representative feature vectors.
DEEP LEARNING IN EDUCATION
Deep knowledge tracing (DKT), introduced in paper [6] , applies a RNN for this educational data mining task of following the progression of student knowledge. Similar to BKT, this adaptation observes knowledge at both the skill level, observing which knowledge component is involved in the task, and the problem level, observing correctness of each problem. The input layer of the DKT model is described as an exerciseperformance pair of a student. In other words, the skill and correctness of each item is used to predict the correctness of the next item, given that problem's skill.
The DKT algorithm uses a RNN to represent latent knowledge state, along with its temporal dynamics. As a student progresses through an assignment, it attempts to utilize information from previous timesteps, or problems, to make better inferences regarding future performance. Specifically, the DKT model implements a popular variant of RNN, Long Short-Term Memory (LSTM), that employs cell states and three gates to determine how much information to remember from previous timesteps and also how to combine that memory with information from the current timestep.
Due to the recency of the DKT model, it is not as deeply researched as other established methods. We believe that DKT is a promising approach due to its comparable performance, and with the emergence of new neural network optimization algorithms, the structure has space for improvement. Thus far, only question (or skill) and correctness are considered as input to the model, but the neural network can easily consider more features. In this paper, we explore the inclusion of more features to improve the predictive accuracy of the model. In addition to these added features, we explore the usage of an Undercomplete Auto Encoder that incorporates a small central layer to convert high dimensional data to low dimensional representative encodings in order to increase the feasibility of implementing feature vectors of larger dimensionalities.
IMPROVING DKT WITH MORE FEATURES
Intelligent tutoring systems (ITS) often collect numerous features as students work, including information pertaining to problems, instructional aid, and time spent on individual tasks. Models and algorithms that make use of these additional information have been proposed. For example,students response time, hint request and number of attempts are added to make better student model [3] . In this paper, we do something similar using these extra features. In our experiment, students responce time, attempt number, and first action are selected for consideration as these are recorded by almost all such learning platforms. All input information is converted into a sequence of fixed-length input vectors in the RNN model, representing problem-level covariates while working through a possible multitude of assignments.
Feature process
Feature engineering plays a vital role in representing features effectively. The goal of this process, as it pertains to this work and coincides with how input is represented in the DKT model, is to convert the features to categorical data to simplify the input without losing much information. This process is described briefly for each considered feature as follows:
• Exercise tag exhibits differing representations described by either a numeric skill id or the name of the knowledge component in different dataset. Regardless of representation in the data, this is strictly categorical and is handled as such.
• Correctness is represented as a binary value where 1 indicates correctness and 0 represents an incorrect response.
• First Response Time is z-scored within skill and discretized based on its relationship with correctness as shown in Figure 1 . • Attempt count is the number of attempts needed to correctly answer each item and are discretized as [0, 1, other] in ASSISTments and [== 1, 1 < and <= 5, > 5, other] in Open Learning Initiative as described further in a later section.
• First action is strictly categorical, representing if a student makes an attempt or requests help within the system as a first action.
After converting to categorical data, features are represented as a sparse vector by a one-hot encoding. These form cross features, where, for example, correctness is expressed as two values (correct and incorrect) for each skill. The combination of some features into cross features can improve model accuracy. The cross features of exercise and correctness, as well as time and correctness are selected in our model. All the ecodeed features are concatenated to construct the input vector in Figure 2 .
Using cross features leads to a rapid increase of the dimensionality of the input vector. RNNs are considerably more computationally expensive due to the comparatively larger number of parameters. For example, training a LSTM DKT model with 50 skills and 200 hidden nodes, which needs to learn 250,850 parameters, takes 3.5 minutes per epoch, equating to more than 14 hours when using a 5 fold cross validation run over 50 epochs. To this extent, the network structure of DKT may benefit from reduced dimensionality, particularly if this can be achieved without sacrificing performance. Auto Encoder [4] is one such approach to this problem. It is a multilayer neural network with a small central layer that can convert high dimensional data to low dimensional representative encodings that can be used to reconstruct the high dimensional input vectors; in this way dimensionality is reduced without the loss of too much important information.3 Once trained, the output layer can be removed, and the hidden layer can connect to another network layer. Auto Encoder may be stacked in this way but each layer must be trained one at a time. Like other neural network, the gradient descent method is used to train the weight values of the parameters. In our experiment, the dimension is reduced to a half of the input size. 
Model
1 The input vector is constructed by concatenating one-hot encodings for separate features as illustrated in Figure 2 , where v t represents the resulting input vector of each student exercise. e t refers to the exercise tag, while c t refers to correctness, and t t represents time.
C(e t , c t ) = e t + (max(e) + 1)
C() is the cross feature, O() is the one-hot encoder format, and the operator is used to denote concatenation. In Equation 1, 1 is added to represent the unincluded exercise. The gray arrows mean that weights between the two layers are held constant, meaning the encoder weights are trained separately in advance. h t represents the LSTM hidden nodes while y t represents output layers nodes. The performance of every exercise is predicted but just one is supervised because only one label exists at each time step. We use a loss function of binary cross entropy. Only one LSTM layer with 200 hidden nodes is used and a dropout probability of 0.4 is applied during training.
DATASETS
ASSISTments and Open Learning Initiative (OLI) are computer-based learning platforms which embed practice and assessment throughout the learning process. Table 1 show running hyperparamters and information on the two data sets. ASSISTments 2009-2010 2 dataset was gathered from mastery-based, skill builder problem sets. Three issues discovered [7] had unintentionally inflated the performance of DKT in initial reported results, so the updated version is utilized here. Since it is a time-series algorithm, students whose records contain less than 2 time steps are not considered.
RESULTS
We use a 5-fold student level cross validation and the result is evaluated by AUC and square of Pearson correlation (R 2 ). Many possible feature combinations exist, but only a select few are explored here.
On both datasets in Table 2 , models with incorporated features outperform the original DKT model. In the ASSISTments 2009 dataset, AUC value is improved to 85.8 from 83.1 and R 2 value increases to 0.391 from 0.342 after adding the cross feature of skill and correctness. In the Statics 2011 dataset, the AUC value increases to 73.1 from 70.6 and R 2 value is from 0.105 to 0.135 if only add cross feature of skill and correctness. Actually, if only incorporating cross feature of skill and correctness, the dimension of input layer dimension just increases 8, 4(time) * 2(correctness) so that it almost has smiliar running efficiency as original DKT model. However, it exhibits only a marginal increase to this upon adding time, first action, and attempt count into the input vectors.
The adoption of Auto Encoder when compared to models using the same features also shows increased performance, supporting its usage for reducing dimensionality. In the ASSISTments 2009 dataset, AUC value is improved to to 86.7 from 85.8 and R 2 value increases from 0.391 to 0.410. While in OLI Statics dataset, AUC value is from 73.1 to 73.5 while R 2 value is from 0.135 to 0.142. In our analyses, the model incorporating all features in the last record in Table 2 was not even feasible without the use of this auto encoder, deeming it necessary to use when given large dimensional inputs.
DISCUSSION
Extending this model encompasses several potential directions to pursue. One such direction can explore even more student features like class-level features and school-level features, engineered in different manners, such as tokening the words of knowledge components for different exercise representations. Similarly, a wide and deep approach can be explored in how the features are represented within model training. The numerical data like time and hint usage can also be revisited
