Predictive microbiology is an emerging research domain in which biological and mathematical knowledge is combined to develop models for the prediction of microbial proliferation in foods. To provide accurate predictions, models must incorporate essential factors controlling microbial growth. Current models often take into account environmental conditions such as temperature, pH and water activity. One factor which has not been included in many models is the in#uence of a background micro#ora, which brings along microbial interactions. The present research explores the potential of autonomous continuous-time/two-species models to describe mixed population growth in foods. A set of four basic requirements, which a model should satisfy to be of use for this particular application, is speci"ed. Further, a number of models originating from research "elds outside predictive microbiology, but all dealing with interacting species, are evaluated with respect to the formulated model requirements by means of both graphical and analytical techniques. The analysis reveals that of the investigated models, the classical Lotka}Volterra model for two species in competition and several extensions of this model ful"ll three of the four requirements. However, none of the models is in agreement with all requirements. Moreover, from the analytical approach, it is clear that the development of a model satisfying all requirements, within a framework of two autonomous di!erential equations, is not straightforward. Therefore, a novel prototype model structure, extending the Lotka}Volterra model with two di!erential equations describing two additional state variables, is proposed to describe mixed microbial populations in foods.
Introduction
As food safety is of major concern in modern society, the scienti"c discipline of predictive microbiology gains more and more interest worldwide. An important research topic in this "eld is the development of mathematical models able to predict the growth of pathogenic microorganisms in foods. Such models present a valuable tool in risk assessment and HACCP studies (Hazard Analysis Critical Control Points) , when combined with a dose}response relationship, i.e. the probability of infection as a function of the pathogen level in a food product (Buchanan & Whiting, 1996) . During the last decade, a whole variety of predictive models has been proposed, taking into account growth-in#uenc-ing factors such as temperature, pH and water activity (see e.g. Zwietering et al., 1990; McMeekin et al., 1993; Whiting et al., 1997) .
A factor which has not been included in most of the available models is the presence of a*usually heterogeneous*background micro#ora and associated microbial interactions. Classical predictive models focus on the growth of a single species, thus incorporating intraspecies but not interspecies interactions. Although these models are su$cient for products with a low microbial load (e.g. as a consequence of a sterilization or pasteurization process), the e!ect of interspecies interactions on pathogenic growth cannot be neglected in those foods in which a considerable number of microorganisms is inherently present. Examples are fermented food products, where starter cultures are used to achieve some favorable physico-chemical changes in the ingredients. Also, in the case of novel biological preservation techniques, protective cultures are added to foods in order to inhibit the growth of pathogens (i.e. biocontrol).
The lack of suitable predictive models for mixed microbial growth in spite of the need for such models for a number of industrial applications, is primarily due to the complex nature of interspecies interactions. While single-species growth can mostly be characterized in terms of a lag phase, an exponential growth phase and a stationary phase, no such general outline exists for multiple-species growth. Di!erent types of interactions occur, as is illustrated in a classi"cation scheme proposed by Mossel et al. (1995) . In this scheme, distinction is made between synergetic (positive) and antagonistic (negative) interactions, and for each type di!erent mechanisms are postulated, such as the production of certain microbial metabolites and microbially e!ected changes in pH and water activity. With respect to food safety and predictive microbiology, especially the antagonistic interactions are of importance.
This paper describes a three-fold contribution to the "eld of predictive modeling of mixed microbial growth. At "rst, a set of model requirements is speci"ed, which a model has to ful"ll to be of use for this particular application. These requirements are listed in Section 2. Secondly, a number of existing multiple-species models, originating from research "elds outside predictive microbiology, are studied with respect to their relations to the stated model requirements on the basis of both a graphical and a mathematical analysis. An overview of the models together with some general information on each of them is presented in Section 3, while the analysis itself can be found in Sections 4 and 5. Finally, based on the knowledge resulting from this analysis, a novel prototype model for mixed microbial growth in food products is brie#y introduced in Section 6.
Model Requirements
In this contribution, we concentrate on the following class of autonomous continuoustime/two-species models:
with N being the number of individuals of species 1 and N the number of individuals of species 2. In the context of the above-mentioned applications, these two species can be regarded as representing pathogenic organisms on the one hand and starter or protective cultures on the other.
When investigating the potential of new or existing models for a particular application, the speci"cation of an appropriate set of model requirements is a prerequisite. In the "eld of predictive modeling of mixed microbial growth this is not evident as, in contrast to single-species growth, extensive experimental data sets of mixed culture growth are not available. However, based on the biological interpretation of the model and on a number of studies of microbial interactions in food products, the following four requirements are postulated.
Model requirement C1. First of all, model predictions should be realistic under all conditions, i.e. species number should be (i) positive, (ii) bounded, and (iii) if a species is not present, either initially or through extinction resulting from interaction with the other species, the species number should remain zero.
This requirement is adopted in order to exclude those models which belong to the general class (1), but which are not suited to represent living populations inherently characterized by positive and "nite species numbers.
Model requirement C2. Model solution curves which oscillate as a function of time are not allowed if all environmental conditions are constant.
This second requirement is included, since to the best of authors' knowledge, oscillatory behavior has never been reported in studies on mixed microbial populations in foods under invariant environmental conditions. Note however that oscillations in species numbers resulting from #uc-tuating environmental conditions are allowed, but are not considered in this paper.
Model requirement C3. Starting from nonzero species numbers N and N , the model should be able to describe two di!erent types of evolution, namely (i) evolution to coexistence of the two microbial populations, and (ii) evolution to extinction of one species and survival of the other.
Several examples of these evolution types can be found in the literature. A study on the inhibition of the bacterial pathogen¸isteria monocytogenes by the lactic acid bacterium¸ac-tobacillus plantarum (Ashena", 1991) revealed that under certain conditions of pH and inoculum densities, a coculture of both species is obtained, while for other conditions, the viable count of¸. monocytogenes decreased underneath the detection level, suggesting a complete extinction of the latter species. Similar results are obtained for¸. monocytogenes in combination witḩ actobacillus bavaricus (Winkowski et al., 1993 ) and for¸. monocytogenes or >ersinia enterocolitica with¸act. plantarum or¸euconostoc spp. (Jeppesen & Huss, 1993) . Inactivation of¸. monocytogenes to levels below the detection limit are also reported by Degnan et al. (1992) .
Model requirement C4. The model should be able to describe a lag phase in the dynamics of both N and N . From the outset of predictive microbiology, much research e!ort has been directed to a proper modeling of the lag phase inherent to microbial growth (see e.g. Baranyi & Roberts, 1994) . A lag phase is typically seen in microbial growth curves, representing the logarithm of the cell density vs. time, as an initial phase in which the speci"c growth rate rises from a low towards a more or less constant value. It is generally accepted that the lag is a period during which the cells are adjusting their physiology and biochemistry to exploit the environment in which they "nd themselves (McMeekin et al., 1993) . With respect to food safety, the kinetics of the lag of pathogenic organisms is of great importance. Different approaches to cope with this factor can be found in Gibson et al. (1987) , Van Impe et al. (1992) , Baranyi & Roberts (1994) and Buchanan et al. (1997) . Observe that, outside the "eld of predictive microbiology, alternative approaches exist to deal with time lags in biological models (see e.g. MacDonald, 1978) . Table 1 presents nine autonomous continuoustime/two-species models which will be evaluated for potential application in predictive microbiology. The models originate from di!erent research "elds in ecology and are more or less arranged according to increasing complexity. Among them, both well-known and less well-known models are present, but all will contribute to illustrate bene"ts and/or disadvantages in view of the speci"ed application, as will become clear in further sections.
Existing Models
Unless otherwise speci"ed, r G (1/time) indicates the intrinsic rate of growth of species i, k G (1/time) is a measure for the decay rate of species i, K G (number) represents the saturation level (or carrying capacity of the environment) for species i when no other species is present, and a GH [1/(number;time)] for models 1 and 2 and ( !) for models 3}9] is a coe$cient of interaction measuring the e!ects of species j on species i. Parameter values are all positive.
Model 1 is proposed by McLean & Nowak (1992) as an immune system model describing the evolution of a human pathogen N in the presence of immune cells N . In this model, N increases with a rate r N proportional to N . Model 2, originally formulated by Lotka (1956) and Volterra (1931) , is well known in the literature as a predator}prey model. This relation has been thoroughly studied with respect to both mathematical properties (see e.g. Dubois, 1978) and coincidence with real ecological communities (e.g. Bailey & Ollis, 1986) .
The same authors (Lotka, 1956; Volterra, 1931) were also the "rst to formulate model 3, a now widely used relation describing two species in competition. It is based on the logistic theory of population growth and assumes a linear decay in 
growth rate with increasing N and N . Successful applications in ecology were obtained with, e.g. protozoans (Vandermeer, 1969) . However, a considerable number of communities seem inadequately described by model 3, amongst which are salamanders (Wilbur, 1972) , microcrustaceans (Neill, 1974) , lizards (Schoener, 1974) and Drosophila (Ayala et al., 1973) . For this reason, alternatives to this classical logistic-based competition model have been proposed by Ayala et al. (1973) (models 4}7), Coleman & Gomatam (1972) (model 8) and Schoener (1976) (model 9) .
Both models 4 and 5 add one term to the Lotka}Volterra model. In model 4, this results in an extra interaction term, but the underlying single-species growth model is the same as for model 3, while in model 5 the single-species dynamics is no longer logistic. The parameter K G in the latter model no longer represents the singlespecies carrying capacity. (Note however that the concept of carrying capacity does not have to be related to one parameter or a single species, as it actually represents a non-zero population density at which growth ceases or otherwise said a nontrivial solution of dN G /dt"0.) Concerning the interaction terms, GH can be interpreted as a measure of competition due to sharing of resources, while parameter (1/number) represents intraspeci"c interactions (other than sharing of resources) a!ecting the growth of the species itself ( G in model 5) or the other species ( H in model 4) (Ayala et al., 1973) . Like the previous models, model 6 is an extension of model 3 and reduces to the logistic growth model in case of singlespecies growth. The second interaction term can be seen as a term representing another kind of interactions than those included in the term et al., 1973) . Parameters H (number) and H
(1/number) have no straightforward biological interpretation.
The last extension of model 3 is model 7. The fourth parameter in this model, G (!), changes the function relating growth rate to population size. An important consequence with respect to the underlying single-species model is that a maximum speci"c growth rate is attained at a density et al., 1973) . Within a group of 11 candidate models (including models 3}8) tested on an experimental data set of Drosophila by Ayala et al., model 7 accounted best for the observed results.
Model 8 was suggested by Coleman & Gomatam (1972) 
Model Evaluation: A Graphical Approach
In this section, model evaluation is performed on the basis of a graphical analysis. Two main parts can be distinguished.
1. A "rst part involves a study of the qualitative behavior of the model in the N N -phaseplane; in other words, the evolution of the model for di!erent initial population sizes N and N . This implies the construction of the phase portrait and a stability analysis of the critical points.
For a good comprehension of the following text, a brief overview of the basic principles and de"nitions of this methodology is given. A phase portrait of a system of the general form (1) is a representation of all kinds of trajectories [solution curves of eqn (1)] in the phase plane. Curves, along which f or g in eqn (1) are zero, are called zero isoclines. Critical points are points in the phase plane for which both f and g equal zero.
Depending on the stability of, and the shape of trajectories near a critical point, it is classi"ed as an (un)stable node, an (un)stable focus (or spiral point), a saddle point or a center. Stability and trajectory shapes can be investigated by plotting trajectories from a large number of initial states spread over the phase plane, or by evaluation of the eigenvalues of the Jacobian matrix of the system. 2. A second topic concerns the investigation of the main characteristics of species vs. time curves predicted by the model.
Within the framework of this graphical analysis recipe, the model requirements stated in Section 2 can be reformulated as follows. of time. In contrast with the previous requirements, this cannot be deduced from phase portraits. Therefore, time plots need to be constructed.
TRAJECTORY EVOLUTION IN THE PHASE PLANE
A considerable part of the results can be explained on the basis of the phase portraits of models 1}4 and 8. As can be seen from Figs 1}5, these models give rise to "ve di!erent types of behavior in the N N -plane and the phase portraits of the other models are for the main part comparable with one of these types (see below).
Veri"cation of model requirements C1 and C2 is rather straightforward. Concerning the "rst requirement, trajectories starting on the N -axis deviate from this axis for model 1 (Fig. 1) or lead to in"nity for model 2 (Fig. 2) . Evolution to in"nite species numbers is also possible for model 8 [ Fig. 5(b)}(d) ]. Consequently, requirement C1 is not satis"ed for models 1, 2 and 8. No further violations of this requirement were encountered for the other models (see e.g. Figs 3 and 4) . However, trajectories on the axes are impossible for model 9, due to the I #G /N G term. This issue will be addressed further in Section 5.
Because of the presence of (un)damped oscillations, models 1 and 2 are in obvious disagreement with requirement C2, as can be seen in Figs 1 and 2. This oscillatory behavior is not encountered for the other models (see e.g. Figs 3}5 ).
Another model requirement that can be checked by means of phase-plane analysis is requirement C3. As indicated above, a study of the nature and location of the critical points of a model forms the key to verify if requirement C3 is satis"ed. Both models 1 and 2 have two critical points of which one is the origin and the other is lying in the "rst quadrant. Due to the absence of critical points*or more precisely stable nodes*on the axes, species extinction is not possible. Moreover, evolution to coexistence cannot be described by model 2. The remaining models in Table 1 are of the general form (i, j"1, 2; iOj)
with Table 1 for di!erent values of the model parameters: trajectory (*); critical point (*); zero isocline of species 1 ( ---); zero isocline of species 2 ( ) } ) } ) ).
E the intersection point(s) (if existing) of (N , N )"0 and (N , N )"0, which can be found back in the whole phase plane. As these last curves and associated critical points play a crucial role in the further discussion of the models, the term zero isocline (or just isocline) will, for convenience, in the following only be used to refer to latter relations.
Model 3 presents the simplest examples of these di!erent intersection points, namely (0, 0) (K , 0) on the N -axis, (0, K ) on the N -axis, and
, the intersection point of the zero isoclines. For this model, each parameter set (r , K , , r , K , ) qualitatively coincides with one of the four cases depicted in Fig. 3 (in which the origin is always an unstable node): (i) a stable node in the "rst quadrant surrounded by two saddle points on the axes [ Fig. 3(a) ], which means that regardless of the initial population ratio, there is evolution to stable coexistence (except when a species is not present), (ii) a saddle point in the "rst quadrant in combination with two stable nodes on the axes [ Fig. 3(b) ], implying the extinction of species 1 or 2 depending on the initial species numbers, (iii) no intersection point in the "rst quadrant and a node and a saddle point on the N -axis and N -axis, respectively [ Fig. 3(c) ], resulting in the extinction of species 2, whenever species 1 is present, and, (iv) the opposite of the previous case, resulting in the extinction of species 1, whenever species 2 is present [ Fig. 3(d) ]. From these four cases, it follows that coexistence as well as species extinction can be described. Consequently, model 3 is in agreement with requirement C3. For certain parameter values, model 4 (Fig. 4) and models 5}7 (results not shown) exhibit phase portraits with strong FIG. 4 . Phase portraits of model 4 in Table 1 for di!erent values of the model parameters: trajectory (*); critical point (*); zero isocline of species 1 ( ---); zero isocline of species 2 ( ) } ) } ) ).
resemblance to those of model 3: each of these models is capable of generating the four cases just described (cf. e.g. the corresponding phase portraits of Figs 3 and 4) . The third model requirement is thus also satis"ed for models 4}7.
The two last models in Table 1 ful"ll requirement C3 only partially. From the phase portraits of model 8 in Fig. 5 , it can be seen that a stable node in the "rst quadrant, and, in consequence, evolution to stable coexistence is possible. However, due to the logarithmic terms in the zero isoclines of this model, no intersection with the axes exists and species extinction cannot be predicted. The same features, i.e. stable coexistence can be described but not species extinction, are also valid for model 9. This will be explained further on.
Several models, which permit stable coexistence and/or species extinction and which can generate (part of ) the four types of phase portraits described before, are thus available. Among them, model 3 is the least complex with respect to mathematical structure and number of parameters. At this point, the questions arise whether important di!erences exist between model 3 and the other, more complex models and whether the latter are to be preferred above model 3 or, on the contrary, possess some disadvantageous properties. As indicated before, the behavior of each of the models 3}9 is mainly determined by the shape and location of its zero isoclines. Table 2 lists some major characteristics of these curves, namely the "rst and second derivatives and the behavior for N approaching ! R or # R, from which the following conclusions can be drawn. Table 1 for di!erent values of the model parameters: trajectory (*); critical point (*); zero isocline of species 1 ( ---); zero isocline of species 2 ( ) } ) } ) ). complex expressions for the "rst derivatives of the zero isoclines of model 9 are omitted in Table 2 . In Schoener (1976) , it is proved that they are negative for N , N '0.] 2. For N , N '0, the zero isoclines are convex (dN /dN (0) for models 4 and 5, and concave (dN /dN '0) for models 6, 8 and 9. [For model 9, this is proved by Schoener (1976.) ] The concavity of the zero isoclines of model 7 depends on the value of G . Convex or concave curves are obtained for G '1 or G (1, respectively. The isoclines of model 3 are, of course, straight lines.
FIG. 5. Phase portraits of model 8 in
3. From the last two columns of Table 2 , it can be concluded that the course of the zero isoclines of models 8 and 9 is asymptotically bounded for N P!R (or N P0) and N P#R. For the isoclines of model 6, there is only one true (i.e. linear) asymptote (for N P!R or N P#R) but exponential functions approximating the isocline at the opposite site of the phase plane can be speci"ed.
The concave or convex nature of the zero isoclines of models 4}9 mostly allows di!erent intersection points over the whole phase plane, of which more than one may lie in the "rst quadrant (depending on parameter values). This is in contrast with model 3, for which the straight isoclines permit at most one intersection point, whether or not for positive species numbers. In comparison with the classical Lotka}Volterra relationship, the possible occurrence of multiple intersection points in the "rst quadrant alters the model's behavior thoroughly. To illustrate this, Fig. 6 depicts phase portraits of model 4 with two or even three intersection points at positive species numbers. From left to right, a succession node}saddle point or node}saddle point}node is encountered, but the opposite is also possible. This #exibility Schoener (1976) . ?Asymptote depending on parameter values*see Schoener (1976) . Table 1 permits multiple strictly positive critical points. The zero isoclines intersect twice (a) or three times (b) in the "rst quadrant: critical point (*); zero isocline of species 1 ( ---); zero isocline of species 2 ( ) } ) } ) ).
FIG. 6. For certain parameter values, model 4 in
with respect to number and nature of non-negative critical points results in a larger applicability in comparison with the Lotka}Volterra model.
E For a given set of model parameters, model
4 can describe a system that evolves to stable coexistence or species extinction depending on initial conditions. This can be easily seen from Fig. 6(a) where the saddle point on the right divides the phase plane into two parts. Trajectories starting in the upper part lead to the stable node, while trajectories starting in the lower part evolve to the critical point on the N -axis. This behavior is not possible for model 3. Whenever this model exhibits a stable node for N , N '0, evolution to coexistence occurs for all non-zero initial conditions. E Model 4 can describe a system with two di!erent stable coexistence points, since two stable nodes in the "rst quadrant can be obtained [ Fig. 6(b) ]. As before, the saddle point divides the phase plane into two regions, with trajectories starting in the upper region leading to the upper node and trajectories starting in the lower region leading to the lower node. For model 3, this is not possible since the straight isoclines allow at most one stable coexistence point.
Besides for model 4, also for models 5, 6, 7 and 9 the isoclines can generate three strictly positive intersection points. (Note that in case of model 7, three intersections are only possible when both isoclines are either convex or concave.) For model 8, multiple intersections are impossible despite the curved shape of the isoclines (Coleman & Gomatam, 1972) . In contrast with models 4, 5 and 7, there are limitations concerning the nature of each critical point in the "rst quadrant for models 6 and 9. The limits of the isoclines of model 6 (Table 2) reveal that for N P!R, the second isocline yields higher N -values than the "rst, while the inverse is true for N P#R. Since both isoclines are monotonically decreasing and no in#ection points occur, the total (i.e. over the whole phase plane) number of intersection points must be exactly 1 or 3. An example of both situations, with strictly positive intersections, is shown in Fig. 7 . As in case of a stable node the "rst isocline is (locally) steeper than the second isocline, while for a saddle point the opposite is valid, a single intersection like in Fig. 7(a) is always a saddle point and a three-fold intersection [ Fig. 7(b) ] is always a succession of a saddle point, a node and a saddle point. Note that when only two intersections are in the "rst quadrant, the third intersection point belongs to quadrant II or IV and no restriction exists on the sequence of the critical points in quadrant I. A similar reasoning can be built up for model 9. The asymptotes (Table 2) Table 1 permits a single (a) or three (b) positive critical points. The zero isoclines intersect once (a) or three times (b) in the "rst quadrant: critical point (*); zero isocline of species 1 ( ---); zero isocline of species 2 ( ) } ) } ) ). Table 1 : species 1 (*); species 2 ( ---). a unique intersection and two nodes separated by a saddle point whenever three critical points occur. Intersection points for this model are always strictly positive since the N -axis is an asymptote for the "rst isocline and the N -axis for the second one. This implies also that it is not possible to have exactly two critical points with positive N and N . As was already indicated before, model 9 never permits species extinction.
FIG. 8. Two typical semilogarithmic species versus time plots of model 3 in

TRAJECTORY EVOLUTION IN TIME
To verify if the last of the four model requirements is ful"lled, the time dependence of the species dynamics needs to be considered. Two typical examples of the associated (semilogarithmic) time curves of the phase portrait of model 3 in Fig. 3(a) are depicted in Fig. 8(a) and (b) . In case of Fig. 8(a) , the initial values for both species numbers are situated below both isoclines in the phase plane (dN /dt " R '0 and dN /dt " R '0). From these curves, which initially increase with constant slope and de#ect towards a constant value for tPR, it is clear that for neither of the two species a lag phase is present. In case of Fig. 8(b) , the initial species numbers lie in between the two isoclines in such a way that 64 K. M. VEREECKEN E¹ A¸.
dN
/dt " R '0 and dN /dt " R (0, which results in a sigmoidally shaped growth curve for species 1. It can be concluded that for certain initial species values, model 3 can generate a lag phase, while for other initial conditions, lag description is not possible. Consequently, model 3 does not satisfy the fourth model requirement.
Similar time plots are obtained for models 4}9.
Model Evaluation: an Analytical Approach
In Section 2, four model requirements have been postulated, inspired by available knowledge on mixed microbial population dynamics in foods. In Section 4, the relation between the model requirements and a number of candidate models (introduced in Section 3) has been explored mainly by graphical analysis of model solution curves (i.e. in phase and time plots). For this purpose, the model requirements have been reformulated as a set of properties that can be easily veri"ed on the basis of these plots. Alternatively or complementary to the graphical analysis, a more analytical approach is presented here. This involves a second reformulation of the model requirements in terms of analytical or structural properties of the functions f and g in the general model (1).
E Model requirement C1: to satisfy this requirement a model must be of the form (2). Indeed, the zero isoclines N "0 and N "0 guarantee that no trajectories starting in the "rst quadrant leave this quadrant and that no trajectories starting on axes deviate from these. Furthermore, to exclude trajectories leading to in"nity, additional conditions are needed, namely
for bounded trajectories on the axes, and
for bounded trajectories in the "rst quadrant.
[Observe that conditions (3) and (4) coincide for all models but model 8 which is not applicable on the axes.] Since N and N represent positive species numbers, inequalities (3)}(5) can be formulated in terms of and for models of the class (2):
lim
Conditions (6)}(8) are ful"lled when the curves "0 and "0 intersect both axes at strictly positive species numbers. E Model requirement C2: the absence of centers and focuses requires the eigenvalues of the linearized model in all critical points in the "rst quadrant to be real. In the appendix, it is proven that for models of the form (2), the eigenvalues are always real for critical points on the axes [see relations (A2}A4)], while for strictly positive critical points the following condition must be satis"ed [see relation (15)]:
E Model requirement C3: a number of conditions have to be ful"lled to be in agreement with this requirement. As for the previous requirements, only models belonging to class (2) are considered.
1. Firstly, an intersection of "0 with the N -axis and of "0 with the N -axis must be possible, with all corresponding eigenvalues being negative. Considering relations (A.2) and (A.4), a parameter set must exist for which both and * /*N , evaluated in the former intersection point, are negative and a second*not necessarily (13) with a stable node in the "rst quadrant: trajectory (*); critical point (*); zero isocline of species 1 ( ---); zero isocline of species 2 ( ) } ) } ) ). (b) A typical semilogarithmic species versus time plot of model (13): species 1 (*); species 2 (---).
the same*set must exist for which both and * /*N , evaluated in the latter intersection point, are negative.
2. Secondly, a strictly positive intersection of "0 and "0, for which both eigenvalues are real and negative, must be possible. Thus, a parameter set must exist for which expression (15), evaluated in the speci"ed intersection, is negative real.
E Model requirement C4: as already indicated in Section 2, the presence of a lag phase has to be checked in ln (N G ) vs. t plots. If we let h G (t) represent a solution curve of a model (1) in such a plot [i.e., ln (N G )"h G (t)], then the presence of a lag phase implies an in#ection point, where h G evolves from an increasing, concave upward function towards an increasing, concave downward function. More precisely, before the in#ection point, h G *0 and gradually increases, while after the in#ection point; h G '0 and starts to decrease. For models of the form (2), the equality between G and h G can be easily demonstrated:
Therefore, the course of a lag phase is as follows: starting from the initial species number N G , the function G is larger than or equal to zero and gradually increases, until the in#ection point is reached where G starts to decrease. To ful"ll model requirement C4, G must be able to generate the above-sketched course for every non-critical initial state (N GM , N H ), in which dN G /dt*0, i.e. before any growth phase. (A lag phase as described in Section 2 is of course not appropriate when dN G /dt(0 for N G , which can be interpreted as an initial state exceeding the carrying capacity for N G .) This analysis will be illustrated further in Section 6 (and Fig. 9) .
Starting from the model class (2), all requirements can thus be reduced to characteristics of and . This facilitates identi"cation of similarities and/or di!erences between these characteristics. Depending on (i) the speci"c type of characteristic and (ii) the requirements it is related to, distinction can be made between two categories. A "rst category of characteristics concerns the zero isoclines "0 and "0 and is related to requirements C1 and C3. For these requirements, an intersection of "0 and "0 with both axes (at strictly positive species numbers) must always exist, and a strictly positive intersection of the curves must be possible. A second category of characteristics considers , and their partial derivatives with respect to N and N . In view of requirements C2, C3 and C4, the sign of these functions and/or their derivatives in the initial and equilibrium states is of importance. 
TABLE 3
Model requirements to describe two-species competition, according to Smitalova & Sujan (1991) Biological principle The previous analytical formulation of the model requirements makes it possible to compare them with a set of requirements for a general model (1) to describe two populations in competition, suggested by Smitalova & Sujan (1991) . As can be seen from Table 3 several similarities with the requirements stated in the current paper exist. Because the two state variables N and N in eqn (1) represent living organisms, Smitalova & Sujan also postulate a model of the form (2). Furthermore, requirements (d) and (e) can be classi"ed into the "rst category of characteristics described above, while requirements (b), (c) and (f ) belong to the second [although the last requirement is in fact redundant, since it can be deduced from requirements (a)}(e)].
Concerning the ,rst category, the mathematical descriptions of (d) and (e) in Table 3 correspond literally to two conditions for the two isoclines "0 and "0, which is not surprising as the biological principles (d) and (e) involve a boundedness of the population sizes which can be found back in model requirement C1.
A comparison between all requirements of the second category is more complicated. Combination of expression (A.1) with condition (b) reveals that no imaginary eigenvalues are possible if (b) is satis"ed. Although oscillations are not considered in the principles summed up in Table 3 , centers and focuses are automatically excluded. For requirement C3, no full analog is present in Table 3 . However, most models satisfying conditions (a)}(e) are able to generate a stable node on the axes and/or in the "rst quadrant. Indeed, the existence of critical points on the N -and N -axis is already guaranteed by condition (d). Further, it can be seen from the expressions for the eigenvalues (A.2) and (A.3) that these critical points are stable nodes whenever s(m and r(n, while a stable node in the "rst quadrant is obtained if the tangent to "0 in the critical point is steeper than the tangent to "0 in this point (see before). Consequently, requirement C3 is slightly more comprehensive than condition (d). Finally, no analog of requirement C4 is present in Table 3 . Moreover, requirement C4 is totally incompatible with conditions (b) and (c). A model of class (2) in which the functions and decrease with increasing N and N is not able to describe a lag phase in case dN /dt'0 and dN /dt'0, as this would require a function G which is "rst increasing and afterwards decreasing. From the above, it is clear that the model requirements stated in this research and the conditions proposed by Smitalova & Sujan partially coincide and partially di!er. When considering the di!erences, it should be kept in mind that conditions (a)}(f ) are inspired by a number of mechanistic assumptions on competition (the biological principles in Table 3 ) which are translated into a mathematical description. In contrast, requirements 1}4 do not assume an 
See Schoener et al. (1976) Not possible interaction mechanism as competition, but are mainly inspired by experimental data on mixed microbial dynamics in foods (see Section 2). Of course, the mathematical translation of the model requirements does not alter the conclusions drawn based on the graphical analysis in the previous section. However, the analytical approach enables to specify where the models in Table 1 fail from a mathematical point of view. Models 1 and 9 do not belong to model class (2). While this is obvious for model 1, the mathematical expression of model 9 in Table 1 is misleading. Expanding out products in this expression reveals that not all terms contain N G and therefore the model does not "t in the mathematical form (2). For models 2 and 8, the required intersections of the curves "0 and "0 with the axes are not present: the zero isoclines of model 2 only intersect one axis and the zero isoclines of model 8 do not intersect either of both axes. The remaining models in Table 1 are in agreement with the "rst three requirements. However, since the functions G in these models satisfy conditions (b) and (c) in Table 3 , description of a lag phase is not possible when both dN G /dt " R '0 and dN H /dt " R '0, as in Fig. 8(a) Secondly, a number of existing autonomous continuous-time/two-species models, originating from research "elds outside predictive microbiology, are evaluated on the basis of the stated requirements. Both a graphical and an analytical approach is used and for these purposes, the requirements are reformulated twice, as a set of graphical and analytical properties, respectively. From the two types of analysis, it follows that several of the models under investigation are in agreement with the "rst three requirements, but all violate the last requirement. Finally, a novel prototype model structure for mixed microbial populations is brie#y discussed, for which the last model requirement is ful"lled as well. Since the analytical formulation of the model requirements reveals that it is not straightforward to develop a suitable model satisfying all requirements and within a framework of two autonomous di!erential equations, a set of four autonomous di!erential equations is proposed. The model is essentially based on the Lotka}Volterra model for two species in competition, which is the simplest of the investigated models satisfying the "rst three requirements. Future research will concentrate on the experimental validation of the model. Moreover, since the present model focuses on interspecies interactions which result in a decreased carrying capacity for one or both species, possible extensions to incorporate other types of interactions will be investigated.
APPENDIX
In this appendix, the eigenvalues of the Jacobian matrix of the two-species system (2), evaluated for a critical point (N* , N* ), are calculated. The Jacobian matrix can be written as 
