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Abstract
We study viscosity solutions to a system of nonlinear degenerate parabolic partial integro-
differential equations with interconnected obstacles. This type of problem occurs in the
context of optimal switching problems when the dynamics of the underlying state variable
is described by an n-dimensional Le´vy process. We first establish a continuous dependence
estimate for viscosity sub- and supersolutions to the system under mild regularity, growth and
structural assumptions on the partial integro-differential operator and on the obstacles and
terminal conditions. Using the continuous dependence estimate, we obtain the comparison
principle and uniqueness of viscosity solutions as well as Lipschitz regularity in the spatial
variables. Our main contribution is construction of suitable families of viscosity sub- and
supersolutions which we use as “barrier functions” to prove Ho¨lder continuity in the time
variable, and, through Perron’s method, existence of a unique viscosity solution. This paper
generalizes parts of the results of Biswas, Jakobsen and Karlsen (2010) [BJK10] and of
Lundstro¨m, Nystro¨m and Olofsson (2014) [LNO14, LNO14b] to hold for more general systems
of equations.
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1 Introduction
This paper deals with systems of partial integro-differential equations with interconnected ob-
stacles. The problem considered can be stated as
min
{
−∂tui (x, t) +Fi
(
x, t, ui (x, t) ,Dui (x, t) ,D
2ui (x, t) , ui (·, t)
)
,
ui (x, t)−max
j 6=i
{uj (x, t)− cij (x, t)}
}
= 0, (1.1)
ui(x, T ) = gi (x) ,
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for x ∈ Rn, t ∈ [0, T ] and i ∈ {1, 2, ...,m}. Here the Fi are partial integro-differential operators
of the form
Fi (x, t, r, p,X, ϕ (·)) = −Li (x, t, r, p,X) − Ji (x, t, p, ϕ (·))− f i (x, t) ,
for local second order, possibly degenerate, linear operators Li, nonlocal operators Ji and func-
tions f i.
A particular case of problem (1.1) arises in multi-modes switching problems, in which the
operators Fi and Ii can be interpreted as the infinitesimal generators of the stochastic processes
underlying the optimization problem and where cij is the cost of switching from state i to state j.
The viscosity solution of (1.1) is then the value function of the multi-modes switching problem
from which one can find the sought optimal strategy.
Since the pioneering work of Brennan and Schwarz [BS85] dealing with a two-modes switch-
ing problem describing the life cycle of an investment in the natural resource industry, systems
of variational inequalities with interconnected obstacles of type (1.1) has been extensively stud-
ied. We here give a non-exhaustive list of contributions. Starting in the purely local setting,
i.e., when the operators Ii ≡ 0, problem (1.1) and its connection to multi-modes switching
have been studied by, e.g., El-Asri and Hamade`ne [AH09], Djehiche, Hamade`ne, and Popier
[DHP10], Hamade`ne and Morlais [HM12], Hu and Tang [HT07], Lundstro¨m, Nystro¨m, and
Olofsson [LNO14b] and Djehiche, Hamade`ne, Morlais and Zhao [DHMZ14]. In the majority of
the above cited papers, the main focus lies on existence and uniqueness of solutions to (1.1).
The nonlocal setting has not been studied to the same extent, but the amount of literature is
steadily growing. Biswas, Jakobsen, and Karlsen [BJK10] show that the dynamic programming
principle for multi-modes switching problems holds also for a nonlocal underlying stochastic
process, i.e., when the process is allowed to jump, and this is used to prove that the value
function of such a multi-modes switching problem indeed satisfies a system like (1.1). The
authors also proceed to prove existence, uniqueness and some regularity of the viscosity solution.
The nonlocal setting has also been studied by Lundstro¨m, Nystro¨m, and Olofsson [LNO14],
using PDE techniques, and recently by Hamade`ne and Zhao [HZ15], Hamade`ne and Morlais
[HM16] and Klimsiak [K16, K16b] using mainly stochastic techniques. In connection, important
contributions to the mathematical theory of viscosity solutions to second order partial integro-
differential equations, such as those considered in this paper, was given by Barles and Imbert
[BI08] and Jakobsen and Karlsen [JK06].
A special technical difficulty when studying systems like (1.1) is the treatment of the ob-
stacles. Therefore, many of the above references choose to impose rather strong assumptions
on the switching costs cij , e.g., positive and constant switching costs. In fact, to the authors
knowledge, possibly negative switching costs are only treated by Asri and Fakhouri [AF12] and
Martyr [M14] using stochastic techniques and recently in [LNO14] and [LNO14b] using PDE
techniques. We note that it is natural to allow for negative switching costs as these allow one to
model the situation when, e.g., a government through environmental policies provides subsidies,
grants or other financial support to energy production facilities in case they switch to more
‘green’ production. In this case it is not a cost for the facility to switch, it is a gain.
In this paper, we first establish a continuous dependence estimate (Theorem 3.1) by using
standard methods for viscosity solutions of integro PDEs. Such an estimate bounds the difference
between a solution to (1.1) and a solution to a slightly different version of (1.1) in terms of the
difference between the equations and the terminal conditions. Continuous dependence estimates
of this type are important in themselves as they quantify the stability properties of viscosity
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solutions, but are also useful in numerical analysis, see, e.g., Krylov [Kr05] and Barles and
Jakobsen [BJ07]. In this paper, the continuous dependence estimate is used to obtain the
comparison principle and uniqueness of solutions (Corollary 3.2), as well as regularity of the
solution, both in space and time (Corollary 3.3 and Theorem 3.4). The main contributions of this
paper are Ho¨lder continuity in the time variable, and the existence of a unique viscosity solution
to system (1.1) (Theorem 3.5). The proofs of these theorems rely on nontrivial constructions
of families of viscosity sub- and supersolutions (Lemma 4.8 and Corollary 4.9) which we use as
barrier functions in order to trap the viscosity solution via the comparison principle.
Our results generalize regularity and existence results of Biswas, Jakobsen, and Karlsen
[BJK10] and of Lundstro¨m, Nystro¨m, and Olofsson [LNO14] in the sense that we allow for more
general systems of equations. We impose weaker assumptions on the operator and less regularity
and structural assumptions on the spatially dependent switching costs cij . Our barrier functions
also imply a more general existence result in the setting of Kolmogorov operators studied in
Lundstro¨m, Nystro¨m, and Olofsson [LNO14b].
2 Preliminaries
In this section we introduce the notation used in the paper, discuss some preliminaries and state
the assumptions imposed on the system (1.1).
For smooth functions ϕ : Rn → R we let Dϕ = (∂x1ϕ, . . . , ∂xnϕ) denote the spatial gradient of ϕ
andD2ϕ the Hessian matrix of ϕ. We denote the set of natural numbers byN = {1, 2, 3, . . . } and
let Im be the integer set {1, 2, ...,m}. For any positive integer p we let LSCp (Rn × [0, T ]) and
USCp (R
n × [0, T ]) denote the spaces of lower- and upper semicontinuous functions, respectively,
on Rn × [0, T ], whose elements h satisfy the growth condition
|h (x, t)| ≤ K (1 + |x|p) , whenever (x, t) ∈ Rn × [0, T ]. (2.1)
Here and in the following, K denotes a generic constant, 1 < K <∞, which may change value
from line to line. The space Ca,bp (Rn × [0, T ]) contains all functions ϕ : Rn×[0, T ]→ R which are
a times continuously differentiable in the spatial variables and b times continuously differentiable
in the time variable and which satisfy the polynomial growth condition (2.1). From here on in,
we fix the growth parameter p. We denote the indicator function for the closed unit ball in Rl
by χ{|z|≤1} and let B(x, r) be the closed ball in R
n which has radius r and is centered at x. We
let In denote the n × n identity matrix, and let Sn denote the space of n × n real symmetric
matrices equipped with the positive semi-definite ordering, i.e., for X,Y ∈ Sn, we write X ≤ Y
if 〈(X − Y )ξ, ξ〉 ≤ 0 for all ξ ∈ Rn. We will also make use of the matrix norm notation
‖A‖ := sup{|λ| : λ is an eigenvalue of A} = sup{|〈Aξ, ξ〉| : |ξ| ≤ 1, ξ ∈ Rn}.
The supremum norm is denoted ‖h‖∞ := supx∈Rn |h(x)| for any function h defined on Rn.
We assume that the operator Fi can be decomposed into a local second order operator Li,
a nonlocal integral operator Ji and a function f i such that
Fi (x, t, r, p,X, ϕ (·)) = −Li (x, t, r, p,X) − Ji (x, t, p, ϕ (·))− f i (x, t) , (F1)
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for (x, t, r, p,X) ∈ Rn × [0, T ]×R×Rn × Sn and any smooth function ϕ : Rn → R. We assume
that the local operators Li can be written as
Li (x, t, r, p,X) =
n∑
k,l=1
aikl(x, t)Xkl +
n∑
k=1
bik(x, t)pk − ci(x, t)r,
for continuous functions aikl, b
i
k and c
i. We denote by ai the n × n matrix with elements aikl,
and by bi the vector of length n with elements bik. Moreover, we assume that
aikl(x, t) = (σ
i(x, t)(σi)∗(x, t))kl, for i ∈ Im, k, l ∈ In,
for an n× n matrix σi and where (σi)∗ is the transpose of σi. The functions σikl, bik, ci and f i
are assumed to satisfy
|σikl(x, t)− σikl(y, t)|+ |bik(x, t)− bik(y, t)|+ |ci(x, t)− ci(y, t)| ≤ K|x− y|,
|f i(x, t)− f i(y, t)| ≤ K (1 + |x|p−1 + |y|p−1) |x− y| (F2)
|bik(0, t)| + |σikl(0, t)| + |f i(0, t)| − ci(x, t) ≤ K
whenever k, l ∈ In, i ∈ Im, x, y ∈ Rn and t ∈ [0, T ]. Concerning the nonlocal operators Ji we
assume they can be written as
Ji(x, t, p, ϕ (·)) =
∫
Rl\{0}
ϕ
(
x+ ηi (x, t, z)
)− ϕ (x)− χ{|z|≤1}〈ηi (x, t, z) , p〉νi (dz) ,
where νi is a positive Radon measure defined on Rl \ {0} and ηi is an Rn-valued function,
continuous in x and t and Borel measurable in z. We assume that νi and ηi satisfy∫
0<|z|≤1
|z|2νi (dz) +
∫
|z|>1
|z|pνi (dz) < K, (F3)
|ηik (x, t, z) − ηik (y, t, z) | ≤ K (1 + |z|) |x− y| and |ηik (x, t, z) | ≤ K (1 + |x|) |z|
whenever k ∈ In, i ∈ Im, x, y ∈ Rn, t ∈ [0, T ] and z ∈ Rl.
The functions cij appearing in the obstacle are called “switching costs” due to the connec-
tion between (1.1) and optimal switching problems. In light of this connection, the following
definition makes sense.
Definition 2.1 A switching chain from state i to state j is a sequence of indices (i1, . . . , il) ∈ I lm
such that i1 = i and il = j. The set of switching chains from i to j is denoted Aij.
We assume cij to be continuous functions satisfying the classical no-loop condition, i.e.,
min
(i1,...,il)∈Aii
l−1∑
k=1
cikik+1(x, t) > 0, (O1)
for all i ∈ Im and (x, t) ∈ Rn× [0, T ]. Moreover, we will need the stronger structural assumption
cik(x, t) ≤ cij(x, t) + cjk(x, t), (O2)
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whenever i, j, k ∈ Im, x ∈ Rn and t ∈ [0, T ]. The assumption (O2) is needed for our existence and
time-regularity results, (in particular, to prove Lemma 4.8), but we stress that this assumption
can be made without loss of generality in the context of optimal switching, see Remark 4.12.
For Lemma 4.8 we also need to assume that cij is locally semi-concave in space, locally
Lipschitz continuous in both space and time, and satisfy a polynomial growth condition in
space. In particular, we assume that
|cij(x, t)− cij(y, t′)| ≤ K
(
1 + |x|p−1 + |y|p−1) |(x, t)− (y, t′)|,
D2cij(z, s) ≤ K
(
1 + |z|p−2) In, (O3)
whenever i, j ∈ Im, x, y ∈ Rn, t, t′ ∈ [0, T ] and for almost every (z, s) ∈ Rn × [0, T ].
Moreover, we assume that the terminal data gi is locally Lipschitz continuous, and, to be
able to achieve continuity up to the terminal time T , that gi are consistent with the obstacle,
i.e.,
|gi(x)− gi(y)| ≤ K
(
1 + |x|p−1 + |y|p−1) |x− y|, gi(x) ≥ max
j 6=i
{gj (x)− cij(x, T )} , (G)
whenever i ∈ Im and x, y ∈ Rn.
Since the matrices in the local operators Li and the jump vectors ηj are allowed to vanish,
we cannot expect any smoothing from the equation itself. Therefore, a notion of weak solutions
is needed and we will consider solutions in the viscosity sense.
Definition 2.2 A vector u = (u1, . . . , um), where ui ∈ USCp(Rn × [0, T ]) (or ui ∈ LSCp(Rn ×
[0, T ])) for all i ∈ Im, is a viscosity subsolution (supersolution) to system (1.1) if ui(x, T ) ≤ gi(x)
(ui(x, T ) ≥ gi(x)) whenever x ∈ Rn, i ∈ Im, and if the following holds. For every (x0, t0) ∈
R
n × [0, T ) and ϕ ∈ C2,1p (Rn × [0, T )) such that (x0, t0) is a global maximum (minimum) of
ui − ϕ, for some i ∈ Im, we have
min
{
−∂tϕi (x0, t0) +Fi
(
x0, t0, ui (x0, t0) ,Dϕ (x0, t0) ,D
2ϕ (x0, t0) , ϕ (·, t0)
)
,
ui (x0, t0)−max
j 6=i
{uj (x0, t0)− cij (x0, t0)}
}
≤ (≥) 0,
A vector u = (u1, . . . , un), where ui ∈ Cp(Rn × [0, T ]) for all i ∈ Im, is a viscosity solution to
system (1.1) if it is both a viscosity subsolution and a viscosity supersolution.
Note that the test function appears in the nonlocal slot of the operator Ii in Definition
2.2. This is necessary due to the infinite activity of the jump measure νi close to the origin.
However, away from the origin, the important property for Ii to be well-defined is not regularity
but rather restrictions on its growth at infinity, see (F3). Therefore, outside of the origin one
may replace the test function ϕ with the solution itself, ui, and get an equivalent defintion of a
viscosity solution, see Lemma 2.1 of [BJK10]. When constructing barrier super- and subsolutions
in Lemma 4.8 and Corollary 4.9, we will use the above definition. However, when proving the
continuous dependence estimate (Theorem 3.1) and the existence of a solution (Theorem 3.5),
some necessary calculations follow those of [BJK10] and [LNO14b]. As [BJK10] and [LNO14b]
use the latter defintion, we will do the same in the proofs of Theorem 3.1 and Theorem 3.5 to
avoid repetition of lengthy calculations.
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3 Main results
In this section, we list the main results of the paper. All proofs are postponed to Section 4. In the
following, we write ‘depending on the data’ to indicate dependence on (at most) the constants
K and p introduced in assumptions (F1)–(F3), (O1) –(O3) and (G), as well as dependence on the
dimension n and the terminal time T . To state our first result, which is a continuous dependence
estimate, we let, for all i ∈ Im, F̂i denote the operator Fi, but with σikl, bik, ci, f i, ηik and νi
replaced by σ̂ikl, b̂
i
k, ĉ
i, f̂ i, η̂ik and ν̂
i, respectively.
Theorem 3.1 (Continuous dependence estimate) Let u = (u1, . . . , um) be a viscosity sub-
solution of system (1.1) and let û = (û1, . . . , ûn) be a viscosity supersolution of another system
of the form (1.1) defined with F̂i, ĝi and ĉij in place of Fi, gi and cij . Assume that both systems
satisfy (F1)–(F3), (O1) and (G). Then there exists a positive constant C, depending only on the
data, such that
ui(x, t)− ûi(x, t) ≤ max
j∈Im
‖gj − ĝj‖∞ + T max
j∈Im
‖f j − f̂ j‖∞
+ C max
j∈Im
{∥∥cj − ĉj∥∥
∞
+
∥∥∥bj − b̂j∥∥∥
∞
+
∥∥σj − σ̂j∥∥
∞
+
∥∥∥∥
∫
|ηj|2|νj − ν̂j |(dz)
∥∥∥∥1/2
∞
+
∥∥∥∥
∫
|ηj − η̂j |2νj(dz)
∥∥∥∥1/2
∞
}
,
whenever (x, t) ∈ Rn × [0, T ] and i ∈ Im, where ηi = max{ηi, η̂i} and νi = max{νi, ν̂i}.
The classical comparison principle and Lipschitz regularity in the spatial variables easily follows
from Theorem 3.1. In particular, setting F̂i =Fi, ĝi = gi and ĉij = cij in Theorem 3.1 gives the
following corollary.
Corollary 3.2 (Comparison principle) Let u− = (u−1 , . . . , u
−
n ) and u
+ = (u+1 , . . . , u
+
n ) be a
viscosity subsolution and a viscosity supersolution of system (1.1), respectively. Assume (F1)–
(F3), (O1) and (G). Then u
−
i (x, t) ≤ u+i (x, t) for all (x, t) ∈ Rn × [0, T ] and i ∈ Im. As a
consequence, viscosity solutions to system (1.1) are unique (in the class of polynomial growth).
With the above results in place, consider a viscosity solution u of system (1.1) and define, for
all i, j ∈ Im, k, l ∈ In and h ∈ Rn,(
σ̂ikl, b̂
i
k, ĉ
i, f̂ i, ĉij , η̂
i
k
)
(x, t) :=
(
σikl, b
i
k, c
i, f i, cij , η
i
k
)
(x+ h, t) .
Setting ν̂i = νi and ĝi (x) = gi (x+ h) it follows that û (x, t) = u(x + h, t) is a viscosity so-
lution to (1.1) with F̂i, ĝi and ĉij in place of Fi, gi and ĉij . By the assumptions of Sec-
tion 2 it follows that we can bound the right-hand side of the estimate in Theorem 3.1 by
C
(
1 + |x|p−1 + |x+ h|p−1) |h|, where C is a positive constant depending only on the data.
Hence, by an application of Theorem 3.1 we have the following corollary.
Corollary 3.3 (Lipschitz continuity in space) Assume (F1)–(F3), (O1) and (G). Then
there exists a constant C, depending only on the data, such that for any viscosity solution
u = (u1, . . . , um) to system (1.1) satisfying ui ∈ Cp (Rn × [0, T ]) for all i ∈ Im, it holds that
|ui(x, t)− ui(y, t)| ≤ C
(
1 + |x|p−1 + |y|p−1) |x− y|,
for any i ∈ Im, x, y ∈ Rn and t ∈ [0, T ].
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We proceed by stating our results on Ho¨lder continuity in time and on existence of solutions.
To prove these theorems we construct families of viscosity super- and subsolutions (Lemma 4.8
and Corollary 4.9) which we use as barrier functions in the comparison principle. To this end,
we need to impose the additional assumptions (O2)–(O3) on the switching costs.
Theorem 3.4 (Ho¨lder continuity in time) Assume (F1)–(F3), (O1)–(O3) and (G). Then
there exists a constant C, depending only on the data, such that for any viscosity solution
u = (u1, . . . , um) to system (1.1) satisfying ui ∈ Cp (Rn × [0, T ]) for all i ∈ Im, it holds that
|ui(x, s)− ui(x, t)| ≤ C (1 + |x|p) |s− t|1/2
for all i ∈ Im, x ∈ Rn and s, t ∈ [0, T ].
Finally, the following existence theorem is proved via Perron’s method. Here, the barrier func-
tions from Lemma 4.8 and Corollary 4.9 are used to ensure that the Perron solution is bounded
and attains the terminal data.
Theorem 3.5 (Existence) Assume (F1)–(F3), (O1)–(O3) and (G). Then there exists a unique
viscosity solution u = (u1, . . . , um) of system (1.1) satisfying ui ∈ Cp (Rn × [0, T ]) for all i ∈ Im.
Remark 3.6 There is an |x|p-dependence in the right hand side of Theorem 3.4, whereas the
|x|-dependence in the corresponding Ho¨lder estimate in [BJK10] (Lemma 5.3) is linear. This is
due to relaxed growth assumptions on fi, cij and gi. In particular, setting p = 1 in Theorem 3.4
we retrieve the result of [BJK10] in the more general setting studied here.
Remark 3.7 Concerning generality we note that it should be possible to further relax the as-
sumptions (F1)–(F3), by applying the full generality of the results of [BI08] and [JK06]. In
particular, the continuous dependence estimate may be generalized using [BI08] and [JK06].
Given the validity of a continous dependence estimate, if the assumptions on the operator then
implies Lipschitz continuity in space and the validity of (4.21), then our barrier constructions
hold and all our main results follows. We have chosen to stay within the “standard” assumptions
(F1)–(F3) in this paper to avoid additional technicalities and lenghty assumptions that are hard
to interpret.
4 Proofs of the main results
In this section we prove Theorems 3.1, 3.4 and 3.5.
Proof of Theorem 3.1 (Continuous dependence estimate) We proceed along the lines of
[BJK10, Theorem 5.1] to which we refer for additional details.
For constants λ, θ, γ, ǫ > 0 we define the test function
φ(t, x, y) = eλ(T−t)
θ
2
|x− y|2 + eλ(T−t) ǫ
2 + γ
(|x|2+γ + |y|2+γ) ,
on [0, T ]× Rn × Rn. We double the variables by defining for i ∈ Im,
Ψi(t, x, y) = ui(x, t)− ûi(y, t)− φ(t, x, y) − δ(T − t)
T
σ − ǫ¯
t
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where 0 < δ < 1, ǫ¯ > 0, and
σ = sup
i,t,x,y
{
ui(x, t)− ûi(y, t)− φ(t, x, y) − ǫ¯
t
}
− σT ,
σT = sup
i,x,y
{
ui(x, T )− ûi(y, T )− φ(T, x, y)− ǫ¯
T
}
.
From this we see that
ui(x, t)− ûi(x, t)− eλT ǫ|x|2+γ − ǫ¯
t
≤ σ + σT , whenever (x, t) ∈ Rn × [0, T ], i ∈ Im, (4.1)
and thus the main steps of the proof is to derive an upper bound on σ and σT . We start by
establishing a bound for σ. If σ ≤ 0 we can take 0 as the upper bound and we are done.
Therefore we will assume in the following that σ > 0. By the upper semicontinuity of ui − ûi,
the growth assumptions (provided 2 + γ > p), and the penalization term −ǫ¯/t, there exists
(i0, t0, x0, y0) ∈ Im × (0, T ]× Rn × Rn such that
Ψi0(t0, x0, y0) = sup
i,t,x,y
Ψi(t, x, y).
The assumption σ > 0 forces t0 < T . To see this we observe that
Ψi0(t0, x0, y0) ≥ sup
i,t,x,y
{
ui(x, t)− ûi(y, t)− φ(t, x, y)− ǫ¯
t
}
− δσ = σT + (1− δ)σ > σT ,
as δ < 1, while on the other hand t0 = T would imply Ψi0(t0, x0, y0) = σT .
Now we are in a position to apply the maximum principle for semicontinuous functions
adapted to nonlocal systems. As we allow switching costs cij to depend on (x, t), as well as
polynomial growth of viscosity solutions, we may not apply [BJK10, Lemma 4.1] immediately.
However, we may apply the generalized version of this result found in [LNO14b, Proof of The-
orem 1.1], to retrieve the analogue of estimate (5.3) in [BJK10]. For each 0 < κ ≤ 1 there are
symmetric matrices X and Y , and we can chose the index i0 such that
−φt(t0, x0, y0) +
δσ
T
+
ǫ¯
t20
≤− L̂i0(y0, t0, ûi0(y0, t0),−Dyφ(t0, x0, y0), Y )− f̂ i(y0, t0)
− Ĵi0,κ(y0, t0,−Dyφ(t0, x0, y0),−φ(t0, x0, ·))− Ĵ κi0(y0, t0,−Dyφ(t0, x0, y0), ûi0(·, t0))
+ Li0(x0, t0, ui0(x0, t0),Dxφ(t0, x0, y0),X) + f i(x0, t0)
+ Ji0,κ(x0, t0,Dxφ(t0, x0, y0),−φ(t0, ·, y0)) + J κi0(x0, t0,Dxφ(t0, x0, y0), ui0(·, t0)), (4.2)
where the matrices X and Y satisfy standard upper bounds depending on the second derivatives
of φ(t, x, y). We remind the reader that we here consider an alternative but equivalent definition
of viscosity solutions and refer to [BJK10] and [LNO14b] for details. In (4.2), the splitting of
the nonlocal term is defined as in [BJK10, Definition 2.1].
Following [BJK10] we obtain the estimates
tr
(
ai(x0, t0)X
) − tr (ai(y0, t0)Y )
≤ Ceλ(T−t0)
{
θ|x0 − y0|2 + θ‖σi − σ̂i‖2∞ + ǫ
(
1 + |x0|2+γ + |y0|2+γ
)}
, (4.3)
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b̂i(y0, t0)Dyφ(t0, x0, y0) + b
i(x0, t0)Dxφ(t0, x0, y0)
≤ Ceλ(T−t0)
{
θ|x0 − y0|2 + θ‖bi − b̂i‖2∞ + ǫ
(
1 + |x0|2+γ + |y0|2+γ
)}
, (4.4)
|f̂ i(y0, t0)− f i(x0, t0)| ≤ ‖f i − f̂ i‖∞ + C
(
1 + |x0|p−1 + |y0|p−1
) |x0 − y0|, (4.5)
for any i ∈ Im. Applying the polynomial growth assumptions of u, û, c and ĉ yields
|ĉi(y0, t0)û(y0, t0)− ci(x0, t0)u(x0, t0)|
≤ C (1 + |x0|p + |y0|p) ‖ci − ĉi‖∞ + C (1 + |x0|p + |y0|p) |x0 − y0|. (4.6)
For the nonlocal terms we obtain
Ji0,κ(x0, t0,Dxφ(t0, x0, y0),−φ(t0, ·, y0)) + J κi0(x0, t0,Dxφ(t0, x0, y0), ui0(·, t0)),
− Ĵi0,κ(y0, t0,−Dyφ(t0, x0, y0),−φ(t0, x0, ·)) − Ĵ κi0(y0, t0,−Dyφ(t0, x0, y0), ûi0(·, t0))
≤ Cθeλ(T−t0)
{
|x0 − y0|2 +
∥∥∥∥
∫
|ηi0 |2|νi0 − ν̂i0 |(dz)
∥∥∥∥
∞
+
∥∥∥∥
∫
|ηi0 − η̂i0 |2νi0(dz)
∥∥∥∥
∞
}
+O(κ) + Ceλ(T−t0)ǫ (1 + |x0|2+γ + |y0|2+γ) , (4.7)
where ηi0 = max{ηi0 , η̂i0} and νi0 = max{νi0 , ν̂i0}. Now by (4.2), estimates (4.3)-(4.7), and the
form of φt, it follows that
λ
[
eλ(T−t0)
θ
2
|x0 − y0|2 + eλ(T−t0) ǫ
2 + γ
(|x0|2+γ + |y0|2+γ)
]
+
δσ
T
+
ǫ¯
t20
≤ Cθeλ(T−t0)max
i∈Im
{
‖σi − σ̂i‖2∞ + ‖bi − b̂i‖2∞ +
∥∥∥∥
∫
|ηi|2|νi − ν̂i|(dz)
∥∥∥∥
∞
+
∥∥∥∥
∫
|ηi − η̂i|2νi(dz)
∥∥∥∥
∞
}
+max
i∈Im
‖f i − f̂ i‖∞ + C (1 + |x0|p + |y0|p)max
i∈Im
‖ci − ĉi‖∞ + Cθeλ(T−t0)|x0 − y0|2
+C (1 + |x0|p + |y0|p) |x0 − y0|+Ceλ(T−t0)ǫ
(
1 + |x0|2+γ + |y0|2+γ
)
+O(κ)
where the constant C is not necessarily the same at each occurrence but may depend only on
the data. In the above estimate, t0, x0 and y0 are independent of κ, so we can let κ → 0 and
ignore the term O(κ). By taking λ large enough, its magnitude depending only on the data, we
can conclude that
δσ ≤ CTθmax
i∈Im
{
‖σi − σ̂i‖2∞ + ‖bi − b̂i‖2∞ +
∥∥∥∥
∫
|ηi|2|νi − ν̂i|(dz)
∥∥∥∥
∞
+
∥∥∥∥
∫
|ηi − η̂i|2νi(dz)
∥∥∥∥
∞
}
+ T max
i∈Im
‖f i − f̂ i‖∞ + T sup
x,y
Γ(x, y), (4.8)
where
Γ(x, y) = C (1 + |x|p + |y|p)max
i∈Im
‖ci − ĉi‖∞ − θ|x− y|2 + C (1 + |x|p + |y|p) |x− y|
− ǫ (1 + |x|2+γ + |y|2+γ)+ Cǫ.
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In fact, by increasing λ even further we see that we can take
Γ(x, y) = C (1 + |x|+ |y|)pmax
i∈Im
‖ci − ĉi‖∞ − θ|x− y|2 + C (1 + |x|+ |y|)p |x− y|
− ǫ (1 + |x|+ |y|)2+γ + Cǫ,
and after a maximization with respect to |x− y| we have
Γ(x, y) ≤ C (1 + |x|+ |y|)pmax
i∈Im
‖ci − ĉi‖∞ + C (1 + |x|+ |y|)
2p
θ
− ǫ (1 + |x|+ |y|)2+γ +Cǫ,
and so
Γ(x, y) ≤ C (1 + |x|+ |y|)2p
(
max
i∈Im
‖ci − ĉi‖∞ + 1
θ
)
− ǫ (1 + |x|+ |y|)2+γ + Cǫ.
Now, pick γ = 4p−2 and maximize anew, this time with respect to (1 + |x|+ |y|). The result is
Γ(x, y) ≤ C
ǫ
(
max
i∈Im
‖ci − ĉi‖2∞ +
1
θ2
)
+ Cǫ.
and by now choosing ǫ = 1/θ we can conclude that
Γ(x, y) ≤ Cθmax
i∈Im
‖ci − ĉi‖2∞ +
C
θ
. (4.9)
We next estimate σT . We have, using (G), that
σT = sup
i,x,y
{
gi(x)− ĝi(y)− φ(T, x, y)− ǫ¯
T
}
≤ max
i∈Im
‖gi − ĝi‖∞ + sup
x,y
{
C
(
1 + |x|p−1 + |y|p−1) |x− y| − φ(T, x, y)}
= max
i∈Im
‖gi − ĝi‖∞ + sup
x,y
ΓT (x, y),
where ΓT (x, y) can be bounded in a similar way as Γ(x, y), i.e.,
ΓT (x, y) ≤ C (1 + |x|+ |y|)p−1 |x− y| − θ
2
|x− y|2 − ǫ
C
(1 + |x|+ |y|)2+γ
≤ C (1 + |x|+ |y|)
2p
θ
− ǫ
C
(1 + |x|+ |y|)4p ≤ C
θ2ǫ
=
C
θ
and hence
σT ≤ max
i∈Im
‖gi − ĝi‖∞ + C
θ
. (4.10)
Collecting the estimates (4.8), (4.9) and (4.10), sending δ → 1 and inserting them in (4.1)
yields, after noting that the term −eλT ǫ|x|2+γ in (4.1) can be absorbed by Γ(x, y) (by an increase
in λ),
ui(x, t)− ûi(x, t)− ǫ¯
t
≤ σ + σT + eλT ǫ|x|2+γ
≤ CTθmax
j∈Im
{
‖σj − σ̂j‖2∞ + ‖bj − b̂j‖2∞ + ‖cj − ĉj‖2∞ +
∥∥∥∥
∫
|ηj |2|νj − ν̂j|(dz)
∥∥∥∥
∞
+
∥∥∥∥
∫
|ηj − η̂j|2νj(dz)
∥∥∥∥
∞
}
+ max
j∈Im
‖gj − ĝj‖∞ + T max
j∈Im
‖f j − f̂ j‖∞ + CT
θ
,
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whenever (x, t) ∈ Rn × [0, T ] and i ∈ Im. After minimizing the right hand side with respect to
θ and sending ǫ¯→ 0, we have
ui(x, t)− ûi(x, t) ≤ CT max
j∈Im
{
‖σj − σ̂j‖∞ + ‖bj − b̂j‖∞ + ‖cj − ĉj‖∞ +
∥∥∥∥
∫
|ηj|2|νj − ν̂j |(dz)
∥∥∥∥1/2
∞
+
∥∥∥∥
∫
|ηj − η̂j|2νj(dz)
∥∥∥∥1/2
∞
}
+ max
j∈Im
‖gj − ĝj‖∞ + T max
j∈Im
‖f j − f̂ j‖∞,
whenever (x, t) ∈ Rn × [0, T ] and i ∈ Im. This completes the proof of the theorem. ✷
We will now prove Theorem 3.4 and Theorem 3.5 by building appropriate barrier functions.
The barrier functions will be constructed as families of viscosity super- and subsolutions to (1.1)
which, by the comparison principle (Corollary 3.2), will give bounds for the unique viscosity
solution from above and below, respectively. Before going into the proof we note that the
difficulty lies in constructing an appropritate family of supersolutions which exceed the obstacle.
Our main idea for this construction is to include the switching costs explicitly in the barrier.
Since the switching costs are allowed to be non-smooth, the operator cannot be applied directly
and we need to consider approximation arguments and viscosity solution theory. A suitable
family of subsolutions can be constructed independent of the obstacle, and is therefore much
simpler. Lemma 4.8 gives an appropriate family of viscosity supersolutions. The construction
of this family was inspired by related arguments in Lundstro¨m, Nystro¨m and Olofsson [LNO14,
LNO14b], Biswas, Jacobsen and Karlsen [BJK10], Ishii and Sato [IS04] and Lundstro¨m and
O¨nskog [LO¨15].
Lemma 4.8 (Upper barrier) Assume (F1)–(F3), (O1)–(O3) and let h = (h1, ..., hm) : R
n →
R
m be a function satisfying (G) for some positive integer p. Then there exists a positive constant
c, depending only on K,n and p, such that for all (y, s) ∈ Rn× [0, T ] and all i ∈ Im, the function
ψi,y,s = (ψi,y,s1 , ..., ψ
i,y,s
m ), defined as
ψi,y,sj (x, t) = c λ e
c(s−t)
{
Ac (s− t) + A
λ2
+B|x− y|2 + |x− y|p
}
+ hi(y) + cij(x, t)
for all j ∈ Im, where A = (1 + |y|p) and B =
(
1 + |y|p−2), is a viscosity supersolution to (1.1)
with terminal condition given by h, in Rn × [0, s) and whenever λ ≥ 1.
Corollary 4.9 (Lower barrier) Assume (F1)–(F3), (O1)–(O3) and let h, c,A and B be as in
Lemma 4.8. Then for all (y, s) ∈ Rn × [0, T ] and all i ∈ Im, the function ψˇy,s = (ψˇy,s1 , ..., ψˇy,sm )
defined as
ψˇ
y,s
j (x, t) = −c λ ec(s−t)
{
Ac (s− t) + A
λ2
+B|x− y|2 + |x− y|p
}
+ hj(y),
is a viscosity subsolution to (1.1) with terminal condition given by h, in Rn× [0, s) and whenever
λ ≥ 1.
Proof. This follows by repeating steps 1 and 3 in the proof of Lemma 4.8 given below. Both
steps are simpler in this case since ψˇ
y,s
j does not involve the switching costs cij . ✷
Before proving Lemma 4.8 we recall two well-known results in Lemma 4.10 and Lemma 4.11,
needed when we prove that our family of functions in Lemma 4.8 consists of viscosity superso-
lutions.
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Lemma 4.10 Let ϕ : Rn → R be semiconvex and x̂ be a strict local maximum point of ϕ. For
p ∈ Rn, set ϕp(x) = ϕ(x) + 〈p, x〉. Then for r, δ > 0,
K = {x ∈ B(x̂, r) : there exists p ∈ B(0, δ) for which ϕp has a local maximum at x}
has positive measure.
Proof. This result is given as Lemma A.3 in [CIL92] to which we refer for a proof. ✷
Lemma 4.11 Let Ω ⊂ Rn. A function ϕ : Ω → R is differentiable with derivative satisfying
|Dϕ(x) − Dϕ(y)| ≤ K|x − y| for all x, y ∈ Ω if and only if ϕ is both K-semiconvex and K-
semiconcave on Ω, i.e., both ϕ(x) + K2 |x|2 and −ϕ(x) + K2 |x|2 are convex functions on Ω.
Proof. A proof can be found in, e.g., Harvey and Lawson [HL13, Theorem A.1]. ✷
Armed with Lemmas 4.10 and 4.11 we are ready to prove Lemma 4.8.
Proof of Lemma 4.8 (Upper barrier) The proof naturally split into three steps.
Step 1: ψi,y,sj satisfies the terminal condition. We have to show that
ψi,y,sj (x, s) ≥ hj(x) whenever x ∈ Rn. (4.11)
Using the fact that ab ≤ a2 + b2 we see that, for all λ ≥ 1,
ψi,y,sj (x, s) = c
{
λB |x− y|2 + A
λ
+ λ |x− y|p
}
+ hi(y) + cij(x, s)
≥ c
{√
AB|x− y|+ λ |x− y|p
}
+ hi(y) + cij(x, s)
≥ c
2
{
1 + |y|p−1 + |x− y|p−1} |x− y|+ hi(y) + cij(x, s).
Now for any k > 0 it holds that
|y|k + |x− y|k ≥ 1
2k+1
(
|x|k + |y|k
)
(4.12)
and, using this inequality and that hi satisfies (G) we can conclude that for c ≥ K2p+1
ψi,y,sj (x, s) ≥
c
2p+1
(
1 + |x|p−1 + |y|p−1) |x− y|+ hi(y) + cij(x, s)
≥ hi(x) + cij(x, s) ≥ hj(x),
for all λ ≥ 1, all j ∈ Im, and all x ∈ Rn. This proves (4.11) and therefore the terminal condition
is fulfilled.
Step 2: ψi,y,sj exceeds the obstacle. To show that ψ
i,y,s
j exceeds the obstacle we have to show
that
ψi,y,sj (x, t)−max
k 6=j
{
ψi,y,sk (x, t)− cjk(x, t)
}
≥ 0 (4.13)
at all points (x, t) ∈ Rn × [0, s] and whenever i, j, k ∈ Im. To do so we note that assumption
(O2) reads
cij(x, t) + cjk(x, t)− cik(x, t) ≥ 0,
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for all i, j, k ∈ Im, and hence
ψi,y,sj (x, t)− (ψi,y,sk (x, t)− cjk(x, t)) = cij(x, t) − (cik(x, t)− cjk(x, t)) ≥ 0.
Therefore, inequality (4.13) is satisfied and our supersolution candidate exceeds the obstacle.
Step 3: ψi,y,sj satisfies the equation of being a supersolution. We cannot apply the operator
directly to ψi,y,sj since the switching costs cij are in general not differentiable. Instead, we
consider a viscosity solution approach. According to Definition 2.2 we need to show that, for c
large enough,
− ∂tϕ
(
x̂, t̂
)
+ Fj
(
x̂, t̂, ψi,y,sj
(
x̂, t̂
)
,Dϕ
(
x̂, t̂
)
,D2ϕ
(
x̂, t̂
)
, ϕ
(·, t̂)) ≥ 0, (4.14)
whenever ϕ is a C2,1p (Rn × [0, s)) function such that, for some j ∈ Im, ψi,y,sj − ϕ has a global
minimum at (x̂, t̂) ∈ Rn × [0, s). We may w.l.o.g. assume that the minimum is strict.
Using the notation
ψi,y,sj (x, t) = γ
i,y,s(x, t) + cij(x, t),
where
γi,y,s(x, t) = c λ ec(s−t)
{
Ac (s− t) + A
λ2
+B|x− y|2 + |x− y|p
}
+ hi(y),
we find from assumption (O3) that
∂tϕ(x̂, t̂) ≤ ∂tγi,y,s(x̂, t̂) +K (1 + |x̂|p) and |Dxkϕ(x̂, t̂)| ≤ Dxkγi,y,s(x̂, t̂) +K
(
1 + |x̂|p−1) ,
for all k ∈ In. Thus
−∂tϕ(x̂, t̂) ≥ c2 λ ec(s−t̂)
{
A+B|x̂− y|2 + |x̂− y|p}−K (1 + |x̂|p) ,
and, as (4.12) implies
{A+ |x̂− y|p} ≥ 1
2
{1 + |y|p + |y|p + |x̂− y|p} ≥ 1
2p+2
{1 + |y|p + |x̂|p} ,
we conclude that
−∂tϕ(x̂, t̂) ≥ c2 λ ec(s−t̂) 1
2p+2
{1 + |x̂|p + |y|p} −K (1 + |x̂|p) , (4.15)
whenever (x̂, t̂) ∈ Rn × [0, T ]. Similarly, for the first derivative in space we have that∣∣Dϕ(x̂, t̂)∣∣ ≤ c λ ec(s−t̂) {2B|x̂− y|+ p|x̂− y|p−1}+K (1 + |x̂|p−1)
≤ c λ ec(s−t̂)C (1 + |x̂|p−1 + |y|p−1) (4.16)
since
∂
∂xk
γi,y,s(x, t) = c λ ec(s−t)
{
2B + p|x− y|p−2} (xk − yk) .
Here and in the following, by C we will denote a constant, 1 ≤ C <∞, not necessarily the same
at each occurrence, which may depend only on K,n and p.
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To establish an upper bound for D2ϕ, we first note that since ϕ is twice differentiable in
space, it is, by Lemma 4.11, locally semi-concave in space. Hence, by assumption (O3) the
function ψi,y,sj − ϕ is also semi-concave. We can thus apply Lemma 4.10 to obtain a sequence
(xk, qk) ∈ Rn × Rn such that xk → x̂, qk → 0 and such that the function
ψi,y,sj (x, t̂)− ϕ(x, t̂) + 〈qk, x〉
has a local minimum at (xk, t̂). Furthermore, from Lemma 4.10 it follows that we may assume
that D2ψi,y,sj (xk, t̂) exists for all k. Therefore,
D2ϕ(xk, t̂) ≤ D2ψi,y,sj (xk, t̂) = D2γi,y,s(xk, t̂) +D2cij(xk, t̂),
for all i, j ∈ Im. Taking the limit as k →∞ and using (O3) then yields
D2ϕ(x̂, t̂) ≤ D2γi,y,s(x̂, t̂) +K (1 + |x̂|p−2) In. (4.17)
Now, let δkl denote the Kronecker-delta and observe that
∂2
∂xk∂xl
γi,y,s(x, t) = c λ ec(s−t)
{
2B + p|x− y|p−2} δkl
+ c λ ec(s−t)p (p− 2) |x− y|p−4 (xl − yl) (xk − yk) ,
from which we get, using (4.17), that
‖D2ϕ(x̂, t̂)‖ ≤ c λ ec(s−t̂) {2B + p(p− 1)|x̂− y|p−2}+K (1 + |x̂|p−2)
≤ c λ ec(s−t̂)C (1 + |x̂|p−2 + |y|p−2) . (4.18)
Next, by noting that (F2) implies |ajkl(x̂, t̂)| ≤ C
(
1 + |x̂|2), cj(x̂, t̂) ≥ −K and |bjk(x̂, t̂)| ≤
K (1 + |x̂|), we conclude that
−Lj
(
x̂, t̂, ψi,y,sj
(
x̂, t̂
)
,Dϕ(x̂, t̂),D2ϕ(x̂, t̂)
)
=− tr (aj(x̂, t̂)D2ϕ(x̂, t̂))− n∑
k=1
bjk(x̂, t̂)
(
Dϕ(x̂, t̂)
)
k
+ cj(x̂, t̂)ψi,y,sj (x̂, t̂)
≥− n‖aj(x̂, t̂)‖ ‖D2ϕ(x̂, t̂)‖ − |bjk(x̂, t̂)| |Dϕ(x̂, t̂)| −K|ψi,y,sj (x̂, t̂)|
≥ − C (1 + |x̂|2) c λ ec(s−t̂)C (1 + |x̂|p−2 + |y|p−2)−K (1 + |x̂|) c λ ec(s−t̂)C (1 + |x̂|p−1 + |y|p−1)
−Kcλ ec(s−t̂)C (1 + |x̂|p + |y|p)
≥− c λ ec(s−t̂)C (1 + |x̂|p + |y|p) . (4.19)
Regarding the nonlocal term Jj, we first note that since ϕ is C2,1p (Rn× [0, s)), it follows from
Taylor’s theorem that
ϕ(x̂+ ηj, t̂)− ϕ(x̂, t̂)− 〈Dϕ(x̂, t̂), ηj〉 = 〈D2ϕ(x̂, t̂)ηj, ηj〉+O(|ηj |2).
Here and in the following, we have used the notation ηj = ηj(x̂, t̂, z). Hence
Jj(x̂, t̂, Dϕ
(
x̂, t̂
)
, ϕ
(·, t̂)) = ∫
Rl\{0}
(
ϕ
(
x̂+ ηj , t̂
)− ϕ (x̂, t̂)− χ{|z|≤1}〈ηj ,Dϕ (x̂, t̂)〉)νj (dz)
=
∫
B1(0)\{0}
O(|ηj |2)νj(dz) +
∫
B1(0)\{0}
‖D2ϕ(x̂, t̂)‖|ηj |2νj(dz)
+
∫
Rℓ\B1(0)
(
ϕ(x̂+ ηj, t̂)− ϕ(x̂, t̂)
)
νj(dz) =: I1 + I2 + I3
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and to bound Jj it suffices to establish an appropriate upper bound on the integrals I1, I2 and
I3. Assumption (F3) yields
I1 =
∫
B1(0)\{0}
O(|ηj |2)νj(dz) ≤ C (1 + |x̂|2) ∫
B1(0)\{0}
|z|2νj(dz) ≤ C (1 + |x̂|2) ,
while assumption (F3) and (4.18) gives
I2 =
∫
B1(0)\{0}
‖D2ϕ(x̂, t̂)‖|ηj|2νj(dz)
≤ c λ ec(s−t̂)C (1 + |x̂|p + |y|p−2) ∫
B1(0)\{0}
|z|2νj(dz)
≤ c λ ec(s−t̂)C (1 + |x̂|p + |y|p−2) .
To estimate I3 we observe that
ϕ(x̂+ ηj , t̂)− ϕ(x̂, t̂) ≤ ψi,y,s,δj (x̂+ ηj , t̂)− ψi,y,s,δj (x̂, t̂)
since ψi,y,s,δj − ϕ has a minimum at (x̂, t̂). Therefore
I3 =
∫
Rℓ\B1(0)
(
ϕ(x̂+ ηj, t̂)− ϕ(x̂, t̂)
)
νj(dz) ≤
∫
Rℓ\B1(0)
(
ψi,y,s,δj (x̂+ η
j , t̂)− ψi,y,s,δj (x̂, t̂)
)
νj(dz)
≤ c λ ec(s−t̂)
∫
Rℓ\B1(0)
( (
1 + |y|p−2) (|x̂+ ηj − y|2 − |x̂− y|2)+ |x̂+ ηj − y|p − |x̂− y|p)νj(dz)
+
∫
Rℓ\B1(0)
(
cij(x̂+ η
j, t̂)− cij(x̂, t)
)
νj(dz).
Using (F3) and (O3) we obtain
I3 ≤ c λ ec(s−t̂)C (1 + |x̂|p + |y|p)
∫
Rℓ\B1(0)
νj(dz) + c λ ec(s−t̂)
(
1 + |y|p−2) ∫
Rℓ\B1(0)
|ηj |2νj(dz)
+ c λ ec(s−t̂)
∫
Rℓ\B1(0)
|ηj |pνj(dz) + C
∫
Rℓ\B1(0)
(
1 + |x̂|p + |ηj|p
)
νj(dz)
≤ c λ ec(s−t̂)C {(1 + |x̂|p + |y|p) + |y|p−2 (1 + |x̂|2)+ (1 + |x̂|p)}+ C (1 + |x̂|p)
≤ c λ ec(s−t̂)C (1 + |x̂|p + |y|p) .
Summing up bounds for I1, I2 and I3 implies
−Jj(x̂, t̂, Dϕ
(
x̂, t̂
)
, ϕ
(·, t̂)) ≥ −c λ ec(s−t̂)C (1 + |x̂|p + |y|p) , (4.20)
where C may depend only on K,n and p.
Finally, assumption (F2) yields |f i(x̂, t̂)| ≤ C (1 + |x̂|p) and plugging this inequality, (4.15),
(4.19) and (4.20) into (4.14) gives us
− ∂tϕ
(
x̂, t̂
)
+ Fj
(
x̂, t̂, ψi,y,sj
(
x̂, t̂
)
,Dϕ
(
x̂, t̂
)
,D2ϕ
(
x̂, t̂
)
, ϕ
(·, t̂))
≥ c2 λ ec(s−t̂) 1
2p+2
{1 + |x̂|p + |y|p}
− c λ ec(s−t̂)C (1 + |x̂|p + |y|p)− C (1 + |x̂|p) ≥ 0, (4.21)
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where the last inequality is based on choosing c large enough, our choice depending only on
K,n and p. Hence, we conclude that ψi,y,s satisfies (4.14) and therefore the equation of being a
viscosity supersolution is fullfilled.
This completes step 3 in the proof of Lemma 4.8 and in light of step 1 and step 2 the proof
of the Lemma is complete. ✷
Remark 4.12 In the setting of optimal switching problems, assumption (O2) is no restriction.
In particular, we may assume, without loss of generality, that
cii2(x, t) + ci2i3(x, t) + . . . cil−1j(x, t) ≥ cij(x, t), (4.22)
for all switching chains (i, i2, . . . , il−1, j) ∈ Aij and any i, j ∈ Im. Indeed, if (4.22) does not
hold, we can construct new switching costs c˜ij by
c˜ij(x, t) = min
(i1,...,il)∈Aij
l−1∑
k=1
cikik+1(x, t)
which we then consider in place of cij . Since the regularity assumptions (O3) on the original
switching costs cij only assume semi-concavity and Lipschitz continuity, the new switching costs
c˜ij will satisfy (O3) by construction. The same is true for the classical no-loop condition in (O1).
Moreover, using c˜ij(x, t) in place of cij will not alter the cost structure of the problem and hence
the value function will remain unchanged. In the setting of optimal switching, the switching cost
c˜ij(x, t) represent switching using the “cheapest” switching chain from state i to j and assumption
(4.22) means that it is always cheaper to switch directly to a state than to go through some
intermediate state. More explicitly, this implies that at any time t at most one switch is made.
Note that the switching costs c˜ij can be no more than Lipschitz continuous, regardless of the
regularity of cij . Hence, it is essential that the regularity assumptions of Lundstro¨m, Nystro¨m,
and Olofsson [LNO14b] are relaxed in order to assume (4.22) without loss of generality in the
context of optimal switching.
Proof of Theorem 3.4 (Ho¨lder continuity in time) To prove Ho¨lder continuity in the time
variable, let u be a viscosity solution to (1.1) and fix arbitrary (y, s) ∈ Rn × [0, T ] and i ∈ Im.
We now apply Lemma 4.8 with hi(x) = ui(x, s). Note that since u is a viscosity solution to
(1.1), Corollary 3.3 asserts that hi satisfies (G). By the comparison principle, we have
uj(x, t) ≤ ψi,y,sj (x, t)
for all j ∈ Im and (x, t) ∈ Rn × [0, s]. In particular, setting j = i and x = y and using cii = 0,
this reduces to
ui(y, t)− ui(y, s) ≤ c2ec(s−t)A
(
λ (s− t) + 1
λ
)
where A = (1 + |y|p). For s and t fixed, we set λ = (s − t)−1/2 and get
ui(y, t)− ui(y, s) ≤ 2c2ec(s−t)A(s − t)1/2.
Without loss of generality we may assume that |s− t| ≤ 1, and, therefore,
ui(y, t)− ui(y, s) ≤ C(1 + |y|p)(s− t)1/2,
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where C may depend only on K,n, p and T . This proves the Ho¨lder continuity in the time
variable ‘from above’.
The lower bound on ui(y, t) − ui(y, s) follows similarly by considering the subsolution ψˇy,s
from Corollary 4.9 as a barrier from below. The proof of Theorem 3.4 is thus complete. ✷
Proof of Theorem 3.5 (Existence) We construct a viscosity solution to problem (1.1) using
Perron’s method. To this end, we define u = (u1, . . . , um) as
ui (x, t) := inf{u+i (x, t) : u+i = (u+1 , . . . , u+m) is a supersolution to (1.1)}
Note that this construction is well defined given the explicit viscosity sub- and supersolutions
ψˇ
y,T
j (x, t) and ψ
i,y,T
j (x, t) constructed in Lemma 4.8 and Corollary 4.9. We now intend to
prove that u∗ and u∗, the upper- and lower semicontinuous envelopes of u, are, respectively,
a subsolution and a supersolution to (1.1). It then follows by the comparison principle that
u∗ ≤ u∗ and hence u = u∗ = u∗ is a viscosity solution to (1.1).
We first prove that u∗ satisfies the terminal condition of being a subsolution. To this end,
we make use of the explicit viscosity sub- and supersolutions from Lemma 4.8 again. Fix a
component i ∈ Im and a point y ∈ Rn. By construction of ui we have ui(x, t) ≤ ψj,y,Ti (x, t)
whenever (x, t) ∈ Rn× [0, T ]. Moreover, since ψj,y,Ti (x, t) is continuous, it follows that u∗i (x, t) ≤
(ψj,y,Ti (x, t))
∗ = ψj,y,Ti (x, t) for every ε > 0 and (x, t) ∈ Rn × [0, T ]. In particular, setting j = i
and (x, t) = (y, T ), we deduce
u∗i (y, T ) ≤ lim
λ→∞
ψi,y,Ti (y, T ) = ui (y, T ) + cii (y, T ) = gi(y).
Since i and y are arbitrary in this argument, we conclude that u∗ satisfies the terminal condition.
We prove that u∗ satisfies the terminal condition in a similar way using the comparison principle
and ψˇ
y,T
j (x, t) from Corollary 4.9 as a barrier from below.
After noticing that our switching costs are continuous, the sub- and supersolution properties
are shown in the same way as outlined by Biswas, Jakobsen, and Karlsen [BJK10, pages 70–
72]. We refer the interested reader there and simply conclude that the proof of Theorem 3.5 is
complete. ✷
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