Introduction
In [3] , Fischer, Lynch and Paterson proved that in asynchronous message passing systems there cannot exist a consensus protocol that tolerates even a single undetectable crash failure. Their proof of this fundamental result relies on operational details such as sending and receiving messages, etc.
Chandy and Misra [1] have taken an axiomatic non-operational approach to the consensus problem. Their idea is to define asynchronous systems and consensus protocols by a set of axioms, making no mention of operational details. The result in [1] is weaker than that in [3] , since it is not assumed in [1] that all messages sent are eventually delivered.
In this note we use the Chandy and Misra approach to prove a result that is similar to the one in [3] . We do so without the need of introducing any operational notions. We believe that our proof is simpler than that in [3] . Most of the ideas that appear in [3] and [1] are used here, as well as new key ideas. The result here is slightly more general than that in [3] , since we use a weaker resiliency requirement and assume that any enabled event eventually is either applied or becomes not enabled, in a model where processes may be nondeterministic.
The rest of the paper is organized as follows. In Section 2, we present three axioms capturing the nature of asynchronous message passing systems. In Section 3, we present five axioms defining resilient consensus protocols. In Section 4, we prove that there does not exist an asynchronous resilient consensus protocol by showing that the set of eight axioms is inconsistent.
Asynchronous Message Passing Systems
A protocol is a nonempty (possibly infinite) set C of runs and a finite set P of processes. A run is a finite sequence of events of the form e p where p ∈ P . For an event e p , we say that e p involves process p. An event is in a run iff it is one of the events in the sequence that comprise the run. No operational meaning is assigned to runs, processes or events.
In the rest of this paper p, p denote processes and x, y, z denote runs. Also x; y is the sequence obtained by concatenating x and y. The notation y ≥ x means that y is an extension of x. For y ≥ x, (y − x) denotes the suffix of y obtained by removing x from y, and |(y − x)| denotes the length of (y − x). For any x and p, let x p be the subsequence of x containing all events in x that involve p. Run y includes x iff x p is a prefix of y p for all p ∈ P . Runs x and y are equivalent w.r. By P1 the empty sequence, denoted by null, is a run. P1 is exactly the same as A1 in [1] . P2 means that if an event e p can happen at some point in a run, then the same event can happen at a later point, provided that p has taken no steps between the two points. P2 is slightly different from A2 in [1] , since we have to use the relation "includes" instead of "extends". P3 means that we are assuming bounded nondeterminism. P3 corresponds to the assumption in [3] that a (deterministic) process may send an arbitrary but finite set of messages to other processes in each step. We do not need to use A3 from [1] .
Lemma 1: Let x, y and z be runs. If y includes x, x[p]y and z
Proof: The proof is by induction on the length of (z − x). When |(z − x)| = 0, w is a run since w = y. We assume that w is a run when |(z − x)| = k, and prove that w is also a run when
Then, for some sequence z and event e p , z = z ; e p . By P1, z is a run. Since |(z − x)| = k, by the induction hypothesis w = y; (z − x) is a run. Since y includes x, x[p]y and z ∈ Ext(x, p) it follows that w includes z and z [p]w . Thus, by P2 w = w ; e p is a run.
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In order to define consensus protocols formally, we need the concept of a fair sequence. A fair sequence is a sequence of events, where (1) each finite prefix is a run (of the protocol), and (2) if the sequence is finite then no event is enabled at the sequence, otherwise (when the sequence is infinite) each event that is enabled at all but finitely many prefixes appears infinitely often in the sequence.
In a fair sequence every enabled event eventually is either applied or becomes not enabled. A fair sequence may be infinite; in such a case it is not a run. Unlike in [1] , a fair sequence may be finite. We notice that according to the model considered in [3] , once a message is sent, the event of receiving that message is enabled until the message is received. Hence, by interpreting some of the events in our model as sending and receiving events, a fair sequence captures the intuition of an execution where all processes get a chance to proceed and all messages sent are eventually delivered.
The proof of the impossibility result in Section 4 still works, even if we interpret some of the events as broadcast events in which a process sends, in one atomic step, messages to all other processes. Also, the result holds, with no need to change the proof, if we add the assumption that a message is received only if it was sent previously, or that messages sent from one process to another are received in the order they are sent.
Resilient Consensus Protocol
In this section we define the notion of a resilient consensus protocol. The definition is adopted, with minor changes, from [1] .
Informally, a (binary) consensus protocol is a protocol in which each process has a local write-once output register. For every fair execution (i.e., where all processes can proceed and all messages sent are eventually delivered) there exists a finite prefix in which all the processes choose one out of two possible values, called white and black. That is, each process writes a decision value into its local output register. The decision values written by all processes are the same. The trivial solutions, in which only one of the two values is always chosen, is ruled out by the requirement that processes do not choose the same value in all runs. A consensus protocol is resilient if in spite of a crash failure of any single process the remaining processes can still choose some value. A crash failure of a process means that the process is not involved in any subsequent event.
In order to give a formal definition of a resilient consensus protocol we assume that each run is colored by one of the three colors: white, black and gray. Intuitively, a run is white (black) if in any extension of it, processes may choose only white (black), and it is gray if both white and black are still possible decision values.
Definition: A resilient consensus protocol is a protocol whose runs satisfy the properties, C1: There is a white run and a black run;
C2: Every gray run has an extension that is white and an extension that is black; C3: If y includes x and x is white (black) then y is white (black); C4: Every fair sequence has a finite prefix that is not gray; Resiliency: For every x and p there exists y ≥ x such that x[p]y and y is not gray.
The first four properties define the notion of a consensus protocol, while the fifth is the resiliency property. It follows from C1 and C3 that the null run is gray. 1 
The Impossibility Result
In this section we prove that there does not exist an asynchronous resilient consensus protocol. First, we introduce the function val : Runs × P rocesses → {−1, 0, 1, 2}. The val function captures what some process can do by itself at a given run. Intuitively, when val(x, p) = −1 process p at run x can make each process choose white but it cannot make any process choose black. When val(x, p) = 1 process p at run x can make each process choose black but it cannot make any process choose white. The fact that val(x, p) = 2 means that at run x process p can make each process choose white as well as black. Finally, val(x, p) = 0 means that at run x process p cannot make any process choose a value. All five lemmas given below refer to some fixed asynchronous consensus protocol. That is, the Resiliency property is used only in the proof of the theorem. The next lemma generalizes Theorem 1 in [1] , it is similar to Lemma 22.3 in [4] , and it is a special case of the Splitter Lemma in [5] .
val(x, p)
Lemma 6: There exist a run x and a process p such that val(x, p) = 2.
Proof: Assume to the contrary that for any run x and any process p, val(x, p) = 2. From this assumption and Lemma 5 it follows that for any gray run x and any process p, there exists z ≥ x such that val(z, p) = 0. Using this fact, we derive a contradiction similar to that in [3] by constructing inductively a fair sequence, called F, in which every finite prefix is gray. The existence of such a fair sequence contradicts C4.
We use the the following notion. The priority number of e p at z is the greatest nonnegative integer k for which there exists x ≤ z such that |(z − x)| = k − 1, e p does not appear in (z − x), and for any run x ≤ y ≤ z the event e p is enabled at y. If e p is not enabled at z then its priority number at z is 0. Intuitively, the priority number of an event is the amount of time the event has been enabled without occurring.
The construction of F is done in steps. F 0 is the null run which, as follows from C1 and C3, is gray. At each step m ≥ 1 we extend the gray run F m−1 constructed at step m − 1 to a gray run F m as follows. If no event is enabled at F m−1 then F m = F m−1 = F. Otherwise, we choose arbitrarily one of the events with the greatest priority number at F m−1 , say e p , and as observed at the beginning of the proof, using Lemma 5, we extend F m−1 to a run
Since by P3 only finitely many events are enabled at a run, every enabled event eventually is either applied or becomes not enabled. Thus, F is a fair sequence in which every prefix is gray. This contradicts property C4. It is possible to modify the construction of the fair run in the proof of Lemma 6, so that the impossibility result holds even if we replace P3 with the assumption that the number of enabled events at a given run is at most countable, and assume that the total number of processes is at most countable. Also, the impossibility result holds even when we redefine the notion of enabled event and say that e p is enabled at x if y; e p is a run, for some y ∈ Ext(x, p). We can also use a weaker resiliency requirement, namely that for every x and p there exists y ≥ x such that x[p]y and |val(y, p)| = 1. By giving new interpretations to white and black runs other impossibility results can be proved. Finally, it is an intriguing question whether the impossibility result holds under a stronger notion of fairness where a sequence is fair only if every event that is enabled infinitely often appears infinitely often in the sequence.
