Abstract. In this paper we establish a generalization of the left Fejér inequality for general Lebesgue integral on measurable spaces as well as various upper bounds for the di¤erence
Introduction
The Hermite-Hadamard integral inequality for convex functions f :
is well known in the literature and has many applications for Special Means, in Information Theory and in Probability Theory and Statistics. For related results, see for instance the research papers [1] , [9] , [10] , [11] , [13] , [12] , [14] , [15] , [16] , the monograph online [7] and the references therein.
In 1906, Fejér [8] , while studying trigonometric polynomials, obtained the following inequalities which generalize that of Hermite & Hadamard:
Theorem 1 (Fejér's Inequality). Consider the integral R b a h (x) g (x) dx, where h is a convex function in the interval (a; b) and g is a positive function in the same interval such that g (a + t) = g (b t) ; 0 t 1 2 (b a) ;
i.e., y = g (x) is a symmetric curve with respect to the straight line which contains the point 1 2 (a + b) ; 0 and is normal to the x-axis. Under those conditions the following inequalities are valid:
Clearly, for g (x) 1 on [a; b] we get (HH). Motivated by the above result, we establish in this paper a generalization of the left Fejér inequality (1.1) for general Lebesgue integral on measurable spaces as well as various upper bounds for the di¤erence
where g and h is as above. Applications for discrete means and Hermite-Hadamard type inequalities are also provided.
General Results
Suppose that I is an interval of real numbers with interior I and : I ! R is a convex function on I. Then is continuous on I and has …nite left and right derivatives at each point of I. Moreover, if x; y 2 I and x < y; then
+ (y) which shows that both 0 and 0 + are nondecreasing function on I. It is also known that a convex function must be di¤erentiable except for at most countably many points.
For a convex function : I ! R, the subdi¤erential of denoted by @ is the set of all functions ' : I ! [ 1; 1] such that ' I R and (2.1) (x) (a) + (x a) ' (a) for any x; a 2 I:
It is also well known that if is convex on I; then @ is nonempty,
In particular, ' is a nondecreasing function.
If is di¤erentiable and convex on I, then @ = f 0 g : Let ( ; A; ) be a measurable space consisting of a set ; a -algebra A of parts of and a countably additive and positive measure on A with values in R [ f1g : For a measurable function w : ! R, with w (x) 0 for -a.e.(almost every) x 2 ; consider the Lebesgue space L w ( ; ) := ff : ! R; f is -measurable and
For simplicity of notation we write everywhere in the sequel
In what follows we assume that w 0 -a.e. on with R wd = 1: The following result holds:
-a.e. on and so that f; ' f; (' f ) f; f 2 L w ( ; ) : Then we have the inequalities:
Proof. By the gradient inequality (2.1) we have
for any ' 2 @ and for any t 2 [m; M ] : This inequality implies that
for any x 2 : If we multiply (2.5) by w 0 -a.e and integrate on ; we get the …rst inequality in (2.3) .
By the gradient inequality (2.1) we also have
for any ' 2 @ and for any t 2 (m; M ) : This inequality is equivalent to
for any ' 2 @ and for any t 2 (m; M ) : This inequality implies that
If we multiply (2.6) by w 0 -a.e and integrate on ; we get
which proves the second inequality in (2.3). Now, since ' is monotonic nondecreasing on
and the third inequality in (2.3) is proved. Since for any ' 2 @ we have
-a.e. on : If we multiply (2.8) by w 0 -a.e and integrate on ; we get
and the last part in (2.3) is proved.
We have the following result:
; ' 2 @ and f : ! R satisfying the condition (2.2) -a.e. on and so that f; ' f;
then we have the inequalities:
It follows by Theorem 2 on observing that, if (2.9) holds true, then
for any 2 R.
Remark 1. From the inequality (2.10) we have
Since for any ' 2 @ we have
We have:
; ' 2 @ and f : ! R satisfying the condition (2.2) -a.e. on and so that
Then we have the inequalities:
Proof. By Hölder's integral inequality we have for p; q > 1 with
which proves the third inequality in (2.13). Also, we have
that proves the last part of (2.13).
Remark 2. In a similar way, the inequality (2.13) can be extended for p = 1 and q = 1 to obtain the result:
provided that ' f is essentially bounded on :
Under the assumptions of Theorem 3 and if the condition (2.9) holds, then we have the simpler inequalities
for any 2 R. In particular we have
We observe that if, under the assumptions of Remark 2, we choose f and w such that the condition (2.9) holds, then we have
In particular, we have
We observe that, if is di¤erentiable on (m; M ) then we can replace in all inequalities above ' by 0 : We omit the details.
Applications for Discrete Inequalities
Let x = (x 1 ; :::; x n ) be an n-tuple with x i 2 R, i 2 f1; :::; ng and p = (p 1 ; :::; p n ) a probability distribution, i.e. p i 0; i 2 f1; :::; ng with
R, i 2 f1; :::; ng and any probability distribution p = (p 1 ; :::; p n ) we have from (2.3), (2.13) and (2.14) that
i2f1;:::;ng
If x = (x 1 ; :::; x n ) with x i 2 (m; M ) R, i 2 f1; :::; ng and the probability distribution p = (p 1 ; :::; p n ) are such that
then from (2.10), (2.15) and (2.18) we have 
for any 2 R. ; then we get
(M m) max i2f1;:::;ng ' (x i )
for x = (x 1 ; :::; x n ) with x i 2 (m; M ) R, i 2 f1; :::; ng and the probability distribution p = (p 1 ; :::; p n ) with the property that (3.4) holds true. Consider the function : [m; M ] (0; 1) ! (0; 1) de…ned by (x) = x p with p 2 ( 1; 0) [ [1; 1) : This function is convex and for n-tuple any x = (x 1 ; :::; x n ) with x i 2 (m; M ) and any probability distribution p = (p 1 ; :::; p n ) we have by (3.1) that
jpj max i2f1;:::;ng
Similar inequalities may be stated by utilizing the other two inequalities (3.2) and (3.3). Consider the function : [m; M ] (0; 1) ! (0; 1) de…ned by (x) = ln x: This function is convex and for n-tuple any x = (x 1 ; :::; x n ) with x i 2 (m; M ) and any probability distribution p = (p 1 ; :::; p n ) we have by (3.1) that
or, equivalently
i2f1;:::;ng 
Now, if we assume that g : [a; b] ! R is integrable and symmetric on the interval 
The above inequalities provide both a generalization and several reverses for the left Fejér inequality (1.1) as announced in the introduction.
Applications for Hermite-Hadamard's Inequality
If we take g (x) = 1; x 2 [a; b] in (4.5)-(4.7), then we get for any convex function h : [a; b] R ! R and ' 2 @h that We de…ne the p-logarithmic mean by 
