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Introduction 
When I was an undergraduate at the National University of Singapore (NUS) in the mid‐1980s, 
student feedback exercises were introduced. They were manually conducted via pen‐and‐paper mode, 
with administrative staff taking about 10–15 minutes at the start of a lecture class every day in a 
designated week (usually the last or penultimate week of semester), distributing questionnaires and 
collecting the completed forms in boxes to have the responses scanned and totted up. This represented 
the first time that a systematic data collection and feedback mechanism was instituted for students. 
Since then, various innovations have been introduced to manage student feedback exercises at NUS in 
the last decade or so, in an effort to ensure that feedback helps to enhance teaching performance. This 
commentary is offered to share some of the strategies adopted at NUS, particularly to improve 
response rates in student feedback exercises. In the process, it opens the agenda to discussion of a 
range of issues surrounding how student feedback exercises can be used to enhance teaching 
performance. 
 
Mode of Student Feedback Exercises 
As research on student feedback exercises shows, the influence of survey administration mode on 
student responses is inconclusive (Carini et al., 2003). Some single‐campus studies reveal that student 
responses differ, depending on whether the survey is completed via pen and paper or via the Web 
while others show little difference (Carini et al., 2003). The experience at NUS highlights the 
potential merits and problems of the pen‐and‐paper approach, regardless of whether the mode of 
survey influences the actual response. The experience indicates that sheer pragmatics would suggest 
that the web‐based mode may be quite unavoidable. While the pen‐and‐paper mode ensured that 
feedback could be anonymous, and students did not have to put their names or any other form of 
identification on the forms they completed, the system posed a series of problems. As they were 
conducted at NUS, on day one or two of the exercise students were cooperative enough and filled in 
the forms fairly conscientiously. By the end of the week, the seemingly umpteenth form had been 
thrust under their noses, and it must have become tiresome. It was not unusual to find students 
skipping the first 10 to 15 minutes of classes so as not to have to fill up yet another form. No doubt, 
the lecturers whose classes were held on Thursdays, Fridays and Saturdays found that their response 
rates were lower than those whose classes were held earlier in the week. Over the years, overall 
response rates must have declined, for by the time I returned to the university as a freshly minted PhD 
and began my lecturing career in the early 1990s, various strategies were being attempted to improve 
response rates. The strategies discussed below reveal how the desire to ensure a high response rate is 
the main driving force behind the manner in which the exercise is conducted. 
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Validity and Reliability 
The assumption, not entirely flawed, is that low response rates did not inject any confidence in the 
exercise, and risked invalidating the results. Given that the student feedback results enter into a range 
of decisions about faculty members, including their promotion, tenure and salary, it was important to 
achieve a higher degree of reliability. 
For several years in the 1990s, NUS used the strategy of tying the student feedback exercise to an 
examination registration procedure to increase the response rate. Students had to register 
electronically round about the third to last week of semester to indicate that they were sitting the 
examination for the modules they had been reading. They would not be allowed to take the 
examination if they did not register. Before they could access the examination registration online, they 
would have to respond to questionnaires evaluating the lecturers and tutors who had taught them, and 
the modules they had taken during the course of the semester. In effect, there was no need for an 
examination registration exercise, since the fact that a student was registered to read a module would 
have meant that they had to take the examination. Thus, the examination registration exercise was 
essentially created in order to ensure that students would participate in the feedback exercise. This 
strategy had the effect of bringing response rate to almost 100 per cent. 
The very high participation rate was thus essentially an enforced one. It raises the question of whether 
the quality of the feedback and its effectiveness in enhancing teaching quality are actually aided, 
despite the high participation rate. In a recent study by Chen and Hoshower (2003), it was found that 
students “generally consider an improvement in teaching to be the most attractive outcome of a 
teaching evaluation system”, followed by improvement in course content and format. Of less 
significance to students was the use of teaching evaluations for tenure, promotion and salary 
decisions, and for course and instructor selection. In short, students were most motivated to participate 
in teaching evaluations when they saw improvements in teaching and course contents. Enforced 
participation that yields high participation rates must consider the timing and quality of student 
feedback and the question of whether students will continue to be motivated to provide meaningful 
feedback in ways that matter to them. 
In the early 2000s, the system of administration was modified because of inherent problems in the 
workflow of the 1990s system. If a module was co‐taught over the 13‐week semester and the feedback 
exercise was conducted in the 10th or 11th week of semester so that the examination registration 
confirmation could be generated before students actually sat for the examinations, it is possible that a 
lecturer would have only begun to teach in Week 8 or 9 when he/she is evaluated in the 10th week. In 
such instances, students invariably indicate that they have not had a sufficient length of time with the 
lecturer to be able to provide meaningful feedback, or end up providing feedback that is insufficiently 
grounded. 
To address these concerns, the student feedback exercise was de‐linked from the examination 
registration exercise, and linked up with examination results release instead. At NUS, the dates of 
examination results availability for each year in each faculty are publicized in advance to students. To 
obtain their results, they can call in to a number on a specified date, or log onto the Web. Otherwise, 
their results will be sent by snail mail to their home address some 2–3 weeks later. The new system of 
student feedback requires that in the one‐week recess at the end of semester before the examinations 
begin, students complete the feedback exercise. Should they fail to do so, they will either not be able 
to obtain their results via phone or by logging on to the website, and would have to wait another 2–3 
weeks to find out, or will not obtain bonus points in the bidding exercise for modules in the 
subsequent semester.1 The delayed administration of the exercise in the context of the semester is 
intended to ensure that all lecturers and tutors have actually completed their teaching before they are 
evaluated and would not face the unfair situation of being evaluated when they had barely begun to 
teach a segment of their particular module. The end time of the feedback exercise (12 midnight before 
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the first examinations begin) is designed to ensure that no student goes to an examination, finds the 
paper difficult to handle, and as a consequence provides bad feedback on the lecturer/module. Tying it 
to the early examination results is an attempt to take advantage of students' anxieties to know the 
outcome of their efforts, and offering bonus points ensures that students have some incentive to 
respond. In the last academic year, this new system generated a 95 per cent response rate in the 
feedback exercise. Clearly, the motivation to obtain a high response rate continues to hold sway. 
Encouraging participation in the student feedback exercise is without doubt important to ensure that 
there is no self‐selection bias among respondents. However, what is arguably more important is how 
confident an institution can be of the quality and reliability of the feedback (whether it can fairly 
constitute the basis of performance evaluation, and what happens after the feedback is obtained in 
terms of improvements to curriculum design and teaching quality). 
 
Anonymity and Confidentiality 
The quality and reliability of student feedback can be affected by computerization of the process in at 
least two ways. In a positive sense, the quality can be enhanced because the actual act of responding 
to multiple questionnaires on different faculty is facilitated. Thus, students generally found it less 
tedious to repeat qualitative comments if they had similar feedback for an individual as lecturer and 
tutor, as they could take advantage of cut‐and‐paste and editing facilities. They could also do all the 
feedback in one sitting, rather than face countless interruptions for a whole week. This also meant that 
they could more readily compare the lecturers and modules they had read during the semester to 
provide relative perspectives. 
However, computerization also raises some challenges that prompt care in interpreting the results. 
Because of the computerization and, particularly, tie‐in with examination registration, there was a 
clear record of which student had provided what feedback about which lecturer and module. In other 
words, the exercise was perceived to lose its quality of anonymity and hence confidentiality. How 
reliable would such feedback be then? Although students were assured that no attempt would be made 
to identify them in the feedback exercise, and that only collated, broad‐based aggregate data would be 
presented to lecturers, which did in fact happen, there was, inevitably, an element of doubt for some. 
How this might have affected the ways in which some students responded has not been studied, but it 
is not difficult to conjecture the possible consequences. To be fair, results do indicate that some 
students have not fought shy of expressing their candid (and negative) evaluations, so that if there 
were any who were influenced by the possibility of tracking their identity, there were also those who 
were not. Because the university's Computer Centre was tasked with providing aggregate data, and no 
faculty or individual had access to the raw data, individual faculty members had no access to 
individual‐level data. At the same time, it was university policy that the aggregate outcome of the 
feedback exercise should only be made available to individual staff members after the examinations 
for that semester had been graded and results finalized. This was to ensure that if a class was 
particularly small, it was not possible for any staff member to guess the identity of those who 
provided qualitative feedback, and for that to influence his/her grading, consciously or otherwise. To 
the extent that there were safeguards to prevent abuse, the system did not provoke a degree of 
paranoid panic that might otherwise have ensued. 
The de‐linking of the examination registration from the student feedback exercise did not, however, 
mean that the exercise regained its perception of complete anonymity. Since students now logged on 
to their computer account before accessing a centralized system to complete the student feedback 
questionnaire, they could technically be tracked. However, because of the lack of obvious linkage 
with an examination registration process, the periodic doubts and concerns appear to have been 
inadvertently addressed with this modified system. Once again, that individual faculty members have 
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no access to the raw data and that the university's Computer Centre is charged with all the tasks of 
generating aggregate data meant that students could be assured that their comments would not be 
revealed to their lecturers on individual terms. 
 
Feedback Results: Analysing Trends, Shaping Agendas 
The literature on the validity and reliability of student feedback exercises recognizes the need to read 
the data contextually, with awareness of various influences on student ratings. For example, 
Worthington (2002) reminds us that, in the context of Australia where he conducted his study, 
expected grades, ethnic background, gender and age influence student ratings. Perceived faculty 
research productivity also has an effect on student ratings (Stack, 2003). Class sizes and workload 
(Centra, 2003) also influence student ratings. At NUS, data are collected on what students expect their 
grades to be, and their perceived level of difficulty of the modules, which provide additional 
information and a context within which to interpret the results. 
Assuming that such factors are borne in mind when analysing the student ratings, the NUS system of 
allowing the responses to be identified with specific students and hence their characteristics allows 
correlation and trend analysis to be conducted that would not otherwise have been possible. For 
example, in a physical geography class comprising students from the Science Faculty as well as those 
from the Arts Faculty (and in fact, other faculties as well, since NUS runs a modular system and 
curriculum structure that encourages cross‐faculty learning), it would be possible to tease apart 
feedback from groups of students with different faculty affiliations (and hence disciplinary 
background) to see how the module was evaluated by students with different majors. Further, in a 
modular system that allows students to read modules from any level, it would be possible for a 
lecturer to tease apart how first‐year students were responding to a module as compared with third‐
year students. All these can help the lecturer think about different strategies of engaging with students 
of different backgrounds, though most of the time few requests are made for more nuanced data such 
as these, and when requested the data are not made easily available because of ‘technical difficulties’. 
The advantage of the system is perhaps not as well harnessed as it could be. Nonetheless, the 
possibilities exist, and open up multiple agendas for analysis, discussion and action. Thus, using the 
example given above, analysing the feedback can help to shape answers as to whether there is a fuller 
need for suitable prerequisites in a system where students can access modules at all levels whatever 
year they are in, whichever discipline they are in. Issues concerning the value of academic advice 
versus formal prerequisites can also be discussed with student feedback information in mind, and how 
upper level modules are to be differentiated from lower level modules is also thus foregrounded. 
 
Post‐student Feedback: What Next? 
Kember et al. (2002), writing in their Hong Kong context, noted that there was no evidence that the 
use of student feedback questionnaires was making any contribution to the overall quality of teaching 
and learning as far as students were concerned. Various reasons were cited for this: teaching quality is 
inherently unstable, student feedback is not used effectively, faculty members' perception of whether 
the university rewards good teaching (hence, whether it is worthwhile making use of student feedback 
for improvements), and the summative rather than formative emphasis of the student feedback 
exercises. Nasser and Fresko (2002), writing in their Israeli context, reported four issues of concern: 
faculty attitudes towards validity of student ratings, their usefulness in improving instruction, the 
desirability of giving feedback results to university administrators, and the desirability of publishing 
feedback for student consumption. 
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The question here really is what happens to student feedback once it is obtained, both administratively 
and pedagogically. At NUS, academic administrators have access to all the feedback, and it forms part 
of the evaluation of faculty, together with peer review reports, the latter an attempt to balance student 
perspectives. Decisions concerning promotion, tenure and salary increments take into account 
teaching performance, and student feedback contributes to these decisions. The summative and 
formative roles of student feedback become rolled into one. Sometimes, individual faculty conduct 
their own pen‐and‐paper exercise mid‐semester to fulfil the formative role that the end‐of‐semester 
exercise is deemed too late for. Pedagogically, student feedback is made available to all faculty 
members so that they might take on board student perspectives on what needs to be improved or 
sustained. Obviously weak teaching is picked up by academic administrators (Heads, Deans, Provost's 
Office) and remedial action recommended. But often, turning student feedback into effective change 
is left to individuals to respond to as they see fit. In some ways, this may be the best, but it also leaves 
potentially positive change to chance. The possibilities of reducing this chance element, as outlined by 
Centra (1993) in the US context, may offer an institutional perspective on how faculty members, 
administrators and students can benefit from the student feedback exercise. The consideration he 
gives to self‐reports and teaching portfolios to complement student feedback and peer reviews 
deserves attention. 
 
Concluding Comments 
 
At the end of the day, a suite of efforts is necessary to enhance teaching effectiveness. Student 
feedback exercises form only one, albeit important, component. They have become customary in most 
universities throughout the world, but to ensure that they are not annoying routine, for students as for 
faculty and administrators, careful thought needs to go into their conduct, analysis and post‐exercise 
management. 
 
Notes 
NUS has introduced since the academic year 2003–04 a Centralised Online Registration System 
(CORS) which entails each student bidding for the modules he/she wishes to read with allocated 
points. 
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