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We demonstrate how the properties of light-induced electronic Floquet states in solids impact
natural physical observables, such as transport properties, by capturing the environmental influence
on the electrons. We include the environment as dissipative processes, such as inter-band decay and
dephasing, often ignored in Floquet predictions. These dissipative processes determine the Floquet
band occupations of the emergent steady state, by balancing out the optical driving force. In order
to benchmark and illustrate our framework for Floquet physics in a realistic solid, we consider the
light-induced Hall conductivity in graphene recently reported by J. W. McIver, et al., Nature Physics
(2020). We show that the Hall conductivity is estimated by the Berry flux of the occupied states of
the light-induced Floquet bands, in addition to the kinetic contribution given by the average band
velocity. Hence, Floquet theory provides an interpretation of this Hall conductivity as a geometric-
dissipative effect. We demonstrate this mechanism within a master equation formalism, and obtain
good quantitative agreement with the experimentally measured Hall conductivity, underscoring the
validity of this approach which establishes a broadly applicable framework for the understanding of
ultrafast non-equilibrium dynamics in solids.
Light control of matter has emerged as a new chap-
ter of condensed matter physics. While the established
approach to solid state physics is to probe equilibrium
or near-equilibrium properties of a given material, we
now take a more active stance, to design non-equilibrium
states with desired properties by periodic driving. This
new vantage point is reflected in recent experimental
work on light-controlled superconductivity, see e.g. [1–
5], where a superconducting state is either enhanced or
induced by applying terahertz pulses. More generally,
optical control provides a dynamical avenue towards cre-
ating functionalities on demand in materials [6], for which
we provide an efficient theoretical framework and under-
standing.
A natural theoretical description of a periodically
driven system utilizes Floquet theory to determine its
quasi-energy states. This approach formally represents
a periodically driven, time-dependent Hamiltonian as
a time-independent one, which allows the use of time-
independent methodologies. If the quasi-energy states
are interpreted as the eigenstates of an effective Hamilto-
nian, this effective Hamiltonian can be qualitatively dis-
tinct from the unperturbed Hamiltonian. This approach
constitutes ’Floquet engineering’ via periodic driving.
Implementing this approach in nearly-isolated cold atom
systems has resulted in spectacular properties [7–15].
While this approach has a suggestive character, we
demonstrate that a naive treatment of the Floquet states
as energy states, which are then occupied by electrons
with an equilibrium distribution, is in general not a cor-
rect prediction for the driven system. Firstly, the mea-
surable properties, such as transport properties, of the
driven systems are generally different from the measur-
able properties of the effective Hamiltonian. The linear
response to a probing term in the Hamiltonian, which
models the physical probe, interferes with the driving
term. The resulting linear response cannot be expressed
as the linear response of the effective Hamiltonian, in
general. Secondly, for a well behaved effective Hamilto-
nian to describe the low-frequency dynamics, the high-
frequency limit of the driving frequency is desirable. Typ-
ically that implies that the driving frequency is large
compared to the electronic band width, to avoid reso-
nant driving of interband transitions. However, in this
high-frequency limit a high driving intensity is required,
so that the far off-resonant optical pumping has a notice-
able effect on the system. As we point out below, this
implies currently unrealistic experimental and material
requirements. Thirdly, the steady state of the electrons
that emerges in the driven system is in general not an
equilibrium distribution on the Floquet quasi-energies.
These properties of driven systems emphasize clear dis-
tinctions between a system with a Floquet engineered
Hamiltonian and a system with a static Hamiltonian.
In this paper, we present how the Floquet band prop-
erties manifest themselves in transport properties in an
optically driven solid. As a central example we consider
light control of graphene. References [17–21] have pro-
posed to illuminate graphene with circularly polarized
light with the purpose of inducing a topologically insu-
lating state [22–26], with the same low-energy behavior as
the Haldane model [27]. We note that these proposed ex-
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2Figure 1: Dirac cone of the undriven (a) and driven (b) graphene band structure (top) and the corresponding real-space lattice
(bottom). The band structure of graphene driven with circularly polarized light develops gaps at each resonance and at the
Dirac point. Applying a longitudinal field EL induces a transverse Hall current jxy. (c) Electron distribution n(k, ω) as a
function of momentum times ~vF. Note that ~vF k = 200meV corresponds to k ≈ 0.03Å−1. The distribution is shown after
a steady state is achieved for a tanh-type ramp to the driven state. The parameters for (c) are inspired by experimental ones
used in [16]. Dotted gray lines show the numerically computed Floquet band structure, see App. E. The maxima of the electron
distribution of the driven state agree perfectly with the Floquet band structure. We show a slice along the kx-direction of the
band structure shown in panel (b). Dashed gray lines separate the different Floquet replicas. (d) Floquet band structure colored
by Berry curvature, for details see App. E. The Berry curvature is integrated over ring segments of momentum space. This
integrated quantity suppresses the curvature at the Dirac point. We only show the first Floquet replica since Berry curvature
and Floquet energies are periodic with ωdr. We use Edr = 26MVm−1, ωdr = 2pi · 48THz ≈ 200meV/~, T1 = 1ps, T2 = 0.2 ps,
Tp = 0.4 ps, temperature T = 80K and µ = 0. Faint gray lines indicate the Dirac cone for undriven graphene.
periments would only reproduce the behavior of the Hal-
dane model in a band insulating state, under the above
mentioned assumption of a large driving frequency. As
we demonstrate below, neither of these assumptions is
fulfilled.
Our primary experimental motivation derives from the
measurements of Ref. [16]. The authors report on a newly
developed on-chip femtosecond technology to detect the
Hall current of graphene illuminated with light with a
frequency of tens of terahertz, which is orders of mag-
nitude below the band width of graphene. These mea-
surements illustrate the realistic regime of current ex-
periments, and are of guidance for our study. However,
we emphasize that our conceptual approach directly ap-
plies to any light-driven Dirac material [28–32], and more
broadly to any solid with well-defined electron-like quasi-
particles. A theoretical study on dissipative dynamics in
graphene has been reported in Ref. [33, 34].
Geometric-dissipative origin of Hall conductivity
We develop a master equation description for the trans-
port properties of illuminated graphene under realistic
conditions. As a key addition to the unitary evolution
we include several dissipative processes to provide an ef-
fective model for the relaxation and dephasing of the elec-
tronic states. These are shown schematically in Fig. 1(a).
The form and the magnitude of the dissipative processes
determine the steady state that is induced by the opti-
cal driving. For this steady state, we determine the Hall
current jy by applying a DC probing field EL along the
x-axis. From the linear response definition jy = σxyEL,
we determine the Hall conductivity σxy.
Furthermore, we determine the distribution of elec-
trons in momentum and frequency space n(k, ω), which
is the Fourier transform of the single-particle correlation
function. n(k, ω) is depicted in Fig. 1(c). This distri-
bution describes what frequencies and momenta are con-
tained in the time evolution of the electrons, shown here
for the steady state. This quantity is closely related to
the quantity measured in time- and angle-resolved pho-
toemission spectroscopy (trARPES) experiments [35].
3We note that this distribution is consistent with the Flo-
quet bands, depicted in Fig. 1(b) and shown as dashed
lines in Fig. 1(c). Furthermore, the Floquet bands are
populated primarily in regions that are close to the orig-
inal Dirac dispersion. This implies that the predomi-
nantly occupied Floquet band switches as each resonance.
We refer to this property of the band occupation as a
split-band picture. This is in contrast to the majority
of previous works on Floquet theory where the prop-
erties of the continuously connected bands are studied.
With these observations we determine the derived quan-
tity nσ(k), with band index σ = ±1, which is deter-
mined by integrating the distribution n(k, ω) for fixed k
in the vicinity of every second frequency maximum, see
also App. D. This provides an estimate of the occupa-
tion of the Floquet states that includes the dissipative
broadening of the bands.
As an additional property of the driven state, we de-
termine the Floquet bands, see Fig. 1(b) and (c). From
these, we determine the y-component of the band veloc-
ity vσy and the Berry Curvature Ωσ. We combine these
quantities and define
Φxy =
1
A
∑
k∈1.BZ
σ=±1
Ωσ(k)nσ(k)
v¯y =
1
nA
∑
k∈1.BZ
σ=±1
vσy (k)nσ(k) ,
where A is the lattice size and n = 1/A
∑
k,σ nσ(k) is
the electron density. The Berry flux Φxy is the sum over
the Berry curvature of the Floquet bands, weighted with
the band occupation nσ(k). Similarly, the average band
velocity v¯y is the sum over the y-component of the band
velocity of the Floquet bands, weighted with the band
occupation, and normalized with the electron density.
The average band velocity term is non-zero for the light-
driven state in the presence of the DC field EL, due an
occupation imbalance along the y-direction, contributing
to the Hall current. The central result of our study is
that the combination of these quantities provides a good
estimate of the Hall conductivity
σxy ≈ nv¯y/EL + Φxy (1)
Both the Berry flux and the average band velocity is a
sum weighted with the steady state distribution of the
driven state, which in turn is determined by the dissi-
pative processes. Our result demonstrates that the Hall
conductivity is a geometric-dissipative phenomenon. As
we demonstrate below, for small driving field Edr, the av-
erage band velocity dominates in this prediction, whereas
for large driving field, the Berry flux dominates. We note
that the non-vanishing expectation value of v¯y derives
from an occupation imbalance in the transverse direction
of the probe, which was also discussed in Ref. [33].
We note that the Floquet states not only display a
topological band gap at the Dirac points, as they would
for large driving frequencies, see Refs. [22–26]. In addi-
tion to this renormalization of the Dirac cone, additional
resonances appear at integer multiples of the driving fre-
quency. Frequency space naturally separates into Flo-
quet zones of the size of the driving frequency, in anal-
ogy to Brillouin zones. Each Floquet zone contains two
bands, corresponding to the underlying two-band struc-
ture of graphene. Each resulting Floquet band has addi-
tional Berry curvature at the resonances, in addition to
the curvature at the Dirac point. Integrating over the en-
tire band gives the Chern number of each band. For the
example shown, there are about 80 resonances stemming
from multi-photon absorption, and the Chern number
of the Floquet bands is of the order of 102–103. How-
ever, this is not the magnitude of the Hall conductivity,
because the band is not occupied in a band insulating
state, but rather has the electron distribution depicted
in Fig. 1(c). For this example, we find that 99.8% of
the Hall conductivity can be accounted for by summing
the contributions from the Dirac point and the first four
resonances. We note that the total Hall current has the
opposite sign of that expected in the high-frequency limit.
We observe that the Hall conductivity is not quantized
in an obvious fashion, however, we find a soft plateau of
the conductivity as a function of the driving field, more
pronounced when depicted as a function of fluence, see
App. L. While the magnitude of the conductivity at the
plateau depends on the model assumptions, such as the
choice of dissipative processes, the robustness of this fea-
ture might point to an underlying principle to be dis-
cussed elsewhere.
Rabi solution
The key qualitative difference to the proposals that
utilize high-frequency driving, is the occurrence of reso-
nances at integer multiples of the driving frequency. As
depicted in Fig. 1(d), these resonances create Berry cur-
vature of the Floquet bands. To demonstrate this point
we determine the Berry curvature at the single-photon
resonance within a Rabi picture, which gives access to
all properties near the single-photon resonance and pro-
vides analytical expressions. We expand on this analysis
in a Floquet picture further down, which treats the full
system within a numerical framework. We describe the
graphene dispersion and the interaction of the electrons
with the electromagnetic field via
HR = ~vFkσz +
σpoleEdrvF
2ωdr
(
0 ie−iωdrt−iτzσpolφk
−ieiωdrt+iτzσpolφk 0
)
and hence the solutions |ψR,±(t)〉 can be obtained in
analogy to the Rabi problem, see App. B. Here keiφk =
kx + iky and τz = ±1 labels the two inequivalent Dirac
points, σpol = ±1 determines the polarization of the
light, vF denotes the Fermi velocity and e > 0 is the
elementary charge. We then compute the instantaneous
4Berry curvature within the Rabi approximation, which
gives
Ω±(k) = ∓e
2
h
σpolvFλ
2
2kΩ3R
, (2)
where λ = eEdrvF2ωdr is the bare Rabi frequency, ∆ =
ωdr−2vFk
2 is the detuning and ΩR =
√
λ2 + ∆2 is the Rabi
frequency. We emphasize that this result applies directly
to any light-driven Dirac material, and that similar con-
siderations can be extended naturally to any material
with electronic quasi-particles. As we discuss below, a
Floquet analysis expands this analysis to all resonances
numerically.
Master equation
To evaluate the quantity nv¯/EL + Φxy of Eq. 1, we de-
termine the steady state occupation nσ(k) numerically.
Similarly, we determine the Hall conductivity. We fac-
torize the density matrix ρ of the system as ρ =
∏
k ρk,
where we choose a discrete lattice of momenta k, centered
around the Dirac point, of size N×N . We represent each
ρk in the four-dimensional basis of |0〉, c†k,+|0〉, c†k,−|0〉,
c†k,+c
†
k,−|0〉. The operators ck,σ describe the upper and
the lower band of momentum k, depicted in Fig. 1(a). We
note that using this four-dimensional basis enables us to
determine the electron distribution n(k, ω), and treat un-
doped and doped graphene in a systematic manner, by
varying the chemical potential. For each ρk, we solve the
master equation. The master equation contains unitary
contributions from the equilibrium Hamiltonian H0 and
the light-matter interaction Hem. The latter contains
both the circularly polarized driving term, with electric-
field strength Edr, as well as a longitudinal DC prob-
ing field EL. In addition to these unitary contributions,
we introduce dissipative processes, depicted in Fig. 1(a),
modeled via Lindblad operators, see App. A. The first de-
scribes decay from the upper to the lower band, with rate
γ1 = 1/T1. The second describes dephasing between the
upper and the lower band, described by a rate γz, which
we combine into γ2 = 1/T2 = 1/(2T1) + 2γz. The third
rate γp = 1/Tp corresponds to single-particle exchange
with a fermionic bath of temperature T and chemical
potential µ.
We first demonstrate that the experimental results of
Ref. [16] are captured with this model. In Fig. 2 we
compare the circular dichroism of the Hall conductivity,
which is defined as one half the difference of the response
for right- and left-handed circular polarization, of the
measurement and our calculation. We find that both the
peak-field dependence in Fig. 2(b) as well as the chemical
potential dependence for high fluence in Fig. 2(a) are in
quantitative agreement. The chosen Edr and ωdr corre-
spond to the peak driving field and central frequency of
the laser pulses used in the experiment, respectively [16].
The dissipation rate T1 is inspired by Ref. [36] and for
Figure 2: (a) Circular dichroism of the transverse conduc-
tivity as a function of chemical potential. The data from
the numerical simulation (red line) and experimental data
[16] (open circles) agree quantitatively. (b) Electric-field de-
pendence of the current dichroism for several values of the
particle-exchange time-scale Tp, as indicated in the legend.
We see that a value in the range of Tp = 30− 50 fs is consis-
tent with the experiment. The parameters for the numerical
simulation are ωdr = 2pi · 48THz ≈ 200meV/~, T1 = 100 fs,
T2 = 20 fs, T = 80K, EL = 1.7 kVm−1 and the driving pulse
has a Gaussian envelope with electric-field strength FWHM
of
√
2 ps, corresponding to intensity FWHM of 1 ps. Finally
Edr = 26MVm
−1 and Tp = 36 fs in panel (a) and chemical
potential µ = 0 in panel (b).
T2 we choose 20 fs, which is chosen to be notably smaller
than T1. The decay rate Tp is adjusted to match the
experimental data. We find that Tp = 30 − 50 fs are
appropriate depending on the electric field strength, see
Fig. 2(b). We emphasize that the properties of the driven
state crucially depend on the dissipative environment.
Both the measurable properties, such as the transport
behavior, and the steady state itself are shaped by the
dissipation. This key result demonstrates the urgency of
including the dissipative environment to model a mate-
rial, and provides guidance for the design of light-induced
5material properties. On the conceptual side, it is this dis-
sipative environment that is not captured in a Floquet
analysis, but profoundly alters the physical behavior of
the system.
Berry flux of Rabi states
In Fig. 3(b) we depict the contributions to the Hall
conductivity in momentum space σ˜xy(k) = σxy(k)/A, as
defined in App. A. In addition to the negative contribu-
tions near the Dirac point, which are not captured by
Figure 3: Comparison of the momentum resolved Berry flux,
depicted in panel (a), which is obtained within the Rabi
approximation, and the momentum resolved conductivity
dichroism, depicted in panel (b). The Berry flux displays
a qualitatively similar behavior as the conductivity dichro-
ism, in particular a sign change at the single photon res-
onance. The contribution near the Dirac point is not in-
cluded in the Rabi approximation. (c) We depict the con-
ductivity density, integrated over a disk in momentum space
of radius kr, as shown in panel (a). For comparison, we
show the momentum resolved Berry flux, integrated over the
same disk in momentum space, and the sum of the integrated
Berry flux and the integrated average band velocity. The
curves have been shifted such that their value vanishes at
~vF|kr| = 30meV for a better comparison of the contribu-
tion of the first resonance. Consistent with the proposed
estimate in Eq. 2, the sum of the Berry flux and the aver-
age band velocity predict the conductivity, even in a momen-
tum resolved manner. In all plots we use Edr = 3MVm−1,
ωdr = 2pi · 48THz ≈ 200meV/~, T1 = 50ps, T2 = 10ps,
Tp = 20ps, T = 80K, EL = 0.84 kVm−1, µ = 0 and the
driving pulse is ramped with a tanh over 1 ps.
the Rabi approach, there are negative contributions be-
low the single photon resonance, and positive contribu-
tions above the resonance. For comparison we depict the
contributions to the Berry flux Φxy as determined within
the Rabi approximation, in Fig. 3(a). We find that the
Rabi solution for the curvature gives a qualitatively cor-
rect description of the momentum resolved conductivity.
We note that the Rabi solution does not capture two-
photon processes, which create the gap opening at the
Dirac point, as well as higher order gaps.
In Fig. 3(c) we depict a quantitative comparison.
We show the momentum-resolved conductivity contribu-
tions integrated over a disk of radius kr, i.e. we show∑
|k|<kr σ˜xy(k). Similarly, we show the contributions
to the Berry flux Φxy integrated to kr, as well as the
sum of the curvature and band velocity contributions
Φxy + nv¯/EL, integrated up to kr. We note that the
integrated conductivity has been shifted up such that it
has a zero crossing at ~vkr ≈ 30 meV, so that the be-
havior at the single photon resonance can be compared
directly to the Rabi solution.
We find that the momentum-resolved representation of
nv¯y/EL+Φxy gives a good prediction for the momentum-
resolved conductivity. Generally, the agreement is good
for small dissipation, in particular for small γz. The to-
tal value of the conductivity, which is the measurable
conductivity of the system, is positive, and therefore
of opposite sign than the contributions near the Dirac
point. This implies that the positive contributions above
the resonance, i.e. momentum states with vFk > ωdr/2,
exceed the negative contributions below the resonance,
i.e. vFk < ωdr/2. The sign change of the contributions
is a direct consequence of the split-band picture depicted
in Fig. 1(c). As mentioned above, in this picture the pre-
dominantly occupied band switches at each resonance.
The specific value of the conductivity depends continu-
ously on the driving frequency and the dissipative prop-
erties of the system.
The momentum resolved Berry flux, which is depicted
in Fig. 3(a), derives from the Berry curvature and the
occupation of the Floquet bands. The Rabi approxima-
tion describes the Floquet bands near the single photon
resonance. In Fig. 1(c) and 1(d), this resonance occurs
at ~vFk ≈ ±100 meV. The Rabi approximation of the
curvature, given in Eq. 2, predicts negative values of the
curvature for the upper band, and positive curvature for
the lower band, localized near the resonance. The occu-
pation of the upper band n+(k) is larger than the occu-
pation of the lower band n−(k) for momenta smaller than
the resonance. For momenta larger than the resonance
we have n+(k) < n−(k). This change of predominant
occupation results in a partial cancellation of the Berry
flux. However, the lower-band contribution dominates,
resulting in a positive contribution for the flux. Both the
Berry curvature and the Berry flux are rotationally sym-
metric. In contrast, the average band velocity is man-
ifestly anisotropic, since the band velocity vσy vanishes
along the kx-direction, see also Ref. [33]. This gives rise
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Figure 4: (a) Comparison of the electric-field dependence of
the conductivity dichroism, the Berry flux and the averaged
band velocity. Black diamonds show the simulated conduc-
tivity dichroism, the faint dashed line the sum of the Berry
flux and the average band velocity within the Rabi approxi-
mation. Red triangles show the sum of the Berry flux and the
average band velocity, based on Floquet states. Blue squares
show the Berry flux only and blue circles the average band
velocity only. (b) We show the conductivity density σ˜xy, in-
tegrated over a disk in momentum space with radius kr, for
zero dephasing rate γz = 0. This integrated conductivity
agrees with the sum over the Berry flux and the average band
velocity, integrated over the same disk. For both panels the
parameters are ωdr = 2pi · 48THz ≈ 200meV/~, T1 = 1ps,
Tp = 0.4 ps, T = 80K and EL = 1.7 kVm−1. In panel (a)
T2 = 0.2 ps and in panel (b) T2 = 2ps and Edr = 26MVm−1.
All observables are shown after a steady state is achieved for
a tanh-type ramp of the driving field strength.
to the modest anisotropy of the Hall conductivity, see
Fig. 3(b).
Berry flux of Floquet states
We expand this analysis by determining the Floquet
bands of the driven system, and their band velocity and
curvature, as described in App. E. While the Rabi solu-
tion gives access to the properties of the single-photon
resonance, the Floquet analysis gives the light-induced
band properties to any order. We utilize the band veloc-
ities and the Berry curvature that is obtained from the
Floquet bands, and combine them with the band occu-
pations derived from n(k, ω), as shown in Fig. 1(c), to
determine the average band velocity and the Berry flux.
In Fig. 4(a), we display these quantities, and the sum
of the average band velocity and the Berry flux. We find
again that the sum of the Berry flux and the average band
velocity gives a good prediction for the conductivity. The
prediction is particularly good for small dissipation. We
also display the Rabi approximation, which gives a good
estimate at small Edr. We note that for small Edr the
band velocity contribution dominates, whereas for larger
values of Edr, the Berry flux dominates. The Berry
flux dominated regime is achieved in the strongly driven
regime, because the Floquet bands become flat, and the
band velocities throughout the bands approach zero.
In Fig. 4(b) we display the momentum resolved con-
tributions to the conductivity for zero dephasing rate
γz = 0. Our prediction for the conductivity based on
Berry flux and averaged band velocity agrees almost per-
fectly with the simulated conductivity. We note that
we find equally good agreement for non-zero γz, when
considering only the momentum modes along the ky-
direction, see App. G. When considering all momenta
and non-zero γz, the contributions to nv¯/EL + Φxy devi-
ate from the contributions to the conductivity σxy, giv-
ing rise to the deviation between nv¯/EL +Φxy and σxy in
Fig. 4(a). This suggests an additional contribution due
to the dephasing rate γz, possibly related to coherences
between the Floquet bands, to be discussed elsewhere.
We note that at integer multiples of the resonance fre-
quency at 2vFk ≈ nωdr, the momentum resolved sum of
the Berry flux and average band velocity changes sign.
This behavior was described for the single photon res-
onance above, and repeats itself for higher orders. We
observe that while the momentum resolved contribution
to all three quantities is large, there is a near-cancellation
of these contributions for higher order resonances.
Conclusion
The conceptual achievement that we put forth here,
is widely applicable for the description of light-induced
dynamics in solids with well-defined electronic quasi-
particles. We have presented a versatile and efficient mas-
ter equation approach that includes the dissipative envi-
ronment, enabling the description of light-driven solids
under realistic conditions. The dissipative environment,
which is ignored in the Floquet description of the driven
system, shapes the emerging steady state by balancing
out the light-induced force on the electrons. Further-
more, our approach is well suited to describe realistic
driving frequencies that are small compared to the elec-
tronic bandwidth, and therefore induce resonant inter-
band excitations, and treat the dynamics that are in-
duced by probing processes explicitly.
Even though the construction of the light-induced Flo-
7quet states is an incomplete description of a light-driven
solid, because the dissipative environment is ignored, we
point out what features of Floquet states manifest them-
selves in its presence, resulting in Floquet physics in re-
alistic materials. The key elements of our approach were
exemplified for the recently observed light-induced Hall
effect in graphene, for which we obtain a quantitative
understanding. We have shown that the Hall conductiv-
ity is predicted by the sum of the average band velocity
and the Berry flux of the light induced Floquet bands.
Therefore our prediction combines geometric properties
of the Floquet bands, and dissipative properties of the
material, which identify the Hall effect as a geometric-
dissipative effect. This insight, derived from our master
equation description, demonstrates the effectiveness of
our approach, and motivates its application to a wide
range of light-induced dynamics in solids.
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8Appendix A: Numerical Algorithm for the
computation of currents
We use the von Neumann equation for the unitary part
of the time evolution and include interactions as well as
other damping and dephasing effects by including Lind-
blad operators. When using the Weyl gauge the Hamil-
tonian does not couple different momentum points. As
mentioned in the main text we therefore consider the
ansatz ρ =
∏
k ρk for the density matrix ρ of the system.
The full time evolution of the density matrix is then gov-
erned by the master equation [37]
d
dt
ρk =
i
~
[ρk, Hk]
− 1
2
∑
α
(
Lα†Lαρk + ρkLα†Lα − 2LαρkLα†
)
.
The first line of this equation describes the unitary part
of the time evolution, fully determined by the Hamilto-
nian of the system. The second line with the Lindblad
operators Lα accounts for damping and dephasing effects.
In the Weyl gauge (for details see App. F) the graphene
Hamiltonian with light field coupled via minimal coupling
can be written such that it remains diagonal in momen-
tum space
H =
∑
k
Hk .
Each momentum mode is modeled by a two-level system
(see Fig. 5) and hence there are four possible fermionic
states, that correspond to an empty mode, a particle on
the A sublattice, a particle on the B sublattice and a fully
occupied mode
Ψk =
(|11〉 |01〉 |10〉 |00〉) ,
where |11〉 = c†k,Ac†k,B |0〉 and c†k,σ creates an electron
with momentum k in band σ.
Figure 5: Sketch of the graphene dispersion relation (left).
In the Weyl gauge the Hamiltonian decouples in momentum
space such that we can treat each momentum point as a two
level system (Sketch on right hand side). We also sketch the
effect of damping (T1) and dephasing (T2) effects.
In order to write the Hamiltonian with respect to this
basis we introduce a set of Pauli-type matrices
σx =
0 0 0 00 0 1 00 1 0 0
0 0 0 0
 σy =
0 0 0 00 0 −i 00 i 0 0
0 0 0 0

σz =
0 0 0 00 1 0 00 0 −1 0
0 0 0 0
 σ(0)z =
0 0 0 00 0 0 00 0 1 0
0 0 0 −1

σ(2)z =
1 0 0 00 −1 0 00 0 0 0
0 0 0 0
 σg =
0 0 0 00 1/2 0 00 0 1/2 0
0 0 0 0

For the linearized dispersion relation the Hamiltonian
for each momentum point further splits into a sum of two
terms
Hk = H0,k +Hem(t) (A1)
where Hem(t) = Hdr,k(t) +HL,k(t) . (A2)
The first contribution is the equilibrium Hamiltonian
without any light field applied. Except for the chemical
potential it contains only terms of type σx,y,z because
the empty and the fully occupied sector do not have a
unitary time evolution. In our calculations we include
the chemical potential in H0,k, such that it becomes
H0,k = Ψ
†
k
[
~vF (τzkxσx + kyσy)
− µ
(
1 + σz + σ
(0)
z + σ
(2)
z
) ]
Ψk .
Here τz = ±1 is the valley index, describing the two Dirac
points, k is the momentum relative to the Dirac momenta
K and K′ and vF ≈ 106 m s−1 is the Fermi velocity. We
suppress spin indices.
The second and third terms represent the two light
fields, that are coupled through the Peierls substitution
k → k − q~A(r, t), with charge q = −e and e > 0 being
the elementary charge. The second term resembles the
experimental driving or pump pulse and is a circularly
polarized electromagnetic field propagating along the z-
direction
Hdr,k(t) = evFΨ
†
k (τzAdr,xσx +Adr,yσy) Ψk
where
Adr =
(
Adr,x
Adr,y
)
= −
∫ t
0
dt′ Edr(t) ,
Edr(t) = −Edr genv(t) (cos(ωdrt)ex + σpol sin(ωdrt)ey) ,
σpol defines the polarization of the light, ex,y are unit
vectors in x- and y-direction and genv(t) is the envelope
of the pulse. The envelope genv(t) is either chosen to be
a Gaussian envelope or a tanh-type switch on. Further-
more we only give the fields in the x-y-plane (at z = 0) as,
9without loss of generality, we choose the graphene sheet
to lie in this plane.
For genv(t) = 1 we obtain
Hdr,k =
eEdrvF
ωdr
Ψ†k (τz sin(ωdrt)σx − σpol cos(ωdrt)σy) Ψk ,
(A3)
The third term is a direct-current, longitudinal field,
that resembles the experimental probe field
HL,k = evFsswitch(t)Ψ
†
k (τzAL,xσx +AL,yσy) Ψk ,
where
EL(t) = ELex ,
AL(t) = −
∫ t
0
dt′ EL(t) = −ELt ex
and sswitch(t) denotes a switch-on during the first 0.1 ps.
In the high-frequency limit for the pump pulse the sec-
ond term of the Hamiltonian can be approximated by an
effective Hamiltonian describing the low-frequency dy-
namics of the system[22, 23]
Heff,k = −genv(t)σpol∆hf Ψ†kσzΨk ,
where ∆hf = (~vFeEdr)2 /(~ωdr)3.
In addition to the unitary time evolution governed by
the Hamiltonian Hk we include Lindblad operators de-
fined in the basis that diagonalizes the instantaneous
Hamiltonian Hdr,k(t)
Φk = UkΨk ,
where
Uk =

1 0 0 0
0 1/
√
2 τze
−iτzφk/
√
2 0
0 τze
iτzφk/
√
2 −1/√2 0
0 0 0 1
 , (A4)
and φk is defined via
|k+ e/~A| eiφk =
(
kx +
e
~
Ax + i(ky +
e
~
Ay)
)
.
In this basis we introduce
Lα =
√
cα
 0 δα,1 δα,3 0δα,2 0 δα,5 δα,7δα,4 δα,6 0 δα,9
0 δα,8 δα,10 0
 for α = 1, 2, . . . , 10
L11 =
√
γzσz
with for now arbitrary constants cα. Here c5 and c6 cor-
respond to decay effects and γz corresponds to dephasing
effects in the singly occupied sector. Additionally we ex-
plicitly allow for exchange of particles with the backgate.
The time scale and dynamics for the exchange of particles
are set by the damping constants c1 − c4 and c7 − c10.
We note that the transformation in Eq. A4 is ill-defined
when |k + e/~A| = 0. In this case Hk = 0 and the
instantaneous Hamiltonian is diagonal with respect to
any basis. We choose to implement the same Lindblad
operators as above in the original AB-basis for this case.
We find that the resulting equations of motion for the
density matrix decouple into different sectors and write
the density matrix in the sector that is relevant for com-
puting the current as
ρk = σg + ρk,xσx + ρk,yσy + ρk,zσz
+ ρk,0σ
(0)
z + ρk,2σ
(2)
z
The resulting equations of motion are
~∂tρk,x = δk+eAρk,z − k+eAρk,y − [Γ + (c1 + c3 + c8 + c10) /2] ρk,x
~∂tρk,y = k+eAρk,x − [Γ + (c1 + c3 + c8 + c10) /2] ρk,y
~∂tρk,z = δk+eAρk,x + c3 (1/2 + ρk,0 − ρk,z)− c4ρk,2 + c5 (1/2 + ρk,0 − ρk,z)− c6 (1/2 + ρk,z − ρk,2)
− c7ρk,0 − c8 (1/2 + ρk,z − ρk,2)
~∂tρk,0 = −(c7 + c9)ρk,0 − c10 (1/2 + ρk,0 − ρk,z)− c8 (1/2 + ρk,z − ρk,2)
~∂tρk,2 = −(c2 + c4)ρk,2 + c3 (1/2 + ρk,0 − ρk,z) + c1 (1/2 + ρk,z − ρk,2) ,
where
γ2 = (c5 + c6)/2 + 2γz
k+eA = 2τzvF [~|k|+ ek ·A/|k|]
δk+eA = 2τzvF [eA× k/|k|] .
We note that while we give the equations of motion in
the basis diagonalizing H0,k here, we implement them in
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the original AB-basis in the numerical simulations.
We choose the damping constants Boltzmann dis-
tributed
γ2 = 1/T2
c5 = c6 exp(−2β) c5 + c6 = 1/T1
c1 = c2 exp(−β(−− µ)) c1 + c2 = 1/Tp
c3 = c4 exp(−β(− µ)) c3 + c4 = 1/Tp
c7 = c8 exp(−β(− µ)) c7 + c8 = 1/Tp
and c9 = c10 exp(−β(−− µ)) c9 + c10 = 1/Tp ,
where  = vF
√
(~kx + eAx)2 + (~ky + eAy)2 are the in-
stantaneous eigenenergies.
This ensures that the ground state of the system with-
out the light field is Fermi distributed with chemical po-
tential µ and inverse temperature β = 1/(kBT ).
Note that T1 and T2 are the commonly-introduced de-
coherence measures. In analogy we define a third time
scale Tp for the exchange of particles with the backgate.
We solve the master equation numerically and then
compute the current for each momentum point
jk =
〈
∂Hk
∂A
〉
= evF (τz 〈σx〉 ex + 〈σy〉 ey) ,
where Pauli matrices here refer to the singly-occupied
sector and empty and doubly occupied modes do not con-
tribute to the current. The conductivity is then obtained
as σxy(k) = limEL→0 jy,k/EL. We perform the calcula-
tion of jy,k at experimentally realistic values of EL, and
have checked that these values realize the linear response
limit. Finally we define the conductivity density
σ˜xy =
1
A
σxy(k)
where A is the lattice size and the full conductivity
σxy =
∑
k
σ˜xy .
We note that a similar method for the calculation of
current has been used in Ref. [33]. The crucial difference
is that we explicitly allow for the exchange of particles
by including the empty and the fully occupied mode. In
particular this also implies that we introduce a separate
time scale for particle-exchange processes Tp. Also in our
case the trace of the density matrix is ensured to be 1 at
all times as in Ref. [33]. Quantitatively the approach
presented here yields better agreement to experimental
data from Ref. [16]. Furthermore including the empty
and doubly-occupied mode is crucial for the calculation
of the single-particle correlation function.
Appendix B: Rotating wave approximation for
graphene: Rabi-Bloch bands
We start from the graphene Hamiltonian from Eq. A1
with no longitudinal field
Hk = H0,k +Hdr,k(t) .
The undriven Hamiltonian is diagonalized by
Hd0 = U
†H0U = ~vFkσz
U = 1/
√
2
(
1 1
eiφk −eiφk
)
eiφk =
τzkx + iky
k
.
In this basis the driving Hamiltonian is
Hdr,k(t) =
eEdrvF
ωdr
(
τzsdr −iσpolcdr
iσpolcdr −τzsdr
)
where
sdr = sin(ωdrt− τzσpolφk)
cdr = cos(ωdrt− τzσpolφk) .
Next we do the rotating wave approximation, keeping
only those terms, non-oscillatory in the rotating frame.
Then
Hdr,k(t) ≈ σpoleEdrvF
2ωdr
(
0 − ie−iωdrt+iτzσpolφk
ieiωdrt−iτzσpolφk 0
)
.
In analogy to the Rabi problem the system can now
be solved analytically. The eigenenergies are ER,± =
−~ωdr/2± ~ΩR and the eigenstates is
|ψ(t)〉 = |ψR,+(t)〉e−iΩRt + |ψR,−(t)〉eiΩRt ,
where
|ψR,±(t)〉 =
−iσpoleiτzσpolφk (a∓ a∆−bλΩR ) e−iωdrt/2(
b± b∆+aλΩR
)
eiωdrt/2
 .
Furthermore
∆ =
ωdr − 2vFk
2
ΩR =
√
λ2 + ∆2
λ =
eEdrvF
2~ωdr
and the constants a and b are integration constants con-
strained by normalizing |ψR,±(t)〉. The remaining free-
dom in a and b determines the initial state. The band
velocity in the y-direction is immediately obtained as
v±y (k) = ∂yER,±
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Further note that
σpole
iτzσpolφk =
τz(σpolkx + iky)
k
.
Next we determine the instantaneous Berry curvature.
For this we need the eigenstates with respect to the orig-
inal AB-basis
|ψABR,±(t)〉 = U |ψR,±(t)〉
The Berry connection is now given by
A±j = i
〈
ψABR,±|∂j |ψABR,±
〉
and as a result we obtain the Berry curvature as
Ω±(k) = ∂yAx − ∂xAy
= ±σpolvFλ
2
2kΩ3R
± Re
[
(ky + iσpolkx)e
iωdrt
]
vFλ∆
2k2Ω3R
.
Finally we can compute the resulting Hall conductivity
from Eq. 1 from the main text, where the Rabi occupa-
tions are computed from the density matrix ρk as
nR,±(k) =
〈
ψABR,±|ρk|ψABR,±
〉
.
Note that both the Berry curvature and the occupa-
tions are time dependent. Therefore there is a time-
independent contribution from time-dependent curvature
and occupations. We have checked that this contri-
bution is at least an order of magnitude smaller than
the time-independent contribution and hence the quanti-
ties can be averaged independently Ω±(k, t)nR,±(k, t) ≈
Ω±(k, t) nR,±(k, t). Hence we can drop the second, time-
dependent contribution to the Berry curvature.
Appendix C: Numerical results within the Rabi
approximation
As described in the main text, mapping graphene onto
the Rabi problem is a good approximations close to the
first resonance. By the nature of the approximations
made the Rabi results are not valid close to the Dirac
point and hence the contribution of the Dirac point can
not be captured. We have therefore shifted the curves
in Fig. 3(b), such that only the conductivity density of
the first resonance is integrated. For completeness we
show the unshifted version in Fig. 6(a). For the low dis-
sipation considered the Dirac point obtains a significant
contribution that is larger than the contribution of the
first resonance. We also show results for higher dissipa-
tion in Fig. 6(b) and (c), where the contribution of the
Dirac point is small.
Appendix D: Calculation of single-particle
correlation function
Given a density matrix at a certain time ρ(t1) by the
numerical methods of Appendix A, the single-particle
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Figure 6: We depict the conductivity density, integrated over
a disk in momentum space of radius kr. For comparison, we
show the momentum resolved Berry flux, integrated over the
same disk in momentum space, and the sum of the integrated
Berry flux and the integrated average band velocity. Both
are obtained within the Rabi approximation. In panel (c)
the curves have been shifted such that their value vanishes at
~vF|kr| = 30meV for a better comparison of the contribution
of the first resonance. In all plots we use Edr = 3MVm−1,
ωdr = 2pi·48THz ≈ 200meV/~, T = 80K, EL = 0.84 kVm−1,
µ = 0 and the driving pulse is ramped with a tanh over 1 ps.
Panel (a) shows T1 = 50ps, T2 = 10ps, Tp = 20ps, while
panels (b) and (c) show T1 = 4ps, T2 = 0.8 ps, Tp = 1.6 ps.
correlation function
〈
c(t2)
†c(t1)
〉
can be calculated. The
state is acted upon with an annihilation operator c which
gives a matrix of the shape
cρ(t1) =
 0 0 0 0r1 0 0 0r2 0 0 0
0 r3 r4 0
 .
This object is evolved to a later time t2 using the equa-
tions of motion
r˙1 = −r1(iµ+ Γ1 + Γ3 + Γ4)− e−iφr2(+iνF |q|+ Γ3 − Γ4)
r˙2 = −r2(iµ+ Γ1 + Γ3 + Γ4)− e+iφr1(+iνF |q|+ Γ3 − Γ4)
r˙3 = −r3(iµ+ Γ2 + Γ3 + Γ4)− e+iφr4(−iνF |q|+ Γ3 − Γ4)
r˙4 = −r4(iµ+ Γ2 + Γ3 + Γ4)− e−iφr3(−iνF |q|+ Γ3 − Γ4),
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where
Γ1 =
1
2
(γ
(ud)
− + γ
(ld)
− + γz) Γ2 =
1
2
(γ
(uu)
+ + γ
(lu)
+ + γz)
Γ3 =
1
4
(γ
(b)
− + γ
(uu)
− + γ
(ud)
+ ) Γ4 =
1
4
(γ
(b)
+ + γ
(lu)
− + γ
(ld)
+ ).
Here it is q = qx + iqy the momentum and φ = arg(q) its
phase. µ is the chemical potential.
At any time t2 this state can be acted upon with c†
and traced over to give the correlation function.
The occupations of the system are then calculated us-
ing an approach inspired by trARPES [35]
n(k, ω) =
1
t− t0
∫ t
t0
∫ t
t0
〈
c†(t2)c(t1)
〉
eiω(t2−t1)dt1dt2
=
2
t− t0 Re
[∫ t
t0
∫ t
t1
〈
c†(t2)c(t1)
〉
eiω(t2−t1)dt2dt1
]
.
The occupations of the individual Floquet bands are
assigned by integrating n(k, ω) over frequency intervals
of multiples of ωd/2, starting and ending centered at the
band gaps.
nα,±(k) =
∫ (α+ 14± 14 )ωd
(α− 14± 14 )ωd
n(k, ω)dω
The effective Floquet band occupations are found by
summation over the Floquet index:
n±(k) =
∑
α
nα,±(k) .
Appendix E: Floquet-Berry-curvature calculation
Here we present the details on the calculation of the
Berry curvature of Floquet bands. For each momen-
tum k we use the quasi-energy operator in the extended
Floquet-Hilbert space (for details see for example [38])
Q =

. . .
...
...
...
· · · H0 H1 · · ·
· · · H−1 H0 + ~ωdr · · ·
...
...
...
. . .

where
Hm =
∫
dt e−imωdrt(H0,k +Hdr,k(t)) and
genv(t) = 1 .
In order to get the Floquet eigenstates and eigenenergies
we diagonalize Q after truncating such that −4 ≤ m ≤ 4.
The Floquet band structure is obtained from combining
the eigenenergies of different momentum points. Subse-
quently we use the method presented in [39] in order to
determine the Berry curvature numerically. Finally the
Floquet band velocity is obtained by numerically com-
puting the momentum derivative of the Floquet eigenen-
ergies.
0 100 200 300
−0.5
0
0.5
ℏvFkmxy [meV]
in
te
g
ra
te
d
σ˜

y
[e
2 h
] Berry flux + av. band velocity
Conductivity simulation
Figure 7: We show the conductivity density σ˜xy integrated
over momenta in an interval on the y-axis, specifically fulfill-
ing kx = 0, |ky| < kmaxy . This integrated conductivity agrees
with the sum over the Berry flux and the average band ve-
locity, integrated over the same interval. The parameters are
Edr = 26MVm
−1, ωdr = 2pi ·48THz ≈ 200meV/~, T1 = 1ps,
T2 = 0.2 ps and Tp = 0.4 ps, T = 80K and EL = 1.7 kVm−1.
All observables are shown after a steady state is achieved for
a tanh-type ramp of the driving field strength.
Appendix F: Weyl gauge
Here we discuss the meaning of different gauge choices
and their importance for our method. For all our cal-
culations we choose the Weyl gauge, i.e. we choose the
scalar potential φ = 0 and the time-dependent vector
potential A(r, t) = − ∫ dt E(r, t). Using the Peierls Sub-
stitution k → k− q~A(r, t) this leads to time-dependent
shift of the momentum in the Hamiltonian. This can be
viewed as a time-dependent shift of the band structure.
The Weyl gauge is particularly useful for an electric field
that is spatially constant within the graphene sheet in the
x-y-plane. In this case the vector potential within the x-
y-plane can also be chosen independent of position and
hence the contribution to the Hamiltonian decouples in
momentum space. As an example for the choice of gauge
we consider a uniform electric field E = Eeˆx and vanish-
ing magnetic field B = 0. For this case the Weyl gauge
implies A = −Et. The vector potential is indeed inde-
pendent of position. An alternative gauge choice would
be a special case of the Coulomb gauge, A = 0. This
choice implies φ = Ex which can be viewed as a tilt of
the lattice potential. The resulting Hamiltonian obtains
a non-trivial spatial dependence and hence is not diago-
nal any more in momentum space.
Appendix G: Hall conductivity for a cut along the
y-direction
In Fig. 7 we display the momentum resolved con-
tributions to the conductivity, integrated over the mo-
mentum state interval from −kmaxy to kmaxy on the ky-
axis. The corresponding integral over the contributions
to nv¯/EL + Φxy are depicted as well. We find essentially
perfect agreement for these quantities. Hence, the devi-
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ations between these quantities in Fig. 4(a) in the main
text arise predominantly from the kx-direction, where the
averaged band velocity vanishes and only the Berry flux
contributes.
Appendix H: Subsequent opening of gaps
For larger electric field strength it is no longer suffi-
cient to consider the first resonance only. The contri-
bution in the high-frequency limit without damping has
been analyzed in Ref. [22–26]. In this limit there are
no resonant contributions and the total Hall current is
σxy = −2 e2h . For this result it is assumed that only the
lower graphene band is occupied. Under experimental
conditions finite frequency driving leads to excitations
into the upper graphene band. For intermediate driv-
ing strength the Berry curvature is still well localized
around the Dirac point and individual resonances. We
can therefore investigate each of the contributions sepa-
rately. Depending on the strength of damping and de-
phasing effects one obtains a steady state with significant
occupation in the upper graphene band close to the Dirac
point, see Fig. 1(a). The upper band has opposite Berry
curvature and hence contributes to the Hall current with
opposite sign. Hence the Hall current arising from the
Dirac point is significantly reduced for experimental con-
ditions. Since the occupation of the lower band is always
larger than the one of the upper band the net contribu-
tion from the Dirac point is always negative.
The main resonant contribution comes from those gaps
that are lying on the original lower Dirac cone. For these
gaps the Floquet band below the gap has positive cur-
vature while the band above has equal and opposite cur-
vature. Hence for equal occupation of both bands close
to the gap, there is no net contribution to the current.
This is the case for higher order gaps with magnitude
smaller than temperature and damping. We say that
these gaps are closed, see Fig. 8(b). In Fig. 8 only the
first gap is open for electric field strengths smaller than
8 MV m−1. In this regime the current is well described
by the Rabi-Berry curvature. For field strengths larger
than 10 MV m−1 we expect the current arising from the
first resonance to saturate. The reduction that can be
seen in this regime in Fig. 8 is a numerical artifact that
we explain in App. I. While the current arising from the
first resonance saturates, the second resonance gap opens
and for higher Edr leads to a further increase of the Hall
conductivity. At even higher field strengths higher-order
gaps open subsequently. For each gap the net contribu-
tion to the current is positive since there is more occu-
pation in the band below the gap than in the one above.
Hence the total resonant contribution is opposite to the
high-frequency contribution. Furthermore we find nu-
merically that the magnitude of the high-frequency con-
tribution is always smaller than the magnitude of the res-
onant contributions and usually is a minor effect. This
is in agreement with the sign of the current in Ref. [16].
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Figure 8: (a) Resonance resolved conductivity dichroism as a
function of electric-field strength. The solid black line shows
the full current, while the dash-dotted blue line shows only the
contribution from the gap at the Dirac point and other lines
show the contributions up to and including the n-th resonance
as indicated in the legend. (b) Gap sizes as a function of
electric-field strength. The dash-dotted blue line shows the
gap at the Dirac point, while other lines show the gaps at the
n-th resonance as indicated in the legend. The dashed gray
line shows the approximate scale of temperature, damping
and dephasing effects kBT ≈ ~/T1 ≈ 6meV. The parameters
used are ωdr = 2pi · 48THz ≈ 200meV/~, T1 = 100 fs, T2 =
20 fs, Tp = 40 fs T = 80K, EL = 1.7 kVm−1, µ = 0 and the
envelope of the driving pulse is a tanh-type interpolation from
0 to 1, that reaches 1 after 1 ps.
Appendix I: Resonance-resolved conductivity and
resonance broadening
For low driving field strength Edr the current is well
localized around individual resonances. In contrast, for
large Edr resonances start overlapping and it is therefore
difficult to identify the current arising from individual
resonances. We show an example of this phenomenon in
Fig. 9. For low values of Edr there is no contribution to
the current in between resonances. Hence the integrated
conductivity shown in Fig. 9 is constant. For larger val-
ues of Edr resonances get broadened and there is no such
constant regime. This is an indication that the contribu-
tion of neighboring resonances is now overlapping. Since
the contribution from resonances is always negative be-
low and positive above the resonance, overlapping reso-
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Figure 9: Integrated Hall conductivities. We show the sum
of the conductivity for all momenta smaller than a threshold
value as a function of threshold momentum. The first, second
and third resonance are indicated by dashed lines. We use
ωdr = 2pi · 48THz ≈ 200meV/~, T1 = 1ps, T2 = 200 fs,
Tp = 200 fs T = 80K, EL = 1.7 kVm−1, µ = 0 and the
envelope of the driving pulse is a tanh-type interpolation from
0 to 1, that reaches 1 after 1 ps.
nances lead to canceling contributions.
When we compute the resonance-resolved conductiv-
ity as in Fig. 8, we do this by integrating the current up
to the momentum value half-way in between the corre-
sponding resonances. In other words we use the corre-
sponding value of the curve in Fig. 9. Once resonances
start overlapping the contributions cancel and hence lead
to decreasing contributions of the inner resonances. This
is the reason why the curves in Fig. 8 decrease.
Appendix J: Chemical potential dependence at low
fluence
The momentum-resolved conductivity allowed us to
identify the different contributions to the transverse cur-
rent. In experiment, however, such data is not easily
accessible. Instead it is possible to tune the applied
backgate, i.e. the chemical potential [16]. When in-
creasing the chemical potential, momenta close to the
Dirac point are fully occupied and, due to Pauli block-
ing, do not contribute to the conductivity. For momen-
tum modes smaller than the first bare resonance negative
contributions to the conductivity dominate. For increas-
ing chemical potential conductivity from these modes be-
comes suppressed and the total conductivity increases.
Near the first resonance the situation reverses. Now mo-
mentum modes above the resonance become fully occu-
pied and increasing the chemical potential further leads
to decreasing total conductivity. Hence the chemical-
potential-resolved transverse conductivity shows a clear
signature of the resonant behavior.
Appendix K: Comparison of fixed chemical potential
and fixed density.
For the simulation of the experiment from Ref. [16] it is
crucial to work at fixed chemical potential instead of fixed
density. To illustrate the difference we show a simulation
enforcing fixed density for each momentum mode during
the time evolution in Fig. 11(a). The parameters are the
same as in Fig. 2(a) in the main text. The shape of the
curve is fundamentally different from the experimental
data. We conclude that the exchange of electrons with
non-illuminated regions of the graphene sample as well
as with the substrate is important even on the short time
scales of the circularly polarized pulse.
Appendix L: Fluence dependence
For completeness and for better comparison to the ex-
periments in Ref. [16] we show the data from Fig. 2(b)
in the main text as a function of fluence instead of peak
driving field in Fig. 11(b).
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Figure 11: (a) Chemical potential resolved circular dichroism of the transverse conductivity. Black circles show experimental
data from [16] and the solid red line shows results from our numerical simulation. Here µ is the chemical potential of the
initial state and we do not allow for the exchange of particles during the simulation. (b) Fluence dependence of the current
dichroism for several values of the particle-exchange time-scale Tp, as indicated in the legend. We see that a value in the
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√
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−1 and Tp = 36 fs in panel (a) and µ = 0 in panel (b). For details on the experimental data see [16].
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