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Recentes avanc¸os na a´rea da Computac¸a˜o de Alto Desempenho (HPC)
tem gerado uma grande variedade de possibilidades para pesquisas na
a´rea. Arquiteturas paralelas e distribu´ıdas modernas apresentam um
aumento considera´vel em sua capacidade de processamento. Entre-
tanto, esse crescimento de desempenho e´ acompanhado por um au-
mento de consumo de energia. Neste cena´rio, a comunidade cient´ıfica
tem estudado te´cnicas voltadas a` reduc¸a˜o de consumo de energia em
tais plataformas. Arquiteturas de alto desempenho sa˜o amplamente
utilizadas em ambientes empresarial e acadeˆmico quando ha´ a neces-
sidade de grande poder computacional. Recentemente, infraestruturas
legadas tem sido adaptadas ao modelo de nuvem computacional, o qual
fornece recursos sob demanda e permite a usua´rios contratar servic¸os de
infraestrutura, plataforma e software. Neste trabalho propomos uma
abordagem gene´rica de alocac¸a˜o de recursos energeticamente eficiente
que melhora a eficieˆncia energe´tica de ambientes de alto desempenho
heterogeˆneos selecionando recursos menos custosos. A abordagem pro-
posta considera o custo para transfereˆncia de dados, assim como o es-
tado e eficieˆncia energe´tica dos nodos computacionais. Apo´s realizados
diversos experimentos em um ambiente simulado de nuvem, concluiu-se
que, em alguns casos, a abordagem proposta reduz consideravelmente
o consumo de energia em comparac¸a˜o com abordagens existentes na
literatura.




Recent advances in High Performance Computing (HPC) have led to
a wide range of new possibilities for research. In this context, modern
parallel and distributed architectures have presented a steady incre-
ase in their processing capabilities. However, such growth is usually
followed by an increase in energy consumption. Because of that, the
research community has been focusing on techniques to reduce energy
consumption on such platforms. HPC architectures are now widely
used in business and academic environments when high computing
power is crucial. Recently, legacy structures have been adapted to the
cloud computing model, which provides resources on demand such as
infrastructure, software or platform. In this work we propose a generic
energy-efficient scheduling approach that improves the energy effici-
ency of high performance heterogeneous environments by selecting the
least costly resources. The proposed approach takes into consideration
the cost of data transfers as well as the state and energy efficiency of
computing nodes. After carrying out several experiments in a cloud
simulated environment we concluded that, in some cases, the propo-
sed approach achieves considerably better energy efficiency than other
existing approaches in the literature.
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1 INTRODUC¸A˜O
Neste cap´ıtulo sa˜o apresentados a contextualizac¸a˜o e o tema de
pesquisa. Na sec¸a˜o de pergunta de pesquisa e´ apresentada a hipo´tese
para resoluc¸a˜o do problema, bem como sua justificativa. A partir da
pergunta de pesquisa e da hipo´tese sa˜o determinados os objetivos desta
pesquisa. Por fim, sa˜o apresentados os me´todos utilizados para a rea-
lizac¸a˜o desta dissertac¸a˜o bem como a definic¸a˜o de seu escopo de pes-
quisa.
1.1 CONTEXTUALIZAC¸A˜O
A computac¸a˜o em nuvem oferece aos usua´rios servic¸os sob de-
manda, flex´ıveis, confia´veis e de baixo custo, cuja infraestrutura e´ deno-
minada datacenter (ARMBRUST et al., 2009). Provedores de nuvem pre-
cisam construir e gerenciar estes datacenters com baixo custo, pore´m,
com o aumento da escala de computac¸a˜o em nuvem observa-se tambe´m
um crescimento no consumo de energia e nos custos operacionais. Um
relato´rio relacionado a Microsoft (GREENBERG et al., 2008) mostra que
os recursos f´ısicos em um datacenter (por exemplo, CPU, memo´ria, ar-
mazenamento, etc) sa˜o responsa´veis por 45% do custo total e o custo
com energia e´ de 15%, de acordo com Koomey (2007). Tendo em vista
este cena´rio, os datacenters teˆm dado grande importaˆncia a` reduc¸a˜o no
consumo de energia.
Hoje em dia, a maioria dos servidores f´ısicos em um datacenter
de uma nuvem utilizam tecnologia de virtualizac¸a˜o. Baseado no Ser-
vice Level Agreement (SLA) com os provedores da nuvem, os usua´rios
solicitam um conjunto de Virtual Machines (VMs) que sa˜o alocadas
em diferentes hosts e realizam comunicac¸a˜o entre si. Cada VM requer
uma quantidade de recursos, como CPU, memo´ria, armazenamento,
largura de banda a fim de manter o desempenho da aplicac¸a˜o, isola-
mento e seguranc¸a. Ale´m disso, a tecnologia de virtualizac¸a˜o executa
va´rios servidores virtuais na mesma Physical Machine (PM), o que e´
u´til para melhorar a utilizac¸a˜o de recursos, bem como, para a reduc¸a˜o
do consumo de energia.
A virtualizac¸a˜o tambe´m pode ajudar os gestores da nuvem na
implantac¸a˜o de recursos ordenada e sob demanda, o que proporciona
uma soluc¸a˜o eficaz para a gesta˜o de recursos flex´ıveis e de baixo con-
sumo de energia. Para nuvens pu´blicas com virtualizac¸a˜o, um dos seus
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principais servic¸os e´ fornecer Infraestrutura como Servic¸o (IaaS), como
o Amazon EC2 (EC2, 2014). Usua´rios pagam para alugar VMs com base
em SLA, e provedores de nuvem tiram proveito da alocac¸a˜o flex´ıvel de
VMs em PMs para otimizar a alocac¸a˜o de recursos de forma a aten-
der a`s demandas dos usua´rios. Uma vez que a diferente utilizac¸a˜o dos
recursos e´ causada por diferentes mapeamentos entre VMs e PMs, a
maior preocupac¸a˜o dos provedores de nuvens computacionais e´ a forma
de se alocar va´rias VMs exigidas pelos usua´rios em servidores f´ısicos de
forma eficiente, de modo a minimizar o nu´mero de recursos ativos f´ısicos
e o consumo de energia, e, consequentemente, os custos de operac¸a˜o e
de gesta˜o.
A proliferac¸a˜o ra´pida dos servic¸os de computac¸a˜o em nuvem tem
resultado em datacenters macic¸os, de grande porte. Provedores de
servic¸os em nuvem consomem muitos megawatts de poteˆncia para ope-
rar esses datacenters, como Google (mais de 1.120GWh) e Microsoft
(mais de 600GWh) (QURESHI, 2010). No entanto, nesses datacenters
uma grande quantidade de energia excedente e´ provisionada, a fim de
acomodar cargas de trabalho flutuantes e demandas de pico. Os ser-
vidores em datacenters geralmente operam entre 10% e 50% dos seus
n´ıveis ma´ximos de utilizac¸a˜o na maioria de seu tempo de execuc¸a˜o
(GUENTER; JAIN; WILLIAMS, 2011).
A consolidac¸a˜o de cargas de trabalho dinaˆmicas entre diferentes
servidores baseados em tecnologias de virtualizac¸a˜o (HERMENIER et al.,
2009) tem sido extensivamente estudada a fim de melhorar a utilizac¸a˜o
dos recursos e reduzir o consumo de energia em datacenters. Especifica-
mente, todas as ma´quinas virtuais (VMs) hospedando va´rias aplicac¸o˜es
devera˜o ser consolidadas em um subconjunto de PMs via o processo de
VM migration (LIU et al., 2013), enquanto outros PMs inativos (servi-
dores) podem ser desligados para reduzir o consumo de energia. No
entanto, a consolidac¸a˜o na˜o e´ um processo ta˜o trivial quanto conceitu-
almente alocar o nu´mero ma´ximo de VMs para o nu´mero mı´nimo de
PMs. Uma se´rie de questo˜es pra´ticas conhecidas foram abordadas na
literatura, como custo de migrac¸a˜o de VMs (HERMENIER et al., 2009)
(LIU et al., 2013) (VERMA; AHUJA; NEOGI, 2008), contenc¸a˜o de recur-
sos e interfereˆncia de desempenho entre VMs co-localizadas (ZHU; ZHU;
AGRAWAL, 2010).
Economias significativas no orc¸amento de energia de um datacen-
ter, sem sacrificar SLAs, sa˜o um excelente incentivo econoˆmico para os
operadores de centros de dados, ale´m de simbolizar uma contribuic¸a˜o
significativa para uma maior sustentabilidade ambiental. De acordo
com as estimativas da Amazon.com (HAMILTON, 2009), as despesas re-
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lacionadas com o custo e operac¸a˜o dos servidores em datacenters sa˜o
responsa´veis por 53% do orc¸amento total (com base em um cronograma
de amortizac¸a˜o de 3 anos), enquanto custos relacionados com a energia
equivalem a 42% do total, e incluem tanto o consumo de energia direta
(19%) quanto a refrigerac¸a˜o da infra-estrutura (23%), amortizados por
um per´ıodo de 15 anos.
Dennis Pamlin, o supervisor global de Pol´ıticas do World Wil-
dlife Fund(WWF)(PAMLIN, 2008) destaca diferentes soluc¸o˜es de TI e
seu impacto bene´fico sobre gases estufa, que incluem emisso˜es de CO2.
Estas oportunidades incluem soluc¸o˜es baseadas em TI: por exemplo,
edif´ıcios, transporte e comunicac¸a˜o inteligente, bem como come´rcio,
servic¸os e produc¸a˜o industrial inteligente. O termo coloquial “inteli-
gente”, neste caso, significa “com baixa produc¸a˜o de carbono”, mos-
trando que a adoc¸a˜o de tais soluc¸o˜es de TI “inteligentes”permitira´ um
potencial grande de reduc¸a˜o dos gases estufa, incluindo Tecnologias da
Informac¸a˜o e Comunicac¸a˜o (TIC) em si, que sa˜o um grande consumi-
dor de energia (e, portanto, um emissor de gases de efeito estufa), e
soluc¸o˜es de TI que teˆm um enorme potencial de impacto na reduc¸a˜o
das emisso˜es de gases estufa em muitos setores.
Economias de energia da ordem de 20% podem ser atingidas em
consumo de energia de servidor e rede em relac¸a˜o aos n´ıveis atuais (Si-
liconValley Leadership Group, 2008), e essas economias podem induzir a
uma reduc¸a˜o adicional de 30% realacionadas a necessidades de resfria-
mento, como detalhado em um estudo realizado pela HP e Uptime Ins-
titute (MALONE; BELADY, 2006). Este estudo mostra que a maior parte
da energia de datacenters e´ gasta em equipamentos de refrigerac¸a˜o de
TIC (entre 60% e 70%). Assim, existem inu´meros ganhos ambientais a
serem obtidos a partir de uma pesquisa se´ria sobre eficieˆncia energe´tica
na a´rea geral de TI e redes de computadores.
A computac¸a˜o em nuvem e´ uma te´cnica de virtualizac¸a˜o ine-
rentemente eficiente em termos energe´ticos (HEWITT, 2008), em que
os servic¸os sa˜o executados remotamente numa nuvem de computac¸a˜o
ub´ıqua que fornece recursos escala´veis e virtualizados. Assim, os pi-
cos de carga podem ser transferidos para outras partes da nuvem e a
agregac¸a˜o de recursos de uma nuvem pode proporcionar melhor uti-
lizac¸a˜o do hardware. Segundo Monteiro, Dantas e Rodriguez (2014) e´
poss´ıvel se atingir uma economia de consumo de energia em um data-
center em cerca de 37% utilizando-se gerenciamento de recursos voltado
a eficieˆncia energe´tica.
Diante desta realidade, este trabalho de pesquisa visa propor
uma abordagem de selec¸a˜o de recursos que reduza o consumo de energia
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de um ambiente distribu´ıdo. A fim de validar a abordagem proposta foi
desenvolvido um algoritmo capaz de realizar estimativas de consumo de
energia relacionadas ao ambiente.
1.2 PERGUNTA DE PESQUISA
Este trabalho de pesquisa busca responder a seguinte pergunta:
Como reduzir o consumo de energia de um ambiente de alto
desempenho distribu´ıdo? Para responder a essa pergunta e´ su-
gerida uma abordagem de selec¸a˜o de recursos consciente do consumo
de energia. Neste trabalho e´ considerado o ambiente de alto desempe-
nho heterogeˆneo de uma nuvem computacional, buscando-se obter uma
reduc¸a˜o do consumo de energia sem impactar drasticamente a escala-
bilidade e desempenho geral do sistema. A abordagem proposta consi-
dera a possibilidade de variac¸a˜o de estado das ma´quinas presentes no
ambiente observado. A fim de estimar o consumo geral da abordagem
sa˜o realizadas estimativas que abrangem: 1) consumo de transfereˆncia
de dados, diretamente relacionada ao tipo de equipamento utilizado
no ambiente; 2) consumo de execuc¸a˜o de tarefa em cada unidade de
execuc¸a˜o, seja a unidade um servidor, cluster ou grade; e por fim 3)
consumo de variac¸a˜o de estado da unidade executora.
1.3 OBJETIVOS
De acordo com a pergunta de pesquisa, esta pesquisa apresenta
os objetivos geral e espec´ıficos descritos a seguir.
1.3.1 Objetivo Geral
O objetivo geral desta dissertac¸a˜o e´ investigar uma abordagem
que possibilite a reduc¸a˜o do consumo de energia de ambientes de alto
desempenho heterogeˆneos.
1.3.2 Objetivos Espec´ıficos
Dentre os principais objetivos espec´ıficos pode-se citar:
• Identificar um modelo para ca´lculo de consumo energe´tico em
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ambientes de alto desempenho heterogeˆneos;
• Propor uma abordagem para selec¸a˜o de recursos consciente de
energia para ambientes de alto desempenho heterogeˆneos;
• Selecionar um tipo de ambiente de alto desempenho para validar
a abordagem de selec¸a˜o proposta;
• Validar a abordagem com relac¸a˜o a estrate´gias conhecidas mais
utilizadas no tipo de ambiente selecionado.
1.4 ME´TODO DE PESQUISA
As etapas realizadas para alcanc¸ar os objetivos desta dissertac¸a˜o
foram:
• Pesquisa do estado da arte na a´rea de consumo de energia em
grades e nuvens computacionais;
• Estudo da arquitetura e ambiente simulado selecionado;
• Implementac¸a˜o do algoritmo de selec¸a˜o de recursos baseado no
modelo proposto;
• Aplicac¸a˜o do algoritmo em um ambiente de nuvem computacional
simulado;
• Ana´lise dos resultados gerados a partir dos estudos de caso.
1.5 ESCOPO DA DISSERTAC¸A˜O
Considerando os objetivos definidos, este trabalho propo˜e uma
abordagem de selec¸a˜o de recursos gene´rica, que pode ser aplicada a
ambientes de alto desempenho heterogeˆneos. Ao longo do trabalho sa˜o
discutidas poss´ıveis arquiteturas nas quais a abordagem proposta pode
ser aplicada. Das arquiteturas mencionadas, a abordagem e´ aplicada a
um ambiente de nuvem computacional. O trabalho descreve tambe´m
um modelo para o ca´lculo referente ao consumo energe´tico e em seguida
define um algoritmo que aplica o modelo. O algoritmo e´ testado em
um ambiente simulado e comparado a outros algoritmos identificados
na revisa˜o bibliogra´fica.
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1.6 ORGANIZAC¸A˜O DA DISSERTAC¸A˜O
Esta dissertac¸a˜o e´ dividida em 6 cap´ıtulos. No Cap´ıtulo 2 - Sis-
temas Distribu´ıdos sa˜o apresentados os principais conceitos sobre sis-
temas distribu´ıdos. Ale´m disso, sa˜o apresentados os diferentes tipos de
arquitetura e software utilizados nesses ambientes. Por fim, e´ tratado
o tema de escalonamento de tarefas nesses ambientes.
O Cap´ıtulo 3 - Trabalhos Relacionados sa˜o destacados alguns
trabalhos relacionados a` a´rea desse trabalho.
O Cap´ıtulo 4 - Abordagem ENA apresenta o modelo e aborda-
gem propostos, bem como os detalhes da implementac¸a˜o do modelo em
forma de um algoritmo.
O Cap´ıtulo 5 - Ambiente e Resultados Experimentais descreve o
ambiente utilizado para a obtenc¸a˜o dos resultados experimentais, bem
como os estudos de casos realizados como prova do funcionamento do
modelo de selec¸a˜o proposto.
O Cap´ıtulo 6 - Concluso˜es e Trabalhos Futuros apresenta as con-




Este cap´ıtulo tem como objetivo o detalhamento da arquitetura e
dos componentes de hardware e software necessa´rios para a construc¸a˜o
de uma infraestrutura distribu´ıda. E´ tambe´m apresentado o processo de
escalonamento de tarefas em recursos distribu´ıdos, com foco maior para
estrate´gias mais utilizadas em ambientes de grades computacionais. Por
fim, o cap´ıtulo descreve vantagens de se utilizar simulac¸o˜es em testes
com ambientes de alto desempenho, bem como vantagens referentes a
adoc¸a˜o do simulador Simgrid neste trabalho.
2.1 INTRODUC¸A˜O
A partir da de´cada de 90 notou-se uma disponibilizac¸a˜o de co-
nexo˜es de rede mais ra´pidas, bem como um aumento na capacidade de
recursos em computadores pessoais. A partir deste cena´rio, a interco-
nexa˜o de computadores, local ou geograficamente distribu´ıdos, tornou-
se uma forma de aumentar o poder computacional. Com isso deu-se a
popularizac¸a˜o de sistemas distribu´ıdos.
Coulouris, Dollimore e Kindberg (2007), definem um sistema dis-
tribu´ıdo como sendo um sistema no qual os componentes de hardware
ou software, localizados em computadores interconectados por uma
rede, comunicam-se e coordenam-se atrave´s da troca de mensagens.
De acordo com Tanenbaum e Steen (2002), um sistema distribu´ıdo
e´ uma colec¸a˜o de computadores independentes que se apresenta com
uma imagem u´nica de sistema aos seus usua´rios. Para esses autores,
a construc¸a˜o de um ambiente distribu´ıdo deve atender aos seguintes
requisitos:
• Tornar os recursos acess´ıveis: facilitar para o usua´rio o acesso
a recursos remotos e possibilitar o compartilhamento de forma
controlada e eficiente;
• Transpareˆncia na distribuic¸a˜o: esconder do usua´rio o fato
de que os processos e recursos esta˜o fisicamente distribu´ıdos em
va´rios computadores;
• Abertura: oferecer ao usua´rio servic¸os de acordo com as regras
padra˜o que descrevem sua sintaxe e semaˆntica;
• Escalabilidade: a fim de atender a esse requisito, o ambiente
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distribu´ıdo deve adicionar facilmente usua´rios e recursos no sis-
tema mesmo que estes estejam fisicamente distantes, como por
exemplo em organizac¸o˜es administrativamente independentes.
2.2 ARQUITETURAS COMPUTACIONAIS
A classificac¸a˜o de arquitetura de computadores mais aceita e´
conhecida como taxonomia de Flynn, proposta por Michael J. Flynn
em 1972 (FLYNN, 1972). A taxonomia leva em considerac¸a˜o a quan-
tidade de instruc¸o˜es executadas em paralelo pelo conjunto de dados
para os quais as instruc¸o˜es sa˜o submetidas. A Figura 1 apresenta as
classificac¸o˜es de computadores, que sa˜o subdivididas em: SISD, SIMD,
MISD e MIMD (FLYNN, 1972).
Figura 1: Taxonomia de Flynn
• SISD (Single Intruction Single Data): executa uma instruc¸a˜o de
um programa por vez, ou seja, sa˜o computadores que apresentam
apenas um processador. Este modelo pode ser representado por
um computador pessoal mono-processado, onde as instruc¸o˜es sa˜o
executadas sequencialmente.
• SIMD (Single Intruction Multiple Data): executa uma u´nica ins-
truc¸a˜o, pore´m esta instruc¸a˜o e´ processada sob diferentes itens de
dados. Isso ocorre devido a` existeˆncia de facilidades de hardware
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para armazenamento e processamento de dados, como instruc¸o˜es
vetoriais.
• MISD (Multiple Intruction Single Data): neste tipo de arquite-
tura sa˜o executadas mu´ltiplas instruc¸o˜es sob um u´nico conjunto
de dados. No entanto, na˜o se tem conhecimento da existeˆncia de
computadores com essa classificac¸a˜o.
• MIMD (Multiple Intruction Multiple Data): executa mu´ltiplas
instruc¸o˜es sob mu´ltiplos dados. Computadores com esta arqui-
tetura possuem mu´ltiplos processadores independentes, cada um
podendo executar um conjunto diferente de instruc¸o˜es sob dife-
rentes conjunto de dados.
As arquiteturas MIMD sa˜o classificadas, de modo geral, como
multiprocessadores e multicomputadores, nas quais se diferenciam pelo
compartilhamento ou na˜o de memo´rias (MEFFE; MUSSI; MELLO, 2006).
• Multiprocessadores: arquitetura conhecida como fortemente
acoplada, uma vez que processadores e memo´rias sa˜o interligados
atrave´s de um sistema local de interconexa˜o. Estas arquiteturas
sa˜o caracterizadas por possu´ırem diversos processadores compar-
tilhando uma ou um conjunto de memo´rias. A escalabilidade de
uma arquitetura multiprocessada chega a milhares de processa-
dores.
• Multicomputadores: nesta configurac¸a˜o cada processador pos-
sui suas pro´prias memo´rias locais. Diante disto, e´ conhecida como
fracamente acoplada, uma vez que na˜o ha´ um compartilhamento
forte, ou seja, a comunicac¸a˜o e´ efetuada atrave´s da troca de men-
sagens entre os processos em execuc¸a˜o nos processadores.
2.2.1 Cluster
A ideia inicial de cluster computacional foi desenvolvida nos anos
60 pela IBM como uma forma de conectar grandes mainframes para
prover um paralelismo comercial de baixo custo (BUYYA, 1999).
Diante disso, os clusters, conhecidos tambe´m em portugueˆs como
agregados computacionais, sa˜o definidos por Buyya (1999) como um
sistema de processamento paralelo ou distribu´ıdo formado por uma
colec¸a˜o de computadores interconectados que trabalham juntos como
um u´nico recurso computacional integrado.
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Por outro lado, Dantas (2005) entende que as configurac¸o˜es de
clusters podem ser como uma agregac¸a˜o de computadores de forma
dedicada, ou na˜o, para a execuc¸a˜o de aplicac¸o˜es espec´ıficas de uma
organizac¸a˜o.
Um cluster e´ composto por dois ou mais computadores (tambe´m
chamados de no´s) com um u´nico processador ou por sistemas multipro-
cessados, interconectados por uma rede. Seu principal objetivo e´ reali-
zar o processamento da aplicac¸a˜o de forma distribu´ıda e transparente.
Segundo Buyya (1999) e Dantas (2005) os clusters podem ser
classificados de acordo com limite geogra´fico, utilizac¸a˜o dos no´s, tipo
de hardware, aplicac¸a˜o alvo, sistema operacional dos no´s e tipos de no´s.
• Limite Geogra´fico: baseado em sua localizac¸a˜o e quantidade, os
clusters podem ser classificados como: pequenos, constitu´ıdos em
salas e laborato´rios; me´dios, em n´ıvel de departamento; grande,
para organizac¸o˜es.
• Aplicac¸a˜o Alvo: existem dois alvos principais a`s aplicac¸o˜es co-
muns: as aplicac¸o˜es que necessitam de um alto desempenho para
a sua execuc¸a˜o e as aplicac¸o˜es que precisam de alta disponibili-
dade. Aplicac¸o˜es que procuram o primeiro alvo se preocupam com
o nu´mero de processadores, quantidade de memo´ria e espac¸o em
disco. Por outro lado, as que tem foco no segundo alvo sa˜o carac-
terizadas por na˜o tolerarem interrupc¸o˜es. Entretanto, e´ poss´ıvel
observar que existem aplicac¸o˜es que exigem os dois tipos de re-
quisitos.
• Utilizac¸a˜o dos No´s: pode ser estabelecida atrave´s da parti-
cipac¸a˜o na˜o dedicada ou dedicada dos no´s que ira˜o compor o
cluster. Em clusters na˜o dedicados, as aplicac¸o˜es sa˜o executa-
das por meio da utilizac¸a˜o dos ciclos de processador ociosos de
ma´quinas pertencentes ao cluster. Por outro lado, os dedicados
sa˜o projetados para executarem exclusivamente aplicac¸o˜es sub-
metidas ao cluster. A Figura 2 apresenta um exemplo das con-
figurac¸o˜es de cluster na˜o dedicado e dedicado. Como pode ser
visto, na configurac¸a˜o na˜o dedicada convencional inu´meros com-
putadores compartilham um u´nico meio de comunicac¸a˜o, que e´
a rede local. Ale´m disso, cada computador possui um conjunto
de aplicativos locais e perife´ricos necessa´rios para a execuc¸a˜o das
tarefas de seu usua´rio local. Na configurac¸a˜o dedicada pode-se ob-
servar que os nodos sa˜o interligados por um dispositivo de rede do
tipo switch e nenhum computador dispo˜e de monitor, teclado ou
mouse, mostrando assim sua dedicac¸a˜o a` execuc¸a˜o de aplicac¸o˜es.
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• Tipo de Hardware : os tipos de hardware empregados nos clus-
ters sa˜o classificados como: NOWs, CoPs ou PoPs, COWs e
Clumps.
As NOWs (Network of Workstations) sa˜o caracterizadas pelo uso
de estac¸o˜es de trabalho distribu´ıdas numa rede local para compor
um ambiente de cluster. De forma similar a`s NOWs, os CoPs
(Cluster of PCs) ou PoPs (Pile of PCs) utilizam computadores
pessoais do tipo PCs para formar o cluster.
No caso das COWs (Cluster of Workstations), estas sa˜o geral-
mente constitu´ıdas por ma´quinas dedicadas e homogeˆneas vol-
tadas a` execuc¸a˜o de aplicac¸o˜es espec´ıficas. Ale´m disso, estas
dispo˜em de uma rede espec´ıfica para interconexa˜o das ma´quinas.
Os Clumps (Cluster of SMPs) sa˜o compostos de ma´quinas com
arquiteturas SMP (Symmetric Multiprocessors), que usam memo´ria
compartilhada.
• Tipos de No´s: os clusters podem ser classificados quanto a` simi-
laridade de software e hardware dos no´s que compo˜em o ambiente,
ou seja, podem ser homogeˆneos ou heterogeˆneos.
Figura 2: Exemplo de ambiente de cluster na˜o dedicado e dedicado
Nos clusters homogeˆneos todos os no´s possuem arquiteturas se-
melhantes e executam o mesmo sistema operacional. Por outro
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lado, os heterogeˆneos possuem no´s com arquiteturas diferentes e
executam sistemas operacionais diferentes.
Contudo, muitas vezes, um u´nico cluster na˜o possui capacidade
de resolver problemas computacionais que demandam grande poder
computacional. Neste caso, mu´ltiplos clusters interconectados, formam
um ambiente multi-cluster e, consequentemente, podem aumentar o po-
der computacional para a resoluc¸a˜o desses problemas. A sec¸a˜o seguinte
apresenta uma descric¸a˜o mais detalhada desses ambientes.
2.2.2 Multi-Cluster
Conforme visto na sec¸a˜o anterior, os clusters possuem a loca-
lizac¸a˜o restrita a um u´nico domı´nio. No entanto, e´ poss´ıvel, e muitas
vezes necessa´rio, que clusters de mu´ltiplos domı´nios se interconectem
para formar um sistema distribu´ıdo u´nico de larga escala. Estes siste-
mas sa˜o conhecidos como multi-cluster (FERREIRA, 2010).
Diferentemente dos clusters, que sa˜o formados por um conjunto
independente de estac¸o˜es de trabalho interconectadas por uma rede
local (LAN), os multi-clusters sa˜o formados por um conjunto de clusters
interconectados por uma rede WAN (World-Area Network).
Os sistemas multi-cluster podem ser classificados como super-
cluster e cluster -de-cluster (JAVADI; AKBARI; ABAWAJY, 2006). O pri-
meiro pode ser caracterizado por possuir um grande nu´mero de pro-
cessadores homogeˆneos e heterogeneidade nas redes de comunicac¸a˜o.
Por outro lado, o cluster -de-cluster e´ constru´ıdo pela interconexa˜o de
mu´ltiplos clusters, pore´m com heterogeneidade tanto nas redes de co-
municac¸a˜o quanto nos processadores.
Existe um alto grau de complexidade nos ambientes multi-cluster
quanto aos problemas de escalonamento de tarefas, pois seus recursos
sa˜o: heterogeˆneos, distribu´ıdos e altamente compartilhados no tempo
e no espac¸o. Diante disso, o recebimento cont´ınuo de tarefas e as mu-
danc¸as dinaˆmicas da disponibilidade da capacidade de processador di-
ficultam a utilizac¸a˜o de algoritmos tradicionalmente utilizados em sis-
temas de cluster (ABAWAJY; DANDAMUDI, 2003).
A configurac¸a˜o de sistemas multi-cluster forma um sistema de
imagem u´nica (SSI - Single System Image), ou seja, fornece ao usua´rio
uma visa˜o unificada do compartilhamento de recursos e servic¸os do
ambiente (DANTAS, 2005).
A Figura 3 apresenta um exemplo de ambientes multi-cluster.
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Figura 3: Exemplo de ambiente multi-cluster
2.2.3 Grades Computacionais
Na de´cada de 90, com a maior disponibilidade de conexo˜es mais
ra´pidas e com aplicac¸o˜es necessitando cada vez mais de poder computa-
cional, pesquisadores comec¸aram a imaginar uma infraestrutura com-
putacional que conectasse computadores e clusters geograficamente dis-
tribu´ıdos para atender essa demanda. Diante disso, surgiu a proposta
da chamada grade computacional, Computational Grid (FOSTER; KES-
SELMAN, 2011). Essa nomenclatura e´ uma analogia a` rede ele´trica
(power grid) que disponibiliza a energia sem se preocupar em explicar
onde esta foi gerada e como esta´ sendo destinada. A ideia de uma grade
computacional e´ criar um ambiente computacional distribu´ıdo que pos-
sua mecanismos que permitam o processamento, armazenamento e uso
dos recursos de forma transparente para o usua´rio (DANTAS, 2005).
De acordo com Foster e Kesselman (2004), uma grade compu-
tacional e´ uma infraestrutura de hardware e software que proveˆ acesso
confia´vel, abrangente e barato a capacidades computacionais. Ja´ para
Dantas (2005), uma grade computacional pode ser entendida como uma
plataforma heterogeˆnea de computadores geograficamente distribu´ıdos,
onde usua´rios acessam seus recursos atrave´s de uma interface u´nica.
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Krauter, Buyya e Maheswaran (2002) propo˜em uma taxonomia
para identificar os tipos de sistemas de grades existentes. Para tanto,
os sistemas podem ser divididos nas seguintes categorias:
• Grade Computacional (Computacional Grid): sa˜o sistemas
que unem recursos geograficamente distribu´ıdos para obter alta
capacidade de processamento. Dependendo de como esta capa-
cidade e´ utilizada, esse sistema pode ser subdividido em: super-
computac¸a˜o distribu´ıda e grade de alta taxa de transfereˆncia.
Uma grade de supercomputac¸a˜o distribu´ıda executa a aplicac¸a˜o
paralelamente entre mu´ltiplas ma´quinas para reduzir o tempo de
conclusa˜o da tarefa. Ja´ uma grade de alta taxa de transfereˆncia
aumenta a taxa de conclusa˜o de um fluxo de tarefas.
• Grade de Dado (Data Grid): consiste de uma infraestrutura
para acesso, pesquisa e processamento de informac¸o˜es a partir de
reposito´rios de dados, que esta˜o geograficamente distribu´ıdos.
• Grade de Servic¸o (Service Grid): sa˜o sistemas que proveˆem
servic¸os que na˜o sa˜o oferecidos por ma´quinas simples. Normal-
mente esse tipo de infraestrutura e´ administrada por grandes ins-
tituic¸o˜es e reu´ne alto desempenho, recursos computacionais de-
dicados, como clusters, supercomputadores e grandes sistemas
de armazenamento de dados (BRASILEIRO et al., 2008). Como
exemplo desse tipo de grade pode-se citar: SINAPAD no Brasil
(SINAPAD, 2014) e NGS no Reino Unido (NGS, 2014).
Uma configurac¸a˜o de grade e´ composta por organizac¸o˜es virtu-
ais (Virtual Organizations), que podem ser indiv´ıduos ou entidades que
compartilham seus recursos, pore´m apresentam determinadas pol´ıticas
quanto ao acesso e uso e algumas restric¸o˜es quanto a` disponibilidade.
Diante disso, tem-se proposto arquiteturas que permitam a interopera-
bilidade entre diferentes organizac¸o˜es virtuais. Camargo et al. (2006)
apresentam uma arquitetura gene´rica implementada pela maioria dos
sistemas de grades. Essa arquitetura e´ ilustrada na Figura 4 e possui
cinco servic¸os, que sera˜o descritos a seguir.
• Agente de Acesso: e´ a primeira interface de acesso para os
usua´rios, permitindo a interac¸a˜o entre usua´rio e grade. Esta´ pre-
sente em cada no´ que solicite a execuc¸a˜o de aplicac¸o˜es.
• Servic¸o Local de Oferta de Recursos: executado em cada
ma´quina que disponibiliza seus recursos para a grade. E´ res-
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Figura 4: Arquitetura Gene´rica de um sistema de grade (KON;
GOLDMAN, 2008)
ponsa´vel por iniciar a execuc¸a˜o da aplicac¸a˜o, reportar erros e
retornar resultados.
• Servic¸o Global de Gerenciamento de Recursos: e´ responsa´vel
por monitorar o estado dos recursos compartilhados e por res-
ponder a solicitac¸o˜es de uso destes recursos, a fim de combinar as
requisic¸o˜es com os recursos oferecidos.
• Servic¸o de Escalonamento: e´ responsa´vel por escalonar as
aplicac¸o˜es para recursos dispon´ıveis. Para isso, recebe as soli-
citac¸o˜es de execuc¸a˜o da aplicac¸a˜o, obte´m informac¸o˜es quanto a`
disponibilidade dos recursos junto ao Servic¸o Global de Gerenci-
amento de Recursos e determina onde cada aplicac¸a˜o sera´ execu-
tada.
• Servic¸o de Seguranc¸a: e´ responsa´vel por proteger os recursos
compartilhados para que o no´ que compartilha seus recursos na˜o
sofra ataques de aplicac¸o˜es maliciosas. Ale´m disso, e´ responsa´vel
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por autenticar os usua´rios de modo que se saiba quem e´ o res-
ponsa´vel pelas aplicac¸o˜es submetidas, bem como a seguranc¸a das
comunicac¸o˜es da grade, mantendo assim, a confiabilidade e inte-
gridade dos dados.
2.2.4 Nuvens Computacionais
Nuvem computacional, do ingleˆs Cloud Computing, tem sido
muito utilizada quando deseja-se obter recursos computacionais sob de-
manda. Apesar da ascensa˜o de seu uso nos dias de hoje, a ideia ba´sica
de nuvens computacionais na˜o e´ nova, tendo sido prevista nos anos 60
pelo cientista da computac¸a˜o John McCarthy, quando mencionou que
a computac¸a˜o podia um dia ser organizada como de utilidade pu´blica
exatamente como o sistema de telefonia (GARFINKEL, 1999).
O conceito de nuvem computacional pode ter diferentes per-
cepc¸o˜es, considerando que esta na˜o e´ uma tecnologia nova e sim uma
junc¸a˜o de tecnologias existentes executadas de forma diferenciada.
Segundo Foster et al. (2008) nuvem computacional e´ um para-
digma de computac¸a˜o distribu´ıda de larga escala que e´ impulsionado
pela economia, na qual um conjunto de recursos abstratos, virtualiza-
dos, dinamicamente escala´veis, com poder computacional gerencia´vel,
ale´m de plataformas e servic¸os, sa˜o proporcionados para usua´rios ex-
ternos atrave´s da Internet. Por outro lado, segundo a NIST (MELL;
GRANCE, 2011), responsa´vel por desenvolver padro˜es e diretrizes, nu-
vem computacional e´ um modelo para permitir acesso a` rede sob de-
manda de forma ub´ıqua e conveniente para o compartilhamento de
recursos computacionais configura´veis (por exemplo, rede, servidores,
armazenamento, aplicac¸o˜es e servic¸os) que pode ser rapidamente for-
necido e liberado com o mı´nimo de esforc¸o de gerenciamento ou de
interac¸a˜o com o provedor de servic¸o.
Existem muitas definic¸o˜es para o modelo de arquitetura de nu-
vem computacional, no entanto, de acordo com Zhang, Cheng e Bou-
taba (2010) a arquitetura esta´ dividida em modelo de n´ıveis, modelo
de servic¸os e tipos de nuvens. A seguir sa˜o detalhadas cada uma das
diviso˜es.
• Modelo de Nı´veis: a arquitetura de nuvem computacional pode,
de modo geral, ser subdividida em quatro n´ıveis, apresentados na
Figura 5: n´ıvel de hardware, n´ıvel de infraestrutura, n´ıvel de pla-
taforma e n´ıvel de aplicac¸a˜o.
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Figura 5: Modelo de n´ıveis da nuvem computacional
– Nı´vel de Hardware : este n´ıvel e´ responsa´vel por gerenciar
recursos f´ısicos como: servidores, roteadores e switches.
– Nı´vel de Infraestrutura: tambe´m conhecido como n´ıvel
de virtualizac¸a˜o, e´ um componente essencial da nuvem, pois
cria um pool de armazenamento e recursos computacionais
atrave´s do particionamento lo´gico de recursos f´ısicos utili-
zando tecnologias de virtualizac¸a˜o.
– Nı´vel de Plataforma: adiciona uma colec¸a˜o de ferramen-
tas, middleware e servic¸os especializados para proporcionar
uma plataforma de desenvolvimento (FOSTER et al., 2008).
– Nı´vel de Aplicac¸a˜o: conte´m a aplicac¸a˜o que sera´ execu-
tada na nuvem.
Cada n´ıvel da arquitetura e´ fracamente acoplado com os n´ıveis
acima e abaixo, permitindo que cada um se desenvolva separada-
mente. A arquitetura modular possibilita que a nuvem computa-
cional suporte grandes quantidades de requisic¸o˜es das aplicac¸o˜es,
reduzindo a sobrecarga de gerenciamento e manutenc¸a˜o.
• Modelo de Servic¸os: nesse modelo, todos os n´ıveis da arqui-
tetura da nuvem computacional podem ser implementados como
um servic¸o para o n´ıvel acima. Consequentemente, todos os n´ıveis
podem ser percebidos como clientes do n´ıvel abaixo (ZHANG;
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CHENG; BOUTABA, 2010). Entretanto, em geral, as nuvens com-
putacionais oferecem servic¸os que podem ser agrupados em treˆs
categorias, conforme apresentados na Figura 5:
– Infraestrutura como Servic¸o (IaaS): refere-se ao forne-
cimento de processamento, armazenamento, rede e outros
servic¸os computacionais fundamentais capazes de desenvol-
ver e executar software, incluindo sistemas operacionais e
aplicativos. No entanto, o usua´rio na˜o gerencia ou controla
a infraestrutura da nuvem, mas possui controle sobre os sis-
temas operacionais, armazenamento e desenvolvimento de
aplicac¸o˜es (MELL; GRANCE, 2011).
– Plataforma como Servic¸o (PaaS): oferece ao usua´rio
um ambiente para desenvolvimento de aplicac¸o˜es persona-
lizadas. Geralmente os desenvolvedores precisam respeitar
algumas restric¸o˜es como o tipo de software que eles podem
utilizar. Nessa categoria, o usua´rio na˜o gerencia ou controla
a infraestrutura da nuvem, o que inclui rede, servidores, sis-
temas operacionais e armazenamento.
– Software como Servic¸o (SaaS): refere-se ao fornecimento
de aplicac¸o˜es acessadas remotamente pelos usua´rios atrave´s
da Internet.
• Tipos de Nuvens: de acordo com a NIST (MELL; GRANCE,
2011), existem quatro tipos de nuvens computacionais:
– Nuvens Pu´blicas: uma nuvem na qual provedores de servic¸o
oferecem seus recursos computacionais para o pu´blico em ge-
ral, baseado em um modelo sob demanda.
– Nuvens Privadas: sa˜o projetadas para uso exclusivo de
uma u´nica organizac¸a˜o, podendo ser constru´ıdas e gerencia-
das pela organizac¸a˜o ou por provedores externos.
– Nuvens de Comunidades: a infraestrutura da nuvem e´
compartilhada por va´rias organizac¸o˜es e suporta uma comu-
nidade espec´ıfica que possui as mesmas preocupac¸o˜es, tais
como: missa˜o, requisic¸o˜es seguras e pol´ıticas.
– Nuvens Hı´bridas: a infraestrutura da nuvem e´ composta
por duas ou mais nuvens (pu´blica, privada ou de comuni-
dade) unidas por tecnologia padronizada ou proprieta´ria que
permite a portabilidade de dados e aplicac¸o˜es.
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2.2.5 UMA e NUMA
Neste trabalho, e´ considerada como uma arquitetura hiera´rquica
de memo´ria compartilhada, qualquer plataforma com multiprocessa-
dor que possui unidades: (i) de processamento que compartilham uma
memo´ria global e (ii) unidades de processamento e componentes de
memo´ria organizada em alguma forma de topologia hiera´rquica.
Em plataformas UMA (Uniform Memory Access), todas as uni-
dades de processamento possuem custos de acesso semelhantes a memo´ria
compartilhada global. Isto e´ devido ao fato de que a memo´ria compar-
tilhada global esta´ ligada a um u´nico barramento, que e´ utilizado pelas
unidades de processamento para acessar a memo´ria. Ale´m disso, nesta
arquitetura os elementos de processamento compartilham os dispositi-
vos perife´ricos, que tambe´m esta˜o ligados ao barramento u´nico. O pro-
blema principal deste projeto e´ que o barramento torna-se um gargalo,
considerando que todas as unidades de processamento devem utiliza´-lo
para acessar a memo´ria global e os dispositivos perife´ricos. Portanto,
tal barramento restringe a escalabilidade da arquitetura UMA. Esta
arquitetura e´ considerada como multiprocessada com memo´ria com-
partilhada hiera´rquica devido a topologia atual do nu´cleo projetado
dentro destas ma´quinas.

















SMP Platform based on Intel Xeon X7460 processors
Figura 6: A arquitetura UMA (RIBEIRO et al., 2009)
Plataformas UMA atuais apresentam uma topologia complexa,
com mu´ltiplos processadores multicore e memo´rias cache. A Figura 6
apresenta uma plataforma multicore do tipo UMA. Podemos observar
que a ma´quina possui quatro processadores, cada um contendo seis
nu´cleos. Considerando-se o subsistema de memo´ria, a ma´quina possui
dois n´ıveis de memo´ria cache compartilhada. Cada par de nu´cleos
compartilha uma memo´ria cache L2 e cada processador uma memo´ria
cache L3.
A memo´ria principal e´ compartilhada entre todos os nu´cleos da
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ma´quina atrave´s de um u´nico barramento. Mesmo que estas ma´quinas
possuam um acesso uniforme da memo´ria partilhada, e´ importante levar
em considerac¸a˜o a topologia ao mapear os processos de aplicac¸a˜o/thread.
Devido a` organizac¸a˜o hiera´rquica de nu´cleos, processadores e memo´rias
cache, o tempo de comunicac¸a˜o entre as unidades de processamento po-
dem variar, dependendo da distaˆncia entre eles (MEI et al., 2010)(CRUZ;
ALVES; NAVAUX, 2010). Por exemplo, na ma´quina apresentada na Fi-
gura 6, a hierarquia de memo´rias cache pode ser explorada para reduzir
o tempo de comunicac¸a˜o entre um grupo de threads. Tal grupo pode ser
colocado dentro do mesmo processador, evitando a comunicac¸a˜o entre
processadores.
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SMP Platform based on Intel Xeon X7460 processors
Figure 2.1: The UMA Architecture.
memory multiprocessor because of the current core topology designed within these
machines.
Current UMA platforms feature a complex topology, with multiple processors,
multi-core chips and cache memories. Figure 2.1 shows a multi-core platform with
UMA design. In the figure, we can observe that the machine has four processors and
each one has six cores. Considering the memory subsystem, the machine has two
levels of shared cache memory. Each pair of cores share a L2 cache memory and each
processor has a shared L3 cache memory. Main memory is shared between all cores
of the machine and accessed by all cores through a single bus. Even tough these
machines have an uniform access to the shared memory, it is important to take into
account the topology when mapping the application process/threads. Due to the
hierarchical organization of cores, processors and cache memories, communication
time between processing units may change, depe ding on the distance between them
[Mei 2010, Cruz 2010]. For instance, in the machin presented in the Figure 2.1,
cache hierarchy can be explored to reduce the communication time between a group
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Figure 2.2: The NUMA Architecture.
Figura 7: A arquitetura NUMA (RIBEIRO et al., 2009)
A plataforma NUMA (Non-Uniform Memory Access) e´ um sis-
tema multiprocessado em que os elementos de processamento sa˜o ser-
vidos por va´rios bancos de memo´ria, distribu´ıdos fisicamente atrave´s
da plataforma. Embora a memo´ria seja distribu´ıda fisicamente, esta
e´ vista pelas unidades de processamento da ma´quina como uma u´nica
memo´ria compartilhada. Nestas ma´quinas, o tempo gasto para acessar
os dados e´ condicionada pela distaˆncia entre o processador e o banco
de memo´ria na qual os dados esta˜o fisicamente alocados (CARISSIMI,
1999).
Arquiteturas NUMA sa˜o geralmente projetadas com memo´rias
cache, a fim de reduzir penalidades de acesso a` memo´ria. Devido a isso,
algum suporte para garantir a coereˆncia de cache para as unidades de
processamento e´ implementado nas plataformas NUMA atuais, levando
a plataformas NUMA de cache coerente denominadas ccNUMA. Uma
das vantagens da arquitetura NUMA e´ que ela combina uma boa es-
calabilidade de memo´ria com uma caracter´ıstica de programac¸a˜o fa´cil.
Nessas ma´quinas, uma rede de interconexa˜o eficiente e especializada
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fornece suporte ao elevado nu´mero de unidades de processamento e
memo´rias de grande porte. Grac¸as ao u´nico espac¸o de enderec¸amento
global, os programadores podem utilizar modelos de programac¸a˜o de
memo´ria compartilhada para desenvolver aplicativos paralelos para es-
tas ma´quinas.
2.1. What is a Hierarchical Shared Memory Architecture? 9
A Non-Uniform Memory Access platform is a multiprocessor system in which
the processing elements are served by multiple memory banks, physically distributed
through the platform. Although the memory is physically distributed, it is seen by
the machine processing units as a single shared memory. In these machines, the
time spent to access data is conditioned by the distance between the processor and
the memory bank in which the data is physically allocated [Carissimi 1999]. NUMA
architectures are generally designed with cache memories, in order to reduce the
memory accesses penalties. Due to this, some support to ensure the cache coher-
ence for processing units are implemented in the current NUMA platforms, leading
to cache-coherent NUMA platforms (ccNUMA). One of the advantages of NUMA
architecture is that it combines a good memory scalability with an easy program-
ming characteristic. In these machines, an efficient and specialized interconnection
network provides support to the high number of processing units and very large
memories. Since memory is seen as a global shared one, programmers can use shared
memory programming models to develop parallel applications on these machines.
Figures 2.2 and 2.3 show schemata representing two NUMA machines. The
one represented in Figure 2.2 reports the classical NUMA machines of the 80’s
whereas Figure 2.3 depicts a current NUMA machine with multi-core chips. We
can observe in both figures that the NUMA machines are organized in multiple
nodes connect d by an interconn ction network. E h node is generally composed
of several processing units (mono-core or multi-core) and memory banks. In later
sections, we explain the architectural differences between these two examples.
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Figure 2.3: The Current NUMA Platform.
Another shared memory architecture that has hierarchical characteristics is the
cache-only memory platforms. In this architecture the main memories are replaced
by huge cache memories. Similar to NUMA architectures, this architecture also
presents different memory access costs. However, differently from NUMA archi-
Figura 8: A arquitetura NUMA atual (RIBEIRO et al., 2009)
As Figuras 7 e 8 mostram esquemas representando duas ma´quinas
NUMA. O esquema representado na Figura 7 apresenta as ma´quinas
NUMA cla´ssicas dos anos 80 enquanto a Figura 8 descreve uma ma´quina
NUMA atual com chips multicore. Podemos observar em ambas as figu-
ras que as ma´quinas NUMA sa˜o organizadas em mu´ltiplos no´s conecta-
dos por u a rede de interconexa˜o. Cada no´ e´ geralmente composto por
va´rias unidades de processamento (monocore ou multicore) e bancos de
memo´ria (RIBEIRO et al., 2009).
2.2.6 Manycores
Ate´ recentemente, as capacidades de plataforma de High Per-
formance Computing(HPC) foram avaliadas quase que exclusivamente
com base na sua velocidade de processamento bruto. No entanto, um
dos aspectos que dificultam a busca de desempenho cada vez maior e´ o
excessivo consumo de energia. Por essa raza˜o, a eficieˆncia energe´tica de
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plataformas HPC tem se tornado, em alguns contextos, ta˜o importante
quanto o seu desempenho bruto. A busca de alternativas para redu-
zir o consumo atual de energia na˜o se limita a` comunidade cient´ıfica
de HPC (RAJOVIC et al., 2013). Recentemente, surgiram os processa-
dores manycore, como uma nova classe de chips altamente paralelos.
Tilera Tile-GX (MORARI et al., 2012), Kalray MPPA-256 (DINECHIN et
al., 2013), Adapteva Epiphany-IV (VARGHESE et al., 2014), Intel Single-
Chip Cloud Computer (SCC) (TOTONI et al., 2012) e Xeon Phi sa˜o
exemplos de tais processadores, fornecendo ate´ centenas de nu´cleos de
processamento autoˆnomos que podem ser utilizados para alcanc¸ar pa-
ralelismo tanto de dados quanto de tarefas.
Esta distinta caracter´ıstica os diferencia dos processadores gra´ficos
(GPUs). Enquanto alguns processadores manycore podem apresentar
uma maior eficieˆncia energe´tica do que processadores multicore de uso
geral, suas diferenc¸as arquiteturais implicam em um desafio quanto ao
desenvolvimento de aplicac¸o˜es cient´ıficas paralelas (VARGHESE et al.,














































Figura 9: Visa˜o simplificada de um MPPA-256 (CASTRO et al., 2014)
A Figura 9 mostra a visa˜o geral da arquitetura do MPPA-256.
Ele possui dois tipos de nu´cleos: Processing Elements (PE) e de Re-
source Managers (RM). Embora RMs e PEs implementem a mesma ar-
quitetura de Very long instruction word(VLIW), eles possuem propo´sitos
diferentes: PEs sa˜o dedicados a executar threads do usua´rio (uma th-
read por PE) em modo na˜o-interrupt´ıvel e na˜o-preemptivo. Por ou-
tro lado, RMs executam rotinas do kernel e servic¸os de interfaces de
Network-on-Chip (NoC). PEs e RMs sa˜o agrupados dentro de clusters
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de computac¸a˜o e subsistemas de I/O. Cada cluster de computac¸a˜o pos-
sui 16 PEs, 1 RM e uma memo´ria local compartilhada de 2 MB, o que
cria uma interligac¸a˜o com alta largura de banda e taxa de transfereˆncia
entre PEs. O sistema na˜o possui nenhum protocolo de coereˆncia de ca-
che entre PEs, mesmo entre aqueles no mesmo cluster de computac¸a˜o.
2.3 ESCALONAMENTO DE TAREFAS
Segundo Tanenbaum e Woodhull (2006), o escalonador e´ res-
ponsa´vel por decidir qual tarefa ira´ executar primeiro, caso haja va´rias
tarefas prontas para executar competindo pelo uso do processador. O
escalonador e´ tambe´m responsa´vel por: decidir qual e´ o processador
mais adequado para executar cada tarefa, decidir qual e´ o intervalo
de tempo que cada tarefa executara´ em cada processador e alocar os
recursos necessa´rios para cada tarefa e disparar a sua execuc¸a˜o. De
forma ideal, um escalonador deveria garantir que as tarefas executas-
sem utilizando ao ma´ximo os recursos dispon´ıveis e terminassem no
menor tempo poss´ıvel, sempre respeitando as restric¸o˜es de tempo ou
outras pol´ıticas aplicadas a`s tarefas.
Na literatura, encontram-se diversos algoritmos de escalonamento
que se adaptam a diferentes tipos de problemas e sistemas. Dentre eles,
ha´ alguns que se destacam pela facilidade de implementac¸a˜o, adapta-
bilidade e desempenho, tais como (TANENBAUM; WOODHULL, 2006):
• First In First Out (FIFO): algoritmo de escalonamento na˜o
preemptivo, no qual as tarefas sa˜o executadas pelo processador
na mesma ordem em que o solicitam. Como vantagens deste
algoritmo, pode-se citar a facilidade de entendimento e imple-
mentac¸a˜o, ale´m de sua imparcialidade. Como desvantagens pode-
se mencionar a sensibilidade a` ordem de chegada das tarefas e o
aumento do tempo me´dio de espera no caso de tarefas grandes
chegarem primeiro na fila.
• Last In First Out (LIFO): este algoritmo funciona de maneira
simples, a u´ltima tarefa a entrar na fila sera´ a primeira a ser
executada.
• Shortest Job First (SJF): o SJF tambe´m e´ um algoritmo na˜o
preemptivo, o qual assume que os tempos de execuc¸a˜o das ta-
refas sa˜o conhecidos antecipadamente. Caso haja va´rias tarefas
na fila de entrada, de igual importaˆncia a serem executadas, o
escalonador ira´ selecionar a tarefa mais curta primeiro.
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• Shortest Remaining Time Next (SRT): no algoritmo SRT o
escalonador escolhe a tarefa cujo tempo de execuc¸a˜o restante e´ o
mais curto. Ou seja, ao chegar uma nova tarefa o seu tempo sera´
comparado com o tempo que resta da tarefa atual. Caso a nova
tarefa necessite de menos tempo para terminar do que a tarefa
atual, esta sera´ suspensa e a nova tarefa sera´ executada.
• Round-Robin (RR): o algoritmo RR opera em sistemas ite-
rativos, realizando um rod´ızio entre as tarefas da seguinte ma-
neira: cada tarefa possui um intervalo de tempo denominado
quantum, durante o qual ela pode ser executada. Caso ela es-
teja em execuc¸a˜o e seu quantum termine, esta sera´ reinserida no
final da fila liberando o processador.
• Earliest Deadline First (EDF): esse algoritmo da´ prioridade
de execuc¸a˜o a` tarefa que possui o deadline mais pro´ximo de ex-
pirar, ordenando as tarefas com base em seu deadline.
• Backfill First Fit (BFF): o algoritmo BBF funciona de ma-
neira parecida com o FIFO, mas quando na˜o ha´ recursos sufici-
entes para a execuc¸a˜o da primeira tarefa da fila, o restante da
fila e´ examinado para encontrar a primeira tarefa que possa ser
executada com os recursos e tempo dispon´ıveis.
• Backfill Best Fit (BBF): o algoritmo BBF funciona de ma-
neira parecida com o FIFO e o BFF, mas quando na˜o ha´ recursos
suficientes para a execuc¸a˜o da primeira tarefa da fila, o restante
da fila e´ examinado para encontrar a tarefa que melhor se encaixa
para ser executada com os recursos e tempo dispon´ıveis
Considerando desafios e estrate´gias conhecidas para o processo
de escalonamento de recursos em grades computacionais, existem al-
guns algoritmos espec´ıficos mais utilizados em tais ambientes:
• Workqueue (WQ): WQ e´ um agendador livre de conhecimento,
ou seja, na˜o necessita de qualquer tipo de informac¸o˜es sobre agen-
damento de tarefas. Sempre que um recurso fica dispon´ıvel, uma
tarefa e´ escolhida aleatoriamente para ser apresentada para a
execuc¸a˜o. O objetivo e´ que um maior nu´mero de tarefas seja
atribu´ıdo a ma´quinas mais ra´pidas, deixando ma´quinas mais len-
tas para executar cargas mais leves. No entanto, se uma tarefa
que requer uma grande capacidade computacional e´ atribu´ıda a
um processador mais lento perto do fim da execuc¸a˜o da aplicac¸a˜o,
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a conclusa˜o da aplicac¸a˜o sera´ adiada ate´ que a tarefa seja con-
clu´ıda (SILVA; CIRNE; BRASILEIRO, 2003).
• Workqueue with Replication (WQR): WQR e´ semelhante
ao WQ; tarefas sa˜o enviadas para executar nas ma´quinas que
esta˜o dispon´ıveis. No momento em que uma ma´quina termina a
execuc¸a˜o de uma tarefa, recebe uma nova tarefa. A diferenc¸a en-
tre WQ e WQR ocorre quando uma ma´quina se torna dispon´ıvel
e na˜o ha´ outras tarefas na fila para serem executadas. Neste mo-
mento, o WQR inicia a replicac¸a˜o de tarefas que ainda esta˜o em
execuc¸a˜o. Uma vez que a tarefa original ou uma de suas re´plicas
terminar a execuc¸a˜o, as outras sa˜o interrompidas (SILVA; CIRNE;
BRASILEIRO, 2003).
• Sufferage (Suff) (CASAVANT; KUHL, 1988): Este algoritmo de-
termina o quanto cada tarefa seria prejudicada se na˜o escalonada
para o processador que a execute de forma mais eficiente. O valor
Sufferage de cada tarefa e´ a diferenc¸a entre o melhor e o segundo
melhor tempo de conclusa˜o (CT) entre todos os processadores na
grade. A tarefa com o maior valor de Sufferage tera´ prioridade
de execuc¸a˜o. O valor de CT e´ dado pela fo´rmula:
CT = Time to Become Available (TBA) + Task Cost (2.1)
Onde TBA e´ o momento em que o host se torna dispon´ıvel e Task







– Task Size: e´ o tempo necessa´rio para um host com Host
Speed = 1 completar a tarefa quando Host Load = 0.
– Host Speed : representa a velocidade da ma´quina.
– Host Load : representa a frac¸a˜o de CPU do host que na˜o esta´
dispon´ıvel para a aplicac¸a˜o, ou seja, a frac¸a˜o de processador
que esta´ sendo usada por outras tarefas. O Host Load varia
com o tempo, dependendo da carga de trabalho do host.
• XSufferage (XSuff): XSufferage e´ uma modificac¸a˜o do Suffe-
rage. Sua principal diferenc¸a e´ o me´todo utilizado para calcular o
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Sufferage. XSufferage considera a transfereˆncia dos dados de en-
trada da tarefa durante o ca´lculo dos tempos de execuc¸a˜o. Dessa
forma, ele utiliza as informac¸o˜es relacionadas a` CPU e ao tempo
estimado de execuc¸a˜o da tarefa usado pelo Sufferage mais a lar-
gura de banda dispon´ıvel na rede que conecta os recursos. Para
que o recurso mais ra´pido e com melhor conexa˜o de rede na˜o re-
ceba todas as tarefas, o XSufferage considera somente os recursos
livres no momento em que vai escalonar uma tarefa.
• Dynamic Fastest Processor to Largest Task First (DF-
PLTF): Esta e´ a versa˜o dinaˆmica do algoritmo esta´tico FPLTF
(MENASCE´ et al., 1995). O DFPLTF precisa de treˆs elementos
de informac¸a˜o adicional para agendamento de tarefas: Task Size,
Host Load e Host Speed. Quando o algoritmo inicia, o TBA do
host e´ iniciado em zero e as tarefas sa˜o ordenados por tamanho
em ordem decrescente. Assim sendo, a maior tarefa e´ a primeira
a ser alocada para o host que proveˆ o menor CT. Uma vez que
a tarefa e´ atribu´ıda a um host, o valor de TBA relativo a este
host e´ incrementado com o Task Cost. As tarefas sa˜o atribu´ıdas
ate´ que todos os hosts na grade estejam em uso. Depois disto,
a execuc¸a˜o da tarefa e´ iniciada. Quando a tarefa for conclu´ıda,
todas as outras tarefas que na˜o esta˜o executando sa˜o alocadas
novamente ate´ que todas as ma´quinas continuem em uso. Este
processo e´ repetido ate´ que todas as tarefas estejam conclu´ıdas.
Segundo Reis (2005), o desenvolvimento de algoritmos de esca-
lonamento deve ser focado em um conjunto de aplicac¸o˜es espec´ıficas,
pois se na˜o houver um conhecimento dos detalhes das aplicac¸o˜es a se-
rem escalonadas, o algoritmo pode influenciar negativamente nos re-
sultados. Como um ambiente de grade computacional possui algumas
caracter´ısticas especiais, tais como: grande quantidade e heterogenei-
dade de recursos e desempenho dinaˆmico, o escalonamento nesse tipo
de ambiente torna-se um desafio. Por isso, como dito anteriormente,
conhecer as aplicac¸o˜es com as quais se ira´ trabalhar, os recursos dis-
pon´ıveis e as caracter´ısticas dos mesmos, pode ser um fator crucial
para o desenvolvimento de algoritmos de escalonamento que consigam
utilizar de maneira eficiente o alto poder computacional das grades.
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2.4 SIMULAC¸A˜O
A simulac¸a˜o e´ uma ferramenta adequada para analisar algorit-
mos de sistemas distribu´ıdos em larga escala de recursos heterogeˆneos.
Ao contra´rio de se utilizar sistemas reais, a simulac¸a˜o evita a sobrecarga
de coordenac¸a˜o de recursos reais. A simulac¸a˜o e´ igualmente eficaz no
trabalho com grandes problemas hipote´ticos, que exigem envolvimento
de grande nu´mero de usua´rios ativos e de recursos (BUYYA; MURSHED,
2002)
A motivac¸a˜o para a utilizac¸a˜o de simulac¸a˜o ao inve´s de utilizar
diretamente uma plataforma de teste real de grade (especialmente nos
modelos de ana´lise e algoritmos em fases iniciais), pode ser definida
a partir dos seguintes fatores (MURSHED; BUYYA et al., 2002) (BUYYA;
SULISTIO, 2008):
• A criac¸a˜o de uma plataforma de teste real de grade e´ demorada,
de custo elevado, depende de recursos intensivos e e´ limitada na
maior parte a alguns ambientes de a´rea local;
• Uma plataforma de teste real na˜o fornece um ambiente controla´vel
e de repetic¸a˜o para experimentac¸a˜o e avaliac¸a˜o de estrate´gias de
escalonamento;
• A simulac¸a˜o permite analisar tanto os atuais, como os novos mo-
delos energe´ticos e algoritmos de escalonamento;
• A ana´lise de novos modelos e algoritmos requer um grande nu´mero
de testes dependentes de recursos dispon´ıveis. A simulac¸a˜o per-
mite uma ana´lise abrangente dos modelos e algoritmos sem a
necessidade de gastos com recursos f´ısicos espec´ıficos.
A simulac¸a˜o tem sido pesquisada e aplicada com sucesso para
modelar processos, aplicac¸o˜es e objetos do mundo real. Ela permite o
estudo de va´rios assuntos, tais como a viabilidade, o comportamento
e o desempenho, sem construir o sistema real, poupando assim um
tempo precioso, custo e esforc¸o. Uma simulac¸a˜o pode ser ajustada de
acordo com va´rios cena´rios poss´ıveis. Os resultados obtidos a partir
da simulac¸a˜o indicam como o sistema real se comporta, permitindo,
assim, que os pesquisadores compreendam e melhorem seus projetos
antes de colocarem os esforc¸os na implementac¸a˜o real propriamente
dita (SULISTIO; YEO; BUYYA, 2004)(BUYYA; SULISTIO, 2008).
Em Franco (2011) e´ apresentado um comparativo entre carac-
ter´ısticas de simuladores voltados a` grade. A Figura 10 apresenta as
principais caracter´ısticas das ferramentas.
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 Tabela 1 – Principais características das ferramentas de acordo com os estudos 
apresentados por Sulistio, Yeo, Buyya (2004), Quetier, Cappello (2005); Martins et al 
(2006), DataGRID (2010), SimGrid (2010).  
 
A característica ambiente de projeto: determina como o usuário utiliza a 
ferramenta para desenvolver os modelos de simulação (SULISTIO, YEO, BUYYA, 
2004).  
Uma ferramenta de simulação baseada em linguagem fornece um conjunto de 
construtores definidos para o usuário desenvolver os modelos de simulação. Já uma 
ferramenta que utiliza biblioteca proporciona um conjunto de rotinas para ser usado 
como uma linguagem de programação de suporte.  
Uma ferramenta de simulação baseada em biblioteca normalmente dá ao usuário 
maior flexibilidade na criação e no controle da simulação. Um usuário experiente em 
programação pode aperfeiçoar e otimizar a simulação através da exploração de algumas 
bibliotecas. A ferramenta de simulação baseada em linguagem, geralmente oculta do 
usuário detalhes de implementação de baixo nível e, portanto, oferece menos 
flexibilidade. No entanto, por ser de nível mais elevado se comparado a uma ferramenta 
baseada em bibliotecas, é mais fácil de aprender e de usar. 
 Brincks GridSim MicroGrid OptorSim SimGrid 
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Figura 10: Comparativo de Simuladores de Grade (FRANCO, 2011)
No resente trabalho, utiliza-se a ferramenta de simulac¸a˜o de
aplicac¸o˜es em ambientes distribu´ıdos heterogeˆneos SimGrid (LEGRAND;
MARCHAL; CASANOVA, 2003), criada em 1999 por Henri Casanova.
A construc¸a˜o da ferrament deu- e pela necessidade d se utilizar si-
mulac¸a˜o, ao inve´s de experimentos reais, no estudo de algoritmos de
escalonamento para aplicac¸o˜es cient´ıficas paralelas. Como o objetivo
inicial do SimGrid era trabalhar com escalonamento de tarefas, existe
uma facilidade para estudar estrate´gias de escalonamento utilizando a
ferramenta. Como motivac¸o˜es para utilizar essa ferramenta, citam-se:
• Especificac¸a˜o dos recursos de computac¸a˜o dispon´ıveis, juntamente
com o poder computacional de cada ma´quina em Floating-point
Operations Per Second (FLOPS);
• Links que conecta os n´s do sistema, juntame e com a largura
de banda e suas lateˆncias;
• Roteamento entre os no´s, no qual sa˜o especificados o no´ de origem,
o no´ de destino e os links de conexa˜o que os unem;
• Simulac¸a˜o determin´ıstica, ou seja, repetindo a mesma simulac¸a˜o
os resultados retornados sera˜o sempre os mesmos. Na˜o existindo
assim, por parte do simulador, uma aleatoriedade nos experimen-
tos.
• Esta´ dispon´ıvel para ambientes Linux, Windows e MacOS;
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• Uma comunidade responsiva a questo˜es referentes ao desenvolvi-
mento de co´digos.
Segundo Franco (2011), apesar do SimGrid ser uma ferramenta
que auxilia no estudo de algoritmos de escalonamento em uma grade
computacional, ele na˜o oferece pol´ıticas internas de escalonamento de
tarefas. Dessa forma, a implementac¸a˜o dos algoritmos de escalona-
mento deve ser feita pelos pro´prios usua´rios. Com o objetivo de criar
um ambiente amiga´vel e que facilite o trabalho dos pesquisadores da
a´rea de escalonamento de tarefas foi desenvolvida a biblioteca LIBTS(FRANCO,
2011). A LIBTS e´ desenvolvida em linguagem C e implementa os
seguintes algoritmos de escalonamento: FIFO, LIFO, RR, SJF, WQ,
WQR, Sufferage, XSufferage e DFPLTF.
2.5 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
Nesse cap´ıtulo foram abordados conceitos sobre as infraestru-
turas de sistemas distribu´ıdos existentes. Cluster e´ um conjunto de
ma´quinas que podem ou na˜o ser dedicadas, geralmente homogeˆneas,
de um u´nico domı´nio e, normalmente, interligadas por redes de alto
desempenho. Ja´ o Multi-Cluster e´ um conjunto de va´rios clusters in-
terligados por rede WAN. Com isso, possui va´rios domı´nios. A grade
computacional e´ composta por ma´quinas heterogeˆneas geograficamente
distribu´ıdas e, normalmente, na˜o dedicadas. A nuvem computacional
pode ser considerada uma junc¸a˜o de tecnologias existentes, pore´m uti-
lizadas de maneira diferenciada, permitindo o acesso sob demanda a
recursos e servic¸os atrave´s da Internet. Este trabalho foca em uma pro-
posta aplicada a uma infraestrutura de um ambiente de nuvem com-
putacional criado atrave´s do simulador SimGrid. O SimGrid possui
algumas caracter´ısticas que o tornam o ideal para testar nossa abor-
dagem tais como: possibilita a criac¸a˜o personalizada e detalhada de
um ambiente de grade; oferece simulac¸o˜es do tipo: esta´tica, discreta e
determin´ıstica; permite a implementac¸a˜o do co´digo em linguagem C e
Java; e´ amplamente utilizado pela comunidade cient´ıfica tornando-se




Neste cap´ıtulo e´ apresentado o estado da arte em te´cnicas para
a reduc¸a˜o do consumo de energia em sistemas computacionais hete-
rogeˆneos de alto desempenho, como grades e nuvens. Ao final deste, e´
apresentada uma tabela com um comparativo entre os trabalhos apre-
sentados e o trabalho desenvolvido. O objetivo de apresentar o estado
da arte e´ mostrar que a maioria dos trabalhos pesquisados a respeito
de estrate´gias de economia de energia em grades e nuvens computaci-
onais apresentam soluc¸o˜es que utilizam controle de recursos ociosos e
escalonamento de tarefas para obter eficieˆncia energe´tica.
3.1 INTRODUC¸A˜O
De acordo com Ma¨mmela¨ et al. (2012), a fim de garantir a
eficieˆncia energe´tica em um ambiente de grade computacional e´ pre-
ciso dar atenc¸a˜o aos seguintes fatores:
• Ajuste dinaˆmico da frequeˆncia e da voltagem do processador, Dy-
namic Voltage and Frequency Scaling (DVFS);
• Desligamento de componentes de hardware de baixa utilizac¸a˜o;
• Nivelamento de poteˆncia;
• Gesta˜o te´rmica.
A te´cnica de DVFS e´ utilizada para controlar a poteˆncia do pro-
cessador, pois segundo Ma¨mmela¨ et al. (2012), o consumo de energia
do processador representa uma parcela significativa da energia total
consumida pelo sistema. Os autores tambe´m citam que alguns servido-
res ou seus componentes poderiam ser desligados, ou enta˜o, poderiam
operar em um estado de baixo consumo de energia, sempre atendendo
a`s necessidades das aplicac¸o˜es de entrada. Pore´m, devido ao fato desta
soluc¸a˜o ser dependente da carga de trabalho, o desafio, de acordo com
Ma¨mmela¨ et al. (2012), seria identificar o momento certo de desligar
componentes e como fornecer um valor adequado de desacelerac¸a˜o de
trabalho.
Te´cnicas de gesta˜o te´rmica sa˜o utilizadas para gerenciar a elevac¸a˜o
das temperaturas, o que pode impactar negativamente na confiabilidade
do sistema e pode causar o aumento dos custos com resfriamento. No
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trabalho desenvolvido por Liu e Zhu (2010), a carga de trabalho do sis-
tema e´ ajustada de acordo com um limiar de temperatura pre´-definida.
Caso a temperatura de um servidor fique acima do limite, sua carga de
trabalho sera´ reduzida. Nivelamento de poteˆncia se refere a definic¸a˜o
de limites de poteˆncia em servidores. Esta estrate´gia previne aumen-
tos repentinos no fornecimento de poteˆncia e mante´m o consumo total
sobre um valor especificado (FAN; WEBER; BARROSO, 2007).
3.2 CONTROLE DE RECURSOS OCIOSOS
Essa estrate´gia consiste em alterar o estado de recursos com-
putacionais dispon´ıveis ociosos para que na˜o permanec¸am consumindo
energia de maneira desnecessa´ria. A seguir, sa˜o apresentados alguns
trabalhos que utilizam tal estrate´gia
3.2.1 Ponciano e Brasileiro
Ponciano e Brasileiro (2010) define grade oportunista como uma
infraestrutura computacionail distribu´ıda que utiliza ciclos computaci-
onais ociosos de recursos computacionais geograficamente distribu´ıdos,
e que este tipo de sistema e´ ideal para execuc¸a˜o de aplicac¸o˜es do tipo
Bag of Tasks(BoT), aplicac¸o˜es paralelas que podem ser divididas em
um grande nu´mero de tarefas independentes sem necessidade de comu-
nicac¸a˜o entre si.
No trabalho de Ponciano e Brasileiro (2010), foram investigados
treˆs aspectos de uma grade oportunista de acordo com duas me´tricas:
economia de energia e makespan de tarefas (diferenc¸a entre os tempos
de in´ıcio e fim de execuc¸a˜o de uma tarefa). Foram avaliados os seguintes
aspectos:
• Estrate´gias de hibernac¸a˜o: utilizadas para reduzir consumo
de energia da grade durante per´ıodos de inatividade;
• Estrate´gias de despertar: utilizadas para selecionar um con-
junto de recursos a fim de satisfazer uma demanda de tarefa;
• Estrate´gias de escalonamento: determinam em qual ma´quina
dispon´ıvel cada tarefa devera´ ser executada.
O ambiente utilizado para os experimentos foi simulado. Se-
gundo Ponciano e Brasileiro (2010), medir a energia real consumida
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por uma grade oportunista e´ um desafio, uma vez que os recursos com-
putacionais sa˜o heterogeˆneos, dispersos geograficamente, e requisitados
de maneira oportunista. Devido a` inexisteˆncia de um simulador de
grade oportunista que suportasse a simulac¸a˜o de estrate´gias de escalo-
namento para tarefas do tipo BoT, estrate´gias de hibernac¸a˜o e que me-
disse o consumo de energia, os autores optaram pelo desenvolvimento
de um simulador baseado em eventos. O simulador desenvolvido oferece
a possibilidade de reproduzir estrate´gias de escalonamento de tarefas
do tipo BoT e estrate´gias de hibernac¸a˜o.
Em seus experimentos foram avaliadas duas estrate´gias de hi-
bernac¸a˜o: standby e hibernate. Seus resultados mostraram que ambos
podem proporcionar uma economia substancial no consumo de energia
nas grades oportunistas. Em cena´rios simulados, a economia pode che-
gar a mais de 80%, quando comparado com a energia consumida quando
os recursos na˜o utilizam a estrate´gia de hibernac¸a˜o. Mais importante
ainda, essas economias sa˜o atingidas sem uma grande penalidade asso-
ciada com o aumento do makespan das tarefas.
Tambe´m foram avaliadas duas estrate´gias de despertar: Energy-
Aware (EA) e Most Recently Sleeping (MRS), as quais apresentaram
resultados semelhantes em termos de makespan de tarefas. No entanto,
em cena´rios de baixa contenc¸a˜o de recursos, a estrate´gia EA apresen-
tou melhores resultados de economia de energia do que a estrate´gia
MRS. Por fim, foram avaliadas quatro pol´ıticas de escalonamento de
tarefas: FCFS, FPLT, MEEF e MEELT. Estas estrate´gias consideram
as diferentes caracter´ısticas de recursos, bem como a carga de trabalho
da grade. Pore´m, na˜o foram observadas diferenc¸as significativas em
relac¸a˜o a` economia de energia e makespan entre as quatro pol´ıticas de
escalonamento.
3.2.2 Ma¨mmela¨ et al.
Em (MA¨MMELA¨ et al., 2012) e´ apresentado um escalonador cons-
ciente de energia para datacenters HPC. O escalonador se comunica
com os sistema de gerenciamento de recursos do datacenter. O esca-
lonador e´ um local natural para a tomada de deciso˜es conscientes de
consumo energe´tico, tendo em vista que ele e´ responsa´vel por decidir
em que ma´quinas cada tarefa sera´ executada. O escalonador proposto
suporta treˆs algoritmos de escalonamento comumente utilizados: FIFO
(ou FCFS), BFF e BBF (Backfilling).
Seus experimentos foram realizados em duas etapas: em um
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ambiente simulado (primeira etapa) e em um ambiente real (segunda
etapa). Na primeira etapa os autores conclu´ıram que o escalonador
proposto pode ser aplicado a ambientes de datacenters HPC sem modi-
ficac¸o˜es no hardware. O resultado das simulac¸o˜es mostrou reduc¸o˜es no
consumo de energia variando entre 6% e 16%, dependendo da utilizac¸a˜o
do sistema e algoritmo de escalonamento utilizado. As reduc¸o˜es no con-
sumo de energia foram obtidas sem um aumento dra´stico do tempo de
espera me´dio das tarefas.
Com relac¸a˜o a segunda etapa (ambiente real), foi alcanc¸ada uma
economia de 6,3% com um aumento no tempo de execuc¸a˜o das tarefas
de 0.63%. Os algoritmos E-BFF e o E-BBF, mostraram-se mais efici-
entes do que o E-FIFO, pois diminuem o tempo de espera das tarefas
por explorar o preenchimento dos no´s ociosos com a execuc¸a˜o de tarefas
menores, o que na˜o ocorre no E-FIFO.
3.2.3 Montes et al.
O trabalho de (FERNA´NDEZ-MONTES et al., 2012) realiza um es-
tudo de pol´ıticas operacionais em uma grade computacional a fim de
otimizar o uso de recursos. O estudo e´ feito a partir de informac¸o˜es
de uso extra´ıdas da grade Grid’5000 (CAPPELLO et al., 2005). Neste
trabalho sa˜o considerados, para os inu´meros no´s que compo˜em a grade,
os seguintes estados:
• On: quando o recurso esta´ executando uma tarefa. A poteˆncia
considerada foi de 108 watts;
• Off : significa que o recurso esta´ desligado e portanto, na˜o esta´
ocupado com tarefas. A poteˆncia considerada foi de 5 watts;
• Idle: significa que o recurso esta´ ligado esperando pelo recebi-
mento de tarefas para executar. A poteˆncia considerada foi de 50
watts;
• Booting: significa que o recurso esta´ passando do estado de Off
para On. A poteˆncia considerada foi de 110 watts;
• Shutting: quando um recurso e´ desligado a partir de On ou Idle.
A poteˆncia considerada foi de 110 watts.
A proposta do trabalho estabelece um conjunto de pol´ıticas que
giram em torno do desligamento ou na˜o de ma´quinas em estado ocioso.
A decisa˜o e´ tomada mediante ana´lise do custo de alterac¸a˜o do estado.
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Os testes foram realizados em um ambiente que simulou o Grid’5000,
denominado Grid’5000 toolbox. O simulador possibilita o usua´rio de-
finir inu´meros paraˆmetros incluindo: hora´rio do inic´ıo da simulac¸a˜o,
hora´rio do fim da simulac¸a˜o, localizac¸a˜o, pol´ıtica de energia e pol´ıtica
de arranjamento de ma´quinas.
3.2.4 Laszewski et al.
O trabalho de Laszewski et al. (2009) foca na implementac¸a˜o
de um algoritmo de escalonamento consciente de consumo para com-
putac¸a˜o em clusters de alto desempenho, onde as ma´quinas virtuais sa˜o
fornecidas de maneira dinaˆmica para a execuc¸a˜o de tarefas do cluster.
E´ proposto um novo algoritmo de escalonamento para cluster com o
objetivo de reduzir a dissipac¸a˜o de energia do processador, atrave´s de
variac¸a˜o de frequeˆncias do processador sem aumentar drasticamente o
tempo total de execuc¸a˜o da ma´quina virtual. Este algoritmo e´ imple-
mentado em um simulador de clusters com DFVS habilitados.
O modelo e algoritmo propostos foram implementados e aplica-
dos ao projeto OpenNebula em um cluster multicore. Os componentes
principais do OpenNebula aceitam solicitac¸o˜es de usua´rios por meio de
uma interface, e enta˜o alocam as ma´quinas virtuais dentro do cluster.
O desenvolvimento modular do OpenNebula permite a substituic¸a˜o do
algoritmo de alocac¸a˜o de VMs, o que o torna ideal para os testes.
3.3 ESCALONAMENTO VOLTADO A EFICIEˆNCIA
ENERGE´TICA
3.3.1 Montero et al.
Montero, Huedo e Llorente (2003) analisaram a relevaˆncia da
proximidade de recursos no processo de selec¸a˜o de recursos para redu-
zir o custo na etapa de file staging (etapa de preparac¸a˜o de dados para
transfereˆncia). Tambe´m estudaram migrac¸a˜o oportunista quando um
novo recurso se torna dispon´ıvel na grade. Nessa situac¸a˜o, o desem-
penho do novo host, os tempos de execuc¸a˜o das aplicac¸o˜es restantes, e
a proximidade do novo recurso aos dados necessa´rios sa˜o considerados
fatores cr´ıticos para decidir se a migrac¸a˜o da tarefa e´ via´vel e renta´vel.
O novo processo de selec¸a˜o de recursos apresentado por Montero, Hu-
edo e Llorente (2003) considera tanto desempenho quanto proximidade
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de dados de recursos computacionais. Em particular, sa˜o considerados
os seguintes cena´rios no esta´gio de selec¸a˜o:
• O tempo computacional estimado no host candidato a ser avali-
ado quando a tarefa e´ enviada a partir do cliente ou migrada a
partir do host de execuc¸a˜o atual;
• A proximidade entre o host candidato que esta´ sendo avaliado e
o cliente e´ considerada com intuito de reduzir os custos de envio
da tarefa, monitoramento e file staging(processo de preparac¸a˜o
de arquivos para transfereˆncia);
• A proximidade entre o host candidato que esta´ sendo avaliado e
um servidor de arquivos remoto e´ tambe´m considerada para redu-
zir os custos de transfereˆncia, quando alguns arquivos de entrada
ou sa´ıda, sa˜o armazenados em tal servidor;
• A proximidade entre o host candidato que esta´ sendo avaliado e
o host de execuc¸a˜o atual tambe´m e´ considerada para reduzir a
sobrecarga de migrac¸a˜o.
As estrate´gias apresentadas sa˜o implementadas sobre o Framework
GridWay (HUEDO; MONTERO; LLORENTE, 2002). GridWay e´ um fra-
mework experimental baseado em Globus, que permite uma execuc¸a˜o
mais fa´cil e eficiente de tarefas em um ambiente de grade dinaˆmica que
na˜o armazena histo´rico de execuc¸o˜es. O nu´cleo do framework GridWay
e´ um agente de submissa˜o pessoal que executa automaticamente as eta-
pas envolvidas no envio de tarefas: selec¸a˜o do sistema, preparac¸a˜o do
sistema, submissa˜o, acompanhamento de execuc¸a˜o, migrac¸a˜o de tarefas
e de finalizac¸a˜o de tarefas.
O usua´rio interage com o framework atrave´s de um gerencia-
dor de solicitac¸o˜es, que lida com as solicitac¸o˜es do cliente (apresentar,
interromper, parar, recomec¸ar, entre outros) e os encaminha para o
gerente de expedic¸a˜o. O gerenciador de recursos e´ acionado periodica-
mente a cada intervalo de escalonamento, o qual busca por matches de
execuc¸o˜es pendentes aos recursos da grade (obtidos atrave´s do mo´dulo
seletor de recursos). Uma vez que um trabalho e´ atribu´ıdo a um re-
curso, um gerenciador de submissa˜o e um monitor de desempenho sa˜o
instanciados para acompanhar a execuc¸a˜o.
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3.3.2 Nesmachnow et al.
Nesmachnow et al. (2013) introduziram uma nova formulac¸a˜o
para o problema de alocac¸a˜o de recursos para sistemas de grades com-
putacionais multicores heterogeˆneas com foco na reduc¸a˜o do consumo
de energia e do makespan. Eles utilizaram um modelo de dois n´ıveis
em que um agente de gerenciamento recebe todas as tarefas do usua´rio
e as aloca nos recursos dispon´ıveis pertencentes a diferentes provedores
locais.
Este trabalho tem como objetivo avaliar vinte heur´ısticas mul-
tiobjetivo altamente eficientes. Estas heur´ısticas sa˜o modificac¸o˜es e
combinac¸o˜es em diferentes formas de heur´ısticas simples presentes na
literatura voltadas a otimizac¸a˜o de makespan de tarefas independentes.
Em contraste com as te´cnicas de multiobjetivos existentes, es-
tas novas heur´ısticas sa˜o adequadas para serem implementadas em um
sistema real, por fornecerem uma soluc¸a˜o u´nica e precisa com uma res-
posta ra´pida, superando as desvantagens das abordagens agregadoras
e de Pareto. As heur´ısticas propostas fornecem soluc¸o˜es com o mı´nimo
consumo de energia para diferentes n´ıveis de makespan. Em seguida, o
projetista do sistema pode utilizar a heur´ıstica mais adequada entre as
apresentadas para o seu caso espec´ıfico.
Neste trabalho, as heur´ısticas propostas foram aplicadas a um
ambiente real. Os resultados mostraram que a heur´ıstica MaxMIN
obteve o melhor desempenho com relac¸a˜o ao makespan. Com relac¸a˜o ao
consumo de energia, as melhores heur´ısticas foram SuffMIN, MaxMIN
e MinMIN.
3.3.3 Teodoro et al.
Teodoro, Carmo e Fernandes (2013) apresentaram uma soluc¸a˜o
de gerenciamento eficiente de energia para grades computacionais uti-
lizando escalonamento consciente de energia. Seu principal objetivo e´
reduzir o consumo de energia para tarefas em execuc¸a˜o sem afetar de
maneira significativa o desempenho da aplicac¸a˜o.
A soluc¸a˜o apresentada e´ baseada no algoritmo de alocac¸a˜o cha-
mado LECSA, que tenta atribuir tarefas com maior consumo de energia
a hosts com melhores valores de eficieˆncia energe´tica, desligando hosts
na˜o utilizados quando necessa´rio. Os experimentos foram realizados em
um ambiente simulado e o algoritmo LECSA foi comparado a outros
algoritmos cla´ssicos de escalonamento. Os resultados mostraram que o
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algoritmo LECSA atingiu uma maior reduc¸a˜o no consumo de energia,
uma vez que os algoritmos cla´ssicos na˜o consideram consumo de energia
em seu processo de escalonamento.
3.3.4 Kim et al.
Muitos estudos em clusters foram desenvolvidos para dar suporte
a SLAs entre usua´rios e provedores de recursos. SLAs definem as re-
gras acordadas entre provedores de servic¸os e consumidores e incluem
paraˆmetros de Quality of Service (QoS), como por exemplo prazos de
entrega. Embora seja importante reduzir o consumo de energia do
sistema, paraˆmetros de QoS especificados nos SLAs na˜o devem ser vi-
olados ou a degrac¸a˜o deve ao menos ser minimizada.
Kim et al. (KIM; BUYYA; KIM, 2007) propuseram dois algorit-
mos de escalonamento conscientes de energia para aplicac¸o˜es BoT com
restric¸o˜es de prazo em sistemas de cluster com DVS habilitado, sendo
um deles para pol´ıticas de compartilhamento de espac¸o e outro para
pol´ıticas de compartilhamento de tempo.
Os algoritmos propostos alteram a voltagem de alimentac¸a˜o dos
processadores para minimizar o consumo de energia. Os algoritmos
propostos foram desenvolvidos para ambientes clusters homogeˆneos.
3.3.5 Garg e Buyya
Garg e Buyya (2009) abordaram o problema da eficieˆncia energe´tica
de grades em n´ıvel de meta escalonamento. Em seu trabalhos meta es-
calonamento e´ definido como primeiro passo para reserva de recursos,
onde recursos e per´ıodos de tempos para execuc¸a˜o de tarefas sa˜o sele-
cionados, mas sem realizar nenhuma reserva f´ısica. Eles examinaram
como um meta escalonador de grade pode explorar a heterogeneidade
global da infraestrutura da grade para alcanc¸ar reduc¸a˜o no consumo de
energia. Em particular, os autores focaram em projetar um pol´ıtica de
meta escalonamento que pode ser facilmente adaptada a meta escalo-
nadores existentes sem modificac¸o˜es na infraestrutura da grade.
Foi proposto o algoritmo de meta escalonamento consciente de
heterogeneidade HAMA. O algoritmo trata o problema de escalona-
mento atribuindo mais carga de trabalho com deadline urgente para
recursos com maior eficieˆncia energe´tica. Em um segundo passo o
algoritmo utiliza DVFS para reduzir ainda mais o consumo de ener-
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gia. O algoritmo proposto considera informac¸o˜es sobre recursos globais
da grade, tais como eficieˆncia do sistema de resfriamento e eficieˆncia
energe´tica da CPU, pore´m na˜o considera o envio de arquivos de entrada
pela rede.
Resultados dos experimentos retratam o efeito de urgeˆncia de
deadline de tarefas sob o consumo de energia, conforme a urgeˆncia
de conclusa˜o de tarefas aumenta o consumo de energia acompanha seu
aumento. O consumo tambe´m aumenta em CPUs com menor eficieˆncia
energe´tica pois a frequeˆncia das CPUs sa˜o aumentadas ao ma´ximo para
evitar violac¸o˜es de deadline.
3.3.6 Castro et al.
Castro et al. (2011) propuseram uma abordagem eficiente em ter-
mos de energia para grades oportunistas baseadas em virtualizac¸a˜o. A
virtualizac¸a˜o e´ uma boa abordagem para fornecer completo isolamento
entre os ambientes de computac¸a˜o e do usua´rio final. Sa˜o apresentadas
duas abordagens quando um cluster virtual precisa ser inicializado:
(1) escolher ma´quinas f´ısicas de forma aleato´ria, ou (2) escolher as
ma´quinas onde os usua´rios esta˜o trabalhando.
A abordagem de Castro et al. (2011) utiliza UnaGrid, uma in-
fraestrutura oportunista cujo propo´sito e´ fornecer mecanismos de vir-
tualizac¸a˜o para um ambiente de alto desempenho. Resultados de ex-
perimentos apontaram para uma economia de energia. Utilizar recur-
sos de maneira oportunista em infraestruturas legadas possibilitara´ a
indu´strias reduzir investimentos em tecnologias e o isolamento de am-
bos ambientes em um u´nico computador possibilitara´ uma reduc¸a˜o no
consumo de energia.
3.4 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
A Tabela 1 apresenta um comparativo entre os trabalhos descri-
tos anteriormente, ressaltando algumas das suas caracter´ısticas princi-
pais.
Como pode ser observado na tabela, apenas Montero et al. e
Nesmachnow et al. realizaram testes em ambientes reais. Castro et
al. e´ o u´nico dos trabalhos a utilizar virtualizac¸a˜o como meio de re-
duzir consumo de energia em um ambiente de grade. Ma¨mmela¨ et al.,
Laszewski et al., Kim et al. e Garg e Buyya fazem uso de te´cnicas de
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Ponciano e Brasileiro 2010 Grade Simulado Na˜o Sim Na˜o
Ma¨mmela¨ et al. 2012 Cluster Simulado Sim Sim Na˜o
Montes et al. 2012 Grade Simulado Na˜o Sim Na˜o
Laszewski et al. 2009 Cluster Simulado Sim Sim Na˜o
Teodoro et al. 2013 Grade Simulado Na˜o Na˜o Sim
Montero et al. 2003 Grade Ambiente Real Na˜o Na˜o Na˜o
Nesmachnow et al. 2013 Grade Ambiente Real Na˜o Na˜o Na˜o
Kim et al. 2013 Cluster Simulado Sim Na˜o Na˜o
Garg e Buyya 2009 Grade Simulado Sim Na˜o Na˜o
Castro et al. 2013 Grade/Virtualizac¸a˜o Simulado Na˜o Na˜o Na˜o
Tabela 1: Resumo comparativo entre os trabalhos relacionados
variac¸a˜o de frequeˆncia de processador para obter reduc¸a˜o em consumo
energe´tico.
Dos trabalhos apresentados o mais pro´ximo do proposto nesta
dissertac¸a˜o seria o de Teodoro et al., que considera o controle de re-
cursos ociosos e propo˜em um estudo comparativo de algoritmos con-
siderando o consumo de energia como principal ponto de comparac¸a˜o.
Pore´m, as principais diferenc¸as entre o trabalho de Teodoro et al. e o
aqui proposto sa˜o: (a) a fo´rmulac¸a˜o utilizada para calcular o consumo
da transfereˆncia de dados pela rede; (b) Teodoro et al. consideram o
valor de consumo ocioso da ma´quina de execuc¸a˜o, na˜o considerando
portanto a possibilidade de alterac¸a˜o de estado das ma´quinas; (c) o
processo de selec¸a˜o de recursos desativa ma´quinas na˜o utilizadas, o
que implica em apenas considerar um subconjunto das ma´quinas dis-
pon´ıveis.
Dos trabalhos identificados na literatura percebe-se que o con-
sumo de energia de dispositivos de rede na˜o e´ levado em considerac¸a˜o no
ca´lculo da energia consumida pelo ambiente. Outra deficieˆncia identifi-
cada nos trabalhos e´ que os mesmos na˜o consideram variac¸a˜o de estado
de recursos em tempo de selec¸a˜o de recursos, o que limita a quantidade
de recursos considerados no processo de selec¸a˜o.
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4 ABORDAGEM ENA (ENERGY AND NETWORK
AWARE)
Com a finalidade de explorar soluc¸o˜es de eficieˆncia energe´tica em
grades computacionais atrave´s de escalonamento de tarefas, desenvolveu-
se um modelo para ca´lculo de consumo de energia e um algoritmo
de escalonamento energeticamente eficiente dentro da arquitetura da
LIBTS no SimGrid. Este cap´ıtulo apresenta tais contribuic¸o˜es e des-
creve seu funcionamento. Inicialmente, descreve-se a nova estrutura
da arquitetura, com a possibilidade de calcular o consumo de energia
na execuc¸a˜o de aplicac¸o˜es. Em seguida, apresenta-se a me´trica utili-
zada pelo mo´dulo proposto, bem como o pro´prio mo´dulo responsa´vel
pelo ca´lculo de consumo energe´tico. Por fim, e´ apresentado um pseu-
doco´digo do algoritmo de escalonamento desenvolvido neste trabalho.
4.1 INTRODUC¸A˜O
Uma grade e´ um sistema computacional distribu´ıdo de grande
escala, que pode ser escalado a ambientes do tamanho da Internet com
ma´quinas distribu´ıdas em va´rias organizac¸o˜es e domı´nios administrati-
vos. O surgimento de uma variedade de novas aplicac¸o˜es demanda que
as redes suportem mecanismos eficientes de gesta˜o de dados e de recur-
sos. O sistema de gerenciamento de recursos (Resource Management
System - RMS) e´ um mo´dulo central para o funcionamento da grade,
que e´ responsa´vel pela gesta˜o do conjunto de recursos dispon´ıveis para
a rede, como processadores, largura de banda de rede e armazenamento
em disco.
Usualmente, o gerenciador possui um componente de escalona-
mento, responsa´vel pela selec¸a˜o de recursos do sistema. Em outros ca-
sos, o RMS executa o papel de escalonador. A fim de suportar uma va-
riedade de aplicac¸o˜es de forma eficiente, o RMS deve abordar questo˜es
como a toleraˆncia a falhas e estabilidade do sistema. Em uma grade, o
conjunto de recursos pode incluir recursos de diferentes provedores, ne-
cessitando que todos os provedores de recursos confiem no RMS. Ale´m
disso, o RMS e´ responsa´vel pela manipulac¸a˜o dos diferentes recursos,
aderindo a diferente pol´ıticas de uso. A Figura 11 exemplifica a in-
terac¸a˜o do RMS com o conjunto de recursos dispon´ıveis.
Consumidores podem solicitar recursos tanto direta quanto indi-
retamente a` grade, onde consumidores podem ser aplicac¸o˜es, usua´rios
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Figura 11: Interac¸a˜o entre RMS e recursos
ou ate´ mesmo outros recursos do ambiente. Tais solicitac¸o˜es de recursos
sa˜o consideradas tarefas por parte da grade. Na pra´tica, um RMS de
grade pode ser obrigado a lidar com tarefas diferentes, utilizando dife-
rentes pol´ıticas. Em geral, exigir que o RMS suporte mu´ltiplas pol´ıticas
pode obrigar mecanismos de escalonamento a tratar um problema de
otimizac¸a˜o com multicrite´rios. Idealmente, um escalonador deve garan-
tir que tarefas sejam executadas utilizando recursos dispon´ıveis de ma-
neira o´tima e finalizar no menor tempo poss´ıvel, respeitando limitac¸o˜es
de tempo ou outras pol´ıticas aplicadas a`s tarefas (FARIA et al., 2014).
Devido a` heterogeneidade e natureza dinaˆmica da rede, o soli-
citante do recurso deve estabelecer as exigeˆncias a serem cumpridas
pelos recursos de destino (processo de descoberta) e os crite´rios para
classificar os recursos selecionados (processo de selec¸a˜o). Os atributos
necessa´rios para a descoberta de recursos e selec¸a˜o devem ser recolhidos
a partir de servic¸os de informac¸a˜o. Normalmente a descoberta de recur-
sos baseia-se apenas em atributos esta´ticos, como sistema operacional
e arquitetura, enquanto a selec¸a˜o de recursos baseia-se em atributos
dinaˆmicos, como espac¸o em disco e carga do processador.
Para ambientes de nuvens o processo e´ semelhante. O provedor
da nuvem (Cloud Provider) e´ responsa´vel pela selec¸a˜o de recursos do
ambiente. Normalmente em um ambiente de nuvem a selec¸a˜o de re-
cursos e´ feita considerando as regras estabelecidas entre o provedor e o
contratante do servic¸o (FARIA et al., 2014).
A Figura 12 apresenta os componentes no processo de selec¸a˜o de
recurso. Um consumidor de recursos estabelece contato com o provedor
da nuvem e estabelece um acordo de n´ıvel de servic¸o (Service-level agre-
ement - SLA) onde os aspectos do servic¸o, como por exemplo escopo,
qualidade, responsabilidades, sa˜o formalmente definidos.
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Figura 12: Selec¸a˜o de recurso em uma nuvem
A partir do SLA o provedor reserva um conjunto de recursos
computacionais e os aloca para o usua´rio. Nestes ambientes se faz uso
de te´cnicas de virtualizac¸a˜o, o que possibilita estrate´gias de economia
de recursos como por exemplo migrac¸a˜o e consolidac¸a˜o de ma´quinas
virtuais. Esta selec¸a˜o de ma´quinas segue diferentes pol´ıticas, mas e´
tambe´m realizada por um escalonador, que implementa algum algo-
ritmo de selec¸a˜o de recursos.
4.2 ARQUITETURA DA PROPOSTA
A fim de estudar uma proposta de eficieˆncia energe´tica em um
ambiente gene´rico de alto desempenho atrave´s de escalonamento de re-
cursos, desenvolveu-se um mo´dulo para ca´lculo de consumo de energia
e um algoritmo de escalonamento energeticamente eficiente. A Figura
13 apresenta a alocac¸a˜o da proposta em um ambiente de nuvem com-
putacional.
Apo´s estabelecido o SLA entre consumidor e provedor de servic¸o,
o escalonador utilizaria o novo algoritmo para realizar a selec¸a˜o do
recurso. Para obter informac¸o˜es refentes ao consumo de energia de
dispositivos de rede e de recursos computacionais seria necessa´rio que
o modelo proposto pudesse acessar tais informac¸o˜es, seja diretamente
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Figura 13: Selec¸a˜o de recurso em uma nuvem com abordagem ENA
dos recursos ou por interme´dio do provedor. O cena´rio ideal seria obter
tais informac¸o˜es sem interferir no funcionamento da nuvem, pore´m para
obter tais informac¸o˜es seriam necessa´rias modificac¸o˜es no projeto do
provedor da nuvem.
Considerando o cena´rio de selec¸a˜o de recursos em n´ıvel de in-
fraestrutura de uma nuvem, foi desenvolvido um mo´dulo para ca´lculo
de consumo energe´tico. Ale´m disso foi tambe´m proposto um algoritmo
que utiliza o modelo de ca´lculo proposto para selecionar recursos. Para
validar a abordagem de selec¸a˜o proposta foi adotada a biblioteca de al-
goritmos LIBTS (FRANCO, 2011). A Figura 14 apresenta a arquitetura
utilizada. As partes em destaque representam o algoritmo de escalo-
namento voltado a eficieˆncia energe´tica e mo´dulo que implementa o
modelo de eficieˆncia energe´tica, desenvolvidos neste trabalho. A figura
apresenta a camada dos ambientes de programac¸a˜o. Esta camada for-
nece diversos ambientes de programac¸a˜o constru´ıdo sobre um u´nico ker-
nel de simulac¸a˜o. Cada ambiente objetiva um alvo espec´ıfico e constitu´ı
um paradigma diferente. Os componentes dessa camada sa˜o (FRANCO,
2011):
• MSG (Simple programming environment): Foi o primeiro ambi-
ente de programac¸a˜o disponibilizado e e´ o de uso mais difundido.
Usado para modelar aplicac¸o˜es como processos sequenciais con-
correntes (Concurrent Sequential Processes), e´ u´til para modelar
problemas teo´ricos e para comparar diferentes heur´ısticas.
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• SMPI (Simulated MPI ): Para simulac¸o˜es de co´digos MPI. Si-
mulac¸a˜o do comportamento de uma aplicac¸a˜o MPI usando te´cnicas
de emulac¸a˜o.
• SimDag: Ambiente dedicado a` simulac¸a˜o de aplicac¸o˜es paralelas,
por meio do modelo DAG (Direct Acyclic Graphs). Com este
modelo e´ poss´ıvel especificar relac¸o˜es de dependeˆncia entre tarefas
de um programa paralelo.
A camada de simulac¸a˜o do kernel (Simulation kernel layer) pos-
sui o mo´dulo chamado SURF que fornece todas as funcionalidades
essenciais para simular uma plataforma virtual. E´ utilizada como base
para a camada de n´ıvel superior, e na˜o se destina a usua´rios finais
por ser considerada de muito baixo n´ıvel. Uma das principais carac-
ter´ısticas do SURF e´ a capacidade de mudar de forma transparente
o modelo utilizado para descrever a plataforma, facilitando muito a
comparac¸a˜o dos va´rios modelos existentes na literatura.
A camada de base (Base layer) e´ constitu´ıda pelo XBT (eXten-
ded Bundle of Tools). O XBT e´ uma biblioteca porta´vel que fornece
alguns recursos como suporte de registro, suporte de excec¸a˜o e de confi-
gurac¸a˜o. O XBT tambe´m abrange as estruturas de dados convenientes:
Dynar: generic Dynamic array ; Fifo: generic workqueue; Dict: gene-
ric dictionary ; Heap: generic heap data structure; Set: generic set
datatype; Swag: O(1) set datatype.
A implementac¸a˜o das pol´ıticas de escalonamento e´ feita atrave´s
da programac¸a˜o com a utilizac¸a˜o da API em C fornecida pelo simu-
lador. A API permite manipular tipos de dados para recursos e para
tarefas. Um recurso e´ descrito pelo nome, um conjunto de me´tricas
relacionadas a desempenho, trac¸os e constantes. Uma tarefa e´ des-
crita pelo nome, custo e estado. Ale´m de func¸o˜es ba´sicas como criac¸a˜o,
inspec¸a˜o e destruic¸a˜o, sa˜o fornecidas func¸o˜es que descrevem poss´ıveis
dependeˆncias entre tarefas e func¸o˜es, para designar tarefas aos recursos
(LEGRAND; MARCHAL; CASANOVA, 2003).
4.3 ME´TRICAS
O objetivo geral de me´tricas de consumo e´ fornecer uma visa˜o ge-
ral da eficieˆncia energe´tica de uma infraestrutura. O modelo de ca´lculo
utilizada neste trabalho e´ baseado na abordagem proposta por Baliga
et al. (BALIGA et al., 2011), que considera a energia por bit como uma
medida fundamental de consumo. O Ec energia necessa´ria para trans-
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Figura 14: Arquitetura proposta em libts
mitir um bit atrave´s da rede pode ser expressa como:












onde Ples, Pes, e Pg sa˜o, respectivamente, a energia consumida por
switches Ethernet pequenos, switches Ethernet regulares, e routers e
Cles, Ces e Cg representam as capacidades de cada equipamento em bits
por segundo. O primeiro fator 3 na Equac¸a˜o 4.1 inclui a necessidade
de energia para redundaˆncia (com um valor de 2), bem como incorpora
a perda de energia de refrigerac¸a˜o (com um valor estimado de 1,5).
O segundo fator 3 reflete os ca´lculos do consumo combinados para os
switches da rede e rede LAN da grade.
4.4 MODELO DE EFICIEˆNCIA ENERGE´TICA (MEE)
O consumo de energia de uma tarefa refere-se a` energia gasta
pelo ambiente para executar uma tarefa em uma ma´quina de execuc¸a˜o.
Ale´m da energia necessa´ria para transportar os bits dos arquivos de
entrada na rede, as ma´quinas de execuc¸a˜o podem estar em diferentes
estados, em diferentes n´ıveis na rede, e a diferentes distaˆncias do no´
com os arquivos de entrada. Todos estes fatores devem ser considerados
para calcular o consumo de energia de uma tarefa. A Equac¸a˜o 4.2 define
como e´ feito o ca´lculo do consumo total de uma tarefa (FARIA; DANTAS;
69
CAPRETZ, 2014):
C = (Ec ×A) + (Ec × E) + S +X (4.2)
onde Ec e´ o custo do transporte de um bit sobre a rede (BALIGA et al.,
2011), A e´ o tamanho dos arquivos de entrada em bits, E e´ o tamanho
do executa´vel em bit, S e´ o custo para alterar o estado do recurso (ligar
se estava desligado ou despertar se estava hibernando), X se refere ao
consumo de energia no host de execuc¸a˜o em que a tarefa e´ executada.
4.5 ALGORITIMO ENA
A fim de selecionar o recurso economicamente mais via´vel, e´
proposto o algoritmo de selec¸a˜o de recursos consciente de energia ENA
(Energy and Network Aware algorithm) (FARIA; DANTAS; CAPRETZ,
2014). O algoritmo proposto e´ baseado na estrate´gia WorkQueue (SILVA;
CIRNE; BRASILEIRO, 2003). Ao contra´rio da estrate´gia usual o algo-
ritmo utiliza informac¸o˜es sobre o ambiente, como o consumo de energia
de recursos e estado do no´ de execuc¸a˜o. O Algoritmo 1 descreve a ideia
geral da proposta.
No primeiro passo e´ criada uma lista de recursos que atendam
aos requisitos de cada tarefa, que dependem do tipo de sistema uti-
lizado podendo ser poder computacional, memo´ria dispon´ıvel, arma-
zenamento em disco, entre outros. O algoritmo leva em considerac¸a˜o
recursos em variados estados: desligado, hibernando e ocioso. Caso
sejam encontrados recursos que satisfazem os requisitos da tarefa, os
no´s executores sa˜o submetidos ao modelo MEE, com a finalidade de
identificar o recurso menos custoso.
Considera-se que o recurso menos custoso e´ aquele que possui um
menor custo total. Para o ca´lculo do custo energe´tico sa˜o considerados:
custo de transfereˆncia dos arquivos de entrada, custo de execuc¸a˜o da
tarefa no no´ de execuc¸a˜o e custo de alterac¸a˜o de estado do no´ executor.
O custo de alterac¸a˜o de estado se refere ao custo associado a` mudanc¸a
de estado de uma ma´quina (neste trabalho sa˜o considerados estados
de hibernac¸a˜o e desligado e o custo associado a ac¸o˜es para modificar o
estado do host de execuc¸a˜o).
Caso o no´ na˜o esteja pronto para a execuc¸a˜o, uma solicitac¸a˜o e´
enviada ao no´ de execuc¸a˜o de acordo com seu estado (hibernando ou
desligado), podendo esta ser uma ac¸a˜o de despertar ou ligar o no´.
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Algoritmo 1: Pseudoco´digo algoritmo ENA
1 Inicializac¸a˜o;
2 while Existirem tarefas na fila de execuc¸a˜o do escalonador
do
3 Verifica recursos dispon´ıveis que satisfac¸am requisitos da
tarefa;
4 if Caso encontre recurso dispon´ıvel then
5 Calcula recurso mais econoˆmico;
6 if estado do recurso = desligado then
7 envia solicitac¸a˜o para ligar o recurso;
8 else
9 if estado do recurso = hibernando then
10 envia solicitac¸a˜o para despertar o recurso;
11 end
12 end
13 Aloca recurso mais energeticamente eficiente;
14 else
15 Mante´m tarefa na fila do escalonador;
16 end
17 end
Enfim o recurso e´ alocado para a execuc¸a˜o. Caso na˜o existam
recursos dispon´ıveis no pool de recursos que satisfac¸am os requisitos
da tarefa, a mesma e´ enviada para o fim da fila do escalonador. O
algoritmo ENA possui complexidade O(n) onde n e´ a quantidade de
tarefas a serem escalonadas.
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5 AMBIENTE E RESULTADOS EXPERIMENTAIS
O objetivo deste cap´ıtulo e´, ale´m de avaliar o mecanismo de
ca´lculo de consumo, analisar tambe´m o desempenho e o consumo de
energia do algoritmo desenvolvido neste trabalho em relac¸a˜o a outros
algoritmos de escalonamento para grades computacionais identifica-
dos na literatura. Para tal, utilizaram-se diversas configurac¸o˜es de
ma´quinas visando aproximar-se de um ambiente o mais heterogeˆneo
poss´ıvel. Todos os cena´rios de simulac¸a˜o foram constru´ıdos sob o Fra-
mework SimGrid (LEGRAND; MARCHAL; CASANOVA, 2003). Optou-se
pelo SimGrid devido a` sua compatibilidade com o modelo proposto,
onde o poder computacional e´ representado por FLOPS, obtendo-se a
eficieˆncia energe´tica atrave´s do ca´lculo de FLOPS/watt.
Neste trabalho considerou-se que as tarefas possuem um tama-
nho fixo de 1 TFLOP e sa˜o do tipo BoT, ou seja na˜o possuem relac¸a˜o
entre si. As tarefas representam execuc¸o˜es que exigem grande poder
computacional e com arquivos de entrada de tamanho variado podendo
superar 100 GBs em alguns casos. Estas caracter´ısitcas de tamanho de
arquivos e tarefas se aplicam por exemplo a ambientes de simulac¸a˜o de
perfurac¸a˜o de poc¸os de petro´leo (MOROOKA et al., 2003), e simulac¸a˜o
de variac¸a˜o de modelos clima´ticos (SOUZA, 2009).
Nas sec¸o˜es que seguem, sa˜o apresentados os experimentos pre-
liminares realizados, em seguida sa˜o apresentados o ambiente de si-
mulac¸a˜o e os cena´rios de testes completos, e por fim a ana´lise dos
resultados obtidos.
5.1 EXPERIMENTOS PRELIMINARES
Inicialmente o algoritmo foi testado em um ambiente de grade
oportunista simulado, onde foi comparado com o algoritmo de selec¸a˜o
de recursos do HTCondor (HTCONDOR, 2014). HTCondor e´ um sistema
especializado em balanceamento de carga voltado a tarefas com proces-
samento intensivo. Atualmente, seu processo de descoberta e selec¸a˜o
de recursos e´ baseado em um matching tradicional, isto e´ utiliza uma
estrate´gia de selec¸a˜o similar ao WQ. O objetivo deste experimento pre-
liminar foi comparar o desempenho do algoritmo de selec¸a˜o de recursos
proposto com o do HTCondor em um ambiente de grade oportunista
com relac¸a˜o ao consumo de poteˆncia necessa´ria para realizac¸a˜o de ta-
refas. A topologia da rede e´ ilustrada na Figura 15.
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Figura 15: Topologia da rede
A Figura 15 apresenta uma topologia de rede gene´rica onde pode
ser vista uma agregac¸a˜o de switches em cascata. Ela representa uma
rede de pequeno porte onde ma´quinas comuns fazem parte de uma
grade, interligadas por uma rede de interconexa˜o. As ma´quinas dis-
ponibilizam seus recursos quando esta˜o ociosas para a grade, o que
caracteriza um ambiente de grade oportunista. A Tabela 2 exibe a des-
cric¸a˜o e caracter´ısticas coletadas de suas respectivas fichas te´cnicas dos
dispositivos de rede. Os modelos foram selecionados a partir do tra-
balho proposto por (MONTEIRO; DANTAS; RODRIGUEZ, 2014) e foram
considerados dispositivos em pico de trabalho.
Equipmentos Descric¸a˜o Capacidade Poteˆncia (Watts)
Switches Acesso HP/ 3COM SWITCH 4210G 128 GB/s 370
Agregac¸a˜o HP/ 3COM SWITCH 6600 176 GB/s 261
PC - Desktop HP
Configurac¸a˜o Interna Iniciar Despertar




Tabela 2: Descric¸a˜o de equipamentos experimentos preliminares
Os testes utilizaram estados aleato´rios para as ma´quinas presen-
tes no ambiente simulado. Os casos de teste gerados consideraram sem-
pre a existeˆncia de pelo menos um no´ em estado de hibernac¸a˜o. Para
analisar a efica´cia do algoritmo, dois conjuntos de testes foram reali-
zados. O primeiro usou a configurac¸a˜o padra˜o HTCondor, onde cinco
testes foram realizados, considerando arquivos de entrada de tamanho
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10 MB, 100 MB, 1 GB, 10 GB e 100 GB. Cada teste foi executado cinco
vezes para analisar a estrate´gia de alocac¸a˜o de ambos os cena´rios. A
Figura 16 mostra a alocac¸a˜o de recursos ao fim de selec¸a˜o e apresenta
em nu´meros a ordem em que os recursos foram selecionados. A Tabela
3 mostra a poteˆncia necessa´ria em watts para executar cada tarefa em
cada execuc¸a˜o.




1 2 3 4 5
10 MB 64,9135 64,91 65,17 64,26 65,17 324,43
100 MB 66,601 73,13 75,73 73,13 75,73 364,34
1 GB 155,35 181,36 181,36 181,36 155,35 854,78
10 GB 324,1 977,5 1237,6 1237,6 977,5 4754,3
100 GB 9199 11800 11800 9199 11800 53798
Tabela 3: Consumo de energia dos recursos alocados pelo sistema
HTCondor
HTCondor utiliza um algoritmo de selec¸a˜o de recursos simples,
o que implica em selecionar o primeiro recurso dispon´ıvel. No´s de
execuc¸a˜o com estado diferente de ocioso na˜o sa˜o considerados para a
alocac¸a˜o de recursos. Assim sendo, mesmo quando um recurso menos
custoso esta´ dispon´ıvel, ele na˜o sera´ considerado no processo de selec¸a˜o
a menos que se encontre em estado ocioso.
No segundo conjunto de testes, foi utilizado o algoritmo ENA.
A Figura 17 mostra a alocac¸a˜o de recursos ao fim de selec¸a˜o. A figura
apresenta em nu´meros a ordem em que os recursos foram alocados. A
Tabela 4 mostra a poteˆncia necessa´ria em watts para executar cada
tarefa.
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1 2 3 4 5
10 MB 64,26 64,91 64,91 65,17 65,17 324,43
100 MB 66,60 73,13 73,13 75,73 75,73 364,34
1 GB 111,01 155,35 176,35 155,35 181,36 779,42
10 GB 324,1 345,1 977,5 977,5 977,5 3601,7
100 GB 2686 2686 9199 9199 9220 32990
Tabela 4: Consumo de recursos alocados por ENA
Conforme pode ser observado na Figura 17, o algoritmo ENA
optou por utilizar no´s em estado de hibernac¸a˜o, o que acabou por ser
a abordagem mais eficiente em termos de custo. E´ tambe´m evidente
que, para este conjunto de testes durante o teste 3, o algoritmo optou
duas vezes por despertar no´s (no´s 2 e 8) em vez de enviar a tarefa para
um no´ mais distante. Isso ocorreu porque despertar os no´s era menos
custoso do que enviar as tarefas para outra sub-rede, considerando que
o arquivo de entrada foi de 1 GB.
A` medida que o tamanho dos arquivos de entrada aumentou,
os testes demonstraram o quanto tornou-se custosa a transfereˆncia de
arquivos atrave´s da rede. Testes de 4 e 5 mostraram a eficieˆncia de
se considerar a transfereˆncia de arquivos de entrada e estado de no´s
no processo de selec¸a˜o. Comparando os resultados, os testes 1 e 2
apresentaram a mesma poteˆncia requerida em ambas as abordagens.
Quanto aos testes 3, 4 e 5, o algoritmo proposto obteve 8,82%, 24,24%
e 38,68% de reduc¸a˜o na poteˆncia requerida, respectivamente. Os valores
totais de poteˆncia sa˜o mostrados na Figura 18.
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Figura 18: Comparac¸a˜o entre HTCondor e ENA
Ao analisar os valores de ambos os testes, foi determinado que, no
pior cena´rio, o algoritmo ENA obteve o mesmo desempenho que o HT-
Condor. A` medida que o tamanho dos arquivos de entrada aumentou,
o desempenho do algoritmo proposto tornou-se superior a` estrate´gia
de alocac¸a˜o do HTCondor. Durante os testes 3, 4 e 5, o HTCondor
desconsiderou as ma´quinas pro´ximas ao no´ 9 (o no´ de armazenamento
de arquivos de entrada), devido ao seu estado, embora fossem menos
custosos de se utilizar do que ma´quinas mais distantes ao no´ 9. O al-
goritmo ENA obteve um melhor resultado justamente por considerar
ma´quinas em diferentes estados, como o no´ 2, por exemplo, que estava
hibernando em testes 3 e 5 antes da selec¸a˜o e foi despertado. Com-
parando a` poteˆncia necessa´ria para executar as tarefas em ambos os
cena´rios, o algoritmo proposto alcanc¸ou uma reduc¸a˜o total de 36,67%
em comparac¸a˜o com o algoritmo de escalonamento do HTCondor.
5.2 AMBIENTE DE SIMULAC¸A˜O
Nestes experimentos, utilizamos os algoritmos WQ, WQR, Suf-
ferage, XSufferage e DFPLTF, uma vez que estes sa˜o algoritmos de
escalonamento especializados para grades. A topologia da rede esta´
ilustrada na Figura 19. Apresenta-se um ambiente de nuvem privada,
onde o provedor tem acesso completo aos recursos em toda a rede. A
topologia baseia-se na rede da Universidade Federal de Santa Cata-
rina (UFSC) (SETIC, 2014). A Tabela 5 apresenta a descric¸a˜o e carac-
ter´ısticas coletadas de suas respectivas fichas te´cnicas dos dispositivos
de rede e computadores pessoais (PCs).
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Figura 19: Topologia da rede UFSC
Equipamento Descric¸a˜o Capacidade Poteˆncia (Watts)
Router RT253/RT252: Cisco 7606-S 480 Gb/s 2700
Acess Switch Cisco Catalyst 4500-X 800 Gb/s 330
Agregation Switch Cisco Catalyst 2960S-48LPS-L 176 Gb/s 466
Link D-Link DGS-3100-48P 116 Gb/s 102,6
Tabela 5: Descric¸a˜o de equipamentos
Encontrar o poder computacional em FLOPS e de eficieˆncia
energe´tica em FLOPS/watt de ma´quinas off-the-shelf na˜o e´ uma tarefa
trivial. Por essa raza˜o, os valores de hosts em eficieˆncia energe´tica para
a simulac¸a˜o foram extra´ıdos das listas Green500 (GREEN500, 2014) e
Top500 (TOP500, 2014) (listas de junho de 2014). A Tabela 6 mostra
todos os valores utilizados para calcular a eficieˆncia energe´tica de cada
host simulada de acordo com o seu poder computacional. As ma´quinas
foram escolhidas de acordo com as suas caracter´ısticas, tentando man-
ter o ambiente simulado o mais realista e heterogeˆneo poss´ıvel.
A classificac¸a˜o das ma´quinas na lista de Green500 podem ser
observadas na segunda coluna da tabela, seguida de seu poder compu-
tacional e valores de eficieˆncia energe´tica. Nesta pesquisa, foram uti-
lizados 12 clusters espalhados aleatoriamente pela rede. No contexto
da simulac¸a˜o, isso se converte em 13 hosts, como infraestrutura de uma



















12 49 33862,7 1901,54 17808,00 3561,6 525,88
8 16 254,3 2495,12 101,93 20386 400,78
2 2 239,9 3631,7 52,62 10,524 275,35
4 4 153,6 3459,46 44,4 8,88 289,06
11 30 894,4 2176,78 410,9 82,18 459,39
6 10 146,2 2678,41 54,6 10,92 373,35
7 15 709,7 2629,1 269,94 53,988 380,35
5 5 6271 3185,91 1753,66 350,732 313,88
9 17 532,6 2351,1 179,15 35,83 425,33
10 25 715,6 2181,56 328 65,6 458,38
3 3 277,1 3517,84 78,77 15,754 284,26
1 1 150,4 4389,82 34,58 6,916 227,8
Tabela 6: Configurac¸a˜o das ma´quinas simuladas
vos de entrada, portanto, na˜o e´ considerado no processo de alocac¸a˜o de
recursos.
5.3 RESULTADOS EXPERIMENTAIS
Nesta sec¸a˜o, sa˜o apresentados os resultados obtidos nos diferen-
tes cena´rios dos testes descritos anteriormente. A finalidade e´ realizar
uma ana´lise a respeito do comportamento dos algoritmos de escalona-
mento testados nos quesitos consumo de energia e tempo de selec¸a˜o. Os
cena´rios foram definidos com o objetivo de favorecer algoritmos mais
simples e ra´pidos.
Os testes foram divididos em dois cena´rios. O objetivo dos tes-
tes e´ analisar o desempenho do ENA (FARIA; DANTAS; CAPRETZ, 2014)
quando comparado com outros algoritmos. Em ambos os cena´rios fo-
ram considerados arquivos de entrada com tamanho variado: 10 MB,
100 MB, 1 GB, 10 GB, e 100 GB. A fim de analisar a efica´cia do al-
goritmo ENA foram considerados o tempo de execuc¸a˜o do algoritmo
bem como a diferenc¸a entre os mesmos com relac¸a˜o a` estimativa de
consumo de energia. Nesta sec¸a˜o e´ feita uma ana´lise para a variac¸a˜o
de arquivos de entradas e ao final feita uma ana´lise geral do desempe-




Considerando-se um cena´rio em que todos os hosts esta˜o dis-
pon´ıveis para selec¸a˜o, espera-se que o algoritmo mais simples atinja
o melhor desempenho geral, neste caso WQ utiliza uma estrate´gia de
alocac¸a˜o simples baseado em uma estrate´gia FIFO.
Figura 20: Cena´rio 1 10MB
Figura 21: Cena´rio 1 100MB
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Figura 22: Cena´rio 1 1GB
Figura 23: Cena´rio 1 10GB
Figura 24: Cena´rio 1 100GB
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As Figuras 20 a 24 apresentam o consumo de energia total dos al-
goritmos para cada tamanho de arquivo de entrada considerado. Como
pode ser observado nas Figuras 20 a 24 existe um padra˜o para os resul-
tados do Cena´rio 1, onde o algoritmo WQR obte´m os piores resultados,
considerando energia consumida. WQ apresentou o melhor resultado
como era esperado. Com relac¸a˜o ao ENA, este obteve um resultado
semelhante ao WQ, considerando a poteˆncia ma´xima dos dispositivos.
O algoritmo Suff obteve o segundo pior resultado, pore´m mais
pro´ximo dos demais algoritmos, enquanto que Xsuff e DFPLTF se al-
ternaram no terceiro lugar de economia de energia. As Tabelas 7 a 11
apresentam os resultados completos dos testes realizados. Quanto aos
tempos, os algoritmos mantiveram um desempenho bastante pro´ximo,
havendo apenas uma variac¸a˜o em arquivos pequenos de 10 MB e 100










WQ 1094,69 4471,95 4,89
WQR 2097,86 8412,38 17,65
Suff 1253,43 5954,30 7,46
XSuff 1094,38 4471,95 4,89
DFPLTF 1094,38 4624,48 5,06
ENA 1094,69 4471,95 4,89










WQ 10942,20 4995,22 54,66
WQR 20972,20 9755,95 204,60
Suff 10941,90 6563,95 71,82
XSuff 10941,90 4995,22 54,66
DFPLTF 10941,90 5147,75 56,33
ENA 10942,20 4995,22 54,66
Tabela 8: Resultado completo Cena´rio 1 100MB
As Tabelas 7 a 11 apresentam resultados bastante pro´ximos para
os algoritmos comparados, exceto o algoritmo WQR que obte´m pior
resultado tanto em tempo quanto em consumo energe´tico. As tabelas
apresentam os algoritmos WQ, XSuff e ENA se alternando como al-
goritmos com melhor desempenho geral, neste caso o algoritmo mais











WQ 112043,00 10367,41 1161,60
WQR 214749,00 20438,64 4389,18
Suff 112043,00 12823,02 1436,73
XSuff 112043,00 10367,41 1161,59
DFPLTF 112043,00 10519,94 1178,68
ENA 112043,00 10367,41 1161,59










WQ 1120430,00 63949,79 71651,26
WQR 2147480,00 126988,02 272704,22
Suff 1120430,00 75251,14 84313,63
XSuff 1120430,00 64102,32 71822,16
DFPLTF 1120430,00 64102,32 71822,16
ENA 1120430,00 63949,79 71651,26










WQ 11204300,00 599773,59 6720043,20
WQR 21474800,00 1192481,79 25608307,84
Suff 11204300,00 699532,37 7837770,51
XSuff 11204300,00 599773,59 6720043,20
DFPLTF 11204300,00 599926,12 6721752,19
ENA 11204300,00 599773,59 6720043,20
Tabela 11: Resultado completo Cena´rio 1 100GB
O primeiro cena´rio considera doze tarefas a serem alocadas em
doze hosts. A Figura 25 mostra a diferenc¸a de energia consumida, entre
os resultados do Cena´rio 1 de cada algoritmo quando comparado com
o ENA em porcentagem.
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Figura 25: Diferenc¸a percentual de energia consumida entre ENA e
demais algoritmos para Cena´rio 1
A Figura 25 mostra que XSuff alcanc¸a, no primeiro caso (com
10 MB de arquivos de entrada), o melhor desempenho. A estrate´gia
WQR em todos os cena´rios testados e´ a estrate´gia menos eficiente em
termos de consumo de energia. Comparando-se a todos os outros ca-
sos, o algoritmo ENA apresenta nos piores casos um desempenho se-
melhante aos algoritmos WQ, Xsuff e DFPLTF e nos melhores casos
apresenta desempenho superior ao Suff e WQR, o u´nico caso onde um
algoritmo atinge desempenho superior ao ENA e´ no caso 1 (com 10 MB
de arquivos de entrada), onde o Xsuff supera o ENA. Outra observac¸a˜o
importante e´ que a medida que o tamanho dos arquivos cresce, nota-se
uma melhora no desempenho dos algoritmos Suff e DFPLTF.
5.3.2 Cena´rio 2
No segundo cena´rio, os treˆs clusters mais eficientes em termos
de energia foram desligados. Os objetivos do segundo cena´rio sa˜o de
comparar a eficieˆncia de estrate´gias quando existem opc¸o˜es de escolha
e minimizar o impacto de hosts mais eficientes no processo de selec¸a˜o.
Foram alocadas 6 tarefas para nove clusters da grade. Neste caso e´
esperado que o algoritmo ENA, que considera recursos em estados va-
riados, obtenha os melhores resultados.
83
Figura 26: Cena´rio 2 10MB
Figura 27: Cena´rio 2 100MB
Figura 28: Cena´rio 2 1GB
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Figura 29: Cena´rio 2 10GB
Figura 30: Cena´rio 2 100GB
Conforme observamos nas Figuras 26 a 30 o padra˜o observado
no Cena´rio 1 persiste. Pore´m, o algoritmo ENA obte´m os melhores
resultados de consumo energe´tico. O algoritmo WQR ainda mante´m
os piores resultados em tempo de alocac¸a˜o e consumo energe´tico em
func¸a˜o de sua estrate´gia de replicac¸a˜o de tarefas.
O algoritmo Suff manteve o segundo pior resultado, pore´m mais
pro´ximo dos demais algoritmos. Por outro lado, os algoritmos Xsuff
e DFPLTF se alternaram no terceiro lugar de economia de energia, a
medida que o tamanho dos arquivos de entrada cresceu o desempenho
do algoritmo DFPLTF superou o do XSuff. Para arquivos acima de
1 GB o desempenho do algoritmo WQ piorou alternando de posic¸a˜o
com XSuff e DFPLTF. Quanto aos tempos, os algoritmos Suff, Xsuff
e DFPLTF demonstraram um ganho pequeno, bastante pro´ximo dos
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resultados de WQ e ENA. As Tabelas 7 a 11 apresentam os resultados










WQ 547,48 2462,68 1,35
WQR 1094,68 4858,89 5,32
Suff 547,23 2977,15 1,63
XSuff 547,23 2462,68 1,35
DFPLTF 547,23 2697,63 1,48
ENA 547,51 2216,62 1,21










WQ 5471,22 2767,50 15,14
WQR 10942,20 5468,54 59,84
Suff 5470,98 3281,97 17,95
XSuff 5470,98 2767,50 15,14
DFPLTF 5470,98 2979,35 16,30
ENA 5471,26 2521,44 13,79










WQ 56021,70 5897,00 330,36
WQR 112043,00 11727,61 1314,00
Suff 56021,50 6411,47 359,18
XSuff 56021,50 5897,00 330,36
DFPLTF 56021,50 5895,38 330,27
ENA 56021,70 5447,43 305,17











WQ 560214,00 37110,67 20789,92
WQR 1120430,00 74155,73 83086,30
Suff 560213,00 37625,14 21078,09
XSuff 560213,00 37110,67 20789,88
DFPLTF 560213,00 34979,95 19596,227
ENA 560214,00 34532,13 19345,38










WQ 5602130,00 349247,42 1956529,44
WQR 11204300,00 698436,96 7825497,21
Suff 5602130,00 349761,89 1959411,57
XSuff 5602130,00 349247,42 1956529,44
DFPLTF 5602130,00 325825,69 1825317,87
ENA 5602130,00 267916,97 1500905,72
Tabela 16: Resultado completo Cena´rio 2 100GB
Figura 31: Diferenc¸a percentual de energia consumida entre ENA e
demais algoritmos para Cena´rio 2
As Tabelas 7 a 10 apresentam que apesar de o algoritmo ENA
levar mais tempo para executar as tarefas, por gastar menos poteˆncia
ele atinge um consumo de energia inferior aos demais algoritmos.
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No segundo cena´rio o algoritmo ENA conseguiu alcanc¸ar o me-
lhor desempenho em todos os casos com relac¸a˜o ao consumo energe´tico
total em detrimento do tempo de execuc¸a˜o das tarefas, essa aborda-
gem e´ va´lida para um conjunto de tarefas que permita esse atraso.
A principal raza˜o se da´ pelo fato de que o algoritmo ENA considerar
clusters em estado desligado como uma opc¸a˜o via´vel para clusters que
esta˜o muito longe dos arquivos de entrada. Considerar a variac¸a˜o de
estado de hosts pode ser considerada uma maneira muito eficaz para
economizar energia no ambiente testado.
No melhor dos casos o algoritmo ENA atingiu um ganho pro´ximo
de 420%, quando comparado com a estrate´gia WQR, a pior das es-
trate´gias em termos de eficieˆncia energe´tica. Quando comparado com
a estrate´gia WQ, a estrate´gia mais simples, ENA conseguiu ser melhor
em todos os casos. A maior diferenc¸a pode ser vista quando o arquivo
de entrada e´ o maior (100 GB) em torno de 30%. O principal motivo e´
devido ao ENA considerar os hosts em estado desligado ale´m do custo
para transferir arquivos pela rede, optando por hosts mais pro´ximos
dos arquivos de entrada, quando estes aumentam muito o tamanho.
Nos demais casos estudados, em especial no segundo conjunto de tes-
tes, o ENA obte´m um melhor desempenho energe´tico em detrimento
do relaxamento do tempo de computac¸a˜o das tarefas.
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
Este trabalho apresentou uma revisa˜o de literatura sobre arqui-
teturas computacionais paralelas e distribu´ıdas, abordando conceitos e
caracter´ısticas que os tornam ambientes complexos. Devido a` complexi-
dade destes ambientes, foi evidenciada a importaˆncia de estudos na a´rea
de escalonamento de tarefas com o objetivo de encontrar formas para re-
duzir seu consumo de energia. Ale´m disso, foram apresentadas pol´ıticas
de escalonamento como WQ, WQR, Sufferage, XSufferage e Dynamic
FPLTF. O estudo de abordagens utilizadas na literatura apontou para
uma tendeˆncia em se considerar variac¸a˜o de estado de ma´quinas ocio-
sas como principal abordagem para reduc¸a˜o de consumo energe´tico em
ambientes de alto desempenho.
Neste contexto, foi proposta uma abordagem de selec¸a˜o de re-
cursos consciente de energia. A abordagem envolveu a proposta de um
modelo de ca´lculo de consumo e um algoritmo de escalonamento de re-
cursos denominado ENA (Energy and Network Aware algorithm), a fim
de validar o modelo. Ele realiza a selec¸a˜o com base no custo associado
com a transfereˆncia de dados atrave´s da rede, de mudanc¸a de estado de
recursos e de execuc¸a˜o de tarefas. O principal objetivo da abordagem
foi reduzir o custo associado a` execuc¸a˜o de aplicac¸o˜es submetidas a um
pool de recursos atrave´s da selec¸a˜o do recurso dispon´ıvel menos custoso
e, consequentemente, reduzir as despesas de energia da infraestrutura.
Uma caracter´ıstica desejada da abordagem seria que esta fosse
gene´rica, no sentido de se poder realizar alocac¸a˜o de recursos em qual-
quer tipo de arquitetura paralela ou distribu´ıda. Por este motivo, para
validar a proposta foi escolhida a arquitetura de uma nuvem compu-
tacional, que pode ter em sua infraestrutura clusters, multi-clusters,
computadores pessoais e ainda grades computacionais, desde que seu
gerenciador de recurso tenha domı´nio sob os mesmos.
A proposta foi avaliada atrave´s de simulac¸o˜es realizadas no si-
mulador de grade SimGrid, associado a` biblioteca LIBTS. O ambiente
simulado representa uma infraestrutura de nuvem computacional for-
mada por clusters dispersos geograficamente e interconectados. Os
resultados mostraram que a abordagem proposta, na maioria dos ca-
sos, escolhe o melhor recurso dispon´ıvel e no pior dos casos tem um
desempenho igual ao algoritmo mais simples encontrado na literatura,
o algoritmo WQ. O algoritmo ENA, alcanc¸ou resultados bastante ex-
pressivos quando comparado com algoritmos com pior desempenho.
Quando considerados os algoritmos dinaˆmicos XSuff e DFPLTF o al-
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goritmo ENA obteve um melhor resultado a medida que o tamanho de
arquivos de entrada aumentaram.
Em termos de trabalhos futuros, espera-se realizar os seguintes
experimentos e extenso˜es da abordagem proposta:
• Estudar a adic¸a˜o de uma estrate´gia de migrac¸a˜o de tarefas com
base no estado da rede e de no´s de execuc¸a˜o, utilizando-se por
exemplo Software Defined Networks(SDN). SDNs permitem a ad-
ministradores de rede definir rotas para transfereˆncia de dados,
o que associado ao modelo proposto pode gerar rotas de SDN
conscientes de consumo energe´tico;
• Aplicar a abordagem de selec¸a˜o de recursos proposta em ambi-
entes de nuvem real, criando-se um ambiente de nuvem privada
consciente de consumo energe´tico;
• Considerando a abordagem como um primeiro passo para uma
caracterizac¸a˜o de tarefas, tambe´m e´ uma possibilidade a criac¸a˜o
de perfis para as tarefas e realizar a selec¸a˜o de recursos com base
em histo´rico de alocac¸a˜o;
• Estudar a viabilidade de mecanismos de reserva antecipada de
recursos conscientes de energia. Utilizando-se o modelo de con-
sumo energe´tico seria poss´ıvel realizar uma reserva antecipada de
recurso baseado no consumo energe´tico dos recursos, mesmo que
estes na˜o estejam dispon´ıveis no momento da selec¸a˜o. Neste con-
texto, pode-se ainda estudar trade-offs de reserva antecipada de
recursos conscientes de energia e desempenho de sistemas;
• Aplicar o modelo de selec¸a˜o de recursos a outros ambientes como,
por exemplo, uma federac¸a˜o de nuvens, onde, considerando a ne-
cessidade de mais recursos para uma nuvem e´ necessa´rio realizar
um empre´stimo de recursos de outras nuvens pertencentes a fe-
derac¸a˜o. A ideia envolve aplicar o modelo de consumo energe´tico
proposto no processo de selec¸a˜o de recursos externos para avaliar
o recurso menos custoso.
• Elaborar um modelo de alocac¸a˜o de tarefas para sistemas dis-
tribu´ıdos de tempo real, que considera o consumo de energia con-
forme proposto neste trabalho.
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A.1 TRABALHOS COMPLETOS PUBLICADOS EM ANAIS DE CON-
GRESSOS
Este apeˆndice visa ilustrar as publicac¸o˜es realizadas ao longo da
pesquisa desse trabalho de dissertac¸a˜o.
1.Energy-aware resource selection on opportunistic grids
•Autores: Faria, Izaias de; Dantas, M.A.R. ; Capretz, Mi-
riam A.M ; Higashino, Wilson A
•Evento: ISCC 2014, 2014 IEEE Symposium on Computers
and Communication (ISCC)
•Local: Madeira, Portugal
•Data: junho de 2014
•Estrato Qualis/CAPES: A2
•Descric¸a˜o: Proposta de um modelo de selec¸a˜o de recursos
consciente de consumo energe´tico que considera: estado de
no´s de execuc¸a˜o, custo de transfereˆncia de arquivos e custo
de execuc¸a˜o de tarefas em no´s de execuc¸a˜o. A proposta foi
validada em um ambiente de grade oportunista simulado.
Testes consideraram tarefas com arquivos de entrada vari-
ando entre 10 MB e 100 GB em um pequeno conjunto de
no´s de execuc¸a˜o.
2.Network and Energy-Aware Resource Selection Model
for Opportunistic Grids
•Autores: De Faria, Izaias ; Dantas, M.A.R. ; Capretz, Mi-
riam A.M
•Evento: WETICE 2014, IEEE 23rd International Workshops
on Enabling Technologies: Infrastructures for Collaborative
Enterprise (WETICE)
•Local: Parma, Italia
•Data: Junho de 2014
•Estrato Qualis/CAPES: B1
•Descric¸a˜o: Proposta de um modelo de selec¸a˜o de recursos
consciente de consumo energe´tico que considera: estado de
no´s de execuc¸a˜o, custo de transfereˆncia de arquivos, custo de
execuc¸a˜o de tarefas em no´s de execuc¸a˜o e lateˆncia de rede.
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A proposta foi validada em um ambiente de grade oportu-
nista simulado. Testes consideraram tarefas com arquivos
de entrada variando entre 10 MB e 100 MB em um grande
conjunto de no´s de execuc¸a˜o.
