where p, is the total momentum of the y-quanta. In many cases, in particular in metals, the positron momentum is low compared to the electron momentum. Hence, a measured momentum distribution is essentially that for the electrons. Such measurements are being used to determine the electronic structure of metals and alloys 112-141. The rate with which positrons annihilate with the surrounding electrons is given by [151: where ro is the classical electron radius (=e2/m0c2) and p+ and p-are the positron and total electron density at 7, respectively. From Eq. (2) we see that the positron mean lifetime (normally just referred to as the lifetime) z = X1 is a measure of the electron density sampled by the positron, in the sense that a lower electron density results in a longer positron lifetime.
Positrons in Metals
Generally speaking, the behaviour of positrons in metals is simpler and better understood that the behaviour in other solids. Let us therefore first consider the former. In a perfect metal lattice the positron will, after slowing down, diffuse around, normally in a delocalized, Bloch-function, state. Positron lifetimes in metals are 100-400 psec, depending upon the metal (161. During its lifetime the positron typically diffuses about 200 nm. Figure 2A illustrates the positron density in a perfect lattice.
If the metal contains defects such as vacancies, vacancy cluster and dislocations, i.e. regions of less than average density, positrons may become trapped, i.e. localized at these defects. This is because the positron is repelled by the positively charged ion cores. Hence, structural defects which represent missing (or a reduced density of) ions will provide attractive potentials for positrons (see e.g. [I71 for a more detailed description of the trapping potential). Figure 2B illustrates the density of a positron trapped at a vacancy. Trapped in such a defect the positron will experience a lower electron density than in the bulk material and its lifetime is therefore increased (Eq. (2)). Furthermore, the average conduction electron momentum at the defect is lower than in the bulk and the positron overlaps less with the high-momentum core electrons. Both these effects lead to a narrower total-momentum distribution for the annihilation quanta. These changes in annihilation characteristics for defect-trapped positrons (which can be measured; see next section) are the basis for the now well established use of PAS to metal defect studies. It should be noted in particular that positrons are not trapped by interstitials or small clusters of these. Thus, the positron is specifically sensitive to vacancy type defects (low density regions). The annihilation characteristics depend on the type of defect in which the positron is trapped. Hence it is possible to a large extent to differentiate between different types of defects, and from the rates with which the defects trap positrons, defect concentrations can be derived. For example, for positrons trapped in vacancy clusters their lifetime will generally increase with cluster size as illustrated by the calculated curves shown in Fig. 3 [19l.'The figure also shows the strong influence of impurities (in this case helium) on the lifetime of the trapped positrons. In fact, theoretical calculations can reliably predict lifetimes for positrons trapped at defect clusters of varying size, configuration and impurity content [19-211. This will be further illustrated in Sec. 4.
Positrons in semiconductors and ceramics
Positron lifetimes in perfect bulk crystals of semiconductors and ceramics are in the same range as found for metals [22-251. However, the defect population in these materials is more complex than in metals, mainly because defects may exist in different charge states and since they may be associated with different, non-equivalent, lattice sites (in the compound materials: ceramics and non-elemental semiconductors). Consequently positron-defect interactions are more complicated and less well studied than in metals, although in the most recent years PAS studies of defects in semiconductors have advanced the understanding very rapidly as evidenced by other contributions at this workshop. More systematic PAS investigations of defects in ceramics have also begun recently (see Section 4) and are likely to advance in a similar successful way as the semiconductor work [24-261. Since semiconductors are the subject of several contributions at this workshop, we shall not discuss this topic further here.
The second important effect of the Ps overlap with the surrounding electrons in condensed material is a repulsive (exchange) interaction between these electrons and the electron in Ps. Because of this repulsion, Ps atoms will tend to occupy regions of less than average electron density in a material. Such regions may for example be vacancies or clusters of vacancies in crystals, or free volume in polymers. For ortho-Ps, trapping in such regions will lead to a longer 
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with an electron, the so-called positronium atom (Ps), a light analog to the hydrogen atom, before annihilation. Two ground states "2:;~;~~ particles'' exist, viz. the "bare" positron, the nvac para-Ps, and the ortho-Ps, each of which may be found in more than one state (e.g. "free", or bound to molecules or defects). tant. One effect is the so-called pick-off process by which the positron in ortho-Ps annihilates with one of the surrounding electrons which has its spin opposite to that of the positron. In this process two yquanta are emitted and the ortho-Ps lifetime is strongly reduced from the 142 nsec vacuum value to a few nsec or less. The exact magnitude of the lifetime is determined by the amount of overlap between the positron in ortho-Ps and the surrounding electrons (similar to Eq. (2)). The ortho-Ps lifetime is thus a measure of the electron density sampled by the Ps atom.
lifetime because of a reduction in the pick-off rate resulting from the lower electron density.
EXPERIMENTAL TECHNIQUES
Generally speaking three experimental techniques have been dominating in PAS studies of bulk materials, viz. the lifetime, the angular correlation, and the Doppler broadening techniques. We shall briefly describe these three techniques below. They are all based on nuclear spectroscopy by which the emitted y-quanta are detected. More detailed discussions of the techniques may be found in Refs. [16, 30, 311. For all three techniques the sources of the positrons are in most cases radioactive isotopes such as "Co, 6 %~, 68Ge and "Na which emit positrons (e' or p). For lifetime measurements "Na is particuIarIy useful, because a 1.28 MeV y-quantum is emitted essentially simultaneously with the positron, thus signalling the "birth of the positron. This makes it possible to measure the positron lifetime as we shall now see.
If the p0sitro.n~ all annihilate from the same state (e.8. bulk Mo) the lifetime spectrum consist of only one decaying exponential (although somewhat broadened by the finite resolution of the spectrometer, see Fig. 5 ). However, positrons may after slowing down exist in different states (e.g. free e' and Ps), or a transition from one state to another (e.g. trapping into defects) may take place. In such cases positrons will annihilate with different rates determined by their surroundings, and a lifetime spectrum will contain more than one component:
Positron Lifetime Technique
The principle of a positron lifetime spectrometer is shown in Fig 
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The source is then sandwiched between two pieces of the sample which are thick enough to ensure that all positrons are stopped in the spectrum. Fig. 5 shows examples of such spectra (see also Section 5). applications, e.g. in defect studies. Similar ways of analysis are often used for Doppler broadening spectra and will be further illustrated below. their energies will be Doppler shifted [6] . The This is because annihilation in these cases energy shift is:
takes place with electrons of lower momentum than it does in bulk Mo
("Annealed). The curves are normalized to the same area. The dotted curve shows one quantum having the energy E, + AE, the approximately the angular resolution of the other one E, -AE, where Eo = moc2 = 511 keV.
apparatus.
Equation (4) shows that AE is proportional to p,. Hence, by measuring the distribution of AE one obtains the distribution of one component of the momentum, just like in 1-dimensional ACAR measurement. Such a measurement can be done with a solid-state detector (intrinsic germanium (Ge) or lithium drifted germanium (Ge(Li)) of good -resolution (about 1.0 keV FWHM at 511 keV). A "Doppler broadening spectrometer" is shown schematically in Fig. 8 . The signal from the detector is amplified and recorded by the MCA. On expansion of the energy scale in the region around 511 keV, spectra like the ones shown in Fig. 9 are obtained. By comparison with Fig. 7 it is seen that the resolution in Fig. 9 is much poorer than in Fig. 7 . Since 1 keV is equivalent to 3.914 mrad the resolution curve of a Doppler broadening spectrometer is typically equivalent to 4 mrad. This is at least five times broader than the resolution of a typical angular correlation apparatus. To obtain information from Doppler broadening spectra, in most cases a simple analysis is preferred by which a spectrum is characterized by only one or two parameters. These are often called S and W. S is the area under the spectrum in a narrow energy range symmetrical around 511 keV (A, hatched in Fig. 9 ), while W is the sum of the areas under the "wings" of the spectrum, i.e. in two regions symmetrical around 511 keV (B, + B, , hatched in Fig. 9 ), both S and W being normalized to the total area of the spectrum. Instead of S, sometimes H is used which is defined as the normalized peak height of the spectrum. Thus, the narrower the spectrum is, the larger is S and the smaller is W. When looking at variations of S and W caused by positron trapping in defects, it will often be useful to consider also a defect specific parameter, viz. R = AS/AW (where AS and AW are the changes in S and W compared to a reference
; or less.
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DEFECTS IN MATERIALS
As discussed in Section 2 positrons may become trapped in defects in materials, notably vacancies and clusters of these and other regions of less than average density. In the following a few selected examples of this will be shown. First, however, a simple model, the so-called trapping model, will be described. This model is often used to extract quantitative information about defects from PAS data [6,71.
Trapping model
In its simplest version the model assumes that positrons (or Ps atoms) initially are in the bulk of the material where they annihilate with the rate A, = 7; '
.
From the bulk they may become trapped in one type of defects with a trapping rate K. For a trapped positron the annihilation rate is Ad = 7;'. With these assumptions we have the following rate equations for the disappearance of positrons in the bulk and in the trap:
where P, and P, are the probabilities that the positron is in the bulk and in the trap, respectively. The solutions of the equations result in a lifetime spectrum having two exponential components with the lifetimes: and relative intensities:
The parameters defined for momentum measurements in Section 3, viz. H, S and W (as well as the mean lifetime ? = I,t, + 12~,) a11 vary with K in the same way:
where F, and F, are the characteristic parameter values in the bulk and in the defect, respectively. For increasing trapping rate, F changes in a sigmoidal way from Fb at low K to Fd at high K values. For a measured value of F, the trapping rate can be determined from Eq. (7). As discussed in e.g. [6, 7] , the above equations can be expanded to describe more complicated trapping situations which occur, if e.g. more than one type of positron trap exists and/or detrapping can take place. Normally it is a good assumption that the trapping rate is proportional to the defect concentration, C , i.e.
where p is called the specific trapping rate for the particular type of defect. For vacancies p is of the order of 1015 secS1 [171, SO changes in lifetimes and intensities (Eqs. (5,6)) can be detected for relative vacancy concentrations as low as 10-~-10-~. For three-dimensional vacancy clusters, the specific trapping rate increases with cavity size as illustrated for aluminium in Fig. 10 .
Cavity radius (A) 
4.2.Equilibrium vacancies in metals
A number of PAS studies have been carried out to determine the vacancy formation enthalpies for various metals, not least for metals with high melting points which are difficult to study with other methods, see e.g. . This is illustrated in Fig. 11 which shows the variation of a Doppler broadening parameter with temperature. At low temperatures a slow linear change takes place (due to thermal expansion). Above about 0.6 T, the vacancy concentration reaches lW7-10-6 and trapping of positrons in vacancies begins, leading to steep changes of the plotted parameters. At the highest temperatures, close to the melting points, the vacancy concentrations are high enough to trap almost all positrons, and saturation takes place. By fitting the curves in Fig. 11 to the "trapping model" (Eq. (7)), the variation of the trapping rate K and hence the vacancy concentration C (Eq. (8)) can be obtained. From this the vacancy formation enthalpy can be derived [42, 43, 451 . Vacancy formation enthalpies have also been determined for a number of alloys and for intermetallic compounds, see e.g. 146,471.
Non-equilibrium vacancies in metals. Clustering and interaction with impurities
A number of studies have been caried out by PAS of the formation (by deformation, irradiation or quenching at low temperatures) and subsequent annealing behaviour of dislocations, vacancies and vacancy clusters (including voids) and the influence of impurities on this behaviour, see e.g. [I-5, 38, 40, 48-59] .
Let us illustrate this with one example, viz. niobium, both pure and containing high appeared (which also resulted in a strong increase of 7 ). This gives clear evidence of at about 220K, but it can be shifted to higher temperatures if the vacancies become decorated with hydrogen. Another interesting observation is that the vacancy clusters in Nb2 are rather stable up to at least 700K (since I, decreases only slowly) which is not the case in the pure Nb.
Thus, apparently hydrogen plays a role in stabilizing the vacancy clusters 1541. The nature and temperature of stage I11 has been the subject of much discussion in the literature. Part of the problem has been the potential strong influence of impurities on the vacancy migration temperature. In a number of cases, PAS measurements have clarified this influence, e.g. [51, 53, 54] . 
Gas bubbles in metals
Unless special care is taken to avoid it, most metals will contain a certain concentration of gas. Even small gas amounts may in some metals influence their properties (as illustrated in Fig. 12 ). For this reason and in order to gain a fundamental understanding of gas behaviour, a number of applied and fundamental studies of gases in metals have been carried out 160-621.
The special class of inert gases do not react chemically with metals; in fact, there is a strong repulsion between an inert gas atom and a metallic matrix, and hence there is a very strong tendency for rare gases in metals (arising from implantation or nuclear reactions during irradiation) to form complexes with vacancies or vacancy clusters. Complexes that contain many vacancies and gas atoms are called gas bubbles. The creation and behaviour of such bubbles have been looked at in many PAS-studies, see e.g. [19, 40, . As an example of this, let us show (in Fig. 13 ) some lifetime results for Cu containing a high concentration (-3 at %) of krypton [56] .
Below 300°C, t,, that arises from positrons trapped in Kr-bubbles, is constant, equal to about The ability of PAS to provide information both about gas density and about defect concentration makes it possible to derive also bubble sizes, as discussed in [55, . In studies like those, the clear advantages of PAS compared to electron microscopy are that PAS is non-destructive, it gives information about average gas densities in bubbles, and submicroscopic cavities can be detected. A disadvantage is that PAS is an averaging technique, i.e. it does not produce for example detailed size distributions of cavities and it may in some cases be difficult to separate components arising from different types of defects. [4, 5, [23] [24] [25] [26] . Generally speaking, positrons will not, or only weakly, be bound at anion vacancies because of their positive charge, while the binding at cation vacancies normally will be much stronger 1641. Therefore, trapping of positrons will mainly be observed at negative cation vacancies, or complexes of cation and anion vacancies, although clusters of anions may apparently also provide traps for positrons 1651. Furthermore, each defect may exist in different charge states which may have different specific trapping rates and give rise to different positron lifetimes (and momentum distributions). This is illustrated by the lifetime results shown in Fig. 14 In most moIecular solids a fraction of the injected positrons forms Ps, as discussed in Section 2. Because Ps is attracted to regions of lower-than-average density it may become trapped in vacancy-type defects in molecular crystals. The trapping leads to an increase of the ortho-Ps lifetime and will normally also be reflected in the measured momentum distribution. A number of molecular crystals (both brittle, plastic and liquid crystals) have been investigated by PAS, see e.g. 166-711. In a group of these (i.e. ice and the plastic crystals) trapping of Ps into vacancies has been found. A sigmoidal increase of the ortho-Ps lifetime with temperature, similar to the ones shown for metals in Fig.11 , has been observed for several crystals and from these data vacancy formation energies have been derived 1711. Studies of ice crystals in which defects have been introduced by doping or irradiation have shown that in some molecular crystals it is also possible to follow the migration and clustering of non-equilibrium vacancies [66, 69, 72] . Based on these studies it was possible to establish a useful correlation between cavity size in a molecular substance and the lifetime of ortho-Ps trapped in the cavity (for approximately spherical cavities). This is shown in Fig. 15 (see also 167,701). Thus, by using this relationship one can in principle obtain information about cavity volumes in molecular substances by measuring ortho-Ps lifetimes (see below). It should also be added that phase transitions (solid-solid and solid-liquid) have been investigated for many plastic and liquid crystals [67, 68] . Furthermore it should be mentioned that in a number of molecular crystals, especially ordinary brittle crystals, Ps seems to be trapped at other defects than vacancies. Further studies are required to determine the exact nature of these defects 1671.
For polymers an important quantity that influences the physical properties of the polymer is the so-called free volume which is a measure of the volume not occupied by the molecules. In principle it is possible to obtain information on the sizes of the cavities, that constitute the free volume, by PAS lifetime measurements, since the lifetime of ortho-Ps gives a measure of the volume-of the hole in which it is trapped (Fig.  15) . Recently, a number of studies along these lines have been carried out, see e.g. 173-761, and the technique is being developed to provide size distributions for the cavities in which ortho-Ps is trapped [33, shows the strong sensitivity of the long ortho-Ps lifetime to pressure induced changes of free volume in polypropylene. Although qualitatively the derived variations of free volume sizes with e.g. temperature or pressure (Fig. 16 ) clearly represent the correct trends, maybe some caution is needed concerning the exact shapes (and mean values) of the obtained size distributions, as discussed in [75] . This caution arises from the uncertainties concerning the dependence of the Ps trapping probability on cavity sizes, the influence of cavity shape, possible chemical reactions of Ps with the molecules, and the data analysis. At present, work is going on to resolve these problems [75] .
Conclusion
In the present paper positron annihilation techniques used for bulk studies were briefly described, both some basic physics principles and the experimental techniques. Emphasis was placed on the sensivity of the techniques to defects in solids. This sensivity was illustrated by a number of examples, for metals, ceramics and molecular solids (semiconductors being dealt with by others at the workshop). For metals in particular it was pointed out that positrons are sensitive to vacancy type defects, the main sensitivity being for sizes from monovacancies up to clusters containing 50-100 vacancies and for relative concentrations of 10-4-10-7 and below, depending upon the size, thus covering the range from the smallest defects u p to sizes visible by electron microscopes. It was exemplified that vacancy -impurity interactions can be observed and that information may be obtained about gas densities in gas bubbles as well as about bubble sizes and densities. Similarly, the possibility to follow changes in the defect population in ceramic materials and to obtain information about free volume in molecular materials was discussed.
Hopefully, the present paper has clearly illustrated why the positron annihilation technique has now become a well-established, non-destructive technique for studies of defects in bulk materials but at the same time a technique which is still being developed and used in new applications.
