Abstract
Introduction
During the past two years, the volume of traffic on the World Wide Web (Web) has grown dramatically. Traffic increases are due largely to the proliferation of inexpensive and ubiquitous Web browsers (such as NCSA Mosaic, Netscape Navigator, and Internet Explorer). Likewise, Web protocols and browsers are increasingly applied to specialized computationally expensive tasks, such as image processing servers used by Siemens [7] and Kodak [ 131 and database search engines (e.g.,
AltaVista and Lexis Nexis).
To keep pace with increasing demand, it is essential to develop high-performance Web servers. Therefore, the central themes of this paper are:
High-performance Web servers must be adaptive: To achieve optimal performance, Web servers must adapt to various conditions, such as machine load and network congestion, the type of incoming requests, and the number of simultaneous connections. While it is always possible to improve performance with more expensive hardware or a faster OS, our objective is to produce the fastest Web server possible for a given hardware/OS platform configuration.
Standard Web server benchmarking suites are inadequate over high-speed networks: Our experience measuring Web server performance on ATM networks reveals that existing benchmarking tools (such as WebSTONE and SPECWeb) designed for low-speed Ethernet networks are inadequate to capture key performance determinants on highspeed networks.
To address these issues, this paper describes an adaptive Web server framework and a Web serverIATM testbed designed to empirically determine (1) the scalability of Web servers under varying load conditions, ( 2 ) the performance impact of different server design and implementation strategies, and (3) the pros and cons of alternative Web server designs. This paper presents empirical results that illustrate that no single Web server configuration is optimal for all circumstances. Based on these results, we conclude that optimal Web server performance requires both sturic and dynamic adaptive behavior.
Static adaptivity allows a Web server to bind common operations to high-perfomance mechanisms provided by the native OS (e.g., Windows NT 4.0 support for asynchronous YO and networkhile transfer). Programming a Web server to use generic OS interfaces (such as synchronous POSIX threading) is insufficient to provide maximal performance across OS platforms. Therefore, asynchronous I/O mechanisms in Windows NT and POSIX must be studied, compared, and tested against traditional concurrent server programming paradigms that utilize synchronous event demultiplexing and threading [71.
Dynamic adaptivity allows a Web server to alter its run-time behavior "on-the-fly." This is useful when external conditions have changed to the point where the initial configuration no longer provides optimal performance. Such situations have been observed in [A and 191.
The remainder of this paper is organized as follows: Section 2 outlines our Web server/ATM benchmarking testbed and analyzes our benchmark results; Section 3 describes the 00 design and performance of JAWS, our high-performance Web server: Section 4 summarizes the Web server optimization techniques identified by our empirical studies; and Section 5 presents concluding remarks.
Web Server Performance over ATM
This section describes our experimental methodology, benchmarking and analysis tools, the results of our experiments, and our analysis of the results. To study the primary determinants of Web server performance, we selected five Web server implementations and analyzed their performance through a series of blackbox and whitebox benchmarking experiments. Our analysis of these results identified the following key determinants of Web server performance: 0 Filesystem access overhead costs are high: Most distributed applications benefit from caching and Web servers are no exception. In general, Web servers that implement file caching strategies (such as Enterprise, Zeus, and JAWS) perform substantially better than those that did not (such as Apache). 0 Concurrency overhead is significant: A large portion of non-U0 related Web server overhead is due to the Web server's concurrency strategy. Key overheads include synchronization, thread/pmss creation, and context switching. Therefore, it is crucial to choose the right concurrency strategies to ensure optimal performance. 0 Protocol processing overhead can be expensive: Although the HTI'P/Il .O protocol is relatively simple, a naive implementation can introduce a substantial amount of overhead. For instance, the dynamic creation of response headers and the use of multiple write system calls significantly inhibits performance.
These and related performance issues are described in Section 4.
Welb Server Test Suite
The servers chosen for our tests were Apache v 1.1, PH'ITPD v0.99.76, Java Server 1.0, Netscape Enterprise v2.01 and Zeus Server v1.0. The choice of servers for our study were based on two factors. The fust was variation in Web server design, to gauge the performance impact of alternative approaches to concurrency, event dispatching, and filesystem access. The second was publishedperfomuurce, as reported by benchmark results published by Jigsaw 123 and NCSA [lo] , as well as information available from Webcompare [ 171.
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Figuire 1: Web ServedAW Testbed Environment
Hardware and Sofitware Platforms
We studied Web server performance by observing how the servers in our test suite performed on high-speed networks under heavy ,workloads. To ;accomplish this, we constructed a hardware and software testbed consisting of the Web server being tested, and multiple clients connected to it via a highspeed ATM[ switch [19] , as shown in Figure 1 .' 'We also performed measurements over 10 bps hern net, but due to a lack of perfonmanee variance, we omitted the discussion from this paper.
The experiments in this paper were conducted using a Bay Networks LattisCell 10114 ATM switch connected to four dual-processor UltraSPARC-2s running SunOS 5.5. 
Web Server Performance Analysis Techniques
We used two techniques to analyze the performance of Web servers: blackbox and whitebox benchmarks. The blackbox tests measure externally visible Web server performance metrks (such as throughput and average response time Seen by clients). We accomplished this by controlling the Web clients to vary the load on the server (Le., the number of simultaneous connections). These clients computed several blackbox metrics, as explained in Section 2.3.
To precisely pinpoint the source of performance bottlenecks, we employed whitebox benchmarks. This involved the use of profiling tools, including the UNIX truss ( 1 ) tool, TNF [18] , and Quantify [SI. These tools trace and log the activities of Web servers and measure the time spent on various tasks, as explained in Section 2.4.
Blackbox Performance Analysis
The following WebSTONE blackbox metrics were measured in our Web server performance study. These metrics were obtained using a range of simultaneous connections from 1 to 42. Server file caches were pre-loaded by running a "dummy" client before doing the performance measurements. We present the blackbox results below. The whitebox results for each server are presented in Section 2.4.
Server throughput:
This measures the number of bits the server writes onto the network per second. Figure 2 depicts the results. The process-based concurrency models of Apache exhibits the lowest overall throughput. The multi-threaded Netscape Enterprise server consistently outperforms the other servers; the Process Pool based Zeus server also performs quite well. Both sustained aggregate throughput higher than 35 Mbps over the 155 Mbps ATM network (for one concurrent connection to the server, the server throughput is low because the average size of the requested files are relatively small).
Server connectiodsec:
This metric computes the number of connections the server completes per second. The results are shown in Figure 3 . This figure depicts how many connections are completed per second by the servers, as we increase the number of simultaneous connections to the server. The Enterprise server completed more connections per second than other Web servers, followed by the Zeus server.
Client throughput: This is the average number of bits received per second by the client. The number of bits received includes the HTML headers sent by the server. The results are depicted in Figure 4 . Clearly, as the number of concurrent clients increases, the server throughput is multiplexed amongst a larger number of connections, and hence the clients' average throughput drops. Therefore, those servers that exhibit high server throughput (e.g., Enterprise and Zeus) also exhibit correspondingly high average client throughput. In addition, we used a software monitoring tool called truss to measure the amount of rime the Web server spent at user-level (Le., when the server was not making a system call). This allowed us to estimate the amount of time each Web server spent in HTTP processing. The whitebox results for each Web server are prusented below, ordered by increasNote that the ideal Web server would spend most of its time performing network VO, i.e., reading HTTP requests and writing requested files to the network. In particular, it would have negligible overhead resulting from synchronization (due to efficient concurrency control and threading strategies) and filesystem operations (due to caching). ing perfommce.
Strategies for Developing HighPerformance Web Servers
The analysis in Section 2 illustrates the superior performance Figure 11 : The Object-Oriented Architecture of JAWS Figure 11 illustrates the 00 software architecture of the JAWS Web server. As shown in Section 2, concurrency strategies, event dispatching, and caching are key determinants of Web server performance. Therefore, JAWS is designed to allow these Web server strategies to be customized according to key environmental factors. These factors include traffic patterns, workload characteristics, support for kernel-level threading andor asynchronous VO in the OS, and the number of available CPUs.
The Object-Oriented Architecture of JAWS
JAWS is structured as a framework [16] Protocol Pipeline: This component provides a framework to allow a set of filter operations (e.g., compression, decompression, and parse HTML) to be incorporated easily into the data being processed by the Protocol Handler. This enables a server programmer to easily incorporate functional extensions (such as image filters or database operations) transparently into the Web server.
Cached Virtual Filesystem: This component improves Web server performance by reducing the overhead of filesystem access. The caching policy is strategized (e.g., LRU, LFU, Hinted, and Structured). This allows different caching policies to be profiled for effectiveness and enables optimal strategies to be configured statically or dynamically. These strategies are discussed in Section 3.2.4.
Tilde Expander: This mechanism is another cache component that uses a perfect hash table 1141 to map abbreviated user login names (e.g., wschmidt) to user home directories (e.g., /home/cs/faculty/schidt). When personal Web pages are stored in user home directories (and user directories do not reside in one common root), this component substantially reduw the disk I/O overhead required to access a system user information file, such as / e t c /pas swd.
In general, the 00 design of JAWS decouples the functionality of Web server components from their implementation strategies. For instance, the JAWS Concurrency Strategies can be decoupled from its Protocol Handlers. Thus, a wide range of strategies can be supported, configured, tested, and evaluated. As a result, JAWS can adapt to environments that may require different concurrency, YO, and caching mechanisms. This additional flexibility is not antithetical to performance, as shown in Section 3.3.1 where JAWS demonstrates that decoupled and flexible Web server designs can achieve superior perfOrIIlallce.
Performance Impacts of Web Server
The following subsection describes the concurrency, UO, and, caching strategies supported by JAWS. The discussion focuses on the performance of the various strategies and how they interact with each other. The JAWS framework allows the Web server strategies to be changed easily, which Eacilitates controlled measurements of diffemt server configurations. The results of this study are described below.
Strategies

JAWS Baseline
Our study of the p e r f o m " impact of different Web server strategies began with a version of JAWS tbat was not tuned with any optimizations. This baseline implementation of JAWS consists of its original default run-time configuration, running with a pool of 20 threads. Below, we illustrate the performance impacts in relation to the baseline implementation.
Protocol Processing Optimizations
Our initial optimizations for JAWS implemented techniques that reduced protocol processing overhead. These techniques included: caching the H'ITP response header, lazy time header calculation, and the use of the w r i t ev system call to send multiple buffers of data in a single operation. Figure 12 shows the performance improvements when these enhancements were implemented. As shown in the figure, these optimizations resulted in a ~6 5 % improvement in server throughput over the baseline version.
. 2 . Concurrency Strategies
Our experiments in Section 2 suggest that the choice of concurrency and event dispatching strategies significantly impacts the perfcmance of Web servers that are subject to changing load conditions. Carrying the.% results forward, we determined the quantitative performance impacts of using different concurrency strategies (Le., Thread Pool and Thread-perRequest)i, as well as varying parameters of a particular concurrency stmtegy (e&, the minimum and maximum number of active breads) in JAWS.
Thread Pool results: In the Thread Pool model, a group of threads are spawned at initialization time. All threads block in accept2 waiting for connection requests to arrive from clients. This eliminates the overhead of waiting to create a new thread before a request is served. The Thread Pool model is used by the JAWS baseline implementation.
The performance graph in Figure 13 compares the performance of JAWS using the Thread Pool strategy on a dual-CPU UltraSPiMC 2, while varying the number of threads in the Thread Pool. Note that lhe server throughput does not correlate clearly with the size: of the Thread Pool. In addition, as we increase the size of the Thread Pool the variance in smer throughput is not appreciable. Therefore, we conclude that a smaller 'I'hread Pool (e&, 6 threads) performs just as well as a larger Thread Pool (e.g., 42 threads). However, the traffic patterns used in our b e " w k s (shown in Table 1 ) exhibit a large tiistribution of srnall files. Therefore, if the distribution shifted to larger files, a larger Thread Pool may behave more efficiently than a slnaller Thread Pool because a smaller Thread Pool will be depleted with many long running requests. In this aise, latency for new requests will increase, thereby decreasing the overall throughput.
To avoid underutilizing CPU resources, the number of threads in the Thread Pcol should be no lower than the number of processors in the qystem. Thus, Figure 13 illustrates that server throughput is low when only one thread is in the Thread Pool, especially under hiigher loads (> 24 concurrent connections). This behavior is clue to the absence of concurrency.
Thread--per-Request results:
A common model of concurrency (e&, used by inetd) is to spawn anew process to handle each new incoming request. Thread-per-Request is similar, except that threads are used instead of processes. While a child process requires a (virtuid) copy of the parent's address space, a thread shares its address space with other threads in the same process. Figure 14 compares the performance of applying the Thread-per-Request strategy in JAWS with the baseline implementation. The graph1 depicts how performance varies with changing server loads, in comparison with the JAWS baseline 2Severnl operating systermr (e.g., Solaris 2.5) only allow one thread in a process to call accept on the same port at the same time. This restriction forces JAWS to use thread miltexes to serialize accept calls, which introduces additional synchronization overhead.
performance. This result illustrates the need for dynamic adaptivity. For low loads, @e., up to 9 concurrent connections) the baseline Thread Pool implementation performs well. However, at higher loads, the Thread-per-Request model offers superior performance. This is because the Thread Pool model on Solaris requires additional synchronization while accepting new connections, as explained above. Figure 15 shows a significant performance gain with the new CVF. In particular, with lower synchronization overhead the performance improves by as much as 40% when concurrent contention for files is high.
In the previous section, we demonstrated the impact that each design strategy had on the performance of JAWS compared to its baseline implementation. Below, we provide detailed performance analysis of the optimized version of JAWS. We first present whitebox performance results comparing the JAWS baseline with the optimized JAWS. We conclude with blackbox benchmarking results that demonstrate how the optimized JAWS outperforms Netscape Enterprise and Zeus, which have the best performance of the Web servers benchmarked in Section 2.3.
JAWS Whitebox Analysis
This section compares whitebox analysis of the JAWS baseline implementation against the optimized JAWS implementation. 
File Caching Strategies
Our analysis in Section 2 determined that accessing the filesystem is a signil6icant performance inhibitor. This concurs with other Web server perfomce research [ 1 1, 201 that uses Figure 17 : Optimized JAWS caching to achieve betta p e r f~~~~~~c e .
While the baseline version of JAWS does employ caching, it spends too much time Figure 16 : Base,ine --synchmnizing concum& &read access to the Cached Virtual Filesystem (CVF).
To address this concern, the CVF was re-engineered. The new implementation accounted for the following factom:
4 Locking the entire cache can be avoided -The original implementation locked on entry to every operation, because each operation was implemented to modify shared state. Once this requirement was removed, greater concurrency was achieved by only locking the hashed index entry of the cache.
o The cache lock can be inherited by thejle -Acquiring a new lock for the cached object itself is unnecessary since
JAWS Whitebox Analysis
In contrast, Figure 17 provides insight into how combining the optimization strategies analyzed in the previous section helped to improve the perfommce of JAWS. In particular, the synchronization time is reduced by 7 2 , and the network transfer time increased by 5%. Earlier in this section we described the individual impacrs of applying the different design strategies to the baseline JAWS. Our whitebox results demonstrate that combining these techniques have yielded an optimized version of JAWS with much improved performance. The deployment of the protocol optimization strategies reduced H'ITP processing time and the improved file cache implementation minimized synchronization overhead. The use of a tuned Thread Pool strategy removes thread creation overhead and minimizes the resource utilization of the server.
JAWS Blackbox Analysis
We conclude rhis section by comparing the benchmark results of the optimized JAWS against Netscape Enterprise and the Zeus Web servers. Figures 18-21 provide a new insight using the same metrics described in Section 2.3. These metrics reveal the following conclusion: JAWS is capable of outperforming the best existing Web servers.
This result confirms that a open flexible Web server framework is capable of providing equivalent performance to the best commercial Web servers. We believe this achievement is possible due to JAWS' adaptive framework that allowed us to systematidly tune run-time parameters to optimize JAWS' performance. With automated adaptation, it should be possible for JAWS to dynamically adjust its behavior at run-time to handle different server load conditions than those encountered during our benchmarking tests, Further evidence of the need for adaptivity is seen in the performance difference between JAWS and Netscape Enterprise. Although JAWS consistently outperforms Enterprise under heavy loads, Enterprise consistently delivers higher server throughput during light loads. These results indicate the need to alter server behavior to handle light vs. heavy loads. Further relsearch is necessary to reveal how Enterprise delivers this perfamance.
Summary of Web Server Optimization Techniques
This section s t n " the most significant determinants of Web server performance. These observations are based on our studies of existing W(: b server designs and implementation strategies, as well as our experience tuning JAWS. These studies reveal the primary targets for optimizations to develop high perfc~rmance Web servers. In general, processes should bepre-forked to avoid the overhead of djmamic process creation. However, it is preferable to use lighhveight concurrency mechanisms (e.& using POSIX threads) to minimize context switching overhead. As with processes, dynamic thread creation overhead can be avoided by pre-spawing threads into a pool at server start-up.
Specialized OS features:
Often times, OS vendors will provide specialized progriming interfaces which may give better performance. For example, Windows NT 4.0 provides the Transmi t F i l e function, which uses the Windows NT virtual memory cache manager to retrieve the file data.
Transmi t F i l e allows data to be prepended and appended before and after the file data, respectively. This is particularly well-suiteld for Web servers since they typically send H'ITP header data with the requt:sted file. Hence, all the data to the client can be sent in a single system call, which minimizes mode swilching overhead.
Usually, these interfaces must be benchmarked carefully against standard MIS to understand the conditions for which the special interface will give better performance. is accumulated overhead from iterative use of the read and write system calls to access the filesystem, unless the file is small enough to be retrieved or saved in a single call.
Caching can be effectively performed using memory-mapped files, available in most forms of UNIX and on Windows NT.
0 Using "gather-write": On UNIX systems, the wri tev system call allows multiple buffers to be written to a device in a single system call. This is useful for Web servers since the typical server response contains a number of header lines in addition to the requested file. By using "gather-write", header lines need not be concatenated into a single buffer before being sent, avoiding unnecessary data-copying. 0 Pre-computing HTTP responses: Qpical HlTP requests result in the server sending back the H'ITP header, which contains the HlTP success code and the MIME type of the file requested, (e.g., text/plain). Since such responses are part of the expected case they can be pre-computed. When a file enters the cache, the corresponding HTI'P response can also be stored along with the file. When an H'ITP request arrives, the header is thus directly available in the cache.
Transport layer optimizations:
The following transport layer options should be configured to improve Web server performance over high-speed networks: 0 The listen backlog: Most TCP implementations buffer incoming HTTP connections on a kernel-resident "listen queue" so that servers can dequeue them for servicing using accept.
If the TCP listen queue exceeds the "backlog" parameter to the 1 is t en call, new connections are refused by TCP. Thus, if the volume of incoming connections is expected to be high, the capacity of the kernel queue should be increased by giving a higher backlog parameter (which may require modifications to the OS kernel).
Socket send buffers: Associated with every socket is a send buffer, which holds data sent by the server, while it is being transmitted aaoss the network. For high performance, it should be set to the highest permissible limit (Le., large buffers). On Solaris, this limit is 64k. 0 Nagle's algorithm (RFC 896): Some TCPDP implementations implement Nagle's Algorithm to avoid congestion. This can often result in data getting delayed by the network layer before it is actually sent over the network. Several latencycritical applications (such as X-Windows) disable this algorithm, (e.g., Solaris supports the TCPNO-DELAY socket option). Disabling this algorithm can improve latency by forcing the network layer to send packets out as soon as possible.
Concluding Remarks
The research presented in this paper was motivated by a desire to buiId high-performance Web servers. Naturally, it is always possible to improve performance with more expensive hardware (e.g., additional memory and faster CPUs) and a more efficient operating system. However, our research objective is to produce the fastest server possiblefor a given hardware/OS platform configuration. As shown in Section 2, we began by analyzing the performance of existing servers. The servers that performed poorly were studied to discover sources of bottlenecks. The servers that performed well were examined even more closely using whitebox techniques to examine what they did right. We found that checking and opening files creates significant overhead, which can be alleviated by applying perfect hashing and other caching techniques.
When network and file VO are held constant, however, the largest portion of the H'ITP request lifecycle is spent dispatching the GET request to the Protocol Handler that processes the request. The time spent in dispatching depends largely on the choice of the concurrency strategy. Our results show that no single concurrency strategy provides optimal performance in all circumstances.
In general, research on adaptive software has not been pursued deeply in the context of Web systems. Current research on Web server performance has emphasized caching [l 1,201, concurrency 17, and YO 112, 11. while our results corroborate that caching is vital to high performance, non-adaptive caching strategies do not provide optimal performance in Web servers [9]. Moreover, current server implementations and experiments rely on statically configured concurrency and VO strategies.
As a result of our empirical studies, we observed that servers relying on static, fixed strategies cannot behave optimally in many high load circumstances. Therefore, we conclude that high-performance Web servers must be adaptive, Le., be customizable to utilize the most beneficial strategy for particular traffic characteristics, workload, and hardware/OS platforms.
JAWS supports Web server adaptivity by providing a framework built using an adaptive communication environment (ACE) [15] . Future versions of JAWS will support prioritized request handling (to promote requests for smaller objects of requests for larger objects), dynamic protocol pipelines (to support optimal end-to-end data filtering operations, such as compression), as well as automatic configuration for concurrency, UO dispatching and caching strategies. We believe that combining these techniques will produce a Web server that exhibits extremely low latency and high throughput. The complete source code for JAWS is available at www.cs.wustl.edu/Nschmidt/ACE.html.
