This paper considers estimation and hypothesis testing in linear time series models when some or all of the variables have unit roots. Our motivating example is a vector autoregression with some unit roots in the companion matrix, which might include polynomials in time as regressors. In the general formulation, the variable might be integrated or cointegrated of arbitrary orders, and might have drifts as well. We show that parameters that can be written as coefficients on mean zero, nonintegrated regressors have jointly normal asymptotic distributions, converging at the rate T'/2. In general, the other coefficients (including the coefficients on polynomials in time) will have nonnormal asymptotic distributions. The results provide a formal characterization of which t or F tests-such as Granger causality tests-will be asymptotically valid, and which will have nonstandard limiting distributions.
INTRODUCTION
VECTOR AUTOREGRESSIONS have been used in an increasingly wide variety of econometric applications. In this paper, we investigate the distributions of least squares parameter estimators and Wald test statistics in linear time series models that might have unit roots. The general model includes several important special cases. For example, all the variables could be integrated of order zero (be "stationary"), possibly around a polynomial time trend. Alternatively, all the variables could be integrated of order one, with the number of unit roots in the multivariate representation equaling the number of variables, so that the variables have a VAR representation in first differences. Another special case is that all the variables are integrated of the same order, but there are linear combinations of these variables that exhibit reduced orders of integration, so that the system is cointegrated in the sense of Engle and Granger (1987) . In addition to VAR's, this model contains as special cases linear univariate time series models with unit roots as studied by White (1958) , Fuller (1976) , Dickey and Fuller (1979) , Solo (1984) , Phillips (1987) , and others.
The model and notation are presented in Section 2. Section 3 provides an asymptotic representation of the ordinary least squares (OLS) estimator of the zero mean, conditional on past values of Y,. When an intercept is included in a regression based on the canonical variables, the distribution of coefficients on the stationary canonical variates with mean zero is asymptotically normal with the usual covariance matrix, converging to its limit at the rate T1V2. In contrast, the estimated coefficients on nonstationary stochastic canonical variates are nonnormally distributed, converging at a faster rate. These results imply that estimators of coefficients in the original untransformed model have a joint nondegenerate asymptotic normal distribution if the model can be rewritten so that these original coefficients correspond in the transformed model to coefficients on mean zero stationary canonical regressors.
The limiting distribution of the Wald F statistic is obtained in Section 4. In general, the distribution of this statistic does not have a simple form. When all the restrictions being tested in the untransformed model correspond to restrictions on the coefficients of mean zero stationary canonical regressors in the transformed model, then the test statistic has the usual limiting x2 distribution.
In contrast, when the restrictions cannot be written solely in terms of coefficients on mean zero stationary canonical regressors and at least one of the canonical variates is dominated by a stochastic trend, then the test statistic has a limiting representation involving functionals of a multivariate Wiener process and in general has a nonstandard asymptotic distribution.
As a special case, the results apply to a VAR with some roots equal to one but with fewer unit roots than variables, a case that has recently come to the fore as the class of cointegrated VAR models. Engle and Granger (1987) have pointed out that such models can be handled with a two-step procedure, in which the cointegrating vector is estimated first and used to form a reduced, stationary model. The asymptotic distribution theory for the reduced model is as if the cointegrating vector were known exactly. One implication of our results is that such two-step procedures are unnecessary, at least asymptotically: if the VAR is estimated on the original data, the asymptotic distribution for the coefficients normalized by T1l2 is a singular normal and is identical to that for a model in which the cointegrating vector is known exactly a priori. This result is important because the two-step procedures have so far been justified only by assuming that the number of cointegrating vectors is known. This paper shows that, at a minimum, as long as one is not interested in drawing inferences about intercepts or about linear combinations of coefficients that have degenerate limiting distributions when normalized by T1l2, it is possible to avoid such two-step procedures in large samples. However, when there are unit roots in the VAR, the coefficients on any intercepts or polynomials in time included in the regression and their associated t statistics will typically have nonstandard limiting distributions.
In Sections 5 and 6, these general results are applied to several examples. Section 5 considers a univariate AR(2) with a unit root with and without a drift; the Dickey-Fuller (1979) tests for a unit root in these models follow directly from the more general results. Section 6 examines two common tests of linear restrictions performed in VAR's: a test for the number of lags that enter the true VAR and a "causality" or predictability test that lagged values of one variable do not enter the equation for a second variable. These examples are developed for a trivariate system of integrated variables with drift. In the test for lag length, the F test has a chi-squared asymptotic distribution with the usual degrees of freedom.
In the causality test, the statistic has a x2 asymptotic distribution if the process is cointegrated; otherwise, its asymptotic distribution is nonstandard and must be computed numerically. Some conclusions are summarized in Section 7.
THE MODEL
We consider linear time series models that can be written in first order form, The N x N matrix Q1/2 is thought of as the square root of the covariance matrix of some "structural" errors Q1/2 qt-The k X N constant matrix G is thought of as known a priori, and typically contains ones and zeros indicating which errors enter which equations. Note that because N might be less than k, some of the elements of Y, (or more generally, some linear combinations of Yt) might be nonrandom. It is assumed that A has k1 eigenvalues with modulus less than one and that the remaining k -k1 eigenvalues exactly equal one. As is shown below, this formulation is sufficiently general to include a VAR of arbitrary finite order with arbitrary orders of integration, constants and finite order polynomials in t. The assumptions do not, however, allow complex unit roots so, for example, seasonal nonstationarity is not treated. The regressors Yt will in general consist of random variables with various orders of integration, of constants, and of polynomials in time. These components in general are of different orders in t. Often there will be linear combinations of Yt having a lower order in probability than the individual elements of Yt itself. Extending Engle and Granger's (1987) terminology, we refer to the vectors that form these linear combinations as generalized cointegrating vectors. As long as the system has some generalized cointegrating vectors, the calculations below demonstrate that T-PYYY' will converge to a singular (possibly random) limit, where p is a suitably chosen constant; that is, some elements of Yt will exhibit perfect multicolinearity, at least asymptotically. Thus we work with a transformation of Yt, say Zt, that uses the generalized cointegrating vectors of Y, to isolate those components having different orders in probability. Specifically, let In general, F(L) need not be square even though D will be. In addition, for specific models fitting in the general framework (2.1), some of the rows given in (2.3) will be absent altogether. The lag polynomial Fll(L) has dimension k, x N, and it is assumed that El OF,,jF,'lj is nonsingular. Without loss of generality, Fjj is assumed to have full row rank kj (possibly equal to zero) for j = 2,... ,2g + 1, so that k j=llkj.
These assumptions ensure that, after appropriate rescaling, the moment matrix YZ,Z,' is (almost surely) invertible-i.e., no elements of Z, are perfectly multicolinear asymptotically-so that the OLS estimator of AD` is unique. The first order representation (2.1) characterizes the properties of the regressors Yt. In practice, however, only some of the k equations in (2.1) might be estimated. For example, often some of the elements of Yt will be nonstochastic and some of the equations will be identities. We therefore consider only n S k regression equations, which can be represented as the regression of CYt against yt-1, where C is a n x k matrix of constants (typically ones and zeros). With this notation, the n regression equations to be estimated are: The framework (2.1)-(2.3) is general enough to include many familiar linear econometric models. As an illustration, a univariate second order autoregression with a unit root is cast into this format, an example which will be taken up again in Section 5. Let the scalar time series variable x, evolve according to Second, the estimated coefficients on the elements of Z, having different orders of probability converge at different rates. When some transformed regressors are dominated by stochastic trends, their joint limiting distribution will be nonnormal, as indicated by the corresponding random elements in V. This observation extends to the model (2.1) results already known in certain univariate and multivariate contexts; for example, Fuller (1976) used a similar rotation and scaling matrix to show that, in a univariate autoregression with one unit root and some stationary roots, the estimator of the unit root converges at rate T, while the estimator of the stationary roots converges at rate T112. In a somewhat more general context, Sims (1978) .1) , computed using the regression (2.12), and (4.2), computed using the regression (2.13), are numerically equivalent.
As in Section 3, it is conveiient to rearrange the restrictions from the equation-by-equation ordering implicit in P to an ordering based on the rates of convergence of the various estimators. Accordingly, let P = PH, where H is the reordering matrix defined in Section 3, so that P contains the restrictions on the reordered parameter vector HS. Without loss of generality, P can be chosen to be upper triangular, so that the (i, j) block of P, Pjj is zero for i >j, where i, j = 1, ... , 2g + 1. Let the dimension of Pii be qi x nkj, so that q1 is the number of restrictions being tested that involve the nk1 coefficients on the transformed variables Z,1; these restrictions can potentially involve coefficients on other transformed variables as well. Similarly, q2 is the number of restrictions involving the nk2 coefficients on Z,2 (and perhaps also Z3,, .
g+ 1), and so forth, so that q = j= 1qj-
In the previous section, it was shown that the rates of convergence of the coefficients on the various elements of Z, differ, depending on the order in probability of the regressor. The implication of this result for the test statistic is that, if a restriction involves estimated coefficients that exhibit different rates of convergence, then the estimated coefficient with the slowest rate of convergence will dominate the test statistic. This is formalized in the next theorem. Before turning to specific examples, it is possible to make three general observations based on this result. First, in the discussion of Theorem 1 several cases were listed in which, after rescaling, the estimator 8 will have a nondegenerate jointly normal distribution and V will be nonrandom. Under these conditions, qF will have the usual x2 asymptotic distribution.
Second, suppose that only one restriction is being tested, so that q = 1. If the test involves estimators that converge at different rates, only that part of the restriction involving the most slowly converging estimator(s) will matter under the null hypothesis, at least asymptotically. This holds even if the limit of the moment matrix Z'Z is not block diagonal or the limiting distribution is nonnormal. This is the analogue in the testing problem of the observation made in the previous section that a linear combination of estimators that individually con: verge at different rates has a rate of convergence that is the slowest of the various constituent rates. In the proof of Theorem 2, this is an implication of the block diagonality of P *. have a joint asymptotic distribution that is a random mixture of normals and the Wald test statistic has an asymptotic x2 distribution; for more extensive discussions, see for example Johansen (1988) and Phillips (1988) . The key condition is that the integrated regressors and partial sums of the regression error be asymptotically independent stochastic processes. This circumstance seems exceptional in conventional VAR applications and we do not pursue it here. In this case, 82, 83 and 84 have nonnormal distributions. The F statistic testing 8 = 1 is the square of the Dickey-Fuller "fA" statistic testing the hypothesis that xt has a unit root, when it is maintained that xt is an AR(2) and allowance is made for a possible drift; its limiting representation is given by direct calculation using Theorem 2, which entails inverting the lower 3 x 3 diagonal block of V. The (nonstandard) limiting distribution of the F statistic testing the joint hypothesis that 83 = 1 and P = 0 can also be obtained directly using this framework. (6.8) no longer has full row rank, so an alternative representation must be developed. Informally, this can be seen by recognizing that, if X, is cointegrated and if there is a single cointegrating vector, then there can only be two distinct trend components since there is some linear combination of X, that has no stochastic or deterministic trend. Thus k3 + k4 will be reduced by one when there is a single cointegrating vector, relative to Case 1. A formal proof of this proposition proceeds by contradiction. Suppose that X, has a single cointegrating vector a (so that a'X, is stationary) and that k3 = 2. Let a = (1 a, a2)', so that  a jA= 0 implies that a can be rewritten as a = [1 a1 (-alA2 -A1 These transformations facilitate the analysis of the two hypothesis tests. In Case 1, A12(1) is the (1,2) element of the matrix of coefficients on Z?3 in (6.10), and it does not appear alone as a coefficient, or a linear combination of coefficients, on the stationary mean zero regressors. It follows that in Case 1 the restriction on A12(1) imparts a nonstandard distribution to the F statistic, even though the remaining restrictions involve coefficients on Zl. In Case 2, inspection of (6.12) leads to the same conclusion: A12(1) appears as a coefficient on Z?3, and A12(1) = 0 implies and is implied by the corresponding coefficient on Z?3 equaling zero. Thus the test statistics will have a nonstandard limiting distribution. However, because F22, F33, and F44 differ between Cases 1 and 2, the distributions of the F statistic will differ.
UNIVARIATE AUTOREGRESSIONS WITH UNIT

VAR'S WITH SOME UNIT ROOTS
Many hypotheses of economic interest can be cast as linear restrictions on the parameters of VAR's. This section examines F tests of two such hypotheses. The first concerns the lag length in the VAR, and the second is a test for
In both Case 1 and Case 2, the distribution of the F test depends on nuisance parameters and thus cannot conveniently be tabulated. However, since these nuisance parameters can be estimated consistently, the limiting distribution of the test statistic can be computed numerically. Since V is block diagonal, in both cases the statistic takes on a relatively simple (but nonstandard) asymptotic form. Let V denote the ( In Cases 3 and 4, X, is cointegrated and the situation changes. In both (6.14) and (6.16), A12(1) appears as a coefficient on D1t1 the "equilibrium error" formed by the cointegrating vector. Since g1t is stationary with mean zero, the estimator of A12(1) will thus be asymptotically normal, converging at the rate T1/2, and the F-test will have an asymptotic X2/P distribution.3
At first glance, the asymptotic results seem to depend on the arbitrarily chosen transformations (6.8), (6.11), (6.13), and (6.15). This is, however, not so: while these transformations have been chosen to make the analysis simple, the same results would obtain for any other transformation of the form (2.2) and (2.3). One implication of this observation is that, since X1t, X2t, and X3t can be permuted arbitrarily in the definitions of gt used to construct D and F(L) in the four cases, the F statistic testing the exclusion of any one of the regressors and its lags will have the same properties as given here for X2,1 and its lags.
The intuition behind these results is simple. Each element of Xt has a unit root -and thus a stochastic trend-in its univariate autoregressive representation. In Cases 1 and 2, these stochastic trends are not cointegrated and dominate the long run relation among the variables (after eliminating the effect of the deterministic time trend) so that a test of A12(1) = 0 is like a test of one of the coefficients in a regression of one random walk on two others and its lags. In contrast, when the system is cointegrated, there are only two nondegenerate stochastic trends. Including Xlt-l and X3,1 in the regression "controls for" these trends, so that a test of A12(1) = 0 (and the other Granger noncausality restrictions) behaves like a test of coefficients on mean zero stationary regressors. 3This assumes that ao * 0, so that there is a linear combination involving X2, which is stationary. If a, = 0, there is no such linear combination, in which case the test statistic will have a nonstandard asymptotic distribution.
PRACTICAL IMPLICATIONS AND CONCLUSIONS
Application of the theory developed in this paper clearly is computationally demanding. Application of the corresponding Bayesian theory, conditional on initial observations and Gaussian disturbances, can be simpler and in any case is quite different. Because the Bayesian approach is entirely based on the likelihood function, which has the same Gaussian shape regardless of the presence of nonstationarity, Bayesian inference need take no special account of nonstationarity. The authors of this paper do not have a consensus opinion on whether the Bayesian approach ought simply to replace classical inference in this application. But because in this application, unlike most econometric applications, big differences between Bayesian and classical inference are possible, econometricians working in this area need to form an opinion as to why they take one approach or the other.
This work shows that the common practice of attempting to transform models to stationary form by difference or cointegration operators whenever it appears likely that the data are integrated is in many cases unnecessary. Even with a classical approach, the issue is not whether the data are integrated, but rather whether the estimated coefficients or test statistics of interest have a distribution which is nonstandard if in fact the regressors are integrated. It will often be the case that the statistics of interest have distributions unaffected by the nonstationarity, in which case the hypotheses can be tested without first transforming to stationary regressors. It remains true, of course, that the usual asymptotic distribution theory generally is not useful for testing hypotheses that cannot entirely be expressed as restrictions on the coefficients of mean zero stationary linear combinations of Y,. These "forbidden" linear combinations can thus be characterized as those which are orthogonal to the generalized cointegrating vectors comprising the row space of D1, i.e. to those generalized cointegrating vectors that reduce Y, to a stationary process with mean zero. In particular, individual coefficients in the estimated autoregressive equations are asymptotically normal with the usual limiting variance, unless they are coefficients of a variable which is nonstationary and which does not appear in any of the system's stationary linear combinations.
Whether to use a transformed model when the distribution of a test of the hypothesis of interest depends on the presence of nonstationarity is a difficult question. A Bayesian approach finds no reason ever to use a transformed model, except possibly for computational simplicity. Under a classical approach, if one has determined the form of the transformed model on the basis of preliminary tests for cointegration and unit roots, use of the untransformed model does not avoid pretest bias because the distribution theory for the test statistics will depend on the form of the transformation. One consideration is that tests based on the transformed model will be easier to compute. Tests based on the two versions of the model will, however, be different even asymptotically, and might have different power, small-sample accuracy, or degree of pretest bias. We regard comparison of classical tests based on the transformed and untransformed models as an interesting open problem.
To use classical procedures based on the asymptotic theory, one must address the discontinuity of the distribution theory. It can and will occur that a model has all its estimated roots less than one and the stationary asymptotic theory (appropriate if all roots are in fact less than one) rejects the null hypothesis of the maximal root being greater than, say, .98, yet the nonstationary asymptotic theory (appropriate if the maximal root is one) fails to reject the null hypothesis of a unit root. In practice it may be usual to treat something like the convex closure of the union of the stationary-theory confidence region and the unit root null hypothesis as if it were the actual confidence region. Is this a bad approximation to the true confidence region based on exact distribution theory? We should know more than we do about this.
When nonstationarity itself is not the center of interest or when the form and degree of nonstationarity is unknown, the discontinuity of the asymptotic theory raises serious problems of pretesting bias. As we have already noted, in order to test a null hypothesis of Granger causal priority with the classical theory one must first decide on whether nonstationarity is present and, if so, its nature. To the extent that the results of preliminary tests for nonstationarity and cointegration are correlated with results of subsequent tests for causal priority, interpretation of the final results is problematic. When the preliminary tests suggest a particular nonstationary form for the model but at a marginal p-value of, say, .10 or .15, one could consider tests of the hypotheses of interest both under the integrated and nonintegrated maintained hypotheses. Results are likely often to differ, however, and this asymptotic theory offers no guidance as to how to resolve the differences with formal inference. This paper provides the asymptotic distribution theory for statistics from autoregressive models with unit roots. Now that these difficulties are resolved, it appears that a new set of issues-related to the logical foundations of inference and the handling of pretest bias-arise to preserve this area as an arena of controversy. 
