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Introduction
This paper studies some material related to the theory of locally compact quantum groups. Let us therefore first recall this concept.
Locally compact quantum groups
Let G be a locally compact group. Consider the C * -algebra C 0 (G) of continuous complex functions on G tending to 0 at infinity. It is well-known that the topological structure of G is encoded in the C * -algebraic structure of C 0 (G). The product in G gives rise to a coproduct on C 0 (G) in the following way. First we identify the minimal C * -tensor product C 0 (G) ⊗ C 0 (G) of C 0 (G) with itself with the C * -algebra C 0 (G × G) of continuous complex functions, tending to 0 at infinity on the cartesian product G × G of G with itself. Then we identify the C * -algebra C b (G × G) of continuous bounded complex functions on G × G with the multiplier algebra M (C 0 (G) ⊗ C 0 (G)) of C 0 (G) ⊗ C 0 (G). Now we define a * -homomorphism ∆ : C 0 (G) → M (C 0 (G) ⊗ C 0 (G)) by (∆(f ))(p, q) = f (pq) whenever f ∈ C 0 (G) and p, q ∈ G. This * -homomorphism is a comultiplication on the C * -algebra C 0 (G) and it carries all the information about the product in G. Indeed, the product in G can be recovered from this coproduct on C 0 (G). The theory of locally compact quantum groups is motivated by the above observation. Now a pair (A, ∆) of a C * -algebra A (not necessarily abelian) and a comultiplication ∆ on A is considered. The comultiplication ∆ on A is a * -homomorphism from A to the multiplier algebra M (A ⊗ A) of the minimal C * -tensor product A ⊗ A satifsying certain properties (such as coassociativity). The pair (A, ∆) will be a locally compact quantum group provided there exist left and right Haar weights. These are the non-commutative analogues of the left and the right Haar measures in the group case. In the general quantum case, the existence of such invariant weights is a part of the definition. For more information about the general theory of locally compact quantum groups, we refer to [K-V1] , [K-V2] and [K-V3] . See also [VD6] and [VD7] for a new, von Neumann algebraic approach to this theory.
About this paper
Very little knowledge about general locally compact quantum groups however is assumed for understanding this paper. Some notions of this general theory will help to have a better idea of the main results of this work. This paper should be readable (and of interest) for algebraists, familiar with some Hopf algebra theory, as well as operator algebraists, with some knowlegde about the operator algebra approach to quantum groups. Indeed, this paper mainly deals with multiplier Hopf * -algebras with positive integrals; the so-called algebraic quantum groups (cf. [VD3] ). It is well-known that the purely algebraic aspects of locally compact quantum groups can be studied -up to a certain levelwithin the special case of such algebraic quantum groups (see [VD5] ). In fact, historically, the development of the general theory was greatly motivated by the results on algebraic quantum groups. In the same spirit, the material studied in this paper is also expected to contribute to the further development of the general theory of locally compact quantum groups.
Motivation
The interest for what we are doing here, finds its origin in a question related with the above discussed role of the algebraic quantum groups in the general theory. Let G be a locally compact group. When is the associated pair (C 0 (G), ∆) an algebraic quantum group? More precisely, when is there a dense * -subalgebra A of C 0 (G) such that (A, ∆) is an algebraic quantum group? This is the case when G is discrete. Then A is the * -algebra of complex functions on G with finite support. It is also the case when G is a compact group. Now A is the * -algebra of polynomial functions (i.e. matrix elements for finitedimensional representations, considered as complex functions on the group G). And of course, trivial cases build from these two special cases, like the direct product of a discrete and a compact group, will also give rise to an algebraic quantum group. In an answer to this question is given. It turns out that C 0 (G) is an algebraic quantum group (in the above sense), if and only if the group G contains a compact open subgroup. Now, if K is a compact open subgroup of a locally compact group G, and if we let h be the characteristic function χ K of K, then h is a projection (i.e. a self-adjoint idempotent) in C 0 (G) and it satisfies the equation ∆(h)(1 ⊗ h) = h ⊗ h. One of the main objects that we study in this paper are precisely such projections in multiplier Hopf * -algebras. Throughout the paper, we will have this motivating example in mind. We will use it to illustrate the various objects that we introduce and the properties that we prove. In two forthcoming papers, we treat some other, more complicated examples together with some special cases (see and ).
Later in this introduction, we will recall some notions and conventions, used in this paper, together with the basic references. We also refer to the appendix for a review of the basic properties of multiplier Hopf algebras.
Content of the paper
In Section 1 of this paper, we will initiate the study of what we will call group-like projections in a multiplier Hopf * -algebra. These are (non-zero) elements h in a multiplier Hopf * -algebra A satisfying h 2 = h = h * (self-adjoint idempotents or projections) and moreover ∆(h)(1 ⊗ h) = h ⊗ h. We call such a projection group-like because, in the abelian case, it really comes from a subgroup (see Proposition 1.4 in Section 1). We found it quite remarkable how many properties of such a group-like projection can be proven from these elementary assumptions. This is done in Section 1.
In Section 2, we begin with showing that, if h is a central group-like projection in A (that is if ha = ah for all a ∈ A), then, as expected, the * -algebra Ah can be made into a compact quantum group by cutting down the multiplication, i.e. by defining ∆ 0 : Ah → Ah ⊗ Ah as ∆ 0 (a) = ∆(a)(h ⊗ h) when a ∈ Ah. The integral on Ah is obtained by restricting the integrals of A. This result is not very difficult. The rest of the section is devoted to the general case, where h is no longer assumed to be central. Now we take hAh as the underlying algebra and we have to cut down ∆ on both sides with h⊗h. We are left with a positive comultiplication which is no longer a homomorphism. We get a so-called compact quantum hypergroup (or an algebraic quantum hypergroup of compact type in the sense of ).
In Section 3 we study the equivalent of the algebra of functions that are constant on right cosets. More precisely, we study the 'right leg' of ∆(h) for a group-like projection h. It can be characterized as the smallest subspace C of A such that ∆(h)(A ⊗ 1) ⊆ A ⊗ C. It turns out that C is a * -subalgebra of A. It is also left invariant in the sense that the right leg of ∆(C) is contained in C. In the event that C is invariant under the antipode (this is the case when the left and the right leg of ∆(h) are the same), then (C, ∆) is a discrete quantum group. In the abelian case, this happens when the compact open subgroup K is normal. Then C is the discrete quantum group of functions of finite support on the quotient group G/K, now a discrete group. Again, in the general case, we have to cut down the comultiplication, still restrict to a smaller * -subalgebra C 1 and then we get what can be considered as a discrete quantum hypergroup (or an algebraic quantum hypergroup of discrete type in the sense of ).
Throughout these three preceding sections, we also consider the case of a pair of group-like projections, one smaller than the other. This is important for later work on what will be defined as a totally disconnected locally compact quantum group.
In the last section, Section 4, we formulate some conclusions and we discuss future research.
In an Appendix we first collect the basic definitions and properties about multiplier Hopf * -algebras (A, ∆), algebraic quantum groups (multiplier Hopf * -algebras with positive integrals) and duality. We also introduce and study the notion of the legs of ∆(a) for elements a ∈ A. We define left invariant subalgebras and prove some properties. These objects and results are used in the paper, but as they are of some general interest and not dependent upon the notion of a group-like projection, we have put this material in the appendix.
Notions and conventions, basic references
As we have mentioned already, this paper will mainly deal with purely algebraic objects. We will work with algebras A over C, possibly without identity, but always with a nondegenerate product. We use A ′ for the space of linear functionals on A. We will use M (A) to denote the multiplier algebra of A. The identity in an algebra, e.g. in M (A), will be denoted by 1 (while e will be used to denote the identity in a group). The identity map, say from A to itself, will always be denoted by ι. The (algebraic) tensor product A ⊗ A is again an algebra over C with a non-degenerate product. We identify e.g. A ⊗ C with A and therefore, the slice map ι ⊗ ω for an element ω ∈ A ′ is considered to be a map from A ⊗ A to A.
A comultiplication on A is a homomorphism ∆ : A → M (A ⊗ A) satisfying certain properties (such as coassociativity). A multiplier Hopf ( * -)algebra is a ( * -)algebra A with a non-degenerate product and a comultiplication ∆ satisfying certain conditions. A multiplier Hopf algebra is called regular if the opposite comultiplication ∆ op , obtained by composing ∆ with the flip, also satisfies these properties. In the case of a * -algebra it is assumed that ∆ is a * -homomorphism and regularity is automatic. For a multiplier Hopf algebra (A, ∆), we have the existence of a unique counit and a unique antipode.
Any Hopf ( * -)algebra is a multiplier Hopf ( * -)algebra. Conversely, if (A, ∆) is a multiplier Hopf ( * -)algebra and if A has an identity, it is a Hopf ( * -)algebra. So we see that the theory of multiplier Hopf algebras extends in a natural way the theory of Hopf algebras to the case where the underlying algebras are not required to have an identity. The use of Sweedler's notation in the case of Hopf algebras is a common practice. It is also justified in the case of multiplier Hopf algebras (see e.g. [Dr-VD] and [Dr-VD-Z] ) and whenever convenient, we will also do so in this paper.
Let (A, ∆) be a regular multiplier Hopf algebra. A linear functional ϕ on
Similarly, a non-zero right invariant linear functional on A is called a right integral.
If (A, ∆) is a multiplier Hopf * -algebra with a positive left integral, then there is also a positive right integral. We will use the term algebraic quantum group for such a multiplier Hopf * -algebra. In this paper, we mainly deal with algebraic quantum groups, defined in this sense. However, although for many of the results we need an integral, it is not so clear if the positivity of this integral is important. Still, we make the convention that integrals are assumed to be positive. This implies that our * -algebras are in fact operator algebras, i.e. that they can be represented as * -algebras of bounded operators on a Hilbert space.
We have collected the most important definitions and properties about multiplier Hopf * -algebras and algebraic quantum groups in an appendix. For more details, we refer to [VD1] , [VD3] and [VD-Z] . For results about ordinary Hopf algebras, we refer to the basic works [A] and [S] .
We will freely use results from these basic references in this paper. In particular, we will use ϕ to denote a left integral and we use ψ for a right integral. We use σ for the modular automorphism of ϕ, satisfying ϕ(ab) = ϕ(bσ(a)) for all a, b ∈ A. Similarly σ ′ is used for the modular automorphism of ψ. The modular element δ is a multiplier in M (A), defined and characterized by (ϕ ⊗ ι)∆(a) = ϕ(a)δ for all a ∈ A. It is invertible and the inverse satisfies (ι ⊗ ψ)∆(a) = ψ(a)δ −1 . Finally, there is the scaling constant ν defined by ϕ(S 2 (a)) = νϕ(a) where S is the antipode. We also have collected some of the main formulas relating these various objects, associated with the original pair (A, ∆) as well as with the dual pair (Â,∆), in the appendix. hospitality and financial support. In addition we also received support from The Research Council of Norway (NFR), the FWO-Vlaanderen and The Research Council of the K.U.Leuven. The second named author (Alfons Van Daele) is also grateful to his colleague Johan Quaegebeur at the University of Leuven for taking care of most of his teaching when he was on sabbatical (2002) (2003) .
1. Group-like projections in multiplier Hopf * -algebras Let (A, ∆) be a multiplier Hopf * -algebra. We begin with the definition of a group-like projection. This is essentially the basic object for the rest of the paper. We illustrate the notion by some basic examples and a simple, but important result (Proposition 1.4 below). We prove elementary properties of such group-like projections. We also show that, in the case of algebraic quantum groups, the 'Fourier transform' of a group-like projection is again a group-like projection in the dual (Â,∆).
Definition and examples of group-like projections
That h is a self-adjoint projection means that h 2 = h = h * . Recall also that in a multiplier Hopf algebra, we have ∆(a)(1 ⊗ b) ∈ A ⊗ A for all a, b ∈ A ⊗ A so that the equation in the definition in principle can occur.
We will always assume that h = 0 when we consider a group-like projection h in this paper.
Recall that an element a in a Hopf algebra is called group-like if ∆(a) = a ⊗ a. In general, this notion does not make much sense in a multiplier Hopf algebra. One rather has to look at elements in the multiplier algebra M (A) of A with this property. Here however, we use the term in a different sense. We call the element h group-like because, in the classical case, it behaves like the characteristic function of a subgroup. This was mentioned already in the introduction. It will also become clear from the following examples. They will motivate and justify the use of this terminology.
The first two examples are very simple and easy to understand. We include them mainly for didactical purposes. where n is the number of elements in K. It is easy to verify that h is a self-adjoint projection (observe that λ * p = λ p −1 ) and that it satisfies
Here are the (more interesting) topological equivalents of the examples in 1.2.
1.3 Examples i) Let G be a locally compact group. Consider the C * -algebra C 0 (G) of continuous complex functions on G vanishing at infiniy. The comultiplication ∆ is now defined by (∆(f ))(p, q) = f (p, q) when f ∈ C 0 (G) and p, q ∈ G. This will not be a multiplier Hopf * -algebra in general. However, if there is a compact open subgroup K of G, then it is shown in that there is a dense * -subalgebra A of C 0 (G) such that (A, ∆) is a multiplier Hopf * -algebra with integrals (i.e. an algebraic quantum group). The characteristic function h of K will be a self-adjoint projection in A satisfying the equation
ii) Let G be as in i), that is a locally compact group with a compact open subgroup K. Now consider the reduced group C * -algebra C * r (G). This is the C * -algebra generated by operators of the form p∈G f (p)λ p dp where integration is over the left Haar measure on G, where λ p is the translation operator on L 2 (G), defined by (λ p ξ)(q) = ξ(p −1 q) when ξ ∈ L 2 (G) and p, q ∈ G and where f ∈ C c (G), the space of continuous complex functions with compact support on G. The comultiplication on C * r (G) is given by
. Also in this case, there exists a dense * -subalgebra that is a multiplier Hopf * -algebra with integrals (see ). Again h, defined by h = 1 n p∈K λ p dp,
where n is the Haar measure of K, will be a group-like projection in the sense of Definition 1.1.
In both cases, the dense * -subalgebra is constructed by taking polynomial functions on the group G w.r.t. the open compact subgroup K. These are continuous complex functions f on G with compact support such that there exist finitely many continuous functions (f i ) on G and (g i ) on K satisfying
for all p ∈ G and k ∈ K. Again see .
There is also the following result, related with the first example above. Because it is rather fundamental for the motivation of the basic definition (Definition 1.1 of a group-like projection) and hence for the rest of this paper, let us formulate it as a separate result. 
As it is assumed that h = 0, we have K non-empty and so it follows that the identity e of the group must be in K. Then it follows that K −1 ⊆ K. Taking inverses, we also get the other inclusion and so K −1 = K.
Combined with the first result, namely that KK −1 ⊆ K, we finally get KK ⊆ K and we see that K is a group.
Conversely, if K is a group, then for any pair of elements p, q ∈ G we have p, q ∈ K if and only if pq, q ∈ K and then ∆(h)(1 ⊗ h) = h ⊗ h.
Apart from these motivating examples, we will also keep in mind some special cases:
1.5 Examples i) Assume that (A, ∆) is of compact type (see Definition 5.2 in [VD3] ), that is when A has an identity and hence when (A, ∆) is actually a Hopf * -algebra. Then obviously 1 is a group-like projection in the sense of the above definition.
ii) Assume that (A, ∆) is of discrete type (see again Definition 5.2 in [VD3] ), that is when there exists a non-zero element h ∈ A satisfying ah = ε(a)h for all a ∈ A. Then
These are two extreme cases. Taking the tensor product of a compact type with a discrete type, we get an example 'in between' by considering 1 ⊗ h. In the group case (Example 1.3.i) this would correspond to taking a direct product of a compact group with a discrete group and looking at the compact group as a subgroup of this direct product. Most of these examples are rather trivial. Even the two examples coming from a locally compact group with a compact open subgroup are not very difficult. We will use these examples throughout the paper for illustrating various results. However, all these examples are in a way too simple for a complete understanding. In we give more and less trivial examples. One of them is the quantum double. In a sense, this is a twisted version of the example mentioned above of the tensor product of a compact type with a discrete type.
Properties of group-like projections in algebraic quantum groups
Now, we give the first properties of such group-like projections. We will mainly deal with algebraic quantum groups.
1.6 Proposition Let (A, ∆) be an algebraic quantum group and h a group-like projection in A. Then also ∆(h)(h ⊗ 1) = h ⊗ h. Moreover ε(h) = 1 and S(h) = h (where ε is the counit and S the antipode of A).
Proof: Apply ε ⊗ ι to the defining equation ∆(h)(1 ⊗ h) = h ⊗ h. Then we get h 2 = ε(h)h. As h 2 = h and h is assumed to be non-zero, we obtain ε(h) = 1. Now, apply ι ⊗ ∆ to the defining equation and use the Sweedler notation (see the appendix) to obtain
Then apply S on the first leg, and multiply the first leg with the second one. We get
The last equality follows from the defining equation by taking adjoints. Now apply ι ⊗ ϕ, where ϕ is a positive left integral, to get S(h)ϕ(h) = hϕ(h). Because ϕ is faitful and h = 0, we have ϕ(h) = ϕ(h * h) = 0. Therefore S(h) = h. Combining with the above equation, we now get
and taking adjoints, we get the desired equation.
It is not clear if these results will still be true for any multiplier Hopf * -algebra (not an algebraic quantum group). Clearly still ε(h) = 1 will hold. When we apply ι ⊗ ε to the equation (S(h) ⊗ 1)∆(h) = h ⊗ h, we get S(h)h = h. If we take adjoints, we get h = hS(h) * = hS −1 (h). If we apply again S, we get S(h) = hS(h). If we also assume that ∆(h)(h ⊗ 1) = h ⊗ h, we get using a similar argument, that h = hS(h). Then also S(h) = h.
In some sense, the result proven earlier in Proposition 1.4, can be seen as an illustration of Proposition 1.6. Indeed, using the notations of 1.4 and 1.6, we see that ε(h) = 1 means e ∈ K while S(h) = h means K −1 = K.
The following results relate the various data of an algebraic quantum group with such a group-like projection.
1.7 Proposition Let (A, ∆) be an algebraic quantum group and let h be a group-like projection in A. Then the scaling constant ν is 1. We have hδ = h where δ is the modular element relating the left and the right integrals. Also σ(h) = σ ′ (h) = h where σ and σ ′ are the modular automorphisms for respectively the left and the right integrals.
Proof: Because S(h) = h we get S 2 (h) = h and so ϕ(h) = ϕ(S 2 (h)) = νϕ(h) where ϕ is the left integral. We have seen already that ϕ(h) = 0. So ν = 1.
Taking adjoints gives hδ = h.
We have ∆(h) = ∆(S 2 (h)) = (σ ⊗ σ ′ −1 )∆(h) (see Lemma 3.10 in [K-VD] and Proposition A.6 of the appendix). If we multiply on the left with h ⊗ 1 and on the right
So hσ(h) is a scalar multiple of h. However, as ϕ(hσ(h)) = ϕ(hh) = ϕ(h), we must have hσ(h) = h. Taking adjoints, and using that σ(h) * = σ −1 (h * ) (cf. Appendix), we also get h = σ −1 (h)h and if we apply σ, we find σ(h) = hσ(h). Hence, as also h = hσ(h), we get σ(h) = h. Similarly σ ′ (h) = h.
We see that the existence of a group-like projection implies that the scaling constant is trivial. For general locally compact quantum groups, we know examples with a non-trivial scaling constant (cf. [VD4] It is not possible to illustrate the previous proposition with the given examples. These are too simple for this purpose. Indeed, ν = 1 in these examples anyway and the modular automorphisms σ and σ ′ are also trivial. In the more general case of a (non-discrete) locally compact group, the modular function can be non-trivial. Then the property hδ = h is related with the fact that compact groups are unimodular. We refer to with non-trivial examples for an illustration of the above results.
In most of the paper, we will deal with a single group-like projection h. Then we can normalize the left integral ϕ and the right integral so that ϕ(h) = 1 and ψ(h) = 1. This is possible because we have that ϕ(h) > 0 and ψ(h) > 0 in general. Because the scaling constant ν equals 1, this joint normalization of the left and the right integral will give that ψ = ϕ • S. So, in most of the paper, when we only deal with one specific group-like projection h, we will assume that ϕ(h) = ψ(h) = 1.
On a few occasions, we will treat several group-like projections together. This will be done e.g. furhter in this section. In that case, we will not assume the normalizations above. We will clearly mention this fact when it appears.
The Fourier transform of a group-like projection
Now we want to study the Fourier transform of a group-like projection. The remarkable property is that it is again a group-like projection.
First we recall the framework, as it is reviewed in the appendix, needed to consider the Fourier transform.
So, as before, (A, ∆) is a multiplier Hopf * -algebra with positive integrals, i.e. an algebraic quantum group. We use B for the dualÂ and we take for the comultiplication ∆ on B the opposite comultiplication∆ op of the dual comultiplication∆ onÂ. We also use · , · for the pairing between A and B. Observe that one of the consequences of this convention is that S(a), b = a, S −1 (b) when a ∈ A and b ∈ B. As we explain in the appendix, this convention is very common in the theory of locally compact quantum groups.
For the Fourier transform, we make the choice F (a) = ϕ( · a) where ϕ is a left integral on A. We know that then the inverse transform is given by a = ϕ(S −1 ( · )b) when b = ϕ( · a), provided we have the correct relative normalization of the left integrals on A and on B (Proposition 3.4 in [VD5] ). Again, see the appendix for more details about this Fourier transform.
We have the following result.
Proposition
Let h be a group-like projection in the algebraic quantum group (A, ∆).
Then k is a group-like projection in the dual B.
Proof: Recall that we assume ϕ(h) = 1.
We first show that k 2 = k. We will again make use of the Sweedler notation for convenience. For any a ∈ A we have
Next we show that k * = k. By the definition of the adjoint on the dual, we have a, k * = S(a) * , k − = ϕ(S(a) * h) − for any a ∈ A. As ϕ is positive, hence self-adjoint, we get ϕ(S(a) * h) − = ϕ(hS(a)). Because S(h) = h we have ϕ(hS(a)) = ϕ(S(ah)).
Using the property ϕ(S(x)) = ϕ(xδ) for all x ∈ A, we get ϕ(S(ah)) = ϕ(ahδ). In Proposition 1.7 we found hδ = h. Combining all these equations, we get a, k * = ϕ(ah) = a, k for all a so that k * = k.
Finally, we show that ∆(k)(1 ⊗ k) = k ⊗ k. In the next series of equalities, we use that the product in B is dual to the coproduct in A, as well as many of the results about h from Propositions 1.6 and 1.7. We will need
Of course, the formulas that we have proven for h in the Propositions 1.6 and 1.7 will also be valid for k. And in fact, it is interesting to see how these various properties of k relate with the various properties of h. In , where we consider duality, we will see some of these results. We will e.g. show that h and k commute in the Heisenberg algebra.
At this point, it is interesting to have a look at the case of two group like projections, one smaller than the other.
As before, let (A, ∆) be an algebraic quantum group and let h and h ′ be two group-like projections in A. Now, we will not assume any specific normalization of the integrals. We consider the case h ≤ h ′ . In this algebraic setting, the inequality h ≤ h ′ means that hh ′ = h ′ h = h. Observe that one equation hh ′ = h implies the other h ′ h = h by taking adjoints.
Then, we also get the following property.
1.9 Proposition As before, let h and h ′ be group-like projections in an algebraic quantum group. Consider the (properly scaled) Fourier transforms k and k ′ of h and h ′ respectively. If h ≤ h ′ then k ′ ≤ k.
For any a ∈ A we get
Hence
We see that increasing projections h ≤ h ′ yield decreasing Fourier transforms k ′ ≤ k.
Examples and some special cases
It is not hard to illustrate the results of Proposition 1.8 in the case of our motivating examples. Take the example of a discrete group (Example 1.2.i and 1.2.ii). These two cases are dual to each other. Using the pairing f, λ p = f (p), we see that k, defined as 1 n p∈k λ p (with n = #K), and h, defined as χ K , satisfy
We use ϕ(f ) = 1 n p∈G f (p) (taking care of the correct normalization of ϕ).
The last thing we will do in this section is to consider two special cases: i) h is central in A and ii) k is central in B. In the case of the example i) in 1.2, of course A is abelian and h is automatically central. When the group is not abelian, B is not abelian. It turns out that k being central is related with the fact that K is a normal subgroup. The reader should have this example in mind for a better understanding of some aspects of the rest of the paper. We first formulate (and prove) the main result in this connection. Then we give some comments.
1.10 Proposition With the notations as before, the following are equivalent:
Proof: Let us first show that i) and ii) are equivalent. It is clear that i) implies ii) and we only have to show the converse. So, assume that hA = Ah. Take any a ∈ A.
Then there exists an a ′ ∈ A so that ha = a ′ h. Then
So ha = hah for all a ∈ A. Taking adjoints, we get that also ah = hah for all a.
Hence ha = ah for all a ∈ A. Therefore also ii) implies i). Now we will prove that i) and iii) are equivalent. Take a pair of elements a, a ′ ∈ A.
Using that ϕ is σ-invariant, we get
Now we know from the appendix that
for all a ∈ A and b ∈ B. If we use this formula in the previous one, we get
On the other hand, we also have (a)).
So we see that condition iii) is equivalent with the equality
for all a, a ′ ∈ A. This is of course true when h is central. So i) implies iii). Conversely, if iii) holds, then this equaltiy is true for all a, a ′ ∈ A. By the faithfulness of ϕ, it then follows that hσ(a) = σ(a)h for all a ∈ A. Then h is central. This proves the equivalence of i) and iii) Finally, let us show that ii) and iv) are equivalent. From the definition of k (see also the previous calculations), we get
So, condition iv) will hold if and only if Ah = hA, that is if ii) holds.
Condition iv) simply means that 'the right leg' of ∆(k) is the same as its 'left leg' (see the appendix for some more details about how to define these 'legs'). Condition iii) looks strange, but, as we saw in the proof, it is the dual version of condition i). So, the equivalence of iii) and iv) is as the equivalence between i) and ii).
By duality, we also have this result when we replace h by k. So, we get e.g. that k is central if and only if the two legs of ∆(h) coincide.
In the case of a group, we have S 2 = ι and also δ = 1 in B. Then h is central and ∆(k) is symmetric. In this case, k will be central if the left leg of ∆(h) coincides with its right leg. Now, recall that h is the characteristic function of the subgroup K. These two legs of ∆(h) are nothing else but the functions that are constant on right, respectively left cosets. These are the same if and only if K is a normal subgroup.
We will come back to these various cases later, especially, in the beginning of Section 2 and of Section 3.
Compact quantum hypergroups
As before, let (A, ∆) be a multiplier Hopf * -algebra and assume that h is a group-like
We have seen that, in the case of an algebraic quantum group, automatically also ∆(h)(h ⊗ 1) = h ⊗ h and that ε(h) = 1 and S(h) = h (cf. Proposition 1.6). In any case, let us assume that also ∆(h)(h ⊗ 1) = h ⊗ h. We know that then the two other formulas, namely ε(h) = 1 and S(h) = h, are also true.
In this section, we will first consider the case where h is a central projection. Then, we will see that Ah is a compact quantum group. In this paper, by a compact quantum group, we mean a Hopf * -algebra with a positive integral (i.e. an algebraic quantum group of compact type in the sense of [VD3] ). This is essentially the algebraic ingredient of a compact quantum group as defined in the C * -algebraic sense by Woronowicz (see [W] ). In the general case, when h is not a central projection, we consider hAh and we encounter a compact quantum hypergroup (in the sense of [De-VD1]). We use the basic examples to illustrate the results. They turn out to give the classical Hecke algebras.
The case of a central group-like projection
The following result is fairly easy to obtain.
Proposition
Assume that h is central in A and denote A 0 = Ah. Then A 0 is a Hopf * -algebra when we define the coproduct ∆ 0 on A 0 by ∆ 0 (a) = ∆(a)(h ⊗ h).
To prove coassociativity of ∆ 0 , let a ∈ A 0 and write
and the coassociativity of ∆ 0 follows from the coassociativity of ∆.
We also see that
It is not so hard to verify that the counit ε 0 for ∆ 0 is simply the restriction of ε to A 0 because ε(h) = 1. Similarly, the antipode S 0 is given by the restriction of S to A 0 as S(h) = h.
If (A, ∆) is a multiplier Hopf * -algebra with integrals, we get the following.
2.2 Theorem Let (A, ∆) be an algebraic quantum group. Assume that h is a central group-like projection. Then (A 0 , ∆ 0 ) is a compact quantum group when, as in the previous proposition, A 0 = Ah and ∆ 0 is defined by ∆ 0 (a) = ∆(a)(h ⊗ h). The Haar functional on A 0 is given by the restriction of the left integral on A to A 0 .
Observe that the property hδ = h, proven in Proposition 1.7, gives that the left and the right integrals on A have the same restriction to A 0 (as expected).
The typical example to illustrate the above result is coming from a compact open subgroup K of a locally compact group G. In this case, as we saw in Example 1.3.i, A is the * -algebra of 'polynomial functions' on G and h is the characteristic function of K. As A is abelian, h will be central and (A 0 , ∆ 0 ) is nothing else but the Hopf * -algebra of polynomial functions on the compact group K.
The general case
In the general case, when h is no longer assumed to be central, we have a far more complicated situation.
To begin with, Ah is no longer a * -algebra. If it is a * -algebra, then Ah = hA and we have seen in Proposition 1.10 that then h is central. There are two ways to get a * -algebra. On can either take hAh or one can consider AhA. But only on the first one, it seems to be possible to define some kind of a comultiplication. Now, we must restrict on both sides by h ⊗ h as we show in the following proposition.
Proposition Let
Then ∆ 0 is a unital, positive map from A 0 to A 0 ⊗ A 0 and it is coassociative.
Proof: This is all more or less obvious. The proof of the coassociativity is essentially the same as in Proposition 2.1. The positivity can be seen as follows:
for any a ∈ A 0 .
One can show that ∆ 0 is not only positive, but also completely positive. Recall that complete positivity for ∆ 0 means that ∆ 0 ⊗ ι defined on A 0 ⊗ M n (C) is still positive for all n where M n (C) is the * -algebra of n by n complex matrices with the usual * -operation. Because it is not essential here, we will not give details.
The counit ε can be restricted to A 0 and will give a unital * -homomorphism ε 0 from A 0 to C satisfying the usual conditions:
for all a ∈ A 0 . The antipode S can also be restricted to A 0 because S(h) = h. This restriction S 0 is a anti-homomorphism of A 0 and it satisfies S 0 (S 0 (a) * ) * = a and
for all a ∈ A 0 . Recall that ∆ op 0 is the opposite comultiplication, obtained by composing ∆ 0 with the flip. Unfortunately, these conditions are too weak to fully characterize the antipode. If e.g. A 0 is abelian and coabelian, the identity map will also satisfy these formulas.
Let us now proceed in the case of an algebraic quantum group. We get the following results about the integrals. We denote by ϕ 0 the restriction of the left integral ϕ to the algebra A 0 .
2.4 Proposition Assume that (A, ∆) is an algebraic quantum group and that h is a group-like projection in A. Let A 0 and ∆ 0 be as in Proposition 2.3. The left integral ϕ and the right integral ψ coincide on A 0 . The restriction ϕ 0 of ϕ to A 0 is a positive linear functional on A 0 satisfying
Proof: This is essentially straightforward. For the second equatity, we use that the left integral ϕ and the right integral ψ coincide on A 0 . This is so because hδ = h.
Remark that h is the identity in A 0 and so these are the usual formulas to express left and right invariance of the functional ϕ 0 . Observe also that ϕ 0 (h) = ϕ(h) and that this is non-zero. It follows that left and right invariant functionals are unique (and equal).
In the case of an algebraic quantum group, the antipode on the pair (A 0 , ∆ 0 ) can be characterized using the relation with the invariant integral in the following way.
Proposition
We assume again that h is a group-like projection in the algebraic quantum group (A, ∆). We will use the notations of before. So again, S 0 is the restriction of the antipode to the * -subalgebra A 0 . Also for this restriction we have
because σ(h) = h and hbh = b. We know that
(see e.g. Proposition A.4 in the appendix). A similar calculation will give that
So, because S(h) = h, we get the desired formula.
We know that the formula in the previous proposition characterizes the antipode in the case of an algebraic quantum group. However, we need to know that all elements in A 0 can be written as (a linear combination of) elements of the form
where a, b ∈ A 0 . This is true for (A, ∆). Indeed, the linear span of
This stronger condition will not remain valid for the pair (A 0 , ∆ 0 ) however. In general, it will not be true that
See the examples below.
On the other hand, we do have the weaker condition. This is the content of the next proposition.
Proposition We have
Proof: If the result is not true, then there is a non-zero linear functional ω on A 0 that kills all the elements of the right hand side. By the fact that ϕ 0 remains faithful on the subalgebra A 0 , it follows that (ω ⊗ ι)∆ 0 (a) = 0 for all a ∈ A 0 . Now apply the counit ε 0 to get ω(a) = 0 for all a. This is a contradiction.
If we combine all these results, we get the following.
Theorem
The pair (A 0 , ∆ 0 ) is an algebraic quantum hypergroup of compact type (in the sense of [De-VD1]).
Recall that it is called of compact type because the algebra A 0 has an identity. We get an algebraic version of a compact quantum hypergroup as it was introduced by Chapovsky and Vainerman, see e.g. [C-V] (and some earlier references therein).
In the next section, we will encounter an algebraic quantum hypergroup of discrete type (see Theorem 3.17).
In the previous section, we have looked at the situation of a pair of group-like projections h, h ′ ∈ A such that h ≤ h ′ . For the results in this section, this situation is not really very interesting because the corresponding algebra hAh is simply a subalgebra of h ′ Ah ′ (because h = h ′ h = hh ′ . Remark however that the coproduct on the smaller one is not just the restriction of the coproduct on the bigger one. One has to cut down further with h ⊗ h on each side.
Examples
Let us now look at our examples and see what we get for the pair (A 0 , ∆ 0 ) in these simple special cases.
2.8 Examples i) First take the case of a (discrete) group G with a finite subgroup K.
Let A be the group algebra CG and put h = 1 n p∈K λ p as in Example 1.2.ii.
When the group K is a normal subgroup, we have, for any q ∈ G,
and h is central. Here Ah is the group algebra of the quotient group G/K. ii) Again, let K be a finite subgroup of G, not necessarily normal. Let A and h be as in i). For any q ∈ G we have
Let us denote this element by π(q) and observe that it only depends on the double coset KqK. For the product of such elements, we have
For the coproduct ∆ 0 , we get ∆ 0 (π(q)) = (1 ⊗ h)∆(π(q))(1 ⊗ h)
The counit ε 0 is given by the restriction of ε and so ε(π(q)) = 1 for all q. The antipode S 0 is given by the restriction of S and so S 0 (π(q)) = π(q −1 ). Observe that in general, π(q −1 )π(q) = 1 so that the formula m(S 0 ⊗ ι)∆ 0 (a) = ε 0 (a)1, true in a Hopf algebra, will not hold here. Similarly it will not be true that ∆
For the integral, we have ϕ(λ p ) = 0 except for p = e, the identity in the group. So, when we restrict, we will get ϕ 0 (π(q)) = 0 when q / ∈ K. Remark that π(q) = h if and only if q ∈ K. In that case of course, ϕ 0 (π(q)) = 0.
Finally, let us look at the formula in Proposition 2.5. And first, let us calculate (ι ⊗ ϕ 0 )(∆ 0 (π(q))(1 ⊗ π(q ′ )) for any two elements q, q ′ ∈ K. We get π(q)ϕ 0 (π(q)π(q ′ )) = π(q) 1 n r∈K ϕ 0 (π(qrq ′ )). This is 0 except when π(q ′ ) = π(q −1 ) and in that case, it is π(q), provided we use the normalization ϕ(h) = 1. Similarly, (ι ⊗ ϕ 0 )(1 ⊗ π(q))∆ 0 (π(q ′ )) = 0 except again when π(q ′ ) = π(q −1 ), in which case the expression is π(q ′ ). We see that these elements indeed span A 0 and that the antipode S 0 satisfies the equality of Proposition 2.5.
The case of Example 1.2.i. is too trivial to mention.
Let us now also consider the example with a compact open subgroup of a locally compact group. Again Example 1.3.i. is not very interesting and also here, we only look at the second case in Example 1.3.
Example
Let G be a locally compact group with a compact open subgroup K. Consider the reduced C * -algebra C * r (G) and its dense multiplier Hopf * -algebra A of polynomial functions (as in Example 1.3.ii). Take for h the characteristic function of K, as sitting in A. We have seen that h is a group-like projection. If K is a normal subgroup, the element h is central and we end up by considering the group algebra of the (disrete) quotient group G/K. In general, when K is not assumed to be a normal subgroup, we must consider the algebra A 0 , defined as hAh. This consists of elements of the form G f (p)λ p dp where f is a continuous function with compact support on G, constant on double cosets K\G/K. The coproduct ∆ 0 on hAh is given by the formula
when f ∈ hAh where as before, n is the measure of K. The counit and antipode on A 0 are the restrictions of the counit and antipode on A and the same is true for the integral ϕ 0 on A 0 . In fact, because the space of double cosets will be a discrete space, we get a compact quantum hypergroup of the same type as in the previous example. Indeed, it is still possible to consider the elements π(q) for any q ∈ G. Now they are defined, similarly as in Example 2.8.ii by
and A 0 is again the linear span of these element π(q) with q ∈ G. As before, we will get ∆ 0 (π(q)) = π(q) ⊗ π(q) for all q ∈ G. Also ε 0 (π(q)) = 1 and S 0 (π(q)) = π(q −1 ) for all q. Finally, also ϕ 0 (π(q)) = 0 except for q ∈ K.
We finish this section with some remarks.
2.10 Remarks i) As we saw in Proposition 2.3, the situation is quite nice, and in fact not very surprising, when h is a central group-like projection. When the projection is not central, we have considered the * -algebra hAh as this algebra still carries a reasonable structure (it is a compact quantum hypergroup). ii) In the Example 2.8.ii, where we have a (discrete) group G with a finite subgroup K, the algebra we get is nothing else but the classical Hecke algebra H(G, K) (see e.g. Section 2.10 in [G-H-J]). Also the Example 2.9 gives an algebra of this type. iii) In general however, this algebra may be rather small and contain too little information. Consider e.g. the case of G = GL(2, Q) with the subgroup K = SL(2, Z).
Consider the group algebra (as in Example 2.9) so that A 0 is the convolution algebra with functions constant on double cosets. In this example, this algebra turns out to be abelian and it will not contain much information about the pair (G, K). See e.g. [Kr] . iv) Finally, let us make a short remark about terminology. In the Examples 1.2.i and 1.3.i, the group-like projection h is central as the algebras are abelian. We have that A is an algebra of functions on the group G and Ah is an algebra of functions on the subgroup K. In we plan to give some other, perhaps more interesting examples of compact quantum hypergroups obtained in this way.
Discrete quantum hypergroups
In this section, we will study another * -algebra associated with a group-like projection. The case is dual to the case considered in the previous section as we show in the second paper on this subject ( . We will consider the dual objects to Ah, hA and hAh.
In the previous section, we got a compact quantum group if h is central. In this section, we first look at the case where the two legs of ∆(h) coincide. This will yield a discrete quantum group. Recall that in this paper, a discrete quantum group is an algebraic quantum group with co-integrals (i.e. an algebraic quantum group of discrete type as in [VD3] , see also [VD2] ). In the general case, we will encounter discrete quantum hypergroups (in the sense of [De-VD1]). Again, we also consider the basic examples. In this case, the underlying algebras consist of functions that are constant on cosets (whereas in the previous section, we rather looked at the functions living on the subgroup).
We begin with considering the algebra C. The reader should have in mind that this is dual to Ah and in fact the (inverse) Fourier transform of the space Bk (see again for more details about this point of view).
The left invariant * -subalgebra C Again, we start with the general situation and see what is possible. So, to begin with, let (A, ∆) be any multiplier Hopf * -algebra and h a group-like projection in A. We will assume that (A, ∆) is regular.
In what follows, we will use the definitions and results of the appendix concerning the legs of the coproduct (cf. Definition A.11 and following).
Notation
Let C denote the right leg of ∆(h). If we work with several group-like projections (see further in this section), we will write C h . But we can drop the index because most of the time, we only work with a single group-like projection.
By the self-adjointness of ∆(h), we certainly have that C is a * -subspace of A. But we can prove more. We have the following properties of elements in C. Clearly ω(h) = ε(a) and because every element in C is of this form, we have proven i).
Proposition
To prove ii), start again with ∆(h)(1 ⊗ h) = h ⊗ h, apply ∆ ⊗ ι, use coassociativity and multiply with a ⊗ 1 ⊗ 1 to get 1) ). Again, we get all elements x in C and so we proved ii).
Now take a linear functional ω on A and apply
To prove iii), we start with ∆(a)(1 ⊗ h) = a ⊗ h, where a ∈ C, and we apply ι ⊗ ∆. We will also use the Sweedler notation and write (∆ ⊗ ι)∆(a) = a (1) ⊗ a (2) ⊗ a (3) .
Then a (1) ⊗ (a (2) ⊗ a (3) )∆(h) = a ⊗ ∆(h). Now apply S on the first leg of this equation and multiply to get
The left hand side is (1 ⊗ a)∆(h) and so we get the result.
Observe that we have proven condition iii) from condition ii) without the need for any other property of h. This fact will be used later, in the proof of Proposition 3.4.
Proposition
The space C is a * -algebra and ∆(C)(A ⊗ 1) ⊆ A ⊗ C. We have h ∈ C.
Proof:
We have shown already that C is * -invariant. To show that it is a subalgebra, take any a ∈ C and a ′ ∈ A. Then, from iii) in the previous proposition, we get
Take an element ω ∈ A ′ and apply ω ⊗ ι to this equation. We get ab ∈ C where b = (ω ⊗ ι)(∆(h)(a ′ ⊗ 1)). This proves that C is an algebra.
We have that ∆(h)(A ⊗ 1) is a subspace of A ⊗ C. If we apply ∆ ⊗ ι and multiply with A ⊗ 1 ⊗ 1 we get
When we apply a linear functional ω on the first leg of this equation, we get
Finally, it is not difficult to see that h ∈ C. Indeed, for any a ∈ A with ε(a) = 1 we get h ∈ C from applying ε ⊗ ι to the expression ∆(h)(a ⊗ 1).
We see that the right leg of ∆(C) lies again in C. Therefore, C is a left invariant *subalgebra of A (see Definition A.13 in the appendix).
Observe that condition i) in Proposition 3.2, together with the left invariance of C also implies ii) in that proposition.
The algebra C in the case of an algebraic quantum group
Now, and further in this section, we will assume that the pair (A, ∆) is an algebraic quantum group. As before, we will use ϕ for a left integral and ψ for a right integral. Given the group-like projection h, we assume that these two integrals are normalized so that ϕ(h) = 1 and ψ(h) = 1.
First of all, in this case, we can use the formulas ii) and iii) in Proposition 3.2 to characterize elements in C. This is done in the following proposition.
3.4 Proposition Let (A, ∆) be an algebraic quantum group and let C be the right leg of a group-like projection h in A. Then
Proof: Suppose that a ∈ A and that ∆(a)(1 ⊗ h) = a ⊗ h. We saw in the proof of Proposition 3.2 that it then follows that also (1 ⊗ a)∆(h) = (S(a) ⊗ 1)∆(h). Apply the right invariant functional ψ to get ψ(h)a ∈ C. As we know that ψ(h) = 0, we will have a ∈ C. Then this proposition follows from Proposition 3.2.
It is not clear if this result is true in general (that is if we do not assume the existence of integrals).
As an application of the above result, let us look again at the case of two group-like projections h and h ′ with h ≤ h ′ .
We have seen already in Section 1 that
This is a simple consequence of the definitions and the formula h = h ′ h.
Now denote by C h and by C h ′ the right legs of ∆(h) and ∆(h ′ ) respectively.
Proposition
With the notation and conditions as above, we have C h ′ ⊆ C h .
Proof: Because ∆(h ′ )(1 ⊗ h) = h ′ ⊗ h, it follows from Proposition 3.4 that h ′ ∈ C h . By the left invariance of C h , it follows that also the right leg of ∆(h ′ ) sits in C h . This proves the result.
We see that, increasing projections give rise to decreasing algebras. Compare with the result we found in Proposition 1.9 where we saw that a similar sitation happened with the Fourier transform of group-like projections. Now again, consider the case of a single group-like projection. We prove some more properties about C that are easy consequences of the properties of h and the definition of C.
3.6 Proposition Let (A, ∆) be an algebraic quantum group and as before, let C be the right leg of ∆(h) for a group-like projection h in A. Then S 2 (C) = C and also σ(C) = C. In fact, σ(a) = S 2 (a) for all a ∈ C. We also have Cδ = δC = C.
Proof:
We have seen (in Proposition 1.6 and Proposition 1.7) that σ(h) = h and S(h) = h, so also S 2 (h) = h. Then
We use that ∆(σ(a)) = (S 2 ⊗ σ)∆(a) for all a ∈ A to get the last formula (see Proposition A.5 in the appendix). It follows that indeed S 2 (C) = C and σ(C) = C. Moreover, combining the two formulas we get
and this will imply that σ and S 2 coincide on C.
To prove the second statement, start from the equality hδ = h, proven in Proposition 1.7 and apply ∆ to get ∆(h)(δ ⊗ δ) = ∆(h). It follows that Cδ = C and by taking adjoints also that δC = C.
From one of the formulas in Proposition A.9 in the appendix, it follows that for any algebraic quantum group (A, ∆) with a unimodular dual (i.e. when left and right integrals on the dual coincide), we have that σ = S 2 on A. In particular, because a compact quantum group is unimodular, we have this property on a discrete quantum group. In the previous proposition, we see that also σ = S 2 on this subalgebra C. This is not unexpected as we will see later that C shares also other properties with discrete quantum groups. The last formula in the previous proposition says that δ and δ −1 are also multipliers of C.
In general, we will not have that C is left invariant by the antipode S. We have that S(C) is the left leg of ∆(h). It will also be a * -subalgebra of A, now a right invariant one. We will only have S(C) = C if the two legs of ∆(h) are the same. This is one of the special cases we have considered in Section 1 (cf. Proposition 1.10), but in its dual form. We will show that the pair (C, ∆) is a discrete quantum group if S(C) = C (see Theorem 3.8 below). Then we know that we must have that the * -algebra C is a direct sum of matrix algebras. Now, it turns out that this is already the case, also when we do not assume that S(C) = C. We obtain this in the next proposition.
Proposition Let (A, ∆) be an algebraic quantum group and h a group-like projection.
Let C be the right leg of ∆(h). Then C is a direct sum of matrix algebras.
Proof: Take a ∈ A and write ∆(h)(1 ⊗ a) = a i ⊗ b i . Let V be the vector space spanned by the elements b i . We see that Ca ⊆ V . In particular, Ca is finitedimensional for all a ∈ A. Similarly, aC is finite-dimensional for all a. Then also CaC will be finite-dimensional for all a ∈ A. So, CaC will be a finite-dimensional two-sided * -ideal of C for all self-adjoint elements a ∈ C. Because we are working with operator algebras (i.e. * -algebras with enough positive linear functionals), such a two-sided * -ideal must be in itself a finite-dimensional operator algebra, so a direct sum of matrix algebras. Now, take any a ∈ C. We know that ψ(h)a = (ψ ⊗ ι)(∆(h)(1 ⊗ a)) when ψ is a right integral. We also know that there is an element e ∈ A such that (e ⊗ 1)∆(h)(1 ⊗ a) = ∆(h)(1 ⊗ a) (see Proposition A.7 in the appendix). If we apply ψ ⊗ ι, we see that a ∈ Ca. Taking adjoints, also a ∈ aC. Combining, we get a ∈ CaC. So any element of C belongs to such a sum of matrix algebras in C. Hence C will be a direct sum of matrix algebras.
We have seen already that ah = ε(a)h for all a ∈ C and so Ch is a one-dimensional component of C. The complement of this component in this direct sum decomposition is precisely the kernel of ε on C. Observe that not very much is needed about h, except for the fact that C is a * -algebra. Indeed, in , we will obtain a similar result as above for any left invariant * -subalgebra with a non-trivial relative commutant in the dual algebra B.
Let us now combine the result of Proposition A.15 in the appendix (exitence of local units in C) with the one of Proposition 3.7. Let elements a 1 , a 2 , . . . , a n in A be given and let e ∈ C so that a i e = a i for all i. Because of the structure of C (being a direct sum of matrix algebras), we can find a projection f in C such that ef = e. This element will still satifsfy a i f = a i for all i. It is not difficult to show that in fact, we have two-sided local units for A that are projections (in C). This strengthens the result in Proposition A.15.
The comultiplication ∆ on C in the case when S(C) = C As mentioned before, the algebra C should be considered as the dual object to Ah, or more precisely, as the inverse Fourier transform of Bk where k is the Fourier transform of h. This means that the condition S(C) = C should be viewed as dual to the condition S(Ah) = Ah, or again more precisely, as S(Bk) = Bk. This is the case when Bk = kB since S(k) = k. This means that k is central. Therefore it is quite natural to start with this case, just as in Section 1 where we first considered the case where h is central. In the special case where S(C) = C, we have that C is left invariant by ∆ and that (C, ∆) is actually a discrete quantum group. This is the content of what follows. Let (A, ∆) be an algebraic quantum group and assume that h is a grouplike projection such that the left and the right legs of ∆(h) coincide. Then (C, ∆) is a discrete quantum group. The element h is the co-integral. Proof: We have ∆(C)(A⊗1) ⊆ A⊗C and by the symmetry also ∆(C)(1⊗A) ⊆ C⊗A. This will give ∆(C)(C ⊗ 1) ⊆ C ⊗ C and ∆(C)(1 ⊗ C) ⊆ C ⊗ C. So, the maps T 1 and T 2 , defined by T 1 (a ⊗ b) = ∆(a)(1 ⊗ b) and T 2 (a ⊗ b) = (a ⊗ 1)∆(b) will go from C ⊗ C to C ⊗ C. Of course they are injective on C ⊗ C as they are already injective on A ⊗ A. The inverse of the map T 1 on A ⊗ A is given by
Theorem
and it follows from the fact that C is invariant under S, that also T −1 1 will map C ⊗ C into itself. Similarly for T 2 . Therefore (C, ∆) is a multiplier Hopf * -algebra.
Clearly h is a co-integral as ah = ε(a)h for all a ∈ C (and also ha = ε(a)h by taking adjoints). It follows that C is a discrete quantum group (Definition 5.2 in [VD3] , see also Definition A.8 in the appendix).
So, this theorem is a dual version of Theorem 2.2 in the previous section. In , where we study all these objects in duality, we will come back to these two special cases and see how they are dual one to the other.
Let us now illustrate this case with two examples.
3.9 Examples i) First let K be a finite subgroup of a (discrete) group G. Let A be the group algebra and let h = 1 n p∈K λ p (see Example 1.2.ii). Of course, as A is coabelian, ∆(h) is symmetric. Here, the algebra C is nothing else but the group algebra of K.
ii) Let K be an open compact subgroup of a locally compact group G and let A be the algebra of polynomial functions on G as in Example 1.3.i. Assume that K is normal and let h = χ K , the characteristic function of K. The right leg of ∆(h) consists of continuous functions with compact support and constant on right cosets. Because K is assumed to be a normal subgroup, the right cosets are the same as the left cosets and so we get that the two legs of ∆(h) are the same. The discrete quantum group we get here is precisely the one associated to the discrete group G/K. The algebra C is now the algebra of complex functions with finite support on G/K.
Now we will see what is still possible in the general case, that is when the algebra C is not invariant under the antipode S. It is more or less obvious that we have to consider the intersection C ∩ S(C). This is the step dual to taking hAh in the previous section. Indeed, hAh = Ah ∩ hA and hA = S(Ah).
3.10 Proposition Let C 1 = C ∩ S(C). Then C 1 is a * -subalgebra of A, invariant under the antipode. We still have AC 1 = A.
Proof: We know that C and S(C) are * -subalgebras. Therefore, the intersection is also a * -subalgebra. Because S 2 (C) = C, we have S(C 1 ) = C 1 .
We claim that elements x of the form (ψ ⊗ ι)(∆(a)(b ⊗ 1)) with a, b ∈ C belong to C 1 . Indeed, by the left invariance of C we get x ∈ C because a ∈ C. We also know that x = S(y) where y = (ψ ⊗ ι)((a ⊗ 1)∆(b)) (see Proposition A.4 in the appendix) and so y ∈
Next, take any finite number of elements a 1 , a 2 , . . . , a n in A. By Proposition A.15 we have an element p ∈ C such that
for all i. If we apply ψ we get again a i e = a i for all i with e = (ψ ⊗ ι)∆(h)(p ⊗ 1). By the result we just proved, e ∈ C 1 . So we find local units for A in C 1 . Then
We see from this proposition that C 1 is still imbedded non-degenerately in A (as AC 1 = A and by taking adjoints, also C 1 A = A). Again, we can consider the multiplier algebra M (C 1 ) as sitting inside M (A) (see a remark in the appendix, following Proposition A.15). We have h ∈ C 1 because h ∈ C and S(h) = h. Clearly S 2 (C 1 ) = C 1 because this holds for C. And as σ = S 2 on C, the same is true on the smaller algebra C 1 . Finally, we still have C 1 δ = δC 1 = C 1 because this holds for C and because S(δ) = δ −1 . So, δ and δ −1 are still multipliers of C 1 . Of course, also C 1 is a direct sum of matrix algebras. Now, we would like to consider the comultiplication on C 1 . We saw in Theorem 3.8 that ∆ leaves C invariant if S(C) = C. We can not expect that ∆ leaves C 1 invariant. Just as in the compact case (Section 2), we have to use a projection map to get down to C 1 . As in that case, also here we will no longer have a comultiplication in the usual sense as it will not be a homomorphism anymore. It will be a positive linear map, still satisfying coassociativity (as was the case in Proposition 2.3). We will use the projection maps E : A → C and E ′ : A → S(C) that we will introduce in the following proposition. Recall that we use left and right integrals ϕ and ψ resp. that are normalized w.r.t. our group-like projection h. So ϕ(h) = ψ(h) = 1. Remember that ψ( · h) = ϕ( · h) because hδ = h and that we use ϕ 0 for this functional. Then E and E ′ are positive, faithful conditional expectations from A onto C and S(C) respectively. The antipode converts one to the other and they commute with each other. Proof: First observe that the linear map E is positive because
Proposition
where we have used that h 2 = h = σ(h). To show that E is faithful, take a ∈ A and assume that E(a * a) = 0. It follows from the fact that ϕ is faithful, that then ∆(a)(1⊗h) = 0. As h = 0, we must have a = 0 (by the very definition of a multiplier Hopf algebra). So, E is a faithful positive map.
If a ∈ C, then ∆(a)(1⊗h) = a⊗h and we see that E(a) = a because ϕ(h) is assumed to be 1. If a ∈ C and b ∈ A we have
Similarly, or by taking adjoints, we get also E(ab) = aE(b) if a ∈ C and b ∈ A. Finally, we need to show that E(A) ⊆ C. We know from Proposition A.4 in the appendix that E(a) = S(x) where x = (ι ⊗ ϕ)(∆(h)(1 ⊗ a)) (using that σ(h) = h). So x belongs to the left leg of ∆(h) and consequently S(x) sits in the right leg of ∆(h). We find E(a) ∈ C for all a ∈ A.
A similar argument will work for E ′ . Now, for any a ∈ A we have
Similarly we can get E ′ (S(a)) = S(E(a)). It is also possible to obtain this from the previous formula, using that S 2 commutes with both E and E ′ . Finally, for any a ∈ A, we have
and by the coassociativity of ∆ this turns out to be the same as E(E ′ (a)). This proves the proposition.
It follows that the composition E ′ E will be a positive, faithful conditional expectation from A onto C 1 . We can write E ′ E(a) = (ϕ 0 ⊗ ι ⊗ ϕ 0 )∆ (2) (a) for all a ∈ A.
Before we continue, let us make the following observation. One can verify that the maps E and E ′ are adjoint to the maps from B to B given by b → bk and b → kb respectively. This explains part of the results of the above proposition. The composition EE ′ is the adjoint of the map b → kbk on B.
Now, we are almost ready to define a positive comultiplication ∆ 1 on C 1 . The following lemma will be provide the last formula to make this possible.
3.12 Lemma For any a ∈ A, we get Before we continue, we must make a remark about the formula in the lemma. Indeed, we are applying the maps E ⊗ ι and ι ⊗ E ′ to an element in M (A ⊗ A) and this is not completely obvious. One solution to this problem is to give a meaning to the equation in the lemma by multiplying at the right places with elements of A (or better, with elements in C 1 ). Another, more elegant solution is to extend these maps to M (A ⊗ A). We know how to do this for non-degenerate homomorphisms. In a similar way, this can be done for these conditional expectations. Take e.g. an element m ∈ M (A) and define a multiplier
when c ∈ C. It is easy to verify that E(m) is a well-defined element in M (C). Also E, as a map from M (A) to M (C), satisfies the expected properties (like E(1) = 1). In a similar way, one can extend the maps E ′ , E ⊗ ι and ι ⊗ E ′ .
The comultiplication ∆ 1 on C 1
The following is an easy consequence of Lemma 3.12.
Proposition
Then ∆ 1 (C 1 )(1 ⊗ C 1 ) ⊆ C 1 ⊗ C 1 and ∆ 1 (C 1 )(C 1 ⊗ 1) ⊆ C 1 ⊗ C 1 . We also have that ∆ 1 is coassociative on C 1 .
Proof: We know that ∆(a)(A ⊗ 1) ⊆ A ⊗ C when a ∈ C. Because ∆ 1 = (ι ⊗ E ′ )∆ and E ′ (C) ⊆ C 1 we also get ∆ 1 (a)(A ⊗1) ⊆ A ⊗C 1 for all a ∈ C. Similarly, we know that ∆(a)(1 ⊗A) ⊆ S(C) ⊗A when a ∈ S(C). And now, because also ∆ 1 = (E ⊗ι)∆ and E(S(C)) ⊆ C 1 we get ∆ 1 (a)(1 ⊗ A) ⊆ C 1 ⊗ A for all a ∈ S(C). So
Then also
To prove coassociativity we use that ∆ 1 (a) = (ι ⊗ ϕ 0 ⊗ ι)∆ (2) (a) so that
We get the same right hand side if we calculate (∆ 1 ⊗ ι)∆ 1 (a).
This map ∆ 1 will not be a homomorphism, but it will again be positive. The reason for this is that ∆ is a * -homomorphism and that the maps E, E ′ are positive. It also follows from the expression ∆ 1 (a) = (ι ⊗ ϕ 0 ⊗ ι)∆ (2) (a) and the positivity of ϕ 0 . Also here, as in the case of ∆ 0 , defined in Proposition 2.3, it can be shown that ∆ 1 is completely positive, but again this fact is of no interest for this paper.
We have a counit for this new comultiplication on C 1 . It is simply the restriction of the original comultiplication ε to C 1 . We obtain a * -homomorphism from C 1 to C still satisfying the axioms for a counit on the new comultiplication. Indeed, when a ∈ C 1 we have
and similarly (ι ⊗ ε)∆(a) = a.
The integrals on the pair (C 1 , ∆ 1 ) and the antipode.
First, we look for the left and right integrals on the algebra C 1 , considered with the positive comultiplication ∆ 1 . These present no problem because of the following result.
Lemma
The left and right integrals ϕ and ψ on A are both invariant under E and E ′ .
Proof: We have ψ(E(a)) = (ψ ⊗ ϕ 0 )∆(a) = ψ(a)ϕ 0 (1) = ψ(a) ϕ(E ′ (a)) = (ϕ 0 ⊗ ϕ)∆(a) = ϕ 0 (1)ϕ(a) = ϕ(a).
On the other hand, because ϕ 0 (δ) = ϕ(δh) = ϕ(h) = 1 and also ϕ 0 (δ −1 ) = 1, we have
It follows easily from this that the restrictions of ϕ and ψ to C 1 are still left, resp. right invariant for the new comultiplication. Indeed, let e.g. a ∈ C 1 . Then
Observe also that the automorphisms σ and σ ′ leave C 1 globally invariant and so they will still be automorphisms for the restrictions.
Now we look at the antipode and its relation with ∆ 1 and with the integrals. We have seen already that S leaves C 1 invariant. Also E ′ (S(a)) = S(E(a)) for all a ∈ A. Then we get, for all a ∈ A,
as expected. However, we also know that this property does not characterize the antipode completely. We must, as we did also in Section 2, look at the relation with the integrals. We have the following result.
3.15 Proposition For all a, b ∈ C 1 we have
where we use that b ∈ S(C) and therefore E ′ (xb) = E ′ (x)b for all x ∈ A. Now, apply the left integral ϕ and use that ϕ is invariant for E ′ to get
Similarly we have
Then the result follows because we already have
for all a, b ∈ A.
Also here it is possible to prove the following result. It is the dual version of Proposition 2.6 of the previous section.
Proposition We have
Again, the result follows essentially from the faithfulness of ϕ and the existence of the counit (cf. the proof of Proposition 2.6). If we combine the previous results, we arrive at the following theorem, which is a dual version of Theorem 2.7 in the previous section. Let (A, ∆) be an algebraic quantum group and h a group-like projection in A. Let C 1 = C ∩ S(C)) where C is the right leg of ∆(h) and let ∆ 1 be the coproduct defined on C 1 as in Proposition 3.13. Then (C 1 , ∆ 1 ) is an algebraic quantum hypergroup of discrete type (as introduced in [De-VD1]).
Theorem
It is of discete type because there is a co-integral, namely h itself. In our second paper on this subject , we will see (C 1 , ∆ 1 ) is the dual version of the compact quantum hypergroup (A 0 , ∆ 0 ) from Theorem 2.7. More precisely, it is in duality with (B 0 , ∆ 0 ), defined in a similar way as A 0 .
Let us now finish this section with the basic examples.
3.18 Examples i) Let K be a finite subgroup of a (discrete) group G. Consider the group algebra of G and let h = 1 n p∈K λ p as in Example 1.2.ii (where n is the number of elements in K). Because ∆ is coabelian, the left and right legs of ∆(h) coincide so that C 1 = C. Then also ∆ 1 = ∆ and we are in the situation of Example 3.9.i. The pair (C, ∆) is nothing else but the group algebra of K. A similar situation occurs if we take a compact open subgroup of a locally compact group G and h as in Example 1.3.ii. Now, we will get the * -subalgebra of C * r (K) consisting of polynomial functions on K. This is a discrete quantum group. ii) Again, let K be a finite subgroup of a group G, but consider the algebra A of functions with finite support on G and pointwise operations. Take for h the characteristic function of K as in Example 1.2.i. The right leg C of ∆(h) is the * -algebra of functions f with finite support on G and such that f (pk) = f (p) for all p ∈ G and k ∈ K. Similarly, C 1 will be the * -algebra of functions f with finite support on G and such that f (kpk ′ ) = f (p) for all p ∈ G and k, k ′ ∈ K. The conditional expectations E and E ′ are given by
where again, n is the number of elements in K, and where f ∈ A and p ∈ G. The coproduct ∆ 1 on C 1 satisfies
It is easily verified that the pair (C 1 , ∆ 1 ) is indeed an algebraic quantum hypergroup of discrete type.
iii) In a completely similar way, we can look at the case of a locally compact group G with a compact open subgroup. Now, the algebra A is the algebra of polynomial functions and also h is the characteristic function of K (as in Example 1.3.i). For C we get the * -algebra of continuous complex functions with compact support on G, constant on right K-cosets. For C 1 we get the * -algebra of continous functions with compact support on G, constant on double K-cosets. In the first case, this is the algebra of complex functions with finite support on the qoutient space G/K, while in the second case, this is the algebra of complex functions with finite support on the double quotient space K\G/K. The sums in the previous example become (normalized) integrals over K. So, the coproduct ∆ 1 on C 1 is given by the formula
where the normalized Haar measure on K is used.
We can make a remark, similar as Remark 2.10.iv in the previous section. Depending on the point of view, we can think of the algebras C and C 1 either as discrete quantum (hyper) qoutient groups or discrete quantum (hyper) subgroups.
Conclusions and further research
In a forthcoming paper , we study the objects, obtained in this paper, in duality. This will only be possible for algebraic quantum groups. In Section 1 of this paper, we have already shown that the Fourier transform k of a group-like projection h is again a group-like projection in the dual (Â,∆) of (A, ∆). Therefore, we can also consider the algebras, associated with the projection k in the dual:Âk, kÂk, D and D 1 . This will be done in .
We will look at the relative position of the algebras C and D in the Heisenberg algebra.
Here, the Heisenberg algebra is the algebra generated by A and its dualÂ with the Heisenberg commutation relations between elements of A andÂ. It turns out that C and D are exactly each others relative commutants:
This result is of the same type as a well-known result in the theory of crossed products, cf. [L] . We also prove some result in the other direction. We show that any left invariant * -subalgebra C of A with a non-trivial relative commutant D, must be the right leg of ∆(h) for a group-like projection h ∈ A. It follows that then D is the relative commutant of C. So, we obtain a one-to-one correspondence between certain left invariant * -subalgebras and group-like projections.
In , we also investigate two types of relations between the objects obtained in Section 2 (the compact quantum (hyper) subgroups) and those obtained in Section 3 (the discrete quantum (hyper) subgroups). One aspect is the duality between those two. The other one is the Fourier transform that maps one object to its dual object.
We will also include more examples in and illustrate our results using these examples. Related is also the work on algebraic quantum hypergroups .
Further research
In this paper, we have essentially only treated the case of an algebraic quantum group. A few results were also shown to be true for all multiplier Hopf * -algebras and probably more results are correct in this more general situation. It is one possible direction of future research: What can still be done for general multiplier Hopf algebras? In and , when studying special cases and examples, we also go beyond the case of algebraic quantum groups. It is an indication that some of the objects we studied and results we obtained, can also be studied in the more general setting of locally compact quantum groups. Remember that already in this introduction, we mentioned that algebraic quantum groups serve as a laboratory for work on general locally compact quantum groups.
One of the related problems is that of characterizing the algebraic quantum groups among the general locally compact quantum groups. There is now a solution to this problem in the abelian case (i.e. for C 0 (G)) and in the dual, coabelian case (i.e. for the dual of C 0 (G), the reduced group C * -algebra C * r (G) of G), see . The solution in these two special cases may inspire a possible solution in the general case. A related question that remains open is the following. Is there always a group-like projection in an algebraic quantum group? Observe that the answer is positive in the abelian and the coabelian case.
Another related problem is to find some structure theorem for algebraic quantum groups. What we have in mind is the special case of a locally compact group G with a normal compact open subgroup K. Then G is a cocycle crossed product of K with G/K. Similar constructions exist in the theory of locally compact quantum groups (see [V-V] ). One can hope that this work could be used to understand the structure of an algebraic quantum group (more likely even when there exists a group-like projection).
Totally disconnected locally compact groups have a local basis of the identity consisting of compact open subgroups. Taking into account the results in this paper, we propose the following definition of a totally disconnected locally compact quantum group. It should be an algebraic quantum group (A, ∆) with the property that there exists a decreasing net (h λ ) λ of group-like projections in A such that the associated * -algebras C λ , the right legs of ∆(h λ ), increase to A. Remark that we have shown in Section 3 that indeed, these algebras will give a increasing net. So, we just require that any element of A belongs to such an algeba C λ for some λ. It is not so hard to show that in this case, also the associated smaller * -algebras C λ ∩ S(C λ ) will increase to A. In any case, it is expected that the development of a theory of totally disconnected locally compact quantum groups will depend heavily on the results in this paper. Finally, not only compact open quantum subgroups of a locally compact quantum groups can be studied, but also compact quantum subgroups, closed quantum subgroups, ... and similar questions can be asked about such subgroups.
A to itself. These two homomorphisms are again non-degenerate and can be extended to M (A ⊗A). If again we use the same symbols for these extensions, it makes sense to require coassociativity for ∆ in the form (∆ ⊗ ι)∆ = (ι ⊗ ∆)∆. If A is a * -algebra, also A ⊗ A is a * -algebra and in this case, we require ∆ to be a * -homomorphism. Here, the motivating example is the algebra A of complex functions with finite support on a group G. In this case, ∆ is defined on A by (∆(f ))(p, q) = f (pq) whenever f ∈ A and p, q ∈ G. One has to consider elements in M (A ⊗ A) as complex functions on G × G. Coassociativity is an easy consequence of the associativity of the product in G.
We are now ready to recall the definition of a multiplier Hopf algebra (cf. [VD3] ).
A.1 Definition A multiplier Hopf ( * -)algebra is a ( * -)algebra A with a non-degenerate product and a comultiplication ∆ satisfying certain conditions: It is assumed that the two linear maps, defined from
are injective, map into A ⊗ A and actually have all of A ⊗ A as their range. A multiplier Hopf algebra is called regular if the opposite comultiplication ∆ op , obtained by composing ∆ with the flip, also satisfies these properties.
In the case of a * -algebra, regularity is automatic. Again the motivating example is the algebra of complex functions with finite support on a group G with the comultiplication ∆ defined as before. The necessary conditions on ∆ are an easy consequence of the fact that the maps (p, q) → (pq, q) (p, q) → (p, pq) are bijective from G × G to itself in the case of a group. For a multiplier Hopf algebra (A, ∆), we have the existence of a unique counit and a unique antipode as in the following proposition.
A.2 Proposition There exists a unique homomorphism ε from A to C, called the counit,
for all a ∈ A. We give a meaning to these equations by multiplying, left or right, with elements in A. There also exists a unique anti-homomorphism S from A to M (A), called the antipode, satisfying
for all a ∈ A, where m stands for the multiplication on A, viewed as a linear map from M (A) ⊗ A or A ⊗ M (A) to A. Again one multiplies with an element in A to give a meaning to these formulas. If A is a regular multiplier Hopf algebra, then S maps into A and it is bijective. If A is a multiplier Hopf * -algebra, then ε is a * -homomorphism while S satisfies S(a * ) = (S −1 (a)) * for all a.
Any Hopf ( * -)algebra is a multiplier Hopf ( * -)algebra. Conversely, if (A, ∆) is a multiplier Hopf ( * -)algebra and if A has an identity, it is a Hopf ( * -)algebra. So we see that the theory of multiplier Hopf algebras extends in a natural way the theory of Hopf algebras to the case where the underlying algebras are not required to have an identity. For the theory of multiplier Hopf ( * -)algebras, we refer to [VD3] Such integrals on regular multiplier Hopf algebras are unique (up to a scalar) and if a left integral ϕ exists, also a right integral exists (namely ϕ • S). Integrals are automatically faithful. This means (for the left integral ϕ) that ϕ(ab) = 0 for all a will imply b = 0 and similarly when ϕ(ba) = 0 for all a. If (A, ∆) is a multiplier Hopf * -algebra with a positive left integral, then there is also a positive right integral. This result is non-trivial. It was first shown in [K-VD] but recently, a simpler proof has been obtained in [DC-VD]. We will use the term algebraic quantum group for such a multiplier Hopf * -algebra. In this paper, we mainly deal with algebraic quantum groups, defined in this sense (although probably, some of the results will still be true without the assumption of positivity of the integrals). We refer to [VD7] and [VD-Z3] for details and we will freely use results from these basic references in this paper. In particular, we use ϕ to denote a left integral and we use ψ for a right integral. We use σ for the modular automorphism of ϕ, satisfying ϕ(ab) = ϕ(bσ(a)) for all a, b ∈ A. Similarly σ ′ is used for the modular automorphism of ψ. The modular element δ is a multiplier in M (A), defined and characterized by (ϕ ⊗ ι)∆(a) = ϕ(a)δ for all a ∈ A. It is invertible and the inverse satisfies (ι ⊗ ψ)∆(a) = ψ(a)δ −1 . It is also characterized by the formula ϕ(S(a)) = ϕ(aδ) for all a ∈ A. Finally, there is the scaling constant ν defined by ϕ(S 2 (a)) = νϕ(a) where S is the antipode. Recently, it is shown in [DC-VD] that this scaling constant is trivial (ν = 1) for any multiplier Hopf * -algebra with positive integrals. There are however examples with non-trivial scaling constant if positivity of the integrals is not assumed.
There are many formulas relating these various objects and they can be found in the basic references. Nevertheless, let us recall the most important onces, used in this paper.
In the first proposition below, we formulate a well-known relation of the antipode with the left and the right integrals, important for this paper (see e.g. the proof of Proposition 3.11 in [VD7] ).
A.4 Proposition For any a, b ∈ A, when
Similarly, when 1) ).
Furthermore, we have the following various formulas.
A.5 Proposition
We have ε(δ) = 1, S(δ) = δ −1 and σ(δ) = σ ′ (δ) = ν −1 δ. Furthermore σ ′ (a) = δσ(a)δ −1 for all a and Sσ ′ = σ −1 S. All the automorphisms S 2 , σ and σ ′ mutually commute and we have
for all a in A. In the case of a multiplier Hopf * -algebra, we have σ(a) * = σ −1 (a * ) for all a.
All these formulas can be found already in the original paper [VD7] . There is also the following result. It was first proven in [K-VD], Lemma 3.10, but we will give here another (new and simpler) argument.
A.6 Proposition For all a ∈ A we have ∆(S 2 (a)) = (σ ⊗ σ ′ −1 )∆(a).
Proof: Apply ε on the second leg in the formula for ∆ • σ to get
Next apply ε on the first leg in the formula for ∆ • σ ′ to obtain
Because ε(δ) = 1, it follows from σ ′ (a) = δσ(a)δ −1 that ε
and if we use the two previous formulas, we get from this that
Because ∆(S 2 (a)) = (S 2 ⊗ S 2 )∆(a), we get the desired formula.
For an algebraic quantum group, we have the existence of local units as in the following proposition.
A.7 Proposition Let (A, ∆) be an algebraic quantum group. For any finite number of elements {a 1 , a 2 , . . . , a n } in A there exists an element e ∈ A such that a j e = a j and ea j = a j for all j.
The proof of this result is found in [Dr-VD-Z] and the result is used a few times in this paper (in the proof of Proposition 3.7 and further in this appendix).
In this paper, also the following special cases of algebraic quantum groups play a role.
A.8 Definition Let (A, ∆) be an algebraic quantum group. It is called of compact type if the algebra A has an identity. It is called of discrete type if there is a left co-integral.
Recall that a left co-integral is a non-zero element h in A such that ah = ε(a)h for all a in A. If a left co-integral exists, there is also a right co-integral k satisfying ka = ε(a)k, namely k = S(h). If co-integrals exist, they are also unique up to a scalar.
The dual of an algebraic quantum group and the Fourier transform
For an algebraic quantum group (A, ∆), one can define a dual object ( A, ∆). As a vector space, A = {ϕ( · a) | a ∈ A}. Because of the existence of σ, it is also true that A = {ϕ(a · ) | a ∈ A}. Moreover, in these two cases, the left integral ϕ can be replaced by the right integral ψ (by applying the antipode). The product on A is dual to the coproduct on A while the coproduct ∆ is dual to the product in A. It is again an algebraic quantum group. The dual right integral ψ is given by the formula ψ(ω) = ε(a) when ω = ϕ( · a).
Observe that the dual of a compact type is of discrete type and vice versa.
In this paper, we use B for A and we equip B with the opposite coproduct ∆ op . We will now denote this coproduct on B by ∆. We get a dual pair of multiplier Hopf algebras (A, B) which is somewhat different than in the paper [Dr-VD] . The pairing is denoted by a, b for a ∈ A and b ∈ B. It is one of the consequences of this choice that S(a), b = a, S −1 (b) for all a ∈ A and b ∈ B. The dual right integral ψ becomes the left integral on B. The reason for making this choice is to make notations in accordance with the ones that are common in the general theory of locally compact quantum groups as developed in [K-V1] and [K-V2].
It is important to notice that the Sweedler notation can safely be used, also in the theory of multiplier Hopf algebras. One can write a (1) ⊗ a (2) for ∆(a) provided we have a covering of the first or the second factor, either through a product, from the left or the right, by an element in the algebra, or through a pairing with an element in the dual algebra B. We have used the Sweedler notation e.g. in the proofs of Proposition 1.6 and 1.8 of Section 1 (and also further in the paper). We refer to [Dr-VD] and [Dr-VD-Z] for more information about the use of the Sweedler notation and this technique of covering (see also ). All the objects that we have introduced for A, like δ, σ and σ ′ , also exist for B. We will use the same symbols in most cases as there will be no confusion. Only for the modular elements, we have to be a little more attentive. Remark that in general, the scaling constant for B is ν −1 when ν is the scaling constant for A. This is not so important for this paper because the algebraic quantum groups that are studied here have a trivial scaling constant (see Proposition 1.7 and following comments).
We will not only have all the formulas for these objects in B as we have for A, we also get some new ones, relating the various objects for A with those of B. Many of these results can be found e.g. in [Ku] . We collect some of them in the following proposition.
The results are related with the proof we have given before of Proposition A.6.
A.9 Proposition For the modular element δ in B we have a, δ = ε(σ(a)) = ε(σ ′ (a)) and a, δ −1 = ε(σ −1 (a)) = ε(σ ′ −1 (a)) for all a ∈ A. Furthermore, for the modular automorphism on B, we get a, σ(b) = S 2 (a)δ, b and a, σ −1 (b) = S −2 (a)δ −1 , b for a ∈ A and b ∈ B.
Proof: Let a, a ′ ∈ A and b = ϕ( · a) so that ϕ(b) = ε(a). If we let b ′ = a ′ , b (2) b (1) , then one can calculate that b ′ = ϕ( · aσ(a ′ )) and so ϕ(b ′ ) = ε(a)ε(σ(a ′ )). Then, from the formula (ϕ ⊗ ι)∆(b) = ϕ(b)δ, it will follow that a ′ , δ = ε(σ(a ′ )). It follows from the relation σ ′ (a) = δσ(a)δ −1 (see Proposition A.5) and ε(δ) = 1 that ε(σ(a)) = ε(σ ′ (a)) for all a and this proves the first part of the proposition.
We will prove the second part of the proposition first in its dual form. We start with the formula S −2 σ(a) = (ι⊗ε•σ)∆(a) (cf. the proof of A.6). Pairing with an element b ∈ B and combining with the first result in the proposition, we get precisely S −2 σ(a), b = a, bδ for all b. Moving S to the other side, we get σ(a), b = a, S −2 (b)δ for all b. If we dualize this formula, we get a, σ(b) = S 2 (a)δ, b , proving the first part of the desired result. The second part is obtained in a similar way, but it also follows easily from the first formula.
We must make a few comments before we continue. First, the formula a, δ = ε(σ(a)) involves a pairing between an element in A and an element in M (B). This can be given a meaning, but the formula can also be interpreted by considering the second form a ′ , b = a, bδ with a ′ = (ι ⊗ ε • σ)∆(a).
Similarly, we find formulas involving σ ′ (using e.g. that Sσ ′ = σ −1 S).
Let us now formulate some results about the so-called Fourier transform in this context. These results are not so essential for this paper, but they are of great importance in the second paper .
The Fourier transform F is considered here as a map from A to B and it is defined by F (a) = ϕ( · a). Let us fix the left integral ϕ on B with the formula given before and so ϕ(b) = ε(a) when b = F (a). If b = F (a), then it is not hard to show that a = ϕ(S −1 ( · )b) giving the formula for the inverse transform. Indeed, let a ∈ A and b = ϕ( · a). If x ∈ A and y ∈ B we find x, S −1 (y)b = x (1) , S −1 (y) ϕ(x (2) a) = a (1) , y ϕ(xa (2) ) using Proposition A.4. Then, using the definition of ϕ on B, we find ϕ(S −1 ( · )b) = ε(a (2) )a (1) = a.
In the case of a * -algebra, when we assume a positive left integral ϕ on A, we get ϕ(b * b) = ϕ(a * a) when b = ϕ( · a). Indeed, using the result above, we get ϕ(b * b) = ϕ(S −1 (S(b * ))b) = a, S(b * ) = S −1 (a), b * = a * , b − = ϕ(a * a).
This is 'Plancherel's formula'. It shows that the dual left integral on B is positive when the left integral on A is positive.
Finally, observe that, if A has an identity (i.e. when it is of compact type), then we have that the left integral ϕ on A is in B. It is clearly a left co-integral in B (and so B is of discrete type). On the other hand, if A is of discrete type and if h is a left co-integral in A, we see easily that ϕ( · h) will be the identity in B (provided ϕ(h) = 1). Remark that ϕ(h) can not be 0 as this would imply that ϕ(ah) = 0 for all a and this contradicts the fact that ϕ is faithful. Hence, B is of compact type.
The left and right legs of ∆(a) for a ∈ A
In our paper, we use the notion of the legs of ∆(a) for a in a regular multiplier Hopf algebra. We will discuss this concept here. Again, let (A, ∆) be a regular multiplier Hopf algebra. We will first say what we precisely mean by 'the right leg' (respectively 'the left leg') of ∆(a) for a single element a ∈ A or for a belonging to a subspace V ⊆ A. We begin with a lemma that prepares for this definition.
A.10 Lemma Let a ∈ A and assume that C is a subspace of A. Then, the following are equivalent: i) ∆(a)(a ′ ⊗ 1) ∈ A ⊗ C for all a ′ ∈ A, ii) (a ′ ⊗ 1)∆(a) ∈ A ⊗ C for all a ′ ∈ A. Proof: Suppose i) holds. Take a ′ ∈ A and write (a ′ ⊗ 1)∆(a) = a i ⊗ b i . Choose e ∈ A such that a i e = a i for all i (cf. Proposition A.7). Then (a ′ ⊗ 1)∆(a) = (a ′ ⊗ 1)∆(a)(e ⊗ 1) ⊆ (a ′ ⊗ 1)(A ⊗ C) ⊆ A ⊗ C.
Therefore ii) holds. Similarly, ii) implies i) and this proves the lemma.
A.11 Definition The smallest subspace C with the properties in the lemma will be called the right leg of ∆(a). In a similar way, we can define the left leg of ∆(a) for a single element a ∈ A, as well as the left and right legs of ∆(V ) for a subspace V of A.
Because the product in C is non-degenerate, it makes sense to consider the multiplier algebras M (C) and M (A ⊗ C). It also follows that ∆(C) ⊆ M (A ⊗ C) for a left invariant subalgebra. It is not clear however if, for a general subalgebra C (with a non-degenerate product) of A, this condition will be sufficient to guarantee that we also have the stronger property, namely that the right leg of ∆(C) is contained in C. Indeed, assume that C is a subalgebra of A with a non-degenerate product and such that ∆(C) ⊆ M (A ⊗ C). Then it is not hard to see that the second leg of ∆(C) belongs to the set C 1 , defined by C 1 = {x ∈ A | xa ∈ C and ax ∈ C for all a ∈ C}.
In general, it is not clear if C 1 is actually contained in C. We say a little more about this after the next proposition. In the following proposition, we show that we always have local units in a left invariant subalgebra.
A.15 Proposition Let (A, ∆) be an algebraic quantum group and let C be a (non-trivial) left invariant * -subalgebra of A. Given elements a 1 , a 2 , . . . , a n in A, there exists an element e ∈ C so that a i e = a i for all i.
Proof: Take any element b in C such that ψ(b) = 0 where, as before, ψ is a positive right integral. This is possible because C is a (non-trivial) * -subalgebra and ψ is a faithful positive linear functional. Next choose p ∈ A so that
(1 ⊗ a i )∆(b)(p ⊗ 1) = (1 ⊗ a i )∆(b) for all i. Then apply the right invariant integral ψ on the first leg of this equation. This will give a i e = a i for all i with e = (ψ ⊗ ι)(∆(b)(p ⊗ 1)). Then e ∈ C and the result is proven.
A consequence of this result is that AC = A. Similarly CA = A. In other words, A is a unital C-bimodule, as defined in [Dr-VD-Z] . It follows that the imbedding of C in A extends to a * -homomorphism of M (C) to M (A). This extension will be injective and so we may view M (C) as sitting inside M (A). We now come back to a problem discussed earlier (preceding Proposition A.15). If C is a * -subalgebra satisfying ∆(C) ⊆ M (A ⊗ C) and if A has local units in C, then C will be left invariant in the sense of Definition A.13. Indeed, we have seen that the right leg of ∆(C) will consist of elements x ∈ A satisfying xC ⊆ C. Now we can choose e ∈ C such that xe = x. So x ∈ C.
In Section 3 of this paper, we work with such left invariant * -subalgebras. Because nowhere else in the literature, this concept is defined properly for multiplier Hopf algebras, we have included such a precise definition here in this appendix.
