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TURBULENCE INVESTIGATIONS IN THE CORE-FLOW OF AN INTERNAL COMBUSTION ENGINE

James R. MacDonald, Ph.D.
Western Michigan University, 2020

Turbulence significantly impacts the operation of energy conversion devices. In internal
combustion (IC) engines, mixing, heat transfer, and combustion are all strongly dependent on
the turbulence inside the cylinder. Consequently, knowledge of the state of turbulence is
critical for improving our understanding and modeling of engine processes.
Turbulence states may be determined through analysis of the Reynolds stress tensor,
which can in turn be experimentally quantified using velocity data. In this research,
stereoscopic particle image velocimetry (stereo-PIV) experiments were conducted in a singlecylinder, motored engine with optical access to measure the two-dimensional, threecomponent (2D-3C) velocity fields throughout the compression stroke. Invariants of the
Reynolds stress anisotropy tensor were calculated and visualized, using the Lumley triangle, at
various piston positions.
Results showed the turbulence to be mostly anisotropic throughout the compression
stroke, in contrast to commonly employed modeling assumptions. Despite some spatial
dependence of turbulent states, the turbulence was preferentially two-dimensional and
axisymmetric at the beginning of the compression stroke, showing a tendency toward isotropy

as the piston approached top-dead-center. Findings provide new insights into
turbulence in dynamic, bounded flows to assist with the development of physics-based,
quantitative models.
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NOMENCLATURE
Where applicable, the equations follow the decompositions found in Tennekes and
Lumley 1972 [1], where capital letters denote mean values, lower case letters indicate
instantaneous values, and the prime symbol refers to fluctuations from the mean.
Variables:
Λ𝑓 = 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 𝑠𝑐𝑎𝑙𝑒
Λ𝑔 = 𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 𝑠𝑐𝑎𝑙𝑒
𝐷𝐼 = 𝑖𝑛𝑡𝑒𝑟𝑟𝑜𝑔𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑧𝑒
𝑀0 = 𝑚𝑎𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
𝑁𝐼 = 𝑖𝑚𝑎𝑔𝑒 𝑑𝑒𝑛𝑠𝑖𝑡𝑦
𝑆𝑣 = 𝑠𝑤𝑖𝑟𝑙 𝑟𝑎𝑡𝑖𝑜
𝑇𝑣 = 𝑡𝑢𝑚𝑏𝑙𝑒 𝑟𝑎𝑡𝑖𝑜
𝑉𝑐 = 𝑐𝑙𝑒𝑎𝑟𝑎𝑛𝑐𝑒 𝑣𝑜𝑙𝑢𝑚𝑒
𝑓 # = f-stop
𝑘𝑡 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦
𝑢𝜏 = 𝑓𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦
𝑣𝑇 = 𝑒𝑑𝑑𝑦 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦

xiii

𝛿𝑖𝑗 = 𝐾𝑟𝑜𝑛𝑒𝑐𝑘𝑒𝑟 𝑑𝑒𝑙𝑡𝑎
𝜇𝑣 = 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑏𝑢𝑙𝑘 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦
𝜏𝑤 = 𝑤𝑎𝑙𝑙 𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑒𝑠𝑠
ℎ = ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑜𝑖𝑙
′′
Δ𝑧12
= 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 𝑠ℎ𝑒𝑒𝑡

Δ𝑠 = 𝑠𝑝𝑎𝑐𝑖𝑛𝑔
𝐵 = 𝑏𝑜𝑟𝑒
𝐵𝐷𝐶 = bottom-dead-center
𝐶 = 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑡𝑟𝑎𝑐𝑒𝑟 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑐𝑜𝑢𝑛𝑡
𝐼𝐼𝑏 , 𝐼𝐼𝐼𝑏 = 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑎𝑛𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑦 𝑡𝑒𝑛𝑠𝑜𝑟
𝑆 = 𝑠𝑡𝑟𝑜𝑘𝑒
𝑇 = 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒
𝑇𝐷𝐶 = top-dead-center
𝑎 = 𝑎𝑛𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑦, 𝑐𝑟𝑎𝑛𝑘 𝑜𝑓𝑓𝑠𝑒𝑡, ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑒𝑙𝑙𝑖𝑝𝑠𝑒 𝑟𝑎𝑑𝑖𝑢𝑠
𝑏 = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑎𝑛𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑦, 𝑣𝑒𝑟𝑡𝑖𝑐𝑙𝑒 𝑒𝑙𝑙𝑖𝑝𝑠𝑒 𝑟𝑎𝑑𝑖𝑢𝑠
𝑑 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
𝑒 = 𝑒𝑛𝑒𝑟𝑔𝑦
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𝑓 = 𝑓𝑜𝑐𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ
𝑔 = 𝑔𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛
𝑘 = 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑘𝑖𝑛𝑒𝑡𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦
𝑙 = 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑛𝑔 𝑟𝑜𝑑 𝑙𝑒𝑛𝑔𝑡ℎ
𝑛 = 𝑐𝑦𝑐𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟, 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑔𝑟𝑖𝑑 𝑝𝑜𝑖𝑛𝑡𝑠, 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑟𝑒𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛
𝑝, 𝑃, 𝑝′ = 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒
𝑠, 𝑆, 𝑠 ′ = 𝑠𝑡𝑟𝑎𝑖𝑛 𝑟𝑎𝑡𝑒
𝑡 = 𝑡𝑖𝑚𝑒
𝑢, 𝑈, 𝑢′ = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦
𝑥 = 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛, 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛
𝛿𝑧 = 𝑑𝑒𝑝𝑡ℎ 𝑜𝑓 𝑓𝑖𝑒𝑙𝑑
𝜃 = 𝑐𝑟𝑎𝑛𝑘 𝑎𝑛𝑔𝑙𝑒 (𝐶𝐴), 𝑐𝑎𝑚𝑒𝑟𝑎 𝑎𝑛𝑔𝑙𝑒
𝜆 = 𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ
𝜇 = 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦
𝜈 = 𝑘𝑖𝑛𝑒𝑚𝑎𝑡𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦
𝜌 = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦
𝜎 = 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦
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𝜏 = 𝑅𝑒𝑦𝑛𝑜𝑙𝑑𝑠 𝑠𝑡𝑟𝑒𝑠𝑠
𝜔 = 𝑐𝑟𝑎𝑛𝑘 𝑠ℎ𝑎𝑓𝑡 𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑠𝑝𝑒𝑒𝑑
𝜖 = 𝑣𝑖𝑠𝑐𝑜𝑢𝑠 𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑖𝑜𝑛
Subscripts
±= 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑤𝑎𝑦 𝑓𝑟𝑜𝑚 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟
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CHAPTER 1. INTRODUCTION
1.1. Motivation
Turbulence is a critical parameter to the operation of many engineering devices, such as
the internal combustion (IC) engine, which is a commonly used powertrain component in
ground-propulsion applications (e.g., commercial, passenger, and military vehicles). In IC
engines, turbulence affects fuel-air mixing and burning rates during combustion [2]. Knowledge
of the turbulence inception, development, and evolution can, therefore, lead to improvements
in the design and operation of energy conversion devices, ranging from internal combustion
engines [3] to wind turbines [4]. For example, low temperature combustion and lean mixtures
can help increase IC engine efficiency [5][6], while reducing the formation of pollutants such as
CO2 and CO [7]. Low temperature combustion has been shown to be affected by thermal
stratification induced by turbulent mixing and heat transfer [5]. This can cause combustion to
occur from higher to lower temperature regions, instead of occurring at the same time
throughout the cylinder [6]. An improved understanding of IC engine turbulence can enable
further advances in this field.
In IC engines, turbulence affects the in-cylinder core-flow and near-wall regions,
differently. The focus of the analysis, therefore, depends on the region investigated. The largescale flow fields in the core-flow region of the cylinder determine the turbulence characteristics
during the intake and throughout the compression stroke before combustion [8]. Moreover,
the in-cylinder turbulence contributes to the flame speed (which can determine pollutant
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emissions and engine performance) [9]. Core flows are three-dimensional, unsteady, and
typically either tumble or swirl dominated. The turbulent flow near solid surfaces, such as the
cylinder wall and engine head, is also important because it impacts processes such as heat
transfer, which are relevant to engine performance, efficiency, and pollutant formation. The
near-wall region is characterized by much smaller structures, and the flow may exhibit shear
and impinging flow characteristics, depending on the engine cycle [10].
Thus far, experimental investigations of core-flow turbulence have been limited in the
absence of three-component velocity data. The present research aims to fill in this knowledge
gap by quantifying turbulence evolution during the compression strokes of an IC engine
through anisotropy tensor invariant analysis.

1.2. Research Question
This research intends to answer the following question: How does the turbulence
anisotropy evolve with time (crank angle) and space in the core-flow region of internal
combustion engines?
To fulfill this objective, a three-component particle image velocimetry technique will be
used to capture three component (3C) velocity fields. This will enable calculating the Reynolds
stress anisotropy tensor and using the Lumley triangle to quantify the evolution of turbulent
states throughout the engine cycle.
The following sections will describe the theoretical background of turbulence in general
and how it differs for internal combustion engines when compared with canonical flows.
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Previous research in this field will be summarized, ending with a description of the proposed
investigations.

1.3. Background Information
1. 3. a. Theoretical Framework
Before discussing turbulent flows specifically, it is important to note the general
equations for the conservation of mass, momentum, and energy that govern fluid mechanics.
Equation (1) is the equation for the conservation of mass for a fluid, also known as the
continuity equation.
𝜕𝜌
𝜕
(𝜌𝑢𝑖 ) = 0
+
𝜕𝑡 𝜕𝑥𝑖

(1)

The momentum balance is shown in equation (2) [11].

𝜌(

𝜕𝑢𝑗
𝜕𝑢𝑗
+ 𝑢𝑖
)
𝜕𝑡
𝜕𝑥𝑖
𝜕𝑢𝑗 𝜕𝑢𝑗
𝜕𝑝
𝜕
2 𝜕𝑢𝑚
=
+ 𝜌𝑔𝑗 +
[𝜇 (
+
) + (𝜇𝑣 − 𝜇)
𝛿 ]
𝜕𝑥𝑗
𝜕𝑥𝑖
𝜕𝑥𝑖 𝜕𝑥𝑗
3 𝜕𝑥𝑚 𝑖𝑗

(2)

The conservation of energy equation for a fluid can be seen in equation (3).
2
𝐷𝑒
𝜕𝑢𝑚
1 𝜕𝑢𝑚
𝜕𝑢𝑚 2
𝜕
𝜕𝑇
) +
(𝑘𝑡
)
𝜌
= −𝑝
+ 2𝜇 (𝑆𝑖𝑗 −
𝛿𝑖𝑗 ) + 𝜇𝑣 (
𝐷𝑡
𝜕𝑥𝑚
3 𝜕𝑥𝑚
𝜕𝑥𝑚
𝜕𝑥𝑖
𝜕𝑥𝑖

(3)

Where 𝑆𝑖𝑗 is the strain rate tensor, defined in equation (4).

𝑆𝑖𝑗 =

1 𝜕𝑢𝑖 𝜕𝑢𝑗
(
+
)
2 𝜕𝑥𝑗 𝜕𝑥𝑖

3

(4)

In most practical cases, flows tend to be turbulent instead of laminar [1]. Turbulent
flows are rotational and three-dimensional, characterized by irregular, random fluctuations in
vector and scalar quantities. Turbulent flows are also diffusive, causing faster mixing rates and
rates of the transfer of mass, momentum, and heat; and dissipative, needing a constant supply
of energy, which is ultimately converted into heat via viscous dissipation.
Due to the randomness and irregularity of turbulent flows, statistical methods are used
in their analysis. An instantaneous quantity, such as the velocity, 𝑢, is divided into its mean
component, 𝑈, and the fluctuation, 𝑢’, about the mean. This is called the Reynolds
decomposition, shown in equation (5).
𝑢 = 𝑈 + 𝑢′

(5)

This decomposition is applied to the conservation equations, which, when averaged,
yield the mean flow field equations. The continuity equation for the mean flow is shown in
equation (6).
𝜕𝑈𝑖
=0
𝜕𝑥𝑖

(6)

When this result is inserted back into the Reynolds-decomposed continuity equation,
we obtain the continuity equation for the turbulent fluctuations, shown in equation (7).
𝜕𝑢𝑖′
=0
𝜕𝑥𝑖

(7)

When the Navier-Stokes equations are decomposed and averaged, the result, equation
(8), is called the Reynolds-averaged momentum equation. In equation (8), the advective term is
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shown on the left-hand-side. On the right-hand-side, the first term is the pressure or normal
stress, the second term is the viscous stress, and the final term is the Reynolds stress.

𝑈𝑗

𝜕𝑈𝑗 1 𝜕
=
(−𝑃𝛿𝑖𝑗 + 2𝜇𝑆𝑖𝑗 − ̅̅̅̅̅̅̅
𝜌𝑢𝑖′ 𝑢𝑗′ )
𝜕𝑥𝑗 𝜌 𝜕𝑥𝑗

(8)

Equation (9) is the energy equation for the mean flow. The left-hand-side represents the
rate of change of the kinetic energy of the mean flow. The terms on the right-hand-side are,
from left to right, the pressure work, the transport of the mean flow energy by viscous stresses,
the transport of mean flow energy by Reynolds stresses, the deformation work due to the
viscous stresses, and the deformation work due to the Reynolds stresses.

𝑈𝑗

𝜕 1
𝜕
𝑃
( 𝑈𝑖 𝑈𝑖 ) =
(− 𝑈𝑗 + 2𝜈𝑈𝑖 𝑆𝑖𝑗 − ̅̅̅̅̅̅
𝑢𝑖′ 𝑢𝑗′ 𝑈𝑖 ) − 2𝜈𝑆𝑖𝑗 𝑆𝑖𝑗 + ̅̅̅̅̅̅
𝑢𝑖′ 𝑢𝑗′ 𝑆𝑖𝑗
𝜕𝑥𝑗 2
𝜕𝑥𝑗
𝜌

(9)

The equation governing the kinetic energy of the turbulent velocity fluctuations, shown
in equation (10), is also known as the turbulent energy budget. The left-hand-side shows the
rate of change of the kinetic energy of the turbulence. The terms on the right-hand-side are the
transport of the pressure gradient work by turbulent velocity fluctuations, the mean transport
of the turbulent energy, the transport due to viscous stresses, the turbulence production term,
and the viscous dissipation.
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𝑈𝑗

𝜕 1 ′ ′
( ̅̅̅̅̅̅
𝑢𝑢)
𝜕𝑥𝑗 2 𝑖 𝑖
=−

𝜕 1 ′ ′ 1 ′ ′ ′
′ ′
′ ′
̅̅̅̅̅̅
̅̅̅̅̅̅
( ̅̅̅̅̅̅
𝑢 𝑝 + ̅̅̅̅̅̅̅̅
𝑢 𝑢 𝑢 − 2𝜈𝑢
𝑗 𝑠𝑖𝑗 ) − 𝑢𝑖 𝑢𝑗 𝑆𝑖𝑗
𝜕𝑥𝑗 𝜌 𝑗
2 𝑖 𝑖 𝑗

(10)

′ ′
− 2𝜈𝑠̅̅̅̅̅̅
𝑖𝑗 𝑠𝑖𝑗

The viscous dissipation term (the last in equation (10)) represents the energy losses
from the deformation work caused by the viscous stresses against the fluctuating strain rate [1].
If the flow is isotropic, that is, if the smallest structures of turbulence are independent of
orientation, the equation for the viscous dissipation simplifies to equation (11) [1].

𝜖=

′ ′
2𝜈𝑠̅̅̅̅̅̅
𝑖𝑗 𝑠𝑖𝑗

2
̅̅̅̅̅̅̅̅̅̅
𝜕𝑢1′
= 15𝜈 (
)
𝜕𝑥1

(11)

The Reynolds stress tensor, which appears in some form in equations (8)-(10), (13), (15)(16), is defined in equation (12).
̅̅̅̅̅̅̅̅̅
𝜏𝑖𝑗 = −𝜌𝑢′
𝑖 𝑢′𝑗

(12)

The Reynolds stress is the contribution of the momentum transfer by the turbulent
fluctuations to the mean flow. While the Reynolds stress requires knowledge of the density,
𝑢𝑖 𝑢𝑗 is often used to represent it. The dominant Reynolds stress terms that contribute to the
mean momentum transfer are the shear stresses (the off-diagonal tensor components where
𝑖 ≠ 𝑗) [1]. The Reynolds stresses can also be related to the turbulent kinetic energy, which is
defined as half the trace of the Reynolds stress tensor (equation (13)) [12].
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𝑘=

1 ̅̅̅̅̅̅̅
𝑢′ 𝑢′
2 𝑖 𝑖

(13)

The Reynolds stress can also be related to the isotropic (equation (14)) and anisotropic
stresses, equation (15). In isotropic turbulence, the smallest structures are independent of
coordinate orientation, whereas anisotropic turbulence is directional.
2
𝑘𝛿
3 𝑖𝑗

(14)

2
𝑎𝑖𝑗 = ̅̅̅̅̅̅
𝑢𝑖′ 𝑢𝑗′ − 𝑘𝛿𝑖𝑗
3

(15)

Equation (16) is the commonly used normalized anisotropy tensor, which is the focus of
the present analysis.
′ ′
̅̅̅̅̅̅
𝑎𝑖𝑗
𝑢
1
𝑖 𝑢𝑗
𝑏𝑖𝑗 =
= ′ ′ − 𝛿𝑖𝑗
2𝑘 ̅̅̅̅̅̅̅
𝑢𝑘 𝑢𝑘 3

(16)

One of the methods used to characterize the state of the Reynolds-stress anisotropy
involves using two invariants of the anisotropy tensor [12]. Pope defines the two invariants in
equations (17) and (18), respectively.
6𝜂2 = −2𝐼𝐼𝑏 = 𝑏𝑖𝑖2 = 𝑏𝑖𝑗 𝑏𝑗𝑖

(17)

6𝜉 3 = 3𝐼𝐼𝐼𝑏 = 𝑏𝑖𝑖3 = 𝑏𝑖𝑗 𝑏𝑗𝑘 𝑏𝑘𝑖

(18)

When these invariants are plotted on an ξ-η plane relative to specific turbulence states,
they form a diagram called the Lumley triangle that can be used to examine the anisotropy of a
given flow. A theoretical sketch of the Lumley triangle is shown in Figure 1. Points that lie within
the states forming the triangle are considered realizable states, while any points that lie
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external to the triangle are considered non-realizable. The so called “special states,” which form
the boundaries of the triangle, are related to the shape of the Reynolds-stress: isotropic
turbulence, one-component axisymmetric turbulence, and two-component axisymmetric
turbulence. The location of these turbulence states on the Lumley triangle are summarized in
Table 1, in terms of ξ and η. These are: isotropic turbulence at (0,0), one-component at (1/3,
1/3), and two-component axisymmetric turbulence at (-1/6, 1/6). These states are related to
the shape of the Reynolds-stress ellipsoid [12].
Table 1. Theoretical states of turbulence as shown on the Lumley triangle [12].
State of Turbulence
Location in Figure 1.
Reynolds Stress Ellipsoid
Shape
Isotropic
(0,0)
Sphere
1 1
One-component
Line
( , )
3 3
Two-component
2C
Ellipse
1 1
Two-component
Disk
(− , )
axisymmetric
6 6
Axisymmetric
𝜉<0
Prolate (i.e. elongated)
Spheroid
Axisymmetric
𝜉>0
Oblate (i.e. flattened)
Spheroid
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Figure 1. Diagram depicting the theoretical Lumley triangle [12].

As can be seen from equations (17) and (18), the Lumley triangle was derived for threedimensional flows. While flows inside the IC engine are three-dimensional, experimental
methods to capture the velocity of the flows are often limited to the acquisition of twocomponent, two-dimensional data. To fulfill the objectives of this research, the invariants of the
anisotropy tensor will be plotted at various times, measured in crank angle, throughout the
engine cycle. The Lumley triangle analysis applied to the core engine flow is anticipated to
show, quantitatively, how the anisotropy evolves throughout engine cycle. Results can be used
to establish the range of applicability of isotropy assumptions commonly used in the analysis of
IC engines and provide general insight into turbulence in bounded-flow devices.

1. 3. b. Internal Combustion Engine Terminology and Background
To accurately describe the flow inside of a reciprocating internal combustion (IC) engine,
it is important to define commonly employed terminology. The flow inside the engine cylinder
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is bounded by the cylinder head, walls, and the piston surface. The piston is connected to the
crankshaft by the connecting rod. As the crankshaft rotates, the piston reciprocates in the
cylinder between its top-most position, known as top-dead-center (TDC), and the position
furthest from the top of the cylinder, known as bottom-dead-center (BDC). The distance that
the piston travels from TDC to BDC is called the stroke. A diagram depicting the geometry of a
reciprocating engine is shown in Figure 2, where 𝑙 represents the connecting rod length, a the
crank offset, 𝑆 the stroke length, 𝐵 the bore diameter, 𝑥 the piston position, and 𝜃 represents
the crank angle. As shown, at TDC the piston does not reach the top of the cylinder. The volume
at TDC is called the clearance volume (𝑉𝑐 ).

Figure 2. Diagram of the piston, cylinder, connecting rod and crankshaft.

A reciprocating IC engine can operate either as a two- or four-stroke, depending on the
number of crankshaft revolutions per engine cycle. The four-stroke configuration is most
commonly used [2]. It consists of intake, compression, expansion (power), and exhaust strokes.
During the intake stroke, the piston moves from TDC to BDC, the fuel-air mixture (or sometimes
only air) is drawn into the cylinder through the intake valves. Around BDC the intake valve
10

closes. The piston then moves back to TDC, compressing the gas mixture. Around TDC,
combustion begins; the expanding gases force the piston down toward BDC. This stroke is also
known as the power stroke, as the energy from combustion is converted to usable work. Lastly,
the piston travels from BDC to TDC during the exhaust stroke, now with the exhaust valve open
to expel the combustion products. When the exhaust stroke is completed, the cycle is finished
and another can begin with the next intake stroke. One cycle for a four-stroke engine consists
of two revolutions of the crankshaft, or 720 crank angle degrees (CAD). For internal combustion
engines, it is common to use the crank angle to indicate instantaneous piston position. The
relationship between crank angle and piston position can be seen in equation (19) [2].
1

𝑥(𝜃) = a ∗ cos 𝜃 + (𝑙 2 − 𝑎2 ∗ sin2 𝜃)2

(19)

Because there are two revolutions per cycle, it is necessary to distinguish between
strokes and revolutions. This can be done by identifying the crank angle in relation to a
reference piston position, such as TDC compression (e.g. 90 BTDC for a piston at midcompression stroke). In this paper, the zero crank angle reference is set at the beginning of the
intake stroke, as shown in Table 2.
Table 2. Crank angle reference relative to piston position.
Piston Position
Crank Angle
(CAD)
Top-dead-center-compression (TDCc)
360
Top-dead-center-exhaust (TDCe)
720

Figure 3 shows different regions of the in-cylinder flow. The near-wall region
encompasses all areas of flow near the walls inside the combustion chamber, while the core-
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flow region is defined elsewhere. In this description, wall is a generic description for the
different solid surfaces that contact the flow inside the cylinder, including the cylinder head,
walls, and the piston head. The near-wall region is similar in concept to the canonical boundary
layer, though the behavior of the two has been shown to be different [10]. The flow in the nearwall region is influenced by both the wall and the core-flow regions. The near-wall region is
important for multiple reasons, such as for providing a physical boundary for the flow and for
heat transfer to the cylinder walls. The core-flow region in this paper is defined as the volume
where the flow is minimally influenced by the wall and can contain a wide range of turbulence
length-scales.

Figure 3. Diagram depicting the near-wall (red) and core-flow (green) regions of the flow.
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1. 3. c. Differences in Core-Flow Turbulence Analysis between Internal
Combustion Engines and Traditional (Canonical) Flows
Compared to traditional flows, such as internal pipe flow, jets, and flow over plates, IC
engine turbulence is more complex. Since the flow in a reciprocating internal combustion
engine is not stationary and therefore nonergodic [13], a standard time-average cannot be
used. In addition, computational simulations based on the Reynolds-averaged Navier-Stokes
equations (RANS) models yield an average flow field, which may not be representative of
individual engine cycles. Traditionally, the ensemble average, extracted via Reynolds
decomposition (equation (5)) has been used to analyze IC engine turbulence. If the
experimental data acquisition is fast enough in relation to the speed of the engine, it may be
possible to record multiple vector fields at each crank angle in a single cycle. Such data set may
be representative of a stationary flow, and a time average may then be used for that crank
angle and cycle. However, this is difficult in practice because, at practical engine speeds there is
limited time to acquire multiple vector fields in the same crank angle [14]. For example, at a
typical engine speed of 2000 rpm, a single crank angle lasts 83 µs, requiring a 60 kHz sampling
rate to capture 5 images per crank angle.
For this reason, a commonly used strategy is to compute an ensemble average at each
spatial point at a given crank angle, using all the available cycles as the ensemble. This results in
a single velocity field per crank angle, which can then be used in the decomposition. However,
when the ensemble average is calculated over multiple cycles, the fluctuating velocity
component will include cycle-to-cycle variations of the mean flow. Cycle-to-cycle variations
have been shown to arise from factors which are difficult to control in practice. These may
13

include, for example, differences in the location of the flame kernel at the time of combustion.
Even in motored (non-fired) engines, commonly used for fuel-air mixing and turbulence studies,
cycle-to-cycle variability may exist. This may be due, for example, to slight changes in inlet
conditions, such as temperature or pressure of the incoming air.
In the standard Reynolds decomposition shown in equation (5), the fluctuation (𝑢’) term
includes fluctuations due to turbulence, as well as cyclic variability in the mean flow. An
example decomposition including cycle-to-cycle variations can be seen in equation (20), where
′
𝑢𝑐𝑦𝑐 represents the contribution of the cycle-to-cycle variations to the velocity and 𝑢𝑡𝑟𝑢𝑒
is the

“true,” or traditional, turbulence fluctuations.
′
𝑢 = 𝑈 + 𝑢𝑡𝑟𝑢𝑒
+ 𝑢𝑐𝑦𝑐

(20)

Since u’ is the term extracted from an ensemble-based Reynolds decomposition, it
combines cyclical variability and the traditional turbulence fluctuations, as shown in equation
(21). This introduces uncertainty in the Reynolds decomposition of the instantaneous velocity
into the mean and the fluctuations, equation (5), because the equation does not distinguish
between turbulent fluctuations and cycle-to-cycle variations. In the absence of very high
acquisition rates, however, this is the traditionally employed decomposition approach. Further,
in engines with small cyclic fluctuations, as it is the case for the current (motored) engine, the
difference between 𝑢’ and 𝑢’𝑡𝑟𝑢𝑒 may be considered negligible.
′
𝑢′ = 𝑢𝑡𝑟𝑢𝑒
+ 𝑢𝑐𝑦𝑐

(21)

Another way of computing the average velocity field is by performing a cycle-resolved
analysis. With this approach, a two-dimensional Fourier transform is used for a single velocity
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field; then, after it is filtered by a cutoff length scale, an inverse Fourier transform yields a
filtered mean velocity field [8]. The differences between the two methods of computing the
average velocity field were quantified by Hong and Chen [15] through a comparison of the
integral length scales calculated using the ensemble average with those calculated using a
cycle-resolved method. The ensemble averaged method tends to over-predict the time and
length scales. This implies that ensemble-averaging results in turbulent structures that are
larger and persist longer than reality. However, the filtering required for the cycle-resolved
method can end up excluding turbulent fluctuations in addition to cycle-to-cycle variations.
Therefore, the ensemble-averaged method will be used for these experiments. For previously
introduced equations, therefore, time averaged parameters (e.g. ̅̅̅̅̅)
𝑢𝑖 𝑢𝑗 are replaced by an
ensemble average (e.g. 〈𝑢𝑖 𝑢𝑗 〉).
In this work, it is proposed to examine IC engine turbulence through anisotropy
analyses. The following section reviews some of the most commonly used methods, which this
approach may complement.

1.4. Literature Review
Many authors have examined the turbulence evolution inside an internal combustion
engine using various metrics. These include the turbulent kinetic energy (TKE), vorticity,
components of the anisotropy tensor, and visual examination of the velocity vector fields. The
analyses have been performed using experimental data as well as computational methods such
as RANS-based models, large eddy simulation (LES), and direct numerical simulation (DNS). The
latter have been limited to very low engine speeds and simplified geometries due to constraints
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on computational resources. Among the most commonly used methods for investigating the
development of turbulence in the core-flow is the direct visual analysis of the flow fields using
techniques such as particle image velocimetry (PIV) [16] [17]. For example, Bücker et. al. and
Miles et. al. extracted vortical structures from PIV fields. Through observation of the vector
fields, it could be seen, qualitatively, that the vortical structures evolved throughout the cycle.
One observation was that the tumble vortex within the flow shifted from a c-like shape to a
tubular shape during compression before breaking apart near top-dead-center [16].
Several researchers have examined the temporal evolution (generally in terms of the
crank angle or piston position) of the turbulent kinetic energy in the core-flow region of an IC
engine. TKE maps were examined by Bücker et. al. [16]. Other experiments by Bücker et. al., as
well as by Miles et. al. and Karhoff et. al, examined the mean turbulent kinetic energy as a
function of crank angle [16][17][18]. The turbulent kinetic energy (based on RANS
decomposition) has been shown to decrease from the start of compression until about midstroke, before increasing again as the piston approaches top-dead-center. RANS-based
computer modelling by Hamlington and Ihme investigated the turbulent kinetic energy
evolution as a function of time rather than crank angle [19]. This, however, was explored as a
simulation involving the Reynolds stress anisotropy transport equations. As the simulation did
not take an engine speed into account and the time investigated was in relation to the model, it
cannot be correlated with the piston position of the engine. Nevertheless, predicted trends of
the turbulent kinetic energy were consistent with those captured with experiments.
Other methods for investigating the evolution of turbulence include examining the
temporal development of the out-of-plane vorticity in experiments performed by Bücker et. al.
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and Karhoff et. al. using particle image velocimetry [16] [18] and using a vortex center
identification criterion in experiments performed by Bücker et. al. and simulations by Janas et.
al. [16][20] to quantify the development of turbulence through the cycle through vortex
visualization and analysis. It was shown that, for an engine with a dominant tumble flow, the
out-of-plane vorticity tends to increase at the start of compression near bottom-dead-center
before decreasing mid-stroke. The out-of-plane vorticity then tends to increase as the piston
approaches top-dead-center but decreases again at top-dead-center. Through looking at the
vortex center identification criterion results and considering the physical limitations of the
engine, this may be explained in part by the compression increasing the out-of-plane vorticity
of the flow and the size and strength of the vortical structures. However, very near top-deadcenter the minimum clearance volume of the cylinder may limit the size and strength of the
vortical structures and vorticity.
Experiments by Huang et. al. [21] and Huang et. al. [22] examined the tumble ratios and
both tumble and swirl ratios, respectively, during the intake and compression strokes ([21]
[22]). The tumble ratio is defined in equation (22) , while the swirl ratio is defined in equation
(23). The plane examined for the tumble ratio is in the axial direction of the flow (normal to the
cylinder head and piston), while the swirl ratio is examined in a cylindrical cross-sectional plane
of the flow [22].
Results show that during the compression stroke, the magnitude of the ratios generally
tends to decrease compared to the intake, though these trends can have variations around topdead-center depending on intake geometry. For example, with some intake geometries the
ratios may increase after decreasing during the compression stroke, while other geometries
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may cause the ratios to continue to decrease around top-dead-center. Variations in trend due
to the intake geometry and lack of measurements at top-dead-center limit further
generalizations.
𝜕𝑣 𝜕𝑢
( − )
𝜕𝑥 𝜕𝑦
𝑇𝑣 =
2𝑛𝜔

(22)

𝜕𝑢 𝜕𝑤
( −
)
𝑆𝑣 = 𝜕𝑧 𝜕𝑥
2𝑛𝜔

(23)

Analysis of the turbulence intensity evolution throughout the engine cycle [21] shows
that the turbulence intensity tends to increase slightly near top-dead-center. This increase in
turbulence is caused by tumbling flow structures that break up during the later part of the
compression stroke, releasing stored kinetic energy into turbulence generated by the
breakdown [23]. When computing turbulent length scales as a function of crank angle [17][20],
the length scales tend to decrease approaching top-dead-center. Turbulent stresses, rates-ofstrain, and turbulence production were also used as metrics to analyze the temporal
development of turbulence [17], but tended to over-predict results when using the isotropic
eddy viscosity hypothesis.
The method proposed here; that is to examine the degree of turbulence anisotropy
during portions of the engine cycle using the anisotropy tensor invariant analysis
complemented by the Lumley triangle, can provide valuable insight into the development of
turbulence in the core-flow region and quantitative data to test the validity of common
assumptions made in engine simulations. For example, many researchers use RANS models,
which often assume isotropic turbulence. The isotropic eddy viscosity hypothesis, shown in
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(24), assumes isotropy in order to provide a model for closure of a LES simulation and allow
calculation of the Reynolds stresses [17]. In addition, if the flow can be approximated as
isotropic, equation (11) can be used to determine the dissipation of the turbulent kinetic
energy, which is difficult to obtain experimentally. For the case of [17], in equation (26) the
simulated dissipation, 𝜖𝑠 ,was used along with a constant 𝐶𝜇 = 0.085.
2
1
̅̅̅̅̅̅
̅̅̅𝑖𝑗̅ − (∇ ∙ 𝑈
̅)𝛿𝑖𝑗 )
𝑢𝑖′ 𝑢𝑗′ − 𝑘𝛿𝑖𝑗 = −2𝜈𝑇 (𝑆
3
3

(24)

𝐶𝜇 𝑘 2
𝑣𝑇 =
𝜖𝑠

(25)

where

Other researchers only partially examine the anisotropy using various numerical models
and assumptions, such as the modelling by Hamlington and Ihme [19] and some modelling and
experiments by Miles et. al. [24].
Isotropic turbulence production due to normal stresses as a function of crank angle has
been examined by Miles et. al. in a direct-injection (DI) diesel engine [17]. Evaluation of the
isotropic eddy viscosity hypothesis as a function of crank angle, compared to values measured
using a two-component LDV system, indicates that the anisotropy evident in measurements is
not accounted for when using the isotropic eddy viscosity hypothesis in the model [17]. It may
be possible to account for this with knowledge of the anisotropy of the flow.
Numerical simulations have also been used to analyze the flow of an IC engine, some
involving complex models and closure methods. For example, the Wallin and Johansson model
[25] is a quadratic explicit algebraic Reynolds stress model that was used in modelling by Miles
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et. al. [24], because early results showed that it is applicable to compressible flows. This model
incorporated a fifth order tensor polynomial form of the normalized anisotropy tensor, instead
of that seen in equation (16), that included the mean strain rate tensor and mean rate of
rotation tensor. The model by Miles et. al. provided a non-linear anisotropy closure to the
Wallin and Johansson model. While some terms of the fifth order tensor were examined, the
anisotropy was not. Despite the model being strictly valid only for two-dimensional flows, it
showed an improvement over standard linear models when applied to three-dimensional
engine flows.
In the modelling by Hamlington and Ihme [19], various closure methods for the
anisotropy were examined using models of a simple IC engine and a rapid compression
machine, assuming homogeneous flow. By modeling the flow as one-dimensional and
homogenous, the anisotropy is assumed to be isotropic and the trace of the anisotropy tensor
𝑎𝑘𝑘 = 0, so that 𝑎22 = 𝑎33 = −𝑎11 /2. The off-diagonal anisotropy terms are zero, as the
turbulence is assumed to be isotropic at the start of compression. Therefore, only a single term
(a11) of the anisotropy tensor was needed. The a11 term was examined as a function of time
using different closure methods for the Reynolds stress equation (shown in equation (15)) [19].
These closure methods included the rapid distortion theory and the Reynolds-stress transport
model. The rapid distortion theory is based on a limit of a non-equilibrium parameter that
neglects viscous terms and does not consider dissipative contributions to the anisotropy tensor.
The Reynolds-stress transport model is the most general model for 𝑎𝑖𝑗 that is intended for
homogeneous flows [19]. However, these models focused on the compression stroke and
excluded the intake stroke, which generates turbulence. Furthermore, they assumed
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homogenous flow and isotropic turbulence at the beginning of compression. No comparison
with experimental data was found to validate these models.
Large eddy simulations (LES) have been performed by He et. al. [26] to numerically
examine the anisotropy in the flow. The simulation involved a mesh of varied size throughout
the center, with more refinement near the valves than the core region of the flow. It was
observed that flow structures, such as the jet from the intake valve, strongly influenced the
anisotropy of the flow in the intake stroke. By examining a specific spatial location, there was
evidence of fluctuations of the turbulence states during the cycle. The authors mentioned that
the results may have been affected by their mesh size, noting that it needed refinement, and
the statistical convergence of their numerical simulations. They combined three numerical
simulations for analysis, consisting of two runs with 17 cycles and one run of 16 cycles.
Other numerical simulations by Soni et. al. [27] have been used to examine the
anisotropy using the eigenvalues of the anisotropy tensor. This was performed using a
barycentric triangle with and red-green-blue (RGB) color scheme, where the vertices consisted
of a separate turbulent state (one-component, two-component axisymmetric, and isotropic).
The eigenvalues of the anisotropy tensor for a given spatial location were colored based on that
RGB barycentric triangle as a method to visualize the turbulence. This simulation was
performed using a one-dimensional engine model and commercial CFD code, and it examined
one cycle between the opening of the exhaust valve and end of the intake stroke.
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1.5. Preliminary Anisotropy Analysis
As previously described, a full characterization of the anisotropy tensor in engine flows
requires all three velocity components. In order to develop a framework for this research,
existing two-dimensional, two-component velocity data were used to develop and test a code
for producing a Lumley triangle. These data were measured in an optical engine under motored
conditions at 500 rpm. PIV measurements were recorded every two crank angles during a
portion of compression and expansion strokes; that is from 90 CA before top-dead-center
(BTDC) to 90 CA after top-dead-center (ATDC) around top-dead-center of compression. A 6 mm
field of view was used with a 198 µm spatial resolution. A diagram depicting the location of the
recorded data is shown in Figure 4.

Figure 4. Diagram showing location of recorded data. Recorded data location similar to that
used in MacDonald et. al. [28]. Used with permission.
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As a proof of concept, Figure 5 shows the plot of the invariants of the anisotropy tensor
using the two-dimensional data, compared to the specific states forming the Lumley triangle.
Each point is supposed to represent the anisotropy at a certain location (1.03 mm from the top
of the cylinder along the center of the field of view shown in Figure 4), for different crank
angles. The outer-most point, that nearest the one-component axisymmetric corner of the
triangle, is the first measured crank angle in the middle of the compression stroke (90 CA
BTDC), and the point nearest the isotropic corner is near the end of the compression stroke.
However, each point lies outside the Lumley triangle, which would indicate that the turbulence
states are non-realizable. Because of the non-realizable states of turbulence, limited
conclusions can be drawn using two-dimensional data. Even so, results seem to point toward a
more isotropic flow at that specific spatial location, as the piston moves toward TDC in the
compression stroke.

Figure 5. Turbulence states generated using 2D velocity data for preliminary assessment.
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Clearly, the absence of the out-of-plane velocity component in the calculations of the
anisotropy invariants is a limitation of this preliminary work, motivating the present
dissertation to focus on the application of 2D-3C velocity data in the analysis of the anisotropy
inside internal combustion engines. To refine this analysis and potentially draw more general
conclusions, three-dimensional velocity data are necessary. Nevertheless, this preliminary
analysis illustrated that the Lumley triangle can be a powerful tool to examine the temporal
evolution of the isotropy throughout the engine cycle.
Although this research focuses on using the evolution of the anisotropy tensor to
quantify the turbulence throughout the cycle, it should be noted that other methods can also
be used for isotropy analysis; for example, ratios of the longitudinal integral length scale 𝛬𝑓 to
the transverse integral length scale 𝛬𝑔 . If the flow were isotropic, then the longitudinal integral
length scale should be twice the transverse integral length scale, as shown in equation (26). In
the absence of three-component data, the analysis would provide valuable insight, although
limited in scope. It is also noted that integral (spatial) length scales are challenging to obtain in
IC engines due to field-of-view limitations.
Λ𝑓
=2
Λ𝑔

(26)

Additional analysis of our preliminary, two-component velocity data was conducted in
the form of scatter 𝑢’, 𝑣’ plots to estimate (albeit non-rigorously) the degree of isotropy of the
flow. In Figure 6, each point represents a location at a specific distance away from the head of
the cylinder (3.17 mm is shown). If the fluctuations alone are examined, it can be observed that
there is some directional preference to the flow (i.e. the fluctuations in the horizontal direction
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are higher than those in the vertical direction). In an attempt to make a more qualitative
analysis, an ellipse was fit to the scatter plot, as shown in Figure 6. The radii of the ellipse, 𝑎 and
𝑏, were arbitrarily decided to be two standard deviations of the data points. About 85-90% of
the data points fit within the ellipse.

Figure 6. Ellipse fit to u’ v’ scatter plot in order to estimate the isotropy of the flow inside a
motored internal combustion engine.

To determine the shape of the ellipse, the ratio 𝑎/𝑏 (where 𝑎 is two standard-deviations
of 𝑢’ and 𝑏 is two standard deviations of 𝑣’) was calculated (i.e. if 𝑎/𝑏 = 1, the fluctuations in
each direction were approximately the same, while if 𝑎/𝑏 > 1 there was a horizontal
preference to the fluctuations). This ratio was then examined to determine the transition
between the core-flow and the near-wall region, as it is expected that the anisotropy increases
near the wall due to the physical boundary limiting the flow in one direction. This is shown in
Figure 7, where 𝑎-to-𝑏 ratios further away from one indicate a higher degree of anisotropy at
that location. Further from the wall the ratios approach unity, therefore indicating a tendency
to isotropy. This trend is consistent regardless of crank angle during the compression stroke,
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but the results could not be generalized due to lack of three-component data. Near the wall,
the 𝑎/𝑏 ratio increases, indicating a higher degree of anisotropy. There is also a more
significant effect of the piston position on the anisotropy near the wall.

Figure 7. Plot of a/b ratios for different crank angles during the compression stroke in a
motored engine.

It is expected that, with three-dimensional data, it will be possible to accurately
calculate the anisotropy tensor and its evolution throughout the cycle. This will allow use of the
Lumley triangle diagram as a rigorous metric for analyzing the development of the turbulence in
the core-flow region of an internal combustion engine.

1.6. Knowledge Gap
While the turbulence evolution of the core-flow region inside of an IC engine has been
previously investigated, the development of the turbulence anisotropy has not been
experimentally investigated throughout the compression stroke. Experimentally analyzing the
invariants of the anisotropy tensor will reveal where in the cycle and under what conditions the
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flow might be approximated as isotropic. Preliminary attempts to experimentally quantify the
anisotropy have only relied on two-dimensional data. An analysis using an experimentally
measured three-component velocity field, coupled with a Lumley triangle analysis, can provide
a rigorous assessment of turbulence anisotropy in IC engines.
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CHAPTER 2. EXPERIMENTAL METHODOLOGY
To accurately analyze IC engine turbulence, it is first necessary to measure the flow
velocity inside the cylinder. Some of the common velocity measurement techniques are hotwire anemometry, laser Doppler velocimetry (LDV), and particle image velocimetry (PIV).
There are multiple challenges in measuring in-cylinder velocity fields, including volume
confinement, difficulty seeding near the wall, optical fouling, and the required acquisition
frequency of the measurements. Since hot-wire anemometry requires a physical probe, this
method would necessitate careful modifications to avoid disrupting the flow. In addition, hotwire anemometers must be placed in the direction of the mean flow, which is difficult to
predict in highly three-dimensional flow. For these reasons, the use of a hot-wire anemometer
is not common in IC engine velocity measurements.
Being generally nonintrusive, optical measurement techniques such as LDV and PIV have
become more commonly used. However, they require optical access. This is generally achieved
through quartz viewing windows or a solid quartz cylinder. LDV can only measure velocities at a
single location at a time and must be adjusted to collect data at separate points to eventually
gather a two-dimensional field representation. It is well suited for high-frequency
measurements at single locations. Acquiring velocity data at multiple spatial locations
simultaneously requires techniques such as PIV over LDV. PIV methods may yield twocomponent, two-dimensional (planar PIV), three-component, two-dimensional (stereo PIV) or
three-component, three-dimensional (holographic or tomographic PIV) velocity fields.
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While IC turbulence is generally three-dimensional, it is difficult to acquire all three
components of velocity in a particular measurement volume. Stereo PIV has been used to
measure three components of velocity in IC engines, but the measurements are not fully threedimensional because the third component is only measured along the line intersection of the
two light sheets [29]. This does not allow for computation of gradients in the out-of-plane
dimension. Tomographic PIV has been developed to capture full three-dimensional velocity
fields [30]. Results have shown that there are regions of the flow in IC engines with large out-ofplane velocities that cannot be resolved with two-dimensional techniques [31].
For the present research, three-component velocity data are needed to fully resolve the
anisotropy tensor. Since velocity gradients are not required for the anisotropy tensor analysis,
stereoscopic particle image velocimetry was selected.

2.1. Planar Particle Image Velocimetry
Planar PIV requires a single camera, positioned such that image, object, and lens planes
are parallel. The camera location is adjusted to ensure that the target is within the field of view
and in focus. Planar PIV enables acquisition of two-component, two-dimensional (2C-2D)
velocity data from the illuminated volume. This is useful if the out-of-plane component of the
flow can be neglected. However, planar PIV has been used frequently even when the out-ofplane velocity component is non-negligible. With two-dimensional velocity data, it is possible to
calculate in-plane velocity gradients to quantify strain rate and rotation tensors, vorticity
vectors, and the two-point spatial correlation tensor [30]. For flows where the out-of-plane
velocity component is non-negligible, it is typically not possible to fully characterize properties
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such as kinetic energy or turbulent properties that require knowledge of all three components
of velocity.

2.2. Stereoscopic Particle Image Velocimetry
Stereoscopic (stereo) PIV (SPIV) requires two cameras, compared to planar PIV’s single
camera, in order to capture the three components of velocity. The out-of-plane velocity
component is found by reconstructing the particle displacements from the two-dimensional
images into the displacements that yield the three velocity components.
There are two different camera configurations in SPIV: translation and angular
displacement. The translation configuration, shown in Figure 8a, allows smaller viewing angles
than the angular displacement configuration, but it is simpler to configure and calibrate. It
involves positioning both cameras so that the image planes of both cameras are parallel to the
object plane of the target. This allows for the image magnification to be independent of the
positions of the image plane and object plane.
The angular displacement method enables larger viewing angles, with the relative error
of the out-of-plane component decreasing as the viewing angle approaches 90°. However, this
method is more complex to configure and to calibrate due to the image, object, and lens planes
no longer being coplanar as they would be with the translation displacement configuration.
With the angular displacement configuration, it becomes necessary to fulfill the Scheimpflug
condition. The Scheimpflug condition requires that the object plane, the optical or lens plane,
and the image plane intersect at some point [30]. Figure 8 shows an image demonstrating both
configurations and depicting the Scheimpflug condition in the angular displacement
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configuration [32]. A downside to the angular displacement configuration is that the
magnification over the entire field of view is now non-uniform, but rather related to the angles
between the lens plane, image plane, and object plane 𝑀𝑛 = 𝑡𝑎𝑛𝜙/𝑡𝑎𝑛𝜃 [33].

Figure 8. The two common camera configurations for stereoscopic particle image velocimetry
are the a) translation method and the b) angular displacement method. Image from Raffel
2007 [32]. Used with permission.

In stereo PIV, the cameras can be arranged on the same side or opposite sides of the
laser sheet. The system is calibrated by placing a physical target in the laser sheet to map the
three-dimensional movement of the particles as displacements on the two-dimensional image
plane [30].
Stereo-PIV enables reconstructing the out-of-plane component of the velocity, but only
at the illuminated plane. It does not offer fully three-dimensional data. For this reason,
31

quantities requiring out-of-plane gradients or multiple out-of-plane locations simultaneously
are out of reach with the standard stereo-PIV technique.
In some cases, the laser plane and camera system can be scanned by moving the laser
plane and recording multiple sets of images at many out-of-plane positions. This method is
limited because the time required to complete a single scan of the measurement volume must
be less than the integral time scale of the flow field [30]. For perspective, a sample time scale
for an engine is on the order of 4 ms at 800 rpm [34]. Scanning the measurement volume in
that time is currently impractical.

2.3. Tomographic Particle Image Velocimetry
Tomographic PIV relies on cameras positioned at multiple viewing angles to retrieve
three-component, three-dimensional velocities within the target volume. Instead of recording
data in a single plane at a time, tomographic PIV allows for simultaneous measurements of all
three velocity components throughout the measurement volume. This measurement volume
does not have a 1:1:1 aspect ratio (i.e. a cube) but is, instead, a thicker plane than would be
examined for stereo PIV.
Similarly to stereo PIV, if the cameras are positioned at an angle to the object plane, the
Scheimpflug condition must be met. For tomographic PIV, this would result in the depth-of-field
after positioning corresponding to the thicker light sheet. Camera calibration is performed using
a target located in the flow, and the camera lenses can be adjusted so that the entire target is
in focus. A practical criterion to fulfill the Scheimpflug condition is to ensure that the target
comes into and out of focus as a whole. Depending on the physical geometry of the system and
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optical access, some cameras may image in forward scatter, while the others may capture in
back scatter. This would necessitate normalizing the intensities of the images from each camera
as an additional pre-processing step.
The three-dimensional measurement volume undergoes a similar interrogation process
as with planar PIV, but it is generalized for three-dimensional data. Reconstruction of the
images from multiple cameras is an iterative process involving the intensities of scattered light
and is performed at each voxel (i.e. a three-dimensional pixel). A potential challenge with the
interrogation process is the presence of “ghost particles.” These are particles reconstructed
from intensities in the images which do not represent physical particles [30]. They can be
minimized by increasing the number of cameras in the experimental setup.
While three velocity components are required for analyzing the anisotropy tensor
invariants, three-dimensional three-component (3D-3C) velocity data would enable the analysis
of additional flow characteristics, such as those requiring knowledge of the velocity gradients in
the out-of-plane direction.

2.4. Particle Velocimetry Error Sources
There are several potential sources of error in PIV measurements. For example, too high
seeding density makes it difficult to correlate the individual particles, while too low seeding
density may yield insufficient particle pairs for obtaining successful correlations within the
interrogation window. For higher seeding density, imaged particles may overlap or be recorded
as a speckle pattern that decorrelates between pulses of the laser [30]. For the lower seeding
limit, it is necessary to have enough seeding to resolve flow structures and accurately
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distinguish between valid and invalid displacements [30]. For planar PIV, one of the main errorinducing mechanisms is loss of particles between the two consecutive images [35]. This can be
mitigated by reducing the time delay between the two images. Camera positioning may cause
errors in stereo PIV. This error decreases as the distance between the two cameras approaches
the distance to the object plane or the angle between the two cameras approaches 45° [36].
One of the main sources of error for tomographic PIV are ghost particle images, which affect
the velocity field by interfering with the correlation of physical particle images. This can
produce random and bias errors [37].
For this experiment, stereoscopic particle image velocimetry will be used for the
following reasons: first, it enables measuring the out-of-plane velocity component, which is key
for meeting the research objectives, since no velocity gradients are needed for quantifying the
anisotropy tensor; second the high-speed acquisition hardware was available in Western
Michigan University’s (WMU’s) Combustion and Flow Research Laboratory (CFRL); and third,
the processing software was made available through a collaboration with WMU’s Fluid
Mechanics Laboratory.

2.5. Practical Considerations
A prominent challenge of non-intrusive measurements in an internal combustion engine
is the necessity to synchronize not only the laser and the camera with each other, but also with
the engine to correlate velocity fields to specific piston positions during the engine cycle. In the
absence of dedicated synchronization hardware, this can be accomplished by using the signal
from a high-resolution rotary encoder as a synchronization input.
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Another challenge with PIV measurements in internal combustion engines the necessity
to capture two sequential images separated by very small, engine-speed-dependent, time
increments. To measure the flow velocity at a given crank angle, the laser and cameras must
have a high-enough repetition rate. For example, consider an engine running at a considerably
low speed of 600 revolutions per minute. With 360 crank angles per crankshaft revolution, each
crank angle lasts approximately 280 μs. The required repetition rate, if data at each crank angle
are required, using one laser per image becomes 3.6 kHz for each laser and greater than 6 kHz
for the cameras.
Since the measurement volume is enclosed, buildup of seeding particles inside the
cylinder can negatively affect the measurement quality. For example, if the buildup is on the
optical window at the laser sheet entry point, the particles can block the laser sheet, causing
dark zones that prevent uniform light scattering from reaching the camera. This challenge limits
the number of cycles that can be measured in a single experiment before the cylinder needs to
be cleaned and assembled for the next test. Practically, this challenge may impact statistical
analyses due to limited sample sizes.
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CHAPTER 3. EXPERIMENTAL SETUP
3.1. Overview
The stereo-PIV experiments were conducted in Western Michigan University’s
Combustion and Flow Research Laboratory (CFRL). An overview of the experimental setup,
including the engine, laser and cameras is shown in Figure 9 and an equipment component list
is provided in Table 3. This chapter presents an in-depth description of the experimental setup,
highlighting some of the challenges encountered and the solutions developed to obtain the
velocity measurements.

Figure 9. The experimental setup including laser, cameras, optics, and motored engine.
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Table 3. Equipment used in the stereo-PIV experiments.
Nd:YLF Laser
New Wave Research Pegasus PIV
Chiller
Thermo Electron Merlin M33
Six-Jet Atomizer
TSI Model 9306
Seeding Particles
Olive Oil
Motor
Reliance 95013C-UM
High-speed Camera (2)
Phantom V9.1
105mm F/4 Lens
Nikon Nikkor 105mm F/4 Micro AI Manual
Focus Lens
Rotary Encoder
BEI XH20DB-37-SS-360-ABCZ-7272-SM1824V
Pulse Generator
BNC Model 575 Pulse/Delay Generator
Data Acquisition Card
NI USB-6221

3.2. Engine, Light Sheet, and Image Acquisition Hardware
The flow inside a four-stroke reciprocating internal combustion engine with optical
access was experimentally investigated. Geometrical parameters for this engine are provided in
in Table 4 [38].
The engine is non-combusting, but powered instead by a Reliance 95013C-UM electric
motor. A quartz window acts as the cylinder head and two side-mounted windows enable
optical access, as shown in Figure 10a and b, respectively. The light sheet enters and exits
through the side-mounted windows, while the camera captures images through the top
window.
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Table 4. Engine geometry specifications.
Geometric Parameters
Length (mm)
Bore (𝐵)
75
Stroke (𝑆)
82
Connecting Rod Length (𝑙)
250.3
Crank Offset (𝑎)
41
Distance from center of crankshaft to TDC
291.3
𝑥𝑇𝐷𝐶 = 𝑥(0°)

Figure 10. Optical access for a) the camera and b) the light sheet.

The beam was generated by a dual-cavity, diode-pumped Nd:YLF laser (Pegasus PIV by
New Wave Research). The laser pulses were emitted at a wavelength of 527 nm with peak
energy output of approximately 10 mJ per cavity at 1 kHz. The emitted beams were then
focused and shaped into a sheet using a set of optics, as shown in Figure 11. A detailed
description of the alignment procedure is provided in section 3.4.
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Figure 11. Lenses used to focus and shape the light sheet.

Images were acquired using two high-speed cameras (Phantom v9.1). These cameras
have an 18.8 mm x 13.8 mm CMOS sensor comprised of 1632 x 1200 pixels. This resulted in a
pixel size of 11.5 µm. The cameras can record up to 1000 frames per second at full resolution.
Higher acquisition rates are possible at the expense of spatial resolution. For a capture rate of
2000 frames per second, the chip size was set at 960 pixels x 720 pixels. Two Nikon Nikkor
105 mm lenses were used with the cameras at the minimum f-stop (f/4) to maximize light
collection. The cameras were positioned facing the quartz window in forward-scatter
configuration. With the positioning shown in Figure 12 as a reference, the camera and lens
angles are shown in Table 5.
Table 5. Camera and lens angles for the experiment.
Angle
Camera 1
Camera 2
Camera
22
23
Lens
28
29
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Figure 12. Angles of the camera and lenses relative to the horizontal object plane.

There were several considerations for the positioning of the cameras. Due to engine
optical access requirements, the cameras needed to be located above the cylinder. Both
cameras were positioned in the same plane perpendicular to the light sheet to maximize
uniformity in Mie-scattered light collection. The angular positions of the cameras were
determined by finding the maximum angle between the two cameras that also provided the
optimal focus on the desired field of view, as discussed in section 2.2.
The field of view is parallel to the piston, shown in Figure 13a, and vertically positioned
relative to the optical windows, as illustrated in Figure 13b. The black arrows indicate the
coordinate system. The positive x-direction is away from the valves, the positive y-direction is
towards the laser, and the positive z-direction is towards the cameras.
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Figure 13. Location of the field of view and coordinate system in the a) plane parallel to the
piston and the b) location of the plane with regards to the height of the cylinder.

3.3. Signal Synchronization
The acquisition equipment was manually synchronized using a pulse generator (Figure
14), data-acquisition card, and an in-house developed interface (LabVIEW VI). The laser was
operated near 1 kHz to maximize energy output. The frame rate of the cameras was set to
twice the laser frequency. The crank angle (i.e., piston position) signal was generated by a
rotary encoder (a BEI Industrial Encoder model XH20DB-37-SS-360-ABCZ-7272-SM18-24V). The
motored engine ran at approximately 620 rpm to provide a 3600 Hz signal through the rotary
encoder. Using the signal from a pressure sensor, the peak pressure was used to distinguish
between top-dead-center compression and top-dead-center intake.
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Figure 14. The BNC Model 575 Pulse Generator used to synchronize the signals for the
experiments.

Using the encoder signal as a basis for the equipment trigger signal, the camera and
laser signals were accurately timed using a pulse/delay generator (BNC Model 575), while
image capture settings were specified through the LabVIEW VI. A general schematic of the
triggering process is shown in Figure 15.
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Figure 15. Equipment triggering overview.

The LabVIEW VI received input signals from the rotary encoder and the pressure sensor.
It generated a square pulse from the rotary encoder signal, referred to as the trigger signal, and
a gate signal to set the range of crank angles over which data were recorded.
The BNC pulse generator received both the trigger and the gate signal from the VI. It
generated four output signals: one to each laser, one to both cameras’ frame synchronization
(F-SYNC) input, and one to the cameras’ trigger input. The gate signal prevents the pulse
generator from producing a signal on a per-channel basis. For this experiment, the signal to the
camera was gated through the LabVIEW VI, allowing images to be recorded only during the
desired crank angles.
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A timing diagram is shown in Figure 16. Channels A and B of the pulse generator were
used to trigger Lasers 1 and 2, respectively. To reduce the signal to an appropriate frequency,
the channels were set for a one on/three off active-duty cycle. In this configuration, the pulse
generator sends one output signal for every four input trigger signals. Channel 3 provides the
frame rate signal to both cameras through the FSYNC input to the camera. This channel was
gated by an active-low signal generated by the LabVIEW VI. A representative image of the
gating tab of the LabVIEW VI gate screen can be seen in Figure 17. Channel D was used to send
a single trigger signal to the cameras to start recording the images when the trigger switch was
activated.

First
Trigger

1

Skipping signals until desired
crank angle
Desired Crank Angles

1

2

3

4

5

6

7

8

Trigger

Gate

Laser 1

20 µs
Laser 2
Camera
FSYNC
Camera
Trigger

Figure 16. Simplified representation of the timing for the signals.
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9

10

Figure 17. LabVIEW VI tab for configuring the gating signal to the pulse generator. The gating
set in the figure only allows images to be recorded between 180-360°.

The rotary encoder signal was sent through a NI USB-6221 data acquisition (DAQ) card
to a LabVIEW VI. The VI used the rotary signal to determine the crank angle and provide a
gating mechanism to image only a desired portion of the cycle. The signal from the rotary
encoder was then sent without modification to the pulse generator, along with the signal from
the configured gate tab of the VI to trigger the laser and cameras. A summary of the
approximate signals used for the experiment can be seen in Table 6.
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Table 6. Summary of signal timings for the stereo-PIV experiment.
Engine speed (rpm)
620 rpm
Trigger signal frequency
3720 Hz
Laser frequency
930 Hz
Camera frequency
1860 Hz
Crank angles between image pairs
4 CA
Time between laser pulses
20 µs

There are several synchronization challenges with this method. While these did not
impact data quality, they are worth noting as improvement opportunities for future
experimental setups. The speed of motor that operates the engine is controlled by an analog
dial on the control panel without any feedback mechanisms. Consequently, the engine speed
varied by 25±5 rpm during the cycle, which introduced variations in the laser triggering
frequency.
The amount of control provided by the LabVIEW VI is limited by the number of clocks
(two for the DAQ card used) that enable modifications of the encoder signal. Crank angle
information from the LabVIEW VI was determined by every fourth trigger signal and the gate
information chosen in the VI. This method is limited because there is no direct connection to
record when the camera captures images; instead, it is based on the trigger signal for the laser.
The current strategy could be improved by feeding the signal from the shutter of each camera
back to the VI to read the rotary encoder data at the precise moment the image is captured.
The pulse generator requires a precise sequence of operations to function accurately. It
must be running before the trigger signal is received and must be reset every time it is
necessary to send a trigger signal. The required sequence is to 1) start the pulse generator, 2)
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place the Phantom cameras in capture mode through their control software, and 3) toggle both
the gate and trigger switches on the running VI.

3.4. Optical Alignment
The laser sheet was generated using several optical lenses, listed in Table 7. The beams
exited the laser head with a roughly circular cross-section (Gaussian beam profile). A planoconcave lens expanded the beam, then a plano-convex lens focused it. Two rectangular
cylindrical plano-concave lenses were used to expand the beam horizontally into the light sheet
used for the experiment.
Table 7. Optical lens specifications. The lens with the asterisk was burned during the
experimental setup.
Lens
Lens Name
Type
Focal length (mm)
Type
Number
Catalog (at Recorded on
532nm)
Lens Case
1
PLCC-50.0-38.6-C-527
Plano-Concave
-74.3
-76.4
BK-7
2
PLCX-38.1-41.2-2-527
Plano-Convex
79.3
74.9
BK-7
3*
RCC-25.4-12.7-12.7-CRectangular
-25.0
27.6
BK7
527
Cylindrical PlanoConcave
4
RCC-25.0-15.0-20.3-CRectangular
-40.0
42.4
BK7
527
Cylindrical PlanoConcave
5
PLCX-25.4-77.3-C-532
Plano-Convex
150
N/A
BK7
6
RCC-40.0-25.4-127.1Rectangular
-250
N/A
Fused
UV-532
Cylindrical PlanoSilica
Concave

The alignment of the optical components was originally based on focal length estimates
from the thin lens equation (equation (27)).
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1 1 1
𝑑
= + −
𝑓 𝑓1 𝑓2 𝑓1 𝑓2

(27)

It was desired to position the lenses as to locate the combined focal length in the middle
of the engine, inside the highlighted rectangle (see Figure 18) to maximize the quality of the
light sheet within the field of view (FoV).

Figure 18. Field of view location (red rectangle) relative to engine geometry.

When moving the setup closer to the engine, using the calculated focal length caused a
burn spot on one of the lenses. The problem was attributed to the coarse estimation of focal
lengths provided by the thin lens equation. A more accurate approach for estimating the
position of the optical elements was found by simulating beam propagation using a ray-tracing
program that allowed for the shape of the lens and the index of refraction of the material to be
incorporated into the simulation [39]. To validate the software, the positioning of the lenses
when the burn occurred was first simulated. As can be seen in Figure 19, the combined focal
length was predicted at the far end of the rectangular cylindrical lens, the same location where
the burn occurred (the planar edge of lens 3).
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Figure 19. Simulation of the optical arrangement used that burned one of the lenses.

The simulation of the burn confirmed that the ray-tracing program was a more accurate
method for determining the proper lens arrangement. The predicted beam propagation for the
final lens configuration is shown in Figure 20. It includes one plano-concave lens, one planoconvex lens, and one rectangular-cylindrical plano-concave lens, and produces a onemillimeter-thick light sheet with approximately uniform intensity along the x-axis. The light
sheet is focused at the center of the cylinder, then exits the engine through the rear sidemounted window.

Figure 20. Ray tracing simulation used to configure the light sheet.

3.5. Seeding Density
A six-jet atomizer (TSI Model 9306), shown in Figure 21, was used to generate the
seeding (olive oil droplets). The size and quantity of the particles is controlled by the number of

49

jets (one, two, or three), the volume flow rate of air set by the atomizer, and the air pressure
into the atomizer. A single jet was used for these experiments.

Figure 21. TSI Model 9306 six-jet atomizer used to seed the flow into the engine.

The atomizer flow rate is controlled through a rotameter, shown next to the jet switches
in Figure 21. For this experiment, the volume flow rate was set at approximately five liters per
minute. Atomizer settings are summarized in Table 8.
Table 8. Summary of the settings used for the seeding atomizer.
Number of jets active jets
1
Flow rate
5 l/min
Atomizer inlet pressure
15 psi

The atomizer outputs a distribution of particle sizes ranging from approximately 0.5 μm
to 4 µm. As Figure 22 shows, the distribution is skewed to a particle size of approximately 1 µm.

50

Figure 22. Distribution of olive oil particle size for the atomizer.

For the range of turbulence fluctuations encountered in this engine (~ 3 m/s), at
600 RPM, the turbulent kinetic energy per unit mass is ~ 9 m2/s2, with an eddy turnover time
𝐿/𝑢’ of approximately 600 us, based on integral length scale on the order of 2 to 3 mm. The
kinetic energy dissipation rate can then be estimated [2] as 𝑢’2 × 𝑢’/𝐿 ~ 14,000 𝑚2 /𝑠 3 , with a
corresponding Kolmogorov time scale (𝑣/𝑒)0.5 ~30 𝜇𝑠. This corresponds to an estimated 30
kHz turbulent frequency. Based on the solution for particle response in turbulent flows [40]
with the corresponding analysis by Melling [41] we have, for a 1.5 µm olive oil droplet in air, a
characteristic frequency of particle motion 𝐶 = 1.5 × 105 , corresponding to ~ 95% particle-toflow tracking. This value increases to ~ 98% for 1 μm olive oil droplets.
The particle image size and seeding density were determined using an in-house
developed algorithm [38]. An image of the seeded flow corresponding to laser 1 at 308° (52
degrees before TDC) is shown in Figure 23. The left image shows the particles counted and sized
by the algorithm, while the right image shows the particles with higher intensities for
visualization. Based on the spatial resolution, a 32 pixel x 32 pixel interrogation window
corresponds to a physical space of 817 µm x 817 µm. By dividing the 51 particles counted within
the interrogation window, there are approximately 76 particles/mm2. Based off of the spatial
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resolution of 25 μm/pixel, the imaged particles have an average diameter of 1.76 pixels, which
falls within the acceptable 1-2 pixel diameter [30].
The mean number of particles per interrogation window, or the image density, was
calculated to be 𝑁𝐼 = 34 from equation (28) [30]. This yields a 100% probability of the
interrogation window containing more than three seeding particle image pairs, based on
equation (29) [30].
𝑁𝐼 = 𝐶Δz0 𝐷𝐼2 /𝑀02

(28)

1
Prob{n ≥ 3|NI } = 1 − 𝑒 −𝑁𝐼 ∗ (1 + 𝑁𝐼 + 𝑁𝐼2 )
2

(29)

Figure 23. Results screen for calculating the seeding density and particle diameter in a 817
µm x 817 µm area. This image was acquired from the seeded flow at 308° for laser 1.
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3.6. Experimental Challenges
Discrepancies in the energy output between the two lasers presented a major
experimental challenge. This is mainly attributable to the age of the laser, but also to historical
discrepancies between output intensity between the laser beams. Discrepancies in laser beam
profiles were also seen throughout the experiments. This was, again, attributable to the laser
age; however, since the manufacturer no longer supports this laser, the experimental setup was
optimized within these practical constraints.
Images from the higher intensity laser were normalized by images from the lower
intensity laser on a pulse-by-pulse basis. This generally meant that laser 2 was normalized by
laser 1. The lowest f-stop setting on the camera lens (f/4) was used to maximize the amount of
light reaching the detector. The depth of field 𝛿𝑧 is related to the f-stop according to equation
(30) [42]. As the f-stop decreases (i.e. the aperture increases), the depth of field decreases.
𝛿𝑧 = 4(1 + 𝑀𝑜−1 )2 𝑓 #2 𝜆

(30)

Ideally, the depth of field should be similar to the thickness of the light sheet (~1mm),
however that was not possible in this experiment due to the aforementioned practical
constraints. Based on the magnification (𝑀𝑜 ≅ .46) and the wavelength for the laser (𝜆 =
527 𝑛𝑚), the depth of field, calculated for several f-stops, is shown in Table 9. With the
limitations of the low f-stop required to observe the particles, the depth of field for the
experiment was 195 μm. The low depth of field resulted in a larger number of out-of-focus
particles in the recorded images.
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Table 9. Calculated depths of field for various f-stops.
F-stop (f#)
𝛿𝑧 (µ𝑚)
f/4
195
f/5.6
383
f/8
782
f/11
1479

3.7. Image Acquisition and Processing
The cameras were able to record 10,504 images (5252 image pairs), based on the
camera chip resolution chosen for a 2000 frame per second capture rate. The image acquisition
process for testing was to first take a current session reference (CSR). This was performed
without firing the lasers or supplying any seeding, but with the crank angle encoder sending
signals to the cameras while the lens caps were on. After removing the lens caps, the engine
was operated with seeding and the lasers were fired to capture a small subset of images. These
were examined to see if there was excessive noise or artifacts present on the image. A sample
background image with artifacts can be seen in Figure 24, while a background image with
minimal artifacts can be seen in Figure 25. To reduce noise introduced by internal light
reflections off the piston top, a set of background images (i.e., without seeding) were recorded
at each crank angle. The average of these was then subtracted on a crank-angle basis from the
instantaneous images to improve the signal-to-noise ratio.
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Figure 24. Sample background image with camera artifact issues.

Figure 25. Background image with minimal artifacts, but with remnant particles.

In between experiments, the engine was shutdown, the quartz windows and the engine
cylinder were cleaned with methanol to remove oil build-up. The engine was allowed to
operate for a few minutes without the quartz cylinder head to help remove the majority of any
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trapped olive oil, though some particles still remained as seen in Figure 25. After a second
cleaning of the cylinder, the quartz cylinder head was replaced. A set of images was acquired
with the laser firing without any seeding to obtain a background reference that accounts for
internal reflections off the cylinder walls and piston. After the background images were
recorded and saved, the actual experimental images were recorded with the laser firing and
with seeding supplied to the motored engine.
An algorithm was created in MATLAB® to sort the full image file. Since the images were
recorded sequentially, the algorithm identifies and separates the images based on crank angle,
source camera, and laser. This resulted in 176 folders for 44 crank angles per laser and camera,
each with 228 image pairs representing 114 cycles.
Additional algorithms were created to calculate the average intensity of light from a
background reference image. This background reference was also sorted by crank angle and
laser, and then subtracted from each image. That is, each final raw, seeded image had the
background average for the corresponding crank angle, camera, and laser subtracted. The
images from each laser were then merged together and their intensity normalized to mitigate
the disparity in laser intensity. The normalization algorithm, developed in MATLAB®, consisted
of importing the images as intensity matrices. The maximum intensity for each row was found
and the mean of each row’s maximum intensity was calculated. A row-by-row (instead of a
column-by-column) approach was used to avoid biasing the average by the zero intensities
corresponding to pixels outside the light sheet. Using the mean instead of the maximum
prevented any outlier in intensity from overrepresenting the intensity of the image. This mean
intensity value was then compared for the images of each laser based on equation (31) to
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determine which image needed correction. An intensity correction factor (ICF) was calculated
by dividing the lower mean intensity by the higher mean intensity.
̅̅̅̅̅̅̅̅̅̅̅̅̅
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑙𝑎𝑠𝑒𝑟1
,
̅̅̅̅̅̅̅̅̅̅̅̅̅
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑙𝑎𝑠𝑒𝑟2
𝐼𝐶𝐹 =
̅̅̅̅̅̅̅̅̅̅̅̅̅
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑙𝑎𝑠𝑒𝑟2
,
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑙𝑎𝑠𝑒𝑟1
{
{ ̅̅̅̅̅̅̅̅̅̅̅̅̅

̅̅̅̅̅̅̅̅̅̅̅̅̅
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑙𝑎𝑠𝑒𝑟2 > ̅̅̅̅̅̅̅̅̅̅̅̅̅
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑙𝑎𝑠𝑒𝑟1
(31)
̅̅̅̅̅̅̅̅̅̅̅̅̅𝑙𝑎𝑠𝑒𝑟1 > 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦
̅̅̅̅̅̅̅̅̅̅̅̅̅𝑙𝑎𝑠𝑒𝑟2
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦

The higher intensity image was then corrected by multiplying the intensity by the
intensity correction factor, yielding images with similar intensities. The resulting sets were then
imported into LaVision’s DaVis 8.4 PIV software to calculate the vector fields. A summary of the
experimental parameters is shown in Table 10.
Table 10. Summary of experimental imaging parameters.
Field of View [x,y] (mm x mm)
[12.7, 18.5]
Approximate Magnification
.45
Depth of field (μm)
195
In-plane spatial resolution (µm/pixel)
25
Temporal resolution (µs)
20
Crank angle range (°)
180-360 (180-0 BTDC)
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CHAPTER 4. DATA ANALYSIS
4.1. Image Calibration
Once the images were imported into the DaVis 8.4 PIV software, the first step to
perform the stereoscopic PIV analysis was to calibrate the two cameras relative to each other
and to the object plane using a calibration target. The initial (trial) calibration target, shown in
Figure 26, was created by making a 1 mm x 1 mm grid using SOLIDWORKS® and printing it on
cardstock at the highest resolution possible on a home printer (Brother MFC-L2710DW). The
target was then cut into a circle to fit inside the cylinder and glued to several other cardstock
discs for rigidity. The two dark lines were drawn to match the width of the optical windows that
allowed laser access, providing an approximation of the light sheet thickness.

Figure 26. The printed calibration target first used for camera calibration.
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Multiple images of this single-plane calibration target were recorded at different piston
positions by rotating the flywheel in 0.25° increments, as determined based on engine
geometry and crank angle information from the rotary encoder. A sample calibration image is
presented in Figure 27. As shown in the magnified view of the calibration target (Figure 28), the
grid lines were not printed perfectly straight, instead consisting of a triangular pattern. This
calibration target proved to be too poorly made for the final calibration, as evidenced by the
reconstructed image from both cameras created from it (Figure 29). There are areas where the
target is perfectly overlapped, and areas where the grid from each camera can still be seen. A
good calibration would have the markers on the calibration target perfectly matched for each
camera.
An accurate calibration target was then borrowed courtesy of LaVision, Inc. As shown in
Figure 30, it is a dual-plane target measuring 25 mm x 25 mm with rows of 3.3 mm-spaced dots
on alternating planes. The difference between the lower and higher planes is 1 mm. With a
dual-plane target, only one image is required from each camera for calibration. The target was
placed on the estimated laser sheet plane. When this calibration target was used with a 3rd
order polynomial fit, the resultant image from both cameras showed the markers to have
acceptable matching on each plane. The resultant image for the upper plane can be seen in
Figure 31, while the lower plane can be seen in Figure 32. The origin for the calibration target
was determined by the first dot chosen. For this experiment, the origin was the dot just to the
left of the triangle seen in Figure 31.
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Figure 27. Image of printed calibration target from camera 2 used for calibrating the cameras
in DaVis.

Figure 28. Close up of the printed calibration target.
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Figure 29. Calibration image from the reconstruction of both cameras after calibration.

Figure 30. LaVision's 025-3.3 dual-plane calibration target.
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Figure 31. Reconstructed calibration image for the upper plane from both cameras using the
025-3.3 calibration target.
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Figure 32. Reconstructed calibration image for the lower plane from both cameras using the
025-3.3 calibration target.

Once the calibration was completed, a self-calibration routine built into DaVis, based on
work by Wieneke [43], was used to adjust potential discrepancies between calibration target
and light sheet location planes. This was performed within the DaVis software and involved
examining the same image from both cameras. The same portion of the seeded flow was
chosen for both cameras, as shown in Figure 33, and the self-calibration was performed
iteratively with progressively smaller windows. The size of the window and the percentage they
overlapped could be varied. For this calibration, a window size of 64 pixels x 64 pixels with a
75% overlap was first chosen, with final iterations at 32 pixels x 32 pixels with 50% overlap as
the disparity vectors were reduced. A representative settings configuration screen for the self63

calibration is shown in Figure 34. Once the calibration was accepted, it became the new initial
calibration. This process was repeated until the disparity map, quantified with vectors showing
the distance between the camera images, was significantly reduced (<0.2 mm). The resulting
disparity map is presented in Figure 35.

Figure 33. Selection of same flow structure for each camera to correlate for the selfcalibration.

Figure 34. Control panel for choosing self-calibration settings.
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Figure 35. Final disparity map for the experiment after the self-calibration was performed.

Once the self-calibration was completed, the images still contained extraneous noise
caused by reflections of the light sheet off the piston even after performing the background
subtraction in 3.7. This was addressed by filtering the images using DaVis’ SubOverTimeMin
DaVis operation. The vector calculation was then performed using a multi-pass mode consisting
of two 64 x 64 pixel2 interrogation windows with a 75% overlap, followed by two passes of
24 x 24 pixel2 interrogation windows with a 75% overlap, yielding an in-plane spatial resolution
of 600 μm. A sample vector field before post-processing is shown in Figure 36. Sample statistics
for one cycle at 184°,presented in Figure 37, show less than 3% of the vectors were rejected.
These statistics can be generalized to the remaining vector fields.
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Figure 36. Sample vector field for 184° (176BTDC) before post processing.
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Figure 37. Vector statistics for 184°, cycle 1.

No smoothing or interpolation was performed on the resulting vector fields. Outliers
were removed using DaVis’ built-in universal outlier detection filter. Based on a 5 x 5 filter area,
the vector was removed if the residual was > 1 and reinserted if the residual was <3. This would
remove outlying vectors without replacing them. A sample of the resulting vector field can be
seen in Figure 38. When compared to Figure 38, vectors were removed around the edges and
throughout the field-of-view.
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Figure 38. Vector field for 184° after the universal outlier removal processing.

The vector fields were exported from DaVis 8.4 into MATLAB® for further analysis.
Algorithms were developed for this purpose, as shown in Table 11.

Algorithm
A
B
C
D

Table 11. MATLAB® algorithms used for processing.
Calculation
Ensemble average of the velocity vector fields
Running mean and RMS for statistical convergence
Reynolds decomposition for velocity fluctuations (equation (32))
Anisotropy invariants (equation (33))

Algorithm A was used to calculate the ensemble average of the instantaneous velocity
vector fields at each crank angle. This was done on a point-by-point basis for each spatial
68

location with velocity vectors (i.e. if a location had a removed vector, it was not included in the
average).
Algorithm B was used for calculating the running mean and root-mean-square of the
instantaneous velocity values to check for statistical convergence. This was performed per
crank angle for a given spatial location, incrementing the number of cycles included for each
calculation (i.e., the first calculation was performed for a single cycle, while the last calculation
was performed for all 114 cycles).
Algorithm C performed the Reynolds decomposition (equation (32)) to calculate the
velocity fluctuations (𝑢′ ) at every crank angle and cycle for every spatial location, by subtracting
the ensemble average calculated using algorithm A from the instantaneous velocity.
𝑢′ = 𝑢 − 〈𝑢〉

(32)

From the three-component velocity data, the anisotropy tensors (equation (33)) and
their invariants at every spatial location for every crank angle were calculated according to
equations (17) and (18). These calculations were performed using algorithm D, resulting in one
pair of anisotropy invariants (𝐼𝐼𝐼𝑏 , 𝐼𝐼𝑏 ) per spatial location for each crank angle.
〈𝑢′𝑖 𝑢′𝑗 〉 1
𝑎𝑖𝑗
=
− 𝛿
2𝑘 〈𝑢′𝑘 𝑢′𝑘 〉 3 𝑖𝑗

(33)

6𝜂2 = −2𝐼𝐼𝑏 = 𝑏𝑖𝑖2 = 𝑏𝑖𝑗 𝑏𝑗𝑖

(17)

6𝜉 3 = 3𝐼𝐼𝐼𝑏 = 𝑏𝑖𝑖3 = 𝑏𝑖𝑗 𝑏𝑗𝑘 𝑏𝑘𝑖

(18)

𝑏𝑖𝑗 =
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CHAPTER 5. RESULTS
5.1. Velocity Observations
To develop a general picture of the flow throughout the compression stroke, histograms
of the instantaneous and ensemble averaged velocities were first created using MATLAB®’s
built-in histogram function. Figure 39 shows resulting histograms for instantaneous velocities
components (𝑢, 𝑣 and 𝑤) and magnitudes at all spatial locations and crank angles between 176
BTDC and 4 BTDC (compression stroke). Velocity magnitudes of up to approximately 20 m/s
were measured. The distributions of 𝑣 and, most significantly, 𝑢 are skewed toward negative
values, indicating that the in-plane flow direction is toward the valves.

Figure 39. Histogram of the instantaneous velocity at every point of the field-of-view for
every cycle of every crank angle.
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Histograms of ensemble averaged velocities at every point for every crank angle
recorded during the experiment is shown in Figure 40. The ensemble average was calculated
using all 114 cycles at each crank angle. The skewness of the distributions of 𝑢 and 𝑣 toward
negative values is captured in the ensemble, suggesting that the mean motion toward the
valves is dominated by large-scale structures.

Figure 40. Histogram of the ensemble averaged velocities at every point in the field-of-view
for every crank angle.

Instantaneous velocity fields for select crank angles in the compression stroke are
shown in Figure 41 for a randomly selected (60th) cycle. Ensemble averaged velocity vector
fields for the same crank angles are shown in Figure 42. In both figures, every forth vector is
shown, along with a 5 m/s reference vector. Orienting the vector fields relative to the engine:
the intake valve is located near the upper-left corner of each figure, whereas the exhaust valve
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is located nearest the lower-left corner. Consistent with the location of the intake valve, Figure
41 shows a predominantly clockwise rotating (swirl-like) structure, with a swirl center
(indicated in red) displacing as the piston moves from near bottom-dead-center (CA = 220) to
top-dead-center (CA = 356). Due to field-of-view limitations, at some crank angles the vortex
center is estimated to fall outside the image. It is interesting to note that, although this largescale mean flow structure was likely generated during the intake stroke, it persists through the
very end of the compression stroke (during which both valves are closed), leading to a
predominantly negative velocity component 𝑢 in the x-direction. These observations are
consistent with the histograms shown in Figure 39 and Figure 40. Full-screen, ensemble
averaged velocity vector fields showing every other vector are included in Appendix A. As
expected, the instantaneous fields (Figure 41) include the less directed (more random) motion
induced by the fluctuating velocity component 𝑢’, albeit with some crank-angle dependence.
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Figure 41. Instantaneous velocity vector fields throughout the compression stroke for a
representative cycle (60).
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Figure 42. Average vector fields throughout the compression stroke. The red dot indicates
the approximate location of the center of the clockwise vortex.
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5.2. Statistical Convergence
A statistical convergence verification was conducted as part of the analysis, motivated
by the relatively small sample size (114 cycles per crank angle). A running average of the mean
and root-mean-square of each component of velocity (𝑢, 𝑣, 𝑤) was calculated for randomly
selected spatial locations within the field of view. Results are shown in Figure 43 for the
instantaneous velocity components (𝑢, 𝑣, 𝑤), and in Figure 44 for the root mean square of the
velocity components (𝑢, 𝑣, 𝑤). Data for these figures correspond to 280° (80 BTDC) at the center
of the field of view. For both quantities, statistical convergence is reached at approximately 60
cycles, indicating that the number of samples is adequate for the current analysis. While only
one location and crank angle are shown, analyses at multiple crank angles and spatial locations
yielded similar results.

Figure 43. Mean of the instantaneous velocity components at 280° (80 BTDC) showing
statistical convergence at around 60 cycles. Single point x =3.1 mm, y = 0.26 mm, the
approximate center of the field of view.
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Figure 44. Root mean square of instantaneous velocity components at 280° (80 BTDC)
showing statistical convergence at around 60 cycles. Single point x = 3.1 mm, y = 0.26 mm,
the approximate center of the field of view.

5.3. Uncertainty Analysis
Errors in particle image velocimetry (PIV) arise from many sources, including the
experimental setup, image acquisition (e.g., discrepancies in laser light intensities), camera
calibration, or during pre and post data processing. An overview of error sources is provided in
in Table 12. To quantify the true uncertainty, experimentally measured values should be
compared to their corresponding “true” values. For the present experiments, however, the true
value is unknown. Further, practical experimental constraints preclude the acquisition of large
sample sizes for the “true mean” estimation. For these reasons, the uncertainties presented in
this section represent the confidence range in the measured velocity values, taking into account
common sources of experimental uncertainties in stereo-PIV.
76

Table 12. Selection of error sources for PIV measurements.
Experimental Setup
Light sheet movement relative to the cylinder caused by vibrations
of the engine (quantified to be less than 0.5 um).
Experimental Setup
Imperfect focus of the cameras.
Acquisition
Travel time of the signals from the rotary encoder ending with the
camera shutter can cause the recorded images to have a minor
delay compared to the rotary encoder output.
Calibration
The minimal remaining (non-zero) disparities between the two
cameras after the self-calibration.
Computation
Some outlier vectors may remain after post-processing steps (e.g.
the universal outlier detection filter).

As part of this research, the uncertainty calculation method built-in DaVis 8.4 was used
to 1) quantify the uncertainty in the calculation of the velocity magnitude, 2) investigate the
dependence (if any) of this uncertainty on piston position (i.e., crank angle) and 3) investigate
the dependence (if any) of the uncertainty on spatial location.
The method employs the shapes of the cross-correlation peaks to quantify the
uncertainty from experimental parameters such as particle size and seeding density, as well as
processing parameters such as interrogation window size. An in-depth description of the
method can be found in [44]. As a summary, two images and their PIV displacement field are
used. The images are then dewarped based on the displacement field and divided into smaller
windows, similar to those used during PIV processing. The correlation function, 𝐶, is then
examined on a pixel basis around the displacement in each direction. The estimated uncertainty
of the displacement field is a function of the standard deviation of the difference in the
correlation function between these pixels and their correlation functions, and the correlation
function at the location of the displacement vector (equation 34) [44]. The estimated
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uncertainties are then summed over the interrogation window to produce the uncertainty of
the velocity.
𝜎𝑢 = 𝑓(𝐶0 , 𝐶± −

𝜎Δ𝐶
2

, 𝐶± −

𝜎Δ𝐶
2

)

(34)

When tested on synthetic data (i.e. synthetically created images with set parameters
such as image size, particle size, particle density, particle intensity, etc.) with artificially added
noise (i.e. a Gaussian background noise), this method showed good agreement with the
expected error [44].

5. 3. a. Uncertainty Quantification
Using the aforementioned algorithm, uncertainty values were extracted from the
instantaneous velocity fields (instantaneous uncertainties) and from the ensemble-averaged
velocity fields (ensemble uncertainties). The instantaneous uncertainties were calculated for
each spatial location, cycle, and crank angle. This produced 114, two-dimensional uncertainty
maps at each of 44 crank angles, an example of which is shown in Figure 45 for 280° (80° BTDC),
cycle 60.
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Figure 45. Map of the uncertainty of the velocity magnitude at 280° (80° BTDC), cycle 60.

The ensemble averaged uncertainty was calculated by adding the uncertainties at a
given spatial location, a given crank angle and for every cycle, divided by the number of cycles,
as shown in equation (35), where 𝜎 represents the uncertainty, 𝜃 represents the crank angle ,
𝑁𝑐𝑦𝑐𝑙𝑒 represents the total number of cycles, and 𝑛 indicates the individual cycle number.
N

〈 𝜎𝑉 (𝑥, 𝑦, 𝜃)〉 =

∑𝑖 cycle 𝜎𝑉 (𝑥, 𝑦, 𝜃, 𝑖)
Ncycle

, where 𝜎𝑉 = 𝑓(𝑥, 𝑦, 𝜃, 𝑛)

(35)

After computing the uncertainty values, histograms were created, using MATLAB®’s
histogram function, to examine the range of uncertainties in the velocity magnitude and its
variation with piston position and spatial location. This was achieved by converting the
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uncertainty matrices extracted from the field of view to a single vector per crank angle
containing the uncertainties from every spatial point and cycle, to create one histogram per
crank angle. Appropriate bin widths, found based on the difference between the maximum and
the minimum uncertainties, were provided as inputs. The resulting histogram is shown in Figure
46.

Figure 46. Histogram of the ensemble uncertainties of V at every point in the field-of-view for
every crank angle.

To visualize the overall distribution of the uncertainty in the velocity magnitude, the
same process was used to create a single histogram from the whole data set (i.e., including all
crank angles and cycles). Results are shown in Figure 47. The uncertainties in the instantaneous
velocity magnitude ranges from 0 to 4.5 m/s, remaining below 3 m/s for 99.7% of the samples.
The uncertainty of the ensemble-averaged velocity fields ranged from 0 to 2 m/s, remaining
below 1.5 m/s for 98.6% of the samples.
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Figure 47. Histogram of the instantaneous uncertainty of V at every point of the field-of-view
for every cycle of every crank angle.

5. 3. b. Variations in the velocity magnitude uncertainty as a function of piston
position (crank angle)
The variation in the uncertainty of the velocity magnitude was also investigated as a
function of piston position (i.e., crank angle) to identify any potential experimental challenges
throughout the compression stroke. Results, presented in Figure 48, show that near bottomdead-center (CA = 188 and 220), the uncertainty in velocity magnitude reaches up to 3.5 m/s.
As the piston approaches top-dead-center, the uncertainty decreases. For example: at between
around mid-stroke to top dead center (i.e., crank angles 248 to 356) the maximum uncertainty
decreases approximately by half to 1.5 m/s. As a reference for these uncertainties, histograms
for the magnitude of the velocity at the same crank angles are shown in Figure 49.
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This decrease in uncertainty as the piston moves up toward TDC is also apparent from
the ensemble uncertainty histogram (Figure 50) with 99.8% of the samples below 1 m/s at TDC.
This change in the uncertainty trends during the compression stroke may be related to the
variations in engine speed through the cycle, potentially modifying the intensity of the beam
emitted from the laser and thus modifying the light sheet.

Figure 48. Histogram of the instantaneous uncertainties at arbitrarily selected crank angles
through the compression stroke.
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Figure 49. Histogram of the instantaneous magnitudes of velocity at arbitrary crank angles
throughout the compression stroke.
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Figure 50. Histograms of the ensemble uncertainty throughout the compression stroke.

To complete the analysis, uncertainties of the ensemble average velocity, normalized by
the corresponding velocity magnitude are shown in Figure 51. Overall, the uncertainty
remained below 20% throughout the compression stroke, with variations in the distribution as
a function of piston position.
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Figure 51. Histogram of the normalized ensemble average uncertainties at arbitrary crank
angles through the compression stroke.

5. 3. c. Variations in the velocity magnitude uncertainty as a function of spatial
location.
As will be discussed in more detail in section 5.4., the field of view was divided into five
sections to facilitate the anisotropy analysis. This separation is shown graphically in Figure 52,
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and superimposed on the physical field of view in Figure 53. As noted in the figure, the red and
yellow quadrants are located closer to the intake and exhaust valve, respectively, while the red
and green sections are located closer to the laser. The black section is located in the center of
the field of view.

Figure 52. Field of view divided into five sections.

As part of the analysis, biases in uncertainty based on spatial location were investigated
to identify any potential problems with the experimental setup (e.g., related to seeding or light
sheet intensity distribution)
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Figure 53. Physical location of the field of view, divided into sections.

Uncertainty histograms were created for quadrants 1 (red), 2 (green), 3 (blue), 4
(yellow), the center (black), and for the entire field-of-view. Figure 54 shows these histograms
for CA=280°. While slight variations in the distribution of the uncertainties between locations
are captured (e.g. quadrant 1 has more points where the uncertainty is between 0.5 m/s and
0.75 m/s, while quadrant 3 has more points with uncertainties between 0.25 m/s and 0.5 m/s),
the uncertainty histograms for each quadrant are similar to that of the entire field-of-view. This
indicates that the uncertainty in the velocities is not dependent on spatial location, suggesting
minimum influence of spatial variations in experimental setup parameters (e.g., light sheet) on
the results. Based on this uncertainty analysis, there is also confidence that any potential spatial
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variations in anisotropy results are not attributable to differences in the velocity uncertainty
among quadrants.

Figure 54. Uncertainty of the instantaneous velocity, by quadrant.

A summary of the uncertainty analysis as a function of crank angle is shown in Table 13.
During the beginning of the compression stroke, the ensemble averaged uncertainty was
mostly between 0.25 m/s to 1.00 m/s, which was approximately 10-20% of the magnitude of
the ensemble averaged velocity. The uncertainty decreased mid-stroke, to 0 to 10% (0.25 m/s
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to 0.5 m/s). Near the end of the compression stroke as the piston approaches top-dead-center,
the uncertainty increased again to 10 to 20% (0.5 m/s to 0.75 m/s). Negligible spatial
differences in velocity uncertainty were found.
Table 13. Summary of uncertainty trends for the instantaneous and normalized average
uncertainties.
CA Range (°)
Cycle process
Uncertainty
Instantaneous (m/s)
Normalized
Average (%)
180-220
Beginning of compression
0.25-1.00
10-20
stroke
220-300
Middle of compression
0.25-0.5
0-10
stroke
300-356
End of compression stroke.
0.5-0.75
10-20

5.4. Anisotropy Tensor Invariant Analysis
Using the three-component velocity fluctuations from data obtained by stereo-PIV, the
anisotropy tensor was calculated according to (equation (33)). The tensor invariants were then
computed at each spatial location, according to equations (16), (17), and (18). The calculation
was carried out at every crank angle recorded (every fourth crank angle) between 180° and
356°, and the values were plotted in invariant coordinates.

𝑏𝑖𝑗 =

〈𝑢′𝑖 𝑢′𝑗 〉 1
𝑎𝑖𝑗
=
− 𝛿
2𝑘 〈𝑢′𝑘 𝑢′𝑘 〉 3 𝑖𝑗

(33)

A representative Lumley triangle is shown in Figure 55. Each point in the triangle
represents the state of turbulence at a single spatial point for 80° BTDC. Every point is within
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the bounds of the triangle, indicating that all points correspond to realizable states of
turbulence.
This is in contrast to the preliminary attempt to create the Lumley triangle using 2D
data, shown previously in Figure 5 in section 1.5., where no point was within the bounds of the
triangle. Thus, the availability of three-component data facilitates a more comprehensive
analysis of engine turbulence. Further, in contrast to commonly adopted modeling
assumptions, Figure 55 shows that the turbulence is significantly anisotropic for wide range of
spatial locations and engine cycles.

Figure 55. Lumley triangle for a crank angle of 280° (80° BTDC). Every point in the FOV is
represented within the triangle.
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As noted, Figure 55 contains turbulence states for all points in the field-of-view and
engine cycles at one crank angle. A more detailed data analysis required conditional sampling
based on spatial location and crank angle.
First, to investigate the spatial dependence of turbulence states, the data field was
divided into five sections: a center section and four outer quadrants. A graphical
representation of these five sections as they relate to the reconstructed plane, introduced in
section 5. 3. c., is shown in Figure 56, while a physical depiction can be seen in Figure 57. The
red and yellow quadrants are located closer towards the valves, while the red and green
quadrants are located closer to the laser sheet entrance.

Figure 56. Field of view divided into five sections. Copy of Figure 52.
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Figure 57. Physical location of the field of view, divided into sections. Copy of Figure 53.

The Lumley triangle was plotted again, this time coloring each point based on its
location in the FoV. This is equivalent to conditionally sampling the data based on spatial
location. Results, shown in Figure 58, suggest that there is a spatial variation in the state of
turbulence and that it is beneficial to examine the anisotropy by section. In Figure 59, each
section is shown separately to further aid in the data analysis.
It is apparent that at 280 CA (80 BTDC, near halfway through the compression stroke),
the turbulence near the center of the engine (black section) shows the strongest tendency to
isotropy. Further, turbulence states corresponding to the red quadrant, that is closest to the
intake valve, appears more isotropic than in the remaining sections. While this finding seems
counterintuitive due to the strong directionality imposed on the flow by the intake valve, it
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should be noted that during compression both valves are closed. As previously shown, the flow
within the cylinder during compression is strongly influenced by a large scale vortical structure,
the center of which appears to rotate clockwise around the center of the cylinder throughout
the compression stroke. This vortex center is often found within the red quadrant, which may
explain the higher tendency of isotropy in this section compared to the remaining outer
quadrants.

Figure 58. Lumley triangle for a crank angle of 280° (80° BTDC). Every point is plotted within
the triangle and colored according to its location in the FoV.
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The turbulence states in the yellow, blue, and green quadrants are located closer to the
right leg of the Lumley triangle, indicating axisymmetric turbulence (oblate spheroid)1. In
contrast to isotropic turbulence, axisymmetric turbulence exhibits symmetry about an axis that
typically coincides with the direction of the mean flow [45]. As shown in the ensemble averages
(Figure 42) a single mean flow direction is difficult to define in engine flows.

Figure 59. Lumley triangle for a crank angle of 280°(80° BTDC). Subplots of the graph contain
images consisting of each spatial section separately, all sections together, along with a
reference image of the sections.

1

Spheroid shapes are referenced in Figure 60
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Figure 60. Graphical depiction of a spheroid, oblate spheroid, and prolate spheroid.

Similar Lumley triangle plots to that shown in Figure 59 can be found in Appendix A for a
selection of crank angles between bottom-dead-center and top-dead-center. The spatial
distributions of the states of turbulence are similar to those in Figure 59.
Trends in the states of turbulence during the compression stroke were also investigated.
This is equivalent to conditionally sampling the data based on crank angle. Overall, there is a
general tendency towards isotropy as the piston approaches top-dead-center, but the degree
to which this is true depends on the spatial section examined. In Figure 61, the center section of
the FoV is shown at several crank angles throughout the compression stroke.
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Figure 61. Plot of the center (black) section anisotropy invariants on the Lumley triangle
throughout the compression stroke.

As the piston moves from near BDC (188 CA) to around TDC (356 CA) the cluster of
points decays toward isotropic turbulence (i.e., 0,0 on the Lumley triangle). The center (black)
section exhibits the strongest tendency toward isotropy as the piston approaches TDC.
Throughout the compression stroke, the turbulence in the center section tends to fluctuate
between the isotropic turbulence and axisymmetric (oblate spheroid) turbulence. About twothirds of the way through the compression stroke (~300°), the center section stays nearly
isotropic throughout the rest of the cycle. This validates the initial hypothesis that the
turbulence approaches isotropy as the piston approaches top-dead-center. Experiments at
additional speeds may shed additional insight on the generality of this observation. While this
engine has a flat head and side-mounted valves, analysis of prior data has shown similar
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behavior for other engine geometries, such as the top-mounted valves and pent-roof
combustion chamber engine used in [28].
After the center section, the upper left and lower left sections, located closest to the
valves, contain the most isotropic turbulence states. Throughout the stroke, however, the
turbulence in these quadrants change to and between oblate and prolate spheroid
axisymmetry. The movement of the vortex center between these sections may offer a potential
explanation.
While the turbulence in the right quadrants do approach isotropy to a degree, the
majority of the turbulence states lie on oblate spheroid leg do not become fully isotropic as the
piston moves towards top-dead-center.
To examine the flow as a whole near top-dead-center, the Lumley triangle for all
measured locations and cycles (due to the ensemble averages in the anisotropy calculation) is
presented in Figure 62. It is clear that, even at top-dead-center, where the largest tendency to
isotropy is found, the turbulence remains anisotropic for a significant portion of the flow. Based
on these findings, the isotropic eddy viscosity hypothesis has very limited application in this
type of flow.
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Figure 62. All points plotted on the Lumley triangle near top-dead-center (356°).
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CHAPTER 6. CONCLUSIONS
This research focuses on answering the research question: How does the turbulence
anisotropy evolve with time (crank angle) and space in the core-flow region of internal
combustion engines? Stereoscopic particle image velocimetry experiments were conducted in a
motored, optical, single-cylinder engine to measure two dimensional, three-component velocity
data during the compression stroke.
Statistical convergence of the instantaneous and root-mean-square of all velocity
components was verified at approximately 60 cycles. A full uncertainty analysis of the velocity
data revealed experimental uncertainty, (normalized by the velocity magnitude) of up to 20%
near bottom-dead-center, decreasing to approximately 10% near mid-stroke and top-deadcenter. The ensemble-averaged velocity vector fields revealed a large-scale vortical structure,
which was found to persist throughout the compression stroke, with its center displacing
clockwise around the cylinder as the piston moved toward top-dead-center. Turbulence states
were determined through the anisotropy tensor and visualized in invariant coordinates using
the Lumley triangle, revealing the following main findings:
•

With 2D-3C velocity data, an anisotropy tensor invariant analysis, complemented with
the Lumley triangle, provides a rigorous and effective metric for quantifying and
visualizing the state and evolution of the turbulence within the engine cylinder and
throughout the cycle.
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•

Within a limited spatial area, the turbulence tends to isotropy as the piston approaches
top-dead-center. This finding validates a hypothesis formulated using 2D velocity data
from an engine with different geometry and operating speed [28].

•

The turbulence is mainly anisotropic throughout the compression stroke, with strong
preference for 2D axisymmetry, lying mainly in the oblate (flattened spheroid) category.
This indicates that the isotropic eddy viscosity hypothesis is, at best, valid over only a
spatially and temporally limited portion of the engine cycle. These findings may help
support the refinement of computational models, taking into account the anisotropic
nature of the turbulence within the core-flow region of internal combustion engines.

These research findings also serve as experimental validation for the Lumley triangle as a
rigorous methodology for assessing turbulence evolution in non-canonical flows.
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APPENDIX A
FUTURE WORK
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While this dissertation focused on the core-flow region of the cylinder, the core-flow
region was defined as the region where the flow is minimally influenced by the wall. Current
methods for quantifying processes in the near-wall region of IC engines (e.g., heat transfer), rely
on comparisons to the canonical law-of-the-wall. However, not surprisingly, canonical boundary
layers have been shown to inadequately represent the physical behavior of near-wall IC engine
flows. To advance our understanding of near wall-layer flows we first need to (1) address the
accuracy of gradient calculations using discrete data, and (2) understand how to adequately
represent the near-wall flow behavior.

A. 1.

Interactions between Boundary Layer and Core-Flow Regions

The canonical boundary layer is traditionally defined by three regions, the viscous
sublayer, the buffer layer, and the log-law layer, as seen in Figure 63. The viscous sublayer is
primarily dominated by molecular viscosity, the log-law region is primarily driven by turbulence,
and the buffer layer exhibits properties similar to the log-law region and to the viscous sublayer
[12].
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Figure 63. Diagram of the canonical boundary layer regions [28]. Used with permission.

The canonical viscous sublayer and log-law layer are defined in equation (36) and
equation (37), respectively [12].
𝑢+ = 𝑦 +
𝑢+ =

1
ln 𝑦 + + 𝐵
𝜅

𝑓𝑜𝑟 0 ≤ 𝑦 + < 5

𝑓𝑜𝑟 𝑦 + > 30 𝑤ℎ𝑒𝑟𝑒 𝜅 = 0.41, 𝐵 = 5.2

(36)
(37)

These equations incorporate dimensionless wall-units, which are calculated by
normalizing the velocity by the friction velocity, as shown in equations (38)-(41).
𝑢+ =

〈𝑢〉
𝑢𝜏

(38)

𝜏𝑤
𝜌

(39)

𝑢𝜏 = √
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𝜏𝑤 = 𝜇

𝑑〈𝑢〉
|
𝑑𝑦 𝑤𝑎𝑙𝑙

𝑦+ =

𝑦𝑢𝜏
𝜈

(40)

(41)

MacDonald et. al. investigated the interactions between the boundary layer and the
core-flow near the head of an IC engine [28]. The results were compared with the canonical
boundary layer which, despite inaccurately describing the behavior of IC engine near-wall flows
(Alharbi and Sick [34], Jainski et. al.[10]), it is still used as the theoretical basis for the near-wall
models of IC engines. For example, the law-of-the-wall was developed based on assumptions of
steady, fully developed, pure shear flow. In IC engines, however, the flow is unsteady due to
the reciprocating motion of the piston, and the flow near the wall may not be a purely shear
flow.
Investigations work by MacDonald et. al. included analyses of the Reynolds stress
normalized by the friction velocity, first and second statistical moments, and two-point spatial
velocity correlations. Results revealed that, relative to canonical boundary layers, the core flowturbulence has a greater effect in the log-law region than the wall-generated turbulence [28].
This work also identified difficulties performing the normalization of the velocity profile
in the near-wall region. The challenges arise from the lack of discrete data points near the wall
due to measurement resolution, and difficulties seeding the flow very near the wall. It was
found that normalization results were heavily dependent on the method used to calculate the
velocity gradient. The first method [1], as shown in equation (42), is a discrete gradient method
originally used with numerical simulations [46].
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𝜕〈𝑢〉
18〈𝑢(𝑛)〉 − 9〈𝑢(𝑛 + 1〉 + 2〈𝑢(𝑛 + 2)〉
=
𝜕𝑦 𝑦=0
6𝛥𝑦

(42)

The second method [2] involved fitting a polynomial curve to the first 12 data points
near the wall and taking a derivative of that fitted polynomial evaluated at the wall (y=0). This
approach was originally derived from performing a linear regression analysis to calculate the
slope [10].
The third method involved using a simple gradient calculation, shown in equation (43).
Δ𝑢 𝑢(2) − 𝑢(1)
=
Δ𝑦
Δ𝑦

(43)

Figure 64 demonstrates the effect of using multiple gradient methods on the outcome
of the normalized velocity profile in terms of wall-units.

Figure 64. Comparison of different gradient methods on the normalized velocity compared to
the theoretical law-of-the-wall.
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It can be seen that there is a significant difference in the normalized velocity profiles
calculated from each of the aforementioned methods.
To understand the validity of current normalization metrics on near-wall flows in IC
engines, future research would use oil-film interferometry to calculate the experimental shear
stress to determine the best method of calculating the shear stress from discrete velocity
measurements. This will allow for the friction velocity to be determined, which is currently used
to normalize the velocity profile near the wall.
The challenges to address in future research are: (1) what is the optimum method for
calculating the velocity gradient when scarce data near the wall are available and (2) what is the
proper normalization criteria for near-wall velocity profiles in IC engines?
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APPENDIX B
ADDITIONAL FIGURES
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Figure 65. Section-separated Lumley triangle at 184°.

Figure 66. Section-separated Lumley triangle at 216°.
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Figure 67. Section-separated Lumley triangle at 248°.

Figure 68. Section-separated Lumley triangle at 280°.
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Figure 69. Section-separated Lumley triangle at 312°.

Figure 70. Section-separated Lumley triangle at 356°.
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Figure 71. Full-screen ensemble averaged vector field for CA=188°.
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Figure 72. Full-screen ensemble averaged vector field for CA=220°.

116

Figure 73. Full-screen ensemble averaged vector field for CA=248°.
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Figure 74. Full-screen ensemble averaged vector field for CA=284°.
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Figure 75. Full-screen ensemble averaged vector field for CA=320°.
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Figure 76. Full-screen ensemble averaged vector field for CA=356°.
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