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Abstract
We study optimal W2,p-regularity for fourth-order parabolic equations with discontinuous coefficients
in general domains. We obtain the global W2,p-regularity for each 1 < p < ∞ under the assumption that
the coefficients have suitably small BMO semi-norm of weak type and the boundary of the domain is
δ-Reifenberg flat. The situation of our main theorem arises when the conductivity on fractals is controlled
by a random variable in the time direction.
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1. Introduction
Recently fourth-order differential equations have been an issue of great interest because of
their wide applications to many areas such as image smoothing and denoising problem, image
segmentation problem in computer vision theory, incompressible elasticity problem, phase tran-
sition and surface tension problem, thin film theory, lubrication theory, convection–explosion
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ous fundamental results involve the relevant interior and boundary estimates in Lp space with p
lying in an subinterval (1,∞) of R for such fourth-order equations, and so we hope that the
present work would give some way to develop a further fundamental regularity theory in this
direction. Let Ω be a bounded domain in Rn with boundary ∂Ω . For a fixed large number T > 0
we write
ΩT = Ω × (0, T ].
We denote the parabolic boundary of ΩT as
∂pΩT = ∂Ω × [0, T ] ∪Ω × {t = 0}.
In this paper we consider the following Dirichlet problem for a fourth-order parabolic equation
with discontinuous coefficients in a general parabolic cylinder:{
ut + Dαβ
(
A
αβ
ab (x, t)Dabu
)= Dαβf αβ(x, t) in ΩT ,
|u| + |Du| = 0 on ∂pΩT .
(1.1)
Here f = {f αβ} is a given n × n matrix in Lp(ΩT ;Rn2) for some 1 < p < ∞ and, as usual,
repeated indices mean summation; α, β , a, b are summed from 1 to n. We always use summation
convention over repeated indices.
We assume that the tensor coefficients Aαβab are uniformly bounded; namely,∣∣Aαβab (x, t)∣∣ c0 (1.2)
and satisfy the uniform parabolicity condition; that is,
A
αβ
ab (x, t)ξ
abξαβ  c1|ξ |2 (1.3)
for almost every (x, t) ∈ Rn × R, for all n × n matrix ξ = {ξαβ} and for some positive con-
stants c0, c1. Throughout this paper Aαβab are always assumed to satisfy the basic structure
conditions (1.2) and (1.3). We employ the letter C to denote any constant that can be computed
in terms of known quantities like c0, c1, n, p and the geometric assumption on ΩT .
In the present article we are investigating how the Lp-regularity of the inhomogeneous term f
is reflected to the Hessian D2u of weak solutions. In particular, we are interested in finding
possibly a minimal assumption on the tensor coefficients Aαβab and a very low level of smoothness
requirement on the boundary ∂Ω of the domain for the classical global W 2,p-regularity theory
for each 1 < p < ∞. More precisely, we want to ask what are the optimal conditions to place
both on Aαβab and on ∂Ω under which we have the following inequalities:∥∥D2u∥∥
Lp(ΩT ;Rn2 )  C‖f‖Lp(ΩT ;Rn2 ) for all 1 < p < ∞. (1.4)
We only consider the case p > 2. The case p = 2 is classical and a duality argument recovers
the case 1 < p < 2. We will hereafter focus our attention exclusively to the case that p > 2. By
this consideration solutions of (1.1) are taken in the weak sense as below.
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u ∈ C0(0, T ;L2(Ω))∩L2(0, T ;H 20 (Ω))
is a weak solution of (1.1) if we have the following weak integral formulation:∫
ΩT
uϕt −AαβabDabuDαβϕ dx dt = −
∫
ΩT
f αβDαβϕ dx dt
for every test function
ϕ ∈ H 1(0, T ;L2(Ω))∩L2(0, T ;H 20 (Ω))
with ϕ = 0 for t = 0 and t = T .
For the classical case p = 2, it is well known that the problem (1.1) has a unique weak solution
belonging to
H
1
2
(
0, T ;L2(Ω))∩ L2(0, T ;H 20 (Ω))
and having the estimate ∥∥D2u∥∥
L2(ΩT ;Rn2 )  C‖f‖L2(ΩT ;Rn2 ), (1.5)
where C > 0 is independent of u and f.
This work is concerned with regularity theory for fourth-order parabolic equations with
discontinuous coefficients of BMO/VMO type (see [12,13,15,24,26] for a general concept of
BMO/VMO space) in non-smooth domains beyond Lipschitz domains (see [11,14,17,18,27,28]
for such general domains).
In [6] we have discussed optimal global W 1,p , 1 < p < ∞, regularity theory for second-order
linear parabolic equations in divergence form. More precisely, if Aαβ belong to BMO with their
BMO semi-norms sufficiently small (see Definition 1.2) and ∂Ω is (δ,R)-Reifenberg flat (see
Definition 1.4) with δ > 0 sufficiently small, then we have obtained
f ∈ Lp(ΩT ;Rn) ⇒ Du ∈ Lp(ΩT ;Rn) for all 1 < p < ∞.
The main approached used in [6] is based on the maximal function method (for this approach
see [8,9]).
Recently Acerbi and Mingione obtained interior gradient estimates on Lq space, q  p, for
a p-Laplacian parabolic system without using maximal function in their fine paper [1]. Also we
mention the very interesting paper [23] by G. Mingione where the author revised and used the
techniques in [1], to prove differentiability and integrability results for solutions of non-linear
elliptic equations having a measure in the right-hand side, of the type diva(x,Du) = μ. The
approach used in [1,23] is based on the Calderón–Zygmund type covering arguments for the
level set of the absolute value of the gradient of a weak solution
E(λ) = {(x, t) ∈ ΩT : |Du| > λ}.
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prove a version of the result in [6] for fourth-order parabolic equations having discontinuous
coefficients on a bounded parabolic cylinder whose lateral boundary is a Reifenberg flat domain.
Reifenberg flatness is a geometric condition exhibiting a very low level of regularity, prescribing
that at all scales the boundary can be trapped between two hyperplanes, depending on the scale
chosen (see Definition 1.4).
To state the main result we need some standard notations. The open ball in Rn with center y
and radius r > 0 is denoted by
Br(y) =
{
x ∈Rn: |x − y| < r}.
By a parabolic cylinder Qr(y, s) ⊂ Rn+1, centered at point (y, s) ∈ Rn+1, with size r > 0, we
mean a set
Qr(y, s) = Br(y)×
(
s − r4, s + r4).
The integral average of an integrable function f ∈ L1(Rn ×R) on a bounded subset U of Rn ×R
is defined by
f U =
∫
−
U
f (x, t) dx dt = 1|U |
∫
U
f (x, t) dx dt.
For fixed almost every t ∈ R and for each bounded subset E of Rn we denote by f E(t) to mean
the integral average of f (·, t) on E; namely,
f E(t) =
∫
−
E
f (x, t) dx = 1|E|
∫
E
f (x, t) dx.
Before introducing the main assumptions on the tensor coefficients and the boundary, we
would like to point out that hereafter in this paper δ > 0 is a small universal constant, to be
determined later. One can assume R = 1 or any other constant, like 30 later in this paper, by a
scaling (see Lemma 1.6).
Definition 1.2. We say that Aαβab are (δ,R)-vanishing if
sup
0<rR
sup
(y,s)∈Rn+1
∫
−
Qr(y,s)
∣∣Aαβab (x, t)− AαβabQr(y,s)∣∣2 dx dt  δ2.
In [6] the authors were able to obtain the global W 1,p-regularity for the weak solutions for
second-order parabolic equations with the strong small BMO condition (1.2). The key observa-
tion is that the coefficients are allowed to have only a limited amount of small jumps in both x
and t directions so that the jumps are small enough to be able to freeze coefficients and use
known integral estimates for the parabolic operators with constant coefficients.
Here we want to generalize the condition (1.2) to the situation where the coefficients might
have big jumps in the t direction though the jumps in the x direction still keep small enough as
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assumption beside the structural conditions (1.2) and (1.3) on the coefficients Aαβab .
Definition 1.3. We say that Aαβab are “weakly” (δ,R)-vanishing if
sup
0<rR
sup
(y,s)∈Rn+1
∫
−
Qr(y,s)
∣∣Aαβab (x, t) −Aαβab Br (y)(t)∣∣2 dx dt  δ2. (1.6)
The class considered in this paper, that is, the one of functions satisfying the weak small
BMO condition (1.6), is much larger than the class of functions satisfying the strong small BMO
condition (1.2). For example, one take f (x, t) = g(x)h(t), where g(x) satisfies the strong small
BMO condition in x-variable and h(t) allows big jumping at a finite number of times. Of course
such functions do not satisfy the strong small BMO condition (1.2), while they do satisfy the
weak small BMO condition (1.6).
Elliptic/parabolic problems with discontinuous coefficients of VMO/BMO type have been
extensively studied for related regularity theory (see [1–4,6–8,19–21,24,25]). We would like to
point out that a function in VMO satisfies the strong small BMO condition (1.2); needless to
say, if a function satisfies the strong small BMO condition, then it satisfies the weak small BMO
condition (1.6). Thus our results reported here will improve those obtained under VMO condition
or the strong small BMO condition.
Our geometric condition on the boundary of a domain is stated as follows.
Definition 1.4. We say that Ω is (δ,R)-Reifenberg flat if for every x ∈ ∂Ω and every r ∈ (0,R],
there exists a coordinate system {y1, . . . , yn}, which can depend on r and x so that x = 0 in this
coordinate system and that
Br(0)∩ {yn > δr} ⊂ Br(0) ∩Ω ⊂ Br(0)∩ {yn > −δr}.
Remark 1.5. We should point out that a Lipschitz domain is (δ,R)-Reifenberg flat provided its
Lipschitz constant is small enough (see [16,27]). We also remark that an interior 
 neighborhood
of a (δ,R)-Reifenberg flat domain is a Lipschitz domain (see [7]).
A Reifenberg flat domain was introduced by Reifenberg in the paper [28] where the author
showed that it is locally a topological disk if δ is sufficiently small. It turns out that a Reifenberg
flat domain exhibits minimal geometric properties for some natural properties in geometric anal-
ysis to hold (see [11,13,17,18,28]). A good example of Reifenberg flat domains considered here
is a flat version of the well-known Van Koch snowflake when the angle of the spike with respect
to the horizontal is sufficiently small (see [16,27]). A Reifenberg flat domain might have fractal
boundary which is like a coastline, a crystal grain boundary, or, atomic clusters.
Before stating the main result of this paper, we would like to point out that δ is invariant under
normalization and scaling.
Lemma 1.6. We assume that Aαβab satisfy (1.2), (1.3) and are weakly (δ,R)-vanishing. We assume
also that Ω is (δ,R)-Reifenberg flat. Suppose further that
u ∈ C0(0, T ;L2(Ω))∩L2(0, T ;H 2(Ω))0
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define
uλr (x, t) = u
(
rx, r4t
)
/
(
λr2
)
, fλr (x, t) = f
(
rx, r4t
)
/λ for (x, t) ∈ ΩT ,
(1/r)Ω = {(1/r)x: x ∈ Ω}, (1/r)ΩT/r4 = (1/r)Ω × (0, T /r4],
and
[
A1r
]αβ
ab
(x, t) = Aαβab
(
rx, r4t
) for (x, t) ∈Rn ×R,
then
(1) [A1r ]αβab satisfy (1.2) and (1.3) with the same constants c0 and c1,
(2) [A1r ]αβab are weakly (δ,R/r)-vanishing,
(3) (1/r)Ω is (δ,R/r)-Reifenberg flat, and
(4) uλr ∈ C0(0, T /r4;L2((1/r)Ω)) ∩L2(0, T /r4;H 20 ((1/r)Ω)) is a weak solution of⎧⎨
⎩
∂[uλr ]
∂t
+ Dαβ
([
A1r
]αβ
ab
Dab
[
uλr
])= Dαβ[f λr ]αβ in (1/r)ΩT/r4 ,∣∣uλr ∣∣+ ∣∣D[uλr ]∣∣= 0 on ∂p((1/r)ΩT/r4).
Let us state the main result of this paper.
Theorem 1.7. Given 2 < p < ∞, there exist a small δ = δ(c0, c1, n,p) > 0 and a constant
C = (c0, c1,p,n,ΩT ) > 0 such that if aαβab are weakly (δ,R)-vanishing, Ω is (δ,R)-Reifenberg
flat and f ∈ Lp(ΩT ;Rn2), then the unique weak solution
u ∈ C0(0, T ;L2(Ω))∩ L2(0, T ;H 20 (Ω))
of (1.1) actually belongs to the intrinsic Sobolev space
W 1,p
(
0, T ;W−2,p(Ω))∩Lp(0, T ;W 2,p0 (Ω))
with the following estimate
∥∥D2u∥∥
Lp(ΩT ;Rn2 )  C‖f‖Lp(Ω;Rn2 ), (1.7)
where W−2,p(Ω) is the dual space of W 2,q0 (Ω) with 1p + 1q = 1.
Remark 1.8. The above estimate is also true for 1 < p < 2 by a duality. The case p = 2 is
classical.
The strategy to prove Theorem 1.7 will be as follows: We first prove (1.7) as an a priori
estimate; that is, assuming that the Hessian matrix of the weak solution belongs to Lp(ΩT ). Then
we remove the a priori regularity assumption D2u ∈ Lp(ΩT ) via an approximation procedure,
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uniform (δ,R)-Reifenberg flatness condition, the principal coefficients Aαβab are smooth with the
weak (δ,R)-vanishing condition, and hence u is smooth. Then a proper approximation procedure
is carried out in Section 6.
Our work is a natural continuation of the early works in [4–7] concerning second-order
parabolic equations where the maximal function method was mainly used. In this paper we will
treat fourth-order parabolic equations in the same spirit, but rather without using maximal func-
tion approach.
2. Preliminary tools
In this section we present notations, an analytic and geometric lemma that will be used in our
approach. We also present some useful settings which will be appropriate to derive the global
estimate (1.4) in our present problem.
2.1. Notations
(1) Br = {x ∈ Rn: |x| < r} is an open ball in Rn with center 0 and radius r > 0, Br(y) = Br +y,
B+r = Br ∩ {x ∈Rn: xn > 0} and B+r (y) = B+r + y.
(2) Ωr = Ω ∩ Br and Ωr(y) = Ω ∩ Br(y).
(3) ∂Ω is the boundary of Ω .
(4) Qr = Br × (−r4, r4), Qr(y, s) = Qr + (y, s), Q+r = B+r × (−r4, r4), Q+r (y, s) = Q+r +
(y, s), Kr = Ωr × (−r4, r4) and Kr(y, s) = Kr + (y, s).
2.2. Integral identities
We will use the following integral identities.
Lemma 2.1. Let p > 2 and g a measurable function in a bounded domain U in Rn × R. Then
we have
∫
U
|g|p dx dt = p
∞∫
0
λp−1
∣∣{(y, s) ∈ U : |g| > λ}∣∣dλ
= (p − 2)
∞∫
0
λp−3
( ∫
{(y,s)∈U : |g|>λ}
|g|2 dx dt
)
dλ.
2.3. Extension from (0, T ] to R
One can first assume that every weak solution considered hereafter is defined in Ω ×R by the
following reason:
(1) The weak solution can be extended to {t  0} by zero extension so that it is a solution.
(2) For t > T , one can first extend f by zero, and then use the existence theorem to obtain
a solution in Ω ×R. This extended solution has all properties of the functions in question.
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ΩT = Ω × (a, a + T ],
where a ∈ R is understood in the context.
When it comes to the boundary estimates, it suffices to consider only the estimates on the
lateral boundary by the same reason discussed above.
3. Fourth-order parabolic equations
In this section we present a certain Vitali type covering argument from an intrinsic geometric
viewpoint. This argument will play a key rule in proving the natural integrability result in (1.4).
Given basic data for the problem (1.1), we have the unique weak solution
u ∈ H 12 (a, a + T ;L2(Ω))∩L2(a, a + T ;H 20 (Ω))
of the problem (1.1). Now we assume that Ω is (δ,R)-Reifenberg flat, where δ will be determined
in Section 5. We denote then for each r > 0 and for each (y, s) ∈ ΩT ,
Θ
[
Kr(y, s)
]=
√√√√ ∫−
Kr(y,s)
∣∣D2u∣∣2 dx dt + 1
δ
√√√√ ∫−
Kr(y,s)
|f|2 dx dt. (3.1)
We interpret λ0 as the integral average of |D2u| + 1δ |f| over the ΩT ; that is,
λ0 = Θ[ΩT ] =
√√√√∫−
ΩT
∣∣D2u∣∣2 dx dt + 1
δ
√√√√∫−
ΩT
|f|2 dx dt. (3.2)
Remark 3.1. Since D2u and f belong to ∈ L2(ΩT ;Rn2), we see that almost every (y, s) ∈ ΩT
is a Lebesgue point; consequently
lim
r→0Θ
[
Kr(y, s)
]= ∣∣D2u(y, s)∣∣+ 1
δ
∣∣f(y, s)∣∣.
Observe also that since the given domain ΩT is bounded,
lim
r→∞Θ
[
Kr(y, s)
]= Θ[ΩT ] = λ0.
Lemma 3.2. If p > 2, then we have
λ
p
0 |ΩT | C
∫
ΩT
|f|p dx dt
for some positive constant C = C(c0, c1, n,p, δ).
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 = δ2 , (1.5) and Hölder’s inequality that
λ20 =
(√√√√∫−
ΩT
∣∣D2u∣∣2 dx dt + 1
δ
√√√√∫−
ΩT
|f|2 dx dt
)2
 2
(∫
−
ΩT
∣∣D2u∣∣2 dx dt + 1
δ2
∫
−
ΩT
|f|2 dx dt
)
 C
∫
−
ΩT
|f|2 dx dt
 C|ΩT |−
2
p
( ∫
ΩT
|f|p dx dt
) 2
p
for some positive constant C = (c0, c1, n,p, δ). This inequality implies the conclusion of the
lemma. 
In the remainder of the paper we for simplicity scale the problem (1.1) by taking r = R30 and
λ = 1 in Lemma 1.6 so that Ω is (δ,30)-Reifenberg flat. We also set
λ1 =
√(
2
1 − δ
)n+2 |ΩT |
|Q1| λ0. (3.3)
Then let us consider λ-level set
E(λ) = {(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}
for λ λ1.
Lemma 3.3. Let λ λ1. Then there exists a family of disjoint {Kri (yi, si)}i1 with (yi, si) ∈ E(λ)
and 0 < ri = r(yi, si) 1 such that
Θ
[
Kri (yi, si)
]= λ, (3.4)
Θ
[
Kr(yi, si)
]
< λ for each r > ri, (3.5)
and
E(λ) ⊂
⋃
i1
K5ri (yi, si). (3.6)
Proof. We first claim
sup sup
|Qr(y, s)|
|K (y, s)| 
(
2
1 − δ
)n+2
. (3.7)
(y,s)∈ΩT 0<r1 r
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Kr(y, s) = ΩT ∩ Qr(y, s) = Qr(y, s). Then we have the bound 1, and so the claim (3.7) is
proved. Now we suppose Qr(y, s) ⊂ ΩT . Since we only consider estimates on the lateral bound-
ary, our interest can be reduced to Br(y) ⊂ Ω . In this case since Ω is (δ,2)-Reifenberg flat, we
assume in some appropriate coordinate system with (y, s) = (x, t) that
Kr(x, t) ⊂ K2r = K2r (0,0)
and
Q2r ∩ {xn > 2rδ} ⊂ K2r ⊂ Q2r ∩ {xn > −2rδ}.
Then we see from the above geometry that
|Qr(x, t)|
|Kr(x, t)| 
(
2
1 − δ
)n+2
.
This proves the claim (3.7).
We next claim
sup
(y,s)∈ΩT
sup
r1
Θ
[
Kr(y, s)
]

√(
2
1 − δ
)n+2 |ΩT |
|Q1| λ0. (3.8)
Fix any (y, s) ∈ ΩT and any r  1. Then it follows from (3.7) when r = 1 that
∫
−
Kr(y,s)
∣∣D2u∣∣2 dx dt = 1|Kr(y, s)|
∫
Kr(y,s)
∣∣D2u∣∣2 dx dt
 |Q1(y, s)||K1(y, s)|
|ΩT |
|Q1(y, s)|
∫
−
ΩT
∣∣D2u∣∣2 dx dt

(
2
1 − δ
)n+2 |ΩT |
|Q1|
∫
−
ΩT
∣∣D2u∣∣2 dx.
Similarly, we have
∫
−
Kr(y,s)
|f|2 dx dt 
(
2
1 − δ
)n+2 |ΩT |
|Q1|
∫
−
ΩT
|f|2 dx dt.
Now the claim (3.8) follows from (3.1).
Now fix any (y, s) ∈ E(λ). Then since λ λ1, it follows from Remark 3.1 and (3.8) that we
have
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r→0Θ
[
Kr(y, s)
]= ∣∣D2u(y, s)∣∣+ 1
δ
∣∣f(y, s)∣∣ ∣∣D2u(y, s)∣∣
> λ
 λ1 =
√(
2
1 − δ
)n+2 |ΩT |
|Q1| λ0
Θ
[
K1(y, s)
]
.
Then we can select a positive number r(y,s) with r(y,s)  1 such that
Θ
[
Kr(y,s) (y, s)
]= λ (3.9)
and
Θ
[
Kr(y, s)
]
< λ for each r > r(y,s). (3.10)
Now we apply the Vitali’s covering lemma to find a family of disjoint{
Kri (yi, si)
}
i1 with (yi, si) ∈ E(λ) and 0 < ri = r(yi ,si )  1,
satisfying (3.4), (3.5) and (3.6). This completes the proof. 
We now estimate the size of each member Kri (yi, si) constructed as in Lemma 3.3.
Lemma 3.4. Under the same hypotheses and results as in Lemma 3.3, we have
3
8
λ2
∣∣Kri (yi, si)∣∣
∫
Kri (yi ,si )∩{|D2u|>λ4 }
∣∣D2u∣∣2 dx dt + 1
δ2
∫
Kri (yi ,si )∩{|f|>δλ4 }
|f|2 dx dt.
Proof. It follows from (3.4) that
Θ
[
Kri (yi, si)
]= λ.
Then using (3.1) and Cauchy’s inequality with 
 = δ2 , we have
λ2
∣∣Kri (yi, si)∣∣ 2
( ∫
Kri (yi ,si )
∣∣D2u∣∣2 dx dt + 1
δ2
∫
Kri (yi ,si )
|f|2 dx dt
)
. (3.11)
Now we compute∫
Kri (yi ,si )
∣∣D2u∣∣2 dx dt = ∫
Kri (yi ,si )∩{|D2u| λ4 }
∣∣D2u∣∣2 dx dt + ∫
Kri (yi ,si )∩{|D2u|>λ4 }
∣∣D2u∣∣2 dx dt
 λ
2
16
∣∣Kri (yi, si)∣∣+
∫
K (y ,s )∩{|D2u|>λ }
∣∣D2u∣∣2 dx dt.
ri i i 4
3228 S.-S. Byun, L. Wang / J. Differential Equations 245 (2008) 3217–3252Similarly, we have
∫
Kri (yi ,si )
|f|2 dx dt  δ
2λ2
16
∣∣Kri (yi, si)∣∣+
∫
Kri (yi ,si )∩{|f|>δλ4 }
|f|2 dx dt.
Then from (3.11) we have the conclusion. 
4. Hessian estimates for fourth-order parabolic equations
As addressed in the Introduction we assume ∂Ω , f and u are smooth enough. We also assume
λ is a positive number with
λ λ1 =
√(
2
1 − δ
)n+2 |ΩT |
|Q1| λ0,
where λ0 is the integral average of |D2u| + 1δ |f| over the ΩT defined as in (3.2).
In Lemma 3.3 we have constructed a family of disjoint Kri (yi, si) so that
(yi, si) ∈ E(λ) with 0 < ri  1,
Θ
[
Kri (yi, si)
]= λ and Θ[Kr(yi, si)]< λ for each r > ri . (4.1)
Here we select any i  1 and fix the
Kri (yi, si) = Qri (yi, si)∩ ΩT .
Then our argument depends upon whether
(1) Q10ri (yi, si) ⊂ ΩT , and so K10ri (yi, si) = Q10ri (yi, si),
(2) Q10ri (yi, si) ⊂ ΩT ; that is, B10ri (yi) ⊂ Ω .
Before we discuss the case (1) we need the following scaling analysis.
Lemma 4.1. There is a universal constant c2 = c2(c0, c1, n) so that for any 
 > 0, there exists
a small δ = δ(
) > 0 such that if u is a weak solution of
ut + Dαβ
(
A
αβ
abDabu
)= Dαβf αβ in Q2
with the following normalization conditions
∫
−∣∣Aαβab (x, t)− Aαβab B2(t)∣∣2 dx dt  δ2
Q2
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−
Q2
∣∣D2u∣∣2 dx dt + 1
δ2
∫
−
Q2
|f|2 dx dt < 1,
then there exists a weak solution v of
vt + Dαβ
(
A
αβ
ab B2(t)Dabv
)= 0 in Q2
such that
sup
Q1
∣∣D2v∣∣ c2
and ∫
−
Q1
∣∣D2(u − v)∣∣2 dx dt  
2.
Proof. We can prove this lemma with a proper scaling in almost exactly the same way we will
prove Lemma 4.5 and Corollary 4.8. 
Consider now the case (1), Q10ri (yi, si) ⊂ ΩT . Without loss of generality we assume
(yi, si) = (0,0). Then we have the following scaling invariance form of Lemma 4.1.
Lemma 4.2. There is a universal constant c2 = c2(c0, c1, n) so that for any 
 > 0, there exists
a small δ = δ(
) > 0 such that if u is the (smooth) solution of (1.1) with the weak small BMO
condition (1.6) and
Θ[Q10ri ] < λ,
then there exists a weak solution vi of
∂vi
∂t
+Dαβ
(
A
αβ
ab B10ri
(t)Dabvi
)= 0 in Q10ri
such that
1
λ
sup
Q5ri
∣∣D2vi∣∣ c2
and
1
λ2
∫
−
Q5ri
∣∣D2(u − vi)∣∣2 dx dt  
2.
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
uλi (x, t) =
1
λ[5ri]2 u
(
5rix, [5ri]4t
)
for (x, t) ∈ Q2,
fλi (x, t) =
1
λ
f
(
5rix, [5ri]4t
)
for (x, t) ∈ Q2,[
A1i
]αβ
ab
(x, t) = Aαβab
(
5rix, [5ri]4t
)
for (x, t) ∈Rn ×R.
Then it follows from the hypotheses of the lemma that uλi is a weak solution of
∂[uλi ]
∂t
+ Dαβ
([
A1i
]αβ
ab
Dab
[
uλi
])= Dαβ[f λi ]αβ in Q2
with the following normalization conditions
∫
−
Q2
∣∣[A1i ]αβab (x, t)− [A1i ]αβab B2(t)∣∣2 dx dt  δ2
and ∫
−
Q2
∣∣D2[uλi ]∣∣2 dx dt + 1δ2
∫
−
Q2
∣∣fλi ∣∣2 dx dt  1.
Then according to Lemma 4.1, there exists a weak solution wλi of
∂[wλi ]
∂t
+Dαβ
([
A1i
]αβ
ab B2(t)Dab
[
wλi
])= 0 in Q2
such that
sup
Q1
∣∣D2[wλi ]∣∣ c2
for some positive constant c2 = c2(c0, c1, n) and
∫
−
Q1
∣∣D2([uλi ]− [wλi ])∣∣2 dx dt  
2.
Defining the scaled function vi by
vi(x, t) = λ[5ri]2wλi
(
x
5ri
,
t
[5ri]4
)
for (x, t) ∈ Q10ri ,
we recover the conclusion of Lemma 4.2 in the variables of vi . This finishes the proof. 
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weak convergence method (see [10] for this method). Let us first introduce the scaled reference
problem of (1.1):
{
vt +Dαβ
(
A
αβ
ab B
+
2
(t)Dabv
)= 0 in Q+2 ,
|v| + |Dv| = 0 on Q2 ∩ {xn = 0}.
(4.2)
We should remark that the problem (4.2) has no initial/boundary conditions on ∂pQ+2 \ Q2 ∩{xn = 0}. In fact, there might be many non-smooth solutions though the principal coefficients
A
αβ
ab B
+
2
(t) are smooth (recall we assumed that Aαβab are smooth). This consideration motivates the
following.
Definition 4.3. We say that
v ∈ C0(−24,24;L2(B+2 ))∩L2(−24,24;H 2(B+2 ))
is a weak solution of (4.2) provided
−
∫
Q+2
vϕt dx dt +
∫
Q+2
A
αβ
ab B
+
2
(t)DabvDαβϕ dx dt = 0
for each ϕ ∈ H 1(−24,24;L2(B+2 ))∩L2(−24,24;H 20 (B+2 )) with ϕ = 0 for t = ±24, and
|v| + |Dv| = 0 on Q2 ∩ {xn = 0}
in the usual sense.
Note that the coefficients Aαβab B+2 (t) in (4.2) are functions of only t variable which are uni-
formly bounded and uniformly parabolic, and so one can check any weak solution u of (4.2)
belongs to Lip(−24,24;L2(B+2 )) with u(·, t) ∈ C∞loc(B+2 ) uniformly in t up to the flat boundary,
which is stated as the following lemma.
Lemma 4.4. Assume that
v ∈ C0(−24,24;L2(B+2 ))∩L2(−24,24;H 2(B+2 ))
is a weak solution of (4.2). Then we have
∥∥∣∣D2v∣∣+ |vt |∥∥2L∞(Q+1 )  C
∫
−
Q+2
∣∣D2v∣∣2 dx dt
for some universal constant C = (c0, c1, n) > 0.
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 > 0, there exists a small δ = δ(
) > 0 so that for any (smooth) solution u
of (1.1) with the following normalization conditions
Q+2 ⊂ K2 ⊂ Q2 ∩ {xn > −4δ}, (4.3)∫
−
K2
∣∣Aαβab (x, t)− AαβabΩ2(t)∣∣2 dx dt  δ2 (4.4)
and
∫
−
K2
∣∣D2u∣∣2 dx dt + 1
δ2
∫
−
K2
|f|2 dx dt  1, (4.5)
there exists a weak solution v of (4.2) such that
∫
Q+2
|u − v|2 dx dt  
2. (4.6)
Proof. We argue by contradiction. If not, there exist 
0 > 0, [Am]αβab , Ωm, um and [f m]αβ such
that um is the (smooth) solution of
⎧⎨
⎩
∂um
∂t
+Dαβ
([
Am
]αβ
ab
Dabu
m
)= Dαβ[f m]αβ in ΩmT ,∣∣um∣∣+ ∣∣Dum∣∣= 0 on ∂pΩmT
(4.7)
with the following normalization conditions
Q+2 ⊂ Km2 := Q2 ∩ ΩmT ⊂ Q2 ∩ {xn > −4/m}, (4.8)∫
−
Km2
∣∣[Am]αβ
ab
(x, t)− [Am]αβ
abΩ
m
2
(t)
∣∣2 dx dt  1/m2 (4.9)
and
∫
−
Km2
∣∣D2um∣∣2 dx dt +m2 ∫−
Km2
∣∣[f m]αβ ∣∣2 dx < 1 (4.10)
but
∫
Q+
∣∣um − v∣∣2 dx dt > 
20 (4.11)
2
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⎩
∂v
∂t
+ Dαβ
([
Am
]αβ
ab B
+
2
(t)Dabv
)= 0 in Q+2 ,
|v| + |Dv| = 0 on Q+2 ∩ {xn = 0}.
(4.12)
In view of (4.7), (4.8), Poincaré’s inequality from the fact that |um| + |Dum| = 0 on ∂pΩmT
with |um| + |Dum| extended by zero from Km2 to Q2, and (4.10), we have∥∥um∥∥2
L2(−24,24;H 2(B+2 )) 
∥∥um∥∥2
L2(−24,24;H 2(Ωm2 ))
 C
∥∥D2um∥∥2
L2(−24,24;L2(Ωm2 ))
= C∥∥D2um∥∥2
L2(Km2 )
 C.
Thus {um}∞m=1 is uniformly bounded in L2(−24,24;H 2(B+2 )). Now according to classical
theory (for this see Chapter 3 in [22]), um ∈ H 12 (−24,24;L2(B+2 )) and there exists
u∞ ∈ L2(−24,24;H 2(B+2 ))∩H 12 (−24,24;L2(B+2 ))
and a subsequence, which we still denote by {um}, such that{
um ⇀ u∞ weakly in H
1
2
(−24,24;L2(B+2 ))∩L2(−24,24;H 2(B+2 )),
um → u∞ strongly in L2(−24,24;L2(B+2 )). (4.13)
Now we fix any −24 < t < 24. Then it follows from (1.2) that {[Am]αβab B+2 (t)}
∞
l=1 is uniformly
bounded in Rn4 , and so uniformly bounded in L2(Q+2 ;Rn
4
). Thus there exist a subsequence,
which we denote by {[Am]αβab B+2 (t)}
∞
m=1, and [A∞]αβab (t) such that
[
Am
]αβ
ab B
+
2
(t) ⇀
[
A∞
]αβ
ab
(t) weakly in L2
(
Q+2 ;Rn
4)
. (4.14)
But then it follows from (4.8) and (4.9) that
[Am]αβab ⇀ [A∞]αβab (t) weakly in L2
(
Q+2 ;Rn
4)
. (4.15)
It follows also from (4.8) and (4.10) that
[
f m
]αβ → 0 strongly in L2(Q+2 ;Rn2). (4.16)
Now we will show that u∞ itself is a weak solution of⎧⎨
⎩
∂u∞
∂t
+Dαβ
([
A∞
]αβ
ab
(t)Dabu
∞)= 0 in Q+2 ,∣∣u∞∣∣+ ∣∣Du∞∣∣= 0 on Q ∩ {x = 0}. (4.17)2 n
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and extend |ϕ| + |Dϕ| = 0 by 0 outside Q+2 . Then from (4.7), (4.8) and Definition 1.1, we find
−
∫
Q+2
umϕt dx dt +
∫
Q+2
[
Am
]αβ
ab
Dabu
mDαβϕ dx dt =
∫
Q+2
f αβDαβϕ dx dt. (4.18)
Now recall that [Am]αβab B+2 (t) is independent of x-variable. Then use integration by parts for-
mula in x-variable to calculate the second integration above as follows:
∫
Q+2
[
Am
]αβ
ab
Dabu
mDαβϕ dx dt
=
∫
Q+2
([
Am
]αβ
ab
− [Am]αβ
ab B
+
2
(t)
)
Dabu
mDαβϕ dx dt +
∫
Q+2
[
Am
]αβ
ab B
+
2
(t)Dabu
mDαβϕ dx dt
=
∫
Q+2
([
Am
]αβ
ab
− [Am]αβ
ab B
+
2
(t)
)
Dabu
mDαβϕ dx dt −
∫
Q+2
um
[
Am
]αβ
ab B
+
2
(t)Dαβabϕ dx dt.
Then the integral identity (4.18) reads
∫
Q+2
f αβDαβϕ dx dt = −
∫
Q+2
umϕt dx dt +
∫
Q+2
([
Am
]αβ
ab
− [Am]αβ
ab B
+
2
(t)
)
Dabu
mDαβϕ dx dt
+
∫
Q+2
um
[
Am
]αβ
ab B
+
2
(t)Dαβabϕ dx dt.
We recall (4.13)–(4.16), to find upon passing to weak limits in the above integral identity that
−
∫
Q+2
u∞ϕt dx dt +
∫
Q+2
[
A∞
]
(t)
αβ
abDabu
∞Dαβϕ dx dt = 0. (4.19)
On the other hand, using (4.7), (4.8) and (4.13), it is straightforward to check that
∣∣u∞∣∣+ ∣∣Du∞∣∣= 0 on Q2 ∩ {xn = 0} (4.20)
in the usual sense. (4.19) and (4.20) verify (4.17).
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∂u∞
∂t
+Dαβ
([
Am
]αβ
ab B
+
2
(t)Dabu
∞)
= Dαβ
([[
Am
]αβ
ab B
+
2
(t)− [A∞]αβ
ab
(t)
]
Dabu
∞)+ ∂u∞
∂t
+ Dαβ
([
A∞
]αβ
ab
(t)Dabu
∞)
= Dαβ
[
gm
]αβ in Q+2
in the weak sense, where
[
gm
]αβ = [[Am]αβ
ab B
+
2
(t)− [A∞]αβ
ab
(t)
]
Dabu
∞. (4.21)
Then we infer from (4.14) that
[
gm
]αβ
⇀ 0 weakly in L2
(
Q+2 ;Rn
2)
. (4.22)
Let hm be the weak solution of⎧⎨
⎩
∂hm
∂t
+ Dαβ
([
Am
]αβ
ab B
+
2
(t)Dabh
m
)= Dαβ[gm]αβ in Q+2 ,∣∣hm∣∣+ ∣∣Dhm∣∣= 0 on ∂pQ+2 .
(4.23)
Now according to standard L2 estimates, it follows from (1.2) and (4.17) that
∥∥hm∥∥
H
1
2 (−24,24;L2(B+2 ))∩L2(−24,24;H 2(B+2 ))
 C
∥∥gm∥∥
L2(Q+2 )
 C.
Thus there exist a subsequence of {hm}m1, which we still denote by {hm}m1, and h ∈
H
1
2 (−24,24;L2(B+2 )) ∩L2(−24,24;H 2(B+2 )) such that
hm ⇀ h weakly in H
1
2
(−24,24;L2(B+2 ))∩ L2(−24,24;H 2(B+2 )). (4.24)
Then as in the proof of the claim (4.17), one can see that
h ≡ 0
by using (4.24), (4.14) and (4.22). But then (4.24) implies
∥∥hm∥∥
L2(Q+2 )
→ 0 as m → ∞. (4.25)
In light of (4.13) and (4.25), we deduce
∥∥um − (u∞ − hm)∥∥ 2 +  ∥∥um − u∞∥∥ 2 + + ∥∥hm∥∥ 2 + → 0 as m → ∞.L (Q2 ) L (Q2 ) L (Q2 )
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u∞ − hm is a weak solution of⎧⎨
⎩
∂(u∞ − hm)
∂t
+Dαβ
([
Am
]αβ
ab B
+
2
(t)Dab
(
u∞ − hm))= 0 in Q+2 ,∣∣u∞ − hm∣∣+ ∣∣D(u∞ − hm)∣∣= 0 on Q+2 ∩ {xn = 0}.
This contradiction finishes the proof. 
Definition 4.6. We extend the |v| + |Dv| given in Lemma 4.5 by zero from Q+2 to Q2. Then we
denote by v0 the extended function defined in Q2.
Remark 4.7. We recall Lemma 4.4 and observe that |D2v0| is bounded in Q2 with respect to δ
and if we assume v0 has a PDE in Q2, the bound depends only on some global norms there. In
fact, the bound of |D2v0| is independent of δ.
Corollary 4.8. Under the same conditions and results as in Lemma 4.5, we have∫
−
K1
∣∣D2(u− v0)∣∣2 dx dt  
2 (4.26)
and
sup
Q1
∣∣D2v0∣∣ c3 (4.27)
for some positive constant c3 = c3(c0, c1, n).
Proof. As already addressed in Remark 4.7, we see that there exists a positive constant c3 =
c3(c0, c1, n) such that
sup
Q1
∣∣D2v0∣∣ c3,
which is (4.27).
We next apply Lemma 4.5, with η > 0 replacing 
 and δ(η) replacing δ(
), respectively, to
discover ∫
Q+2
|u − v|2 dx dt  η2. (4.28)
Take a standard cut-off function φ ∈ C∞(Q2) satisfying
φ has compact support in Q2, φ = 1 on Q1 and 0 φ  1. (4.29)
Then we can use
w := φ4(u − v0) (4.30)
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sense and ϕ = 0 near the curved portion of ∂pK2. Therefore we have
−
∫
K2
uwt dx dt +
∫
K2
A
αβ
abDabuDαβw dx dt =
∫
K2
f αβDαβw dx dt, (4.31)
which we write as
L1 +L2 = R. (4.32)
Calculation of L1: We recall that we have assumed that u is smooth. We also assume in the
calculation of L1 below that v and w are smooth enough by approximation. Recalling Defini-
tion 4.6, (4.29) and (4.30), we calculate L1 as follows:
L1 := −
∫
K2
uwt dx dt =
∫
K2
utw dx dt =
∫
K2
[(
u − v0)
t
+ (v0)
t
]
wdx dt
=
∫
K2
φ4
(
u − v0)(u − v0)
t
dx dt +
∫
K2
(
v0
)
t
w dx dt
=
24∫
−24
(
d
dt
∫
Ω2
φ4
|u − v0|2
2
dx
)
dt −
∫
K2
(
φ4
)
t
|u − v0|2
2
dx dt −
∫
K2
v0wt dx dt
= −
∫
K2
(
φ4
)
t
|u − v0|2
2
dx dt −
∫
K2
v0wt dx dt
=: I1 + I2.
Calculation of L2: We recall 4.6, (4.29) and (4.30) to calculate L2 as follows:
L2 :=
∫
K2
A
αβ
abDabuDαβw dx dt
=
∫
K2
A
αβ
ab
[
Dab
(
u − v0)+Dabv0]Dαβwdx dt
=
∫
K2
A
αβ
abDab
(
u − v0)Dαβ(φ4(u − v0))dx dt +
∫
K2
A
αβ
abDabv
0Dαβwdx dt
=
∫
K2
φ4A
αβ
abDab
(
u − v0)Dαβ(u− v0)dx dt
+
∫
A
αβ
abDab
(
u − v0)[Dαβ(φ4)](u − v0)dx dtK2
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∫
K2
A
αβ
abDab
(
u − v0)[Dα(φ4)]Dβ(u − v0)dx dt
+
∫
K2
A
αβ
abDab
(
u − v0)[Dβ(φ4)]Dα(u − v0)dx dt
+
∫
K2
[
A
αβ
ab − Aαβab B+2 (t)
]
Dabv
0Dαβw dx dt
+
∫
K2
A
αβ
ab B
+
2
(t)Dabv
0Dαβwdx dt
=: I3 + I4 + I5 + I6 + I7 + I8.
Now we combine calculations of L1 and L2 with (4.31) and (4.32) to deduce
I3 = −(I2 + I8)− I1 − I4 − I5 − I6 − I7 +R, (4.33)
which we estimate as follows:
Estimates of I3: We infer from (4.29) and the uniform parabolicity condition that
I3 =
∫
K2
φ4A
αβ
abDab
(
u − v0)Dαβ(u− v0)dx dt
 c1
∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt.
Estimates of I2 + I8: We first recall (4.3), 4.6, (4.29) and (4.30). Then since v is a weak
solution of (4.2), we have the following identities:
I2 + I8 = −
∫
K2
v0wt dx dt +
∫
K2
A
αβ
ab B
+
2
(t)Dabv
0Dαβw dx dt
= −
∫
Q+2
vwt dx dt +
∫
Q+2
A
αβ
ab B
+
2
(t)DabvDαβw dx dt
−
∫
K2\Q+2
v0wt dx dt +
∫
K2\Q+2
A
αβ
ab B
+
2
(t)Dabv
0Dαβwdx dt
=
∫
K2
(
v0
)
t
w dx dt +
∫
K2\Q+2
A
αβ
ab B
+
2
(t)Dabv
0Dαβw dx dt
=
∫
K \Q+
A
αβ
ab B
+
2
(t)Dabv
0Dαβwdx dt.2 2
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|I2 + I8| c0c3
∫
K2\Q+2
|Dαβw|dx dt  C
∣∣K2 \Q+2 ∣∣ 12 ‖Dαβw‖L2(K2\Q+2 ).
But then (4.4) implies
|I2 + I8| Cδ 12 .
Estimates of I1: We infer from Definition 4.6, (4.3), (4.28)–(4.30) and Sobolev embedding
inequality that
|I1|
∫
K2
(
φ4
)
t
|u − v0|2
2
dx dt
 C
∫
Q+2
|u − v|2 dx dt + C
∫
K2\Q+2
|u|2 dx dt
 Cη2 +C
24∫
−24
( ∫
Ω2\B+2
|u|2 dx
)
dt
 Cη2 +C
(∣∣Ω \ B+2 ∣∣ 2n
( ∫
Ω2\B+2
|u| 2nn−2 dx
) n−2
2n
)
 C
(
η2 + δ 2n ).
Estimates of I4: In view of (1.2), (4.29), and Cauchy’s inequality with τ , we have
|I4|
∫
K2
∣∣Aαβab ∣∣∣∣Dab(u− v0)∣∣∣∣Dαβ(φ4)∣∣∣∣u− v0∣∣dx dt
 C
∫
K2
[
φ2
∣∣D2(u − v0)∣∣][φ∣∣u − v0∣∣]dx dt
 Cτ
∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt + C 1
τ
∫
K2
∣∣u − v0∣∣2 dx dt.
Thus as we did in the estimate of I1, we have
I4  Cτ
∫
φ4
∣∣D2(u − v0)∣∣2 dx dt +C 1
τ
(
η2 + δ 2n ).K2
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employ Lemma 4.4, to estimate I5 as follows:
|I5|
∫
K2
∣∣Aαβab ∣∣∣∣Dab(u − v0)∣∣∣∣Dα(φ4)∣∣∣∣Dβ(u − v0)∣∣dx dt
 C
∫
K2
[
φ2
∣∣D2(u − v0)∣∣][φ∣∣Dβ(u − v0)∣∣]dx dt
 Cτ
∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt +C 1
τ
∫
K2
φ2
∣∣Dβ(u − v0)∣∣2 dx dt.
Recalling (4.29) and using integration by parts formula in x-variable, we calculate∫
K2
φ2
∣∣Dβ(u − v0)∣∣2 dx dt
=
∫
K2
Dβ
(
u− v0) · (φ2Dβ(u − v0))dx dt
= −
∫
K2
(
u − v0)Dβ(φ2)Dβ(u− v0)dx dt −
∫
K2
φ2
(
u − v0)(u− v0)dx dt
= −
∫
K2
Dβ
(
φ2
)
Dβ
(∣∣u− v0∣∣2/2)dx dt − ∫
K2
φ2
(
u− v0)(u − v0)dx dt
=
∫
K2

(
φ2
)(∣∣u− v0∣∣2/2)dx dt − ∫
K2
φ2
(
u− v0)(u − v0)dx dt.
Then we use Cauchy’s inequality with τ 2 and recall the estimates of I4 to observe∫
K2
φ2
∣∣Dβ(u− v0)∣∣2 dx dt
 C
∫
K2
∣∣u− v0∣∣2 dx dt + C
τ 2
∫
K2
∣∣u − v0∣∣2 dx dt +Cτ 2 ∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt
 C
(
1 + 1
τ 2
)(
η2 + δ 2n )+ Cτ 2 ∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt.
Thus
I5  Cτ
∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt + C 1
τ
∫
K2
φ2
∣∣Dβ(u − v0)∣∣2 dx dt
 Cτ
∫
φ4
∣∣D2(u − v0)∣∣2 dx dt + C 1
τ
(
1 + 1
τ 2
)(
η2 + δ 2n ).K2
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|I6| Cτ
∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt +C 1
τ
(
1 + 1
τ 2
)(
η2 + δ 2n ).
Estimates of I7: Recalling (4.27) and using Hölder’s inequality and (4.4), we have
|I7|
∫
K2
∣∣Aαβab − Aαβab B+2 (t)∣∣∣∣Dabv0∣∣|Dαβw|dx dt
 c3
∫
K2
∣∣Aαβab − Aαβab B+2 (t)∣∣∣∣D2w∣∣dx dt
 C
∥∥Aαβab − Aαβab B+2 (t)∥∥L2(K2)∥∥D2w∥∥L2(K2)
 Cδ.
Estimates of R: Using Hölder’s inequality and (4.5), we find
|R|
∫
K2
∣∣f αβ ∣∣|Dαβw|dx dt

∫
K2
|f|∣∣D2w∣∣dx dt
 ‖f‖L2(K2)
∥∥D2w∥∥
L2(K2)
 Cδ.
Now we return to (4.33) and combine all the calculations and estimates of Ii , 1 i  8, and R
to find the following estimates:
∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt
 I3 = −(I2 + I8)− I1 − I4 − I5 − I6 − I7 +R
 |I2 + I8| + |I1| + |I4| + |I5| + |I6| + |I7| + |R|
 C
(
δ
1
2 + η2 + δ 2n + δ)+C 1
τ
(
1 + 1
τ 2
)(
η2 + δ 2n )+ Cτ ∫
K2
φ4
∣∣D2(u − v0)∣∣2 dx dt.
Then we select τ > 0 so small that we have∫ ∣∣D2(u− v0)∣∣2 dx dt  ∫ φ4∣∣D2(u− v0)∣∣2 dx dt  C(η2 + δ + δ 12 + δ 2n ).
K1 K2
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C
(
η2 + δ + δ 12 + δ 2n )= 
2,
which completes the proof. 
Now we consider the case (2), Q10ri (yi, si) ⊂ ΩT ; that is, B10ri (yi) ⊂ Ω . In this case since Ω
is (δ,30)-Reifenberg flat and ri  1, we are under some appropriate coordinate system in which
(yi, si) =: (xi, ti) (4.34)
that
Q+30ri ⊂ K30ri ⊂ Q30ri ∩ {xn > −60riδ} (4.35)
and
K5ri (xi, ti) ⊂ K15ri = K15ri (0,0). (4.36)
In this geometric setting we have the following scaling analysis near the lateral boundary.
Lemma 4.9. There exists a universal constant c3 = c3(c0, c1, n) > 0 so that for any 
 > 0, there
exists a small δ = δ(
) > 0 such that if u is the (smooth) solution of (1.1) in the geometric
setting (4.34)–(4.36), with the weak small BMO condition (1.6) and with
Θ[K30ri ] < λ,
then there exists a weak solution
vi ∈ C0
(−[30ri]4, [30ri]4;L2(B+30ri ))∩ L2(−[30ri]4, [30ri]4;H 2(B+30ri ))
of
∂vi
∂t
+Dαβ
(
A
αβ
ab B
+
30ri
(t)Dabvi
)= 0 in Q+30ri
with |vi | + |Dvi | = 0 on Q30ri ∩ {xn = 0} such that
1
λ
sup
Q15ri
∣∣D2v0i ∣∣ c3
and
1
λ2
∫
−
K15ri
∣∣D2(u − v0i )∣∣2 dx dt  
2,
where v0 is extended by zero from Q+ to Q30r as in Definition 4.6.i 30ri i
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⎪⎪⎪⎪⎩
uλi (x, t) =
1
λ15ri
u
(
15rix, [15ri]4t
)
for (x, t) ∈ K2,
fλi (x, t) =
1
λ
f
(
15rix, [15ri]4t
)
for (x, t) ∈ K2,[
A1i
]αβ
ab
(x, t) = Aαβab
(
15rix, [15ri]4t
)
for (x, t) ∈ Rn ×R.
With the hypotheses of this lemma and under the scaling (y, s) = ( 115ri x, 1[15ri ]4 t), one can readily
check that
Q+2 ⊂ K2 ⊂ Q2 ∩ {xn > −4δ}
and that
uλi ∈ C0
(−24,24;L2(Ω2))∩L2(−24,24;H 2(Ω2))
is a weak solution of
∂[uλi ]
∂t
+Dαβ
([
A1i
]αβ
ab
Dab
[
uλi
])= Dαβ[f λi ]αβ in K2
subject to |uλi | + |Duλi | = 0 on Q2 ∩ {xn = 0} with the following normalization conditions as∫
−
K2
∣∣[A1i ]αβab − [A1i ]αβabΩ2(t)∣∣2 dx dt  δ2
and ∫
−
K2
∣∣D2[uλi ]∣∣2 dx dt + 1δ2
∫
−
K2
∣∣fλi ∣∣2 dx dt < 1.
Then according to Lemma 4.5 and Corollary 4.8, there exists a weak solution
wλi ∈ C0
(−24,24;L2(B+2 ))∩L2(−24,24;H 2(B+2 ))
of (4.2) such that
sup
Q1
∣∣D2[wλi ]0∣∣ c3
for some positive constant c3 = c3(c0, c1, n) and∫
−∣∣D2(uλi − [wλi ]0)∣∣2 dx dt  
2,
K1
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[
vλi
]0
(x, t) = λ[15ri]2
[
wλi
]0( x
15ri
,
t
[15ri]4
)
for (x, t) ∈ K30ri . Consequently we deduce the conclusion of Lemma 4.9. 
5. A priori W 2,p estimates
In this section we prove the a priori estimates∥∥D2u∥∥
Lp(ΩT ;Rn2 )  C‖f‖Lp(ΩT ;Rn2 ) (5.1)
assuming
D2u ∈ Lp(ΩT ;Rn2). (5.2)
As pointed out in the Introduction we consider only the case p > 2. We now prove a priori
estimate (5.1).
Proof of (5.1). We fix any λ λ1 and assume (5.2). In view of Lemma 1.6 we assume that Ω is
(δ,30)-Reifenberg flat. Thus we are under the hypotheses of Lemma 3.3, which gives us a family
of disjoint {Kri (yi, si)}i1 satisfying (yi, si) ∈ E(λ) and 0 < ri = r(yi, si)  1 such that (3.4),
(3.5) and (3.6) hold true. For each fixed i  1, we only consider the case (2), Q10ri (yi, si) ⊂ ΩT .
In fact, the case Q10ri (yi, si) ⊂ ΩT can be handled in almost exactly the same way that we will
treat for the case (2). In this case it is assumed that we are in the geometric setting (4.34), (4.35)
and (4.36). Now according to Lemma 4.9, there exists a weak solution
vi ∈ C0
(−[30ri]4, [30ri]4;L2(B+30ri ))∩ L2(−[30ri]4, [30ri]4;H 2(B+30ri ))
of
∂vi
∂t
+Dαβ
(
A
αβ
ab B
+
30ri
(t)Dabvi
)= 0 in Q+30ri
with |vi | + |Dvi | = 0 on Q30ri ∩ {xn = 0} such that
1
λ
sup
Q15ri
∣∣D2v0i ∣∣ c3 (5.3)
for some positive constant c3 = c3(c0, c1, n) and
1
λ2
∫
−
K15ri
∣∣D2(u − v0i )∣∣2 dx dt  
2, (5.4)
where v0i is extended by zero from Q
+
30ri to Q30ri as in Definition 4.6. Then it follows from(4.34)–(4.36), (5.3), the (1,1) weak-type inequality and (5.4) that
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
∣∣{(x, t) ∈ K15ri : (1/λ)∣∣D2u∣∣> 2c3}∣∣

∣∣{(x, t) ∈ K15ri : (1/λ)∣∣D2(u − v0i )∣∣> c3}∣∣+ ∣∣{(x, t) ∈ K15ri : (1/λ)∣∣D2v0i ∣∣> c3}∣∣

∣∣{(x, t) ∈ K15ri : (1/λ)∣∣D2(u − v0i )∣∣> c3}∣∣
 1
λ2c23
∫
K15ri
∣∣D2(u − v0i )∣∣2 dx dt
 1
c23

2|K15ri |
 1
c23

2|Q15ri |
= 15n+2 1
c23

2|Qri |.
Now let us take 18 as an upper bound for δ to rule out some nasty examples (see [16,27]).
Then (3.7) and Lemma 3.4 imply
∣∣{(x, t) ∈ K5ri (xi, ti): ∣∣D2u∣∣> 2c3λ}∣∣
 15n+2 1
c23

2
(
2/(1 − δ))n+2∣∣Kri (xi, ti)∣∣
 (240/7)n+2(1/c3)2
2
∣∣Kri (xi, ti )∣∣
 c4
2
1
λ2
( ∫
Kri (xi ,ti )∩{|D2u|>λ4 }
∣∣D2u∣∣2 dx dt + 1
δ2
∫
Kri (xi ,ti )∩{|f|>δλ4 }
|f|2 dx dt
)
,
where
c4 := (8/3)(240/7)n+2(1/c3)2. (5.5)
We now return to the case (1), Q10ri (yi, si) ⊂ ΩT . In this case we can estimate {(x, t) ∈
Q5ri (yi, si): |D2u| > 2c2λ} in the same spirit as in the estimates of {(x, t) ∈ K5ri (xi, ti): |D2u| >
2c3λ} above. In fact, recalling Lemma 4.2, we deduce
∣∣{(y, s) ∈ Q5ri (yi, si): ∣∣D2u∣∣> 2c2λ}∣∣
 (8/3)(1/c2)2
2
1
λ2
( ∫
Qri (yi ,si )∩{|D2u|>λ4 }
∣∣D2u∣∣2 dx dt + 1
δ2
∫
Qri (yi ,si )∩{|f|>δλ4 }
|f|2 dx dt
)
.
We write
c5 := max{c2, c3,1/2}. (5.6)
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and return back to Lemma 3.3, to observe that for each λ λ1⋃
i1
K5ri (yi, si) ⊃
{
(y, s) ∈ ΩT :
∣∣D2u∣∣> λ}⊃ {(y, s) ∈ ΩT : ∣∣D2u∣∣> 2c5λ}.
Consequently, we readily check
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> 2c5λ}∣∣

∑
i1
∣∣{(y, s) ∈ K5ri (yi, si): ∣∣D2u∣∣> 2c5λ}∣∣

∑
i1
c4

2 1
λ2
( ∫
Kri (yi ,si )∩{|D2u|>λ4 }
∣∣D2u∣∣2 dx dt + 1
δ2
∫
Kri (yi ,si )∩{|f|>δλ4 }
|f|2 dx dt
)
 c4
2
1
λ2
( ∫
{(y,s)∈ΩT : |D2u|> 14 }
∣∣D2u∣∣2 dx dt + 1
δ2
∫
{(y,s)∈ΩT : |f|> δ4 }
|f|2 dx dt
)
.
Thus we deduce
∣∣{∣∣D2u∣∣> 2c5λ}∣∣ c4
2 1
λ2
( ∫
{|D2u|> 14 }
∣∣D2u∣∣2 dx dt + 1
δ2
∫
{|f|> δ4 }
|f|2 dx dt
)
(5.7)
for any λ λ1.
At this point we would like to point out that the constants ci , 2 i  5, are all dependent only
on known constants such as c0, c1 and n.
To find a clue as to whether the solution u of (1.1) with the a priori regularity assumption (5.2)
has the a priori estimates (5.1), let us invoke Lemma 2.1 to calculate
p
∞∫
0
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ
= p
2c5λ1∫
0
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ
+ p
∞∫
2c5λ1
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ
= p
2c5λ1∫
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ0
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∞∫
λ1
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> 2c5λ}∣∣dλ
=: A +B.
Estimate of A. A direct calculation implies
A = p
2c5λ1∫
0
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ 2pcp5 λp1 |ΩT |.
Then we infer from Lemma 3.2 and (3.3) that
A C1
∫
ΩT
|f|p dx dt (5.8)
for some positive constant C1 = C1(c0, c1, n,p, δ).
Estimate of B . Recalling (5.7) and making the change of variables to estimate B as follows:
B = p2pcp5
∞∫
λ1
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> 2c5λ}∣∣dλ
 p2pcp5 c4

2
∞∫
λ1
λp−3
( ∫
{|D2u|>λ4 }
∣∣D2u∣∣2 dx dt + 1
δ2
∫
{|f|>δλ4 }
|f|2 dx dt
)
dλ
= p2pcp5 c44p−2
2
∞∫
λ1
4
λp−3
( ∫
{|D2u|>λ}
∣∣D2u∣∣2 dx dt)dλ
+ p2pcp5 c44p−2
2
1
δp
∞∫
δλ1
4
λp−3
( ∫
{|f|>λ}
|f|2 dx dt
)
dλ;
and therefore, according to the identity formula in Lemma 2.1, we observe
B  C2
2p
∞∫
0
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ+C3
2
∫
ΩT
|f|p dx dt
for some positive constants C2 = C2(c0, c1, n,p) and C3 = C3(c0, c1, n,p, δ).
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p
∞∫
0
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ
= A +B  C2
2p
∞∫
0
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ+ (C1 +C3
2)
∫
ΩT
|f|p dx dt.
We recall our assumption (5.2) and select 
 > 0, thereby finding a corresponding δ =
δ(c0, c1, n,p) > 0 as in Lemmas 4.2 and 4.9, so that we have
0 < C2
2 < 1.
Then according to Lemma 2.1, we finally obtain
∫
ΩT
∣∣D2u∣∣p dx dt = p
∞∫
0
λp−1
∣∣{(y, s) ∈ ΩT : ∣∣D2u∣∣> λ}∣∣dλ
 C
∫
Ω
|f|p dx dt
for some universal constant C = C(c0, c1, n,p,ΩT ) > 0. This establishes our a priori esti-
mates (5.1). 
6. The Dirichlet problem
In the previous section we have proved the a priori estimate (5.1); namely,
∥∥D2u∥∥
Lp(ΩT ;Rn2 )  C‖f‖Lp(ΩT ;Rn2 ),
where C > 0 is a universal constant independent of the solution u considered and f, under the
a priori regularity assumption (5.2).
In this present section we will prove the main result, Theorem 1.7 by essentially removing the
assumption (5.2) via an approximation procedure based on variable domain techniques.
We first recall that the given bounded, open domain Ω is (δ,R) is Reifenberg flat, where δ is
the positive real number which has been determined in the proof of the a priori estimate (5.2) in
the preceding section. For each small 
 > 0, we write
Ω
 =
{
y ∈ Ω: d(y, ∂Ω) > 
},
where d is the standard distance function defined by
d(y1, y2) = |y1 − y2|
(
y1, y2 ∈ Rn
)
S.-S. Byun, L. Wang / J. Differential Equations 245 (2008) 3217–3252 3249and
d(y, ∂Ω) = inf{d(y, y0): y0 ∈ ∂Ω} (y ∈ Ω).
In the recent paper [7], we have shown that an 
 inner neighborhood of the (δ,R)-Reifenberg
flat domain is a Lipschitz domain with the (δ,R)-Reifenberg flat property for δ small. More
precisely, we have the following lemma concerning an approximation of a (δ,R)-Reifenberg flat
domain in a uniform way for sufficiently small δ > 0 by Lipschitz domains.
Lemma 6.1. (See [7].) Let Ω be a (δ,R)-Reifenberg flat domain for sufficiently small δ > 0. Then
for any 0 < 
  R5 , the set Ω
 is a Lipschitz domain with the (δ,R)-Reifenberg flat property.
Proof. See the proof of Lemma 4.2 in [7]. 
We are all set to prove Theorem 1.7.
Proof of Theorem 1.7. Thanks to Lemma 6.1 and according to a standard approximation of a
Lipschitz domain by smooth domains, one can construct a further approximation of Ω
 for any
fixed small 
 > 0 by smooth domains Ωη
 ⊂ Ω
 with the uniform (δ,R)-Reifenberg flat property
for a properly chosen η = η(
) > 0. We next use a standard diagonal argument to extract a
subsequence of smooth domains Ωk with the uniform (δ,R)-Reifenberg flatness property such
that
Ωk ⊂ Ωk+1 ⊂ Ω, and dH
(
∂Ωk, ∂Ω
)→ 0 as k → ∞, (6.1)
where dH denotes the Hausdorff distance. Now let {[Am]αβab }∞m=1 be a sequence of smooth func-
tions with the basic structural conditions (1.2)–(1.3) and the regularity requirement (1.6) such
that
[
Am
]αβ
ab
→ Aαβab in Lq
(
R
n+1;Rn4) for each 1 < q < ∞. (6.2)
We select a sequence {fm}∞m=1 of smooth functions in C∞(ΩT ;Rn
2
) such that
fm → f in Lp(ΩT ;Rn2), ∥∥fm∥∥Lp(ΩT ;Rn2 )  C‖f‖Lp(ΩT ;Rn2 ) for m large. (6.3)
Now we fix k sufficiently large. Then according to standard theory for linear uniformly parabolic
equations with the corresponding smooth data on the fixed smooth domain Ωk , there exist unique
smooth solutions um ∈ C∞0 (ΩkT ) of⎧⎨
⎩
∂um
∂t
+Dαβ
([
Am
]αβ
ab
Dabu
m
)= Dαβ[f m]αβ in ΩkT ,∣∣um∣∣+ ∣∣Dum∣∣= 0 on ∂pΩkT .
(6.4)
These solutions, of course, satisfy
D2um ∈ Lp(Ωk ;Rn2). (6.5)T
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estimates with respect to the above approximation; that is, we have the following a priori esti-
mates ∥∥D2um∥∥
Lp(ΩkT ;Rn2 )  C
∥∥fm∥∥
Lp(ΩkT ;Rn2 )
with C independent of m ∈N. But then (6.1) and (6.3) imply∫
ΩkT
∣∣D2um∣∣p dx dt  C ∫
ΩT
|f|p dx dt < ∞. (6.6)
Employing this estimate (6.6) and utilizing Poincaré’s inequality, we deduce that {um}∞m=1 is
uniformly bounded in H 12 (a, a + T ;L2(Ωk)) ∩ L2(a, a + T ;H 20 (Ωk)). Then as in the proof of
Lemma 4.5, one can show that there exists vk ∈ H 12 (a, a+T ;L2(Ωk))∩L2(a, a+T ;H 20 (Ωk))
such that, up to a non-relabeled subsequence,
{
um ⇀ vk weakly in H
1
2
(
a, a + T ;L2(Ωk))∩L2(a, a + T ;H 20 (Ωk)),
um → vk strongly in L2
(
a, a + T ;L2(Ωk)) (6.7)
as m → ∞, and vk is a unique weak solution of⎧⎨
⎩
∂vk
∂t
+ Dαβ
(
A
αβ
abDabvk
)= Dαβf αβ in ΩkT ,
|vk| + |Dvk| = 0 on ∂pΩkT
(6.8)
with the estimate
‖vk‖
H
1
2 (a,a+T ;L2(Ωk))∩L2(a,a+T ;H 20 (Ωk))
 C‖f‖
L2(ΩkT ;Rn2 )  C‖f‖L2(ΩT ;Rn2 ) (6.9)
for some constant C depending only on n, c0, c1 and |ΩkT |. But then since |ΩkT |  |ΩT |
from (6.1), the constant is independent of k.
Now we observe from (6.7) that
D2um(·, t) ⇀ D2vk(·, t) weakly in L2
(
Ωk × {t};Rn2)
for each fixed a  t  a + T . Returning to (6.6), we use the weak lower semicontinuity to find∫
ΩkT
∣∣D2vk∣∣p dx dt  lim inf
m→∞
∫
ΩkT
∣∣D2um∣∣p dx dt  C ∫
ΩT
|f|p dx dt < ∞. (6.10)
Now we set
αk =
∫
Ωk
∣∣D2vk∣∣p dx dt
T
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monotone increasing and bounded above, so there exists a positive constant α such that
α = lim
k→∞
∫
ΩkT
∣∣D2vk∣∣p dx dt  C
∫
ΩT
|f|p dx dt < ∞. (6.11)
Now we extend vk from the smooth parabolic cylinder ΩkT to the ΩT by zero. Then in view
of (6.8)–(6.9) and the uniqueness of a weak solution of the original problem (1.1), we find on
passing to weak limits in (6.8) up to a non-relabeled subsequence that{
vk ⇀ u weakly in H
1
2
(
a, a + T ;L2(Ω))∩L2(a, a + T ;H 20 (Ω)),
vk → u strongly in L2
(
a, a + T ;L2(Ω))
as k → ∞. But then (6.11) imply
α =
∫
ΩT
∣∣D2u∣∣p dx dt  C ∫
ΩT
|f|p dx dt.
This completes the proof. 
Remark 6.2. Under the assumption that the boundary of the domain is, locally, the graph of a
function which is required to be at least Lipschitz continuous, we still have the same result in
Theorem 1.7 provided Lipschitz constant is sufficiently small from the fact that such a Lipschitz
domain is a (δ,R)-Reifenberg flat domain. (See [16,27].)
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