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ON THE NUMBER OF HYPERBOLIC DEHN FILLINGS OF A
GIVEN VOLUME
BOGWANG JEON
Abstract. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape
is quadratic. We show that there exists c = c(M) such that the number of
hyperbolic Dehn fillings ofM with any given volume v is uniformly bounded
by c.
1. Introduction
1.1. Main theorem The following theorem due to W. Thurston is well-known:
Theorem 1.1 (W. Thurston). Let M be an n-cupsed hyperbolic 3-manifold and
M(p1/q1,...,pn/qn) be its (p1/q1, . . . , pn/qn)-Dehn filling. Then
vol(M(p1/q1,...,pn/qn))→ vol(M)
as |pi|+ |qi| → ∞ (1 ≤ i ≤ n).
This implies
Corollary 1.2. Let M be an n-cusped hyperbolic 3-manifold. The number
NM(v) of hyperbolic Dehn fillings of M with a given volume v is finite.
Combining with the work of Jørgensen-Thurston, Corollary 1.2 implies
Corollary 1.3. The number N(v) of hyperbolic 3-manifolds with a given volume
v is finite.
Thus it is natural to study the behavior of N(v) or NM(v) as v varies.
The existence of v satisfying N(v) = 1 or NM(v) = 1 has been known by
various works. Gabai-Meyerhoff-Milley [8, 9, 15] showed that the Weeks manifold
with volume v1 = 0.9427 . . . is the unique hyperbolic 3-manifold of lowest volume
(so N(v1) = 1), and Hodgson-Masai recently found a 1-cusped hyperbolic 3-
manifold M and infinitely many vi such that NM(vi) = 1 [14]. They further
proved that these vi satisfy N(vi) = 1.
On the other hand, the lim superior of N(v) is known to be unbounded as v
goes to infinity. First, Wielenberg [20] showed, for a fixed n ∈ N, there exists v
such that N(v) > n, and Zimmermann [22] proved the same result with closed
hyperbolic 3-manifolds. In general, by considering covering spaces of a fixed
hyperbolic 3-manifold whose fundamental group surjects onto a free group of
rank 2, one can construct a sequence of volumes vi → ∞ and a constant c > 0
such that N(vi) > vi
cvi for all i [2, 4].
However it has been unknown whether, for a given cusped hyperbolic 3-
manifold M, the limit superior of NM(v) possess the same property as v tends
to vol(M). In other words, the following question is still open [11, 14]:
Question 1. Let M be an n-cusped hyperbolic 3-manifold. Does there exist
c = c(M) such that NM(v) < c for any v?
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As pointed out in [14], an affirmative answer to this question will settle the
following question, which was originally raised by Gromov in [11]:
Question 2 (Gromov). Is N(v) locally bounded?
In this paper, we answer Question 1 partially as follows:
Theorem 1.4. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is
quadratic. Then there exists c such that NM(v) < c for any v.
1.2. An attempt toward counter examples One major difficulty in answer-
ing Question 1 is that one can construct a candidate counter example easily.
By the work of Neumann-Zagier, we have the following theorem [17] (see
Theorem 2.2 for the precise formula):
Theorem 1.5 (Neumann-Zagier). Let M be a 1-cusped hyperbolic 3-manifold
and Mp/q be its p/q-Dehn filling. Then there exists a quadratic form QM(p, q)
such that
vol(Mp/q) = vol(M) +
1
QM(p, q)
+O
( 1
QM(p, q)2
)
. (1.1)
Suppose there exists 1-cusped hyperbolic 3-manifoldM whose volume formula
is simply given as
vol(Mp/q) = vol(M)−
1
p2 + q2
, (1.2)
(or, more generally,
vol(Mp/q) = vol(M) + h
( 1
p2 + q2
)
(1.3)
where h is an analytic function). Then finding Mp/q and Mp′/q′ satisfying
vol(Mp/q) = vol(Mp′/q′)
is equivalent to finding (p, q) and (p′, q′) in Z2 satisfying
c
p2 + q2
=
c
(p′)2 + (q′)2
⇐⇒ p2 + q2 = (p′)2 + (q′)2.
It is well-known in number theory that
lim sup
r→∞
NSr(Z) =∞
where NSr(Z) is the number of lattice points on the circle of radius r. Thus the
answer to Question 1 is no for this example.
However we prove in Section 3 that the above types of candidate counter
examples never arise in reality. That is, we prove the following lemma:
Lemma 1.6. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is
quadratic. Then there is no analytic function h(t) such that
vol(Mp/q) = vol(M) + h
( 1
QM(p, q)
)
. (1.4)
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1.3. Proofhighlights The proof of Theorem 1.4 uses a hybrid of several differ-
ent ideas from number theory, algebraic geometry, and model theory.
First denote
vol(Mp/q)− vol(M)
by ΘM(p, q). We extend its domain and consider it as an analytic function over
R2(:= (x, y)) with sufficiently large |x| + |y|. In Lemma 3.1, it will be shown
there exists m = m(M) ∈ N such that if
Mp/q =Mp′/q′ (or equivalently ΘM(p, q) = ΘM(p′, q′)), (1.5)
then1
|QM(p, q)−QM(p′, q′)| < m.
So (p, q, p′, q′) ∈ R4(:= (x, y, z, w)) satisfying (1.5) is an integeral point lying over
the intersection between
ΘM(x, y) = ΘM(z, w)
and
1
QM(x, y)
=
1
QM(z, w) + k
where k ∈ Z and −m < k < m.
Let Zk(⊂ R2 × R2) be(
ΘM(x, y) = ΘM(z, w)
)⋂( 1
QM(x, y)
=
1
QM(z, w) + k
)
(1.6)
and pi1 (resp. pi2) be the projection from R4(:= (x, y, z, w)) onto the first R2
(resp. second R2). For (x, y) ∈ pi1(Zk), put
Zk(x,y) := {(z, w) ∈ pi2(Zk) : (x, y, z, w) ∈ Zk}. (1.7)
Then, for a givenMp/q, the number of hyperbolic Dehn fillings ofM with volume
vol(Mp/q) is equal to the number of primitive integer points on the union of the
fibers ⋃
−m<k<m
Zk(p,q). (1.8)
Hence, to prove the theorem, it is enough to show the existence c = c(M)
satisfying ∑
−m<k<m
∣∣{(x, y) ∈ Zk(p,q) : (x, y) ∈ Z2}∣∣ < c (1.9)
for every (p, q). However since both Zk and its fiber Zk(x,y) are (presumably)
transcendental not algebraic, usual well-known techniques (for counting rational
or integral points over algebraic varieties) in diophantine geometry do not work
in this case and this would be the second major challenge of the problem.
To overcome this technical difficulty, we employ results from the so called “o-
minimal theory” in logic. An o-minimal structure is simply a generalization of
the class of semialgebraic sets, and an element of it, called a definable set, shares
many common properties with a semialgebraic set. For instance, any definable
set has only finitely many connected components and the number of connected
components of each fiber of it is known to be uniformly bounded. (So if the
1Here QM(p, q) is the same as the one in Theorem 1.5 and so
ΘM(p, q) =
1
QM(p, q)
+ O
( 1
QM(p, q)2
)
.
3
dimension of Zk(p,q) is zero for any k and (p, q), then one immediately gets the
desired conclusion.)
Appealing to the properties of o-minimality would be the technical heart of
the paper. We believe the concepts and tools introduced here will be potentially
useful to fully answer Question 1. (See Section 5.)
1.4. Outline of the paper In Section 2, we review some necessary background
both on hyperbolic and o-minimal geometries. Basic definitions and theorems
that will be used throughout the paper are stated in this section. In Section
3, we prove some preliminary lemmas (including Lemma 1.6) that are required
to prove the main theorem. The proofs in Section 3 are based on the lemmas
and theorems discussed in Section 2. Section 4 is the core of the paper and
contains the proof of the main theorem. Finally, in Section 5, we propose several
conjectures concerning the main question.
2. Background
2.1. Neumann-Zagier asymptotic volume formula For a 1-cusped hyper-
bolic 3-manifold M, let
Hom
(
pi1(M), SL2(C)
)
/ ∼ (2.1)
be the quotient space of Hom
(
pi1(M), SL2(C)
)
by the conjugate action. It is
known that (2.1) is parametrized by the eigenvalues of the meridian-longitude
pair (M,L) of the cusp of M and represented of the form f(M,L) = 0. The
point M = L = 1 corresponds to the complete hyperbolic structure of M and a
point of
(f(M,L) = 0) ∩ (MpLq = 1)
gives rise to the hyperbolic structure of Mp/q. Moreover, by letting
u = log M, v = log L,
we have the following theorem [17]:
Theorem 2.1 (Neumann-Zagier). Locally near (u, v) = (0, 0), v is represented
as an analytic function of u in the following form:
v =
∑
i: odd
ciu
i. (2.2)
Moreover each ci is algebraic and, in particular, c1 is non-real.
The function (2.2) is called the Neumann-Zagier potential function of
M and c1 is called the cusp shape of M.
Remark 1. Note that (2.2) depends on the choice of meridian-longitude pair of
the cusp. For instance, if
m′ = am+ bl, l′ = cm+ dl (ad− bc = 1)
is another basis, then the cusp shape c′1 under this new basis is
c′1 =
ac1 + b
cc1 + d
.
Now we state Theorem 1.5 more precisely as follows [17]:
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Theorem 2.2 (Neumann-Zagier). Let M be a 1-cusped hyperbolic 3-manifold
whose Neumann-Zagier potential function is given as
v = c1u+ c3u
3 + · · · .
Then
vol(Mp/q) = vol(M) + ΘM(p, q) (2.3)
where
ΘM(p, q) = − Im c1 pi
2
|A|2 +
1
4
Im
[1
2
c3
(2pi
A
)4
+
1
3
(
2c23
q
A
− c5
)(2pi
A
)6
+
1
4
(
12c33
q2
A2
− 8c3c5 q
A
+ c7
)(2pi
A
)8)
+ · · ·
] (2.4)
and A = p+ c1q. In particular, ΘM converges for sufficiently large |p|+ |q|.
As noted in Theorem 1.5, the following leading term
− Im c1 pi
2
|A|2 = −
pi2 Im c1
|p+ c1q|2 (2.5)
dominates the behavior of ΘM and so (1.1) can be rewritten as
vol(Mp/q) = vol(M)−
pi2 Im c1
|p+ c1q|2 +O
( 1
|p+ c1q|4
)
. (2.6)
We call ΘM the volume function of M, |p + c1q|2 the quadratic form
associate with M and denote |p+ c1q|2 by QM(p, q).
The following are examples of volume functions for various well-known hyper-
bolic 3-manifolds [14].
Example 1. If M is the figure eight knot complement, under the standard
meridian-longitude pair of the cusp, its volume formula is
vol
(M(p/q)) = vol(M)− 2√3pi2
p2 + 12q2
+
4
√
3(p4 − 72p2q2 + 144q4)pi4
3(p2 + 12q2)4
+ · · · .
Example 2. If M is the sister of the figure eight knot complement, then there
exists a basis of the cusp such that the volume formula of M under this is
vol
(M(p/q)) = vol(M)− √3pi2
2(p2 + pq + q2)
+
pi4
(
(2p+ q)4 − 18q2(2p+ q)2 + 9q4)
64
√
3(p2 + pq + q2)4
+ · · · .
Example 3. Let M be the Whitehead link complement and M(∞, p/q) be its
(∞, p/q)-Dehn filling of it. Then its volume formula under its geometric bases is
vol
(M(∞, p/q)) = vol(M)− 2pi2
p2 + 4q2
+
pi4(p4 − 24p2q2 + 16q4)
3(p2 + 4q2)4
+ · · · .
Example 4. Let M be the Whitehead link sister complement and M(∞, p/q)
be its (∞, p/q)-Dehn filling. Then its volume formula under its geometric bases
is
vol
(M(∞, p/q)) = vol(M)− pi2
p2 + q2
+
pi4(p4 − 12p3q − 6p2q2 + 12pq3 + q4)
24(p2 + q2)4
+· · · .
If c1 is quadratic, then, by changing basis if necessary, we may assume that
c1 is of the form
√−d for some d ∈ N and so (2.5) is of the form
− pi
2
√
d
p2 + dq2
. (2.7)
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Throughout the paper, for any given 1-hyperbolic 3-manifold whose cusp shape
is quadratic, we always assume that its cusp shape and the leading term of its
volume function are normalized as
√−d and (2.7) respectively.
Presumably, both the Neumann-Zagier potential function and volume function
of any 1-cusped hyperbolic 3-manifold are transcendental, but nothing has been
known. In the following, we show that the Neumann-Zagier function is not linear.
This observation will play a key role in the proof of the main theorem.
Lemma 2.3. Let M be a 1-cusped hyperbolic 3-manifold with its Neumann-
Zagier function
v = c1u+ c3u
3 + · · · . (2.8)
Then there exists i (i ≥ 2) such that c2i−1 6= 0. In other words,
v 6= c1u.
We use the following well-known theorem in number theory to prove the lemma
[1].
Theorem 2.4 (Gelfond-Schneider). Let a, b ∈ Q such that a, b 6= 0. Then
log b/ log a is either rational or transcendental.
Proof of Lemma 2.3. Suppose its Neumann-Zagier potential function is of the
following form
v = c1u.
By Thurston’s Dehn filling theorem, there exists u such that both eu and ev =
ec1u are algebraic. By Theorem 2.4,
log ec1u
log eu
=
c1u
u
= c1
is either rational or transcendental. But this contradicts the fact that the cusp
shape c1 is a non-real algebraic number (Theorem 2.2). 
By Lemma 2.3 and Theorem 2.2, the following corollary is immediate:
Corollary 2.5. For a given 1-cusped hyperbolic 3-manifold M,
ΘM(p, q) 6= − pi
2 Im c1
|p+ c1q|2 .
2.2. o-minimal structures In this section we define an o-minimal structure
and study its basic properties. Let us first start with the following definition:
Definition 2.6. An algebraic subset of Rn is a subset of the form
X =
p⋃
i=1
q⋂
j=1
Xij
where each Xij is {fij = 0}, fij ∈ R[x1, . . . , xn].
Unlike complex algebraic subsets, real algebraic subsets are typically not closed
under projections, so we generalize the above definition as follows:
Definition 2.7. A semialgebraic subset of Rn is a subset of the form
X =
p⋃
i=1
q⋂
j=1
Xij
where each Xij is either {fij = 0} or {fij > 0}, fij ∈ R[x1, . . . , xn].
The following theorem is due to Tarski-Seidenberg [5]:
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Theorem 2.8 (Tarski-Seidenberg). Let A be a semialgebraic set in Rn+1 and
pi : Rn+1 −→ Rn,
be the projection on the first n-coordinates. Then pi(A) is semialgebraic.
The following is an analytic analogue of Definition 2.7.
Definition 2.9. Let U be an open subset of Rn and O(U) be the ring of real
analytic functions on U . Let S(O(U)) be the collection of all the sets of the form
p⋃
i=1
q⋂
j=1
Xij
where each Xij is either {fij = 0} or {fij > 0}, fij ∈ O(U). We call X ⊂ Rn
semianalytic if each a ∈ Rn has a neighbourhood U such that X∩U ∈ S(O(U)).
A projection of a semianalytic subset is not semianalytic in general, so we
further refine the definition as follows:
Definition 2.10. A subset X of Rn is subsnalytic if, locally, X is a projection
of a relatively compact seminalytic set.
The above term was first defined by Hironaka [12]. He also proved the following
uniformization theorem [13]:
Theorem 2.11. Let X be a closed subanalytic subset of Rn. Then X is the
image of a proper real analytic mapping φ : Y −→ Rn, where Y is a real
analytic subset whose dimension is equal to dim X.
The notion of o-minimal structure is an axiomatic approach to semialgebraic
and subanalytic geometries. A benefit of this approach is one can study these
two (and even more) different categories from a single unified perspective. We
will not provide all details but some essential concepts and theorems that we
need. Please see [6] and references therein for further study.
Definition 2.12. A prestructure is a sequence χ = (χn | n ≥ 1), where each
χn is a collection of subsets of Rn. A restructure χ is called a structure (over
the real field) if, for all n,m ≥ 1, the following conditions are satisfied.
(1) χn is a boolean algebra (under the usual set-theoretic operations).
(2) χn contains every semialgebraic subset of Rn.
(3) If A ∈ χn and B ∈ χm, then A×B ∈ χn+m.
(4) If m ≥ n and A ∈ χm, then pi[A] ∈ χn, where pi : Rm −→ Rn is
projection onto the first n coordinates.
If χ is a structure and X ⊂ Rn, we say that X is definable in χ if X ∈ χn. If
χ is a structure and, in addition,
(5) the boundary of every set in χ1 is finite,
then χ is called an o-minimal structure (over the real field).
Example 5. The simplest example of o-minimal structure is the class of semi-
algebraic sets.
Example 6. The class of subanalytic sets is not an o-minimal structure and thus
we modify the definition slightly as follows. A globally subanalytic set is a set
which is subanalytic as a subset of the compact real analytic manifold Pn(R).
That is, it is a set which is subanalytic in any standard euclidean chart Rn of
Pn(R). An arbitrarily compact subanalytic set of Rn is a typical example of a
globally subanalytic set. By the works of Gabrielov and van der Dries, the class
of globally subanalytic sets is an o-minimal structure [5][10]. This o-minimal
structure is typically denoted by Ran.
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The o-minimal structure that we are mainly interested in throughout this
paper will be Ran, thanks to the following lemma:
Lemma 2.13. LetM and ΘM(p, q) be the same as above. We extend the domain
of ΘM and consider it as a real analytic function of two variables x, y defined
over sufficiently large |x|+ |y|. Then ΘM(x, y) is a globally subanalytic function.
That is, ΘM(x, y) ∈ Ran.
Proof. It is enough to prove that the function is analytic at infinity. In other
words, we show that the transformations of ΘM(x, y) under
x′ =
x
y
, y′ =
1
y
. (2.9)
and
x′ =
1
x
, y′ =
y
x
(2.10)
are analytic near (0, 0). We will only consider the first case since the second case
can be treated similarly.
By the formula given in (2.4), up to a scalar multiple, an arbitrarily term of
Θ(x, y) is either one of the following forms:
Im
yj
A2n+j
= Im
yjA
2n+j
A2n+jA
2n+j
=
Im yjA
2n+j
|A|4n+2j
or
Re
yj
A2n+j
= Re
yjA
2n+j
A2n+jA
2n+j
=
Re yjA
2n+j
|A|4n+2j . (2.11)
To simplify notation, we assume c1 = i and so A = x+ iy. Then
Im yjA
2n+j
|A|4n+2j =
Im yj(x− iy)2n+j
(x2 + y2)2n+j
,
and, by substituting
x =
x′
y′
, y =
1
y′
into it, we get
Im
((
1
y′
)j(
(x
′
y′ )− i( 1y′ )
)2n+j)(
(x
′
y′ )
2 + ( 1y′ )
2
)2n+j = Im
((
1
y′
)j(x′−i
y′
)2n+j)(
(x′)2+1
(y′)2
)2n+j = Im
(
(x′−i)2n+j
(y′)2n+2j
)
(
(x′)2+1
(y′)2
)2n+j
=
Im
(
(y′)2n(x′ − i)2n+j)(
(x′)2 + 1
)2n+j .
(2.12)
Since
1
(x′)2 + 1
is analytic for x′ ∈ R, (2.12) is also analytic over R2(:= (x′, y′)). Similarly one
can show that (2.11) is also analytic over the same domain.
Since ΘM(x
′
y′ ,
1
y′ ) converges near (0, 0) and each term of it is analytic over R
2,
it is analytic near (0, 0). In conclusion, ΘM(x, y) is analytic at infinity and so
ΘM(x, y) ∈ Ran. 
We introduce two more well-known o-minimal structures.
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Example 7. Let χn be the collection of subsets of Rn of the form X = pi(f−1(0))
where
f(x1, . . . , xm) = Q(x1, . . . , xm, e
x1 , . . . , exm)
for some polynomial Q ∈ R[X1, . . . , X2m] and
pi : Rm −→ Rn
is the projection on the first n coordinates. It was proved by A. J. Wilkie in [21]
that this collection satisfies the axioms of the o-minimal structure. We denote
this o-minimal structure by Rexp.
Example 8. The last example is Ran,exp, which is generated by the union of
Ran and Rexp. The o-minimality of this set is due to van der Dries and Miller
[7].
A nice thing about o-minimal structures is that there are no pathological
things (such as Cantor sets, Borel sets, nonmeasurable sets, etc) in such struc-
tures, and so one can develop a tame topology on them. For instance, it is known
that every definable set has only finitely connected components, and the bound-
ary and interior of a definable set are again definable. The following theorems,
which are key tools in the proof of our main theorem, exhibit other fine features
of o-minimal structures.
Theorem 2.14. Let S ⊂ Rm × Rn be definable, and for each a ∈ Rm, put
Sa := {b ∈ Rn : (a, b) ∈ S}. (2.13)
Then there is a number M = M(S) ∈ N such that for each a ∈ Rm the fiber Sa
has at most M definably connected components.2 In particular, if Sa is a finite
set, then the cardinality of Sa is at most M .
Proof. See Corollaries 3.6 and 3.7 of Chapter 3 in [6]. 
Theorem 2.15. Let S ⊂ Rm × Rn be definable. For d ∈ {−∞, 0, 1, . . . , n} put
S(d) := {a ∈ Rn : dim Sa = d}.
Then S(d) is definable and the part of S above S(d) has dimension given by
dim
( ⋃
a∈S(d)
{a} × Sa
)
= dim (S(d)) + d.
Proof. See Proposition 1.5 of Chapter 4 in [6]. 
3. Preliminary Lemmas
In this section, we prove several preliminary lemmas needed to prove the main
result. Since the proof of the main result only relies on the statements of these
lemmas, a trusting reader can skip ahead details of the proofs at first reading.
3.1. Two Dehn fillings of the same volume The first lemma roughly says
that if two different Dehn fillings have the same volume, then the gap between
their associated quadratic forms is not that big but uniformly bounded.
2Note that a set is definably connected if and only if it is connected in the usual sense.
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Lemma 3.1. Let M be a 1-cusped hyperbolic 3-manifold and QM be the qua-
dratic form associated with it. Then there exists m = m(M) such that if
vol(Mp/q) = vol(Mp′/q′), (3.1)
then
|QM(p, q)−QM(p′, q′)| < m.
Proof. We denote
ΘM(p, q)− pi
2Im c1
QM(p, q)
by E(p, q) and rewrite the Neumann-Zagier volume formula (2.3) as
vol(Mp/q) = vol(M)−
pi2Im c1
QM(p, q)
+ E(p, q).
If
vol(Mp/q) = vol(Mp′/q′),
then clearly
− pi
2Im c1
QM(p, q)
+ E(p, q) = − pi
2Im c1
QM(p′, q′)
+ E(p′, q′). (3.2)
To simplify notation, let
r = QM(p, q), r′ = QM(p′, q′).
Since
E(p, q) = O
( 1
QM(p, q)2
)
= O
( 1
r2
)
,
E(p′, q′) = O
( 1
QM(p′, q′)2
)
= O
( 1
(r′)2
)
,
combining with (3.2), we find C = C(M) > 0 such that∣∣∣1
r
− 1
r′
∣∣∣ < C( 1
r2
+
1
(r′)2
)
. (3.3)
Now we claim the following:
Claim 3.2. Let C be the same as above. If r, r′ are sufficiently large satisfying
|r − r′| > 2C, then ∣∣∣1
r
− 1
r′
∣∣∣ > C( 1
r2
+
1
(r′)2
)
. (3.4)
Assuming the claim, since (3.3) and (3.4) are opposite to each other, we get
|r − r′| = |QM(p, q)−QM(p′, q′)| ≤ 2C
for |p|+ |q|, |p′|+ |q′| sufficiently large, and thus obtain the desired conclusion.
Proof of Claim 3.2. Without loss of generality, we assume
1
r
>
1
r′
. Then (3.4)
is equivalent to
r′ − r
rr′
> C
(r2 + (r′)2
r2(r′)2
)
, (3.5)
which is simplified as
r′ − r > C
(r2 + (r′)2
rr′
)
and further as
r(r′)2 − r2r′ > C(r2 + (r′)2). (3.6)
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Now (3.6) is equivalent to
(r′)2(r − C) > r2(r′ + C),
and
(r′)2
r2
>
r′ + C
r − C . (3.7)
If we put r′ = r + k, then (3.7) implies
(r + k)2
r2
>
r + k + C
r − C
=⇒ r
2 + 2rk + k2
r2
>
r − C + (k + 2C)
r − C
=⇒ 2rk + k
2
r2
>
k + 2C
r − C
=⇒ (2rk + k2)(r − C) > r2(k + 2C)
=⇒ 2r2k + k2r − 2rkC − k2C > r2k + 2r2C
=⇒ r2k + k2r − 2rkC − 2r2C > +k2C
=⇒ r(rk + k2 − 2rC − 2kC) > k2C
=⇒ r(r + k)(k − 2C) > k2C. (3.8)
Clearly (3.8) holds for k > 2C and sufficiently large r. This completes the
proof. 

Remark 2. If the cusp shape of M is quadratic, then the coefficients of its
associated quadratic form QM are all rational and so the image of
QM(p, q)−QM(p′, q′)
is discrete in (−m,m) in the statement of Lemma 3.1. In other words, there
exists a finite subset S of rational numbers such that, for
(p, q, p′, q′) ∈ Z4 (3.9)
satisfying
vol(Mp/q) = vol(Mp′/q′), (3.10)
(3.9) is an integeral point of
QM(x, y)−QM(z, w) = k (3.11)
for some k ∈ S.
On the other hand, if the cusp shape of M is non-quadratic, then QM is a
quadratic form with irrational coefficients and so, by Oppenheim’s conjecture,
the image of
QM(x, y)−QM(z, w) (x, y, z, w ∈ Z)
is dense in R.
The difference between the above two is crucial and, in fact, that is why we
need the assumption “cusp shape being quadratic” in the statement of the main
theorem. It will enable us to simply work with only a finite number of algebraic
varieties defined of the form (3.11).
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3.2. Proof of Lemma 1.6 In this section, we prove Lemma 1.6. Let us first
remind the following well-known theorem [16]:
Theorem 3.3 (Weierstrass division theorem). Let
g(x, y)
∑
α∈(Z+)n
∞∑
j=0
gα,jx
αyj ,
x = (x1, . . . , xn) ∈ Rn, y ∈ R, be real analytic in a neighborhood of (0, 0) ∈ Rn×R
and suppose there exists k ∈ N such that
g0,0 = g0,1 = · · · = g0,k−1 = 0, g0,k = 1.
If f(x, y) is real analytic in a neighborhood of (0, 0) ∈ Rn × R, then there exist
unique real analytic functions h(x, y) and r(x, y) such that
f(x, y) = g(x, y)h(x, y) + r(x, y)
where the degree of y in any term of r(x, y) is strictly less than k.
Using the Weierstrass division theorem, we prove
Lemma 3.4. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is
quadratic, ΘM(x, y) and QM(x, y) be its volume function and associated qua-
dratic form respectively. Suppose
ΘM(x, y) = ΘM(z, w) (3.12)
and
1
QM(x, y) =
1
QM(z, w) (3.13)
are equivalent for |x|+|y|, |z|+|w| sufficiently large. Then there exists an analytic
function h such that
ΘM(x, y) = h
( 1
QM(x, y)
)
. (3.14)
Proof. As defined in the proof of Lemma 2.13, let
Ψ(x, y) := ΘM
(x
y
,
1
y
)
and consider it as an analytic functions over a compact domain D(⊂ R2) con-
taining the origin. Similarly put
g(x, y) := QM
(x
y
,
1
y
)
=
y2
x2 + d
=
y2
d
(
1− x
2
d
+
x4
d2
− · · ·
)
and consider g(x, y) as an analytic functions over D.
If (3.12) and (3.13) define the same variety, then, equivalently, it implies
Ψ(x, y) = Ψ(z, w)
and
g(x, y) = g(z, y)
define the same variety over D ×D. By the Weierstrass division theorem, there
exist Ψ1(x, y) and r(x, y) such that
Ψ(x, y) = g(x, y)Ψ1(x, y) + r(x, y) (3.15)
where r(x, y) is of the following form
r1(x)y + r0(x). (3.16)
Now we claim
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Claim 3.5. In (3.16), r1(x) = r0(x) = 0. That is, r(x, y) = 0 in (3.15) and so
g(x, y) | Ψ(x, y).
Proof. Since
g(x, 0) = Ψ(x, 0) = 0
for 0 ≤ x <  ( is sufficiently small), we have
r(x, 0) = r0(x) = 0.
Now let Ψ1(x, y) be of the following form:
q0(x) + q1(x)y + · · · .
Since (3.12) and (3.13) define the same variety, for any c > 0, there exists some
C > 0 (depending on c) such that
g(x, y) = c⇐⇒ Ψ(x, y) = C.
We parametrize two curves as
g
(
xt, yt
)
= c and Ψ
(
xt, yt
)
= C.
By (3.15),
C = Ψ(xt, yt) = g(xt, yt)Ψ1(xt, yt) + r(xt, yt) = cΨ1(xt, yt) + r1(xt)yt,
which is
C = c(q0(xt) + q1(xt)yt + · · · ) + r1(xt)yt. (3.17)
Since the degree of y in g(x, y) is even, we have
g(xt,−yt) = c (3.18)
and so
Ψ(xt,−yt) = C (3.19)
Applying (3.18) and(3.19) to (3.15), we get
C = Ψ(xt,−yt) = g(xt,−yt)Ψ1(xt,−yt) + r(xt,−yt) = cΨ1(xt,−yt)− r1(xt)yt,
(3.20)
which is
C = c
(
q0(xt)− q1(xt)yt + · · ·
)− r1(xt)yt. (3.21)
Comparing (3.17) and (3.21), we have
c
(
q0(xt) + q1(xt)yt + · · ·
)
+ r1(xt)yt = c
(
q0(xt)− q1(xt)yt + · · ·
)− r1(xt)yt,
which implies(
cq1(xt) + r1(xt)
)
yt + · · · = −
(
cq1(xt) + r1(xt)
)
yt + · · · (3.22)
and
r1(xt)yt +
∞∑
i=1
cq2i−1(xt)y2i−1t = 0. (3.23)
Since
g(xt, yt) = c
and c is arbitrarily, we conclude
r1(x)y + g(x, y)
∞∑
i=1
q2i−1(x)y2i−1 = 0 (3.24)
for any x, y. Recall the degree of y in each term of g(x, y) is at least 2, and so
r1(x) is the coefficient of y in (3.24). This implies r1(x) = 0 and thus completes
the proof of the claim. 
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By the claim,
Ψ(x, y) = Ψ(z, w) (3.25)
is rewritten as
g(x, y)Ψ1(x, y) = g(z, w)Ψ1(z, w). (3.26)
By the assumption, (3.26) and
g(x, y) = g(z, w) (3.27)
are equivalent to each other, and so we get the equivalence between
Ψ1(x, y) = Ψ1(z, w)
and (3.27).
Let
Ψ1(0, 0) = c1,
then, by applying the claim again, we have
g(x, y) | (Ψ1(x, y)− c1).
Now we construct Ψi, ci (i ≥ 2) inductively and conclude
Ψ(x, y) = h(g(x, y))
where h(t) = c1t+ c2t
2 + · · · , implying
ΘM(x, y) = h
( 1
QM(x, y)
)
.
This completes the proof of the lemma. 
Using the above lemma, now we prove Lemma 1.6.
Lemma 1.6. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is
quadratic. Let ΘM(x, y) be its volume function and QM(x, y) be the quadratic
form associated with it. Then there is no analytic function h(t) such that
ΘM(x, y) = h
( 1
QM(x, y)
)
. (3.28)
Proof. By Theorem 2.2, we have
ΘM(x, y) = −Im c1 pi
2
|A|2 +
1
4
Im
[1
2
c3
(2pi
A
)4
+
1
3
(
2c23
q
A
− c5
)(2pi
A
)6
+
1
4
(
12c33
q2
A2
− 8c3c5 q
A
+ c7
)(2pi
A
)8
+ · · ·
] (3.29)
where A =
1
x+ c1y
. By Theorem 2.3, there exists the smallest 2i− 1 (where i ≥
2) such that c2i−1 6= 0. As discussed in Section 2.1, we assume c1 is normalized
as
√−d for some d ∈ N (so QM(x, y) = x2 + dy2).
Suppose there exists an analytic function
h(t) = a1t+ ait
i + · · ·
such that ΘM(x, y) in (3.29) is equal to
h
( 1
QM(x, y)
)
=
a1
x2 + dy2
+
ai
(x2 + dy2)i
+ · · · (3.30)
Comparing the terms of the homogeneous degrees −2 and −2i in (3.29) and
(3.30), we get
− Im c1 pi
2
|A|2 =
−pi2Im c1
x2 + dy2
=
a1
x2 + dy2
(3.31)
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and
1
4
(−1)i
i
Im
(
c2i−1
(2pi
A
)2i)
=
ai
(x2 + dy2)i
(3.32)
respectively. Since
1
4
(−1)i
i
Im
(
c2i−1
(2pi
A
)2i)
=
(−1)i(2pi)2i
4i
Im
(
c2i−1A
2i
(AA)2i
)
=
(−1)i(2pi)2i
4i
Im
(
c2i−1A
2i
(|A|2)2i
)
=
(−1)i(2pi)2i
4i
Im
(
c2i−1A
2i)
(x2 + dy2)2i
,
(3.33)
we get (3.31) and (3.32) are equivalent to
−pi2Im c1 = a1
and
(−1)i(2pi)2i
4i
Im
(
c2i−1A
2i)
(x2 + dy2)2i
=
ai
(x2 + dy2)i
(3.34)
respectively. Now (3.34) implies
(−1)i(2pi)2i
4i
Im
(
c2i−1A
2i)
(x2 + dy2)i
= ai
=⇒ (−1)
i(2pi)2i
4i
Im
(
c2i−1A
2i)
= ai(x
2 + dy2)i
=⇒ (−1)
i(2pi)2i
4i
Im
(
c2i−1(x−
√−dy)2i) = ai(x2 + dy2)i. (3.35)
Comparing two expansions of (x−√−dy)2i and (x2 +dy2)i, it easily follows that
there are no c2i−1 ∈ C, ai ∈ R satisfying (3.35) for two variables x, y. 
By Lemmas 1.6 and 3.4, we get the following corollary:
Corollary 3.6. Let M, ΘM(x, y) and QM(x, y) be as above. Then
ΘM(x, y) = ΘM(z, w) (3.36)
is not equivalent to
1
QM(x, y)
=
1
QM(z, w)
. (3.37)
In other words, (3.36) and (3.37) are different varieties.
3.3. Integer points on a 1-dimensional definable set The lemma below is a
simple application of Theorems 2.14 and 2.15. In the lemma, we prove a uniform
property concerning the number of integer points on a 1-dimensional definable
set in Ran.
Lemma 3.7. Let X ⊂ R2(:= (x, y)) be a 1-dimensional definable set in Ran and
m, d(∈ N) be fixed constants. Then there exists c = c(X ,m, d) such that, for any
N , the number of integer points on X satisfying
N ≤ x2 + dy2 < N +m
is uniformly bounded by c.
15
Proof. Consider the following two 2-dimensional definable sets in R3:
X ′ := {(x, y, z) | (x, y) ∈ X},
Y ′ := {(x, y, z) | z = x2 + dy2}.
Put
Z ′ := X ′ ∩ Y ′,
Z ′t := {(x, y) | (x, y, t) ∈ Z ′},
and
Z ′(1) := {t | dim Z ′t = 1}.
Then Z ′ is a 1-dimensional definable set and so Z ′(1) is a definable set of di-
mension at most 0 by Theorem 2.15 (i.e., Z ′(1) is a finite set). Let
Z ′(1) = {t1, . . . , tn}.
By Theorem 2.14, there exists C depending only on Z ′ such that
|Z ′t| < C
for any t /∈ Z ′(1). Since the number of lattice points NSti (Z) on x2 + dy2 = ti is
finite for every ti ∈ Z ′(1), by letting
M = max {C,NSt1 (Z), . . . , NStn (Z)},
we get that, for any t ∈ R, the number of integer points on
Z ′t = {(x, y) | (x, y, t) ∈ Z ′}
is uniformly bounded by M . Since
(x, y) ∈ Z ′t ⇐⇒ (x, y) ∈ X , x2 + dy2 = t,
we get the desired conclusion with c = Mm. 
4. Proof of the main theorem
Now we prove our main theorem which we restate below.
Theorem 1.4. Let M be a 1-cusped hyperbolic 3-manifold whose cusp shape is
quadratic. Then there exists c = c(M) such that NM(v) < c for any v.
Let Zk(⊂ R2 ×R2) and Zk(x,y) (for each (x, y) ∈ pi1(Zk)) be the same as (1.6)
and (1.7) in Section 1.3. Note that, for each k, Zk is a 2-dimensional definable
set in Ran by Corollary 3.6. Also recall that, for a fixed Mp/q, counting the
number of Dehn fillings of M with volume vol(Mp/q) is equivalent to counting
the number of primitive integer points on
⋃
−m<k<mZk(p,q).
Simply if Zk(p,q) is a zero dimensional definable set in Ran for any (p, q), then
|Zk(p,q)| is uniformly bounded by Theorem 2.14 and so we get the desired result.
Otherwise if Zk(p,q) is a 1-dimensional definable set in Ran, then a more careful
analysis is required and a major part of the proof below will be devoted to deal
with this situation.
Proof. On the contrary, suppose there is an increasing sequence
n1 < n2 < n3 < · · ·
and a sequence of infinitely many Dehn fillings {Mpij/qij}i∈N,1≤j≤ni such that
vol(Mpij/qij ) = vol(Mpij′/qij′ )
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for every i ∈ N, 1 ≤ j, j′ ≤ ni. We further assume
vol(Mp11/q11) > vol(Mp21/q21) > vol(Mp31/q31) > · · · .
By Lemma 3.1, for each i, there exists Ni such that
Ni ≤ p2ij + dq2ij < Ni +m (1 ≤ j ≤ ni), (4.1)
and thus every (pij , qij , pij′ , qij′) (where 1 ≤ j, j′ ≤ ni) is contained in
1
x2 + dy2
=
1
z2 + dw2 + k
for some −m < k < m.
Let Zk,Zk(x,y) be the same as above, and denote the set of integer points in
Zk(x,y) by Zk(x,y)(Z). Then the above hypothesis implies the following assumption:
Assumption 1. For each i, there exist at least ni integral points (pij , qji) (1 ≤
j ≤ ni) in
⋃
−m<k<m pi1(Zk) such that
(1) Ni ≤ p2ij + dq2ij < Ni +m (1 ≤ j ≤ ni);
(2)
∑
−m<k<m |Zk(pij ,qij)(Z)| > ni.
Now we prove
Claim 4.1. Let S = {(xl, yl)} be a sequence of integer points in pi1(Zk). Then
there exists c such that, if
Sc := {(xl, yl) | |Zk(xl,yl)(Z)| > c},
there are at most c elements in Sc satisfying
Ni ≤ x2l + dy2l < Ni +m (4.2)
for each i.
Assuming the claim, the rest of the proof goes as follows. Let S = {(xl, yl)}
be the set of all integer points in
⋃
−m<k<m pi1(Zk). By the claim, we find c such
that, for
Sc :=
{
(xl, yl) |
∑
−m<k<m
|Zk(xl,yl)(Z)| > c
}
,
there are at most c elements in Sc satisfying
Ni ≤ x2l + dy2l < Ni +m (4.3)
for each i. But this contradicts Assumption 1, since {ni} is an increasing sequence
and so ni > c for some i.
Proof of the claim. Let
{Zki | i ∈ I}
be the set of all the connected components of Zk and W be an element in
{Zki | i ∈ I}. Since a definable set has only finitely many connected components
(i.e. I is a finite set), to prove the claim, it is enough to show it for W.
Now we split the problem into two cases depending on dim W.
(1) dim W = 2
We further divide the problem into the following two subcases:
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(a) If
dim W(x,y) = 0
(i.e., W(x,y) is a finite set) for any (x, y) ∈ pi1
(W(Z)), then, by
Theorem 2.14, there exists c such that
|W(x,y)(Z)| < c
for any (x, y) ∈ pi1
(W(Z)). Thus in this case, Sc is the empty set
and so the assertion of the claim is true.
(b) Now suppose there exists (x, y) ∈ pi1
(W(Z)) such that
dim W(x,y) = 1. (4.4)
Let
W(1) := {(x, y) ∈ pi1(W) : dimW(x,y) = 1}.
By Theorem 2.15, W(1) is a definable set in Ran and its dimension
is at most 1.
(i) Suppose dim W(1) = 0 and put
W(1) = {(xi1 , yi1), . . . , (xik , yik)}.
By Theorem 2.14, there exists a universal constant c′ such that
|W(x,y)| < c′
for any (x, y) /∈ W(1). SinceW(xi,yi)(Z) is a finite set for every
(xi, yi) ∈ W(1), by letting
c = max
1≤j≤k
{|W(xij ,yij )(Z)|, c
′},
we again get Sc is the empty set and so obtain the desired
conclusion.
(ii) Now assume dim W(1) = 1. First, by Theorem 2.14, there
exists c′ such that
|W(x,y)| < c′
for any (x, y) /∈ W(1). Then the following
Sc′ :=
{
(x, y) ∈ S | |W(x,y)(Z)| ≥ c′
}
is a subset of W(1). By Lemma 3.7, there exists c′′ such that,
for any N , the number of integer points on W(1) satisfying
N ≤ x2 + dy2 < N +m
is uniformly bounded by c′′. By letting
c = max {c′, c′′},
we get the desired result.
(2) dim W = 1
(a) If dim W(x,y) = 0 for any (x, y) ∈ pi1
(W(Z)), then, by Theorem
2.14, we find c satisfying
|W(x,y)| < c
for every (x, y) ∈ pi1
(W(Z)). So Sc is the empty set and we get the
desired result.
18
(b) Suppose there exists (x, y) ∈ pi1
(W(Z)) such that dim W(x,y) = 1
and put
W(1) := {(x, y) ∈ pi1(W) | dimW(x,y) = 1}.
By Theorem 2.15, W(1) is a definable set of dimension 0. If
W(1) = {(xi1 , yi1), . . . , (xik , yik)},
then W(xi,yi)(Z) is a finite set for each (xi, yi) ∈ W(1). By Theorem
2.14, there exists c′ such that
|W(x,y)| < c′
for every (x, y) /∈ W(1). Thus, by letting
c := max
1≤j≤k
{|W(xij ,yij )(Z)|, c′},
we get that every point (x, y) in pi1
(W(Z)) satisfies
|W(x,y)(Z)| < c.
In conclusion, Sc is again the empty set and this completes the proof
of the claim.


5. Conjectures
In this section, we propose several conjectures concerning the main question (i.e.
Question 1).
Let us first begin with some basic definitions in number theory.
Definition 5.1. For α := (a1/b1, . . . , an/bn) ∈ Qn where gcd (ai, bi) = 1 for
each i, we define the height of it as
H(α) := max
1≤i≤n
{|ai|, |bi|}.
Definition 5.2. For X ⊂ Rn, let X(Q) denote the subset of points with rational
coordinates and set
X(Q, T ) := {P ∈ X(Q), H(P ) ≤ T}.
Define the density function of X to be
N(X,T ) := |X(Q, T )|.
In [3], Bombieri-Pila studied the growth rate of N(X,T ) when X is the graph
of a transcendental function. In particular, they showed that it grows fairly
slowly and so rational points on X are generally very sparse.
Theorem 5.3 (Bombieri-Pila). Let f : [0, 1] −→ R be a transcendental func-
tion, and X be the graph of f . Then, for any  > 0, there exists c = c(X, ) such
that
N(X,T ) ≤ cT .
For instance, if X is defined by y =
1
ax
where a ∈ N, then the density function
grows logarithmically and so it satisfies the assertion of the theorem.
To generalize the above theorem to X of dimension 2, similar to the the
previous case, we first need to assume X itself is not semialgebraic.
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Now consider
X := {(x, y, z) : z = xy, x, y ∈ [1, 2]}.
In the example, X itself is clearly not semialgebraic (otherwise z = ax would
be algebraic for a ∈ [1, 2]), but each y ∈ Q gives rise to a semialgebraic curve
embedded in X containing many rational points. Thus, to accommodate this
feature, we make the following definition.
Definition 5.4. Let X ⊂ Rn. The algebraic part of X, denoted Xalg, is the
union of all connected semialgebraic subsets of X of positive dimension. The
transcendental par of X is the complement X −Xalg, and denoted by Xtrans.
Now Theorem 5.3 was further generalized to surfaces by Pila [18]:
Theorem 5.5 (Pila). Let M be a compact subanalytic surface. For any  > 0,
there exists c = c(M, ) such that
N(Xtrans, T ) ≤ cT .
Finally the complete generalization was obtained by Pila-Wilkie using o-
minimality [19].
Theorem 5.6 (Pila-Wilkie). Let χ be an o-minimal structure and X be a de-
finable set in χ. Then, for any , there exists c = c(X, ) such that
N(Xtrans, T ) ≤ c(Z, )T .
Now a strategy for answering Question 1 using the above theorem goes as
follows. As usual, we denote a 1-cusped hyperbolic 3-manifold and its volume
function by M and ΘM(x, y) respectively. Let Z be an analytic variety defined
by
ΘM(x, y) = ΘM(z, w). (5.1)
By Theorem 5.6, most rational points of Z are lying on the semialgebraic subsets
of Z and thus if
Mp/q =Mp′/q′ ,
it is likely that (p, q, p′, q′) is contained in an semialgebraic subset of Z. An
obvious semialgebraic set of Z is the surface defined by
x = z, y = w.
In general, we do not know how to prove it but, based on our study, propose the
following conjecture:
Conjecture 1. Let M and Z be as above. Then any semialgebraic subset of Z
is contained in
z = ax+ by, w = cx+ dy
for some a, b, c, d ∈ Z satisfying
QM(x, y) = QM(ax+ by, cx+ dy). (5.2)
Since there any only finitely many (a, b, c, d) ∈ Z4 satisfying (5.2), the above
conjecture, combining with the Pila-Wilkie theorem, implies the following con-
jecture, which answers Question 1 affirmatively for n = 1.
Conjecture 2. Let M be a 1-cusped hyperbolic 3-manifold. Then there exists
{(ai, bi, ci, di) ∈ Z4}1≤i≤k
such that if
vol(Mp/q) = vol(Mp′/q′),
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then
p = aip
′ + biq′, q = cip′ + diq′
for some 1 ≤ i ≤ k.
More generally, we expect a similar phenomenon is true for any n-cusped
hyperbolic 3-manifold.
Conjecture 3. Let M be an n-cusped hyperbolic 3-manifold. Then there exists
{(ai,j , bi,j , ci,j , di,j) ∈ Z4)}(1≤i≤n,1≤j≤ni)
such that if
vol
(M(p1/q1,...,pn/qn)) = vol(M(p′1/q′1,...,p′n/q′n)),
then
pi = aσ(i),jp
′
σ(i) + bσ(i),jq
′
σ(i), qi = cσ(i),jp
′
σ(i) + dσ(i),jq
′
σ(i)
for some σ ∈ Sn and 1 ≤ j ≤ nσ(i).
Finally the above conjecture implies the following conjecture, which answers
Question 1 as well as Question 2 completely.
Conjecture 4. Let M be an n-cusped hyperbolic 3-manifold. Then there exists
c = c(M) such that the number of hyperbolic Dehn fillings of M with any given
volume v is uniformly bounded by c.
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