Abstract. In this paper we study an online minimum makespan scheduling problem with a reordering buffer. We obtain the following results, which improve on work from FOCS 2008: i) for m identical machines, we give a 1.5-competitive online algorithm with a buffer of size 1.5m, which is better than the previous best result : 1.5-competitive algorithm with a buffer of size 1.6197m; ii) for three identical machines, to give an optimal online algorithm we reduce the size of the buffer from nine to six; iii) for m uniform machines, using a buffer of size m, we improve the competitive ratio from 2 + to 2 − 1/m + , where > 0 is sufficiently small.
Introduction
In the classic minimum makespan scheduling problem, we are asked to allocate a set of jobs with processing times (here, we also call it size) to m parallel machines without preemption. The target is to minimize the makespan, i.e., the time when all the jobs are precessed. This problem is NP-hard in the strong sense [10] . Normally before we assign all the jobs to machines we know the information of all the jobs, this version of the problem is called offline version. Another version of this problem is called online version, where the information of all the jobs is given gradually, after the current incoming job is handled, we know the next job. And once the decision is made, we cannot change it. This condition is strict in some sense. To relax this strict condition, we consider an online non-preemptive scheduling with a reordering buffer, at each time step, we have two choices: assign the job to some machine or store it the buffer temporally, once the job is assigned on some machine, it cannot be stored in the buffer. In the final step when the input ends, all the jobs in the buffer must be allocated to some machines. Since the buffer has a size limitation, the key point is how to select jobs and put them into the buffer. This problem has been studied in [15, 7, 5, 4, 19] . To evaluate online algorithms, we use one of the standard measures: competitive ratio. Given any sequence of jobs if the makespan by an online algorithm is at most c times the one by an optimal algorithm, we call the online algorithm c-competitive. [7] , they gave several results on identical machines and uniform machines. For m parallel machines with a reordering buffer of size Θ(m), they gave a lower bound 4/3 ≤ r m ≤ 1.4659 (for example, r 2 = 4/3 and r 3 = 15 11 ≈ 1.3636), and proposed an optimal online algorithm with a buffer of size 2.5m + 1. For m related machines, a (2 + )-competitive algorithm was obtained. In that paper several lower and upper bounds are given, for example a 1.5-competitive online algorithm with a buffer of size 1.6197m is given. The preemptive online minimum makespan scheduling problem on m identical machines with a buffer of size k was studied by Dósa and Epstein [5] . The non-preemptive online minimum makespan scheduling problem on two related machines with a buffer of size k was studied by Dósa and Epstein [4].
Related Models: Some similar models have been investigated in the last years such as i) online scheduling problems with bounded migration [17] ; when a new job comes some already scheduled jobs can be reassigned. Here the bound migration means that the total size of rescheduled jobs is bounded or the total cost of the rescheduled jobs is bounded. ii) Online scheduling problems with bounded rearrangement, where we are allowed to reschedule a bounded number of jobs in order to allocate a new job and there are several variants of this model [6, 18, 16, 3] .
Our Contribution: i) For m identical machines, we give a 1.5-competitive online algorithm with a buffer of size 1.5m, which is better than the previous best result : 1.5-competitive algorithm with a buffer of size 1.6197m in [7] ; ii) for three identical machines, we propose an optimal online algorithm with a buffer of size six, which is better than the previous result of a buffer with size nine in [7] ; iii) for m uniform machines, using a buffer of size m, we improve the competitive ratio from 2 + in [7] to 2 − 1/m + , where > 0 is arbitrarily small.
Preliminaries
Our problem is the same with the one presented in the paper [7] .
Input: Given a job sequence J = {j 1 , j 2 , ..., j n } composed of n jobs, each job is associated with processing time (also called as size) p i (1 ≤ i ≤ n), and a set of machines M 1 , M 2 , ..., M m , and a buffer of size k.
