Szymanik and Zajenkowski (this issue) present investigations regarding computational modeling techniques as they apply to the comprehension of quantifiers, or noun phrases that assert a property from a set of items (e.g., "at least 3", "some", or "most"). The authors present behavioral results from two experiments and distinguish several quantifier classes using reaction time data to support theoretical predictions. These findings demonstrate that reaction time increases significantly as a function of quantifier complexity and complement previous studies of quantifier comprehension (McMillan, Clark, Moore, Devita, & Grossman, 2005; McMillan, Clark, Moore, & Grossman, 2006; Troiani, Peelle, Clark, & Grossman, 2009) . We broadly agree with these authors' observations-namely, that the complexities in quantifier processing may be predicted in part using neural systems modeled with minimally corresponding automata. However, these findings are best understood in the larger context of our findings that emphasize the importance of a decision-based mechanism where complexity is a function of numerical magnitude and corresponding numerical distance effects. Furthermore, parity as a property of quantifiers (odd, even) appears to be a unique semantic attribute of numerals which can interact both with task and strategy in studies of quantifier comprehension, and may not be easily described using automata-based models.
In the first experiment reported by Szymanik and Zajenkowski, mean reaction times were ordered as follows: logical quantifiers, parity quantifiers, numerical quantifiers, and proportional quantifiers. These results are used to support the conclusion that parity quantifiers can be recognized using a two-state finite automaton with alternating transitions between these two states. However, such a model cannot completely account for the full complexity of parity knowledge observed. While parity can certainly be evaluated using the non-numerical strategies outlined in Szymanik (2007) parity is also a semantic property of symbolic numerical representation. Judgments of supposedly categorical concepts such as "evenness" indicate that numbers are not subjectively treated as equally odd or even (Armstrong, Gleitman, & Gleitman, 1983) . Also, the numerical property of parity has been exploited to demonstrate the presence of a spatial mental number line in magnitude processing (Dehaene, Bossini, & Giraux, 1993) . This effect is present in children as early as age 10 (Berch, Foley, Hill, & Ryan, 1999) and is additionally accompanied by a linguistic effect based on associations between the unmarked adjectives "even" and "right" and the marked adjectives "odd" and "left" (Nuerk, Iversen, & Willmes, 2004) . Thus, parity is inextricably linked with magnitude and language, and simple reaction time differences are not enough to fully capture the complexity of processes by which the brain represents, recognizes, or judges parity.
The authors propose that a two-state cyclic automaton can account for the difference between first-order and parity quantifiers, and that this difference should correspond to recruitment of an executive resource relying on dorsolateral prefrontal cortical support. In our previous study (Troiani et al., 2009 ), numerical and parity quantifiers were analyzed together, resulting in a recruitment pattern including right parietal, dorsolateral prefrontal, and inferior frontal cortex. As described in the previous article, there were no differences in neural activation between numerical and parity quantifiers. However, we did find reaction time differences, which were slightly different from those reported by Szymanik and Zajenkowski. Significant mean reaction time increases were observed between the following categories of quantifiers: logical quantifiers, cardinal quantifiers, and parity quantifiers. The disparity between our observed reaction time increases and those of Szymanik and Zajenkowski are likely due to the differences in magnitudes used. Our studies used small magnitudes (less than 3, more than 2), as compared to the larger magnitudes (less than 8, more than 7) examined in Szymanik (2007) . Because the mental number line is represented logarithmically, assessing whether 7 and 8 are different will take longer than the same assessment of 2 and 3 0028-3932/$ -see front matter © 2009 Elsevier Ltd. All rights reserved. doi:10.1016/j.neuropsychologia.2009.04.025
