ABSTRACT. We introduce a memory-efficient method for processing up-the-ramp sampled data to reduce noise and remove cosmic-ray events. The method we describe includes initial processing in the readout electronics (onboard, in the case of a space mission) plus postprocessing downstream. This data processing approach can be used to record or downlink high-quality science data using a small fraction of the bits required to transmit the full data, potentially reducing the volume to 0.01-0.001 of its original size. The onboard component has the advantage that it "processes as you go," reducing the online memory requirements. The processing and memory requirements are modest and are within the scope of current-generation avionics systems. We discuss the requirements and the performance of the algorithm. We also demonstrate the quality of the resulting data.
INTRODUCTION
Moore's law (1968) predicts that silicon chips increase in complexity over time in an exponential fashion. Although we typically associate Moore's law with computer processors and memory chips, silicon-based detector arrays grow similarly. Detectors and computers both increase in capability over time, doubling in capability every 18-24 months. As a result, the data produced by observatories can and do grow exponentially over time, and at the rate of Moore's law.
However, communications bandwidth does not grow in the same fashion. Consequently, as observatories grow successively larger, communication between detector array(s) and computer(s) becomes increasingly expensive. The issue of bandwidth is most pronounced when dealing with radio-based communications (e.g., remote spacecraft). However, continual increases in detector array sizes will stretch the limits of computer networks and internal data buses. Ultimately, acquiring and transmitting all of the raw samples will be increasingly difficult, if not impossible.
The data bandwidth problem becomes further complicated when we consider instruments with nondestructive readout capability. In the case of an infrared detector array, researchers often obtain multiple samples during a single integration (Offenberg et al. 2001 ). These multiple samples are then combined to compute a low-read-noise "final" image. These techniques typically require frequent resampling of the detector, in addition to downstream data reduction. In the case of space-based observatories, "downstream" data reduction is typically postdownlink. As astronomical instrumentation grows in size and capability, the number of data bits requiring downlink grows 1 Science Systems and Applications, Inc., 10210 Greenbelt Road, Suite 600, Lanham, MD 20706; Joel.D.Offenberg.1@gsfc.nasa.gov. 2 Laboratory for Astronomy and Solar Physics, NASA's Goddard Space Flight Center, Greenbelt, MD 20771.
exponentially. Pre-downlink (onboard) computation and compression reduces the data bandwidth requirements.
Data compression methods have been well developed by the telecommunications industry and are widely and successfully used; however, these methods are generally lossy and thus inappropriate for use with science research data (Nieto- Santisteban et al. 1999 ). In the case of astronomical and astrophysical data, random (uncorrelated) noise represents a significant component of the data, which limits the effectiveness of lossless compression. Traditional lossy data compression methods (e.g., wavelet transforms, JPEG compression) generally introduce systematic errors into the data that are unacceptable for many astronomical research projects.
Up-front processing requires fewer resources to move data from the detector array through the data bus and into the computer. We discuss such an approach in this paper. In particular, we discuss an up-the-ramp sampling approach and demonstrate how it can be used to produce a low-noise final data set. The specific method we discuss is very compact-about 30 lines of code-and thus is very suitable for implementation on a small computer system, such as a digital signal processor (DSP) chip, in a real-time environment.
Section 2 presents the algorithm we have developed. We discuss overall data quality in § 4. Section 5 discusses the processing approach in the larger context of data compression. Section 6 discusses the details of implementing such a system on a single chip, such as a DSP.
UP-THE-RAMP PROCESSING
An up-the-ramp approach starts with nondestructive samples from a detector taken at equal time intervals.
3 The "ramp" of accumulating charge is then fitted to a straight line, with the slope of the linear fit representing the signal of the pixel (Fixsen et al. 2000; Offenberg et al. 2001) . The algorithm employed for this study has its roots in the method described by Fixsen et al. (2000) and characterized by Offenberg et al. (2001) . For this discussion, we refer to this as the "F2000" algorithm and summarize it here. The F2000 algorithm takes a sequence of N up-the-ramp samples and performs a linear least-squares fit. The weighting of the fit is chosen by calculating the signal-to-noise ratio (S/N), given the known noise factors in the data (namely, read noise and Poisson uncertainty). Glitches are then identified by comparing the calculated overall slope to the slope between adjacent samples, identifying the greatest outlier. If this outlier slope differs from the mean slope by the noise threshold (the calculated noise times a parameter chosen by the user), the sample is rejected and two linear fits are calculated-one for the samples prior to the glitch, one for the samples after the glitch. This procedure is repeated until the greatest outlier is within the noise threshold. The slopes of the various segments are then optimally combined into a single slope.
For several reasons, the authors felt the implementation of F2000 could be improved. For example, while Fixsen et al. were able to demonstrate that F2000 would, under typical conditions, keep up with the incoming data rate for a reasonable instrument (such as the James Webb Space Telescope NearInfrared Camera) on a global basis, it is not a real-time algorithm in the formal sense. The F2000 approach involves waiting for the full integration to complete, and then processing all of the "ramp" samples. As such, the F2000 algorithm is suitable for downstream processing, since processing the full ramp requires that the computer include sufficient storage to hold all of the data before any processing can begin. For a large-format detector array, this represents more RAM than is typically available for a compact real-time system.
We investigated modifying the F2000 algorithm for use in a real-time environment. In particular, we observed that when a DSP is used to control the up-the-ramp readout of an infrared detector array, it spends a great deal of its time effectively idle between samples. Sampling of IR detectors is typically clocked at 10 Ϫ5 s per sample. During that interval, a clocking DSP is generally idle. Instead of idly marking time, the DSP could process the previous sample while clocking.
The result of this updated version of the F2000 algorithm is presented in § 3. A C/Cϩϩ implementation appears in the Appendix.
REVISED ALGORITHM
The up-the-ramp algorithm is presented as a flowchart in Figure 1 . The following discussion refers to the quantities outcomplexity of the algorithm. For this paper, we impose the reasonable limitation that a uniform sampling rate is employed when collecting up-the-ramp data. lined in Table 1 . An implementation in C/Cϩϩ appears in the Appendix.
We started with the F2000 algorithm and implemented a major change: the new implementation processes each sample as it arrives, instead of waiting for the full sequence to arrive. Rather than choosing an optimal weighting from the S/N after collecting all the data, two slopes with different weighting are computed. The first uses equal weighting of the samples (optimal in the low-signal case), while the second weights only the two end points (optimal in the high-signal case). The two slopes are then optimally combined, although this last step could be performed downstream. In addition, the new algorithm is designed to perform all arithmetic in integer format. The new up-the-ramp algorithm is shown in the Appendix, and the variables are described in Table 1 .
Weighting the two endpoints requires only the first and last points and the number of intervals in between (M). By adding the difference of the last point and the next-to-last point, the running difference (A) of the first and last points is maintained. If a glitch is detected, nothing further needs to be done, except to update the last point (Z).
For the low-signal case, equal weighting of all the samples, , leads to a slope estimate of .
With a little algebra, this can be rewritten as , where
and S are easily maintained as new data are acquired, since and . This
last term can be maintained by .
Then, and .
It should also be noted that if two segments of a line are used with an unknown offset in between (as in the case of a glitch), the proper weighted estimate of the common slope is . Thus, by maintaining S and W, the proper
slope can be easily calculated at the end.
The processing-as-we-go setup also necessitates a change in the way that glitches are identified. Glitches are still identified by a noise-based threshold (the calculated noise figure times a user-supplied coefficient), but are compared to the slope of the previous samples-as opposed to the full slope, used in the F2000 approach. At the start of the integration, the first two intervals are compared to determine if they mutually agree within the threshold. If the initial two intervals disagree, the first sample is discarded and the procedure is repeated until consecutive intervals agree. Once two consecutive intervals are found, they are combined for the initial fit. After the initial fit is found, each subsequent sample is compared to the current fit estimate-if the new interval agrees within the threshold, it is included in the fit, otherwise it is discarded. Samples at full well are also discarded in the same manner as cosmic-ray-like glitches.
This change to glitch identification does impact the ability of the algorithm to handle glitches. For example, if a glitch occurs in the second interval, both the first and second intervals will be discarded before the algorithm "locks on" to an initial Table 1 . We note that the computation in the Compare S/W block (marked †) makes no attempt to prevent division by zero. This should not matter, since occurs when , and the resulting state will be the same W p 0 M p 0 whether the Happy Path or Discard Early Sample is followed. However, we note that some environments treat division by zero as a fatal error. Fig. 2.-Measured glitch-detection threshold shown as a function of the number of samples in a Monte Carlo simulated slope, relative to the actual threshold (an ideal measurement is 1.0). At worst, the measured threshold is about 170% of the actual threshold. As the number of samples increases, the quality of the glitch detection threshold as measured from the ramp increases rapidly. After 10 samples, the effective threshold is only about 110% of ideal and rapidly approaches ideal.
solution with the third and fourth intervals. However, the inclusion of the first interval by itself will not significantly improve the quality of the overall solution. Of potentially more concern is the issue that the initial slope, based on only a few samples, is inherently less certain than a full ramp sequence with many samples. The effect on the ability of the algorithm to find glitches is shown in Figure 2 ; the uncertainty in the noise threshold quickly approaches ideal, and even in the worst case is only uncertain at the 70% level.
DATA QUALITY
Any onboard processing approach must be robust even when detector arrays function far from the ideal. Nonlinearity, cross talk, and pedestal effects are examples of operational detector effects that are not ideal.
The up-the-ramp approach laid out in Figure 1 is a purely linear operation. It does not affect nonlinearity or pedestal effects-the algorithm neither mitigates nor worsens these problems. Any downstream processing that would be necessary to linearize the data, for example, would be as effective after upthe-ramp processing as it would before. More important, no new steps are required.
The data processing quality is demonstrated by a simulated data set spanning the range of valid data. We use a vector of data points spanning the range 1.0 to e Ϫ , with 100 4 6 # 10 samples per pixel. A gain of 2 e Ϫ per data unit is adopted. Effects of Poisson noise, read noise (15 e Ϫ per sample), cosmic-ray noise (0.5% of the samples), and nonlinearity (5% at full well) are all demonstrated. In Figures 3-9 , we show the effects of adding each type of noise. As expected, each additional noise factor causes an increase in the uncertainty of the data, but no systematic bias until nonlinearity is included (Fig. 9) . However, the data can be linearized using a quadratic fit. We fitted the data using a standard second-order polynomial fit. The linearized data, shown in Figure 10 , do not show any systematic bias. The same data are shown as a histogram in Figure 11 . This should not surprise the reader, as the nonlinearity was modeled with a quadratic term.
Applying nonlinearity to data with cosmic rays introduces considerable noise and bias. The results from processing this data set are shown in Figure 12 . However, most of the outliers from the curve are those pixels in which multiple intervals were rejected. We divide the data based on the number of cosmic-ray (CR) events per pixel and linearize them independently. Figures 13 and 16 illustrate the zero and one CR cases, with the linearized versions shown in Figures 14 and 17 and histogram representations of the linearized data in Figures 15  and 18 . This procedure could be repeated for successively higher numbers of rejections, but the point of diminishing returns is passed rapidly, as pixels with a large number of hits Fig. 3. -Difference between the signal as computed with the CR rejection algorithm vs. known actual signal normalized to the pixel Poisson uncertainty (j). The data set consists of 60,000 pixels, representing the full sky data range from 1 to 60,000 e Ϫ , with Poisson noise injected. This plot represents the ideal processed result, since only irreducible Poisson noise is inserted. On this and subsequent scatter plots, "RMS" refers to the rms difference per pixel from the true sky value, "RMS (Sky)" is the rms difference per pixel at low brightness levels (equivalent to the dark sky), and "Rejected" is the fraction of all intervals rejected. The three horizontal bars mark the mean difference and the mean plus and minus the rms. Fig. 3 shown as a histogram. For this and subsequent histograms, the horizontal axis shows the difference between the computed and actual signal, normalized to the uncertainty, and the vertical axis shows the number of pixels. are both rare and unlikely to result in good quality data from the few surviving samples (no matter how effectively the glitches are removed).
DATA COMPRESSION
A major advantage to implementing this type of onboard (i.e., pre-downlink) processing is that it represents a huge savings in the communications bandwidth, and thus the communications cost. To demonstrate the significant gains in downlink bandwidth, we compare the bandwidth required to downlink an up-the-ramp data sequence for a detector array. 2K # 2K For this, we assume a 256 sample sequence, 16 bit pixel Ϫ1 analog-to-digital conversion (ADC), and Gaussian read noise of 16 data units per sample.
An up-the-ramp data sequence produces 2048 MB of raw data. Up-the-ramp sample processing will reduce this to 8 MB of processed data if we carry the computation to the end. 4 Fig. 7. -Difference between the signal as computed with the CR rejection algorithm vs. known actual signal, normalized to the pixel uncertainty (j). The input data set has had Poisson, read noise, and cosmic rays (0.5% of all samples, impacting 32% of the pixels) injected. Many of the rejected pixels are due to saturation; a major CR event will fill the charge well, especially if it occurs in a region of the image where the signal is high from a bright sky source. The data can be further compressed before downlink (NietoSantisteban et al. 1999) using lossless and "wise" lossy (discarding noise bits while leaving science data intact) compression. The 8 MB processed data can be reduced to 1.5 MB.
In addition to the data itself, we require glitch information for postprocessing (if glitch removal is performed). Complete glitch information consists of the time, location (in the detector), and the estimated injected signal. In the case of a 4 megapixel detector sampled 256 times, there are a total of 2 30 samples, so the time and pixel of each glitch can be encoded in a 4 byte word. However, we can do better than that by encoding the relative location (since the last glitch) rather than the absolute location of each glitch. The optimum size varies with the expected upset rate.
For a sensitive detector in deep space, we might anticipate 0.1% of all samples to be contaminated by particle impacts. In such a case, a Monte Carlo simulation conducted by the authors shows that the time and location data encoded in 12 bit integers takes up less than 1.6 MB.
5
Meanwhile, for a 16 bit ADC, a cosmic-ray event magnitude can be encoded in 2 bytes. However, the amount of charge Fig. 10 shown as a histogram. Fig. 13 .-Same data shown in Fig. 12 , with only the unhit pixels shown. Fig. 12. -Difference between the signal as computed with the CR rejection algorithm vs. known actual signal, normalized to the pixel uncertainty (j). The input data set includes added Poisson, read noise, cosmic rays, and detector nonlinearity. Most of the outliers are samples with multiple cosmic-ray hits. Fewer samples are rejected, because the nonlinearity decreases the accumulated signal in bright regions as a result of incident flux, so there is more "room" to accommodate a cosmic-ray hit before filling the charge well. Fig. 14. -Same data as shown in Fig. 13 , with the data relinearized before plotting.
injected by a CR event will be affected by Poisson noise, so a 1 byte square root is sufficient information for most applications. For roughly 1 million events, the cosmic-ray magnitudes can be encoded in 1 MB (uncompressed). When combined with the location information, total glitch data can be encoded in 2.6 MB, uncompressed. Unfortunately, these lists of numbers will be essentially random, and thus will not compress well, if at all. When combined with the compressed data product, the total downlink volume is 4.1 MB.
IMPLEMENTATION
The code illustrated in Figure 1 is well suited for implementation in a real-time system, as it requires a maximum of 17 math operations (seven add, five subtract, four multiply, and one divide). The most common execution path (nicknamed the "Happy Path," processing a nonglitch sample) is the longest path. Thus, an increase in the number of glitches actually speeds up the algorithm.
Many possible ways exist to implement this code. If a DSP chip is used to control the detector, it is a logical place for immediate postprocessing. Current generation space-qualified DSPs (such as the Motorola 56000 series) running at modest clock speeds of 30 MHz or so can execute the up-the-ramp algorithm during the 10 Ϫ5 s interval between samples. 6 Since many detector systems currently make use of DSPs to control detector clocking, they often represent an underutilized resource.
A DSP is only one implementation solution. A field-programmable gate array (FPGA) could also be used to implement this method. One approach would be to directly implement the up-the-ramp algorithm in the FPGA. However, as current spacequalified FPGA chips are not reprogrammable in-flight, this represents a potential risk. A more general approach would be to use an FPGA to implement the needed arithmetic operations and addressable register space. Essentially, the FPGA would serve as a specialized, limited-function CPU, with the instructions stored in local memory. One advantage to using an FPGA in this fashion is that we can allocate resources to optimize performance (e.g., using more gates to provide a faster multiply operator at the expense of a slower divide operator with fewer gates). Other processor solutions, including microcontrollers and standard CPUs, will also work.
One issue with respect to real-time implementation is the need for memory. The amount of memory required depends on the size of the detector array, the size of the ADC, and the maximum number of samples in an observation sequence. If we adopt a 16 bit ADC and a maximum of 256 samples, a total of 124 bits (fitting quite nicely into four long words, if we are willing to "waste" 4 bits) of memory is required per pixel. For a detector, that comes to 64 MB of RAM. 2K # 2K By the standards of flight computers today, this would be a large amount of onboard memory, but not an unprecedented configuration.
CONCLUSION
Up-the-ramp data processing can be performed effectively in a low-memory environment with a "process as you go" approach. This is very useful in an environment where active memory (i.e., RAM), downstream storage, and/or communi-cations bandwidth is at a premium relative to the size and desired sample rate of the detector. These conditions often exist in space-borne observatories, where radiation-hardened memory is expensive in terms of mass, thermal load, and cost, and where downlink bandwidth is frequently expensive and difficult. Small portable observatories and very large format detector arrays sampled frequently, in any environment, could also benefit from this approach.
The reduction in required bandwidth is considerable. By performing this initial processing before transmission, either via spacecraft-to-ground or via network, we can decrease the data bandwidth and storage requirements by 2 to 3 orders of magnitude. We also have the option to identify and remove glitches from the data stream, increasing the effective efficiency of the instrument.
Up-the-ramp processing is a linear operation. Both ideal and nonideal detector behavior is preserved and can be recovered postprocessing. In the specific case of a nonlinear detector response, we can still recover the linearity curve after processing. The presence of cosmic-ray glitches in the data stream introduce some complications, but with care, these can be solved. 
APPENDIX A IMPLEMENTATION IN Cϩϩ
We present an optimized C/Cϩϩ implementation of the up-the-ramp algorithm. This demonstrates the compactness and relative simplicity of the code. It may be noted (with some justice) that this implementation is not necessarily transparent to the reader; however, we note that the actual algorithm fits in 20 lines of code. We include the preliminary declarations and so on, for completeness.
The structure defined on the 14th line consists of four long words that are used to contain the seven variables described in Table 1 . We use the structure to demonstrate a method for compacting the data neatly into four long words that could be easily transferred to and from the cache in a single operation. As a result of this packing, variables such as A and Z in Table 1 cannot be referenced by name when manipulated. This approach, although decreasing the transparency of the algorithm, was chosen to demonstrate and test the packing and unpacking of the seven data quantities into four long words, and also the compatibility of the software with commercially available DSPs.
#define B 2 //Number of shift bits #define C 5 //Cutoff/Gain #define E 2250 //2*C*readvar/Gain #define F 32000 //Full Well #define G 2 //Gain e/count #define N 1048576 //Num Dat 1024**2 #define I 0x1000000 //For inc of n,m #define L 0xFFFFFF //Low 24 bits #define W 0x1000001 //Init weight #define A (z&0xFFFF0000) //Mask for A #define Z (z&0xFFFF) //Mask for Z #define LOOP for(PpM,Dp*dsϩϩ;P!Q;Pϩϩ) //Standard loop struct {long w,s,t,z;} M[N], *P, *Q; //External Memory extern int**ds; int *D; //Input Data void Integrate(int n,int *S,int *V){ //Samples, Out, Variance int e,m,r,t,x,z; QpMϩN; //Registers LOOP{P-1tpP-1zp*Dϩϩ; P-1spP-1wp0;} //1st Sample while(--n)LOOP{if((rp*Dϩϩ)!F){zpP-1z; //Next sample, not full ep(xp(r-Z))-(tpP-1s/((mpP-1w)?m&L:1); //Calc err if(e*e!C*tϩE){mp((tpP-1tϩI)1124); //Good? Update n P-1wϩpIϩ(m*(mϩ1)111); P-1sϩpm*r-(t&L);} //Update m,W,S
