Abstract. In this paper, a new algorithm for function approximation is proposed to obtain better generalization performance and faster convergent rate. The new algorithm incorporates the architectural constraints from a priori information of the function approximation problem into Extreme Learning Machine. On one hand, according to Taylor theorem, the activation functions of the hidden neurons in this algorithm are polynomial functions. On the other hand, Extreme Learning Machine is adopted which analytically determines the output weights of single-hidden layer FNN. In theory, the new algorithm tends to provide the best generalization at extremely fast learning speed. Finally, several experimental results are given to verify the efficiency and effectiveness of our proposed learning algorithm.
Introduction
Most traditional learning algorithms with feedforward neural networks (FNN) are to use backpropagation (BP) algorithm to derive the updated formulae of the weights [1] . However, these learning algorithms have the following major drawbacks that need to be improved. First, they are apt to be trapped in local minima. Second, they have not considered the network structure features as well as the involved problem properties, thus their generalization capabilities are limited [2] [3] [4] [5] [6] [7] . Finally, since gradient-based learning is time-consuming, they converge very slowly [8] [9] .
In literatures [10] [11] , a learning algorithm was proposed that is referred to as Hybrid-I method. In this algorithm, the cost terms for the additional functionality based on the first-order derivatives of neural activation at hidden layers were designed to penalize the input-to-output mapping sensitivity. In literature [12] , a modified hybrid learning algorithm (MHLA) was proposed according to Hybrid-I algorithm to improve the generalization performance. Nevertheless, it was found from the experimental results that the computational requirements for the above two algorithms are actually relatively large. These learning algorithms can almost improve the generalization performance to some degree, but there is not the best one resulted.
In literature [13] , the relations between the single-hidden layer FNN (SLFN) and the corresponding hidden layer to output layer network were lucubrated. In literatures [8] [9] , a learning algorithm for SLFN which was called as Extreme Learning Machine (ELM) was proposed. ELM randomly chooses the input weight and analytically determines the output weights of SLFN through simple generalized inverse operation of the hidden layer output matrices. Therefore, ELM has better generalization performance with much faster learning speed. However, ELM also had not considered the network structure features as well as the involved problem properties and its generalization performance is also limited to some extent.
In this paper, a new learning algorithm for function approximation problem incorporating a priori information into ELM is proposed. The new learning algorithm selected the hidden neurons activation functions as polynomial functions on the basis of Taylor series expansion. Moreover, the new algorithm analytically determines the output weights of SLFN through simple generalized inverse operation of the hidden layer output matrices according to ELM. Finally, theoretical justification and simulated results are given to verify the better generalization performance and faster convergent rate of the proposed constrained learning algorithm.
Extreme Learning Machine
In order to find an effective solution to the problem caused by BP learning algorithm, Huang [8] [9] proposed ELM. Since a feedforward neural network with single nonlinear hidden layer is capable of forming an arbitrarily close approximation of any continuous nonlinear mapping, the ELM is limited to such networks.
For N arbitrary distinct samples ( xi , ti ), where
The SLFN with H hidden neurons and activation function ) (x g can approximate these N samples with zero error means that
where
where whi =[ whi1 , whi2 ,…, whin ]
T is the weight vector connecting the i th hidden neuron and the input neurons, woi =[ woi1 , woi2 ,…, woim ] T is the weight vector connecting the i th hidden neuron and the output neurons, and bi is the threshold of the i th hidden neuron. In order to make it easier to understand ELM, a theorem is introduced in the following: , the Moore-Penrose generalized inverse of matrix A . In the course of learning, first, the input weights whi and the hidden layer biases bi are arbitrarily given and need not be adjusted at all. Second, according to Theorem 2.1, the smallest norm least-squares solution of the above linear Eqn. (1) is as follow:
From the above discussion, it can be found that the ELM has the minimum training error and smallest norm of weights. The smallest norm of weights tends to have the best generalization performance. Since the smallest norm least-squares solution of the above linear Eqn. (1) is obtained by analytical method and all the parameters of SLFN need not to be adjusted, ELM converge much faster than BP algorithm.
New Learning Algorithm Incorporating a Priori Information into ELM

Architectural Constraints from a Priori Information
According to the Taylor theorem, if the function meets the conditions that the Taylor theorem requires, the function has the corresponding Taylor expansion as follows: 
where wok denotes the the synaptic weight from the output neuron to the k th neuron at the hidden layer, and whk denotes the the synaptic weight from the k th neuron at the hidden layer to the input neuron. The output layer is a linear neuron.
New Learning Algorithm
In order to improve the generalization performance and obtain faster convergent rate, a new algorithm incorporating a priori information into ELM is proposed as follows: First, according to Subsection 3.1, a SLFN as shown in Eqn. (5) is adopted for approximating the function. The weights from the input layer to the hidden layer are all fixed to one, i.e., . , ,
According to Section 2, the weights from the output neuron to the hidden neurons are analytically determined by Eqn. (3) .
In the new algorithm, the weights from the output neuron to the hidden neurons are analytically determined, so the learning speed of the new algorithm can be thousands of times faster than that of BP algorithm. Moreover, according to Eqn. (3), since the smallest norm least-squares solution is obtained, the new algorithm tends to have the better generalization performance. Finally, compared with ELM, in that the new learning algorithm incorporates architectural constraints from a priori information into SLFN, the new learning one has better generalization performance than ELM. From this new algorithm, the following conclusion can be easily deduced: . The following equation can be obtained:
Proof. Comparing Eqn. (6) 
Experimental Results
To demonstrate the improved generalization performance and fast convergent rate of the new learning algorithm, in the following we shall conduct the experiments with two functions. They are a bimodal function In order to statistically compare the approximation accuracies and CPU time for the two functions with the above five algorithms, we conducted the experiments fifty times for each algorithm, and the corresponding results are summarized in Table 1 From the above results, it can be drawn the conclusions as follows:
First, the generalization performance of the new algorithm and ELM is much better than that of the BP algorithm, Hybrid-I algorithm and MHLA, because the testing error of the new algorithm and ELM is much less than that of other three algorithms. This result rests in the fact that the new algorithm and ELM obtain the smallest norm least-squares solution through Eqn. (3), whereas other three algorithms do not.
Second, the new algorithm and ELM converge much faster that the BP algorithm, Hybrid-I algorithm and MHLA. This is because the new learning algorithm and ELM obtain the solution by analytical method, whereas other three algorithms obtain the solution through thousands of iterative calculation.
Third, compared with ELM, the new algorithm has better generalization. This is chiefly because the new learning one considers a priori information from the function approximation problem.
Finally, compared with ELM, the new learning algorithm converges slightly slower than ELM. This rests in the fact that the new learning one requires much more time to calculate the hidden neurons outputs than ELM.
Conclusions
In this paper, a new learning algorithm which incorporates the architectural constraints into ELM was proposed for function approximation problem. The architectural constraints are extracted from a priori information of the approximated function based on Taylor series expansion. The architectural constraints are realized by selecting the activation functions of the hidden neurons as polynomial functions. Furthermore, the new algorithm analytically determines the output weights of SLFN through simple generalized inverse operation of the hidden layer output matrices according to ELM. Therefore, the new learning one has much better generalization performance and faster convergent rate than the traditional gradient-based learning algorithms. Finally, theoretical justification and simulated results were given to verify the efficiency and effectiveness of the proposed new learning algorithm. Future research works will include how to apply this new learning algorithm to resolve more numerical computation problems.
