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Gautschi has developed an algorithm that calculates the value of the Faddeeva function w(z) for a 
given complex number z in the first quadrant, up to 10 significant digits. We show that by modifying 
the tuning of the algorithm and testing the relative rather than the absolute error we can improve 
the accuracy of this algorithm to 14 significant digits throughout almost the whole of the complex 
plane, as well as increase its speed significantly in most of the complex plane. The efficiency of the 
calculation is further enhanced by using a different approximation in the neighborhood of the origin, 
where the Gautschi algorithm becomes ineffective. Finally, we develop a criterion to test the reliability 
of the algorithm’s results near the zeros of the function, which occur in the third and fourth quadrants. 
Categories and Subject Descriptors: G.1.2 [Numerical Analysis]: Approximation-rational 
approximation; G.4 [Mathematical Software]: --algorithm analysis 
General Terms: Algorithms 
Additional Key Words and Phrases: Error function of complex argument, recursive computation, 
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1. INTRODUCTION 
The complex error function is an important tool in several areas of mathematics 
and physics (Fresnel integral, Dawson’s integral, Voigt function. . . ). Often 
frequent evaluation of this function is necessary, making the use of efficient and 
accurate algorithms very important. Thus far, Gautschi’s method [3, 41 for 
evaluating the Faddeeva function [l] (closely related to the complex error 
function) is the most successful, its success resulting from the use of a single 
algorithm which yields an accuracy of up to 10 significant digits throughout the 
complex plane. Most of the program libraries contain Gautschi’s algorithm 
(see, e.g., [51). 
In this paper we propose an improved version of Gautschi’s algorithm. While 
retaining the algorithm itself in most of the complex plane, we have managed to 
increase the accuracy to 14 significant digits or better (in the first quadrant) by 
testing the relative error rather than the absolute one and by modifying the 
tuning. Furthermore, we were able to obtain a more efficient algorithm by 
drastically reducing the number of terms to be computed and by using a different 
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algorithm in the neighborhood of the origin, where Gautschi’s algorithm becomes 
quite ineffective. This produces a considerable decrease in computing time. 
2. COMPUTATIONAL PROCEDURE 
2.1 Gautschi’s Algorithm 
The purpose of Gautschi’s algorithm [3] is to evaluate the function 
w (2) = e-“‘erfc(-is) (2.1) 
up to d correct decimal digits after the decimal point. Limiting ourselves at 
present to values of z in the first quadrant Q1 of the complex plane (see, however, 
Section 3), two areas can be distinguished, separated by a contour I? (see Figure 
1). The first, the outer region Q (see Figure 2), in which the vth convergent of 
the Laplace continued fraction (which approximates w(z) asymptotically in this 
region [4]) yields an accuracy of d decimal places; 
(2.2) 
The second, the inner region T = R + S (see Figure 2), in which the Faddeeva 
function can be evaluated (with the same accuracy) by approximating a truncated 
Taylor expansion, 
w(z) = c N wLnl(z + ih) (-ih)” , n=O n! (2.3) 
where w[“](z) is the nth derivate of w (2). In this expansion, the increment h as 
well as N, the number of terms, depend on the argument z at which the function 
is evaluated. 
Now the main point in Gautschi’s article is the fact that, as one approaches r‘ 
from within T, h and N decrease until eventually (on the contour itself) both 
become zero, and the algorithm reduces to the evaluation of the Laplace continued 
fraction. 
In this way, only one numerical recursive method can be used for the two 
domains since the function w(z) can be approximated everywhere by the quantity 
&k h), 
w(z) P akl(.z, h) = 
2/J; . s-1, h>O 
2/J;; . rvl, h=O (2.4 
where 
rv = 0, SN = 0 
l/2 
rn-l = h - iz + (n + l)rn 
n = u, v - 1, . . . , 0. (2.5) 
~1 = r,-l[(2hY + s,], if nsN 
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Fig. 1. Curve (1) bounds the region where 16 iterations of the Laplace continued fraction approx- 
imate w(z) up to 14 significant digits. Curve (2) is the contour r used in this article. Curve (3) is a 
contour as used by Gautschi. 
The only problem that remains is how to define the contour r, the value of Y in 
Q1 and that of h and N in T, such that 
I&j(z, h) - w(z)] 1 
I w(z) I 
I - 10-d, 
2 (2.6) 
where d is determined by the required accuracy. 
2.2 Defining the Contour I’ 
First of all we have to define the contour r which divides the inner and outer 
regions. As the Laplace continued fraction converges to the value of w(z), it is 
clear that this contour will depend on d (the larger d, the larger T), v (the larger 
V, the smaller T), and on the decision whether one adopts an absolute or relative 
error criterion. As we want to ensure that the algorithm generates w(z) to at 
least 14 significant digits in Q1 (so d = 14, in our case), we choose to test on the 
relative error. The remaining parameter u will be defined in order to minimize 
the inner area. One finds that at the value u = 17, the increase in computing time 
(increasing v by 1 requires 11 additional floating-point operations) is no longer 
compensated by decrease of the inner region (where the evaluation of w(z) 
requires considerably more computing operations than in the outer region, as can 
be seen from (2.4), (2.5)). We choose thus u to be 16 on the contour. 
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Fig. 2. In the region Q of the first quadrant of the complex plane, the Faddeeva function is 
approximated by the continued fraction (2.2). In the region R, this is done by the truncated Taylor 
expansion (2.3). In S, we find the value of the Faddeeva function by evaluating the series (2.15). 
The contour which separates the region S from R is Z. The one which separates R from Q is T. 
The contour I itself will be defined (differently from [4]) by the condition that 
points (x, y) on r have to obey the relation, 
P(Z) = j,/m = 1, with 3:: 1 ;I;, (2.7) 
outside of which the continued fraction attains the required accuracy. This shape 
of T‘ diminishes the area of T, compared to a rectangular region (as in [4]) by 
about 21 percent (see Figure 1). 
2.3 The Outer Region Q 
In Gautschi’s article [4], Y in the outer region is chosen to be a constant. With 
his tuning, the optimal value of v depends on the relative frequency with which 
the procedure is used in the inner and outer region of the first quadrant of the 
complex plane. Indeed, if a large value for v in Q is chosen, the area of T is 
reduced but at the expense of having to compute a large number of iterations for 
every z in Q. If, on the other hand, v is kept small, a large inner region is obtained 
where, as stated earlier, considerably more operations have to be performed to 
evaluate the Faddeeva function. So it becomes necessary to look for a reasonable 
compromise between those two effects, as long as v is kept constant in the outer 
area. 
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This problem disappears however if we make Vmin(z), the smallest integer 
satisfying (2.6) (with N = h = 0 as, according to Gautschi, should be the case in 
Q), a function of z in the outer region. Indeed, in this way we minimize the 
computing time in this region and at the same time we can reduce the area of T 
as much as possible, thus improving the speed of the algorithm in a twofold way. 
Now it is sufficient to find a simple rational function to approach the value 
v,;,(z) as close as possible for every z in this region. We found as a satisfactory 
solution the function, 
u(z) = 3 + 
1442 
26p(z) + 77 I ’ 
ZEQ (2.8) 
where the [ ] denotes that the integer part of the expression is to be used. This 
function approximates the value of urnin( found by explicit calculation, very 
closely. At most, v obtained from (2.8) exceeds the true value Ymin(Z) by only 4 
(see Figure 3). 
2.4 The Inner Region R 
The problem in the inner region is how to determine h(z), N(z) and V(Z) in such 
a way that h = N = 0 and u = 16 for z on the contour r, having at the same time 
values of N(z) and V(Z) as small as possible throughout T. Similarly to Gautschi 
[4], we will set up h, N and v tentatively in the form 
h = h&z), N = WI + Nzs(z>l, Y = (VI + u*s(z)) (2.9) 
for z E R, where ho, N,, N,, vl, uz and s(z) remain to be determined. The ( ) here 
denotes that the integer closest to the argument has to be used. 
First of all we will determine ho so as to minimize machine time, using the 
gauging routine of Gautschi [4] (which, given z, d and h, returns nearly optimal 
values of N and v; i.e., values which give a g$(.z, h) compatible with (2.6)) with 
the exception that we will, again, test the relative rather than the absolute error 
(but since ] z ] x 1 in this region, this should not make too much difference). For 
this we need, of course, s(z), but since we have to test only in the neighborhood 
of Im(z) + 0 (where the algorithm is most sensitive with respect to the value of 
h) only the x-dependent part of s(z) must be known at this point. Exploratory 
computations show that this should have the form, 
s(x)- j/l-($, (2.10) 
Other possible choices yield very large values of N and v along the x-axis or 
require too many operations. We then get the optimal value, ho = 1.88. 
Now equation (2.10) has to be extended to the whole complex plane. As (2.10) 
is the expression for s(z) when y = 0, we know that s(O) = 1 and furthermore, 
we want s(z) to equal 0 on the contour r (for there, h has to be 0, as required at 
the beginning of this section). It appears that the expression 
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Fig. 3. Curve (1) is the function vmi,(z). Curve (2) is the function V(Z) we use in the paper 
(see (2.8)). 
fits these requirements and gives the best (i.e., smallest possible) values of 
N and Y. 
With this knowledge we can obtain the remaining unknown parameters N1, 
N 2, vl, v2 from s(0) = 1 ands(z) = 0, z E r. We get 
N1 = 7; 
{ 
Nz = 34 
Vl =16; v2 =26’ 
(2.12) 
As these values should at least be equal to those given by the gauging routine, 
extensive tests were made throughout T, confirming the adequateness of equa- 
tions (2.11) and (2.12). 
Summarizing, we conclude that, for a required accuracy of 14 significant digits 
in Q1, the parameters are most optimally tuned in the following way: 
v(z) = 3 + 
1442 
26p(z) + 77 for z in Q (2.13) 
N(z) = 0 
h(z) = 0 
and 
v(z) = (16 + 26s(.z)) 
N(z) = (7 + 34s(z)) 
h(z) = l.E%s(z) 
for z in T. (2.14) 
where s(z) is given by (2.11). 
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2.5 The Region Around the Origin S 
As can easily be seen from equation 2.12, the Gautschi algorithm tends to become 
very inefficient in the neighborhood of the origin. Because of this, it would be 
convenient to replace the Gautschi algorithm in this region by a series which is 
more efficient there: 
w(z) = e-* ( 2i m 1 + - 2 Z2n+l J, n=O (2n + 1) n! ) * (2.15) 
The contour Z (see Figure 2) that separates the region in which this series is 
used from that in which we use the modified Gautschi algorithm is chosen so as 
to minimize the computing time. 
We found that in the region S of Q1 determined by 
0 5 p(z) I 0.292 
(with p(z) given by (2.7)), the series 
( 
. N 
w(z)=e-zz 1+” 2 
Z2n+1 
J;; n=O (2n + 1) n! ) 
attains a relative accuracy of 14 significant digits for 
N = 16 + 72s’(z)] 
where 
s!(z) = (1 - 0.85$(4 
and y. given by (2.7). 
(2.16) 
(2.17) 
(2.18) 
3. THE OTHER QUADRANTS 
Until now we have only considered the Faddeeva function in the first quadrant 
Q1, where its value is given by (2.1), and where the algorithm is tuned to a relative 
accuracy of 14 significant digits. The values of w(z) for z in one of the other 
quadrants can be calculated using 
w(Z) = w(-z), (3.1) 
w (-2) = 2e-z2 - w(z). (3.2) 
As can be seen from (3.2), the value of w(z) in the 3rd and 4th quadrant (Q3 and 
Q4) is obtained by subtraction of two values. Because of this, loss of accuracy 
will occur in the lower half of the complex plane, a loss that becomes significant 
in the neighborhood of the zeros of w (2). A table of the first 100 of these zeros 
has been published in Fettis [2]. 
As the absolute error (A.E.) of w(z) in the 3rd quadrant is bounded by 
A.E.(w(-z)) 5 i. 10-14JI w(z) I2 + 1 2ePZZ 12, .z E &I, (3.3) 
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(both w(z) and e-‘* have a relative error (R.E.) 5 f . 10-14) and 1 w(z) 1 has to 
equal 1 e-” 1 t a each of its zeros, we get for z near one of the zeros: 
A.E.(w(-z)) = + . lo-‘4 m I $ * lo-l4 * Jz (3.4) 
Furthermore, in a small region around zi, one of the zeros, we can approximate 
w (2) linearly: 
W(Zi + dz) = W(Zi) + W’(Zi)*dZ. (3.5) 
From [l, p. 93 we find that w ’ (z) = 2i/Js - 2.2~ (z), so 
W’(Zi) = -2 
A’ 
(3.6) 
and 
w(zi+dz) =Z.d*. 
J;; 
(3.7) 
Combining (3.4) and (3.7) yields 
1 R.E.(w(zi + ck)) 1 = 
0.63 lo-l4 
ldzl ’ (3.3) 
From this we see that the algorithm, used in Q3 and Q4 to calculate a single value 
of w(z), yields an accuracy of about 13 significant digits outside a circular region 
with radius 1 dz I w 0.126 around a zero of the function. Inside that region, we 
have a constant A.E. (see (3.4)) and a rapidly increasing R.E. as 1 dz I a 0 (see 
(3.8)). 
Often, Faddeeva’s function or functions derived from it are used in a series. In 
that case the usual square root expression using A.E.‘s has to be applied. It 
depends on the value of the sum of the series whether the negative influence of 
the zeros on its accuracy is significant or not. 
So we conclude that, also in the other quadrants, the algorithm can be used 
with sufficiently high relative accuracy, except for some small circular regions in 
Q3 and Q4 around the zeros of w, whereas the absolute accuracy of 14 decimal 
digits remains preserved throughout. 
4. TESTS AND CONCLUSION 
Since we want a direct test between our algorithm (P) and the original Gautschi 
algorithm (G), we tuned the latter precisely according to the original article using 
d = 14. This means that for G, use was made of 3co = 6.3 and y. = 4.4 for defining 
the rectangular contour (see Figure 1). For the two regions, the tuning parameters 
in G were: 
in Q: 
in T: Yl 
= 16, 
= 1.88, 
N = (7 + 34s(z)), 
V = 116 + 26s(z)). 
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The performance has been improved in a two-fold way. For points in the region 
S of the first quadrant the evaluation of the Faddeeva function by P is faster 
than by G by a factor of 3.9. For each point within R the time of computation 
for G and P is about the same. However, the P algorithm still has a 28% smaller 
inner region R. Outside R, already for p = 1.2 the P is 10% faster than the G 
algorithm; for p = 7.1, the P algorithm is 2.2 times faster and at infinity, it runs 
more than 3 times as fast. 
These tests involved the speed of the algorithm. In order to gain further 
confidence in the accuracy claimed, we have compared the results of algorithm 
P with those obtained by G, and this for lo4 points distributed throughout Q1. 
We found that the largest deviation for the real part is 6.4 x lo-l5 and for the 
imaginary part 3.1 X 10-14. 
We next tested the algorithm’s accuracy by comparing the results with those 
obtained from independent methods for about 200 arbitrary values of y along the 
imaginary axis. For x E Q1 and 0 5 y c 1 the following series can be used: 
Erfc(z) = 1 - F i 1 3 (2:;;+: 1), (4.1) 
p no. n 
and for large values of y (10 5 y) we have the asymptotic expansion: 
1 + i (-l)n1.3 ... (2n - 1) 
?I=1 
(4.2) 
We found that the largest relative deviation, when the results of the P algorithm 
were compared to those of (4.1), was 2.66 x 10-15, and with (4.2), it was 
3.5 X 10-16. This suggests that a relative accuracy of 14 decimal digits has 
indeed been attained. 
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