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PRIVILEGED COORDINATES AND NILPOTENT APPROXIMATION FOR
CARNOT MANIFOLDS, II. CARNOT COORDINATES
WOOCHEOL CHOI AND RAPHAE¨L PONGE
Abstract. This paper is a sequel of [9] and deals with privileged coordinates and nilpotent
approximation of Carnot manifolds. By a Carnot manifold it is meant a manifold equipped
with a filtration by subbundles of the tangent bundle which is compatible with the Lie bracket
of vector fields. In this paper, we single out a special class of privileged coordinates in which
the nilpotent approximation at a given point of a Carnot manifold is given by its tangent group.
We call these coordinates Carnot coordinates. Examples of Carnot coordinates include Darboux
coordinates on contact manifolds and the canonical coordinates of the first kind of Goodman and
Rothschild-Stein. By converting the privileged coordinate of Bella¨ıche into Carnot coordinates
we obtain an effective construction of Carnot coordinates, which we call ε-Carnot coordinates.
They form the building block of all systems of Carnot coordinates. On a graded nilpotent
Lie group they are given by the group law of the group. For general Carnot manifolds, they
depend smoothly on the base point. Moreover, in Carnot coordinates at a given point, they are
osculated in a very precise manner by the group law of the tangent group at the point.
1. Introduction
This paper is part of a series of two papers on privileged coordinates and nilpotent approxima-
tion of Carnot manifolds. By a Carnot manifold we mean a manifold M together with a filtration
of subbundles,
(1.1) H1 ⊂ H2 ⊂ · · · ⊂ Hr = TM,
which is compatible with the Lie bracket of vector fields. We refer to [9], and the references therein,
for various examples of Carnot manifolds. It is a general understanding that (graded) nilpotent
Lie group are models for Carnot manifolds. From an algebraic perspective, any filtration (1.1)
gives rise to a graded vector bundle gM := g1M ⊕ · · · ⊕ grM , where gwM = Hw/Hw−1. As a
vector bundle gM is (locally) isomorphic to the tangent bundle TM . Moreover, as observed by
Tanaka [25], the Lie bracket of vector fields induces on each fiber gM(a), a ∈ M , a Lie algebra
bracket which turns gM(a) into a graded nilpotent Lie algebra. Equipping it with its Dynkin
product we obtain a graded nilpotent group GM(a), which is called the tangent group at a (see
Section 2.3 for a review of this construction).
There is an alternative construction of nilpotent graded groups associated with (M,H). This
construction originated from the work of Folland-Sein [12] and Rothschild-Stein [23] on hypoelliptic
PDEs. In this context, it is natural to weight the differentiation by a vector field according to
which sub-bundle Hj of the filtration (1.1) that vector field lies. For instance, as [H1, H1] ⊂ H2
we would like to regard directions in H2 \ H1 as having order 2. More generally, directions in
Hw \Hw−1 have weight w. Note that this notion of weight is consistent with the grading of gM
described above.
In local coordinates centered at a given point a ∈ M this gives rise to a one-parameter of
anisotropic dilations δt, t ∈ R. Rescaling vector fields by means of these dilations and letting
t → 0 we obtain “anisotropic asymptotic expansions” whose leading terms form a graded nilpo-
tent Lie algebra of vector fields g(a). As it turns out, the algebraic structure of g(a) heavily depends
on the choice of the coordinates. However, there is a special class of coordinates, called privileged
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coordinates, where the grading of g(a) is compatible with the weight. In addition, in these co-
ordinates the graded nilpotent Lie algebra g(a) is isomorphic to gM(a). The Lie algebra g(a) is
actually the Lie algebra of left-invariant vector fields on a graded nilpotent Lie group G(a). This
group gives rise to the so-called nilpotent approximation of (M,H) at a. We refer to Section 3 and
Section 4, and the references therein, for more details on privileged coordinates and the nilpotent
approximation of Carnot manifolds.
At the conceptual level and for the sake of applications, it is desirable to understand better
the relationship between the tangent group and the nilpotent approximation. The aim of this
paper is to single out a special class of privileged coordinates, called Carnot coordinates, for which
the nilpotent approximation is naturally given by the tangent group. These coordinates are an
important ingredient in [10] for obtaining a generalization of Pansu derivative to maps between
general Carnot manifolds and for constructing an analogue for Carnot manifolds of Connes’ tangent
groupoid. The existence of such a groupoid was conjectured by Bella¨ıche [7].
The tangent groupoid of a Carnot manifold provides us with definitive evidence that the tangent
groups described above are the relevant osculating objects for Carnot manifolds. In particular,
this gives a conceptual explanation for the occurrence of the group structure. This also gives
an osculation result in a differentiable fashion. On Carnot-Caratheodory manifolds privileged
coordinates allows us to have an osculation result in the metric sense (see [7, 19, 21]). However,
this approach does not account for the group structure. Therefore, by leading us to the Carnot
groupoid Carnot coordinates allows us to get a more precise osculation result.
The nilpotent approximation G(a) at a given point a ∈ M arises from anisotropic asymptotic
expansions of vector fields in privileged coordinates. This depends on the choice of the privileged
coordinates. We refer to [9] and Section 4 for an algebraic characterization of the nilpotent Lie
groups that arises as nilpotent approximation at a. It can be shown that suitable tangent frames
(called H-frames; see Definition 2.6) naturally identify the tangent group GM(a) with a graded
nilpotent Lie algebra that satisfies this algebraic characterization (see Proposition 5.4). Therefore,
it gives rise to the nilpotent approximation at a in suitable systems of privileged coordinates, which
we call Carnot coordinates. For instance, Darboux coordinates on a contact manifold are Carnot
coordinates (Proposition 5.12).
By using the results of [9] we can show that any system of privileged coordinates can be
converted into a system of Carnot coordinates by means of a unique homogeneous change of
variables (Theorem 5.9). Here homogeneity is meant with respect to the anisotropic dilations
associated with the filtration (1.1). We also characterize the changes of coordinates that transform
a given system of Carnot coordinates into another system of Carnot coordinates (Proposition 5.10).
As an application of this characterization, we can show that the canonical coordinates of the first
kind of Goodman [13] and Rothschild-Stein [23] are Carnot coordinates (Proposition 6.2). In
contrast, when the filtration (1.1) has length r ≥ 2, the canonical coordinates of the second kind
of Bianchini-Stefani [8] and Hermes [16] are never Carnot coordinates (Proposition 6.4).
In [7] Bella¨ıche gave an effective construction of privileged coordinates on Carnot-Carathe´odory
manifolds by means of a suitable polynomial change of coordinates. This was extended to Carnot
manifolds in [9]. By converting these privileged coordinates into Carnot coordinates by means of
the homogeneous change of variables mentioned above we then obtain an effective construction
of Carnot coordinates (Proposition 7.2). We call these coordinates ε-coordinates. Combining
this construction with the characterization result mentioned above then allows us to get all the
systems of Carnot coordinates at a given point (Corollary 7.6). In particular, this shows that the
ε-coordinates form the building block of all systems of Carnot coordinates at a given point.
The ε-Carnot coordinates at a given point a are obtained by means of a polynomial change
of variables x → εa(x) associated with the datum of an H-frame near a. We can show that the
polynomial map εa(x) is the only one of its form that produces Carnot coordinates (Theorem 7.7).
One application of this result is the description of the ε-Carnot coordinates on a graded nilpotent
Lie group in terms of the group law (see Proposition 7.12). Furthermore, the coefficients of
the polynomial map εa(x) and its inverse map ε
−1
a (a) are universal polynomials in the partial
derivatives at a of the coefficients of the vector fields of the H-frame (see Proposition 8.1 and
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Proposition 8.2 for the precise statements). As an immediate consequence, these maps both
depend smoothly on the base point a (Corollary 8.3).
Finally, we show that, at least asymptotically, there is a close relationship between ε-Carnot
coordinates and the group laws of the tangent groups. More precisely, in Carnot coordinates at a
point a, the maps (x, y)→ εx(y) and (x, y)→ ε
−1
x (y) are osculated in very precise manner by the
group law maps (x, y)→ x−1 · y and (x, y)→ x · y, where · is the group law of GM(a) under the
identification mentioned above (see Proposition 8.7). Obtaining these osculation results was an
important impetus for the research of this paper and its prequel [9]. These results are important
ingredients in the construction of the tangent groupoid of a manifold in [10] and the construction
of a full symbolic calculus for hypoelliptic pseudodifferential operators on Carnot manifolds in [11].
This paper is organized as follows. In Section 2, we present the main definitions regarding
Carnot manifolds, including the construction of the tangent group bundle of a Carnot manifold. In
Section 3, we review some important facts on privileged coordinates. In Section 4, we summarize
the main results of [9] on the nilpotent approximation of Carnot manifolds. In Section 5, we
introduce Carnot coordinates, establish their properties, and exhibit a few examples. In Section 6,
we look at the canonical coordinates of the 1st kind of [13, 23] and canonical coordinates of the
2nd kind of [8, 16]. In Section 7, we construct and characterize the ε-Carnot coordinates and look
at some examples, including ε-Carnot coordinates on graded nilpotent Lie groups. In Section 8,
we look at the dependence of the map εa and its inverse map with respect to the H-frame they
are associated with, and we show that in Carnot coordinates they are osculated by the group law
of the tangent group.
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2. Carnot Manifolds
In this section, we briefly review the main facts about Carnot manifolds. A more complete
account can be found in [9] and the references therein.
2.1. Carnot Groups and Graded nilpotent Lie groups. In what follows, by the Lie algebra
of a Lie group we shall mean the tangent space at the unit element equipped with Lie bracket
induced by the Lie bracket of left-invariant vector fields.
Definition 2.1. A step r nilpotent graded Lie algebra is the data of a real Lie algebra (g, [·, ·])
and a grading g = g1 ⊕ g2 ⊕ · · · ⊕ gr, which is compatible with the Lie bracket, i.e.,
(2.1) [gw, gw′] ⊂ gw+w′ for w + w
′ ≤ r and [gw, gw′] = {0} for w + w
′ > r.
We further say that g is a Carnot algebra when gw+1 = [g1, gw] for w = 1, . . . , r − 1. A graded
nilpotent Lie group (resp., Carnot group) is a connected and simply connected nilpotent real Lie
group whose Lie algebra is a graded nilpotent Lie algebra (resp., Carnot algebra).
Let G be a step r graded nilpotent Lie group with unit e. Its Lie algebra g = TeG comes
equipped with a grading g = g1⊕g2⊕· · ·⊕gr, which is compatible with its Lie algebra bracket. This
grading gives rise to a family of anisotropic dilations ξ → t · ξ, t ∈ R \ 0, which are automorphisms
of g given by
(2.2) t · (ξ1 + ξ2 + · · ·+ ξr) = tξ1 + t
2ξ2 + · · ·+ t
rξr, ξj ∈ gj .
In addition, g is canonically isomorphic to the Lie algebra of left-invariant vector fields on G: to
any ξ ∈ g corresponds the unique left-invariant vector field Xξ on G such that Xξ(e) = ξ. The
flow exp(tXξ) exists for all t ∈ R, and so we have a globally defined exponential map exp : g→ G
which is a diffeomorphism given by
exp(ξ) = exp(Xξ), where exp(Xξ) := exp(tXξ)(e)|t=1.
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For ξ ∈ g, let adξ : g → g be the adjoint endomorphism of ξ, i.e., adξ η = [ξ, η] for all η ∈ g.
This is a nilpotent endomorphism. By the Baker-Campbell-Hausdorff formula we have
(2.3) exp(ξ) exp(η) = exp(ξ · η) for all ξ, η ∈ g,
where ξ · η is given by the Dynkin product,
ξ · η =
∑
n≥1
(−1)n+1
n
∑
α,β∈Nn0
αj+βj≥1
(|α|+ |β|)−1
α!β!
(adξ)
α1(adη)
β1 · · · (adξ)
αn(adη)
βn−1η
= ξ + η +
1
2
[ξ, η] +
1
12
([ξ, [ξ, η]] + [η, [η, ξ]]) −
1
24
[η, [ξ, [ξ, η]]] + · · · .(2.4)
The above summations are finite, since all the iterated brackets of length ≥ r + 1 are zero. Any
Lie algebra automorphism of g then lifts to a Lie group isomorphism of G. In particular, the
dilations (2.2) give rise to Lie group isomorphisms δt : G→ G, t ∈ R \ 0.
Conversely, if g is a graded nilpotent Lie algebra, then (2.4) defines a product on g. This
turns g into a Lie group with unit 0. Under the identification g ≃ T0g, the corresponding Lie
algebra is naturally identified with g, and so we obtain a graded nilpotent Lie group. Under this
identification the exponential map becomes the identity map. Moreover, inversion with respect to
the group law (2.4) is given by
(2.5) ξ−1 = −ξ for all ξ ∈ g.
2.2. Carnot manifolds. In what follows, given distributions Hj ⊂ TM , j = 1, 2, on a manifold
M , we shall denote by [H1, H2] the distribution generated by the Lie brackets of their sections,
i.e.,
[H1, H2] =
⊔
x∈M
{
[X1, X2](x); Xj ∈ C
∞(M,Hj), j = 1, 2
}
.
Definition 2.2. A Carnot manifold is a pair (M,H), whereM is a manifold andH = (H1, . . . , Hr)
is a finite filtration of subbundles,
(2.6) H1 ⊂ H2 ⊂ · · · ⊂ Hr = TM,
which is compatible with the Lie bracket of vector fields, i.e.,
(2.7) [Hw, Hw′ ] ⊂ Hw+w′ for w + w
′ ≤ r.
The number r is called the step of the Carnot manifold (M,H). The sequence (rkH1, . . . , rkHr)
is called its type.
Remark 2.3. We refer to [9], and the references therein, for various examples of Carnot manifolds.
Many of those examples are equiregular Carnot-Carathe´odory manifolds in the sense of [14]. In
this case the Carnot filtration (1.1) arises from the iterated Lie bracket of sections of H1. However,
even for studying equiregular (and even non-regular) Carnot-Carathe´odory structures we may be
naturally led to consider non bracket-generated Carnot filtrations (see [9]).
Let (Mn, H) be an n-dimensional Carnot manifold of step r, so that H = (H1, . . . , Hr), where
the subbundles Hj satisfy (2.6).
Definition 2.4. The weight sequence of a Carnot manifold (M,H) is the sequence w = (w1, . . . , wn)
defined by
(2.8) wj = min{w ∈ {1, . . . , r}; j ≤ rkHw}.
Remark 2.5. Two Carnot manifolds have same type if and only if they have same weight sequence.
Throughout this paper we will make use of the following type of tangent frames.
Definition 2.6. An H-frame over an open U ⊂M is a tangent frame (X1, . . . , Xn) over U which
is compatible with the filtration (H1, . . . ., Hr) in the sense that, for w = 1, . . . , r, the vector fields
Xj , wj = w, are sections of Hw.
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Remark 2.7. If (X1, . . . , Xn) is an H-frame near a point a ∈M , then, for w = 1, . . . , r, the family
{Xj; wj ≤ w} is a local frame of Hw near the point a. Note this implies that Xj is a section of
Hwj \Hwj−1 when wj ≥ 2.
Remark 2.8. Let (X1, . . . , Xn) be an H-frame near a point a ∈ M . As explained in [9], the
condition (2.7) implies that, near x = a, there are smooth functions Lkij(x), wk ≤ wi + wj , such
that, for i, j = 1, . . . , n, we have
(2.9) [Xi, Xj](x) =
∑
wk≤wi+wj
Lkij(x)Xk(x) near x = a.
2.3. The Tangent Group Bundle of a Carnot Manifold. The Carnot filtrationH = (H1, . . . , Hr)
gives rise to a graded vector bundle defined as follows. For w = 1, . . . , r, set gwM = Hw/Hw−1
(with the convention that H0 = {0}), and define
(2.10) gM := g1M ⊕ · · · ⊕ grM.
In what follows, we denote by ×M the fiber products of vector bundles over M .
Lemma 2.9 ([25]). The Lie bracket of vector fields induces smooth bilinear bundle maps,
Lw,w′ : gwM ×M gw′M −→ gw+w′M, w + w
′ ≤ r.
More precisely, given any a ∈ M and any section X (resp., Y ) of Hw (resp., Hw′) near a, if we
let ξ(a) (resp., η(a)) be the class of X(a) (resp., Y (a)) in gwM(a) (resp., gw′M(a)), then we have
(2.11) Lw,w′ (ξ(a), η(a)) = class of [X,Y ](a) in gw+w′M(a).
Remark 2.10. The proof of Lemma 2.9 is based on the following observation. Given a ∈ M and
local sections Xj , j = 1, 2, of Hwj near x = a, the class of [X1, X2](a) modulo Hw1(a) +Hw2(a)
only depends on the values of X1(a) and X2(a). Therefore, if wi+wj ≤ r, then the condition (2.6)
ensures us that the class of [X1, X2](a) in gw1+w2M(a) only depends on X1(a) and X2(a).
Remark 2.11. Let (X1, . . . , Xn) be an H-frame over an open set U ⊂ M . For j = 1, . . . , n and
x ∈ U , let ξj(x) be the class of Xj(x) in gwjM(x). Then, as mentioned in [9], for w = 1, . . . , r, the
family {ξj ;wj = w} is a smooth frame of gwM over U , and so (ξ1, . . . , ξn) is a smooth frame of
gM over U which is compatible with the grading (2.10). We shall call such a frame a graded frame.
In particular, for every x ∈ U , we obtain a graded basis of gM(x). In addition, by using (2.9)
and (2.11) we get
(2.12) Lwi,wj (ξi(x), ξj(x)) =
∑
wk=wi+wj
Lkij(x)ξk(x) for wi + wj ≤ r,
where the coefficients Lkij(x), wi + wj = wk, are defined by (2.9).
Definition 2.12. The bilinear bundle map [·, ·] : gM ×M gM → gM is defined as follows. For
a ∈M and (ξ, η) ∈ gwM(a)× gw′M(a) we set
(2.13) [ξ, η] =
{
Lw,w′(a)(ξ, η) if w + w
′ ≤ r,
0 if w + w′ > r.
We then extend [·, ·] to all gM ×M gM by bilinearity.
Lemma 2.9 ensures us that [·, ·] is a smooth bilinear bundle map. Furthermore, on each fiber
gM(a), a ∈M , it defines a Lie algebra bracket such that
[gwM, gw′M ] ⊂ gw+w′M if w + w
′ ≤ r,(2.14)
[gwM, gw′M ] = {0} if w + w
′ > r.(2.15)
Therefore, the Lie bracket is compatible with the grading (2.10), and so it turns gM(a) into a
(graded) nilpotent Lie algebra of step r.
Proposition 2.13 ([25]). (gM, [·, ·]) is a smooth bundle of step r graded nilpotent Lie algebras.
Definition 2.14. The Lie algebra bundle (gM, [·, ·]) is called the tangent Lie algebra bundle of
(M,H).
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Remark 2.15. Let (X1, . . . , Xn) be anH-frame near a point a ∈M . As mentioned above, this gives
rise to a frame (ξ1, . . . , ξn) of gM near x = a, where ξj is the class of Xj in gwjM . Furthermore,
it follows from (2.11) and (2.13) that, near x = a, we have
(2.16) [ξi(x), ξj(x)] =


∑
wi+wj=wk
Lkij(x)ξk(x) if wi + wj ≤ r,
0 if wi + wj > r,
where the functions Lkij(x) are given by (2.9). Specializing this to x = a provides us with the
structure constants of gM(a) with respect to the basis (ξ1(a), . . . , ξn(a)).
The Lie algebra bundle gM gives rise to a Lie group bundle GM as follows. As a manifold we
take GM to be gM and we equip the fibers GM(a) = gM(a) with the Dynkin product (2.4).This
turns GM(a) into a step r graded nilpotent Lie group with unit 0 whose Lie algebra is naturally
isomorphic to gM(a). The fiberwise product on GM is smooth, and so we obtain the following
result.
Proposition 2.16. GM is a smooth bundle of step r graded nilpotent Lie groups.
Definition 2.17. GM is called the tangent group bundle of (M,H). Each fiber GM(a), a ∈ M
is called the tangent group of (M,H) at a.
2.4. The Tangent group bundle of a graded nilpotent Lie group. We end this section with
the description of the tangent group bundle of a graded nilpotent Lie group.
Let G be a step r graded nilpotent Lie group G with unit e. The Lie algebra g = TG(e) has a
grading g = g1 ⊕ · · · ⊕ gr satisfying (2.1). In what follows, given any ξ ∈ g, we denote by Xξ the
unique left-invariant vector on G such that Xξ(e) = ξ. Let λ : G× g → TG be the vector bundle
map given by
λ(a, ξ) = Xξ(a) = λ
′
a(0)ξ ∈ TG(a) for all (a, ξ) ∈ G× g,
where λa : G→ G is the left-multiplication by a. Then λ is a vector bundle isomorphism, and so
it provides us with a global trivialization G× g ≃ TG. Moreover, this isomorphism is equivariant
with respect to the left-regular actions of G on TG and G× g.
For w = 1, . . . , r, set Ew = λ(G × gw), i.e., Ew is the G-bundle over G obtained by left-
translation of gw. In particular, by G-equivariance the grading g = g1 ⊕ · · · ⊕ gr gives rise to
the G-vector bundle grading TG = E1 ⊕ · · · ⊕ Er. This grading then gives rise to the filtration
H1 ⊂ · · · ⊂ Hr = TG, where Hw := E1 ⊕ · · · ⊕ Ew.
Lemma 2.18. The filtration (H1, . . . , Hr) is compatible with the Lie bracket of vector fields, i.e.,
[Hw, Hw′ ] ⊂ Hw+w′ whenever w + w
′ ≤ r.
Proof. It is enough to show that [Ew, Ew′ ] ⊂ Hw whenever w+w
′ ≤ r. Given a ∈ G, let X (resp.,
X ′) be a local section of Ew (resp., Ew′) near a. In addition, let ξ ∈ gw and ξ
′ ∈ gw′ be such that
X(a) = Xξ(a) and X
′(a) = Xξ′(a). In view of Remark 2.10 we have
[X,X ′](a) = [Xξ, Xξ′ ](a) mod Ew(a) + Ew′(a)
= X[ξ,ξ′](a) mod Hw+w′−1(a).(2.17)
As (2.1) ensures us that [ξ, ξ′] ∈ gw+w′ , we see that X[ξ,ξ′](a) ∈ Ew+w′ , and so [X,X
′](a) is
contained in Hw+w′(a). This shows that [Ew, Ew′ ] ⊂ Hw+w′ . The proof is complete. 
The filtration H = (H1, . . . , Hr) defines a left-invariant Carnot manifold structure on G. This
Carnot manifold structure is uniquely determined by the grading of g. We shall denote by gG
and GG the tangent Lie algebra bundle and tangent group bundle of (G,H). We observe that
the grading TG = E1 ⊕ · · · ⊕ Er provides us with a natural graded vector bundle identification
TG ≃ gG. Composing it with the trivialization λ above, we then obtain an isomorphism of graded
vector bundles λˆ : G × g
∼
−→ gG. Moreover, it follows from (2.17) and the definition of the Lie
bracket in the fibers of gG that this isomorphism is compatible with the fiberwise Lie bracket.
Therefore, we actually obtain an isomorphism of graded nilpotent Lie algebra bundles. This allows
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us to identify the tangent Lie algebra bundle of G with the trivial graded nilpotent Lie algebra
bundle G× g. By functoriality we obtain an isomorphism of graded nilpotent Lie group bundles,
Λˆ : G×G
∼
−→ GG.
This allows us to identify the tangent group bundle of G with the trivial graded nilpotent Lie
group bundle G×G.
3. Privileged Coordinates
Throughout the rest of the paper, we let (M,H) be an n-dimensional Carnot manifold of step r,
so thatH = (H1, . . . , Hr) is a filtration of subbundles satisfying (2.6). We also let w = (w1, . . . , wn)
be the weight sequence of (M,H) (cf. Definition 2.4).
In this section, we gather the main facts regarding anistropic asymptotic analysis and privileged
coordinates. We refer to [9] and the references therein for a most extensive account.
3.1. Anisotropic Asymptotic Analysis. In what follows, we let δt : R
n → Rn, t ∈ R, be the
one-parameter group of anisotropic dilations defined by
(3.1) δt(x) = t · x := (t
w1x1, . . . , t
wnxn), t ∈ R, x ∈ R
n.
We shall say that a function f(x) on Rn is homogeneous of degree w, w ∈ Z, with respect to
the dilations (3.1) when
(3.2) f(t · x) = twf(x) for all x ∈ Rn and t ∈ R.
For instance, given any multi-order α ∈ Nn0 , the monomial x
α is homogeneous of degree 〈α〉. Note
also that any smooth homogeneous function must be a polynomial.
In what follows we let U be an open neighborhood of the origin 0 ∈ Rn.
Definition 3.1. Let f ∈ C∞(U) and w ∈ N0. We shall say that
(1) f has weight ≥ w when ∂αx f(0) = 0 for all multi-orders α ∈ N
n
0 such that 〈α〉 < w.
(2) f has weight w when f(x) has weight ≥ w and there is a multi-order α ∈ Nn0 with 〈α〉 = w
such that ∂αx f(0) 6= 0.
Example 3.2. Let f(x) ∈ C∞(Rn) be homogeneous of degree w with respect to the dilations (3.1).
If f(x) is not zero everywhere, then f(x) has weight w.
Definition 3.3. A pseudo-norm on Rn is any continuous function ‖·‖ : Rn → R which is (strictly)
positive on Rn \ 0 and satisfies
(3.3) ‖t · x‖ = |t|‖x‖ for all x ∈ Rn and t ∈ R.
Example 3.4. The following function on Rn is a pseudo-norm,
(3.4) ‖x‖1 = |x1|
1
w1 + · · ·+ |xn|
1
wn , x ∈ Rn.
Remark 3.5. It can be shown that all pseudo-norms are equivalent (see, e.g., [9]).
From now on, we let ‖ · ‖ be a pseudo-norm on Rn. For instance, we may take the pseudo-
norm (3.4).
Definition 3.6 ([9]). Let Θ(x) = (Θ1(x), . . . ,Θn′(x)) be a smooth map from U to R
n. Given
m ∈ Z, m ≥ −wn, we say that Θ(x) is Ow(‖x‖
w+m), and write Θ(x) = Ow(‖x‖
w+m), when, for
k = 1, . . . , n, we have
Θk(x) = O(‖x‖
w′k+m) near x = 0.
We have the following characterization of Ow(‖x‖
w+m)-maps.
Lemma 3.7 (see [9]). Let Θ(x) = (Θ1(x), . . . ,Θn′(x)) be a smooth map from U to R
n′ , and set
U = {(x, t) ∈ U × R; t · x ∈ U}. Given any m ∈ N0, the following are equivalent:
(i) The map Θ(x) is Ow(‖x‖
w+m) near x = 0.
(ii) For k = 1, . . . , n′, the component Θk(x) has weight ≥ w
′
k +m.
(iii) For all x ∈ Rn and as t→ 0, we have t−1 ·Θ(t · x) = O(tm).
7
(iv) There is Θ˜(x, t) ∈ C∞(U ,Rn
′
) such that t−1 ·Θ(t · x) = tmΘ˜(x, t) for all (x, t) ∈ U , t 6= 0.
In the special case of diffeomorphisms we further have the following result.
Proposition 3.8 (see [9]). Let φ : U1 → U2 be a smooth diffeomorphism, where U1 and U2 are
open neighborhoods of the origin 0 ∈ Rn. Assume further that φ(0) = 0 and there is m ∈ N such
that, near x = 0, we have
(3.5) φ(x) = φˆ(x) + Ow(‖x‖
w+m),
where φˆ(x) is a w-homogeneous polynomial map. Then φˆ(x) is a diffeomorphism of Rn and, near
x = 0, we have
φ−1(x) = φˆ−1(x) + Ow(‖x‖
w+m).
The dilations (3.1) act on vector fields by pullback. If X =
∑n
j=1 aj(x)∂xj is a vector field on
U , then we have
(3.6) δ∗tX =
n∑
j=1
t−wjaj(t · x)∂xj for all t ∈ R
∗.
We then shall say that a vector field X on Rn is homogeneous of degree w, w ∈ Z, when
(3.7) δ∗tX = t
ωX for all t ∈ R∗.
For instance, the vector field ∂xj , j = 1, . . . , n, is homogeneous of degree −wj .
Definition 3.9. Let X =
∑
j aj(x)∂j be a smooth vector fields on U . We say that X has weight
w, w ∈ Z, when
(i) Each coefficient aj(x) has weight ≥ w + wj .
(ii) There is at least one coefficient aj(x) that has weight w + wj .
Let X (U) be the space of (smooth) vector fields on U . We endow it with its standard Fre´chet
space topology; this allows us to speak about asymptotic expansions in X (U) (see [9]). We have
the following asymptotic expansion result.
Proposition 3.10 (see [9]). Let X be a smooth vector field on U . Then, as t→ 0, we have
(3.8) δ∗tX ≃
∑
ℓ≥−wn
tℓX [ℓ] in X (U),
where X [ℓ] is a homogeneous polynomial vector field of degree ℓ. In particular, X has weight w if
and only if, as t→ 0, we have
δ∗tX = t
wX [w] +O(tw+1) in X (U).
3.2. Construction of privileged coordinates. From now on we work in local coordinates near
a given point a ∈M around which there is an H-frame (X1, . . . , Xn).
Definition 3.11. We say that local coordinates (x1, . . . , xn) centered at a point a ∈M are linearly
adapted to the H-frame X1, . . . , Xn when Xj(0) = ∂j for j = 1, . . . , n.
Lemma 3.12 ([7, 9]). Given local coordinates x = (x1, · · · , xn), there is a unique affine change
of coordinates x → Ta(x) which provides us with local coordinates centered at a that are linearly
adapted to the H-frame (X1, · · ·Xn).
In what follows, given any finite sequence I = (i1, . . . , ik) with values in {1, . . . , n}, we set
XI := Xi1 · · ·Xik and 〈I〉 = wi1 + · · · + wik . Given any multi-order α ∈ N
n
0 , we also set 〈α〉 =
w1α1 + · · ·+ wnαn.
Definition 3.13 ([7, 9]). Let f(x) be a smooth function defined near x = a and N a non-negative
integer. We say that f(x) has order N at a when the following two conditions are satisfied:
(1) XIf(a) = 0 whenever 〈I〉 < N .
(2) There is a sequence I = (i1, . . . , ik) taken values in {1, . . . , n} with 〈I〉 = N such that
XIf(a) 6= 0.
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Remark 3.14. The order of a function is independent of the choice of the H-frame (X1, . . . , Xn)
(see [7, 9]). In this sense this is an intrinsic notion.
Definition 3.15 ([7, 8, 9]). We say that local coordinates x = (x1, . . . , xn) centered at a are
privileged coordinates at a adapted to the H-frame (X1, . . . , Xn) when the following two conditions
are satisfied:
(i) These coordinates are linearly adapted at a to the H-frame (X1, . . . , Xn).
(ii) For all j = 1, . . . , n, the coordinate function xj has order wj at a.
The following shows how to convert linearly adapted coordinates into privileged coordinates.
Proposition 3.16 ([7, 9]). Let (x1, . . . , xn) be local coordinates centered at a that are linearly
adapted to the H-frame (X1, . . . , Xn). Then there is a unique change of coordinates x → ψ(x)
such that
(1) It provides us with privileged coordinates at a.
(2) For k = 1, . . . , n, the k-th component ψk(x) is of the form,
(3.9) ψk(x) = xk +
∑
〈α〉<wk
|α|≥2
akαx
α, akα ∈ R.
Remark 3.17. The proofs of Proposition 3.16 in [7, 9] actually produce an effective algorithm to
compute the coefficients akα, in (3.9) . More precisely, we have the following recursive relations,
(3.10) α!akα = − X
α(xk)|x=0 −
∑
〈β〉<wk
2≤|β|<|α|
akβ X
α(xβ)
∣∣
x=0
, 2 ≤ |α| ≤ 〈α〉 < wk.
In particular, we have α!akα = − X
α(xk)|x=0 when wk = 3 and |α| = 〈α〉 = 2. It follows from this
that each coefficient akα is a universal polynomial in the derivatives X
α(xβ)
∣∣
x=0
with 〈β〉 ≤ wk
and |β| ≥ 1. Set Xj =
∑n
k=1 bjk(x)∂xk . An induction shows that
Xα =
∑
1≤|β|≤|α|
bαβ(x)∂
β
x ,
where bαβ(x) is a universal polynomial in the partial derivatives ∂
γbjk(x) with |γ| ≤ |α| − |β|. As
Xα(xβ)
∣∣
x=0
= β!bαβ(0), we then deduce that each coefficient ajα is a universal polynomial in the
partial derivatives ∂γbkl(0) with |γ| ≤ |α| − 1.
Definition 3.18. The map ψa : R
n → Rn is composition ψˆa ◦ Ta, where Ta is the affine map
from Lemma 3.12 and ψˆa the polynomial diffeomorphism associated by Proposition 3.16 with the
linearly adapted coordinates provided by Ta.
Proposition 3.16 and the definition of ψa immediately imply the following statement.
Proposition 3.19. The change of variables x→ ψa(x) provides us with privileged coordinates at
a that are adapted to the H-frame (X1, . . . , Xn).
We shall refer to the coordinates provided by Proposition 3.19 as the ψ-privileged coordinates.
Proposition 3.20 ([9]). The ψ-privileged coordinates are the unique privileged coordinates at
a adapted to the H-frame (X1, . . . , Xn) that are given by a change of coordinates of the form
y = ψˆ(Tx), where T is an affine map such that T (a) = 0 and ψˆ(x) is a polynomial diffeomorphism
of the form (3.9).
Remark 3.21. We refer to [2, 5, 24] for alternative polynomial constructions of privileged coordi-
nates.
Remark 3.22. Examples of non-polynomial privileged coordinates are provided by the canonical
coordinates of the first kind of Goodman [13] and Rothschild-Stein [23] and the canonical coor-
dinates of the second kind of Bianchini-Stefani [8] and Hermes [16]. The former coordinates are
given by the inverse of the local diffeomorphism,
(3.11) (x1, . . . , xn) −→ exp (x1X1 + · · ·+ xnXn)(a).
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The canonical coordinates of the second kind arise from the inverse of the local diffeomorphism,
(3.12) (x1, . . . , xn) −→ exp (x1X1) ◦ · · · ◦ exp (xnXn)(a).
It is shown in [8] that the canonical coordinates of the 2nd kind are privileged coordinates in the
sense of Definition 3.15 (see also [9, 15, 20]). For the canonical coordinates of the 1st kind the
result is proved in [15] (see also [9]).
Remark 3.23. On Carnot-Carathe´odory manifolds privileged coordinates are the very coordinates
in which the ball-box theorem holds [21].
3.3. Characterization of privileged coordinates. We have the following characterization of
privileged coordinates.
Proposition 3.24 ([9]). Let (x1, . . . , xn) be local coordinates centered at a that are linearly adapted
to the H-frame (X1, . . . , Xn). In addition, let U ⊂ R
n be the range of these coordinates. Then the
following are equivalent:
(i) The local coordinates (x1, . . . , xn) are privileged coordinates at a.
(ii) For j = 1, . . . , n and as t→ 0, we have
(3.13) twj δ∗tXj = X
(a)
j +O(t) in X (U),
where X
(a)
j is homogeneous of degree −wj.
(iii) For j = 1, . . . , n, the vector field Xj has weight −wj in the local coordinates (x1, . . . , xn).
Remark 3.25 (see, e.g., [9]). As the coordinates (x1, . . . , xn) are linearly adapted at a to the
(X1, . . . , Xn), in these coordinates, for j = 1, . . . , n, we can write,
(3.14) Xj = ∂j +
∑
1≤k≤n
bjk(x)∂xk , bjk(x) ∈ C
∞(U), bjk(0) = 0.
The model vector fields X
(a)
j , j = 1, . . . , n, are then given by
(3.15) X
(a)
j = ∂xj +
∑
wj+〈α〉=wk
wk>wj
1
α!
∂αx bjk(0)x
α∂xk .
Remark 3.26. Goodman [13] defined privileged coordinates as linearly adapted local coordinates
satisfying (3.13). It is well known that privileged coordinates in the sense of Definition 3.15 are
privileged coordinates in Goodman’s sense (see [8, 7, 15]). The converse property is the main
insight of Proposition 3.24. There is a number of privileged coordinates in Goodman’s sense
(see, e.g., [1, 2, 8, 13, 14, 16, 17, 18, 20, 23, 24]). Therefore, all these coordinates are privileged
coordinates in the sense of Definition 3.15.
One consequence of Proposition 3.24 in [9] is the description of all the systems of privileged
coordinates at a given point.
Proposition 3.27 ([9]). Suppose that (x1, . . . , xn) are privileged coordinates at a adapted to the
H-frame (X1, . . . , Xn). Then a change of coordinates x→ φ(x) produces privileged coordinates at
a adapted to (X1, . . . , Xn) if and only if we have
(3.16) φ(x) = φˆ(x) + Ow
(
‖x‖w+1
)
near x = 0,
where φˆ(x) is a w-homogeneous polynomial diffeomorphism such that φˆ′(0) = id.
Remark 3.28 (see [9]). By combining Proposition 3.27 with Proposition 3.20 we see that system
of local coordinates is a system of privileged coordinates at a adapted to (X1, . . . , Xn) if and only
if it arises from a local chart of the form φ ◦ ψκ(a) ◦ κ, where κ is local chart near a such that
κ(a) = 0, the map ψκ(a) is as in Definition 3.18, and φ is a diffeomorphism near the origin 0 ∈ R
n
satisfying (3.16).
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4. Nilpotent Approximation of a Carnot Manifold
In this section, we recall the main facts on the nilpotent approximation of a Carnot manifold.
Throughout this section we let (X1, . . . ., Xn) be a H-frame near a given point a ∈M .
4.1. Nilpotent approximation. Suppose that (x1, . . . , xn) are privileged coordinates at a adapted
to (X1, . . . , Xn). By Proposition 3.24, for j = 1, . . . , n, the vector field Xj has weight −wj and
we have an asymptotic of the form (3.13). We shall call the leading vector field X
(a)
j in (3.13) the
model vector field of Xj .
Let g˜(a) the subspace of TRn spanned by the model vector fields X
(a)
1 , . . . , X
(a)
n . We have a
natural grading,
(4.1) g˜(a) = g
(a)
1 ⊕ · · · ⊕ g
(a)
r ,
where g
(a)
w is the subspace spanned by the vector fields X
(a)
j with wj = w. Moreover, as
(X1, . . . , Xn) is an H-frame, it follows from Remark 2.8 that there are smooth functions L
k
ij(x),
wk ≤ wi + wj , satisfying (2.9). We then have the relations,
(4.2) [X
(a)
i , X
(a)
j ] =


∑
wk=wi+wj
Lkij(a)X
(a)
k if wi + wj ≤ r,
0 otherwise.
This shows that g˜(a) is closed under the Lie bracket of vector fields and this Lie bracket is com-
patible with the grading (4.1). Thus, g˜(a) is a graded nilpotent Lie algebra of vector fields on
R
n. Furthermore, using (2.16) we see that the Lie algebras g˜(a) and gM(a) are isomorphic. In
addition, the homogeneity of the model vector fields X
(a)
j implies that the dilations δt, t ∈ R, give
rise to a Lie algebra automorphisms of g˜(a).
We realize g˜(a) as a Lie algebra of left-invariant vector fields on a Lie group G(a) as follows.
Let U be the range of the privileged coordinates (x1, . . . , xn). As there are linearly adapted at a
to (X1, . . . , Xn), we know by (3.14) that in these coordinates Xj = ∂xj +
∑n
k=1 bjk(x)∂xk , with
bjk(x) ∈ C
∞(U) such that bjk(0) = 0. The formula (3.15) then expresses each model vector field
X
(a)
j , j = 1, . . . , n, in terms of the partial derivatives ∂
αbjk(0) with 〈α〉 + wj = wk and wk > wj .
Let X =
∑
ξjX
(a)
j , ξj ∈ R, be a vector field in g˜
(a). As mentioned in [9], for any given y ∈ Rn,
the flow x(t) = exp(tX)(y) is solution of the following triangular first order differential system,
x˙k(t) = ξk +
∑
wj+〈α〉=wk
wk>wj
ξkbjkα
∏
wl<wk
xl(t)
αl , k = 1, . . . , n,
where we have set bjkα = (α!)
−1∂αbjk(0). As this differential system is triangular system it can
be solved recursively. Using the initial condition x(0) = y we get
xk(t) = yk + tξk if wk = 1,(4.3)
xk(t) = yk + tξk +
∑
wj+〈α〉=wk
wk>wj
ξjbjkα
∫ t
0
∏
wl<wk
xl(s)
αlds if wk ≥ 2.(4.4)
Lemma 4.1 ([9]). Let X =
∑
ξjX
(a)
j and y ∈ R
n be as above. Then the flow x(t) := exp(tX)(y)
exists for all t ∈ R. Moreover, it takes the form,
(4.5) xk(t) = yk + tξk +
∑
〈α〉+〈β〉=wk
|α|+|β|≥2
cˆkαβy
α(tξ)β , k = 1, . . . , n.
where cˆkαβ is a universal polynomial Γˆkαβ(∂
γbjl(0)) in the partial derivatives ∂
γbjl(0) with wj +
〈γ〉 = wl ≤ wk and wj ≤ wl. Each polynomial Γˆkαβ is determined recursively from the polynomials
Γˆjγδ with wj < wk by using (4.3)–(4.4).
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It follows from Lemma 4.1 that we have a globally defined smooth exponential map exp : g˜(a) →
R
n given by
(4.6) exp(X) := exp(tX)(0)|t=1 for all X ∈ g˜
(a).
Although, exp(X) a priori arises from the solution of an ODE system, it follows from (4.5) that
exp(X) is determined effectively in terms of the coordinates of X in the basis (X
(a)
1 , . . . , X
(a)
n )
and the coefficients of the model vector fields X
(a)
j . Indeed, if X =
∑
ξjX
(a)
j , ξj ∈ R, then setting
t = 1 and y = 0 shows that x = exp(X) is given by
(4.7) xk = ξk +
∑
〈α〉=wk
|α|≥2
cˆkαξ
α, k = 1, . . . , n,
where we have set cˆkα = cˆk0α. It also follows from this formula that exp : g˜
(a) → Rn is a
diffeomorphism, since it expresses x = exp(X) as a triangular polynomial map in the coordinates
(ξ1, . . . , ξn) the diagonal of which is the identity map. In addition, we observe that xk, as a
polynomial in ξ, is homogeneous of degree wk with respect to the dilations (3.1). Thus, for all
t ∈ R∗, we have
(4.8) t · exp(X) = exp
(∑
(t · ξ)jX
(a)
j
)
= exp
(∑
ξjt
wjX
(a)
j
)
= exp (δ∗t−1X) .
We define the Lie group G(a) as Rn equipped with the group law given by
(4.9) x · y = exp(X · Y ), X, Y ∈ g˜(a),
where X and Y are the unique elements of g˜(a) such that exp(X) = x and exp(Y ) = y, and X · Y
is the Dynkin product (2.4). For j = 1, . . . , n, the vector field X
(a)
j generates a one-parameter
subgroup exp(tX
(a)
j ), t ∈ R, in G
(a), and so this is a left-invariant vector field on G(a). As
(X
(a)
1 , . . . , X
(a)
n ) is a basis of g˜(a), we then arrive at the following statement.
Proposition 4.2. The Lie algebra of left-invariant vector fields on G(a) is precisely g˜(a).
Definition 4.3. The graded nilpotent Lie group G(a) equipped with its left-invariant Carnot man-
ifold structure is called the nilpotent approximation of (M,H) at a with respect to the privileged
coordinates (x1, . . . , xn).
Definition 4.4. g(a) is the nilpotent Lie algebra obtained by equipping TRn(0) with the Lie
bracket given by
(4.10) [∂i, ∂j ] =


∑
wk=wi+wj
Lkij(a)∂k if wi + wj ≤ r,
0 otherwise
Remark 4.5. The Lie algebra g(a) depends only on the structure constants Lkij(a), wi +wj = wk,
and so it does not depend on the choice of the privileged coordinates (x1, . . . , xn).
Remark 4.6. g(a) is a graded nilpotent Lie algebra with respect to the grading,
(4.11) g(a) = g1(a)⊕ · · · ⊕ gr(a), where gw(a) := Span{∂j ; wj = w}.
Proposition 4.7 ([9]). The Lie algebra of G(a) is precisely g(a). Moreover, the dilations (3.1)
are group automorphisms of G(a).
4.2. Getting all nilpotent approximations. As it turns out, the nilpotent approximation is
by no means canonical since it depends on the choice of privileged coordinates. In fact, as shown
in [9] we have a large class of group laws on Rn that arises from nilpotent approximations at any
given point a.
Definition 4.8. NX(a) consists of nilpotent groups G that are obtained by equipping R
n with a
group law such that
(i) The dilations (3.1) are group automorphisms of G.
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(ii) The Lie algebra TG(0) of G is precisely g(a).
Remark 4.9. The condition (i) automatically implies that the origin is the unit of G.
Remark 4.10. The conditions (i)–(ii) also imply that the dilations δt, t ∈ R, induce a family of
dilations δ′t(0), t ∈ R, on TG(0) = g˜
(a). In the basis (∂1, . . . , ∂n) they are given by (3.1), and so
they agree with the dilations (2.2) defined by the grading (4.11) of g(a).
By Proposition 4.7 we know that, given any system of privileged coordinates at a adapted to
(X1, . . . , Xn), the nilpotent approximation G
(a) is in the class NX(a). We obtain the converse of
this result as follows.
Let G be a nilpotent Lie group in the class NX(a). Denote by g˜ its Lie algebra of left-invariant
vector fields. Then g˜ has a canonical basis (Y1, . . . , Yn), where Yj is the unique left-invariant vector
field on G such that Yj(0) = ∂j . As mentioned in [9], this basis has the following properties:
(i) For j = 1, . . . , n, the vector field Yj is homogeneous of degree −wj with respect to the
dilations (3.1) and agrees with ∂j at x = 0.
(ii) The vector fields Y1, . . . , Yn satisfy the commutator relations (4.2)
Conversely, if (Y1, . . . , Yn) is a family of vector fields on R
n satisfying the properties (i)–(ii), then
this is the canonical basis of left-invariant vector fields on a unique nilpotent Lie group in the class
NX(a) (see [9]).
As pointed out in [9], the property (i) ensures us that, for every y ∈ Rn and every vector field
Y =
∑
ηjYj , ηj ∈ R, in g˜, the flow exp(tY )(y) exists for all times t ∈ R and is of the form (4.5).
As a result, we have a w-homogeneous polynomial diffeomorphism expY : R
n → Rn given by
(4.12) expY (x) = exp(x1Y1 + · · ·+ xnYn), x ∈ R
n,
where exp(x1Y1 + · · ·+ xnYn) is defined as in (4.6). In fact, expY (x) is of the form (4.7), and so
exp′Y (0) = id. Note also that expY is just the exponential map exp : g˜ → G in the coordinates
defined by the basis (Y1, . . . , Yn).
In addition, we let (x1, . . . , xn) be privileged coordinates at a adapted to (X1, . . . , Xn). For
j = 1, . . . , n, we also let X
(a)
j be the model vector field at a of Xj , and we denote by g˜
(a) the Lie
algebra generated by X
(a)
1 , . . . , X
(a)
n . By Proposition 4.2 this is the Lie algebra of left-invariant
vector fields on the nilpotent approximation G(a) in the privileged coordinates (x1, . . . , xn). Note
also that (X
(a)
1 , . . . , X
(a)
n ) is the canonical basis of g(a). Like in (4.12) we have a w-homogeneous
polynomial diffeomorphism expX(a) : R
n → Rn given by
(4.13) expX(a)(x) = exp
(
x1X
(a)
1 + · · ·+ xnX
(a)
n
)
, x ∈ Rn.
We then define the map φY : R
n → Rn by
(4.14) φY (x) = expY ◦ exp
−1
X(a)
(x) for all x ∈ Rn.
Note that φY is a w-homogeneous diffeomorphism of R
n whose differential at x = 0 is the identity
map, since expY and expX(a) are both such maps.
Lemma 4.11 ([9]). The diffeomorphism φY is a group isomorphism from G
(a) onto G. Moreover,
this is the unique w-homogeneous diffeomorphism of Rn such that (φY )∗X
(a)
j = Yj for j = 1, . . . , n.
Remark 4.12. Specializing this result to G = G(a) shows that the identity map is the unique
w-homogeneous diffeomorphism φ : Rn → Rn such that φ∗X
(a)
j = X
(a)
j for j = 1, . . . , n.
Proposition 4.13 ([9]). A change of coordinates x → φ(x) yields privileged coordinates at a
adapted to (X1, . . . , Xn) in which the nilpotent approximation is G if and only if, near x = 0, we
have
(4.15) φ(x) = φY (x) + Ow
(
‖x‖w+1
)
.
In particular, x→ φY (x) is the unique such change of coordinates which is w-homogeneous.
Combining Proposition 4.13 with Proposition 4.7 we get the following result.
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Corollary 4.14 ([9]). Let G be a graded nilpotent Lie group built out of Rn. Then G provides
us with the nilpotent approximation of (M,H) at a in some privileged coordinates at a adapted to
(X1, . . . , Xn) if and only if it belongs to the class NX(a).
Remark 4.15. We refer to [9] for the explicit construction of all the nilpotent approximations
of step 2 Carnot manifolds. For general Carnot manifolds the construction also produces explicit
families of nilpotent approximations (see [9]). In any case, we see that the nilpotent approximation
encompasses a very large class of groups.
5. Carnot Coordinates
In this section, we shall refine the construction of privileged coordinates of Section 3 to get
a system of privileged coordinates with respect to which the nilpotent approximation G(a) is
naturally identified with the tangent group GM(a). As a result, this will clarify the relationship
between the nilpotent approximation and tangent group. This will also provide us with a class of
privileged coordinates in which the nilpotent approximation enjoys some kind of canonical form.
Throughout this section we let (X1, . . . , Xn) be an H-frame near a given point a ∈M .
5.1. Coordinate description of GM(a). By Remark 2.8 near the point a there are functions
Lkij(x), wi + wj ≤ wk, given by the commutator relations (2.9). In addition, as mentioned in
Remark 2.11, the H-frame (X1, . . . , Xn) gives rise to a graded basis (ξ1(a), . . . , ξn(a)) of gM(a),
where ξj(a) is the class of Xj(a) in gwjM(a). As pointed out in Remark 2.15, this graded basis
satisfies the relations (4.2).
Given elements ξ =
∑
xiξi(a) and η =
∑
yjξj(a) of gM(a), using (2.16) we get
adξ η =
∑
1≤i,j≤n
xiyj [ξi(a), ξj(a)] =
∑
wi+wj=wk
xiyjL
k
ij(a)ξk(a).
Therefore, the matrix Aa(x) = (Aa(ξ)kj)1≤k,j≤n of adξ with respect to the basis (ξ1(a), . . . , ξn(a))
is given by
Aa(x)kj =


∑
wi+wj=wk
Lkij(a)xi if wj < wk,
0 otherwise.
In particular, the matrix Aa(x) is nilpotent and lower-triangular. Combining this with (2.4) we
see that, in the coordinates associated with the basis (ξ1(a), . . . , ξn(a)), the product of GM(a) is
given by
(5.1) x · y =
∑
n≥1
(−1)n+1
n
∑
α,β∈Nn0
αj+βj≥1
(|α|+ |β|)−1
α!β!
Aa(x)
α1Aa(y)
β1 · · ·Aa(x)
αnAa(y)
βn−1y.
When wk = 1 and wk = 2 we obtain
(x · y)k = xk + yk (wk = 1),(5.2)
(x · y)k = xk + yk +
1
2
∑
1≤k≤n
Aa(x)kjyj = xj + yj +
1
2
∑
wi+wj=2
Lkij(a)xiyj (wk = 2).(5.3)
In general, we have
(5.4) (x · y)k = xk + yk +
1
2
∑
wi+wj=wk
Lkij(a)xiyj +
∑
〈α〉+〈β〉=wk
|α|+|β|≥3
Bkαβ (L(a))x
αyβ ,
where the coefficients Bkαβ(L(a)) are universal polynomials in the structure constants L
l
pq(a),
wp + wq = wl.
Definition 5.1. The graded nilpotent Lie group G(a) is Rn equipped with the group law (5.1).
Remark 5.2. As (5.2)–(5.4) show, the group law of G(a) only depends on the structure constants
Lkij(a) with wi+wj = wk. In particular, G(a) only depends on the jets of theH-frame (X1, . . . , Xn)
at x = a.
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We summarize the previous discussion in the following.
Proposition 5.3. Let (ξ1(a), . . . , ξn(a)) be the graded basis of gM(a) defined by the H-frame
(X1, . . . , Xn). Then it defines a global system of coordinates that identifies the tangent group
GM(a) with the nilpotent Lie group G(a).
For j = 1, . . . , n, let Xaj be the left-invariant vector field on G(a) that agrees with ∂j at x = 0.
Then (Xa1 , . . . , X
a
n) is the canonical basis of the Lie algebra of left-invariant vector fields on G(a).
If we let (ǫ1, . . . , ǫn) be the canonical basis of R
n, then, for j = 1, . . . , n and for all f ∈ C∞(Rn),
we have
Xaj f(x) =
d
dt
f (x · (tǫj))|t=0 =
∑
1≤k≤n
d
dt
(x · (tǫj))k
∣∣
t=0
∂kf(x).
Therefore, using (5.4) we obtain
(5.5) Xaj (x) = ∂j +
1
2
∑
wi+wj=wk
Lkij(a)xi∂k +
∑
〈α〉+wj=wk
|α|≥2
Bkαǫj (L(a))x
α∂k,
where we regard ǫj as an element of N
n
0 .
The following observation is the crux of this section.
Proposition 5.4. The nilpotent Lie group G(a) belongs to the class NX(a).
Proof. It is immediate from (5.1) that the dilations (3.1) are group automorphisms of G(a). As
the structure constants of the basis (ξ1(a), . . . , ξn(a)) are precisely given by the coefficients L
k
ij(a),
wi + wj = wk, we see that X
a
1 , . . . , X
a
n satisfy the commutator relations (4.2). As X
a
j (0) = ∂j for
j = 1, . . . , n, it follows that the Lie bracket of the Lie algebra T [G(a)](0) is given by (4.10), and
so this Lie algebra is just the Lie algebra g(a). This shows that G(a) is in the class NX(a). The
proof is complete. 
Proposition 5.4 asserts that, under the identification given by Proposition 5.3, the tangent
group GM(a) can be regarded as an element of the class NX(a). Therefore, by Corollary 4.14 it
provides us with the nilpotent approximation of (M,H) at a in suitable privileged coordinates.
The rest of the paper is devoted to the explicit construction and properties of such coordinates.
5.2. Carnot coordinates. We define Carnot coordinates as follows.
Definition 5.5. Let (x1, . . . , xn) be privileged coordinates at a adapted to (X1, . . . , Xn). We
shall call (x1, . . . , xn) Carnot coordinates when, for every j = 1, . . . , n, the model vector of Xj in
these coordinates is the vector field Xaj given by (5.5).
As mentioned in Section 4, the groups in the class NX(a) are uniquely determined by the
canonical bases of their Lie algebras of left-invariant vector fields. Here (Xa1 , . . . , X
a
n) is the
canonical basis of left-invariant vector fields on G(a). Therefore, by using Corollary 4.14 we
obtain the following result.
Proposition 5.6. Let (x1, . . . , xn) be privileged coordinates at a adapted to (X1, . . . , Xn). Then
(x1, . . . , xn) are Carnot coordinates if and only if in these coordinates the nilpotent approximation
of (M,H) at a is given by the graded nilpotent graded group G(a).
In other words, the Carnot coordinates are precisely the privileged coordinates at a adapted to
(X1, . . . , Xn) in which we have a natural identification between the nilpotent approximation and
the tangent group GM(a).
In addition, the group G(a) depends only on the structure constants Lkij , wi+wj = wk (cf. Re-
mark 5.2). Therefore, the Carnot coordinates provides us with a class of systems of privileged
coordinates in which the nilpotent approximation is independent of the choice of the coordinate
system in that class.
Using Proposition 3.24 we obtain the following characterization of Carnot coordinates.
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Proposition 5.7. Let (x1, . . . , xn) be local coordinates that are linearly adapted at a to the H-
frame (X1, . . . , Xn). Let U ⊂ R
n be their range. Then (x1, . . . , xn) are Carnot coordinates at a if
and only if, for j = 1, . . . , n and as t→ 0, we have
(5.6) twj δ∗tXj = X
a
j +O(t) in X (U).
Let us now explain how to construct Carnot coordinates.
Lemma 5.8. For all x ∈ Rn, we have
(5.7) exp (x1X
a
1 + · · ·+ xnX
a
n) = x.
Proof. The equality (5.7) is a special case of a general result for Lie groups equipped with a Dynkin
product (2.4). Let expXa : R
n → Rn be the diffeomorphism defined by
(5.8) expXa(x) = exp (x1X
a
1 + · · ·+ xnX
a
n) , x = (x1, . . . , xn) ∈ R
n.
Then proving (5.7) amounts to show that expXa is the identity map of R
n. Given x = (x1, . . . , xn)
and y = (y1, . . . , yn) in R
n, set X = x1X
a
1 + · · · + xnX
a
n and Y = y1X
a
1 + · · · + ynX
a
n. As the
product (5.1) is a Dynkin product we have expXa(x · y) = exp(X · Y ). Combining this with the
Baker-Campbell-Hausdorff formula (2.3) gives
expXa(x) · expXa(y) = exp(X) · exp(Y ) = exp(X · Y ) = expXa(x · y).
This shows that expXa is a group automorphism with respect to the group law (5.1). In view of
the functoriality of the exponential map we then get
(5.9) expXa ◦ expXa(x) = expXa (exp(X)) = exp ((expXa)∗X) .
By definition Xaj (0) = ∂j for j = 1, . . . , n. Combining this with the definition 5.8 of expXa we
see that
(expXa)
′ (0)∂j = ∂j expXa(0) = X
a
j (0) = ∂j .
It then follows that (expXa)
′(0) = id. As expXa is a group automorphism, we see that (expXa)∗X is
a left-invariant vector field which agrees at x = 0 with (expXa)∗X(0) = (expXa)
′(0)(X(0)) = X(0),
and hence it agrees with X everywhere. Combining this with (5.9) shows that expXa ◦ expXa(x) =
exp(X) = expXa(x), and hence expXa(x) = x. This proves (5.7) and completes the proof. 
The following result shows how to convert any system of privileged coordinates into a system
of Carnot coordinates.
Theorem 5.9. Let (x1, . . . , xn) be privileged coordinates at a adapted to the H-frame (X1, . . . , Xn).
For j = 1, . . . , n, let X
(a)
j be the model vector fields of Xj in these privileged coordinates. In ad-
dition, set φ = exp−1
X(a)
, where expX(a) is the diffeomorphism of R
n given by (4.13).
(1) The map φ(x) is the unique w-homogeneous polynomial diffeomorphism of Rn such that
φ∗X
(a)
j = X
a
j for j = 1, . . . , n.
(2) The coordinate change x→ φ(x) is the unique w-homogeneous change of coordinates that
gives rise to Carnot coordinates at a adapted to (X1, . . . , Xn).
Proof. We know by Lemma 5.8 that expXa = id. Thus, in the notation of Proposition 4.13 we
have φXa = exp
−1
X(a)
= φ. Therefore, the result follows by applying Proposition 4.13 to G = G(a)
and the canonical basis (Xa1 , . . . , X
a
n). 
Proposition 3.27 shows how to get all systems of privileged coordinates at a given point. We
have the following version of this result for Carnot coordinates.
Proposition 5.10. Let (x1, . . . , xn) be Carnot coordinates at a adapted to the H-frame (X1, . . . , Xn).
Then a change of coordinates x→ φ(x) produces Carnot coordinates at a adapted to (X1, . . . , Xn)
if and only if we have
(5.10) φ(x) = x+Ow
(
‖x‖w+1
)
near x = 0.
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Proof. As mentioned in the proof of Theorem 5.9, in the notation of Proposition 4.13 the map φXa
is just exp−1
X(a)
. Furthermore, as (x1, . . . , xn) are Carnot coordinates we have X
(a)
j = X
a
j for j =
1, . . . , n, and so by Lemma 5.8 we have φXa = exp
−1
Xa = id. Therefore, by using Proposition 4.13 we
see that a coordinate change x→ φ(x) yields Carnot coordinates at a adapted to (X1, . . . , Xn) if
and only if φ(x) = φXa(x)+Ow(‖x‖
w+1) = x+Ow(‖x‖
w+1) near x = 0. The result is proved. 
In what follows, we let (x1, . . . , xn) be privileged coordinates at a adapted to the H-frame
(X1, . . . , Xn). Let U be the range of these coordinates. We know by (3.14) that in these coordinates
Xj = ∂xj +
∑n
k=1 bjk(x)∂xk , with bjk(x) ∈ C
∞(U) such that bjk(0) = 0. The diffeomorphism
φ(x) = exp−1
X(a)
(x) from Theorem 5.9 is then determined effectively from the coefficients bjk(x).
More precisely, we have the following result.
Proposition 5.11. Set φ(x) = (φ1(x), . . . , φn(x)). Then, for k = 1, . . . , n, we have
(5.11) φk(x) = xk −
1
4
∑
wi+wj=wk
(∂ibjk(0) + ∂jbik(0))xixj +
∑
〈α〉=wk
|α|≥3
ckαx
α,
where ckα is a universal polynomial in the partial derivatives ∂
βbjl(0) with wj + 〈β〉 = wl ≤ wk
and β 6= 0 ( cf. Eq. (5.13) infra). The quadratic (resp., super-quadratic) terms only appear when
wk ≥ 2 (resp., wk ≥ 3).
Proof. By the first part of Theorem 5.9, the map φ(x) is a w-homogeneous polynomial map such
that φ′(0) = id. Thus, its components φk(x), k = 1, . . . , n, must be of the form,
(5.12) φk(x) = xk +
∑
〈α〉=wk
|α|≥2
ckαx
α, ckα ∈ R.
In particular, we see that φk(x) = xk when wk = 1, and there is no super-quadratic terms when
wk = 2. Therefore, the bulk of the proof is to relate the coefficients ckα to the partial derivatives
∂βbjl(0). Recall that thanks to (3.15) these partial derivatives allows us to compute the model
vector fields X
(a)
j , j = 1, . . . , n.
Let x ∈ Rn and set X = φ1(x)X
(a)
1 + · · ·+ φn(x)X
(a)
n . As x = expX(a) (φ(x)) = exp(X), using
Lemma 4.1 we obtain
xk = φk(x) +
∑
〈α〉=wk
|α|≥2
cˆkαφ(x)
α, k = 1, . . . , n,
where cˆkα is a universal polynomial in the partial derivatives ∂
βbjl(0) with wj + 〈β〉 = wl ≤ wk
and wj < wl. We also observe that if 〈α〉 = wk and |α| ≥ 2, then φ(x)
α only involve components
φl(x) with wl < wk. Thus,
(5.13) φk(x) = xk −
∑
〈α〉=wk
|α|≥2
cˆkα
∏
wl<wk
(
xl +
∑
〈β〉=wl
|β|≥2
clβx
β
)αl
.
Comparing this to (5.12) enables us to express the coefficients ckα as polynomials in the coefficients
cˆkγ with 〈γ〉 = wk and γ 6= 0 and the coefficients clβ with 〈β〉 = wl < wk and β 6= 0. A simple
induction on wk then shows that each coefficient ckα is a universal polynomial in the partial
derivatives ∂βbjl(0) with wj + 〈β〉 = wl ≤ wk and wj < wk.
It remains to compute the quadratic part of φk(x) when wk ≥ 2. Using (5.13) we get
(5.14) φk(x) = xk −
∑
〈α〉=wk
|α|=2
cˆkαx
α + Rk(x),
where Rk(x) is a super-quadratic polynomial. Therefore, in order to determine the quadratic part
of the φk(x) we only have to compute the coefficients cˆkαx
α with 〈α〉 = wk and |α| = 2.
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Let ξ ∈ Rn. For t ∈ R set x(t) = exp(tX)(0), with X = ξ1X
(a)
1 + · · ·+ ξnX
(a)
n . It follows from
Lemma 4.1 that we have
(5.15) xk(t) = tξk +
∑
〈α〉=wk
|α|=2
cˆkαξ
αt2 + yk(t),
where yk(t) is a super-quadratic polynomial in t. Differentiating this with respect to t gives
(5.16) x˙k(t) = ξk + 2
∑
〈α〉=wk
|α|=2
cˆkαξ
αt+ y˙k(t).
Moreover, using (4.1) and (5.15) we obtain
x˙k(t) = ξk +
∑
wj+〈α〉=wk
wk>wj
ξkbjkα
∏
wl<wk
xl(t)
αl = ξk +
∑
wj+〈α〉=wk
|α|=1
bjkαξ
αξjt+ zk(t),
where we have set bjkα = (α!)
−1∂αbjk(0) and zk(t) is a super-linear polynomial in t. Comparing
this to (5.16) we see that
∑
〈α〉=wk
|α|=2
cˆkαξ
α =
1
2
∑
wj+〈α〉=wk
|α|=1
bjkαξ
αξj =
1
4
∑
wi+wj=wk
(∂ibjk(0) + ∂jbik(0)) ξiξj .
Substituting x for ξ and using (5.14) then shows that the quadratic part of φk(x) is exactly as
given in (5.11). The proof is complete. 
5.3. Examples of Carnot coordinates. Let us now look at the construction of Carnot coordi-
nates in some examples. We also refer to Section 7.2 for the description of ε-Carnot coordinates
on graded nilpotent Lie groups.
A. The Step 1 case. Suppose that r = 1 so that H1 = Hr = TM . Let X1, . . . , Xn be a tangent
frame near a point a ∈M . In this case, as a Lie algebra bundle gM = TM and as a group bundle
GM = TM . For j = 1, . . . , n, set ξj = Xj(a). Then (ξ1, . . . , ξn) is a basis of gM(a) and with
respect to the coordinates defined by this basis gM(a) and GM(a) are identified with Rn as Lie
algebra and Lie group, respectively. In particular, for j = 1, . . . , n, the left-invariant vector fields
Xaj is just the partial derivative ∂j .
Given local coordinates near a, set Xj =
∑
bjk(x)∂k and BX(a) = (bjk(a))1≤j,k≤n. The affine
map Tax = (BX(a)
t)−1(x − a) provides us with linearly adapted coordinates at a, so that in
these coordinates Xj(0) = ∂j for j = 1, . . . , n. The dilations (3.1) are given by the usual scalar
multiplication, and so in these coordinates X
(a)
j = Xj(0) = ∂j = X
a
j . Therefore, these coordinates
are Carnot coordinates at a.
B. Some step 2 examples. Suppose now that (Md+1, H) is a Heisenberg manifold in the sense
of [6]. In this case H ⊂ TM is a hyperplane bundle, and the Carnot manifold structure is defined
by the Carnot filtration (H,TM), which has type (d, d+1). The Lie group structure on the fibers
of GM is encoded by the Levi form,
(5.17) L : H ×H −→ TM/H,
which is the bilinear map Lw1,w2 of Lemma 2.9 for w1 = w2 = 1. Given a ∈M , the group law on
GM(a) = H(a) ⊕ (TM(a)/H(a)) is such that, for all ξ, η ∈ H(a) and ξ0, η0 ∈ TM(a)/H(a), we
have
(5.18) (ξ + ξ0) · (η + η0) = ξ + η + ξ0 + η0 +
1
2
L(ξ, η).
Let (X1, . . . , Xd, T ) be an H-frame near x = a, so that (X1, ...., Xd) is a local frame of H and
T is a transverse vector field. Near x = a, there are smooth functions Ljk(x), j, k = 1, . . . , d, such
that
[Xj , Xk](x) = Ljk(x)T (x) mod H.
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For j = 1, . . . , d set ξj = Xj(a). In addition, let τ be the class of T (a) in TM(a)/H(a). Then the
Levi form (5.17) is such that
(5.19) L(ξi, ξj) = Lij(a)τ, for i, j = 1, . . . , d.
Let us denote by (x1, . . . , xd, t) the coordinates on gM(a) and GM(a) defined by the basis
(ξ1, . . . , ξd, τ). Combining (5.18) and (5.19) shows that, in these coordinates, the group law of
GM(a) is given by
(5.20) (x1, . . . , xd, t) · (x
′
1, . . . , x
′
d, t
′) =
(
x1 + x
′
1, . . . , xd + x
′
d, t+ t
′ +
1
2
L(a)(x, x′)
)
,
where we have set L(a)(x, x′) =
∑
Lij(a)xixj . In particular, the left-invariant vector fields T
a
and Xa1 , . . . , X
a
d are given by
(5.21) T a = ∂t, X
a
j = ∂j +
1
2
∑
1≤i≤d
Lij(a)xi∂t, 1 ≤ j ≤ d.
Bearing this in mind, starting with local coordinates near a, the affine change of variable
x→ Tax provides us with local coordinates (x1, . . . , xd, t) that are linearly adapted at a. Thus, in
these coordinates Xj =
∑
bjk(x, t)∂xk +cj(x, t)∂t, j = 1, . . . , d, where the coefficients bjk(x, t) and
cj(x, t) are smooth functions of the variables (x1, . . . , xd, t) near the origin such that bjk(0, 0) = δjk
and b˜j(0, 0) = 0. We then have
(5.22) T (a) = ∂t, X
(a)
j = ∂xj +
∑
1≤i≤d
cjixi∂t, 1 ≤ j ≤ d,
where we have set cji = ∂xicj(0, 0). Here T
(a) is homogeneous of degree −2 and X
(a)
1 , . . . , X
(a)
d
are homogeneous of degree −1. Combining this with Proposition 3.24 shows that we are dealing
with privileged coordinates. Thus, in this case ψa = id. Moreover, as r = 2 the components
of φ(x) := exp−1
X(a)
(x) only involve linear and quadratic terms. In fact, it follows from (5.11)
and (5.22) that we have
(5.23) φ(x1, . . . , xd, t) =
(
x1, . . . , xd, t−
1
4
∑
1≤i,j≤d
(cij + cji)xixj
)
.
All this shows that, with φ(x) and Tax as above, the change of coordinates x→ φ(Tax) provides
us with Carnot coordinates at a adapted to (X1, . . . , Xn).
Assume further that n = 2m + 1 and (M,H) is a contact manifold. Near a we thus have a
contact 1-form θ such that ker θ = H . Let (x1, . . . , x2m, t) be Darboux coordinates centered at a
such that
θ = dt+
1
2
∑
1≤j≤m
(xm+j∂j − xj∂m+j).
This is the standard left-invariant contact form on the Heisenberg group H2m+1, i.e., R2m+1
equipped with the group law (5.20) associated with the antisymmetric bilinear form,
L(x, x′) =
m∑
j=1
(xjx
′
m+j − xm+jx
′
j).
The canonical basis of the Lie algebra of left-invariant vector fields on H2m+1 is given by
(5.24) T = ∂t, Xj = ∂xj −
1
2
xm+j∂t, Xm+j = ∂xm+j +
1
2
xj∂t, j = 1, . . . ,m.
We see from (5.21) that T a = T and Xaj = Xj , j = 1, . . . , 2m, so that G(a) = H
2m+1. Moreover,
as T is homogeneous of degree −2 and X1, . . . , X2m are homogeneous of degree −1, we also see
that T (a) = T = T a and X
(a)
j = Xj = X
a
j . This shows that (x1, . . . , xm, t) are Carnot coordinates
at a. Therefore, we arrive at the following result.
Proposition 5.12. Suppose that (M,H) is a contact manifold. Given any point a ∈ M , all
Darboux coordinates centered at a are Carnot coordinates with respect to the H-frame (5.24).
19
Further examples of Carnot coordinates are described in Section 6 and Section 7.
6. Canonical coordinates
In this section, we show that the canonical coordinates of the 1st kind of [13, 23] are Carnot co-
ordinates. We also show that, although they are privileged coordinates, the canonical coordinates
of the 2nd kind of [8, 16] are not Carnot coordinates.
Throughout this section we let (X1, . . . , Xn) be an H-frame near a given point a ∈ M . There
is an open neighborhood V of the origin in Rn such that, for all x = (x1, . . . , xn) in V the flow
exp[t(x1X1+ · · ·+ xnXn)](a) exists for all times t ∈ [−1, 1] and depends smoothly on (x1, . . . , xn)
and t. We thus have a smooth map V ∋ x→ expX(x; a) ∈M , where
expX(x; a) = exp(x1X1 + · · ·+ xnXn)(a)
= exp[t(x1X1 + · · ·+ xnXn)](a)|t=1 .(6.1)
For j = 1, . . . , n, we have ∂xj expX(0; a) = Xj(a). As (X1(a), . . . , Xn(a)) is a basis of TM(a), we
deduce that exp′X(0; a) is non-singular. Therefore, possibly by shrinking V , we may assume that
x → expX(x; a) is a diffeomorphism from V onto an open neighborhood of a in M . Its inverse
map then is a local chart around a. The local coordinates defined by this chart are the canonical
coordinates of the first kind of Goodman [13] and Rothschild-Stein [23].
We quote the following result from [9].
Lemma 6.1 ([9]). Suppose that (x1, . . . , xn) are privileged coordinates at a adapted to (X1, . . . , Xn).
Then, in these coordinates and near x = 0, we have
exp(x1X1 + · · ·+ xnXn)(0) = exp
(
x1X
(a)
1 + · · ·+ xnX
(a)
n
)
(0) + Ow
(
‖x‖w+1
)
.
We are now in a position to prove the following result.
Proposition 6.2. The canonical coordinates of the 1st kind defined by (6.1) are Carnot coordi-
nates at a adapted to the H-frame (X1, . . . , Xn).
Proof. The local coordinates at stake are defined by the local chart κa that inverts the map
V ∋ x → expX(x; a). Let κ be a local chart that gives rise to Carnot coordinates at a adapted
to (X1, . . . , Xn). Without any loss of generality we may assume that κa and κ have the same
domain. Set φ = κa ◦κ
−1. If we denote by (x1, . . . , xn) the local coordinates defined by κ, then we
pass from these coordinates to the canonical coordinates of the 1st kind by means of the change of
coordinates x → φ(x). Therefore, by Proposition 3.8 the coordinates provided by κa are Carnot
coordinates at a adapted to (X1, . . . , Xn) if and only if φ(x) = x + Ow(‖x‖
w+1) near x = 0.
Combining this with Proposition 3.8 further shows that we have the desired result if and only
φ−1(x) = x+Ow(‖x‖
w+1) near x = 0.
Bearing all this in mind, we observe that, for all x ∈ V , we have
φ−1(x) = κ [exp(x1X1 + · · ·+ xnXn)(a)]
= κ ◦ exp (x1κ∗X1 + · · ·+ xnκ∗Xn) ◦ κ
−1(0)
= exp (x1κ∗X1 + · · ·+ xnκ∗Xn) (0).
In other word, the map φ−1 is the map x→ exp(x1X1+ · · ·+xnXn)(0) in the Carnot coordinates
defined by κ. In these coordinates, the model vector field of each vector field Xj , j = 1, . . . , n, is
Xaj . Therefore, by using Lemma 5.8 and Lemma 6.1 we see that, near x = 0, we have
(6.2) φ−1(x) = expXa(x) + Ow
(
‖x‖w+1
)
= x+Ow
(
‖x‖w+1
)
.
This proves the result. 
Let us now look at the canonical coordinates of the 2nd kind of [8, 16]. There is an open
neighborhood W of the origin 0 ∈ Rn such that, for all (x1, . . . , xn) ∈ W , the composition of
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flows exp(tx1X1) ◦ · · · ◦ exp(txnXn)(a) is well defined for all t ∈ [−1, 1] and depends smoothly on
(x1, . . . , xn) and t. Thus, we obtain a smooth map W ∋ x→ γX(x; a) ∈M , where
γX(x; a) = exp (x1X1) ◦ · · · ◦ exp (xnXn)(a)
= exp (tx1X1) ◦ · · · ◦ exp (xnXn)(a)|t=1 .(6.3)
For j = 1, . . . , n, we have ∂xjγX(0) = ∂xj exp(xjXj)(a) = Xj(a). Therefore, in the same way as
with the map x→ expX(x; a) above, possibly by shrinking W , we may assume that x→ γX(x; a)
is a diffeomorphism from W onto its range. Its inverse map then defines a local chart around
a. The local coordinates defined by that chart are the canonical coordinates of the 2nd kind of
Bianchini-Stefani [8] and Hermes [16].
Lemma 6.3 ([9]). Suppose that (x1, . . . , xn) are privileged coordinates at a adapted to (X1, . . . , Xn).
Then, in these coordinates and near x = 0, we have
exp (x1X1) ◦ · · · ◦ exp (xnXn)(0) = exp
(
x1X
(a)
1
)
◦ · · · ◦ exp
(
xnX
(a)
n
)
(0) + Ow
(
‖x‖w+1
)
.
As mentioned in Remark 3.22, the canonical coordinates of the 2nd kind are privileged coordi-
nates. However, unlike the canonical coordinates of the 1st kind, in general these coordinates are
not Carnot coordinates. More precisely, we have the following result.
Proposition 6.4. If r ≥ 2, then the canonical coordinates of the second kind given by (6.3) are
never Carnot coordinates.
Proof. We proceed as in the proof of Proposition 6.2. Let κˆa : U0 → V be the inverse of the
diffeomorphism (6.3). This is the local chart that defines the canonical coordinates of the 2nd
kind. Let κ be a local chart around a that gives rise to a system of Carnot coordinates at a
adapted to (X1, . . . , Xn). As in the proof of Proposition 6.2, we may assume that κa and κ have
the same domain. Set φ = κa ◦ κ
−1 and denote by (x1, . . . , xn) the local coordinates defined by κ.
In the same way as in the proof of Proposition 6.2 the canonical coordinates of the 2nd kind are
Carnot coordinates are a adapted to (X1, . . . , Xn) if and only if φ
−1(x) = x + Ow(‖x‖
w+1) near
x = 0.
Bearing this in mind, by arguing as in the proof of Proposition 6.2 and using the fact that we
are working in Carnot coordinates, we see that, near x = 0, we have
φ−1(x) = exp
(
x1X
(a)
1
)
◦ · · · exp
(
xnX
(a)
n
)
(0) + Ow
(
‖x‖w+1
)
= exp (x1X
a
1 ) ◦ · · · exp (xnX
a
n)(0) + Ow
(
‖x‖w+1
)
.
Recall that by Lemma 5.8 we have exp(x1X
a
1 + · · · + X
a
n) = x for all x ∈ R
n. Therefore, we
deduce that the canonical coordinates of the 2nd kind are Carnot coordinates are a adapted to
(X1, . . . , Xn) if and only if we have
exp (x1X
a
1 ) ◦ · · · exp (xnX
a
n)(0) = exp(x1X
a
1 + · · ·+X
a
n)(0) for all x ∈ R
n.
This happens if and only if the Lie algebra generated by Xa1 , . . . , X
a
n is Abelian, i.e., r = 1.
Therefore, if r ≥ 2, then the canonical coordinates of the 2nd kind cannot be Carnot coordinates
at a. The proof is complete. 
7. ε-Carnot Coordinates
In this section, we single out a special type of polynomial Carnot coordinates, which we call ε-
Carnot coordinates. They are obtained by converting the privileged coordinates of Proposition 3.20
and [7] into Carnot coordinates. As we shall see, on graded nilpotent groups these coordinates
arise from the group multiplication.
Throughout this section we let (X1, . . . , Xn) be an H-frame near a given point a ∈M .
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7.1. ε-Carnot coordinates. Suppose we are given local coordinates (x1, . . . , xn) near a. Com-
bining Theorem 5.9 with the construction of privileged coordinates presented in Section 3 enables
us to obtain an effective construction of Carnot coordinates as follows.
Definition 7.1. For j = 1, ..., n, let X
(a)
j be the model vector field of Xj in the ψ-privileged
coordinates provided by Proposition 3.19. Then
(1) The map εˆa : R
n → Rn is the composition exp−1
X(a)
◦ψˆa, where ψˆa is as in Definition 3.18
and expX(a) is given by (4.13).
(2) The map εa : R
n → Rn is the composition exp−1
X(a)
◦ψa, where ψˆa is as in Definition 3.18.
The ψ-privileged coordinates are provided by the change of coordinates x→ ψa(x). Therefore,
by using Theorem 5.9 we arrive at the following result.
Proposition 7.2. The change of coordinates x→ εa(x) provides us with Carnot coordinates at a
adapted to the H-frame (X1, . . . , Xn).
Definition 7.3. The Carnot coordinates provided by the change of variables x→ εa(x) are called
ε-Carnot coordinates. The map εa is called the ε-Carnot coordinate map.
Remark 7.4. For j = 1, . . . , n, let Xˆ
(a)
j be the pullback by x → ψa(x) of the model vector field
X
(a)
j . Then we have
ε−1a (x) = ψ
−1
a ◦ expX(a)(x)
= ψ−1a ◦ exp
(
x1X
(a)
1 + · · ·+ x1X
(a)
1
)
(0)
= exp
(
x1Xˆ
(a)
1 + · · ·+ x1Xˆ
(a)
1
)
(a)
Therefore, the ε-Carnot coordinates are the canonical coordinates of the 1st kind in the sense
of [13, 23] that are associated with the frame (Xˆ
(a)
1 , . . . , Xˆ
(a)
n ).
Remark 7.5. The maps ψˆa and ψa are related by ψa = ψˆa ◦ Ta, where Ta is the affine map from
Lemma 3.12. Thus,
εa = exp
−1
X(a)
◦ψa = exp
−1
X(a)
◦ψˆa ◦ Ta = εˆa ◦ Ta.
Moreover, it follows from Proposition 3.20 and Proposition 5.11 that the components εˆa(x)k,
k = 1, . . . , n, are of the form,
(εˆa)k(x) = xk +
∑
〈α〉≤wk
|α|≥2
ckαx
α,
where the coefficients ckα ∈ R are as follows:
- If 〈α〉 = wk, then they agree with the coefficients ckα in (5.11).
- If 〈α〉 < wk, then they are universal polynomials in the coefficients clβ with 〈β〉 = wl < wk
and the coefficients alγ in (3.9) with 〈γ〉 < wl < wk.
We refer to Proposition 8.1 for a more precise description of the coefficients ckα.
Combining Theorem 5.9 and Proposition 7.2 we obtain the following description of the systems
of Carnot coordinates.
Corollary 7.6. The systems of Carnot coordinates at a adapted to (X1, . . . , Xn) are exactly the
coordinate systems defined by local charts of the form (id+Θ) ◦ εκ(a) ◦ κ, where κ is a local chart
near a such that κ(a) = 0 and Θ is a (smooth) Ow(‖x‖
w+1)-map near the origin 0 ∈ Rn.
We further have the following characterization of ε-Carnot coordinates.
Theorem 7.7. The ε-Carnot coordinates are the unique Carnot coordinates at a adapted to the H-
frame (X1, . . . , Xn) that arise from a change of coordinates of the form x→ (εˆ◦T )(x), where T (x)
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is an affine map such that T (a) = 0, and εˆ(x) is a polynomial diffeomorphism whose components
εˆk(x), k = 1, . . . , n, are of the form,
(7.1) εˆk(x) = xk +
∑
〈α〉≤wk
|α|≥2
dkαx
α, dkα ∈ R.
Proof. As mentioned in Remark 7.5 we have εa = εˆa ◦ Ta. Here Ta is an affine map such that
Ta(a) = 0 and εˆa(x) of the form (7.1).
Conversely, consider a change of coordinate of the form x→ (φˆ ◦T )(x), where T (x) is an affine
map such that T (a) = 0 and φˆ is a polynomial diffeomorphism of the form (7.1). In the same way
as in the proof of Proposition 3.20 it can be shown that T = Ta. Moreover, by Remark 7.5 we
know that εˆa(x) is a polynomial diffeomorphism of the form (7.1). Therefore, in order to complete
the proof we only need to show that φˆ = εˆa. To achieve this we will make use of the following
observation.
Claim. Let E be the class of diffeomorphisms of Rn of the form (7.1). Then E is a subgroup of
the diffeomorphism group of Rn.
Proof of the Claim. Let ψ(x) be a diffeomorphism in the class E . For k = 1, . . . , n, we have
(7.2) ψk(x) = xk +
∑
〈α〉≤wk
|α|≥2
dkαx
α, dkα ∈ R.
In the same way as in the proof of Proposition 5.11, we observe that if 〈α〉 ≤ wk and |α| ≥ 2,
then the monomial xα does not involve variables xl with wl ≥ wk. Therefore, if ψ˜(x) is another
element of E , then, for k = 1, . . . , n, we have
ψk ◦ ψ˜(x) = ψ˜k(x) +
∑
〈α〉≤wk
|α|≥2
dkα
∏
wl<wk
ψ˜l(x)
αl .
As the components ψ˜l(x) of ψ˜(x) are of the form (7.1), it then follows that ψk ◦ ψ˜(x) is of the
form (7.1) for k = 1, . . . , n. That is, the diffeomorphism ψ ◦ ψ˜(x) is in the class E .
In addition, substituting ψ−1(x) for x in (7.2) and solving for ψ−1k (x) gives
ψ−1k (x) = xk −
∑
〈α〉≤wk
|α|≥2
dkα
∏
wl<wk
(
ψ−1j (x)
)αj
, k = 1, . . . , n.
In particular, we see that ψ−1k (x) = xk when wk = 1. More generally, an induction on wk shows
that ψ−1k (x) is of the form (7.1) for k = 1, . . . , n. That is, the inverse map ψ
−1(x) is in the class
E . Therefore, we see that E is a subgroup of the group of diffeomorphism group of Rn. The claim
is thus proved. 
Let us go back to the proof of Theorem 7.7. The claim ensures us that φˆ ◦ εˆ−1a (x) is a diffeo-
morphism of the form (7.1). In particular, each component φˆk ◦ εˆ
−1
a (x) − xk is either zero or has
weight ≤ wk. Moreover, as the coordinate change x→ φ(x) provides us with Carnot coordinates,
Proposition 5.10 ensures us that, in the Carnot coordinates provided by εa, the diffeomorphism φ
has a behavior of the form (5.10) near the origin. This means that φ ◦ ε−1a (x) = x+Ow(‖x‖
w+1)
near x = 0. As φ ◦ ε−1a (x) = φˆk ◦ εˆ
−1
a (x) we see that φˆk ◦ εˆ
−1
a (x) − x = Ow(‖x‖
w+1) near x = 0.
By Lemma 3.7 this implies that φˆ ◦ εˆ−1a (x) − xk has weight ≥ wk + 1. This is possible only if
φˆk ◦ εˆ
−1
a (x)− xk = 0, and so φˆ ◦ εˆ
−1
a (x) = x, i.e., φˆ(x) = εˆa(x). The proof is complete. 
Example 7.8 (Step 1 Case). Assume that r = 1, so that H1 = Hr = TM . Given any frame
(X1, . . . , Xn) near a some given point a ∈M , we saw in §§ 5.3 that the linearly adapted coordinates
y = Tax are Carnot coordinates. Therefore, in this case we simply have εa(x) = Tax.
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Example 7.9 (Heisenberg Manifolds). Let (Md+1, H) be a Heisenberg manifold, where H1 = H is
a hyperplane bundle. Given any H-frame near some given point a ∈M , it was shown in §§5.3 that
ψa = id. It then follows that in this case we have εa(x) = φ(Tax), where φ(x) is given by (5.23).
Remark 7.10. In the setting of Heisenberg manifolds, the ε-Carnot coordinates are called anti-
symmetric y-coordinates in [6] and Heisenberg coordinates in [22]. It was observed in [22] that
in such coordinates the nilpotent approximation at a given point a is given by the tangent group
GM(a)
7.2. ε-Carnot Coordinates on Graded Nilpotent Lie Groups. Let us now focus on the
construction of ε-Carnot coordinates on graded nilpotent Lie groups. Thus, let G be a graded
nilpotent Lie group of step r and dimension n with unit e. Its Lie algebra g = TG(e) then is
equipped with a grading g = g1⊕ · · · ⊕ gr satisfying (2.1). In the same way as in Section 2.3, this
grading gives rise to a Carnot filtration H1 ⊂ · · · ⊂ Hr = TG with Hw = E1⊕· · ·⊕Ew, where Ej is
obtained by left-translating gj over G. In what follows, we let (w1, . . . , wn) be the weight sequence
of (H1, . . . , Hr). In addition, given any a ∈ G, we let λa : G→ G be the left-multiplication by a.
Definition 7.11. A graded basis of the Lie algebra g is any basis (ξ1, . . . , ξn) such that ξj ∈ gwj
for j = 1, . . . , n.
Let (ξ1, . . . , ξn) be a graded basis. Then the structure constants L
k
ij of g with respect to this
basis are such that
[∂i, ∂j ] =
∑
wi+wj=wk
Lkijξk.
In particular, we see that Lkij = 0 when wi + wj 6= wk. For j = 1, . . . , n, we let Xj be the
left-invariant vector field on G such that Xj(e) = ξj . Then (X1, . . . , Xn) is a global H-frame of
TG. In addition, as G is a connected simply connected nilpotent Lie group the exponential map
exp : g → G is a global diffeomorphism. Therefore, we obtain a diffeomorphism expX : R
n → G
by letting
(7.3) expX(x) = exp (x1X1 + · · ·+ xnXn) , x ∈ R
n.
The inverse map of expX is a global chart. The coordinates that it defines are the usual canonical
coordinates of the first kind on G associated with the basis (ξ1, . . . , ξn).
Let G0 be the graded nilpotent Lie group obtained by equipping Rn with the Dynkin prod-
uct (5.1) associated with the structure constants Lkij . In addition, for j = 1, . . . , n let X
0
j be the
left-invariant vector field that agrees with ∂j at x = 0. It is given by the formula (5.5) associated
with the structure constants Lkij , wi + wj = wk. It follows from their definitions that X1, . . . , Xn
satisfy the bracket relations (4.2) with the same coefficients Lkij . Thus, in the notation of (2.9)
the coefficients Lkij(x), wi + wj ≤ wk, are given by
(7.4) Lkij(x) =
{
Lkij if wi + wj = wk,
0 if wi + wj < wk.
Combining this with (5.5) we then see that, for every a ∈ G, the model vector field Xaj is given
by the very same formula as that for the vector field X0j . Thus,
(7.5) Xaj = X
0
j for all a ∈ G and j = 1, . . . , n.
Proposition 7.12. In the canonical coordinates given by (7.3) we have
εXa (x) = a
−1 · x = (−a) · x for all a, x ∈ Rn,
where · is the product law of G0.
Proof. In the same way as in the proof of Lemma 5.8, it can be checked that expX is a Lie group
isomorphism from G0 onto G. Then (expX)∗X
0
j is a left-invariant vector field on G such that
(expX)∗X
0
j (e) = (expX)
′
(0)
[
X0j (0)
]
= exp′X(0)∂j = ∂j expX(0).
As ∂j expX(0) = ∂j exp(xjXj)(e)|x=0 = Xj(e), we see that (expX)∗X
0
j (e) = Xj(e). By left invari-
ance the vector fields (expX)∗X
0
j and Xj agree everywhere. Thus, in our canonical coordinates
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the H-frame (X1, . . . , Xn) is identified with the frame (X
0
1 , . . . , X
0
n). We also observe that, as the
product of G0 is a Dynkin product, the inversion on G0 is given by
(7.6) x−1 = −x for all x ∈ G.
Given a ∈ Rn, let λa : R
n → Rn be the left-multiplication by a with respect to the product law
of G0. Then the proof only amounts to show that εa(x) = λ−a(x) for all x ∈ R
n. Furthermore,
by Theorem 7.7 in order to achieve this we only have to check the following properties:
(i) The change of variables x→ λ−a(x) provides us with Carnot coordinates at a adapted to
(X01 , . . . , X
0
n).
(ii) The map λ−a(x) can be put in the form εˆ ◦ T (x), where T (x) is an affine map such that
T (a) = 0 and εˆ(x) is a polynomial map of the form (7.1).
To check (i) we note that, for j = 1, . . . , n, the vector field X0j is left-invariant and agrees
with ∂j at x = 0. Thus, [(λ−a)∗X
0
j ](0) = X
0
j (0) = ∂j for j = 1, . . . , n, which shows that the
coordinates y = λ−a(x) are linearly adapted at a to (X
0
1 , . . . , X
0
n). Moreover, the homogeneity
and left-invariance of the vector fields X0j imply that t
wjδ∗t
(
(λ−a)∗X
0
j
)
= twj δ∗tX
0
j = X
0
j for all
t ∈ R∗. Combining this with (7.5) and Proposition 5.7 shows that λ−a provides us with Carnot
coordinates at a adapted to (X01 , . . . , X
0
n).
It remains to check (ii). It follows from (5.4) that, for every k = 1, . . . , n, the component
λ−a(x)k = [(−a) · x]k is a linear combination of monomials x
α with 1 ≤ 〈α〉 ≤ wk. Combining
this with the fact that λ−a(a) = 0 we see that the Taylor expansion of the component λ−a(x)k at
x = a takes the form,
(7.7) λ−a(x)k = λ
′
−a(a)k(x− a) +Rk(x− a), where Rk(y) :=
∑
〈α〉≤wk
|α|≥2
1
α!
∂αλ−a(a)ky
α.
Set T (x) = λ′−a(a)(x − a). Thanks to (7.6) we have λ
′
−a(a)
−1 = [(λ−1a )
′(a)]−1 = λ′a(0).
Therefore, if we set Rˆk(x) := [Rk ◦ λ
′
a(0)](x), then we can rewrite (7.7) as
(7.8) λ−a(x) = T (x)k +Rk ◦ λ
′
−a(a)
−1 ◦ T (x) = T (x)k + Rˆk ◦ T (x).
Set Rˆ(x) = (Rˆ1(x), . . . , Rˆn(x)) and εˆ(x) = x+ Rˆ(x). Then (7.8) shows that
λ−a(x) = εˆ ◦ T (x).
By definition T (x) is an affine map such that T (a) = 0. Therefore, in order to check (ii) it only
remains to show that the components of εˆ(x) are of the form (7.1).
It also follows from (5.4) that each component λa(x)k = (a · x)k is affine with slope 1 with
respect to the variable xk and is independent of the variables xj with wj ≥ wk and j 6= k. This
implies that ∂jλa(0)k = δjk for wj ≥ wk, and so we have
(7.9) (λ′a(0)x)k = xk +
∑
wj<wk
∂jλa(0)kxj , k = 1, . . . , n.
Combining this with the formula for Rk(x) in (7.7) we deduce that Rˆk(x) is a linear combination
of monomials xα with 〈α〉 ≤ wk and |α| ≥ 2. Therefore, for every k = 1, . . . , n the component
εˆk(x) = xk + Rˆk(x) is of the form (7.1). This shows that λ−a(x) satisfies (ii). The proof is
complete. 
Given any a ∈ G, let λa : G → G be the left-multiplication by a on G. Then we have the
following corollary of Proposition 7.12.
Corollary 7.13. Let a ∈ G. Then the global chart (λa ◦ expX)
−1 : G → Rn provides us with
ε-Carnot coordinates at a that are adapted to the H-frame (X1, . . . , Xn).
Proof. We know by Proposition 7.12 that the chart λ−1
exp−1
X
(a)
◦ exp−1X : G→ R
n provides us with
ε-Carnot coordinates at a adapted to (X1, . . . , Xn). Furthermore, as expX is a group isomorphism
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from G0 onto G, for all x ∈ G, we have
λ−1
exp−1
X
(a)
◦ exp−1X (x) =
(
exp−1X (a)
)−1
· exp−1X (x) = exp
−1
X
(
a−1 · x
)
= (λa ◦ expX)
−1(x).
This gives the result. 
8. Parameter Dependence of ε-Carnot Coordinates and Group Law
In this section, we give a closer look at the dependence of the εa-map with respect to the base
point a and the H-frame and compare this map to the group law of GM(a) in Carnot coordinates.
We observe that, once we are given local coordinates x = (x1, . . . , xn), the construction of the
ε-Carnot coordinate map εa only depends on the coefficients in these local coordinates of the vector
fields of the H-frame X = (X1, . . . , Xn). As different choices of H-frames may produce different
ε-Carnot coordinate maps, we shall denote by εXa the ε-Carnot coordinate map at a associated
with the H-frame X = (X1, . . . , Xn).
8.1. Dependence on the H-frame. In order to study the dependence of εXa with respect the
H-frameX = (X1, . . . , Xn) we shall denote by BX(x) the matrix of the coefficients of this H-frame
in the local coordinates x = (x1, . . . , xn). Namely,
BX(x) = (bjk(x)) , where Xj =
∑
1≤k≤n
bjk(x)∂xk .
As it follows from the proof of Lemma 3.12 the affine map Ta(x) is given by
Ta(x) = (BX(a)
t)−1(x− a),
where BX(a)
t is the transpose matrix of BX(a).
Proposition 8.1. For k = 1, . . . , n, we have
(8.1) εXa (x)k = Ta(x)k +
∑
〈α〉≤wk
|α|≥2
ckα (BX(a)) Ta(x)
α,
where Ta(x) = (BX(a)
t)−1(x − a) and each coefficient ckα (BX(a)) is a universal polynomial in
the coefficients of the matrices (BX(a)
t)−1 and ∂βxBX(a) with |β| ≤ 〈α〉 − 1.
Proof. The proof is a consequence of a series of reductions. First, in order to distinguish between
the various types of coordinates at stake we set
x = Ta(x), x˜ = ψa(x) = ψa ◦ Ta(x), xˆ = εˆa(x˜) = εa(x).
Thus, x (resp., x˜, xˆ) are the linearly adapted coordinates (resp., privileged coordinates, Carnot
coordinates) defined by Ta (resp., ψa ◦ Ta, εa). In addition, for j = 1, . . . , n, set
(Ta)∗Xj =
∑
1≤j≤n
bjk(x)∂xk and (ψa ◦ Ta)∗Xj =
∑
1≤j≤n
b˜jk(x˜)∂x˜k .
In other words, the coefficients bjk(x) (resp., b˜jk(x˜)) are the coefficients of the vector fields
X1, . . . , Xn in the coordinates x (resp., x˜). Note also that as Tax = (BX(a)
t)−1(x − a), the
coefficients bjk(x) and bjk(x) are related by
bjk(x) =
∑
1≤l≤n
bjl
(
a+BX(a)
tx
)
(BX(a)
t)−1kl , j, k = 1, . . . , n.
It then follows that each partial derivative ∂αx bjk(0) is of the form,
(8.2) ∂αx bjk(0) =
∑
1≤l≤n
∑
|β|=α
djlα(BX(a))∂
β
x bjl(a)(BX(a)
t)−1kl ,
where the coefficients djlα(BX(a)) are polynomials in the entries of the matrix BX(a).
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Bearing this in mind, thanks to Remark 7.5 we know that
εa(x)k = Ta(x)k +
∑
〈α〉≤wk
|α|≥2
ckαTa(x)
α, j = 1, . . . , n,
where the coefficients ckα are as follows:
- For 〈α〉 = wk they agree with the coefficients ckα in (5.11).
- For 〈α〉 < wk they are universal polynomials in the coefficients clβ with 〈β〉 = wl < wk
and the coefficients alγ in (3.9) with 〈γ〉 < wl < wk.
Combining this with (8.2) we see that in order to complete the proof it is enough to show that
each coefficient ckα is a universal polynomial in the partial derivatives ∂
β
x bjl(0) with |β| ≤ |α| − 1.
Furthermore, by Remark 3.17 and Lemma 5.11 we know that
- Each coefficient akα, 〈α〉 < wk, is a universal polynomial in the partial derivatives ∂
β
x bjl(0)
with |β| ≤ |α| − 1.
- Each coefficient ckα, 〈α〉 = wk, is a universal polynomial in the partial derivatives ∂
β
x˜ b˜jl(0)
with 〈β〉+ wj = wl ≤ wk.
We note that if |β| ≤ |α| − 1, then |β| ≤ 〈α〉 − 1. Moreover, if 〈α〉 = wk and 〈β〉+ wj = wl ≤ wk,
then |β| ≤ 〈β〉 = wl − wj ≤ wk − 1 = 〈α〉 − 1. Therefore, in order to complete the proof we
only have to prove that each partial derivative ∂αx˜ b˜jk(0) is a universal polynomial in the partial
derivatives ∂βx blp(0) with |β| ≤ |α|. To see this we note that the coefficients b˜jk(x˜) and bjk(x) are
related by
b˜jk(x˜) =
∑
1≤l≤n
bjl
(
ψ−1a (x)
)
(∂xlψa)
(
ψ−1a (x)
)
k
.
We then deduce that each partial derivative ∂αx˜ b˜jk(0) is a universal polynomial in the following
- The partial derivatives ∂βx bjl(0) with |β| ≤ |α|.
- The partial derivatives ∂γxψa(0)k with |γ| ≤ |α|+ 1.
- The partial derivatives ∂γx˜ψ
−1
a (0)k with |γ| ≤ |α|.
This further reduces the proof to showing that the partial derivative ∂αxψa(0)k and ∂
α
xψ
−1
a (0)k are
universal polynomials in the partial derivatives ∂βx bjl(0) with |β| ≤ |α| − 1.
Having said this, the partial derivatives ∂αxψa(0)k can be computed explicitly. Indeed, we have
(8.3) ψa(x)k = xk +
∑
〈α〉<wk
|α|≥2
akαx
α, k = 1, . . . , n.
Thus ψ′a(0) = id and, when |α| ≥ 2, we have
∂αxψa(0)k =
{
α!akα if 〈α〉 < wk
0 otherwise.
As akα is a universal polynomial in the partial derivatives ∂
β
x bjl(0) with |β| ≤ |α| − 1, we then
deduce that we have the same property with ∂αxψa(0)k. In addition, by using (8.3) and arguing
by induction as in the proof of Theorem 7.7 it can be shown that the components ψ−1a (x˜)k,
k = 1, . . . , n, are of the form,
ψ−1a (x˜)j = x˜j +
∑
〈α〉<wk
|α|≥2
a˜kαx˜
α,
where a˜kα is a universal polynomial in the coefficients alβ with wl ≤ wk and |β| ≤ |α|. Therefore,
it is a universal polynomial in the partial derivatives ∂βx bjl(0) with |β| ≤ |α| − 1. By arguing as
above we then can show that each partial derivative ∂αx˜ψ
−1
a (0)k is a universal polynomial in the
partial derivatives ∂βx bjl(0) with |β| ≤ |α| − 1. This completes the proof. 
The following is a version of Proposition 8.1 for the inverse map (εXa )
−1(x).
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Proposition 8.2. The inverse map (εXa )
−1(x) is of the form,
(εXa )
−1(x) = a+BX(a)
tεˇa(x),
εˇa(x)k = xk +
∑
〈α〉≤wk
|α|≥2
cˇkα (BX(a))x
α, k = 1, . . . , n,(8.4)
where cˇkα(BX(a)) is a universal polynomial in the entries of the matrices (BX(a)
t)−1 and ∂βxBX(a)
with |β| ≤ 〈α〉 − 1.
Proof. We know by Proposition 8.1 that εXa (x) = εˆa ◦ Ta(x), where Ta(x) = (BX(a)
t)−1(x − a)
and εˆa(x) is of the form,
(8.5) εˆa(x)k = xk +
∑
〈α〉≤wk
|α|≥2
ckα (BX(a)) x
α, k = 1, . . . , n,
where ckα(BX(a)) is a universal polynomial in the entries of the matrices (BX(a)
t)−1 and ∂βxBX(a)
with |β| ≤ |α| − 1. Set εˇa = (εˆa)
−1. Then we have
(εXa )
−1(x) = T−1a ◦ εˇa(x) = a+BX(a)
tεˇa(x).
Moreover, in the same way as in the proof of Theorem 7.7, if in (8.5) we substitute εˇa(x) for x
and solve for xk, then we get
εˇa(x)k = xk −
∑
〈α〉≤wk
|α|≥2
ckα (BX(a))
∏
wl<wk
εˇa(x)
αl
l , k = 1, . . . , n.
When wk = 1 this gives εˇa(x)k = xk. In general, an induction on wk shows that εˇa(x)k is of the
form (8.4), where each coefficient cˇkα(BX(a)) is a universal polynomial in the entries of (BX(a)
t)−1
and ∂βxBX(a) with |β| ≤ 〈α〉 − 1. The result is thus proved. 
As immediate consequences of Proposition 8.1 and Proposition 8.2 we obtain the following
smoothness result.
Corollary 8.3. Given an H-frame X = (X1, . . . , Xn) over a coordinate open U ⊂ R
n, the maps
(y, x)→ εx(y) ∈ R
n and (y, x)→ ε−1x (y) are smooth maps from U × R
n to Rn.
Let U be an open subset of Rn and denote by H(U) the subspace of X (U)n consisting of frames
(X1, . . . , Xn) such that, for i, j = 1, . . . , n with wi + wj ≤ r, we have
[Xi, Xj ](x) ∈ Span {Xk(x); wk ≤ wi + wj} for all x ∈ U.
We note that if X = (X1, . . . , Xn) is in H(U), then this is an H-frame with respect to the filtration
H = (H1, . . . , Hr), where Hw is the sub-bundle generated by the vector fields Xj, wj ≤ w.
We equip H(U) with the topology induced by that of X (U)n. We observe that in (8.1) and (8.4)
the coefficients ckα (BX(a)) and cˇkα (BX(a)) depend continuously on X = (X1, . . . , Xn) with
respect to the aforementioned topology on H(U). Therefore, we arrive at the following statement.
Corollary 8.4. The maps X → εXy (x) and X →
(
εXy
)−1
(x) are continuous maps from H(U) to
C∞(U × Rn,Rn).
Finally, the following shows that ε-Carnot coordinates behaves nicely under anisotropic rescal-
ings of H-frames.
Proposition 8.5. Let (x1, . . . , xn) be local coordinates near a with range U ⊂ R
n. Let t ∈ R∗
and y ∈ U be such that t · y ∈ U . In addition, for j = 1, . . . , n, set Xˆj = t
wjδ∗tXj. Then
εXˆy (x) = t
−1 · εXt·y(t · x) ∀x ∈ R
n.
Proof. Set φ = δ−1t ◦ ε
X
t·y ◦ δt and V = φ(U). The proof amounts to show that φ = ε
Xˆ
y . By Propo-
sition 5.7 and Theorem 7.7 to achieve this we only have to check the following three properties:
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(i) We can put φ in the form φ = φˆ ◦ T , where T an affine map such that T (y) = 0 and φˆ(x)
is a polynomial map of the form (7.1).
(ii) The coordinates provided by φ are linearly adapted to (Xˆ1, . . . , Xˆn) at y.
(iii) Given any s ∈ R∗, for j = 1, . . . , n and as t→ 0, we have
swjδ∗s (φ∗Xj) = Xˆ
y
j +O(t) in X (V ).
We know that εXt·y = ε◦T , where T is an affine map such that T (t ·y) = 0 and εˆ is a polynomial
map of the form (7.1). Thus, we have φ = δ−1t ◦ (ε ◦ T ) ◦ δt = (δ
−1
t ◦ ε ◦ δt) ◦ (δ
−1
t ◦ T ◦ δt). As
the dilations δt and δ
−1
t are diagonal linear maps, we see that δ
−1
t ◦ T ◦ δt is an affine map such
that δ−1t ◦ T ◦ δt(y) = δ
−1
t ◦ T (t · y) = 0 and δ
−1
t ◦ ε ◦ δt is a polynomial map of the form (7.1).
Therefore, the property (i) is satisfied.
To check (ii) and (iii) we observe that, for j = 1, . . . , n, we have
(8.6) φ∗Xˆj =
(
δ−1t ◦ ε
X
t·y ◦ δt
)
∗
(twj δ∗tXj) = t
wjδ∗t
(
(εXt·y)∗Xj
)
.
The coordinates provided by εXt·y are Carnot coordinates at t · y that are adapted to (X1, . . . , Xn).
In particular, they are linearly adapted coordinates, and so (εXt·y)∗Xj(0) = ∂j . Combining this
with (3.6) and (8.6) we obtain
φ∗Xˆj(0) = t
wjδ∗t
(
(εXt·y)∗Xj
)
(0) = twj t−wj∂j = ∂j .
Thus, the coordinates provided by φ are linearly adapted to (Xˆ1, . . . , Xˆn) at y, i.e., we have (ii).
To complete the proof it remains to check that (iii) is satisfied. Using (8.6) we see that, for any
s ∈ R∗ and j = 1, . . . , n, we have
swjδ∗s (φ∗Xj) = s
wj twj δ∗sδ
∗
t
(
(εXt·y)∗Xj
)
= (st)wjδ∗st
(
(εXt·y)∗Xj
)
.
Recall that εXt·y provides us with Carnot coordinates at t · y that are adapted to (X1, . . . , Xn).
Therefore, by using Proposition 3.24 we see that, as s→ 0 and in X (V ), we have
swjδ∗s (φ∗Xj) = (st)
wjδ∗st
(
(εXt·y)∗Xj
)
= X
(t·y)
j +O(t).
Therefore, in order to check that we have (iii) we only need to show that X
(t·y)
j = Xˆ
y
j for j =
1, . . . , n.
In the notation of (2.9) there are smooth functions Lkij(x) near t ·y and smooth functions Lˆ
k
ij(x)
near y such that
[Xj , Xj] =
∑
wk≤wi+wj
Lkij(x)Xk and [Xˆj , Xˆj] =
∑
wk≤wi+wj
Lˆkij(x)Xˆk.
As [Xˆj , Xˆj] = t
wi+wj [δ∗tXi, δ
∗
tXj ] = t
wi+wjδ∗t ([Xi, Xj ]), we get
[Xˆj , Xˆj ] = t
wi+wj
∑
wk≤wi+wj
δ∗t
(
LkijXk
)
=
∑
wk≤wi+wj
twi+wj−wkLkij(t · x)Xˆk.
Thus, near x = y, we have
(8.7) Lˆkij(x) = t
wi+wj−wkLkij(t · x), wk ≤ wi + wj .
Recall that, for j = 1, . . . , n, the vector field X
(t·y)
j (resp., Xˆ
y
j ) is the vector field (5.5) associated
with the structure constants Llpq(t · y) (resp., Lˆ
l
pq(y)) with wp + wq = wl. As (8.7) implies that
Llpq(t · y) = Lˆ
l
pq(y) when wp + wq = wl, we deduce that X
(t·y)
j = Xˆ
y
j for every j = 1, . . . , n. This
shows that the property (iii) is satisfied. The proof is complete. 
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8.2. ε-Carnot coordinates and group law. As an application of Corollary 8.4, we shall now
explain how well the ε-Carnot coordinate map (x, y)→ εXy (x) is approximated by the product of
GM(a) in Carnot coordinates. In particular, this will provide us with an asymptotic version of
Proposition 7.12 for general Carnot manifolds.
Let (X1, . . . , Xn) be an H-frame near a. As mentioned in Remark 2.11, this frame gives rise
to a graded basis (ξ1(a), . . . , ξn(a)) of gM(a), where ξj(a) is the class of Xj(a) in gwjM(a). By
Proposition 5.3 this graded basis defines a global system of coordinates on gM(a) = GM(a) in
which the tangent group GM(a) is identified with the graded nilpotent group G(a). This group
is Rn equipped with the Dynkin product (5.1) associated with the structure constants Lkij(a),
wi + wj = wk, in (2.9).
In addition, we endow Rn × Rn with the dilations,
(8.8) t · (x, y) = (t · x, t · y), x, y ∈ Rn, t ∈ R.
We also assume that we are given a pseudo-norm ‖ · ‖ : Rn×Rn → [0,∞) that satisfies (3.3) with
respect to these dilations. For instance, we may take
‖(x, y)‖ = |x1|
1
w1 + |y1|
1
w1 + · · ·+ |xn|
1
wn + |yn|
1
wn , x, y ∈ Rn.
The pseudo-norm ‖ · ‖ on Rn ×Rn enables us to speak about Ow(‖(x, y)‖
w+m)-maps in the same
way as in Definition 3.6. In particular, if Θ(x, y) = (Θ1(x, y), . . . ,Θn(x, y)) is a smooth map from
U to Rn, where U is an open neighborhood of (0, 0) ∈ Rn ×Rn, then Θ(x, y) = Ow(‖(x, y)‖
w+m)
near (x, y) = (0, 0) if and only if Θj(x, y) = O(‖(x, y)‖
wj+m) for j = 1, . . . , n. In addition,
Lemma 3.7 provides us with the following characterization of Ow(‖(x, y)‖
w+m)-maps.
Lemma 8.6. Let Θ(x, y) = (Θ1(x, y), . . . ,Θn(x, y)) be a smooth map from W to R
n, where W is
some open neighborhood of (0, 0) ∈ Rn × Rn. Then the following are equivalent:
(i) Θ(x, y) = Ow(‖(x, y)‖
w+m) near (x, y) = (0, 0).
(ii) For all x, y ∈ Rn, we have t−1 ·Θ(t · x, t · y) = O(tm) as t→ 0.
We are now in a position to derive the following approximation result.
Proposition 8.7. Let (x1, . . . , xn) be Carnot coordinates at a that are adapted to the H-frame
(X1, . . . , Xn). Then, near (x, y) = (0, 0), we have
εXy (x) = (−y) · x+Ow
(
‖(x, y)‖w+1
)
,(8.9) (
εXy
)−1
(x) = y · x+Ow
(
‖(x, y)‖w+1
)
,(8.10)
where · is the group law of G(a) (i.e., the group law of GM(a) under the identification described
above).
Proof. Let us denote by U the range of the local coordinates (x1, . . . , xn). In addition, for t 6= 0
and j = 1, . . . , n, set Xˆtj = t
wjδ∗tXj . Let x ∈ R
n and y ∈ Rn be such that t · y ∈ U . Then by
Proposition 8.5 we have
t−1 · εXt·y(t · x) = ε
Xˆt
y (x),
where εXˆ
t
y (x) is the ε-Carnot coordinate map associated with (Xˆ
t
j , . . . , Xˆ
t
n). Moreover, as (x1, . . . , xn)
provides us with Carnot coordinates at a adapted to (X1, . . . , Xn), we know by Proposition 5.7
that, for j = 1, . . . , n and as t→ 0+, we have
Xˆtj = t
wj δ∗tXj = X
a
j +O(t) in X (U).
Combining this with Corollary 8.4 we deduce that, as t→ 0, we have
εXˆ
t
y (x) = ε
Xa
y (x) + O(t) in C
∞(U,Rn),
where εX
a
y is the ε-Carnot coordinate map associated with y and the frame (X
a
1 , . . . , X
a
n). By
Lemma 5.8 we know that expXa is the identity map. Therefore, by using Proposition 7.12 we see
that εX
a
y (x) = (−y) · x, and so for all (x, y) ∈ R
n × Rn, we have
t−1 · εXt·y(t · x) = ε
Xˆt
y (x) = (−y) · x+O(t) as t→ 0
+.
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Combining this with Lemma 8.6 gives the asymptotics (8.9).
It remains to prove that (εXy )
−1(x) = y · x + Ow(‖(x, y)‖
w+1). Let Φ : Rn × U → Rn × U be
the smooth map defined by
Φ(x, y) =
(
εXy (x), y
)
for all (x, y) ∈ Rn × U.
This is a diffeomorphism whose inverse map is given by
(8.11) Φ−1(x, y) =
((
εXy
)−1
(x), y
)
, (x, y) ∈ Rn × U.
Moreover, the asymptotic expansion (8.9) implies that, near (x, y) = (0, 0), we have
(8.12) Φ(x, y) = ((−y) · x, y) + Ow
(
‖(x, y)‖w+1
)
.
Set Φˆ(x, y) = ((−y) · x, y), x, y ∈ Rn. Then Φˆ is a polynomial map which is w-homogeneous
with respect to the dilations (8.8). Moreover, as −y is the inverse of y with respect to the product
law of GM(a), we also see that Φˆ(x, y) is a diffeomorphism with inverse Φˆ−1(x, y) = (y · x, y).
Therefore, we may combine (8.12) and Proposition 3.8 to see that, near (x, y) = (0, 0), we have
Φ−1(x, y) = Φˆ−1(x, y) + Ow
(
‖(x, y)‖w+1
)
= (y · x, y) + Ow
(
‖(x, y)‖w+1
)
.
Combining this with (8.11) then shows that (εXy )
−1(x) = y · x + Ow(‖(x, y)‖
w+1). The proof is
complete. 
Remark 8.8. Proposition 8.7 is a key ingredient in the construction of tangent groupoid of a Carnot
manifold in [10]. It is also an important ingredient in the construction of a full symbolic calculus
for hypoelliptic pseudodifferential operators on Carnot manifolds in [11].
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