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Abstract
We construct a new autoequivalence of the derived category of the
Hilbert scheme of n points on a K3 surface, and of the variety of lines
on a smooth cubic 4-fold. For Hilb2 and the variety of lines, we use the
theory of spherical functors; to deal with Hilbn for n > 2 we develop a
theory of P-functors. We conjecture that the same construction yields
an autoequivalence for any moduli space of sheaves on a K3 surface.
In an appendix we give a cohomology and base change criterion
which is well-known to experts, but not well-documented.
Introduction
This paper grows out of the following observation: Let S be a complex K3
surface, let S[2] be the Hilbert scheme of pairs of points on S, thought of
as a moduli space of ideal sheaves, let F : Db(S)→ Db(S[2]) be the functor
induced by the universal sheaf U on S × S[2], and let R be the right adjoint
of F . Then the composition RF is isomorphic to idS ⊕[−2], so F is a
“spherical functor” in the sense of Rouquier [36] and Anno [1] and hence
determines an autoequivalence T of Db(S[2]). Briefly, T = cone(FR → id).
Spherical functors generalize Seidel and Thomas’s spherical objects [37] and
unify various family versions of them [18, 39]. In §1 we give a simplified
definition of spherical functors, review the known examples, and give an
alternate proof that they yield autoequivalences in preparation for our work
on P-functors in §3.
The Fourier–Mukai kernel inducing T is a shift of the sheaf
Ext1π13(π
∗
12U , π
∗
23U)
on S[2] × S[2], where πij are the projections from S
[2] × S × S[2]. Markman
has studied this sheaf in his paper [30] on the Beauville–Bogomolov form.
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It is a reflexive sheaf of rank 2, locally free away from the diagonal. Thus T
sends the structure sheaf of a point to a sheaf of rank 2, so it is not in the
subgroup of Aut(Db(S[2])) generated by shifts, line bundles, automorphisms
of S[2], and P-twists, all of which preserve rank (up to sign). We will also
see (§1.4) that it does not come from any known spherical twist on S via
the map Aut(Db(S)) →֒ Aut(Db(S[2])) studied by Ploog [35].
Next we ask what happens when we replace S[2] with S[n]. In §2 we show
that
RF = idS ⊕[−2]⊕ [−4]⊕ · · · ⊕ [−2n+ 2].
Markman and Mehrotra [31, Thm. 2.2(1)] have given another proof of this
using the equivalence Db(S[n]) ∼= Db([Sn/Sn]) of Bridgeland–King–Reid and
Haiman; our proof is more geometric. To get an autoequivalence of Db(S[n])
from our functor F , we are obliged to generalize Huybrechts and Thomas’s
P-objects [20]. In §3 we define P-functors, give more examples of them, and
show that they yield new autoequivalences.
The behavior we are seeing seems to be about S[n] as a moduli space of
sheaves, not about Hilbert schemes a` la Nakajima [33] and Grojnowski [17]:
we do not get a family of Pn-functors Db(S[m]) → Db(S[m+n]), nor do we
get anything if the surface S is not a K3. We propose the following:
Conjecture. LetM be a 2n-dimensional fine moduli space of stable sheaves
on a K3 surface S, let F : Db(S) → Db(M) be the Fourier–Mukai functor
induced by the universal sheaf U on S ×M, and let R be the right adjoint
of F . Then
RF = idS ⊕[−2]⊕ [−4]⊕ · · · ⊕ [−2n + 2]
and the monad structure RFRF → RF is like multiplication in H∗(Pn−1),
so F determines an autoequivalence of Db(M).
Of course one should be willing to drop the hypothesis that M is fine and
work with twisted sheaves. It does not seem feasible to prove this directly,
as we do not know enough about the sheaves U|x×M on M, where x ∈ S;
but it might be proved by deformation theory.
In §4 we give the following non-commutative example as evidence for the
conjecture. Let X be a cubic 4-fold and let A = 〈OX ,OX(1),OX (2)〉
⊥ ⊂
Db(X) be Kuznetsov’s subcategory, which should be thought of as a non-
commutative K3 surface: it has the same Serre functor and Hochschild
homology and cohomology as a K3 surface [24], but if X is generic then
A lacks points and line bundles. The variety Y of lines on X, which is a
hyperka¨hler 4-fold, is a moduli space of objects in A by [26, §5], and we
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show that an appropriate functor F : A → Y satisfies RF = id⊕[−2], hence
is spherical. The associated autoequivalence of Db(Y ) is new, as it sends
the structure sheaf of a point to a complex of rank 2.1
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Conventions. All pushforwards, tensor products, etc. are implicitly de-
rived. Given objects A and B in a triangulated category B, we write A ⊥ B
to mean that Hom(A,B[i]) = 0 for all i ∈ Z, and given A ⊂ B we denote its
left and right orthogonals by
⊥A = {B ∈ B : B ⊥ A for all A ∈ A}
A⊥ = {B ∈ B : A ⊥ B for all A ∈ A}.
1 Spherical functors
1.1 Definition
Let X be an n-dimensional smooth complex projective variety, and recall
that an object E ∈ Db(X) is called n-spherical if Ext∗(E , E) ∼= H∗(Sn,C),
where Sn is the n-dimensional sphere, and E ⊗ωX ∼= E . The twist around E
is the functor T : Db(X) → Db(X) sending an object F to the cone on the
evaluation map
E ⊗ RHom(E ,F)→ F .
This definition is slightly sloppy, since cones are not functorial, but by now
the remedy is well-known: one can work with a dg-enhancement, or with
Fourier–Mukai kernels. We prefer the latter, so what we really mean is that
T is induced by the object
cone(E∗ ⊠ E → O∆) ∈ D
b(X ×X).
Seidel and Thomas [37] showed that T is an equivalence.
1If X is a generic Pfaffian cubic fourfold, so by [5] there is a K3 surface S with S[2] ∼= Y ,
then our autoequivalences of Db(S[2]) and Db(Y ) are in fact conjugate by tensoring by a
line bundle, but the calculation is too long to include here.
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Now an object of Db(X) is the same as a functor Db(point) → Db(X),
so following Rouquier [36] and Anno [1], we consider any exact functor
F : A → B between triangulated categories, with left and right adjoints
L,R : B → A. We define the twist T to be the cone on the counit FR
ǫ
−→ 1
of the adjunction, so there is an exact triangle
FR
ǫ
−→ idB → T, (1.1)
and the cotwist C to be the cone on the unit:
idA
η
−→ RF → C. (1.2)
(Of course we need to be in a situation where these cones make sense; we
will return to this point in a moment.) We say that F is spherical if C is an
equivalence and R ∼= CL.2 If A and B have Serre functors SA and SB, then
the latter condition is equivalent to SBFC ∼= FSA. If F is spherical then T
is an equivalence.
To see how this reduces to Seidel and Thomas’s construction when A =
Db(point), suppose that E ∈ Db(X) is a spherical object and let
F = E ⊗ − : Db(point)→ Db(X).
Then R = RHom(E ,−), so T is exactly the twist defined before, and
RF = RHom(E , E) ⊗− = id⊕[−n],
so the cotwist C is the shift [−n], which is indeed an equivalence. The
condition SXFC ∼= FSpoint is just ωX [n]⊗ E [−n] ∼= E .
Let us say a word about the cones (1.1) and (1.2). If A and B are derived
categories of sheaves or twisted sheaves on smooth projective varieties or
compact complex manifolds and F is induced by a Fourier–Mukai kernel,
then R, RF , and FR are induced by kernels as well, the unit and counit are
induced by maps of kernels, and the standard compatibilities among units
and counits hold at the level of kernels [7, Appendix]. The same is true if A
and B are admissible subcategories of these, because the projection functors
are induced by kernels [25].3 It is also possible to do business with derived
2Rouquier requires the triangle (1.2) to be split, but we do not. Both he and Anno
require a certain natural map R → CL to be an isomorphism, but this is difficult to
check in practice, and in our proof of Theorem 1 below we will see that any isomorphism
R ∼= CL will do.
3Recall that a full subcategory A ⊂ Db(X) is called admissible if the inclusion I has
left and right adjoints I l and Ir. The main examples are the image of a fully faithful
Fourier–Mukai functor and the orthogonal to an exceptional collection. The projection
functors are II l and IIr.
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categories of non-compact and singular varieties if one says “proper” and
“perfect” at the right moments, or with more general schemes [2]. Rouquier’s
interest was in constructible sheaves.
1.2 Examples
Spherical functors unify the following special cases:
1. Seidel and Thomas’s spherical objects, as we have discussed: The main
examples of these are a line bundle on a Calabi–Yau manifold and the
structure sheaf of a (−2)-curve in a surface, e.g. P1 in its cotangent
bundle. Another is the structure sheaf of a (−1,−1)-curve in a 3-fold
X, in which case the twist can also be described as doing Bondal and
Orlov’s flopping equivalence [6] twice: Db(X)→ Db(X+)→ Db(X).
2. Horja’s EZ-spherical objects [18]: These are spherical functors of the
form F = i∗(E⊗q
∗(−)), where i is an embedding, q is a smooth bundle
as in the diagram
E
q


 i // X
Z,
and E ∈ Db(E). For example, we could take q : E → Z to be a P1-
bundle, X the total space of the relative cotangent bundle, i : E → X
the zero section, and E = OE . Horja gives a sufficient condition on E
for F to be spherical; Huybrechts [19, Rmk. 8.50] claims that Horja’s
condition is stronger than necessary, and defines E to be EZ-spherical
if and only if F is spherical [ibid., Def. 8.43].
3. Toda’s fat spherical objects [39]: These are spherical functors of the
form F : Db(SpecA)→ Db(X), where A is an Artinian local C-algebra.
Toda’s first example generalizes the Atiyah flop example above to
(0,−2)-curves.
Toda is able to simplify the hypothesis that the cotwist C is an equiv-
alence as follows. Let E ′ ∈ Db(SpecA×X) be the Fourier–Mukai ker-
nel, let π : SpecA ×X → X be the projection, let 0 ∈ SpecA be the
closed point, and let E = E ′|0×X . Then his condition Ext
∗
X(π∗E
′, E) ∼=
H∗(Sn,C) is equivalent to RFO0 ∼= O0 ⊕O0[−n]. Because O0 gener-
ates Db(SpecA), this shows that C = [−n].
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To date, most authors working with spherical functors have been inter-
ested in braid group representations. Seidel and Thomas’s original paper
showed that on the minimal resolution of the An surface singularity, the
twists around the (−2)-curves satisfy the braid relations. Khovanov and
Thomas [22] constructed EZ-spherical functors from the cotangent bun-
dles of some partial flag varieties to that of a complete flag variety and
showed that the associated twists give a representation of the braid group,
which they enriched to a representation of the “braid cobordism” 2-category.
Cautis and Kamnitzer [9] considered a similar example and enriched the
structure in a different direction, getting representations of sl2 and of other
Lie algebras in later papers. Many other authors are also involved, including
Rouquier and Anno; for a more complete history see [10].
Donovan [12] gave an example in which the cotwist is more interesting
than just a shift or a line bundle. He considered certain tautological vector
bundles E1 on P
d−1 and E2 on Gr(2, d) and constructed a spherical functor
Db(E1) → D
b(E2) whose cotwist is, up to a shift and a line bundle, the
twist around a spherical object on E1. He and Segal [13] extended this to a
sequence of vector bundles Er on Gr(r, d) and spherical functors D
b(Er)→
Db(Er+1) in which the twist of each is the cotwist of the next, again up to
a shift and a line bundle.
The Hilbert scheme example in this paper differs from the braid group
examples and Donovan’s examples in that those are all EZ-spherical functors
or nearly so, so objects in the image of F are supported on a subvariety
of the target, whereas our Fourier–Mukai kernel on S × S[2] is supported
everywhere. To put it another way, if x, y ∈ S are distinct points then FOx
and FOy are orthogonal, but not by virtue of having disjoint support.
The cubic 4-fold example in §4 is unique in that the domain A of the
spherical functor is not the derived category of a variety.
To these substantial examples we add the following ones, which are silly
in that the twist is obviously an equivalence.
4. Let i : D → X be the inclusion of a smooth divisor and take F = i∗,
so R = i∗. Then RF = i∗i
∗ = i∗OD ⊗ −, so by rotating the exact
triangle
OX(−D)→ OX → i∗OD
we find that C = OX(−D)[1] ⊗ −, which is an equivalence. The
condition R = CL holds because L = i! = i∗(ωi[−1] ⊗ −) and ωi =
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ωD ⊗ i
∗ω∗X = i
∗OX(D) by the adjunction formula. For the twist, by
[19, Cor. 11.4] there is an exact triangle of functors
(OD(−D)[1] ⊗−)→ i
∗i∗ → idD,
so T = OD(−D)[2]⊗−.
5. Again let i : D → X, but now take F = i∗, so R = i
!. By a similar
computation we have C = OD(D)[−1]⊗−, R = CL, and T = OX(D)⊗
−. This is the example in Anno’s paper [1]. It is an EZ-spherical twist
(take E = Z = D), and can be seen as a family version of the fact
that the skyscraper sheaf of a point in a curve is a spherical object.
This example and the previous one reflect Logvinenko’s observation
[3] that F is spherical with cotwist C and twist T if and only if R is
spherical with cotwist T−1[1] and twist C−1[1].
6. Let p : X˜ → X be a double cover branched over a divisor D ⊂ X, and
let F = p∗, so R = p∗. Then
RF = p∗p
∗ = p∗OX˜ ⊗− = (OX ⊕OX(−
1
2D))⊗−,
so C = OX(−
1
2D)⊗− is an equivalence. The condition R = CL holds
because L = p! = p∗(ωp⊗−) and ωp = p
∗OX(
1
2D). For the twist, note
that there is an exact triangle of functors
p∗OX(−
1
2D)⊗ τ
∗ → p∗p∗ → idX˜ ,
where τ : X˜ → X˜ exchanges the two sheets of the cover, so T =
p∗OX(−
1
2D)[1]⊗ τ
∗.
Seidel and Thomas prove several propositions on getting spherical ob-
jects from exceptional objects. Recall that an object E ∈ Db(X) is called
exceptional if Ext∗(E , E) = H∗(point,C); the main examples are line bun-
dles on Fano varieties and some homogeneous vector bundles. Thus E is
exceptional if and only if the functor E ⊗ − : Db(point) → Db(X) is fully
faithful, so here we relate spherical functors to fully faithful functors.
Proposition 1.1. Let B be a triangulated category with Serre functor SB,
and let F : B → C be a spherical functor with cotwist C = SB[−k] for some
integer k. If I : A → B is fully faithful with left and right adjoints I l and
Ir, then F ′ := FI is spherical with cotwist C ′ = SA[−k].
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Proof. Recall that A inherits a Serre functor from B by the formula SA =
IrSBI. Let L and R be the adjoints of F , so L
′ = I lL and R′ = IrR are the
adjoints of F ′. The unit idA → R
′F ′ is the composition
idA → I
rI → IrRFI,
and the first arrow is an isomorphism, so we find that
C ′ = IrCI = IrSBI[−k] = SA[−k].
Moreover the condition SCFC = FSB is equivalent to SCF = F [k], which
implies SCF
′ = F ′[k], which is equivalent to SCF
′C ′ = F ′SA.
From Proposition 1.1 and our silly examples above, we recover the fol-
lowing examples of Seidel and Thomas:
4′. Let i : D → X be the inclusion of an anticanonical hypersurface (that
is, ωX = OX(−D), so D is Calabi–Yau) and let E ∈ D
b(X) be an
exceptional object; then i∗E is spherical. To spell things out, the set-
up A
I
−→ B
F
−→ C from Proposition 1.1 is
Db(point)
E⊗−
−−−→ Db(X)
i∗
−→ Db(D),
and in Example 4 above we saw that i∗ was spherical with cotwist
OX(−D)[1] ⊗− = SX [− dimD].
For example, take a smooth quartic in P3 or a smooth quintic in P4
and let E be a line bundle, or the tangent bundle.
5′. Let i : D → X be a smooth hypersurface with i∗ωX = OD and let
E ∈ Db(D) be an exceptional object; then i∗E is spherical. Now we
are looking at
Db(point)
E⊗−
−−−→ Db(D)
i∗−→ Db(X),
and in Example 5 above we saw that i∗ was spherical with cotwist
ωD ⊗ i
∗ωX [−1]⊗− = SD[− dimX].
For example, take a (−2)-curve in a surface and let E be a line bundle.
6′. Let p : X → P2 be a double cover branched over a smooth sextic, so
X is a K3 surface, and let E ∈ Db(P2) be an exceptional object; then
p∗E is spherical. Now we are looking at
Db(point)
E⊗−
−−−→ Db(P2)
p∗
−→ Db(X),
and in Example 6 above we saw that p∗ was spherical with cotwist
OP2(−3)⊗− = SP2 [−2].
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1.3 Splitting of FRF
The following simple observation will be the key to describing the action of
T on cohomology, proving that T is an equivalence, and constructing the
P-twist associated to a P-functor in §3.3. While the unit η : idB → RF is
not split in general, the map Fη : F → FRF is naturally split: we have a
commutative triangle
F
❋❋
❋❋
❋❋
❋❋
❋
Fη
// FRF
ǫF

F.
In the down-to-earth case F = E ⊗ − : Db(point) → Db(X), we are saying
that the map C → RHom(E , E) that sends 1 to the identity is not split by
any natural map RHom(E , E) → C,4 but if we tensor with E then the map
E → E ⊗ RHom(E , E) is split by the evaluation map E ⊗ RHom(E , E)→ E .
Extend the commutative triangle above to
TF [−1]
 $$■
■■
■■
■■
■■
F
❍❍
❍❍
❍❍
❍❍
❍❍
❍
❍
❍
❍
Fη
// FRF
ǫF

// FC
F,
where the row and column are exact. Using the octahedral axiom we see
that the upper-right diagonal map is an isomorphism:
TF [−1]
∼=
−→ FC. (1.3)
Note that this is true for any F , spherical or not. Similarly, by looking at
RFR, FLF , and LFL we get isomorphisms
RT [−1]
∼=
−→ CR (1.4)
FC l
∼=
−→ T lF [1] (1.5)
C lL
∼=
−→ LT l[1], (1.6)
where T l and C l are the left adjoints of T and C.
4The trace map almost works, but not when rank E = 0.
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While we are here we make one more observation, which we will need
in §1.5 and §3.3. We have just seen that FRF splits as F ⊕ TF [−1] or
F ⊕ FC. Thus the identity map FRF → FRF can be written as the sum
of two idempotents, namely the compositions
FRF
ǫF
−→ F
Fη
−−→ FRF
FRF → FC
∼=
←− TF [−1]→ FRF.
1.4 Action on spanning class and cohomology
If E is a spherical object on X then {E}∪ E⊥ is a spanning class for Db(X);
that is, an object that is left and right orthogonal to E and E⊥ is zero,
although not every object can be gotten from E and E⊥ by taking cones. The
twist T sends E to E [−n+1] and acts on E⊥ as the identity [19, Ex. 8.5(ii)].
If X is even-dimensional, the induced action on cohomology is a reflection,
sending the Mukai vector v(E) ∈ H∗(X,Q) to −v(E) and acting as the
identity on its orthogonal v(E)⊥ under the Mukai pairing.
For a spherical functor F : A → B, this is generalized as follows. We
replace E with the set of objects
imF = {FA : A ∈ A},
and E⊥ with
kerR = {B ∈ B : RB = 0}.
It is easy to see that kerR = (imF )⊥. I claim that imF ∪ kerR is a
spanning class for B. First, if (imF ) ⊥ B then B ∈ kerR, and if in addition
(kerR) ⊥ B then B ⊥ B, so B = 0; thus (imF ∪ kerR)⊥ = 0. On the
other side we see that ⊥(imF ) = kerL, but since R ∼= CL and C is an
equivalence we see that kerL = kerR; thus by a similar argument we find
that ⊥(imF ∪ kerR) = 0.
The twist T acts as the identity on kerR, for if B ∈ kerR then the first
term in the exact triangle
FRB → B → TB
vanishes, so TB = B. It acts on imF by
TFA = FCA[1]
as we saw in the previous section. In particular, if C = [−n] then T acts on
imF by [−n+ 1].
10
We are now in a position to describe how the autoequivalence discussed
at the beginning of the introduction acts on cohomology. Recall that S is a
K3 surface and F : Db(S)→ Db(S[2]) is induced by the universal ideal sheaf,
and we will prove later that RF = id⊕[−2]. The induced map
F h : H∗(S,Q)→ H∗(S[2],Q)
is injective, since RhF h = (RF )h is multiplication by 2, and
T h : H∗(S[2],Q)→ H∗(S[2],Q)
acts as multiplication by −1 on imF h and as the identity on its orthogonal
(imF h)⊥ under the Mukai pairing.
We can also show that our twist does not come from any known spherical
twist on S via Ploog’s map
ϕ : Aut(Db(S)) →֒ Aut(Db(S[2])).
This map uses the Bridgeland–King–Reid–Haiman equivalence Db(S[2]) ∼=
Db([S2/S2]), where the latter is the derived category of the quotient stack,
or equivalently the S2-equivariant derived category of S
2. Suppose that
E ∈ Db(S) is a spherical object and F ∈ E⊥.5 The spherical twist TE shifts
E by −1 and fixes F . Consider the objects
E ⊠ E
(E ⊠F)⊕ (F ⊠ E)
F ⊠ F

 ∈ Db([S2/S2]). (1.7)
Then ϕ(TE ) shifts the first by −2, shifts the second by −1, and fixes the
third. On the other hand, our twist TF shifts imF by −1 and fixes kerR.
6
Now we need the following:
Lemma 1.2. Suppose that X is a smooth variety, A,B ∈ Db(X), and T
is an autoequivalence of Db(X) with TA = A[i] and TB = B[j] for some
i 6= j ∈ Z. Then A ⊥ B and B ⊥ A.
5One does not know whether such an F exists for an arbitrary spherical object E , but
it does exist in all known examples. If E is a line bundle, take F = E ⊗ I∗x ⊗ Iy , where
x, y ∈ S are distinct points. If E is the structure sheaf of a (−2)-curve, take F = Ox for
some point x not on the curve. For a construction of F when E is an arbitrary stable
vector bundle, see [34, Example 1.24].
6We cannot rule out the possibility that kerR = 0, but this does not affect the argument
that follows.
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Proof. For all k,m ∈ Z we have
Hom(A,B[k]) = Hom(TmA,TmB[k])
= Hom(A[mi], B[k +mj])
= Hom(A,B[k +m(j − i)]),
which vanishes for |m| ≫ 0 because X is smooth. Similarly, Hom(B,A[k]) =
0 for all k.
Thus if TF were ϕ(TE ) or a shift of it, then one of the objects in (1.7) would
be orthogonal to the spanning class imF ∪kerR, hence would be zero, which
gives a contradiction.
In the introduction we observed that TF is not generated by shifts, line
bundles, automorphisms of S[2], or twists around P2-objects, because these
all preserve rank (up to sign) while TF sends the structure sheaf of a point
to a rank-2 sheaf shifted by 2. Another known autoequivalence of Db(S[2])
is the following EZ-spherical twist [19, Example 8.49(iv)]: Consider
E = {ξ ∈ S[2] : supp ξ is a single point},
which is the exceptional divisor of the Hilbert–Chow morphism S[2] → S(2).
It is a P1-bundle over S – the projectivization of the tangent bundle, in
fact. Let q : E → S be the P1-bundle, and let i : E → S[2] be the inclusion.
Then from Proposition 1.1 and the examples in §1.2 we easily check that
i∗q
∗ : Db(S) → Db(S[2]) is spherical with cotwist [−2]. But EZ-spherical
twists preserve rank as well: if F ∈ Db(S[2]) then from the triangle
i∗q
∗q∗i
!F → F → Ti∗q∗F
we see that
rankTi∗q∗F = rankF − rank i∗q
∗q∗i
!F
= rankF − 0.
Of course one would like to know whether TF is in the subgroup generated
by these rank-preserving equivalences and the image of Ploog’s map ϕ, but
this question is too difficult to settle at present.
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1.5 Proof of equivalence
We conclude with an alternate proof that T is an equivalence, following
Ploog [34, Thm. 1.27].
Theorem 1 (Rouquier, Anno). If F : A → B is spherical then the twist T
is an equivalence.
Proof. In the previous section we saw that imF ∪ kerR is a spanning class
for B. By [19, Prop. 1.49], we can show that T is fully faithful by showing
that the natural map
Hom(B,B′[i])→ Hom(TB, TB′[i])
is an isomorphism for all B,B′ ∈ (imF ∪ kerR) and all i ∈ Z. Since
imF ∪ kerR is closed under shifts, we need only consider i = 0.
We check this in four cases. First, if B,B′ ∈ kerR then TB = B
and TB′ = B′, as we saw in the previous section, so Hom(TB, TB′) =
Hom(B,B′). Next, if FA ∈ imF and B ∈ kerR = kerL then
Hom(TFA, TB) = Hom(FCA[1], B)
= Hom(CA[1], RB)
= 0
= Hom(FA,B)
Hom(TB, TFA) = Hom(B,FCA[1])
= Hom(LB,CA[1])
= 0
= Hom(B,FA).
Last, if FA,FA′ ∈ imF then
Hom(TFA, TFA′) = Hom(T lTFA,FA′)
= Hom(T lFCA[1], FA′)
= Hom(FC lCA,FA′)
= Hom(FA,FA′)
(1.8)
where in the second line we have use (1.3), in the third we have used (1.5),
and in the last we have C lC = idA because C is an equivalence. But this is
not quite enough: we must show that
T lTF
ǫF
−→ F
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is an isomorphism. The chain of equalities (1.8) suggests showing that it
equals the composition
T lTF ∼= T lFC[1] ∼= FC lC
Fǫ
−→ F.
This is terribly boring, and we prove it as a separate lemma below; in fact
they are the same up to a sign, which is good enough.
Now T is fully faithful, so by [19, Ex. 1.51] we can show that it is an equiv-
alence by showing that ker T l = 0. If B ∈ ker T l then C lLB = LT lB[1] = 0,
but C l is an equivalence, so LB = 0. Take left adjoints of (1.1) to get an
exact triangle
T l → idB → FL,
from which we see that if T lB = 0 then B = 0.
Lemma 1.3. Let F : A → B be a functor, not necessarily spherical, with
left and right adjoints L and R, let T and C be the twist and cotwist as in
§1.1, and let T l and C l be their left adjoints. Then the compositions
T lFC[1] ∼= T lTF
ǫF
−→ F
T lFC[1] ∼= FC lC
Fǫ
−→ F,
where the isomorphisms ∼= are as in (1.3) and (1.5), are equal up to a sign.
Proof. First note that for any two functors Φ,Ψ: C → D with left adjoints
Φl,Ψl : D → C, a natural transformation τ : Φ → Ψ determines a natural
transformation τ l : Φl → Ψl, and the diagram
ΨlΦ
τ lΦ

Ψlτ // ΨlΨ
ǫ

ΦlΦ ǫ
// idC
commutes. This is clear if C and D are the derived categories of smooth
compact spaces, Φ and Ψ are Fourier–Mukai functors, and τ is induced by a
map of kernels, because Φl and Ψl are induced by the dual kernels (tensored
with the shift of a line bundle). But it is true in any category: τ l is the
composition Ψl
Ψlη
−−→ ΨlΦΦl
ΨlτΦl
−−−−→ ΨlΨΦl
ǫΦl
−−→ Φl, and it is easy to check
that the diagram above commutes.
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Consider the diagram7
FC lRF

// FC lC

Fǫ
❅❅
❅❅
❅❅
❅❅
❅❅
❅
❅❅
❅❅
❅❅
❅❅
❅FLTF [−1]

// FLFRF

ǫF
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹
Fǫ
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
// FLFC

T lTF
ǫF
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
// T lFRF [1] // T lFC[1] F
F.
The two “kites” (involving ǫF and Fǫ) commute by the preceding discussion,
taking τ : Φ → Ψ to be T [−1] → FR or RF → C. The three squares
obviously commute. The two horizontal compositions and the two vertical
compositions are isomorphisms as we saw in (1.3) and (1.5). Thus the
composition FLFRF → T lFC[1] is an epimorphism, so to prove the lemma
it is enough to show that the compositions
FLFRF → T lFC[1]
∼=
←− T lTF
ǫF
−→ F (1.9)
FLFRF → T lFC[1]
∼=
←− FC lC
Fǫ
−→ F (1.10)
are equal up to a sign.
With reference to the big diagram above, we can rewrite (1.9) in the
following steps:
FLFRF → FLFC → T lFC[1]
∼=
←− T lTF
ǫF
−→ F
FLFRF → FLFC
∼=
←− FLTF [−1]→ T lTF
ǫF
−→ F
FLFRF → FLFC
∼=
←− FLTF [−1]→ FLFRF
ǫF
−→ F. (1.11)
In §1.3 we saw that the idempotent
FLFRF → FLFC
∼=
←− FLTF [−1]→ FLFRF,
which is the first three steps of (1.11), equals the identity minus
FLFRF
FLǫF
−−−→ FLF
FLFη
−−−−→ FLFRF. (1.12)
7This diagram contains no exact triangles.
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The map FLFRF
ǫF
−→ F , which is the last step of (1.11), can be factored
as
FLFRF
FǫRF
−−−−→ FRF
ǫF
−→ F. (1.13)
The composition of (1.12) and (1.13) is just FLFRF
Fǫ
−→ F , as we see from
the following diagram:
FLFRF
FǫRF
&&▲
▲▲
▲▲
▲▲
▲▲
▲
FLFRF
FLǫF // FLF
FLFη
99rrrrrrrrrr
Fǫ
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
FRF
ǫF // F.
F
Fη
88rrrrrrrrrrr
We conclude that (1.11), and hence (1.9), equals FLFRF
ǫF−Fǫ
−−−−→ F .
Similarly we find that (1.10) equals FLFRF
Fǫ−ǫF
−−−−→ F .
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2 Hilbert scheme calculation
In this section we prove the following:
Theorem 2. Let S be a complex projective K3 surface, S[n] its Hilbert
scheme of length-n subschemes, Z = Zn ⊂ S×S
[n] the universal subscheme,
F : Db(S) → Db(S[n]) the functor induced by the ideal sheaf IZ, and R the
right adjoint of F .
(a) There is an isomorphism
RF ∼= idS ⊕[−2]⊕ [−4]⊕ · · · ⊕ [−2n + 2].
(b) This isomorphism can be chosen so that the map
RF [−2] →֒ RFRF
RǫF
−−→ RF,
when written in components
[−2]⊕ [−4]⊕ · · · ⊕ [−2n] −→ idS ⊕[−2]⊕ · · · ⊕ [−2n+ 2],
is of the form 

0
1 0
1 0
. . .
. . .
1 0 ∗
1 ∗


.
In addition to F , we will consider the functors F ′, F ′′ : Db(S)→ Db(S[n])
induced by OS×S[n] and OZ respectively, and their right adjoints R
′ and R′′.
We have exact triangles of functors
F → F ′ → F ′′
R′′ → R′ → R.
In §2.1 we give an exposition of the “nested Hilbert scheme” which will be
central to our computations. In §§2.2–2.4 we compute R′F ′, R′F ′′, R′′F ′,
and R′′F ′′, and enough information about the maps between them to deter-
mine RF through some long exact sequences. In §2.5 we prove statement
(b) about the monad structure of RF .
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2.1 Nested Hilbert schemes
The nested Hilbert scheme is
S[n−1,n] = {(ζ, ξ) ∈ S[n−1] × S[n] : ζ ⊂ ξ}.
Like S[n], it is 2n-dimensional and smooth [38]. We give a quick tour of its
geometry, following Ellingsrud and Strømme [15]. This discussion is valid
for any smooth surface.
For motivation, recall that S[2] has a very simple construction: let ∆ ⊂
S×S be the diagonal; then the involution of S×S lifts to Bl∆(S×S), fixing
the exceptional divisor E, and the quotient is S[2]. We summarize this in
the diagram
E ⊂

Bl∆(S × S)
g
//
γ

S[2]
∆ ⊂ S × S.
The map π1γ × g : Bl∆(S × S) → S × S
[2] is an embedding, and its image
is the universal subscheme Z2.
For n > 2, the picture will be
E ⊂

S[n−1,n]
g
//
γ=q×f

S[n]
Zn−1 ⊂ S × S
[n−1],
where f : S[n−1,n] → S[n−1] and g : S[n−1,n] → S[n] are the obvious maps and
q : S[n−1,n] → S sends a pair ζ ⊂ ξ to the point where they differ, that is,
where the kernel of Oξ → Oζ is supported, which we will call ξ \ ζ.
8
Let φ = q × g : S[n−1,n] → S × S[n]. For any (ζ, ξ) ∈ S[n−1,n] we have an
exact sequence
0→ Oξ\ζ → Oξ → Oζ → 0
so we see that the fiber of φ over (x, ξ) is PHom(Ox,Oξ)
∗.9 Thus the image
of φ is Zn, and φ is an isomorphism over the set of (x, ξ) ∈ Zn where the
8But note that there is no similar map S[n−m,n] → S[m] for m > 1, because the kernel
of Oξ ։ Oζ need not be a quotient of OS .
9In this section only, we use Grothendieck’s convention that P is the projective space
of 1-dimensional quotients. The reason will be clear in the next paragraph.
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length of ξ at x is 1, so φ is a resolution of singularities for Zn. Since the
fibers of φ are projective spaces, we have
φ∗OS[n−1,n] = OZn ,
so Zn has rational singularities.
Next let γ = q × f : S[n−1,n] → S × S[n−1]. For any (ζ, ξ) ∈ S[n−1,n] we
have an exact sequence
0→ Iξ → Iζ → Oξ\ζ → 0
so we see that the fiber of γ over (x, ζ) is PHom(Iζ ,Ox)
∗ = P(Iζ |x), so
S[n−1,n] is isomorphic to the projectivization10
PIZn−1 = Proj(OS×S[n−1] ⊕ IZn−1 ⊕ Sym
2 IZn−1 ⊕ · · · ).
The blowup
BlZn−1(S × S
[n−1]) = Proj(OS×S[n−1] ⊕ IZn−1 ⊕ I
2
Zn−1 ⊕ · · · )
naturally embeds into PIZn−1
∼= S[n−1,n], and since the latter is smooth,
hence irreducible, the embedding is an isomorphism. Note that the rational
map g ◦ γ−1 : S × S[n−1] //❴❴❴ S[n] just sends a pair (x, ζ) /∈ Zn−1 to x ∪ ζ.
Now Zn−1 is singular for n > 3, and it is perhaps strange to blow up a
smooth variety along a singular center and end up with a smooth variety.
But γ behaves in many ways like a blowup along a smooth center:
Proposition 2.1.
(a) γ∗OS[n−1,n] = OS×S[n−1].
(b) The exceptional divisor
E = γ−1(Zn−1) = {(ζ, ξ) ∈ S
[n−1,n] : (ξ \ ζ) ∈ ζ}
is irreducible.
(c) The relative canonical bundle ωγ = OS[n−1,n](E).
(d) γ∗OE(E) = 0.
10For the reader who is uncomfortable with projectivizing sheaves that are not vector
bundles, I recommend [14, pp. 103, 115, and 170–171].
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Proof.
(a) The fibers of γ are projective spaces.
(b) This is proved in [15, §3].
(c) Let Z ′n−1 be the singular locus of Zn−1, and let E
′ = γ−1(Z ′n−1). Then
γ : (S[n−1,n] \ E′) → (S × S[n−1] \ Z ′n−1) is a blow-up along a smooth
center of codimension 2, so the line bundles ωγ and OS[n−1,n](E) agree
away from E′. But E′ is a proper subset of the irreducible divisor E,
so it has codimension at least 2 in S[n−1,n], so the claim follows by
Hartogs’ theorem.
(d) Take the exact sequence
0→ OS[n−1,n] → OS[n−1,n](E)→ OE(E)→ 0
and apply γ∗ to get an exact triangle
OS×S[n−1] → OS×S[n−1] → γ∗OE(E).
The first map is an isomorphism away from γ(E) = Zn−1, which has
codimension 2, so it is an isomorphism.
We conclude with the following fact:
Proposition 2.2. The map q is a submersion.
Proof. This can be proved by working directly with the tangent spaces, but
the proof is messy. Instead we give a quick transcendental proof. By Sard’s
theorem, q is a submersion over almost all x ∈ S. If S = C2, this implies that
q is a submersion everywhere by translation. Now for any smooth surface
S, let (ζ, ξ) ∈ S[n−1,n] and let U ⊂ S be an analytic neighborhood of supp ξ
isomorphic to an open set in C2, possibly disconnected. Then U [n−1,n] is a
neighborhood of (ζ, ξ), and we have
U [n−1,n] 

//
q

(C2)[n−1,n]
q

U 

// C2.
The horizontal maps are embeddings of open sets, and we have just seen
that the right-hand q is a submersion.
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2.2 R′F′,R′F′′,R′′F′, and the maps between them
We return to the setting of Theorem 2, so S is a K3 surface and Z is short
for Zn ⊂ S × S
[n].
R′F′. It will be convenient to use the same name to refer to a functor and
the kernel that induces it; thus
F ′ = OS×S[n]
R′ = OS[n]×S [2]
R′F ′ = πSS∗OS×S[n]×S [2]
where πSS is the projection S × S
[n] × S → S × S. Then we see that
R′F ′ = OS×S ⊗ RΓ(OS[n])[2]
= OS×S[2]⊕OS×S ⊕OS×S [−2]⊕ · · · ⊕ OS×S[−2n + 2].
R′F′′. Next we have F ′′ = OZ , so R
′F ′′ = πSS∗OS×Z [2]. Consider the
diagram
S[n−1,n]
γ=f×q

φ=g×q
// S[n] × S
πS

S[n−1] × S
̟S
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
S.
(2.1)
Then we have
R′F ′′ = OS ⊠ πS∗OZ [2]
= OS ⊠ πS∗φ∗OS[n−1,n] [2]
= OS ⊠̟S∗γ∗OS[n−1,n] [2]
= OS ⊠̟S∗OS[n−1]×S[2]
= OS×S ⊗ RΓ(OS[n−1])[2]
= OS×S [2]⊕OS×S ⊕OS×S[−2]⊕ · · · ⊕ OS×S [−2n+ 4].
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R′F. Next I claim that the map R′F ′ → R′F ′′ induces an isomorphism on
Hi for i < 2n− 2, so
R′F = OS×S[−2n+ 2].
This amounts to claiming that in the diagram (2.1), the restriction map
OS[n]×S → φ∗OS[n−1,n] induces an isomorphism on R
iπS∗ for i < 2n. We
check this fiberwise. Since q is a submersion, its fibers are smooth. Over a
point x ∈ S, the fiber of (2.1) is
q−1(x)
f

g
// S[n]

S[n−1]
$$■
■■
■■
■■
■■
■
x.
Now we want to show that g∗ : H i(OS[n])→ H
i(Oq−1(x)) is an isomorphism
for i < 2n. Let σ be a non-vanishing holomorphic 2-form on S, and let
σn−1 and σn be the induced holomorphic 2-forms on S
[n−1] and S[n] con-
structed by Beauville [4, Prop. 5]. From his construction it is easy to check
that on S[n−1,n] we have g∗σn = q
∗σ + f∗σn−1. Thus the generator σ¯
j
n of
H2j(OS[n]) maps to f
∗σ¯jn−1 ∈ H
2j(Oq−1(x)). But since f∗Oq−1(x) = OS[n−1] ,
the map f∗ : H i(OS[n−1])→ H
i(Oq−1(x)) is an isomorphism, so f
∗σ¯jn−1 gen-
erates H2j(Oq−1(x)) for j < n, as desired.
R′′F′ and RF′. By duality we have
R′′F ′ = OS×S ⊗ RΓ(OS[n−1])
= OS×S ⊕OS×S[−2]⊕ · · · ⊕ OS×S [−2n+ 2],
and the map R′′F ′ → R′F ′ induces an isomorphism on Hi for i > −2, so
RF ′ = OS×S [2].
22
2.3 Main calculation: R′′F′′
In this section we show that
R′′F ′′ = (O∆ ⊗ RΓ(OS[n−1]))⊕ (OS×S ⊗ RΓ(OS[n−2])) (2.2)
= (O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 4]⊕O∆[−2n+ 2])
⊕ (OS×S ⊕OS×S [−2]⊕ · · · ⊕ OS×S[−2n + 4]).
The essential reason is as follows. We have
R′′F ′′ = πSS∗(OZ×S ⊗O
∗
S×Z [2]),
where the tensor product is taken on S × S[n] × S, and OZ×S ⊗ O
∗
S×Z is
supported on (Z×S)∩ (S×Z) ∼= Z×S[n] Z, which has two irreducible com-
ponents: the diagonal Z, and the rest, which is birational to S×S×S[n−2].
These two components are responsible for the two summands of (2.2). We
mention this now for fear that it will be obscured in the computation that
follows.
To carry out the computation, replace Z×S[n]Z with the following partial
desingularization:
X := Z ×S[n] S
[n−1,n]
= {(x, ζ, ξ) ∈ S × S[n−1,n] : x ∈ ξ}.
The diagram
X
φ˜′

ı˜ // S × S[n−1,n]
φ′:=1×g×q

Z × S
i
// S × S[n] × S
is Cartesian, and we have
OZ×S ⊗O
∗
S×Z [2] = Hom(φ
′
∗OS×S[n−1,n] , i∗OZ×S)[2]
= φ′∗(φ
′∗i∗OZ×S ⊗ π
∗
2O(E))
= φ′∗(˜ı∗OX ⊗ π
∗
2O(E)).
In the second line, π2 is the projection S × S
[n−1,n] → S[n−1,n], and we
have used Grothendieck duality: from Proposition 2.1(c) we know that
OS[n−1,n](E) is the relative canonical bundle of γ : S
[n−1,n] → S × S[n−1],
hence is the canonical bundle of S[n−1,n], so π∗2O(E) is the canonical bundle
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of S × S[n−1,n], hence is the relative canonical bundle of φ′. In the third
line we have used the base change criterion in Appendix A, which requires
that every irredicible component of X have dimension 2n; to see that this
is true, observe that Z is flat and finite over S[n], so X flat and finite over
S[n−1,n], and since the latter is smooth, X is Cohen–Macaulay, hence equidi-
mensional.
We can see the two irreducible components of X explicitly: define maps
δ = q × 1 : S[n−1,n] → S × S[n−1,n] ǫ : S[n−2,n−1,n] → S × S[n−1,n]
(ζ, ξ) 7→ (ξ \ ζ, ζ, ξ) (η, ζ, ξ) 7→ (ζ \ η, ζ, ξ).
Then we have ı˜(X) = im δ ∪ im ǫ. In §2.A below we show that S[n−2,n−1,n],
though not smooth [11], is indeed irreducible. Let us manipulate the short
exact sequence
0→ Iim ǫ/ı˜(X) → Oı˜(X) → Oim ǫ → 0.
The first term is isomorphic to the ideal sheaf of im δ∩im ǫ in im δ; moreover δ
is an embedding, and im δ∩im ǫ = δ(E), so the first term becomes δ∗O(−E).
For the third term, note that the fiber of ǫ over a point (x, ζ, ξ) ∈ S×S[n−1,n]
is a (possibly empty) projective space PHom(Ox,Oζ)
∗, so ǫ∗OS[n−2,n−1,n] =
Oim ǫ. Thus we have
0→ δ∗O(−E)→ ı˜∗OX → ǫ∗OS[n−2,n−1,n] → 0.
Tensor with π∗2O(E) and use the projection formula to get
0→ δ∗OS[n−1,n] → ı˜∗OX ⊗ π
∗
2O(E)→ ǫ∗ǫ
∗π∗2O(E)→ 0.
Now apply πSS∗φ
′
∗. For the first term, observe that the diagram
S[n−1,n]
γ=q×f

δ=q×1
// S × S[n−1,n]
φ′=1×g×q

S × S[n−1]
π1

S × S[n] × S
πSS

S
∆
// S × S
commutes, and we have seen that γ∗OS[n−1,n] = OS×S[n−1], so the first term
becomes O∆⊗RΓ(OS[n−1]). The second term becomes R
′′F ′′. For the third
term, observe that the composition
S[n−2,n−1,n]
ǫ
−→ X
φ′
−→ S × S[n] × S
πSS−−→ S × S
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sends a point (η, ζ, ξ) to (ζ \ η, ξ \ ζ), hence equals the vertical composition
in the diagram
S[n−2,n−1,n]

π2ǫ // S[n−1,n]
γ

S[n−2,n−1] × S

// S[n−1] × S
S[n−2] × S × S

S × S.
Using base change around the square (again by Appendix A) and the fact
that γ∗O(E) = OS[n−1]×S , we find that the third term becomes OS×S ⊗
RΓ(OS[n−2]). Thus we get an exact triangle
O∆ ⊗ RΓ(OS[n−1])→ R
′′F ′′ → OS×S ⊗RΓ(OS[n−2]), (2.3)
which must split because Exti(OS×S ,O∆) = H
i(OS) vanishes when i is odd.
2.4 Cancellation
Now we assemble what we know about R′F ′, R′F ′′, R′′F ′, R′′F ′′, and the
maps between them to show that
RF ∼= O∆ ⊗ RΓ(OS[n−1])
= O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 2].
For the reader’s convenience we recall from the last two sections that
R′F ′ = O[2]⊕ · · · ⊕ O[−2n+ 2]
R′F ′′ = O[2]⊕ · · · ⊕ O[−2n+ 4]
R′′F ′ = O ⊕ · · · ⊕ O[−2n+ 2]
R′′F ′′ = O ⊕ · · · ⊕ O[−2n+ 4]⊕O∆ ⊕ · · · ⊕ O∆[−2n+ 2],
where O is short for OS×S .
We have a diagram of exact triangles
R′′F ′ //

R′F ′ //

RF ′

R′′F ′′ // R′F ′′ // RF ′′.
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Let us take cohomology sheaves of this to get a diagram of exact sequences
Hi(R′′F ′) //

Hi(R′F ′) //

Hi(RF ′) //

Hi+1(R′′F ′) //

Hi+1(R′F ′)

Hi(R′′F ′′) // Hi(R′F ′′) // Hi(RF ′′) // Hi+1(R′′F ′′) // Hi+1(R′F ′′)
for various i.
• For i = −2, we have
0

// O // ?

// 0

// 0

0 // O // ? // 0 // 0,
so
H−2(RF ′) = H−2(RF ′′) = O
and the map between them is an isomorphism.
• For i = −1, we have
0 //

0 //

? //

O

O
0 // 0 // ? // O ⊕O∆ // O.
Since the right-hand square is commutative, the map O⊕O∆ → O is
split, so its kernel is O∆, so
H−1(RF ′) = 0 H−1(RF ′′) = O∆.
• For i = 0, we have
O

O // ? //

0 //

0

O ⊕O∆ // O // ? // 0 // 0.
Then O ⊕O∆ → O is surjective, so we get
H0(RF ′) = H0(RF ′′) = 0.
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• For 1 ≤ i ≤ 2n − 4, we get the same result as for i = −1 and i = 0
over and over.
• For i = 2n− 3, we have
0 //

0 //

? //

O

O

0 // 0 // ? // O∆ // 0,
so
H2n−3(RF ′) = 0 H2n−3(RF ′′) = O∆.
• For i = 2n− 2, we have
O

O //

? //

0 //

0

O∆ // 0 // ? // 0 // 0,
so
H2n−2(RF ′) = H2n−2(RF ′′) = 0.
Now we take cohomology sheaves of the exact triangle
RF → RF ′ → RF ′′
to get a long exact sequence
0 → H−2(RF ) → O = O
→ H−1(RF ) → 0 → O∆
→ H0(RF ) → 0 · · · 0
→ H2n−3(RF ) → 0 → O∆
→ H2n−2(RF ) → 0 → 0
which gives
Hi(RF ) =
{
O∆ i = 0, 2, . . . , 2n − 2
0 otherwise.
Thus RF has a filtration whose associated graded object is O∆⊕O∆[−2]⊕
· · ·⊕O∆[−2n+2]. But Ext
i
S×S(O∆,O∆) = HH
i(S) vanishes when i is odd,
so the filtration splits.
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2.5 Monad structure
Having proved part (a) of Theorem 2, that
RF ∼= O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 2], (2.4)
we now consider the monad structure RFRF
RǫF
−−→ RF .11 Presumably it
is like multiplication in H∗(Pn−1), but we will prove the following weaker
statement, which is sufficient for our purposes in §3:
Theorem 2. (b) The isomorphism (2.4) can be chosen so that the map
RF [−2] →֒ RFRF
RǫF
−−→ RF,
when written in components
O∆[−2]⊕O∆[−4]⊕ · · · ⊕ O∆[−2n]
−→ O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 2],
is of the form 

0
1 0
1 0
. . .
. . .
1 0 ∗
1 ∗


.
We introduce the endofunctor
Φ := idS ⊗RΓ(OS[n])
of Db(S), with a monad structure given by the ring structure in the second
factor, and a map of monads ϕ : Φ→ RF . We define ϕ as the adjoint to the
natural transformation ϕ˜ : F ⊗ RΓ(OS[n])→ F given by
F (−)⊗OS[n] ⊗ RΓ(OS[n])
1⊗eval
−−−−→ F (−)⊗OS[n] .
That is, ϕ is the composition
idS ⊗RΓ(OS[n])
η⊗1
−−→ RF ⊗ RΓ(OS[n])
Rϕ˜
−−→ RF.
It is straightforward to check that this is a map of monads.
11For background on monads in general see [29, §VI.1].
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Lemma 2.3. The map ϕ : Φ → RF induces an isomorphism on Hi for
i = 0, 2, . . . , 2n− 2.
Before proving this claim we show how it implies Theorem 2(b). Write
ϕ in components
O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n + 2]⊕O∆[−2n]
−→ O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 2],
so it is of the form
ϕ =


a0 ∗ ∗
a1 ∗ ∗
. . .
. . .
. . .
an−2 ∗ ∗
an−1 ∗

 (2.5)
where a0, a1, . . . , an−1 ∈ Hom(O∆,O∆) = C are non-zero. Then we can
compose the isomorphism (2.4) with an automorphism of
O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 2]
of the form 

a−10 ∗ · · · ∗ ∗
a−11 · · · ∗ ∗
. . .
...
...
a−1n−2 ∗
a−1n−1


so that (2.5) becomes
ϕ =


1
1
. . .
1 ∗
1 ∗

 . (2.6)
Now we have a commutative diagram
Φ[−2] 

//
ϕ[−2]

ΦΦ //
ϕϕ

Φ
ϕ

RF [−2] 

// RFRF // RF ;
(2.7)
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to see that the left-hand square commutes, observe that
O∆[−2]


// Φ
ϕ

O∆[−2]


// RF
commutes because ϕ is of the form (2.6). Now the composition across the
top of (2.7) is 

0
1 0
1 0
. . .
. . .
1 0

 ,
and the outside vertical maps are (2.6), so the composition across the bottom
is necessarily 

0
1 0
. . .
. . .
1 0 ∗
1 ∗

 ,
as desired.
Now we work toward proving Lemma 2.3. We calculated RF by first
calculating R′′F ′′ and then chasing through some long exact sequences, so
to understand the map ϕ : Φ → RF we will first study the analogous map
ϕ′′ : Φ→ R′′F ′′. Recall that
Hi(R′′F ′′) =


O ⊕O∆ i = 0, 2, . . . , 2n − 4
O∆ i = 2n − 2
0 otherwise.
Lemma 2.4. The map ϕ′′ : Φ → R′′F ′′ induces a non-zero map on Hi for
i = 0, 2, . . . , 2n− 2.
Proof. Again let q and g be as in
S[n−1,n]
q

g
// S[n]
S
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and recall that F ′′ = g∗q
∗, so R′′ = q∗g
!. We can factor ϕ′′ as
Φ
ψ
−→ q∗q
∗ q∗ηq
∗
−−−→ q∗g
!g∗q
∗, (2.8)
as follows. Let ψ be adjoint to the map ψ˜ : q∗ ⊗RΓ(OS[n])→ q
∗ given by
q∗(−)⊗ g∗OS[n] ⊗RΓ(OS[n])
1⊗g∗eval
−−−−−→ q∗(−)⊗ g∗OS[n] . (2.9)
More explicitly, for i ∈ Z and τ ∈ H i(OS[n]) = Hom(OS[n] [−i],OS[n]) we are
talking about
q∗(−)⊗ g∗OS[n] [−i]
1⊗g∗τ
−−−−→ q∗(−)⊗ g∗OS[n] .
Apply g∗ to (2.9) and use functoriality of the projection formula to get
g∗q
∗(−)⊗OS[n] ⊗RΓ(OS[n])
1⊗eval
−−−−→ g∗q
∗(−)⊗OS[n],
which is exactly the map
ϕ˜′′ : F ′′ ⊗ RΓ(OS[n])→ F
′′
adjoint to ϕ′′. So g∗ψ˜ = ϕ˜
′′, and thus the diagram
idS ⊗RΓ(OS[n])
η⊗1
//
η⊗1 ))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
q∗q
∗ ⊗ RΓ(OS[n])
q∗ψ˜
//
q∗ηq∗⊗1

q∗q
∗
q∗ηq∗

q∗g
!g∗q
∗ ⊗ RΓ(OS[n])
q∗g!ϕ˜′′
// q∗g
!g∗q
∗
commutes, which gives the desired factorization (2.8).
Recall that
q∗q
∗ = idS ⊗q∗OS[n−1,n] = idS ⊗RΓ(OS[n−1])
= O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 2].
From (2.3) we know that the cone on q∗q
∗ q∗ηq
∗
−−−→ R′′F ′′ is O⊕O[−2]⊕ · · · ⊕
O[−2n+4], so the induced map Hi(q∗q
∗)→Hi(R′′F ′′) is certainly non-zero
for i = 0, 2, . . . , 2n − 2. Thus we need only show that ψ : Φ → q∗q
∗ induces
isomorphisms on Hi for i = 0, 2, . . . , 2n−2. But this boils down to the claim
that the natural map
H i(OS[n])→ H
i(q∗g
∗OS[n])
is an isomorphism for i = 0, 2, . . . , 2n − 2, which we proved in §2.2.
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Proof of Lemma 2.3. First we prove the claim for i = 0, 2, . . . , 2n− 4, post-
poning the case of i = 2n− 2 for a moment. The diagram
Φ
ϕ

ϕ′′
// R′′F ′′

RF // R′′F [1]
commutes for formal reasons. To understand R′′F [1], take the triangle
R′F → RF → R′′F [1]
and recall that R′F = O[−2n+2]. Thus the map Hi(RF )→Hi(R′′F [1]) is
an isomorphism for i = 0, 2, . . . , 2n−4, so it is enough to show that Hi(Φ)→
Hi(R′′F [1]) is an isomorphism for i = 0, 2, . . . , 2n − 4. From the diagram
chase in §2.4 we see that Hi(R′′F ′′)→ Hi(R′′F [1]) for i = 0, 2, . . . , 2n− 4 is
the projection O ⊕O∆ → O∆, which together with Lemma 2.4 gives what
we want.
Now we prove the claim for i = 2n − 2. It is not obvious whether the
map H2n−2(R′F )→H2n−2(RF ), which is O → O∆, is zero or non-zero, but
rather than decide the question we give a proof in both cases.
Case 1: H2n−2(R′F ) → H2n−2(RF ) is zero. Then we see that the map
H2n−2(RF ) → H2n−2(R′′F [1]) is an isomorphism. Since H2n−1(R′′F ′) = 0
we see that the map H2n−2(R′′F ′′)→ H2n−2(R′′F [1]), which is O∆ → O∆,
is an isomorphism as well, which together with Lemma 2.4 gives what we
want.
Case 2: H2n−2(R′F )→ H2n−2(RF ) is non-zero. Then we have
Hi(R′′F [1]) =


O∆ i = 0, 2, . . . , 2n − 4
I∆ i = 2n− 3
0 otherwise.
Since Exti(O∆,O∆) vanishes when i is even and Ext
i(I∆,O∆) vanishes when
i is odd, R′′F [1] must split as the sum of its cohomology sheaves:
R′′F [1] ∼= O∆ ⊕O∆[−2]⊕ · · · ⊕ O∆[−2n+ 4]⊕ I∆[−2n + 3].
Moreover the component O∆[−2n + 2] → I∆[−2n + 3] of RF → R
′′F [1] is
non-zero.
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Observe that Hom(O∆[−2n + 2], I∆[−2n + 3]) = Ext
1(O∆, I∆) = C.
Thus it is enough to show that the component O∆[−2n+2]→ I∆[−2n+3]
of R′′F ′′ → R′′F [1] is non-zero. Consider the triangle
R′′F ′ → R′′F ′′ → R′′F [1]
and recall that
R′′F ′ = O ⊕O[−2]⊕ · · · ⊕ O[−2n+ 2].
Since H2n−2(R′′F [1]) = 0, the component O[−2n + 2] → O∆[−2n + 2] of
R′′F ′ → R′′F ′′ is non-zero, so the component O∆[−2n + 2] → I∆[−2n + 3]
of R′′F ′′ → R′′F [1] is non-zero as desired.
2.A Appendix: Irreducibility of S [n−2,n−1,n]
In this section we show that if S is a smooth surface then the nested Hilbert
scheme S[n−2,n−1,n] is irreducible, which we needed in §2.3. Note that not
all nested Hilbert schemes are irreducible: if n≫ 0 then S[1,2,...,n] has com-
ponents whose dimension is greater than the expected 2n.12
To lighten the notation we work with S[n−1,n,n+1]. Recall that S[n] and
S[n−1,n] are smooth of dimension 2n for all n. Write S[n−1,n,n+1] as the
intersection
(S[n−1,n] × S[n+1]) ∩ (S[n−1] × S[n,n+1]) ⊂ S[n−1] × S[n] × S[n+1].
Because the ambient space is smooth, every component of the intersection
has at least the expected dimension(
2n+(2n+2)
)
+
(
(2n−2)+(2n+2)
)
−
(
(2n−2)+2n+(2n+2)
)
= 2n+2.
Consider the fiber square
S[n−1,n,n+1]
g˜
//

S[n,n+1]
f

S[n−1,n] g
// S[n].
Let U = S[n,n+1] \ E, where E is the exceptional divisor. Then the fibers
of f |U are the fibers of (S
[n] × S) \ Z → S[n], which are irreducible surfaces
12I thank Mark Haiman for explaining this to me.
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(S minus finitely many points), so g˜−1(U) = S[n−1,n] ×S[n] U is irreducible.
Thus it is enough to show that dim g˜−1(E) < 2n + 2.
The maps g : S[n−1,n] → S[n] and f |E : E → S
[n] factor through Z.
Ellingsrud and Strømme [15, §3] partition Z into locally closed subsets
Wi = {(x, ζ) ∈ Z : dim(Iζ |x) = i} i ≥ 2
and show that the fiber of E → Z over Wi is P
i−1, the fiber of S[n−1,n] → Z
over Wi is P
i−2, and dimWi ≤ 2n + 4− 2i. Now g˜
−1(E) = S[n−1,n] ×S[n] E
maps to Z ×S[n] Z, which we partition into
Wi ×S[n] Wj = {(w,w
′) ∈Wi ×Wj : π(w) = π(w
′)},
where π : Z → S[n]. Since Z ×S[n] Z → S
[n] is finite, the dimension of
Wi×S[n] Wj is the same as that of its image π(Wi)∩π(Wj), which is at most
2n + 4− 2max{i, j}. Thus the preimage of Wi ×S[n] Wj in S
[n−1,n] ×S[n] E
has dimension at most
(2n + 4− 2max{i, j}) + (i− 2) + (j − 1) ≤ 2n+ 1,
which gives the desired result.
3 P-Functors
3.1 Definition
In view of Theorem 2, we need to define P-functors, generalizing Huybrechts
and Thomas’s P-objects [20]. Let X be a smooth 2n-dimensional complex
projective variety, and recall that an object E ∈ Db(X) is called a Pn-object
if Ext∗(E , E) ∼= H∗(Pn,C) as rings, and E ⊗ ωX ∼= E . The first example is a
line bundle on a hyperka¨hler variety. The second is the structure sheaf of a
Lagrangian Pn in a hyperka¨hler variety: for example, Pn sitting in the total
space of its cotangent bundle, or if S is a K3 surface containing a rational
curve C ∼= P1 then C [n] ∼= Pn ⊂ S[n].
Definition 3.1. A Pn-functor is a functor F : A → B with adjoints L and
R such that:
a. There is an autoequivalence H of A such that
RF ∼= id⊕H ⊕H2 ⊕ · · · ⊕Hn. (3.1)
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b. The map
HRF →֒ RFRF
RǫF
−−→ RF,
when written in components
H ⊕H2 ⊕ · · · ⊕Hn ⊕Hn+1 → id⊕H ⊕H2 ⊕ · · · ⊕Hn,
is of the form 

∗ ∗ · · · ∗ ∗
1 ∗ · · · ∗ ∗
0 1 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · 1 ∗

 .
(This models the fact that the map C[h]/hn+1 → C[h]/hn+1 given by
multiplication by h has kernel C · hn and cokernel C · 1.)
c. R ∼= HnL. If A and B have Serre functors, this is equivalent to
SBFH
n ∼= FSA.
As in §1 we need all functors to be induced by Fourier–Mukai kernels, and
the isomorphism (3.1) to be induced by a map of kernels.
Cautis [8] has recently made a similar definition; he considers only H =
[−2], but we will see interesting examples with H = [−1] as well. Of course
one would like to find examples with more exciting H.
After giving examples of P-functors, we construct the P-twist associated
to a P-functor. There is some work to do beyond simply quoting Huybrechts
and Thomas, because in taking a certain double cone we face a choice that
they do not.
3.2 Examples
1. If E ∈ Db(X) is a Pn-object then F = E ⊗ − : Db(point) → Db(X) is
a Pn-functor with H = [−2].
2. The functor F : Db(S) → Db(S[n]) in the previous section is a Pn−1-
functor with H = [−2]. The condition SS[n]FH
n−1 ∼= FSS is satisfied
because SS[n] = [2n] and SS = [2].
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3. A split spherical functor F : A → B, that is, one where the exact
triangle
idA
η
−→ RF → C
is split, so RF ∼= idA⊕C, is a P
1-functor with H = C. The P1-twist
that we will construct in §3.3 will coincide with the square of the
spherical twist, just as in [20, Prop. 2.9].
4. Let q : E → Z be a Pn-bundle, and let i : E → Ω1q be the zero section
of the relative cotangent bundle. Then F := i∗q
∗ is a Pn-functor with
H = [−2], as follows. The normal bundle of E is Ω1q, so ωi = ωq, so
R = q∗i
!
= q∗(ωi[−n]⊗ i
∗−)
= q∗(ωq[n][−2n]⊗ i
∗−)
= q!i
∗[−2n]
= HnL.
Let p : Ω1q → E be the projection; then for any F ∈ D
b(E) we have
i!i∗F = i
!i∗i
∗p∗F
= i!(p∗F ⊗ i∗OE)
= i∗p∗F ⊗ i!i∗OE
= F ⊗ i!i∗OE .
Moreover,
i!i∗OE = ωi[−n]⊗ i
∗i∗OE
= ωq[−n]⊗ (OE ⊕ Tq[1]⊕ Λ
2Tq[2]⊕ · · · ⊕ Λ
nTq[n])
= OE ⊕ Ω
1
q[−1]⊕ Ω
2
q[−2]⊕ · · · ⊕ Ω
n
q [−n].
Thus for any G ∈ Db(Z) we have
RFG = q∗i
!i∗q
∗G
= q∗(q
∗G ⊗ i!i∗OE)
= G ⊗ q∗(OE ⊕ Ω
1
q[−1]⊕ Ω
2
q[−2]⊕ · · · ⊕ Ω
n
q [−n])
= G ⊗ (OZ ⊕OZ [−2]⊕OZ [−4]⊕ · · · ⊕ OZ [−2n])
since q∗Ω
k
q = OZ [−k].
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If Z is a point then the isomorphism Ext∗(OE ,OE) ∼= H
∗(Pn) is
well-known to be a ring isomorphism. For more general Z, note
that the zeros below the diagonal in hypothesis (b) come for free,
since Ext<0(O∆,O∆) = 0. Thus we need only check that RF [−2] →
RFRF
RǫF
−−→ RF induces an isomorphisms on Hi for 2 ≤ i ≤ 2n − 2.
This can be done pointwise, where it follows from the well-known case.
5. The following example is due to Kawamata [21]. Let X be a 3-fold
with an A2 singularity, X˜ → X the blowup of the singular point, E
the exceptional divisor, l a ruling of the quadric cone E, and B =
⊥〈OE(E)〉 ⊂ D
b(X˜). Then he shows that Perf(X)⊥ ⊂ B is generated
by one object E = OE(−l), that Ext
∗(E , E) ∼= C[h]/h3 as graded rings
with degh = 1, and that the Serre functor SB acts as SBE ∼= E [2]. Thus
the functor E ⊗ − : Db(point)→ B is a P2-functor with H = [−1].
6. Examples like the previous one, which we might sheepishly call RPn-
objects, are equivalent to Toda’s fat spherical objects with A = C[ǫ]/ǫ2
the ring of dual numbers, as follows. Let E ∈ Db(X) be an object
such that Ext∗(E , E) = C[h]/hn+1 with deg h = 1 instead of 2. Let
E ′ ∈ Db(SpecA×X) be the first-order deformation corresponding to
h ∈ Ext1(E , E), and let π : SpecA × X → X; then π∗E
′ is the non-
trivial extension
0→ E → π∗E
′ → E → 0.
Apply Hom(−, E) to get
0→ Hom(E , E)→ Hom(π∗E
′, E)→ Hom(E , E)
·h
−→ Ext1(E , E)→ Ext1(π∗E
′, E)→ Ext1(E , E)
·h
−→ · · ·
·h
−→ Extn(E , E)→ Extn(π∗E
′, E)→ Extn(E , E)→ 0.
Then the boundary maps are all isomorphisms, so Ext∗(π∗E
′, E) ∼=
H∗(Sn,C), so E ′ is a fat spherical object. From the same long exact
sequence we see that the converse holds as well: if Ext∗(π∗E
′, E) ∼=
H∗(Sn,C) then Ext∗(E , E) ∼= C[h]/hn+1 as rings. The Pn-twist that
we will construct in §3.3 will coincide with the fat spherical twist
associated to E∗.
Thus, for example, let X be a 3-fold and let C ⊂ X be a (0,−2)-curve
which deforms to first order but not to second order; then the functor
OC ⊗− : D
b(point)→ Db(X) is a P3-functor with H = [−1].
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3.3 Construction of the P-twist
We first recall Huybrechts and Thomas’s definition of the P-twist associated
to a P-object E . Let h : E [−2]→ E be the map corresponding to a generator
of Ext2(E , E), and let h∗ : E∗[−2]→ E∗ be its transpose. Then P : Db(X)→
Db(X) is the functor induced by the double cone
cone(cone(E∗ ⊠ E [−2]
h∗⊠id− id⊠h
−−−−−−−−→ E∗ ⊠ E)
tr
−→ O∆)
in Db(X × X). Since Ext−1(E∗ ⊠ E [−2],O∆) = Ext
1(E , E) = 0, there is a
unique way to take this double cone.
To define the P-twist associated to a P-functor F , first let j : H → RF
be the map coming from the splitting (3.1), and let f be the composition
FHR
FjR
−−−→ FRFR
ǫFR−FRǫ
−−−−−−→ FR,
where we recall that ǫ : FR → idB is the counit of the adjunction. Then f
replaces h∗ ⊠ id− id⊠h. The composition
FHR
f
−→ FR
ǫ
−→ idB
is zero, so we can take the double cone
cone(cone(FHR
f
−→ FR)
ǫ
−→ idB). (3.2)
But there need not be a unique way to take this double cone, since
Ext−1(FHR, idB) = Ext
−1(H,RF )
need not vanish: for example, if H = [−2] then this Ext group is HH1(A),
and if H = [−1] it is HH0(A), which never vanishes.
We will make an explicit choice for the double cone. The functors T =
cone ǫ and C = cone η, which were equivalences when F was spherical, will
now be used in an auxiliary way. We will produce a lift f˜ as in the diagram
T [−1]

FHR
f˜
::
f
// FR
ǫ

idB
(3.3)
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and define P = cone f˜ [1]; using the octahedral axiom one can check that
this is the same as (3.2).
To produce f˜ , we will lift
T [−1]

FRFR
ǫFR−FRǫ
//
66
FR
(3.4)
using the splitting of FRF discussed in §1.3. Consider the diagram
TFR[−1]
∼=


−Tǫ[−1]
// T [−1]

FRFR

ǫFR−FRǫ
// FR
FCR.
The identity FRFR→ FRFR is the sum of the two idempotents
FRFR→ FCR
∼=
←− TFR[−1]→ FRFR (3.5)
FRFR
ǫFR
−−→ FR
FηR
−−−→ FRFR. (3.6)
The composition of (3.6) with
FRFR
ǫFR−FRǫ
−−−−−−→ FR (3.7)
is zero, so (3.7) equals the composition of (3.5) with (3.7), that is,
FRFR→ FCR
∼=
←− TFR[−1]→ FRFR
ǫFR−FRǫ
−−−−−−→ FR.
Considering the diagram again we see that this equals
FRFR→ FCR
∼=
←− TFR[−1]
−Tǫ[−1]
−−−−−→ T [−1]→ FR,
so for the lift in (3.4) we can take
FRFR→ FCR
∼=
←− TFR[−1]
−Tǫ[−1]
−−−−−→ T [−1].
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Definition 3.2. If F is a P-functor, the associated P-twist is the cone P on
the following composition:
P := cone(FHR[1]
FjR[1]
−−−−→ FRFR[1]→ FCR[1]
∼=
←− TFR
−Tǫ
−−→ T ).
In Example 3 above we claimed that for P1-functors, which are the same
as split spherical functors, the P1-twist is the square of the spherical twist.
To see this, observe that the composition FHR → FRFR → FCR is an
isomorphism in this case, so
P = cone(TFR
−Tǫ
−−→ T ) = TT
since T = cone ǫ.
In Example 6 we claimed that for an “RPn-object” E , the fat spherical
twist associated to E coincides with the Pn-twist associated to E∗. Let E and
E ′ be as in that example and let h : E → E [1] correspond to h ∈ Ext1(E , E),
so we have an exact triangle
E → π∗E
′ → E
h
−→ E [1].
Let h∗ : E [−1]→ E be its transpose, so we have an exact triangle
E∗ → π∗(E
′∗)→ E∗
−h∗
−−→ E∗[1],
where the minus sign is due to the shift. If F : Db(SpecA)→ Db(X) is the
functor induced by E ′ and R is its right adjoint, then FR is induced by
(π13∗(π
∗
12E
′∗ ⊗ π∗23E
′))∗ ∈ Db(X ×X),
where πij are the projections from X × SpecA×X. Now π
∗
23E
′ ∈ Db(X ×
SpecA ×X) is a first-order deformation of OX ⊠ E , and π
∗
12E
′∗ is a defor-
mation of E∗ ⊠OX , so π
∗
12E
′∗ ⊗ π∗23E
′ is a deformation of E∗ ⊠ E , and when
we push down we get an exact triangle
E∗ ⊠ E → π13∗(π
∗
12E
′∗ ⊗ π∗23E
′)︸ ︷︷ ︸
=(FR)∗
→ E∗ ⊠ E
id⊠h−h∗⊠id
−−−−−−−−→ E∗ ⊠ E [1].
Thus we have
T = cone(FR→ id)
= cone(cone(E ⊠ E∗[−1]
id⊠h∗−h⊠id
−−−−−−−−→ E ⊠ E∗)→ id)
as claimed.
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3.4 Action on the spanning class and cohomology
If E is a Pn-object then Huybrechts and Thomas show that the Pn-twist P
sends E to E [−2n] and acts as the identity on E⊥. The action on cohomology
is trivial: the cone on
E∗ ⊠ E [−2]→ E∗ ⊠ E
is zero in K-theory, so O∆ and P are the same in K-theory.
We generalize this Pn-functors. Again the P-twist
P = cone(FHR[1]→ T )
acts as the identity on (imF )⊥ = kerR: if RB = 0 then PB = TB = B. It
acts on imF as follows:
Proposition 3.3. PF ∼= FHn+1[2].
Proof. The functor PF [−1] is the cone on
FHRF
f˜F
−−→ TF [−1],
where f˜ is as in (3.3). If we post-compose with the isomorphism
TF [−1]→ FRF → FC
then the cone is unchanged, so PF [−1] is the cone on
FHRF
fF
−−→ FRF → FC,
or in more detail
FHRF
FjRF
−−−−→ FRFRF
ǫFRF−FRǫF
−−−−−−−−→ FRF → FC. (3.8)
Let us write (3.8) in components with respect to the decompositions
FHRF = FH ⊕ FH2 ⊕ · · · ⊕ FHn ⊕ FHn+1
FC = FH ⊕ FH2 ⊕ · · · ⊕ FHn.
By hypothesis (b) of the definition, the composition
FHRF
FjRF
−−−−→ FRFRF
FRǫF
−−−−→ FRF → FC
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is of the form 

1 ∗ · · · ∗ ∗
0 1 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · 1 ∗

 .
On the other hand, we can get the composition
FHRF
FjRF
−−−−→ FRFRF
ǫFRF
−−−−→ FRF → FC
by taking
FH
Fj
−−→ FRF
ǫF
−→ F,
applying RF = idB ⊕H ⊕ · · · ⊕H
n on the right, and post-composing with
FRF → FC; hence it is of the form

0 ∗
0 ∗
. . .
. . .
0 ∗

 .
Thus (3.8) is of the form

−1 ∗ · · · ∗ ∗
0 −1 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · −1 ∗


and in particular is split, so the cone on (3.8) is FHn+1[1] as desired.
Thus for example if H = [−2] then P acts on imF by [−2n], or if H = [−1]
then P acts on imF by [−n+ 1].
If F : Db(X) → Db(Y ) is a Pn-functor with H = [−2] then P acts
trivially on cohomology, but if H = [−1] or something more interesting then
the action on cohomology may be more interesting as well.
Now we can emulate the end of §1.4 to show that if S is a K3 surface and
F : Db(S)→ Db(S[n]) is a Pn−1-functor with H = [−2] then the P-twist PF
associated to F is different from the known autoequivalences of Db(S[n]).
We know that PF shifts imF by −2n + 2 and fixes kerR. If E ∈ D
b(S)
is a spherical object with E⊥ 6= ∅, TE the spherical twist associated to E ,
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and ϕ : Aut(Db(S)) →֒ Aut(Db(S[n]) Ploog’s map, then there are non-zero
objects which ϕ(TE ) shifts by −2n,−2n+1, . . . ,−2,−1, and 0, so PF is not
a shift of ϕ(TE ). If E ∈ D
b(S[n]) is a Pn-object with E⊥ 6= 013 then PE shifts
E by −2n and fixes E⊥, so PF is not a shift of PE .
3.5 Proof of equivalence
Theorem 3. If F : A → B is a P-functor then the associated P-twist P : B →
B is an equivalence.
Proof. We model our proof on that of Theorem 1. Again we consider the
spanning class Ω = kerR ∪ imF .
First, if B,B′ ∈ kerR then Hom(PB,PB′) = Hom(B,B′). Next, if
FA ∈ imF and B ∈ kerR = kerL then
Hom(PFA,PB) = Hom(FHn+1A[2], B)
= Hom(Hn+1A[2], RB)
= 0
= Hom(FA,B)
Hom(PB,PFA) = Hom(B,FHn+1A[2])
= Hom(LB,Hn+1A[2])
= 0
= Hom(B,FA).
Last, if FA,FA′ ∈ imF then
Hom(PFA,PFA′) = Hom(FHn+1A,FHn+1A′)
= Hom(A,H−n−1RFHn+1A′)
= Hom(A,RFA′)
= Hom(FA,FA′).
Thus P is fully faithful. To show that P is an equivalence, we show that
kerP l = 0. Take left adjoints of PF ∼= Hn+1F [2] to get H−n−1L[−2] ∼= LP l,
13Again, this holds for all known E : if E is a line bundle, consider E ⊗ FO∗x ⊗ FOy,
where x, y ∈ S are distinct points, and if E is the structure sheaf of a Pn ⊂ S[n], consider
the structure sheaf of a point not in the Pn.
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so if P lB = 0 then H−n−1LB = 0, so LB = 0. Take left adjoints of the
definition of P to get
P l[1] = cone(T l → FH−1L[−1]),
from which we see that if P lB = 0 then T lB = 0, so B = 0 as in the proof
of Theorem 1.
4 Cubic 4-fold calculation
Fix a smooth cubic hypersurface X ⊂ P5. Let A ⊂ Db(X) be Kuznetsov’s
K3 subcategory
A := 〈OX ,OX(1),OX (2)〉
⊥
= {A ∈ Db(X) : RHom(OX(i), A) = 0 for i = 0, 1, 2},
let I : A → Db(X) be the inclusion, and let I l and Ir be its left and right
adjoints, which exist because OX , OX(1), and OX(2) form an exceptional
collection. Kuznetsov [24] has shown that A satsifies SA = [2] and
HH i(A) =


1 i = 0
22 i = 2
1 i = 4
0 otherwise,
just like the derived category of a K3 surface.
Let Y ⊂ Gr(2, 6) be the variety of lines on X and let
L = {(x, l) ∈ X × Y : x ∈ l}
be the universal line, with projections X
q
←− L
p
−→ Y . We will consider the
functor F := p∗q
∗I : A → Db(Y ) and its adjoints L = I lq!p
∗ and R = Irq∗p
!.
In §4.1 we explain that Y can be seen as a moduli space of objects in A
and F as the functor induced by the universal object. In §4.2 we prove:
Theorem 4. The functor F : AX → D
b(Y ) is spherical with cotwist C =
[−2]. For any point y ∈ Y , the twist T takes Oy to an object of rank 2, so
T is not generated by the previously-known autoequivalences of Db(Y ).
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4.1 Y as a moduli space of objects in A
Let y ∈ Y be a point, and let l ⊂ X be the corresponding line. We wish to
describe ROy. For general reasons we have
R = SALS
−1
Y = L[−2],
and thus
ROy = LOy[−2] = I
lq!p
∗Oy[−2].
By Grothendieck duality we have q!((−)
∗) = (q∗(−))
∗, and we check that
(p∗Oy)
∗ = p∗Oy[−4] and p∗q
∗Oy = Ol and (Ol)
∗ = Ol(1)[−3],
14 whence
ROy = I
lOl(1)[−1].
Now I l is given by left mutation past OX(2), OX(1), and OX , where we
recall that mutation past OX(i) is
cone
(
OX(i)⊗ RHom(OX(i), −) −→ idX
)
.
We already have RHom(OX(2),Ol(1)) = 0, so mutation past OX(2) does
nothing. Mutation past OX(1) turns Ol(1)[−1] into the twisted ideal sheaf
Il(1).
For mutation past OX , let Fl be the “second syzygy sheaf” defined by
the exact sequence
0→ Fl → OX(−1)
4 → OX → Ol → 0,
where for example if l is the line x0 = x1 = x2 = x3 = 0 then the map
OX(−1)
4 → OX is given by the matrix
(
x0 x1 x2 x3
)
. Then Fl is a
reflexive sheaf of rank 3, locally free away from l, and mutation past OX
turns Il(1) into Fl(1)[1].
Kuznetsov and Markushevich [26, §5] have shown that Fl is a stable
sheaf, that Fl 6∼= Fl′ when l 6= l
′, and that the natural map Ty,Y →
Ext1(Fl,Fl) is an isomorphism. Thus Y can be seen as a moduli space
of objects in A.
In fact if we want F (rather than R) to be induced by the “universal
object” then we should regard Y as the moduli space of objects F∗l (−1)[1],
which are truly complexes – they have cohomology sheaves in two degrees –
but this is not a problem.
14For a refresher on this sort of calculation see [19, §3.4].
45
4.2 F is spherical
To prove Theorem 4 we must study the composition
RF = Irq∗p
!p∗q
∗I.
The bulk of the work will be in analyzing the middle portion, q∗p
!p∗q
∗.
Consider the diagram
L×Y L
π1
{{✇✇
✇✇
✇✇
✇✇
✇
π2
##●
●●
●●
●●
●●
L
q
⑦⑦
⑦⑦
⑦⑦
⑦
p
##❍
❍❍
❍❍
❍❍
❍❍
❍ L
p
{{✈✈
✈✈
✈✈
✈✈
✈✈
q
  ❅
❅❅
❅❅
❅❅
X Y X
Since p is a P1-bundle, it is flat, so
q∗p
!p∗q
∗(−) = q∗(ωp ⊗ p
∗p∗q
∗(−))[1]
= q∗(ωp ⊗ π2∗π
∗
1q
∗(−))[1]
= (qπ2)∗(π
∗
2ωp ⊗ (qπ1)
∗(−))[1]
Thus if we let ψ = qπ1 × qπ2 : L×Y L → X ×X then the functor q∗p
!p∗q
∗
is induced by
ψ∗π
∗
2ωp[1] ∈ D
b(X ×X).
Lemma 4.1. Let Z = im(ψ) ⊂ X ×X. Then
Riψ∗π
∗
2ωp =


I∆X/Z(1,−1) i = 0
∆∗ωX i = 1
0 otherwise.
Before proving this we make two smaller calculations:
Lemma 4.2. The variety Z = im(ψ) ⊂ X × X is a complete intersection
of two hypersurfaces of bidegrees (2, 1) and (1, 2) in X ×X.
Proof. Observe that Z is the closure of the set
{(x, y) ∈ X ×X : x 6= y and the line xy lies in X}.
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Let f be a polynomial defining X, and let fˆ be the polarization of f , that
is, the unique symmetric trilinear form with fˆ(v, v, v) = f(v) for all v ∈
C6. Given distinct points x, y ∈ X, the line xy lies in X if and only if
f(sx+ ty) = 0 for all s, t ∈ C. But
f(sx+ ty) = s3fˆ(x, x, x) + 3s2tfˆ(x, x, y) + 3st2fˆ(x, y, y) + t3fˆ(y, y, y)
= 3s2tfˆ(x, x, y) + 3st2fˆ(x, y, y)
since x, y ∈ X, and this vanishes for all s and t if and only if
fˆ(x, x, y) = 0
fˆ(x, y, y) = 0.
The first equation has bidegree (2, 1); it says that the line is tangent to X at
x. The second has bidegree (1, 2); it says that the line is tangent at y.
Lemma 4.3. With q : L→ X as above,
Riq∗OL =


OX i = 0
TX(2) i = 1
0 otherwise,
where TX is the tangent bundle of X.
15
Proof. We can naturally embed L in the P3-bundle PTX . Let ̟ : PTX → X,
and let O̟(−1) denote the tautological rank-1 sub-bundle of ̟
∗TX .
Let f be a polynomial defining X. Given a point x ∈ X and a tangent
vector ξ ∈ Tx,X , we know that f vanishes at x, and the derivative Dξf
vanishes at x; moreover the line determined by x and ξ lies in X if and only
if the second and third derivatives D2ξf and D
3
ξf vanish at x. Now D
2
ξf
determines a section of O̟(2) ⊗ ̟
∗OX(1) which cuts out a hypersurface
M ⊂ PTX , and D
3
ξf determines a section of O̟(3)|M which cuts out L.
Using the exact sequences
0→ O̟(−2)⊗̟
∗OX(−1)→ OPTX → OM → 0
0→ O̟(−3)|M → OM → OL → 0
15Thus the general fiber of q is a smooth curve of genus 4. For the reader’s interest, we
mention but do not prove that if X is general then q is flat, but for example if X is the
Fermat cubic then q−1(1,−1, 0, 0, 0, 0) is a smooth cubic surface.
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and the fact that
R3̟∗O̟(−5) = TX ⊗ detTX = TX(3)
we deduce the result.
Proof of Lemma 4.1. First we argue that
R0ψ∗π
∗
2ωp = I∆X/Z(1,−1).
Consider the Beilinson resolution of the diagonal ∆L ⊂ L×Y L:
0→ Op(−1)⊠Y ωp(1)→ OL×Y L → O∆L → 0,
where Op(1) is any line bundle on L whose restriction to the fibers of p is
OP1(1). Since q embeds the fibers of p as straight lines in X, we can take
Op(1) = q
∗OX(1). Applying ψ∗ we get an exact sequence
0→ R0ψ∗π
∗
2ωp ⊗OX×X(−1, 1)→ R
0ψ∗OL×Y L → O∆X ,
where in the first term we have used the projection formula and in the third
we have used Lemma 4.3. It is enough now to argue that the middle term
is OZ . Observe that ψ is an isomorphism away from ∆L, hence is birational
onto its image Z. Next observe that Z is regular in codimension 1, since
Z \ ∆X ∼= (L ×Y L) \ ∆L, and it satisfies Serre’s condition S2, being a
complete intersection, so it is normal. Thus Zariski’s main theorem gives
R0ψ∗OL×Y L = OZ , as desired.
Next we argue that
Riψ∗π
∗
2ωp =
{
∆∗ωX i = 1
0 i > 1.
Because ψ is an isomorphism away from ∆L, we see that R
iψ∗π
∗
2ωp is sup-
ported on ψ(∆L) = ∆X for i > 0, at least set-theoretically, and it is tempting
to say that
Riψ∗π
∗
2ωp = R
iψ∗ (π
∗
2ωp|∆L) (4.1)
for i > 0. Assuming that this is true, we have
Riψ∗ (π
∗
2ωp|∆L) = ∆∗R
iq∗ωp
= ∆∗R
iq∗ωL
=
{
∆∗ωX i = 1
0 i > 1,
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where in the second line we have used the fact that ωY = OY , and in the
third we have used Grothendieck duality and Lemma 4.3.
To justify (4.1) we use the theorem on formal functions, which states
that the completion of Riψ∗π
∗
2ωp along ∆X is the inverse limit
lim
←−
n
Riψ∗ (π
∗
2ωp|n∆L) ,
where n∆L is the n
th thickening of ∆L in L×Y L. We have an exact sequence
0→ O∆L(−n∆L)→ O(n+1)∆L → On∆L → 0
for all n > 0. Tensoring with π∗2ωp and recalling that O∆L(−∆L) = ωp = ωL,
we find that if
Riq∗ω
n+1
L = 0 (4.2)
for all i > 0 and n > 0, then the inverse limit stabilizes at the first step,
implying (4.1). Since L is the projectivization of the tautological rank-2
sub-bundle on Y ⊂ Gr(2, 6), we find that ωL = ωp = q
∗OX(−2)⊗ p
∗OY (1).
Now we can prove (4.2) by direct calculation as in the proof of Lemma 4.3,
or we can use relative Kodaira vanishing, since p∗OY (1) is q-very ample.
Now Lemma 4.1 gives us an exact triangle
I∆X/Z(1,−1)→ ψ∗π
∗
2ωp → ∆∗ωX [−1],
which we shift by 1 and rewrite as
I∆X/Z(1,−1)[1] → q∗p
!p∗q
∗ → SX [−4]. (4.3)
We wish to compose with Ir on the left and I on the right.
Lemma 4.4. Ir ◦ OZ(1,−1) ◦ I = 0.
Proof. Replace OZ(1,−1) with the Koszul complex
OX×X(−2,−4)→ OX×X(−1,−2)⊕OX×X(0,−3)→ OX×X(1,−1).
If we apply the functor Ir ◦ OZ(1,−1) to an object IA, where A ∈ A, then
we get a complex
RΓ(IA(−2)) ⊗ Ir(OX(−4))
→ RΓ(IA(−1)) ⊗ Ir(OX(−2)) ⊕RΓ(IA)⊗ I
r(OX(−3))
→ RΓ(IA(1)) ⊗ Ir(OX(−1)).
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But all the terms vanish: for i = 2, 1, 0 we have
RΓ(IA(−i)) = RHom(OX(i), IA) = 0,
and then for the last term we have
Ir(OX(−1)) = SAI
lS−1X (OX (−1)) = SAI
l(OX (2))[−4] = SA(0) = 0.
Now we take the triangle (4.3) and apply Ir on the left and I on the
right. By Lemma 4.4, the first term becomes
Ir ◦ O∆X ◦ I = I
rI = idA .
The second term becomes RF . For the third term, we have
IrSXI[−4] = SA[−4] = [−2].
Thus we have an exact triangle
idA → RF → [−2]. (4.4)
Now we can deduce the first statement of Theorem 4, that F is spherical
with cotwist C = [−2]. The triangle (4.4) is split because
Ext1([−2], idA) = Hom(idA, [−3]) = HH
3(A) = 0.
This argument is valid because we are working with Fourier–Mukai kernels,
not just functors; everything is proved rigorously in [23]. The first map of
(4.4) agrees with the unit η : idA → RF up to a scalar multiple, because
Hom(idA, RF ) = Hom(idA, idA⊕[−2]) = HH
0(A)⊕HH−2(A) = C⊕ 0
and η is not zero. Thus we have C := cone η = [−2], which is an isomor-
phism, and in §4.1 we saw that R = L[−2] = CL.
Last we prove the second statement of Theorem 4, that rank(TOy) = 2.
We have
rank(TOy) = rank(Oy)− rank(FROy)
= − rank(FROy)
= −χ(FROy,Oy)
= −χ(ROy, ROy),
where χ is the Euler pairing. In §4.1 we saw that ROy is a shift of a stable
sheaf, so Ext<0(ROy, ROy) = 0 and Hom(ROy, ROy) = C. Since ROy ∈ A
and SA = [2], this gives Ext
2(ROy, ROy) = C and Ext
>2(ROy, ROy) = 0.
Finally we have Ext1(ROy, ROy) ∼= Ty,Y , so χ(ROy, ROy) = 1−4+1 = −2,
which proves the claim.
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A Appendix: Cohomology and Base Change
The following is well-known to those who know it well, but I could not find
a reference.
Proposition A.1. Let X, Y , and B be connected Noetherian schemes of
finite type over a field k, with X and Y Cohen–Macaulay and B smooth.
Let f : X → B be proper, so that f∗ takes D
b
coh(X) into D
b
coh(B).
16 Let
g : Y → B be arbitrary; since B is smooth, g∗ takes Dbcoh(B) into D
b
coh(Y ).
Let f˜ and g˜ be as in the diagram
X ×B Y
f˜
//
g˜

Y
g

X
f
// B.
If every irreducible component of X ×B Y is of the expected dimension
dimX + dimY − dimB, then the natural map g∗f∗ → f˜∗g˜
∗ is an isomor-
phism.
Proof. Let Γf ⊂ X×B be the graph of f and Γg ⊂ B×Y the graph of g. It
is enough to show that on X ×B× Y we have Tori(OΓf×Y ,OX×Γg ) = 0 for
i > 0, a condition called “Tor-independence” [28, Thm. 3.10.3]. Note that
(Γf × Y ) ∩ (X × Γg) ∼= X ×B Y .
First I claim that Γf is locally cut out of X ×B by a regular sequence.
Since B is smooth, the diagonal ∆ ⊂ B × B is locally cut out by a regular
sequence of n functions, where n = dimB. Thus Γf = (f × 1)
−1∆ is locally
cut out by n functions, which a priori may not be a regular sequence; but
X × B is Cohen–Macaulay [40], so a sequence of n functions is regular if
and only if it cuts out a subscheme of codimension n [32, Thm. 17.4(iii)],
and the codimension of Γf ∼= X is indeed n.
Thus Γf × Y is locally cut out of X ×B × Y by a regular sequence of n
functions, so locally we can resolve OΓf×Y by a Koszul complex. Tensoring
with OX×Γg , we see that the higher Tors vanish if the sequence remains
regular when restricted to X × Γg. Since X × Γg ∼= X × Y is Cohen–
Macaulay and the subscheme (Γf ×Y )∩ (X ×Γg) ∼= X ×B Y cut out by the
restricted sequence has codimension n by hypothesis, we are done.
16Recall that our functors are implicitly derived: we mean Rf∗, Lg
∗, etc.
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The dimension hypothesis is necessary: Let B be a smooth surface, Y a
point, andX the blowup of B at g(Y ). Then E := X×BY is the exceptional
line, whose dimension is 1 > 0 + 2− 2, and we find that g∗f∗g˜∗OE(−1) = 0
while f˜∗g˜
∗g˜∗OE(−1) = OY [1].
The smoothness of B is necessary: Let B be the cone xy = z2 in A3, let
X be the line y = z = 0, let Y be the line x = z = 0, and let f and g be
the inclusions, so X ×B Y = X ∩ Y is the origin, which is of the expected
dimension. Using the resolution
· · · → O2B
(
y −z
−z x
)
−−−−−−→ O2B
(x zz y )
−−−−→ O2B
(
y
−z
)
−−−−→ OB → f∗OX → 0
we find that Tori(f∗OX , g∗OY ) = Oorigin for all i ≥ 0. Thus g∗g
∗f∗OX =
f∗OX ⊗ g∗OY is different from g∗f˜∗g˜
∗OX = g∗f˜∗OX∩Y .
The Cohen–Macaulay hypothesis is also necessary, as we see from the
following example based on [27].17 Let B = A6. Let C be the Fermat
cubic curve {x30+x
3
1+x
3
2 = 0} ⊂ P
2, and let X ⊂ A6 be the affine cone over
C×P1 ⊂ P2×P1 ⊂ P5; this is not Cohen–Macaulay since the surface C×P1 is
not arithmetically Cohen–Macaulay (it has H1(O) = 1). Let Y be a generic
2-plane through the origin in A6, and let g be the inclusion. With Macaulay2
[16] we calculate that X ∩Y is a scheme of length 7 supported at the origin,
which is of the expected dimension, but Tor1(f∗OX , g∗OY ) = Oorigin:
R = QQ[x_0..x_2, y_0,y_1] -- P^2 x P^1
S = QQ[z_0..z_5] -- P^5 or A^6
segre = map(R, S,
{x_0*y_0, x_1*y_0, x_2*y_0, x_0*y_1, x_1*y_1, x_2*y_1})
IX = preimage_segre ideal(x_0^3 + x_1^3 + x_2^3)
IY = ideal random(S^{1}, S^3) -- three random linear forms
dim(IX + IY) -- answer is 0
degree(IX + IY) -- answer is 7
length Tor_1(comodule IX, comodule IY) -- answer is 1
So again g∗g
∗f∗OX 6= g∗f˜∗g
∗OX .
17There are simpler examples, but this is the simplest one I know in which all the spaces
are normal.
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