Abstract. We consider an initial-and Dirichlet boundary-value problem for a fourth-order linear stochastic parabolic equation, in two or three space dimensions, forced by an additive space-time white noise. Discretizing the space-time white noise a modeling error is introduced and a regularized fourthorder linear stochastic parabolic problem is obtained. Fully-discrete approximations to the solution of the regularized problem are constructed by using, for discretization in space, a standard Galerkin finite element method based on C 1 piecewise polynomials, and, for time-stepping, the Backward Euler method. We derive strong a priori estimates for the modeling error and for the approximation error to the solution of the regularized problem.
a.s. in Ω, whereẆ denotes a space-time white noise on [0, T ] × D (see, e.g., [26] , [15] ). The mild solution of the problem above (cf. [5] , [10] ), known as 'stochastic convolution', is given by (1.2) u(t, x) = < +∞, where Γ HS is the so called Hilbert-Schmidt norm of Γ. We note that the quantity Γ HS does not change when we replace {ε k } ∞ k=1 by another complete orthonormal system of L 2 . It is well known (see, e.g., [11] ) that an operator Γ ∈ L(L 2 . Also, for a random variable X, let E[X] be its expected value, i.e., E[X] := Ω X dP . Then, the Itô isometry property for stochastic integrals, which we will use often in the paper, reads For later use, we introduce the projection operator Π : Proof. To obtain (2.8) we work, using (2.7) and the properties of W , as follows: 
We close this section, by stating some asymptotic bounds for series that will often appear in the rest of the paper and for a proof of them we refer the reader to Appendix A and Appendix B. 
Lemma 2.3. Let d ∈ {2, 3} and δ > 0. Then there exists a constant C > 0 which is independent of δ, such that (2.10)
Linear elliptic and parabolic operators
be the solution of the boundary value problem (2.11)
and
be the solution of the following biharmonic boundary value problem
and T B : L 2 (D) →Ḣ 4 (D) be the solution operator of (2.13), i.e. T B f := v B , which satisfies
Due to the type of boundary conditions of (2.13), we conclude that
which, easily, yields
Letting (S(t)w 0 ) t∈[0,T ] be the standard semigroup notation for the solution w of (1.3), we can easily establish the following property (see, e.g., [23] , [21] ): for ℓ ∈ N 0 , β, p ∈ R + 0 and q ∈ [0, p + 4ℓ] there exists a constant C > 0 such that:
2.3. Discrete spaces and operators. For r ∈ {2, 3, 4}, we consider a finite element space
consisting of functions which are piecewise polynomials over a partition of D in triangles or rectangulars with maximum mesh-length h. We assume that the space M h has the following approximation property (2.19) inf
which covers several classes of C 1 finite element spaces, for example the tensor products of C 1 splines, the Argyris triangle elements, the Hsieh-Clough-Tocher triangle elements and the Bell triangle (cf. [7] , [3] ).
A finite element approximation v B,h ∈ M h of the solution v B of (2.13) is defined by the requirement
and we denote by T B,h :
It is easy to verify that T B,h is selfadjoint, i.e.,
Also, using (2.20), (2.13) and (2.15) we conclude that
Applying the standard theory of the finite element method (see, e.g., [7] , [3] ) and using (2.15), we get
while error estimates in the L 2 (D) norm are obtained in the proposition below.
Proposition 2.1. Let r ∈ {2, 3, 4}. Then, it holds that:
be defined by T B ∆e = w A and T B e = w B . Then, using Galerkin orthogonality, we have: 1,D , which obviously leads to (2.24) for r = 4.
An Estimate for the Modeling Error
Here, we derive an
) bound for the modeling error u − u, in terms of ∆t and ∆x. Theorem 3.1. Let u and u be defined, respectively, by (1.2) and (1.7). Then, there exists a real constant C > 0, independent of T , ∆t and ∆x, such that
Proof. Using (1.2) and (1.7), we conclude that
where
2 and t ∈ (0, T ]. Using (3.2) and Itô isometry (2.6), we obtain
. Now, we introduce the splitting
Estimation of Θ A (t): Using (1.5) and the (·,
from which, using the Cauchy-Schwarz inequality, follows that
Observing that
The series in (3.5) converges when 2(2 − γ) > d or equivalently γ < 4−d 2 . Thus, combining (3.5) and (2.9), we, finally, conclude that
Now, we use (1.5) and the (·, ·) 0,D −orthogonality of (ε α ) α∈N d as follows
Tn Tn
from which, using the Cauchy-Schwarz inequality and integrating by parts, we obtain
Thus, by summing with respect to n, we obtain (3.8)
Considering, now, the case n = N (t), we have
Then, we have
which, along with (3.9), gives
Since the mean value theorem yields:
α ∆t, the above inequality takes the form (3.10)
Combining (3.7), (3.8) and (3.10) we obtain
Now, combine (3.11) and (2.10) to arrive at
The error bound (3.1) follows by observing that Θ(0) = 0 and combining the bounds (3.3), (3.6) and (3.12).
Time-Discrete Approximations
The Backward Euler time-discrete approximations to the solution u(τ m , ·) of the problem (1.6) are defined as follows: first, set Then, for m = 1, . . . , M , find 
Proof. The proof is omitted since it is moving along the lines of the proof of the one dimensional case which is exposed in Proposition 5.1 of [18] . 
where ω(∆τ, ǫ) :
. Also, for m ∈ N, we denote by G Λ,m the Green function of Λ m . Thus, from (4.2), using an induction argument, we conclude that
written, equivalently, as follows:
. First, we use (4.7), (1.7), (2.6) and (2.5), to obtain
Then, we apply the Cauchy-Schwarz inequality and (2.5) to arrive at 
Using the deterministic error estimate (4.5), we obtain 
Observing that S(t)ε α = e −λ 2 α t ε α for t ≥ 0, (4.10) yields Thus, we obtain the estimate (4.6) as a conclusion of (4.8), (4.9), (4.11) and (2.9).
Space-Discrete Approximations
Let r ∈ {2, 3, 4}. The space-discrete approximation of the solution u of (1.6) is a stochastic function
x )) convergence estimate for the space-discrete approximation u h , we will derive first an L 2 t (L 2 x ) error estimate for the corresponding space-discrete approximation w h of the solution w of (1.3) (cf. [24] and [2] ), which is a function w h :
Since w h can be considered as the value of a linear operator of the initial condition w 0 , we will write it as w h (t,
Thus, by Duhamel's principle (cf. [23] ), we have For r = 2, using (5.6), (2.24), (2.3) and (2.18), we have
Also, for r = 3, 4, combining (5.6), (2.24), (2.3) and (2.18) we get Next lemma shows that a discrete analogue of (1.4) holds.
Lemma 5.1. Let r ∈ {2, 3, 4} and w h be the space-discrete approximation of the solution w of (1.3) defined in (5.2). Then, there exists a map
and G h (t; x, y) = G h (t; y, x) for x, y ∈ D and t ∈ [0, T ].
Proof. Let dim(M
. . , n h , and γ h −orthogonal, i.e., there are (λ h,ℓ ) n h ℓ=1 ⊂ (0, +∞) such that γ h (χ i , χ j ) = λ h,i δ ij for i, j = 1, . . . , n h (see Section 8.7 in [9] ). Thus, there exists a map ω :
n h ×n h with B ij := −γ h (χ i , χ j ) = −λ h,i δ ij for i, j = 1, . . . , n h . Hence, it follows that ω ℓ (t) = e −λ h,ℓ t (w 0 , χ ℓ ) 0,D for t ∈ [0, T ] and ℓ = 1, . . . , n h , which yields (5.11) with G h (t; x, y) = n h j=1 e −λ h,j t χ j (x)χ j (y).
We are ready to derive a convergence estimate, in an L
x )) norm, for the space-discrete approximation u h to the solution u of the regularized problem.
Theorem 5.2. Let r ∈ {2, 3, 4}, u be the solution of (1.6) and u h be its space-discrete approximation defined in (5.1). Then, there exist a constant C > 0, independent of T , ∆t, ∆x and h, such that
Proof. Let e := u h − u and t ∈ (0, T ]. Then, (5.3), (5.11) and (1.7) yield
14 Thus, using the Itô isometry property of the stochastic integral and the Cauchy-Schwarz inequality, we have
which, along with (2.5), yields
Since e(0, ·) = 0, we use (5.14), the definition of the Hilbert-Schmidt norm and (5.4), to obtain
The series in the right hand side of (5.15) converges if and only if −2 ξ(r, θ) > d. Thus, in view of (2.9), we arrive at (5.12) and (5.13).
6. Convergence of the Fully-Discrete Approximations 6.1. Consistency estimates. First, we derive some Hölder-type bounds for u.
Lemma 6.1. Let u be the solution of (1.6). Then, there exist a real positive constant C, which is independent of T , ∆t and ∆x, such that
Proof. We will omit the proof of (6.2) because it is similar to that of (6.1) which follows. Let m ∈ {1, . . . , M }, τ b ∈ (0, T ] and τ a ∈ [0, T ] with τ a < τ b , and µ(·) :=
] dτ . First we assume that τ a > 0. Then, we use (1.7), (2.8), the Itô-isometry property of the stochastic integral, (1.5) and the L 2 (D)−orthogonality of (ε α ) α∈N d , to obtain
which, along with the use of the Cauchy-Schwarz inequality, yields
Finally, we combine (6.3) and (2.10) to arrive at (6.1). The case τ a = 0 follows by moving along the lines of the proof above using that u(0, x) = 0.
Next, we show a consistency result for the Backward Euler time-discrete approximations of u, which is based on the result of Lemma 6.1. Proposition 6.1. Let u be the solution of (1.6) and ( σ m ) M m=1 be stochastic functions defined by
Then it holds that
Proof. Let m ∈ {1, . . . , M }. Integrating the equation in (1.6) over ∆ m and subtracting it from (6.4), we conclude that
] dτ a.s.. Thus, to get the bound (6.5), we apply the result (6.1) on the latter equality.
x )) error estimate for the Backward Euler fully-discrete approximations of u, by connecting it to the error estimate of Theorem 5.2 for the space-discrete approximation of u. . First, we observe that
Integrating (5.1) over ∆ m and subtracting the obtained relation from (1.11), we arrive at
Take the (·, ·) 0,D −inner product of both sides of (6.8) with z m h , sum with respect to m from 1 up to M , to obtain
a.s.. Thus, taking expected values in (6.9) and using the Cauchy-Schwarz inequality we get
(6.10)
Using (6.10) and (6.2), we conclude that
Thus, (6.6) follows from (6.7), (6.11) and (5.12).
x )) error estimate for the Backward Euler fully-discrete approximations of u, we compare them to the Backward Euler time-discrete approximations of u defined in (4.1)-(4.2).
For that we derive first a discrete in time L 
The following lemma ensures the existence of a continuous Green function for the solution operator of a discrete elliptic problem.
Then there exists a function
Proof. Keeping the notation and the constructions of the proof of Lemma 5.1, we conclude that there are (µ j )
We are ready to compare, in the discrete in time
x )) norm, the time-discrete with the fullydiscrete Backward Euler approximations of u. For d = 3, using (2.9) for d = 2, we proceed similarly as follows 
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Appendix B.
Proof of (2.10). First, we recall from [18] that 
