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A problem is not solved in a laboratory. It is solved in
some fellow’s head. All the apparatus is for is to get his
head turned around so that he can see the thing right.
Charles Franklin Kettering
in T. A. Boyd: Professional Amateur (pp. 102-3)
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1 Einleitung
Für viele Bereiche der Technik sind heute leistungsfähige Simulationswerk-
zeuge von entscheidender Bedeutung. Die Forderung, immer komplexere, lei-
stungsfähigere, aber gleichzeitig nachhaltige und kostengünstige Lösungen zu
finden, setzt insbesondere vorhersehbare Entwicklungszeiten und frühzeitige
Entscheidungen hinsichtlich der Funktionalität und Realisierbarkeit von Sy-
stemen voraus. Auch in vielen Bereichen der angewandten Akustik sind daher
heute computergestützte Simulationswerkzeuge unverzichtbar. Zuverlässige
Vorhersagen etwa der Schallausbreitung in komplex geformten Räumen, der
Schallabstrahlung von schwingenden Maschinenteilen oder des Schalldurch-
gangs durch durch Leichtbauwandkonstruktionen sind nur mit Hilfe speziel-
ler numerischer Berechnungsverfahren durchführbar.
Im Bereich der Raumakustik zählen heute Simulationsprogramme auf der
Basis von Raytracing oder Spiegelschallquellen [KSS68, Vor89, FTC+04] zu
Standardwerkzeugen jedes Planungsingenieurs. Basierend auf Annahmen der
geometrischen Akustik, finden diese Simulationsverfahren jedoch ihre Grenze
bei tiefen Frequenzen, in denenWellenphänomene wie Beugung oder die Aus-
bildung von Raummoden dominant werden. Als besonders kritisch erweisen
sich diese Grenzen im Entwurf von kleinen Räumen, die sehr hohen akusti-
schen Anforderungen genügen müssen, wie etwa Tonstudios, Aufnahmeräu-
me oder Mess- und Prüfräume für akustische Versuche.
Die angewandte bauakustische Simulation basiert heute weitgehend auf ei-
nem Modell ähnlich der Statistischen Energieanalyse (SEA) [Lyo75, Pri05]. In
diesemModell werden unter der Annahme hinreichender Modendichte in den
einzelnen Subsystemen (Raum, Trennwände und flankierende Wände) ener-
getische Kopplungsterme genutzt, um den Schalldurchgang zu simulieren.
Auch hier findet das Verfahren Grenzen bei derModellierung niederfrequenter
Schallausbreitung, sowie bei der Vorhersage von Schalldämmmaßen komple-
xer Wandaufbauten etwa im Leichtbau.
Auch die Simulation von Schallübertragung in Fahrzeugen, etwa aus dem
Motorraum in den Fahrzeuginnenraum, ist für Fragestellungen des akusti-
schen Komforts für die Fahrzeuginsassen ebenso wichtig. Hierbei können un-
terschiedlichste Übertragungswege von Luft- und Körperschall zusammen-
wirken auf eine Hörersituation in einem raumakustisch gesehen sehr kleinen
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Innenraummit unterschiedlichsten Materialien und komplex geformten Ober-
flächen.
All diese Problemstellungen erfordern für eine erfolgreiche Vorhersage ih-
res akustischen Verhaltens numerische Simulationswerkzeuge, die in der La-
ge sind, auch niederfrequente, nicht-diffuse Schallfelder mit hinreichender
Genauigkeit zu berechnen. Die am häufigsten genutzte Berechnungsmetho-
de für diese Problemklasse ist die Methode der Finiten Elemente (FEM)
[Bat86, ZT89, Hug00]. Sie ermöglicht eine Lösung der akustischen Wellenglei-
chung, die Berechnung von Strukturschwingungen, sowie die Kopplung zwi-
schen akustischem System und Struktur. Akustische Materialien können de-
tailliert modelliert, oder aber über komplexe Materialeigenschaften als Rand-
bedingungen vorgegeben werden.
1.1 Stand der Forschung
Die Anwendung der Finite-Elemente-Methode für akustische Systeme ist seit
den 60er Jahren des vergangenen Jahrhunderts aktuelles und aktives For-
schungsgebiet. Liegt die Entwicklung der mathematischen Grundlagen auch
deutlich länger zurück [Hel60], so ist erst seit der Verfügbarkeit ausreichend
schneller Computersysteme, der Entwicklung geeigneter numerischer Algo-
rithmen zur Lösung der Gleichungssysteme, und der Einführung von CAD-
Systemen zum rechnergestützten Entwurf komplexer Räume eine Nutzung
der FEM für die Simulation praktischer raum- oder bauakustischer Fragestel-
lungen möglich.
Die einfache Struktur der der Akustik zugrundeliegenden Differentialglei-
chungen für die Wellenausbreitung hat dazu geführt, dass zahlreiche numeri-
sche Methoden zunächst im akustischen Bereich untersucht wurden, um auf
andere Anwendungen der Wellenausbreitung in der Elektromagnetik, Elasto-
dynamik oder Geophysik übertragen zu werden.
Die aktuellen Forschungsthemen in der Weiterentwicklung von Finite-
Elemente-Methoden für akustische Anwendungen teilen sich in einige Haupt-
felder auf.
Ein wichtiges Hauptthema ist die Entwicklung nichtreflektierender Randbe-
dingungen für die Simulation der akustischen Streuung im Freifeld. Die Finite-
Elemente-Methode ist als solche zunächst auf die Anwendung in endlichen
Raumgebieten beschränkt. Möchte man jedoch Probleme der Schallabstrah-
lung oder Streuung analysieren, so müssen auf dem Rand des endlichen Feld-
gebietes spezielle Randbedingungen vorgegeben werden, die die Sommerfeld-
sche Abstrahlbedingungmöglichst exakt erfüllen. Hierfür geeigneteMethoden
sind beispielsweise die Infiniten Elemente [Bur94, GPK97, Ast00], die Dirichlet-
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to-Neumann-Randbedingungen (DtN) [KG89, GK95, MP96, OMP98, Giv99],
oder die Perfectly Matched Layer-Methode (PML) [Ber94, AG97, QG98, TY98,
HST00]. Die Randelementemethode (Boundary Element Method, BEM) [vE00]
erfüllt die Abstrahlbedingung bereits im Ansatz, und eignet sich bei homoge-
nen Feldgebieten um die Quelle damit ebenfalls zur Simulation von Abstrahl-
oder Streuproblemen.
Ein weiterer großer Problembereich der numerischen Akustiksimulation ist
das Feld der Fluid-Struktur-Kopplung [Cra71, Bel80, San86, Moo00]. Hier stel-
len sich beispielsweise Fragen der geeigneten Verknüpfung unterschiedlich
diskretisierter Feldgebiete für Fluid und Struktur [FLL98], von Möglichkeiten
zur symmetrischen Formulierung der Kopplung [SG88] oder der Nutzung von
bereits berechneten Eigenlösungen [SHG01].
Die Nutzung effizienter numerischer Algorithmen zur Lösung der oft sehr
großen FEM-Gleichungssysteme bildet einen dritten Schwerpunkt aktueller
Forschungsarbeiten. Erst die Entwicklung iterativer Lösungsverfahren für
lineare indefinite Gleichungssysteme, wie etwa GMRES [SS86], BiCGSTAB
[vdV92] oder QMR [FN91], hat die Lösung von großen, dreidimensionalenMo-
dellen überhauptmöglich gemacht.Wichtige Problemfelder betreffen dabei die
Entwicklung geeigneter Vorkonditionierer [PZ01, MS03, SM03, KSSG04], die
Parallelisierung iterativer Löser [Bas95], die Gebietszerlegung (Domain De-
composition) [TMF01] sowie die effiziente Berechnung von Lösungen über
ganze Frequenzbänder beispielsweise mit der Lanczos-Padé-Methode [MP00,
WPM03].
Kein eigentliches Kerngebiet der numerischen Akustik, aber eine unver-
zichtbare Grundlage für die Anwendung der numerischen Verfahren ist eine
geeignete Materialmodellierung. Viele akustische Materialien verhalten sich
außerordentlich komplex. Angefangen bei viskosen und thermischen Verlu-
sten in absorbierenden Medien, Nichtlinearitäten bei hohen Schalldrücken bis
hin zur starken Kopplung von Matrix- und Fluidwelle im Biot-Modell für po-
röse Absorber [Bio56, Att82, JKD87, PA97] ist eine Vielzahl von Materialeigen-
schaften relevant für eine physikalisch genaue Simulation der akustischenWel-
lenausbreitung in Medien.
Trotz steigender Rechenleistungen und Speichergrößen stößt die Anwen-
dung der FEM auf Wellenausbreitungsprobleme bei hohen Wellenzahlen an
Grenzen, die durch die numerische Dispersion [GI99, Ihl03] gegeben sind.
Ein hochaktuelles Forschungsthema ist daher die Entwicklung von Metho-
den, die diese Dispersion bei hohen Wellenzahlen reduzieren. Beispiele hier-
für sind unter anderem h− oder hp−Adaptive FEM-Methoden [IB95, IB97,
BW01, Bar03], Spektralelementmethoden [SP94] oder die Wave Based Method
[Des98, VDVS03].
3
1 Einleitung
Hauptsächlich aus Anwendungen der Geophysik motiviert, ist ein weiterer
aktueller Forschungsbereich die Lösung inverser Probleme. Hierbei ist meist
die Bestimmung akustischer Eigenschaften des Feldgebietes, wie etwa der Ver-
teilung der akustischen Impedanz, durch Messungen an einigen Punkten im
Gebiet oder am Rand des Gebietes gefragt [CK98].
Die Entwicklung neuer Methoden zur Behandlung unsicherer Parameter
oder statistischer Eingangsgrößen, sowie Verfahren zur Optimierung beispiels-
weise der Schallabstrahlung schwingender Platten durch Strukturmodifikatio-
nen, sind ein weiteres Hauptgebiet aktueller Forschungsarbeiten der numeri-
schen Akustik genauso wie der Strukturmechanik [Mar01].
1.2 Struktur und Ziele dieser Arbeit
Im Rahmen dieser Arbeit soll die Anwendung der Finite-Elemente-Methode
und verschiedener aktueller Entwicklungen der numerischen Akustik auf ty-
pische akustische Problemstellungen demonstriert werden. Mit einer FEM für
fluide Medien und einem äquivalenten Fluidansatz für poröse Absorber wird
in Kapitel 2 die Schallausbreitung im Luftschallfeld nachgebildet. Für typische
raumakustische Problemstellungen ist dieses Modell ein guter Ausgangspunkt
für weitere Entwicklungen.
Kapitel 3 beschreibt die Finite-Elemente-Methoden für Festkörper und dün-
ne schubweiche Platten, sowie ihre Kopplung an das Fluidmodell. Dieses Mo-
dell ermöglicht die physikalisch korrekte Behandlung nichtlokal reagierender
Wände, die Simulation von Schalldurchgang durch Einfach- oder Mehrfach-
wandkonstruktionen, sowie die Analyse der Kopplung von in-plane- und Bie-
geschwingungen an Stoßstellen.
Eine ausführliche Verifikation der entwickelten Methoden mit Diskussion
der Genauigkeit und der Anwendungsgrenzen anhand analytisch lösbarer
Musterprobleme folgt in Kapitel 4.
Ein weiterer Schwerpunkt liegt auf der effizienten Lösung der FEM-
Gleichungssysteme. In Kapitel 5 werden verschiedene Lösungsstrategien dis-
kutiert, direkte und iterative Einzelfrequenzlöser verglichen, modale Unter-
raumlöser sowie die Padé-Lanczos-Methode als schnelle Berechnungsverfah-
ren für die Lösung über ganze Frequenzbänder vorgestellt.
Die Anwendung der FEM auf typische akustische Problemstellungen führ-
te zur Entwicklung einer ganzen Reihe spezieller Simulationswerkzeuge, von
denen in Kapitel 6 einige genauer erläutert werden sollen. So wurde beispiels-
weise eine Methode zur Berechnung der Fernfeld-Schallabstrahlung über ein
erweitertes Postprocessing der FEM-Lösungen entwickelt. Weiterhin wurden
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Untersuchungen zur Nutzung akustischer Ersatzimpedanzmodelle für kom-
plexe Wandstrukturen durchgeführt.
Schließlich werden noch etwas umfangreichere Anwendungsbeispiele aus
Bereichen der Raumakustik, der Bauakustik und der Elektroakustik in Kapi-
tel 7 vorgestellt.
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2 Die Finite-Elemente-Methode für das
akustische Fluid
Die Theorie der Ausbreitung von Schall als Dichtewelle in akustischen fluiden
Medien ist eine der wesentlichen Grundlagen für die akustische Simulation.
Ein akustisches Fluid ist in der hier verwendeten Definition ein Medium, das
keine Scherkräfte übertragen kann. EineWellenausbreitung in diesemMedium
ist daher nur in Form von longitudinalen (Dichte-)Wellen möglich.
In dem hier betrachteten Modell soll ein ideales Fluid betrachtet werden. Es
sei im thermodynamischen Gleichgewicht und im Ruhezustand (keine Strö-
mung). Alle Zustandsänderungen durch die Schallwelle seien in der Ampli-
tude klein genug, um nichtlineare Effekte zu vernachlässigen. Für einen sehr
großen Anteil technischer Problemstellungen ist dieses Modell völlig ausrei-
chend. Eine ausführliche Herleitung, auch unter Berücksichtigung nichtlinea-
rer Effekte, findet sich in [MI86].
2.1 Physikalische Grundlagen der Wellenausbreitung im
idealen Fluid
Unter der linearen Annahme lassen sich nun die Bewegungsgleichungen der
Schallausbreitung im idealen Fluid aufstellen. Das Schallfeld ist dabei kom-
plett durch zwei Zustandsgrößen definiert, den Schalldruck p (skalar) und die
Schallschnelle v (Vektor).
Der Schalldruck ist die lokale Abweichung des Drucks gegenüber dem stati-
schen Ruhedruck p0; als Voraussetzung für ein lineares Modell muss |p| immer
klein gegen p0 sein. Die Schallschnelle v beschreibt die lokale Bewegung der
(ohne Schallfeld als ruhend angenommenen) Fluidmoleküle.
Eine wichtige Grundannahme in der Herleitung der Theorie der Wellenaus-
breitung ist die thermodynamische Annahme einer adiabatischen Zustands-
änderung. Hierbei wird angenommen, dass die Zustandsänderung im Medi-
um überall so schnell verläuft, dass kein Wärmeaustausch mit der Umgebung
stattfinden kann.
Die Materialeigenschaften des Fluids sind daher definiert durch seine Mas-
sendichte ρ und seine adiabatische Kompressibilität κ.
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Ein Schalldruckgradient im Medium führt zu einer lokalen Beschleunigung
des Mediums. Nach dem Newtonschen Gesetz gilt daher
grad p = −ρ ∂v
∂t
. (2.1)
Die Massenerhaltung verlangt andererseits, dass jeder Zustrom von Mas-
se in ein Volumen den Druck erhöht. Unter Annahme einer adiabatischen
Zustandsänderung ist die Proportionalitätskonstante genau die adiabatische
Kompressibilität κ. Es ergibt sich daraus die Kontinuitätsgleichung
κ
∂p
∂t
= −div v (2.2)
Eliminiert man nun durchweiteres Differenzieren der Gleichungen (2.1) und
(2.2) die Schnelle v, so erhält man die Wellengleichung
div grad p = ∆p =
1
c2
∂2p
∂t2
mit c2 =
1
κρ
und ∆ = div grad (2.3)
Hierbei wird als neue Größe die Schallgeschwindigkeit c eingeführt, die im
idealen Fluid c = (κρ)− 12 beträgt.
2.1.1 Helmholtzgleichung
Häufig werden die akustischen Zustandsgrößen im Frequenzbereich berech-
net. Über die Fouriertransformation ergibt sich die Möglichkeit einer Transfor-
mation zwischen Zeit- und Frequenzbereich. Auch die Wellengleichung kann
unter Einführung harmonischer Zustandsgrößen im Frequenzbereich aufge-
stellt werden.
Zunächst sei ab hier der Schalldruck p = p(ω) als komplexe Amplitude bei
einer Kreisfrequenz ω = 2pi f aufzufassen. Die Zeitfunktion des Schalldrucks,
sowie seine Zeitableitungen, ergeben sich dann als
p(t) = <
{
p ejωt
}
∂p(t)
∂t
= <
{
jωp ejωt
}
∂2p(t)
∂t2
= <
{
−ω2p ejωt
} (2.4)
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Damit kann die Wellengleichung (2.3) im Frequenzbereich aufgestellt wer-
den, es ergibt sich die Helmholtzgleichung
∆p+ k2p = 0 mit k =
ω
c
. (2.5)
Die Helmholtzgleichung als elliptische, homogene partielle Differentialglei-
chung beschreibt die Wellenausbreitung im unendlich ausgedehnten, quellen-
freien Medium. Zur Lösung realer Probleme, also teilweise oder vollständig
berandeter Feldgebiete mit Quellen, sind zusätzlich Randbedingungen vorzu-
geben, die dann eine eindeutige Lösung der Helmholtzgleichung ermöglichen.
2.1.2 Randbedingungen
Sucht man eindeutige Lösungen der Helmholtzgleichung für ein gegebenes
quellenfreies Feldgebiet Ω, so müssen dafür auf dem Rand Γ = ∂Ω die Rand-
bedingungen bekannt sein. Ein nicht quellenfreies Feldgebiet kann durch aus-
schließen eines endlich kleinen Raumgebietes um alle Einzelquellen ebenfalls
quellenfrei gemacht werden; hierbei muss dannwieder jede Einzelquelle durch
geeignete Randbedingungen wiedergegeben werden.
Es existieren drei Grundformen natürlicher Randbedingungen der Helm-
holtzgleichung.
1. Die Dirichlet-Randbedingung (Schalldruck-Randbedingung) ist eine Vor-
gabe des Schalldrucks p auf dem Rand des Feldgebietes.
p = pΓ ∀ x ∈ Γp. (2.6)
Ein wichtiger Spezialfall ist der Fall pΓ = 0, der schallweiche Abschluss.
Er ist eine gute Näherung für Medienübergänge zu einem akustischen
Medium mit sehr viel geringerem Wellenwiderstand, beispielsweise für
ein mit Luft berandetes Wasservolumen.
2. DieNeumann-Randbedingung (Schallschnelle-Randbedingung) der Helm-
holtzgleichung gibt die Normalenableitung des Schalldrucks einem dem
Teil Γv des Randes vor. Dies entspricht einer Vorgabe der Normalenkom-
ponente vn der Schallschnelle auf den betreffenden Randflächen: man er-
hält durch Betrachtung der Normalkomponenten aus der Newtonschen
Bewegungsgleichung (2.1) den Zusammenhang
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∇p · n = ∂p
∂n
= −jωρFvn = ω2ρFun ∀ x ∈ Γv. (2.7)
Dabei beschreibt un die Auslenkung der Randfläche in Normalenrich-
tung. Ist vn = 0, so spricht man von einem schallharten Abschluss. Schall-
hart sind in guter Näherung viele massive, luftundurchlässigeWandkon-
struktionen, dicke Platten oder Steinböden.
3. Die Admittanz-Randbedingung, eine spezielle Variante der Robin-Rand-
bedingung, setzt den Schalldruck auf dem Rand ΓA in ein festes Verhältnis
zu seiner Normalenableitung (und damit zur randnormalen Schnelle.)
Eine komplexe Admittanz An beschreibt dabei materialspezifische Ei-
genschaften der Berandung und kann beispielsweise aus dem messtech-
nisch zu bestimmenden komplexen Reflexionsfaktor R berechnet wer-
den. Auf den Randflächen ΓA ergibt sich:
∇p · n = ∂p
∂n
= −jωρF (An · p) ∀ x ∈ ΓA (2.8)
Die komplexe, frequenzabhängige Admittanz ermöglicht die Beschrei-
bung des Materialverhaltens zahlreicher lokal reagierender Wandmate-
rialien mit hinreichender Genauigkeit.
2.1.3 Variationsformulierung
Grundlage für die Aufstellung einer Finite-Elemente-Methode ist immer eine
Variationsformulierung des grundlegenden physikalischen Problems. Ein Weg
zur Gewinnung der Variationsform ist dieMethode der gewichteten Residuen.
Hierzu wird die Helmholtzgleichung (2.5) mit einer Wichtungsfunktion w¯
multipliziert und über das Raumgebiet Ω integriert:∫
Ω
w¯
(
∆p+ k2p
)
dΩ = 0 (2.9)
Durch partielle Integration erhält man daraus die so genannte schwache Form
der Helmholtzgleichung. In dieser ist auch die Ableitungsordnung um eins
verringert, was die Anwendung der FEMmit C0-kontinuierlichen Ansatzfunk-
tionen ermöglicht:∫
Ω
(
∇w¯∇p− k2w¯p
)
dΩ−
∫
Γ
w¯
∂p
∂n
dΓ = 0 (2.10)
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Das Oberflächenintegral über den Randbereich Γ des Feldgebiets kann nun
weiter aufgespalten werden in die Ränder Γv und ΓA, auf denen die Schnelle-
und Admittanzrandbedingungen vorgegeben sind. Durch Einsetzen der Glei-
chungen (2.7) und (2.8) in das Oberflächenintegral ergibt sich:
∫
Ω
(
∇w¯∇p− k2w¯p
)
dΩ−
∫
Γv
w¯(ω2ρFun) dΓv +
∫
ΓA
w¯(jωρFAnp) dΓA = 0
(2.11)
Als Zusatzbedingung ergibt sich auf den Dirichlet-Rändern Γp die Forde-
rung, dass p = pΓ gelten muss, was bei der späteren Wahl der Ansatzfunktio-
nen für die Diskretisierung zu berücksichtigen ist.
Diese Variationsform kann dann mit der Finite-Elemente-Methode unter
Einführung einer Diskretisierung im Orts- und Funktionenraum in ein lineares
Gleichungssystem überführt werden, wie im Abschnitt 2.3 gezeigt wird.
2.2 Wellenausbreitung in porösen Absorbermaterialien
Typische Wandkonstruktionen im Leicht- und Akustikbau enthalten zur Ver-
besserung sowohl der akustischen Eigenschaften als auch der Wärmedäm-
mung fast immer poröse Materialien, beispielsweise Mineral- oder Glaswolle.
Im Allgemeinen können sich in porösen Materialien sowohl Schallwellen
im offenen Porenvolumen (Fluidphase) als auch als Strukturschwingung des
Materialskeletts (Körperschall) ausbreiten. Beide Wellen sind gekoppelt. Ist je-
doch das Strukturskelett deutlich steifer oder deutlich schwerer als das Fluid in
den Poren, und liegt die Frequenz oberhalb der Phasenentkopplungsfrequenz
[ZK49]
fd =
Ξσ2V
2piρP
(2.12)
so kann in guter Näherung von einem starren, unbewegten Skelett ausge-
gangen werden. Die Schallausbreitung findet dann in Form einer gedämpften
Fluidschallwelle im offenen Porenvolumen statt.
2.2.1 Modellbildung für das Material
Die Wellenausbreitung als Fluidwelle im porösen Absorber kann daher mit ei-
nem Modell eines äquivalenten homogenen Fluids [Mec95] beschrieben werden,
dessen Bewegungs- und Kontinuitätsgleichungen an die besonderen Materia-
leigenschaften des Absorbermaterials angepasst sind. Ein Ersatzschaltbild ei-
ner Längeneinheit des porösen Materials ist in Abbildung 2.2.1 dargestellt.
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Die Kontinuitätsgleichung für die Fluidwelle im porösen Absorber berück-
sichtigt im Wesentlichen die reduzierte Fluidmasse - im Absorbermaterial ist
das Fluid nur in den Poren vorhanden. Das Verhältnis des offenen Porenvolu-
mens zum Gesamtvolumen des Absorbermaterials wird durch die Volumenpo-
rosität σV angegeben.
Die Kompressibilität κ des Fluids in den Poren kann abhängig von der Fre-
quenz zwischen der isothermen Kompressibilität κi und der adiabatischen
Kompressibilität κad liegen. In den Poren kann nämlich ein Energieaustausch
mit dem Skelett stattfinden. Die sich daraus ergebende Schallgeschwindigkeit
wird als ca bezeichnet.
− div v = jωσV
ρ0c2a
p (2.13)
Die Bewegungsgleichung berücksichtigt ebenfalls die Porosität, allerdings
mit einem Korrekturfaktor (Strukturfaktor) χ, der von der geometrischen
Struktur des Absorbermaterials abhängt. Außerdem wird der Energieverlust
durch Reibung über den Strömungswiderstand Ξ berücksichtigt, der die ab-
sorbierenden Eigenschaften des porösen Materials bestimmt.
grad p = −(jωρ0 · χσV + Ξ) v (2.14)
Kombiniert man wie im Modell für das ideale Fluid nun die Kontinuitäts-
und die Bewegungsgleichung, so erhält man für die Wellenausbreitung im po-
rösen Material wiederum eine Helmholtzgleichung:
p
v ρ0χσV Ξ
σVρ0c2
Abbildung 2.1: Ersatzschaltbild für eine Längeneinheit porösen
Absorbermaterials
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∆p+
(
k2aχ− jka
σVΞ
ρ0ca
)
p = 0 mit ka =
ω
ca
(2.15)
Damit können weiterhin eine komplexe Ausbreitungskonstante γa und ein
komplexer Wellenwiderstand Za für das poröse Medium definiert werden:
γa = jk0
√
χ · (1− j σVΞ
χωρ0
) (2.16)
Za =
Z0
σV
√
χ · (1− j σVΞ
χωρ0
) (2.17)
2.2.2 Variationsformulierung
Die im vorigen Abschnitt eingeführten Grundgleichungen des Schallfelds in
porösem Material können nun ebenfalls in eine Variationsform überführt wer-
den, um die Anwendung der FEM zu ermöglichen. Durch Multiplikation mit
der Wichtungsfunktion w¯ und Integration über das Raumgebiet Ωa des porö-
sen Materials erhält man aus der Helmholtzgleichung (2.15) zunächst∫
Ωa
w¯
(
∆p+
(
k2aχ− jka
σVΞ
ρ0ca
)
p
)
dΩa = 0 (2.18)
und durch partielle Integration wieder eine schwache Form:
∫
Ωa
∇w¯∇p+
(
k2aχ− jka
σVΞ
ρ0ca
)
w¯p dΩa −
∫
Γa
w¯
∂p
∂n
dΓa = 0 (2.19)
Aus der Bewegungsgleichung (2.14) erhält man für eine Normalenschnelle
vn auf der Oberfläche des Materials folgenden Zusammenhang mit der Nor-
malableitung des Drucks:
∂p
∂n
= grad p · n = −(jωρ0 · χσV + Ξ) vn . (2.20)
Nimmt man nun an, dass das poröse Material ausschließlich durch Schnel-
lerandbedingungen berandet ist (bzw. schallharte Randbedingungen als Spe-
zialfall für vn = 0), so lässt sich das Randintegral aus (2.19) weiter auflösen
zu
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∫
Ωa
∇w¯∇p+
(
k2aχ− jka
σVΞ
ρ0ca
)
w¯p dΩa
+
∫
Γa,v
w¯(jωρ0 ·
χ
σV
+ Ξ) vn dΓa,v = 0
(2.21)
2.2.3 Kopplung mit dem Fluidmodell
Die Kontinuität an einer Grenzschicht zwischen einem idealen Fluid und ei-
nem porösen Material erfordert die Stetigkeit der Schalldrücke sowie der
grenzschichtnormalen Schnellen. Die Stetigkeit der Schalldrücke wird dadurch
gewährleistet, dass sich die im Elementverbund aneinandergrenzende Elemen-
te aus akustischem Fluid und porösemMaterial die gleichenDruckfreiheitsgra-
de teilen.
Multipliziert man Gleichung (2.21) mit jωρ0jωρ0 · χσV +Ξ
, so sind auch die Schnel-
len zwischen Fluid und porösem Material kompatibel. Man erhält damit:
jωρ0
jωρ0 ·
χ
σV
+ Ξ
∫
Ωa
∇w¯∇p+
(
k2aχ− jka
σVΞ
ρ0ca
)
w¯p dΩa
+jωρ0
∫
Γa,v
w¯vn dΓa,v = 0
(2.22)
2.3 Diskretisierung
Die Methode der Finiten Elemente basiert auf dem Grundprinzip, den unbe-
kannten räumlichen Verlauf der gesuchten Systemgrößen durch lokale An-
satzfunktionen, beispielsweise Polynome endlichen Grades, innerhalb einfa-
cher Teilvolumen wie z.B. Tetraeder oder Hexaeder, zu approximieren. Hier-
bei wird der Funktionsverlauf innerhalb eines Elementes durch endlich viele
Stützwerte an ausgezeichneten Punkten, den Knoten, beschrieben. Die Anzahl
dieser Stützwerte innerhalb eines Elementes bestimmt dabei den möglichen
Polynomgrad der Approximation, und damit auch die erzielbare Genauigkeit.
Auch mit feinerer Diskretisierung, also größerer Zahl der Elemente, steigt die
Genauigkeit.
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2.3.1 Elementauswahl und Ansatzfunktionen
Das Raumgebiet muss für die Anwendung der FEM also zunächst in ein Netz
(Mesh) geeigneter aneinander angrenzende Volumenelemente aufgeteilt wer-
den. Typische Volumenelemente sind Tetraeder und Hexaeder.
Die Wahl verschiedener Elementtypen und -ordnungen schlägt sich letzt-
lich in den unterschiedlichen Ansatzfunktionen Ni nieder. Die Ansatzfunktio-
nen sind in den lokalen Koordinaten (ξ, η, ζ) eines Elementes definiert. Allgemein
kann der Verlauf einer Größe f innerhalb eines Elementes als gewichtete Sum-
me von Knotenwerten fi approximiert werden:
f (ξ, η, ζ) =∑
i
Ni(ξ, η, ζ) fi (2.23)
Damit die Ansatzfunktionen als Interpolationsfunktionen genutzt werden
können, muss gelten:
Ni(ξ j, ηj, ζ j) =
{
1 i = j
0 i 6= j (2.24)
Zur besseren Diskretisierung gekrümmt berandeter Raumgebiete werden
isoparametrische Elemente genutzt, bei die Elementform ebenfalls durch Ansatz-
funktionen (mindestens 2. Ordnung für gekrümmte Ränder) beschrieben wird.
Die Lage jedes Punktes x im Element ist dabei definiert durch
x =∑
i
Ni(ξ, η, ζ)xi (2.25)
Abbildung 2.2 zeigt die für diese Arbeit verwendeten Volumenelemente der
Polynomordnung 2 mit ihren Interpolationsknoten in lokalen Koordinaten so-
wie in der isoparametrischen Darstellung als gekrümmte Geometrie.
Als Interpolationspolynome werden hier Lagrange-Polynome verwendet.
Für ein 10-Knoten-Tetraederelement 2. Ordnung mit den lokalen Simplexko-
ordinaten ζ1 . . . ζ4 ergeben sich in der hier genutzten Nummerierungsvariante
beispielsweise die Funktionen
N1 = ζ1(2ζ1 − 1) N2 = 4ζ1ζ2 N3 = ζ2(2ζ2 − 1) N4 = 4ζ2ζ3
N5 = ζ3(2ζ3 − 1) N6 = 4ζ1ζ3 N7 = 4ζ1ζ4 N8 = 4ζ2ζ4
N9 = 4ζ3ζ4 N10 = ζ4(2ζ4 − 1) (2.26)
Die Definition der Interpolationspolynome für andere Elementtypen sowie
nähere Details zur Implementierung finden sich unter anderem in [ZT89].
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20 Knoten Hexaeder-Element 10 Knoten Tetraeder-Element
-1
-1
-1
1
1
1
ξ
η
ζ
(ξ, η, ζ)
(x, y, z)
x
y z
x
y z
(0,0,0,1)
(½,0,0,½)
(1,0,0,0)
(0,1,0,0)
(0,0,1,0)
(½,½,0,0)
(0,½,½,0)
(0,0,½,½)
(0,½,0,½)
(½,0,½,0)
(x, y, z)
(ζ1, ζ2, ζ3, ζ4)
Abbildung 2.2: Volumenelemente 2. Ordnung in lokalen Koordinaten mit iso-
parametrischer Darstellung
2.3.2 Entwicklung der Fluid-Systemmatrizen mit der FEM
Zur numerischen Lösung des Variationsproblems (2.11) für das Fluid müssen
nun geeignete Gewichtsfunktionen w¯ gewählt werden. Von der Wahl von w¯
hängt letztlich die Qualität der Lösung ab. Bei der Methode der direkten Kol-
lokation werden für w¯ Dirac-Impulse w¯i = δ(x− xi) verwendet.
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Eine anderes weit verbreitetes Verfahren ist es, als Gewichtungsfunktio-
nen ebenfalls die Ansatzfunktionen zu verwenden: w¯i = Ni. Dieses Vorge-
hen bezeichnet man als den Galerkin-Ansatz. Für die Herleitung des FEM-
Gleichungssystems für das Fluidschallfeld werden nun also der Schalldruck
p sowie die Gewichtungsfunktionen w¯ elementweise durch die Ansatzfunktio-
nen approximiert:
p =
N
∑
i=1
Nipi, w¯ =
N
∑
j=1
Njw¯j (2.27)
wobei N die Anzahl der Knoten auf dem Element angibt. Diese Funktions-
verläufe können nun in die Variationsform (2.11) eingesetzt werden. Man er-
hält damit in einem Element für jede Kombination von i und j:
w¯i
∫
Ω
∇Ni∇NjdΩ pj − k2w¯i
∫
Ω
NiNjdΩ pj
− w¯iω2ρF
∫
Γv
NiundΓv + w¯i jωρF
∫
ΓA
NiNjAn,jdΓA pj = 0
(2.28)
Nach dem Fundamentalsatz der Variationsrechnung muss die Gleichung
(2.28) für beliebige Wichtungsfunktionen w¯ erfüllt sein. Daher kann w¯i durch 1
ersetzt werden, und man erhält
∫
Ω
∇Ni∇NjdΩ pj − ω
2
c2F
∫
Ω
NiNjdΩ pj
+ jωρF
∫
ΓA
NiNjAn,jdΓA pj = ω2ρF
∫
Γv
NiundΓv
(2.29)
⇔
(
KF −ω2MF + jωAF
)
p = fF (2.30)
Hierbei wurden für die Volumen- undOberflächenintegrale über die inneren
Produkte der Ansatzfunktionen bzw. ihrer Gradienten die Matrizen KF, MF
und AF eingeführt. Die Berechnung der einzelnen Matrizen folgt dem Schema
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Kompressibilitätsmatrix: KF,ij =
∫
Ω
∇Ni∇Nj dΩ (2.31)
Massenmatrix: MF,ij =
1
c2F
∫
Ω
NiNj dΩ (2.32)
Admittanzmatrix: AF,ij = ρF
∫
ΓA
AnNiNj dΓA (2.33)
Lastvektor: fF,i = ω2ρF
∫
Γv
Niun dΓv
= ω2ρF
∫
Γv
NiNj dΓv un,j (2.34)
Diese Integrale müssen nun zur Aufstellung der Systemmatrizen element-
weise ausgewertet werden. Da bei den eventuell gekrümmt berandeten Ge-
bieten des isoparametrischen Ansatzes im Allgemeinen keine analytische Lö-
sung der Elementintegrale gefunden werden kann, wird jedes Einzelelement
auf einer Anzahl von Stützpunkten ausgewertet und gewichtet aufsummiert,
beispielsweise mit einem Gaussschen Kubaturverfahren.
Die krummlinigen Koordinaten für jedes Elements werden dabei durch
die Berechnung der dreidimensionalen Jakobimatrix J berücksichtigt, die je-
weils lokal die Koordinatentransformation zwischen den globalen Koordina-
ten (x, y, z) und den lokalen Elementkoordinaten (ξ, η, ζ) liefert.
Durch Einbetten der lokalen Elementmatrizen in eine globale Systemmatrix
wird über die übereinstimmenden Knotennummern benachbarter Elementflä-
chen auch die Stetigkeit der Ansatzfunktionen sichergestellt.
Ganz analog ergeben sich auch für die Diskretisierung des Variationsfunk-
tionals für poröse Absorbermaterialien (2.21) Kompressibilitäts- und Massen-
matrizen. Diese unterscheiden sich von den Systemmatrizen des idealen Fluids
nur durch einige Vorfaktoren:
jωρ0
jωρ0
χ
σv
+ Ξ
(
KF + jω
σvΞ
ρ0
MF −ω2χMF
)
p = jωBF vn (2.35)
wobei KF undMF die nach den obigen Regeln integrierten Systemmatrizen
für die Fluidfüllung des Absorbermaterials sind.
2.4 Numerische Umsetzung
Wie vorab erläutert, müssen zur Aufstellung der Gesamtsystemmatrizen zu-
nächst Integrale über die Einzelelemente berechnet werden. Die Auswertung
18
2.4 Numerische Umsetzung
dieser Integrale erfolgt nach dem isoparametrischen Ansatz über eine nume-
rische Integration. Als Beispiele sollen hier die numerische Integration der
Massen- und Kompressibilitätsmatrizen für das akustische Fluid dargestellt
werden.
2.4.1 Transformation des Integrationsgebietes
Zur Berechnung der Massen- und Kompressibilitätsmatrizen müssen element-
weise Integrale der Form
MF,ij =
1
c2F
∫
Ωe
NiNjdΩe (2.36)
KF,ij =
∫
Ωe
∇Ni∇Nj dΩe (2.37)
ausgewertet werden. Die Integrationsregion Ωe ist das Elementvolumen. In
kartesischen Koordinaten ergeben sich bei gekrümmten Randflächen jedoch
Schwierigkeiten bei der Aufstellung der Integrationsgrenzen. Daher wird die
Integration in lokalen Elementkoordinaten (ξ, η, ζ) ausgeführt. Der Zusam-
menhang zwischen lokalen und globalen Koordinaten innerhalb eines Elemen-
tes ist gegeben durch die isoparametrische Darstellung:
x = [x, y, z]T =∑
i
Ni(ξ, η, ζ)xi (2.38)
Ein Integrationsvolumen dx dy dz transformiert sich daher also zu
dx dy dz = det(J)dξ dη dζ (2.39)
mit der Jacobi-Matrix J:
J =

∑
∂Ni
∂ξ
xi ∑
∂Ni
∂ξ
yi ∑
∂Ni
∂ξ
zi
∑
∂Ni
∂η
xi ∑
∂Ni
∂η
yi ∑
∂Ni
∂η
zi
∑
∂Ni
∂ζ
xi ∑
∂Ni
∂ζ
yi ∑
∂Ni
∂ζ
zi
 (2.40)
Mit den Integrationsgrenzen für den Tetraeder in den lokalen Koordinaten
ergibt sich für die MassenmatrixMF:
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MF,ij =
1
c2F
1∫
0
1−ξ∫
0
1−ξ−η∫
0
Ni(ξ, η, ζ)Nj(ξ, η, ζ)det(J)dζ dη dξ (2.41)
Ähnlich kann die akustische Kompressibilitätsmatrix KF bestimmt werden.
Es gilt:
KF,ij =
1∫
0
1−ξ∫
0
1−ξ−η∫
0
(
J−1∇ξ,η,ζNi
)T (
J−1∇ξ,η,ζNj
)
det Jdζ dη dξ (2.42)
2.4.2 Numerische Integration
Bei Elementen mit krummliniger Berandung ist det(J) im Elementvolumen
nicht konstant. Daher muss zur Auswertung der Integrale in (2.41) und (2.42)
auf numerische Integration zurückgegriffen werden, sie lassen sich damit dar-
stellen als
MF,ij =
1
c2 ∑m
wmNi(ξm, ηm, ζm)Nj(ξm, ηm, ζm)det(J(ξm, ηm, ζm)) (2.43)
KF,ij =∑
m
wm
(
J−1(ξm, ηm, ζm)Ni(ξm, ηm, ζm)
)T
(
J−1(ξm, ηm, ζm)Nj(ξm, ηm, ζm)
)
det(J(ξm, ηm, ζm)) (2.44)
Die Gewichtewm und die zugehörigen Integrationspunkte (ξm, ηm, ζm)müs-
sen natürlich passend zu den jeweiligen Elementen gewählt werden. Einen
ausführlicher Überblick geeigneter Kubaturformeln verschiedener Ordnung
findet sich in [Coo03].
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Festkörperstrukturen
Eines der frühesten Anwendungsgebiete der Finite-Elemente-Methodewar die
Modellierung des Verformungs- und Schwingungsverhaltens mechanischer
Strukturen. Auf die Strukturdynamik angewandt, erlaubt sie nach der Vorgabe
von Anregungskräften die elastischen Schwingungsformen beliebig geformter
Körper zu bestimmen. Unter der Einschränkung auf lineare Systeme, d.h. auf
kleine Auslenkungen und vollständig reversible Verschiebungen, lässt sich das
Schwingungsverhalten solcher Körper mathematisch geschlossen durch die li-
neare Elastizitätstheorie darstellen.
Eine ausführliche und übersichtliche Einführung in die Elastizitätstheorie
findet sich in [BG02]. Zur Implementierung von Finite-Elemente-Methoden für
die Strukturmechanik liefern die Werke [Bat86, ZT89, Bra97, Hug00] ausführli-
che Hintergründe und viele Anwendungsbeispiele.
3.1 Physikalische Grundlagen der Elastizitätstheorie
Im Folgenden sollen die mechanischen Grundgleichungen für die Verformung
eines beliebig geformten, isotropen, dreidimensionalen elastischen Körpers
vorgestellt werden. Die hier gegebenen Gleichungen beziehen sich auf infini-
tesimale Verzerrungen, es gilt dann in guter guter Näherung ein lineares Ela-
stizitätsgesetz.
Zunächst wird davon ausgegangen, dass sich der Körper im lastfreien Zu-
stand in seiner Referenzkonfiguration befindet. In einem zugrundeliegenden
raumfesten Koordinatensystem sei jedem materiellen Partikel eindeutig ein
Ortsvektor x zugeordnet. Die Referenzkonfiguration eines Körpers sei über
ein abgeschlossenes, zusammenhängendes Raumgebiet Ω¯ als Teilmenge des
R3 definiert. Jeder verformte Zustand des Körpers lasse sich durch eine Abbil-
dung
φ : Ω¯ 7→ R3 mit φ = (φx, φy, φz)T (3.1)
darstellen. φ bildet jeden Punkt des unverformten Körpers in den verform-
ten Körper ab. Als Verschiebung u(x) bezeichnet man nun für alle x ∈ Ω¯ die
Abweichung jedes Punktes von seiner Lage in der Referenzkonfiguration:
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u = φ(x)− x , (3.2)
Nicht jede beliebige Abbildung φ stellt eine physikalisch sinnvolle Verfor-
mung dar. Vielmehr muss einerseits φ stetig sein, andererseits soll jedes Teil-
gebiet der Referenzkonfiguration mit positivem Volumen auch im verformten
Modell wieder auf eine Teilgebiet mit positivemVolumen abgebildet wird. Die-
se Eigenschaft drückt sich darin aus, dass die Determinante des Deformations-
gradienten überall positiv sein muss:
det φ = |∇φ| > 0 (3.3)
mit dem Deformationsgradienten ∇φ =

∂φx
∂x
∂φx
∂y
∂φx
∂z
∂φy
∂x
∂φy
∂y
∂φy
∂z
∂φz
∂x
∂φz
∂y
∂φz
∂z

(3.4)
Eine Verformungsabbildung die diese Eigenschaften erfüllt wird als Defor-
mation bezeichnet. Betrachtet man nun ein Linienelement der Referenzkonfi-
guration zwischen den Punkten x und x + z, so lässt sich die Änderung des
Linienelementes durch die Deformation φ als Taylor-Reihe entwickeln:
φ(x+ z)− φ(x) = ∇φ · z+O(zTz) (3.5)
Als euklidische Länge des deformierten Linienelementes ergibt sich somit
‖φ(x+ z)− φ(x)‖2 = ‖∇φ · z‖2 +O(|z|2)
=
√
zT ∇φT ∇φ z+O(|z|2) . (3.6)
Die Längenänderung wird also für differentiell kleine Verzerrungen durch
die Matrix
C := ∇φT ∇φ (3.7)
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bestimmt. C wird auch als der Cauchy-Greensche Tensor bezeichnet. Findet
keine Verformung des Körpers statt, so ist die Abbildung φ gleich der Iden-
tität, also φ(x) = x. In diesem Fall ergibt sich C = I, der Tensor wird also
zum Einheitstensor. Die Abweichung E des Cauchy-Greenschen Tensors vom
Einheitstensor I
E :=
1
2
(C− I) (3.8)
bezeichnet man daher als Verzerrung.
Zur Beschreibung des Verschiebungszustandes eines elastischen Körpers
können jetzt unabhängig voneinander 3 Sätze von Gleichungen aufgestellt
werden. Dies sind erstens die kinematischen Beziehungen zwischen den Ver-
schiebungen und Verzerrungen in der Struktur, zweitens die newtonschen Be-
wegungsgleichungen und drittens das Elastizitätsgesetz, das das Verhältnis
zwischen Spannungen und Verzerrungen in der Struktur angibt.
3.1.1 Die kinematischen Beziehungen
Die kinematischen Beziehungen beschreiben den Zusammenhang zwischen
Verschiebungen und Verzerrungen in der Struktur.
Ausgehend von Gleichung (3.8) ergeben sich die Komponenten des Tensors
E durch Einsetzen der Gleichungen (3.2) und (3.7):
Eij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
+
1
2∑k
∂ui
∂xk
∂uj
∂xk
. (3.9)
Vernachlässigt man für kleine Verzerrungen die gemischtquadratischen Ter-
me in u, so gelangt man als Näherung zu den bekannten symmetrischen li-
nearen Verzerrungsgrößen, die üblicherweise mit ε bezeichnet werden. Die-
se linearen Verzerrungsgrößen sind Ausgangspunkt für die geometrisch lineare
Theorie.
Es ergeben sich durch diese Linearisierung die drei Dehnungskomponenten
εxx =
∂ux
∂x
, εyy =
∂uy
∂y
, εzz =
∂uz
∂z
(3.10)
und die drei symmetrischen Verzerrungskomponenten (Winkeländerungen)
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εxy = εyx =
1
2
γxy =
1
2
(
∂ux
∂y
+
∂uy
∂x
)
, εxz = εzx =
1
2
γxz =
1
2
(
∂ux
∂z
+
∂uz
∂x
)
,
εyz = εzy =
1
2
γyz =
1
2
(
∂uy
∂z
+
∂uz
∂y
)
. (3.11)
Ohne Beweis soll hier angeführt werden, dass für jede Starrkörperbewegung,
also jede Translation und/oder Rotation der Referenzkonfiguration des Kör-
pers, alle Komponenten des Verzerrungstensors εij = 0 sind.
Der symmetrische Verzerrungstensor hat 6 unabhängige Komponenten.
Stellt man diese nun zur Vereinfachung der Schreibweise als Vektor auf:
ε =
[
εxx εyy εzz γxy γxz γyz
]T = [εxx εyy εzz 2εxy 2εxz 2εyz]T (3.12)
so können die Relationen (3.10) und (3.11) mittels einer Differentialoperator-
matrix D dargestellt werden als
ε = Du mit D :=

∂
∂x 0 0
∂
∂y
∂
∂z 0
0 ∂∂y 0
∂
∂x 0
∂
∂z
0 0 ∂∂z 0
∂
∂x
∂
∂y

T
. (3.13)
3.1.2 Die Newtonschen Bewegungsgleichungen
Die Elastizitätstheorie beschreibt das Verhalten von Körpern unter einem von
äußeren Kräften aufrechterhaltenen Gleichgewichtszustand. Diese auf den
Körper einwirkenden Kräfte lassen sich in zwei Klassen aufteilen: Volumen-
kräfte, die auf jedes beliebige Subvolumen im Körper wirken, und Oberflä-
chenkräfte, die nur auf der Körperoberfläche eingebracht werden. Zu den
Oberflächenkräften werden verallgemeinernd auch Linien- bzw. Punktkräfte
gezählt. Typische Volumenkräfte sind die Gravitationskraft oder Trägheitskräf-
te, während von außenwirkende Lasten imAllgemeinen als Oberflächenkräfte
darstellbar sind.
Aus dem zweiten Newtonschen Axiom folgt, dass die Summe aller an ei-
nem Element angreifender Kräfte F proportional zu der Beschleunigung a ist,
die das Element aufgrund der einwirkenden Kraft erfährt, wobei die Element-
masse m dem Proportionalitätsfaktor entspricht.
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dxdy
dz
σyx
σyz
σyy
σxx
σxz
σxy
σzx
σzz
σzy
Abbildung 3.1: Komponenten des Cauchy’schen Spannungstensors
n
∑
i=1
Fi = ma (3.14)
Für die folgenden Diskussionen befinde sich der Körper B ⊂ R3 unter den
Volumenkräften f : B 7→ R3 und den Oberflächenkräften t : ∂B 7→ R3 im
Gleichgewicht mit den Beschleunigungskräften pro Volumen. Die durch diese
Kräfte imKörper auftretendenmechanischen Spannungen lassen sich über den
Cauchy’schen Spannungstensor darstellen:
σ =
 σxx σxy σxzσyx σyy σyz
σzx σzy σzz
 . (3.15)
Die räumliche Lage der Komponenten dieses Spannungstensors ist in Abbil-
dung 3.1 für ein infinitesimales Würfelelement im Körper skizziert. Für dieses
Würfelelement lassen sich nun nach den Aussagen der Newton’schen Axiome
die Kräfte- und Momentenbilanz aufstellen.
Kräftegleichgewicht
Stellt man für das Würfelelement drei Gleichgewichtsbeziehungen für die drei
unabhängigen Richtungen x, y und z auf, und setzt sie darin in Beziehung zu
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den örtlichen Trägheitskräften, so erhält man nachDivision durch das Volumen
dV = dx dy dz die drei Gleichgewichtsbedingungen für das beschleunigte
Würfelelement:
∂σxx
∂x
+
∂σyx
∂y
+
∂σzx
∂z
+ fx = −ρω2ux , (3.16)
∂σxy
∂x
+
∂σyy
∂y
+
∂σzy
∂z
+ fy = −ρω2uy , (3.17)
∂σxz
∂x
+
∂σyz
∂y
+
∂σzz
∂z
+ fz = −ρω2uz . (3.18)
Mit der Einführung des auf Tensorfelder verallgemeinerten Divergenzope-
rators div können die drei Gleichgewichtsbedingungen in einer Vektorfeldglei-
chung zusammengefasst werden:
div σ+ f = −ρω2u (3.19)
Momentengleichgewicht
Neben dem Kräftegleichgewicht muss für eine vollständige Betrachtung des
Gleichgewichtszustandes auch das Momentengleichgewicht um die Raummit-
te des infinitesimalen Würfelelementes aufgestellt werden. Aus den drei Mo-
mentengleichgewichten um die Mittelachsen des infinitesimalen Würfelele-
ments entlang der x−, y− und z−Achsen folgen drei Bedingungen an den
Spannungstensor σ:
σyz = σzy , σxz = σzx und σxy = σyx . (3.20)
Diese Bedingungen erzwingen also die Symmetrie des Spannungstensors:
σ = σT . (3.21)
Der Spannungstensor hat also nur sechs unabhängige Komponenten. Da
aber zur Bestimmung dieser Komponenten nur drei Gleichungen (3.16 – (3.18)
gegeben sind, kann der Spannungszustand aus diesen Bedingungen alleine
noch nicht eindeutig bestimmt werden.
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Kräftegleichgewicht an der Körperoberfläche
Zur eindeutigen Festlegung des Spannungszustandes fehlen also noch weitere
Gleichgewichtsbedingungen, die das Kräftegleichgewicht des Körpers mit den
von außen eingebrachten Oberflächenkräften t sicherstellen. Der Normalspan-
nungsvektor σ · n entspricht dabei direkt dem Vektor der Oberflächenkraft t:
t = σ · n ∀x ∈ ∂Ω (3.22)
Zusammenfassung der Bewegungsgleichungen
Fasst man die sich aus dem Kräfte- undMomentengleichgewicht am infinitesi-
malenWürfelvolumen sowie aus dem Kräftegleichgewicht an der Körperober-
fläche ergebenden Gleichungen zusammen, so erhält man für die Spannungen
im Körper die Bedingungen
t(x) = σ(x) · n , x ∈ ∂Ω
div σ(x) + f (x) = −ρω2u , x ∈ Ω
σ(x) = σT(x) , x ∈ Ω .
(3.23)
Nach dem Satz von Cauchy existiert im Gleichgewichtszustand immer ein
Spannungstensor, der diese Gleichungen erfüllt. Die von diesem Satz an den
Spannungstensor gestellten Bedingungen sind zwar notwendig, jedoch nicht
hinreichend für die Bestimmung des Spannungszustandes eines Körpers: sie
legen nur drei der sechs Freiheitsgrade des symmetrischen Spannungstensors
eindeutig fest. Die restlichen Freiheitsgrade ergeben sich erst aus den Materia-
leigenschaften, die den Spannungszustand im Körper mit seiner Deformation
koppeln.
3.1.3 Das lineare Elastizitätsgesetz
Vereinfachend sollen für diese kurze Einführung in die Elastizitätstheorie nur
lineare, zeitinvariante und isotropeMaterialien berücksichtigt werden, für die die
Spannungs-Dehnungs-Relation durch das Hooke’sche Gesetz beschrieben wer-
den kann.
In den folgenden Abschnitten werden zunächst die durch die Annahmen
der Linearität und Isotropie bedingten Vereinfachungen und Einschränkungen
dargestellt. Danach werden Materialkonstanten eingeführt, die das linear ela-
stische Verhalten deformierbarer Körper charakterisieren, und schließlich die
Spannungs-Dehnungs-Relation eingeführt, die die Verbindung zwischen den
Spannungs- und Verzerrungstensoren beschreibt.
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Linearität und Zeitinvarianz
Linearität bedeutet im ZusammenhangmitMaterialverhalten, dass ein linearer
Zusammenhang zwischen Spannungen und Verzerrungen existiert, und somit
die Gültigkeit des Superpositionsprinzips gewährleistet ist. Im Rahmen kleiner
Verformungen und der geometrisch linearen Theorie ist diese Annahme für
viele Materialien in guter Näherung erfüllt. Begrenzt ist der Linearitätsbereich
natürlich durch Belastungsgrenzen desMaterials. Die Bedingung der Zeitinva-
rianz setzt voraus, dass die Materialeigenschaften zeitlich unverändert sind –
unter Vorspannungen zeigen viele Materialien hingegen zeitliche Veränderun-
gen der Materialeigenschaften durch Fließprozesse und Umstrukturierungen
im Material. Beispiele hierfür sind viele Kunststoffe, Gummi und Gläser.
Im akustisch relevanten Bereich relativ kleiner Auslenkungen durch Schwin-
gungen ist die Annahme linearer und zeitinvarianter Materialeigenschaften
sinnvoll und begründet.
Isotropie
Unter Isotropie versteht man die Richtungsunabhängigkeit eines Materials, al-
so die Invarianz der Materialeigenschaften von der Orientierung des Materials
in Körper. Typische Beispiele für isotrope Materialien sind z.B. Glas und Me-
talle. Nicht isotrop (anisotrop) sind die meisten kristallin strukturierten Mate-
rialien (aufgrund des regulären Aufbaus des Kristallgitters mit seinen Vorzugs-
richtungen), sowie alle in Fasern strukturiertenMaterialienwie etwaHolz oder
Glas- und Kohlefaserverbundwerkstoffe [ZT89].
Das lineare Materialmodell kann leicht auf anisotropes Verhalten erweitert
werden, wie etwa in [BG02] beschrieben ist.
Materialkonstanten
Das Verformungsverhalten elastischer Körper wird im wesentlichen durch
zwei Phänomene charakterisiert: Das der Steifigkeit und das der Querkontrak-
tion. Die Steifigkeit eines Körpers bestimmt die Spannungen, die sich unter ei-
ner bestimmten Verformung ausbilden. Sehr steife Materialien wie etwa Stahl
zeigen auch bei hohen Spannungen nur geringe Deformationen, wenig steife
Materialien deformieren sich bei der gleichen Spannung stärker.
Unter Querkontraktion versteht man die in Abbildung 3.2 dargestellte Ei-
genschaft elastischer Körper, bei Einprägung einer axialen Kraft auch Defor-
mationen quer (senkrecht) zur Richtung der eingeprägten Kraft auszuführen.
Die Querkontraktionszahl bestimmt das Ausmaß dieser Querdeformationen
relativ zu den Deformationen längs der Richtung der eingeprägten Kraft. Die
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Abbildung 3.2: Querausdehnung eines Körpers unter axialem Druck
Größe der Querkontraktionszahl ist natürlich durch die fundamentale Eigen-
schaft begrenzt, dass durch eine Druckdeformation das Volumen des Körpers
nicht vergrößert werden kann. Annähernd inkompressible Materialien wie et-
wa Gummi oder Wasser haben dementsprechend die höchstmögliche Quer-
kontraktionszahl von ν = 0.5.
DasHooke’sche Gesetz beschreibt den Zusammenhang zwischen Spannungen
und Verzerrungen über zwei Materialparameter, die Lamé-Konstanten λ und µ.
Demnach berechnet sich der Spannungstensor σ aus dem Verzerrungstensor
ε gemäß
σ = λ spur(ε) I + 2 µ ε . (3.24)
Die Lamé-Konstanten können aus den häufiger verwendeten Materialpara-
metern Elastizitätsmodul E und Poissonzahl ν (auch bekannt als Querkontrakti-
onszahl) über folgende Relationen berechnet werden:
ν =
λ
2(λ+ µ)
,
λ =
Eν
(1+ ν)(1− 2ν) ,
E =
µ(3λ+ 2µ)
λ+ µ
,
µ = G =
E
2(1+ ν)
.
(3.25)
Die Materialkonstante µ ist dabei gleich dem in der Werkstofftechnik ge-
bräuchlichen Schubmodul G.
Oftmals wird zur Vereinfachung der Notation statt der Tensorschreibweise
für σ und ε auch eine Schreibweise gewählt, in der die 6 unabhängigen Kom-
ponenten der Spannungs- und Verzerrungstensoren als Vektoren geschrieben
werden:
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σ =
[
σxx σyy σzz σxy σxz σyz
]T , (3.26)
ε =
[
εxx εyy εzz γxy γxz γyz
]T = [εxx εyy εzz 2εxy 2εxz 2εyz]T (3.27)
Diese Schreibweise erlaubt es, das Hooke’sche Gesetz aus Gleichung (3.24)
in Matrixform aufzustellen:
σ = C ε (3.28)
mit
C = E
(1+ ν)(1− 2ν)

1− ν ν ν
ν 1− ν ν 0
ν ν 1− ν
1/2− ν
0 1/2− ν
1/2− ν
 .
(3.29)
3.2 3D Strukturelemente
Für die Implementierung der 3D-Elastizitätstheoriemit der FEMwird jetzt, wie
auch schon für das akustische Fluid, eine Variationsformulierung aufgestellt,
die dann über elementweise Ansatzfunktionen in eine diskrete Form überführt
werden kann. Hierzu wird wieder eine Methode ähnlich des Prinzips der ge-
wichteten Residuen genutzt, die hier als Prinzip der virtuellen Verrückungen an-
gewandt wird.
EineweitereMöglichkeit zur Herleitung einer Variationsform ist die Anwen-
dung desHamiltonschen Prinzips, das beispielsweise in [CH96] vorgestellt wird.
Im Rahmen dieser Arbeit soll allerdings nur auf das Prinzip der virtuellen Ver-
rückungen eingegangen werden, das einen etwas intuitiveren Zugang bietet.
3.2.1 Variationsformulierung
Wie beim Prinzip der gewichteten Residuenwird zunächst die Gleichgewichts-
bedingung (3.19) mit einer Testfunktion, hier der virtuellen Verschiebung δumul-
tipliziert, und über das Volumen des Körpers integriert. Zur virtuellen Ver-
schiebung gehört ebenfalls eine virtuelle Verzerrung δε.
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Nach (3.13) gilt dabei:
δε = Dδu . (3.30)
Die so gewonnene Gleichgewichtsbedingung in Integralform lautet zu-
nächst ∫
Ω
div σ · δu dΩ+
∫
Ω
f · δu dΩ+ ρω2
∫
Ω
u · δudΩ = 0 (3.31)
Das erste Volumenintegral lässt sich jetzt mit Hilfe des Greenschen Integral-
satzes umformen. Nach Einsetzen der vorgegebenen Kraftgrößen auf der Ober-
fläche t ergibt sich dann
∫
Ω
σ : δε dΩ−
∫
Γt
t · δu dΓt −
∫
Ω
f · δu dΩ− ρω2
∫
Ω
u · δudΩ = 0 (3.32)
Das Tensorskalarprodukt σ : ε ist dabei definiert als die Summe über die
paarweisen Produkte der Tensorkomponenten:
σ : ε =∑
ik
εik σik = σ
Tε. (3.33)
In der 6-Komponenten-Vektordarstellung ist durch die Wahl von ε das
Tensor-Skalarprodukt gleich dem Skalarprodukt der beiden Vektoren. Der not-
wendige Faktor 2 für die symmetrischen Nebendiagonalelemente ist in der De-
finition von ε aus (3.27) enthalten.
Die einzelnen Summanden in (3.32) haben auch jeweils eine physikalische
Bedeutung. Die Integration über σ : δε entspricht einer inneren Verformungs-
arbeit δWi,d. Ein weiteres Volumenintegral liefert die für die Beschleunigung
der trägen Masse benötigte Arbeit δWi,k:
δWi,d =
∫
Ω
σTδε dΩ ; δWi,k = ρω
2
∫
Ω
u · δudΩ (3.34)
Diese beiden inneren Arbeiten müssen im Gleichgewicht zu den äußeren
virtuellen Arbeiten δWa stehen, die durch virtuelle Verschiebungen an den äu-
ßeren Kräften entstehen:
δWa =
∫
Ω
f · δu dΩ+
∫
Γt
t · δu dΓt (3.35)
Das Prinzip der virtuellen Verrückungen fordert damit die Übereinstim-
mung der inneren und äußeren virtuellen Arbeiten nach
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δWi,d − δWi,k = δWa (3.36)
Zur Anwendung in der FEMwird für 3D-Strukturelemente auf einen reinen
Verschiebungsansatz zurückgegriffen. Dieser Ansatz eliminiert die Spannun-
gen und Verzerrungen aus (3.32), indem die virtuelle Verzerrung über (3.30)
aus der virtuellen Verschiebung hergeleitet wird, und andererseits die Span-
nung σ aus der Verschiebung u über
σ = Cε = CDu . (3.37)
Damit erhält man für die innere virtuelle Verformungsarbeit den Ausdruck
δWi,d =
∫
Ω
δuTDTCDu dΩ (3.38)
in dem Spannungs- und Verzerrungsgrößen eliminiert sind. Die so gewon-
nene Variationsformulierung enthält also als Unbekannte nur noch Verschie-
bungsgrößen.
3.2.2 Diskretisierung und numerische Umsetzung
Die Implementierung von Finite-Elemente-Methoden für die im vorigen Ab-
schnitt eingeführte lineare Strukturdynamik erfolgt prinzipiell sehr ähnlich zur
FEM für das akustische Fluid aus Abschnitt 2.3.
Zunächst werden Ansatzfunktionen Ni definiert, die den Verschiebungsver-
lauf u über das Element beschreiben:
u =∑
i
N iui mit ui =
[
ux,i , uy,i , uz,i
]T
, N i =
Ni 0 00 Ni 0
0 0 Ni
 (3.39)
Nach dem Galerkin-Prinzip wird auch δu durch die gleichen Ansatzfunktio-
nen beschrieben, ebenso der Verlauf der Oberflächenkräfte t und Volumenkräf-
te f . Nach Einsetzen der Ansatzfunktionen ergeben sich die virtuellen Arbeiten
zu
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δWi,d =∑
i,j
δuTi
∫
Ω
N iD
TCDN j dΩ uj (3.40)
δWi,k =∑
i,j
ω2δuTi
∫
Ω
ρN iN jdΩ uj (3.41)
δWa =∑
i,j
(
δuTi
∫
Ω
N iN j dΩ f j + δuTi
∫
Γt
N iN j dΓt uj
)
(3.42)
Die einzelnen Integrale können nun wieder elementweise berechnet und in
die Systemmatrizen für das Gesamtsystem eingefügt werden. Eliminiert man
daraus noch die virtuellen Verschiebungen, so ergibt sich ein System mit der
Steifigkeitsmatrix KS, der Massenmatrix MS und Interpolationsmatrizen TS
und GS für äußere Kräfte:(
KS −ω2MS
)
u = TSf+GSt (3.43)
mit
Ks,ij =
∫
Ω
N iD
TCDN j dΩ (3.44)
Ms,ij =
∫
Ω
ρN iN jdΩ (3.45)
Ts,ij =
∫
Ω
N iN j dΩ (3.46)
Gs,ij =
∫
Γt
N iN j dΓt (3.47)
Die Integration der Strukturelemente erfolgt wie für den Fall der akustischen
Fluidelemente mit numerischer Kubatur. Bei der Aufstellung der Systemma-
trizen für das Gesamtsystem werden zudem die x−, y− und z−Komponenten
des Verschiebungsfeldes in einen Spaltenvektor für alle Freiheitsgrade zusam-
mengeführt.
3.3 Ebene Schalenelemente für die Modellierung dünner
Strukturen
Ein weiteres sehr wichtiges Problemfeld betrifft die Modellierung dünner
Strukturen, wie etwa Wandkonstruktionen. Zwar wäre es prinzipiell auch
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möglich, dünne Strukturen mit 3D-Volumenelementen zu diskretisieren, je-
doch steigt der Diskretisierungsaufwand hierbei sehr schnell, da für gleichblei-
bender Elementqualität das Seitenverhältnis zwischen der Elementdicke und
den weiteren Kanten nicht zu klein werden darf [ZT89].
Bei der Behandlung dünner ebener Strukturen unterscheidet man in der Re-
gel zwischen Scheiben- und Plattenstrukturen. Die Scheibengleichungen be-
schreiben die planaren Auslenkungen eines ebenen Flächentragwerkes unter
Schubkräften (also parallel zur Mittelebene wirkenden Lasten), während die
Mindlinschen Plattengleichungen die senkrechten Auslenkungen und Durch-
biegungen einer solchen Struktur beschreiben, die durch Lasten in Norma-
lenrichtung entstehen. Beide Ansätze können als Spezialfälle aus der oben
eingeführten 3D-Elastizitätstheorie hergeleitet werden und beschreiben die
Verschiebungs-, Verzerrungs- und Spannungszustände in einer Scheibe bzw.
Platte für kleine Verformungen hinreichend genau. Da sich Scheiben- und Plat-
tenprobleme in guter Näherung als zweidimensionale Probleme behandeln
lassen, ist es möglich, gegenüber einer 3D-Lösung die Zahl der Unbekannten
deutlich zu verringern sowie den Satz der Grundgleichungen auf zweidimen-
sionale partielle Differentialgleichungen zu reduzieren, wodurch sich der all-
gemeine Rechenaufwand deutlich verringern lässt.
Die in dieser Arbeit vorgestellte Variante der Implementierung ist ein ge-
koppeltes Modell aus einem Scheibenansatz für in-plane-Verformungen der
dünnen Struktur und einem Mindlin-Modell für die Modellierung der Bie-
geverformung schubweicher Platten. Es wurde im Rahmen der Diplomarbeit
[Are07] entwickelt und verifiziert. Das Mindlin-Modell hat aufgrund seiner
Annahme einer endlichen Schubsteife gegenüber der einfacheren Kirchhoff-
Plattentheorie deutliche Vorteile bei dickeren Strukturen, beispielsweise bei
Massivbauwänden.
3.3.1 Das Scheibenmodell für in-plane-Verformungen
Eine Scheibe ist ein ebenes Flächenbauteil, dessen Dicke h klein gegenüber den
Querabmessungen ist, und das nur durch Kräfte in der Scheibenebene belastet
wird. Zur mathematischen Beschreibung wird zunächst angenommen, dass
die Scheibe in der x-y-Ebene liegt, die z-Richtung somit in Richtung der Schei-
bennormalen zeigt. Dieses Koordinatensystem ist in Abbildung 3.3 dargestellt.
Da keine Kräfte in Normalenrichtung angreifen, müssen auf den Scheiben-
deckflächen auch alle z-Komponenten des Spannungstensors verschwinden,
es muss also σz(z = ± h2 ) = τyz(z = ± h2 ) = τxz(z = ± h2 ) = 0 gelten. Unter
Vernachlässigung von Querkontraktion über die Scheibendicke entspricht dies
der Annahme, dass diese Spannungskomponenten über der ganzen Scheiben-
dicke verschwinden:
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h
xzy
σy
τxy=τyx τxy=τyx
σx
Abbildung 3.3: Koordinatensystem, Freiheitsgrade und Spannungkomponen-
ten für die Scheibe
σz = τyz = τxz = 0 (3.48)
Diese Annahme ist für kleine Scheibendicken h in guter Näherung erfüllt.
Weiterhin wird angenommen, dass auch die nichtverschwindenden Spannun-
gen σx, σy, τxy über der Scheibendicke h konstant sind und somit als Ortsfunk-
tionen von x und y darstellbar sind. Dies bezeichnet man als als ebener Span-
nungszustand. Die Komponenten des Spannungstensors werden hier über die
Scheibenschnittkräfte beschrieben, die sich durch Integration der Spannungen
über die Scheibendicke ergeben [KW92].
nx = σxh, ny = σyh, nxy = τxyh (3.49)
σs =
[
nx ny nxy
]T (3.50)
Setzt man Gleichung 3.48 in das lineare Elastizitätsgesetz 3.24 ein, so ergibt
sich
εx =
1
E
(σx − νσy) εy = 1E (σy − νσx) εz = −
1
E
ν(σx + σy) (3.51)
γxy =
1
G
τxy γyz = 0 γxz = 0 (3.52)
Aufgelöst nach den Spannungskomponenten erhält man daraus
σx =
E
1− ν2 (εx + νεy), σy =
E
1− ν2 (εy + νεx), τxy = G γxy (3.53)
oder in Matrixschreibweise, mit εs =
[
εx εy γxy
]T :
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σs = Csεs , mit Cs = Eh
1− ν2
1 ν 0ν 1 0
0 0 1−ν2
 (3.54)
Ebenso können die kinematischen Beziehungen und die Bewegungsglei-
chungen aus (3.23) durch Einsetzen der Normalspannungsannahme 3.48 ver-
einfacht werden zu
εx =
∂u
∂x
, εy =
∂v
∂y
, εz =
∂w
∂z
, εxy =
γxy
2
=
1
2
(
∂u
∂y
+
∂v
∂x
) (3.55)
und mit us =
[
u v
]T wieder in Matrixform dargestellt:
εs = Dsεuu
s , mit Dsεu =

∂
∂x 0
0 ∂∂y
∂
∂y
∂
∂x
 (3.56)
Für die Bewegungsgleichungen der Scheibe erhält man
∂σx
∂x
+
∂τxy
∂y
+ fx = −ω2ρu
∂σy
∂y
+
∂τxy
∂x
+ fy = −ω2ρv (3.57)
bzw. in Matrixform:
Dsgσ
s + f¯ s = −ω2Msus , Dsg =
[
∂
∂x 0
∂
∂y
0 ∂∂y
∂
∂x
]
, Ms =
[
ρh 0
0 ρh
]
(3.58)
Für die Finite-Elemente-Implementierung werden die Scheibengleichungen
nun wiederum so umgeformt, dass die Bewegungsgleichungen vollständig als
Funktionen der Verschiebungsfreiheitsgrade u und v darstellbar sind, also ein
reiner Verschiebungsansatz aufgestellt. Durch sukzessives Einsetzen der Glei-
chungen 3.56, 3.54 und 3.58 ineinander ergibt dann somit das gesuchte Glei-
chungssystem, das als Unbekannte nur noch die Komponenten des Verschie-
bungsvektors us enthält:
DsgCsDsεuus + f¯ s = −ω2Msus (3.59)
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λ λλ
k u k u k u
a) Schubwellen b) Dehnwellen c) Biegewellen
k: Wellenvektor, zeigt in Ausbreitungsrichtung
u: Auslenkungsvektor, Schwingungsrichtung
λ: Wellenlänge
Abbildung 3.4: Darstellung der Scheiben- und Platten-Wellenformen
Der hochgestellte Index s an denMatrizen und Vektoren soll hier kennzeich-
nen, dass es sich um die Systemmatrizen für die Scheibengleichungen handelt.
Es wird später noch gezeigt, dass sich für die Plattengleichung ein konzeptio-
nell gleiches System von Matrizen und Vektoren aufstellen lässt.
Die Lösung des formulierten Gleichungssystems liefert somit unter Berück-
sichtigung hinreichender Randbedingungen den Verschiebungszustand der
Scheibe bei harmonischer Anregung. Durch Einsetzen der Verschiebungskom-
ponenten in die kinematischen Beziehungen und das Elastizitätsgesetz lassen
sich anschließend auch die Verzerrungs- und Spannungszustände sowie die
Verschiebung in Normalenrichtung w bestimmen.
3.3.2 Relevanz der in-plane-Schwingungen
Die soeben hergeleiteten Scheibengleichungen beschreiben für den Fall har-
monischer Kraftanregung so genannte in-plane-Wellen, die sich aus Schub- und
Dehnwellen zusammensetzen. Eine ausführliche Beschreibung dieser Wellen-
formen findet sich beispielsweise in [CH96]. Schubwellen sind transversale
Wellen, die senkrecht zur Ausbreitungsrichtung der Welle in der Plattenebe-
ne schwingen (siehe Abb. 3.4 a)). Die Schubwellen erzeugen keine Auslen-
kung in Normalenrichtung der Scheibe und sind deshalb für die Abstrahlung
von Luftschall unerheblich. Bei den Dehnwellen handelt es sich um quasilon-
gitudinale Wellen, welche vornehmlich in Ausbreitungsrichtung der Welle in
der Scheibenebene schwingen. Durch die Querkontraktion und die endliche
Dicke der Scheibe kommt es allerdings auch zu einer Deformation in Norma-
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Abbildung 3.5: Koordinatensystem, Freiheitsgrade und Schnittgrößen für die
Mindlin-Platte
lenrichtung der Scheibe, welche zu einer Schallabstrahlung führen kann (siehe
Abb. 3.4 b)). Für dünne Scheiben ist diese Auslenkung jedoch vernachlässig-
bar klein, insbesondere im Vergleich zu den typischen Normalenauslenkungen
der später in der Plattentheorie behandelten Biegeschwingungen (Abb. 3.4 c)).
Daher wird auch die Normalendeformation in der hier vorgestellten Scheiben-
formulierung vernachlässigt.
Im Bezug auf die Schallabstrahlung sind Scheibenschwingungen nur durch
ihreWirkung an winkligen Plattenverbindungen von Bedeutung, da es dort zu
einer Kopplung der in-plane- und der Biegewellen kommt.
3.3.3 Das Mindlin-Modell für schubweiche Platten
Ein ebenes Flächentragwerk, das senkrecht zu seiner Ebene durch in Norma-
lenrichtung wirkende Kräfte oder Momente belastet wird, bezeichnet man als
Platte. Wie auch bei der Scheibe wird dabei angenommen, dass die Platten-
dicke h klein im Vergleich zu den charakteristischen Abmessungen der Platte-
nebene ist. Diese Annahme kann nun wieder für eine Vereinfachung der allge-
meinen Grundgleichungen der linearen Elastizitätstheorie verwendet werden.
Im Folgenden sollen die Gleichungen der Mindlin-Plattentheorie aufgestellt
und die getroffenenModellannahmen erläutert werden. Eine ausführlicheHer-
leitung hierzu findet sich beispielsweise in [BG02].
Zunächst wird wie schon für die Scheibentheorie ein Koordinatensystem
eingeführt, in dem sich die Plattenmittelebene im undeformierten Zustand in
der x-y-Ebene befindet und die Deckflächen der Platte durch z = −h/2 und
z = h/2 gegeben sind, siehe Abbildung 3.5. Zur Reduzierung auf ein zweidi-
mensionales Problem werden folgende Modellannahmen getroffen:
1. Die Verschiebung senkrecht zur Plattenmittelebene w eines Punktes mit
den Koordinaten x sei unabhängig von z:
w = w(x, y) (3.60)
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Abbildung 3.6: Definition des Neigungswinkels ϕx an der Platte und Einfluss
auf die Schubspannung γxz [Are07]
Hieraus folgt, dass die Plattendicke h durch die Deformation nicht ver-
ändert wird. Über die gesamte Plattendicke gilt somit εz = 0.
2. Ein Linienelement mit der Höhe h in z-Richtung, das sich vor der Defor-
mation auf einer Normalen zur Plattenebene befindet, bleibe auch nach
der Deformation ein gerades Linienelement, muss aber nicht mehr not-
wendigerweise senkrecht auf der deformierten Plattenebene stehen. Des-
weiteren wird angenommen, dass in der Plattenmittelebene keine Ver-
zerrungen auftreten. Die Neigungs- oder Verdrehungswinkel dieser Li-
nienelemente werden als neue Freiheitsgrade ϕx und ϕy eingeführt (sie-
he Abbildung 3.6). Für kleine Neigungen gilt tan(ϕ) ≈ ϕ, womit die
Verschiebungen u und v in x-y-Richtung wie folgt angegeben werden
können:
u(x, y, z) = zϕy(x, y) , v(x, y, z) = −zϕx(x, y) (3.61)
3. Die Normalspannung σz sei überall in der Platte vernachlässigbar klein
gegenüber den ebenen Spannungen σx, σy, τxy, weshalb σz auf der ge-
samten Platte zu Null gesetzt wird.
Unter diesen Annahmen können die kinematischen Beziehungen für die
Platte aufgestellt werden. Es ergibt sich
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εx =
∂u
∂x
= z
∂ϕy
∂x
, (3.62a)
εy =
∂v
∂y
= −z ∂ϕx
∂y
, (3.62b)
εz =
∂w
∂z
= 0 , (3.62c)
γxy =
∂u
∂y
+
∂v
∂x
= z(
∂ϕy
∂y
− ∂ϕx
∂x
) , (3.62d)
γxz =
∂u
∂z
+
∂w
∂x
= ϕy +
∂w
∂x
, (3.62e)
γyz =
∂v
∂z
+
∂w
∂y
= −ϕx + ∂w
∂y
(3.62f)
Setzt man die kinematischen Beziehungen 3.62 in das Elastizitätsgesetz ein
und berücksichtigt zudem die Annahme σz = 0, so ergeben sich die nichtver-
schwindenden Komponenten des Spannungstensors zu
σx =
Ez
1− ν2 (
∂ϕy
∂x
− ν ∂ϕx
∂y
), (3.63a)
σy =
Ez
1− ν2 (−
∂ϕx
∂y
+ ν
∂ϕy
∂x
), (3.63b)
τxy = Gz(
∂ϕy
∂y
− ∂ϕx
∂x
), (3.63c)
τxz = G(ϕy +
∂w
∂x
), (3.63d)
τyz = G(−ϕx + ∂w
∂y
) (3.63e)
In den soeben aufgestellten Plattengleichungen sind zwar die Verformungs-
freiheitsgrade unabhängig von z, nicht aber alle aber alle Spannungs- und Ver-
zerrungsgrößen. Aus diesem Grund werden jetzt durch Integration der Span-
nungsgrößen über die Plattendicke geeignete Schnittgrößen und Spannungsre-
sultierende für das Plattenproblem eingeführt, die somit unabhängig von z sind.
Dies sind die Querkräfte qx, qy sowie die Biege- und Drillmomente mx, my, mxy,
die wie folgt berechnet werden können:
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Querkräfte: qx =
h/2∫
−h/2
τxzdz = Ghs(ϕy +
∂w
∂x
) (3.64a)
qy =
h/2∫
−h/2
τyzdz = Ghs(−ϕx + ∂w
∂y
) (3.64b)
Biegemomente: mx =
h/2∫
−h/2
−σyzdz = Kp( ∂ϕx
∂y
− ν ∂ϕy
∂x
) (3.64c)
my =
h/2∫
−h/2
σxzdz = Kp(
∂ϕy
∂x
− ν ∂ϕx
∂y
) (3.64d)
Drillmomente: mxy = myx =
h/2∫
−h/2
τxyzdz =
1− ν
2
Kp(
∂ϕy
∂y
− ∂ϕx
∂x
)
(3.64e)
Hierbei ist
Kp =
Eh3
12(1− ν2) (3.65)
die Plattensteifigkeit und hs die reduzierte Schubdicke, welche als Fehlerkorrek-
tur für die Annahme über der Plattendicke konstanter, nichtverschwindender
Schubspannungen eingeführt wird. Diese Annahme verletzt offensichtlich die
Randbedingungen τyz = τxz = 0 auf den Plattendeckflächen. Aus der An-
nahme einer parabolischen Schubspannungsverteilung über der Plattendicke
und gleicher Formänderungsenergie erhält man die reduzierte Schubdicke zu
hs = 56 h.
Zur Aufstellung der Bewegungsgleichungen müssen die Kräfte- und Mo-
mentenbilanzen für das infinitesimale Plattenelement gebildet werden. Träg-
heitskräfte und Flächenträgheitsmomente durch die Plattenbewegung berech-
nen sich hierbei nach Integration über z zu
41
3 Die Finite-Elemente-Methode für Festkörperstrukturen
qx
qx+ dx
qy
¶qx
¶xqy+ dy
¶qy
¶y
myx+ dx
¶myx
¶x
mxy+ dy
¶mxy
¶y
mxmyx mxy
my
my+ dx
¶my
¶x
mx+ dy
¶mx
¶y
xy fz , fhz
fmy ,mhy
fmx ,mhx
z
Abbildung 3.7: Ein infinitesimales Plattenelement mit angreifenden Kräften
und Momenten [Are07]
fhz =
h/2∫
−h/2
ρ
∂2w
∂t2
dz = −ρhω2w
mhx =
h/2∫
−h/2
zρ
∂2v
∂t2
dz = −ρ h
3
12
ω2ϕx
mhy =
h/2∫
−h/2
zρ
∂2u
∂t2
dz = −ρ h
3
12
ω2ϕy (3.66)
Nun können das Kräftegleichgewicht in z-Richtung, sowie die Momenten-
gleichgewichte in x- und y-Richtung aufgestellt werden. Betrachtet wird ein
infinitesimales Plattenelement, wie in Abbildung 3.7 dargestellt. Da sich die
Querkräfte qx und qy an den gegenüberliegenden Plattenrändern in ihrer Wir-
kung aufheben, so verbleiben für das Kräftegleichgewicht nur die infinitesima-
len Zuwächse sowie die Flächenlasten fz und fhz:
(
∂qx
∂x
dx)dy+ (
∂qy
∂y
dy)dx+ fzdxdy = fhzdxdy (3.67)
Bei der Bestimmung der Momentengleichgewichte in x- und y-Richtung he-
ben sich die Momente mx, my und mxy an den gegenüberliegenden Seiten in
ihrer Wirkung auf. Zu den infinitesimalen Zuwächsen dieser Momente pro
Längemüssen allerdings zusätzlich noch Anteile aus den Querlasten qx und
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qy berücksichtigt werden. Für die Momentengleichgewichte um die x- und y-
Achsen ergibt sich insgesamt (siehe auch [BG02]):
∂mxy
∂y
dydx+
∂my
∂x
dxdy− (qx + ∂qx
∂x
dx)dydx
− ∂qy
∂y
dydx
dx
2
− fzdxdy dx2 + fmydxdy = mhydxdy
(3.68)
− ∂myx
∂x
dxdy+
∂mx
∂y
dydx+ (qy +
∂qy
∂y
dy)dxdy
+
∂qx
∂x
dxdy
dy
2
+ fzdxdy
dy
2
+ fmxdxdy = mhxdxdy
(3.69)
Die Termemit den Faktoren dxdydx bzw. dydxdx usw. sind hierbei von höhe-
rer Ordnung und können vernachlässigt werden, so dass man aus (3.67), (3.68)
und (3.69) die folgenden Gleichgewichtsbedingungen erhält:
∂qx
∂x
+
∂qy
∂y
+ fz = −ρhω2w
∂mx
∂y
− ∂mxy
∂x
+ qy + fmx = −ρ h
3
12
ω2ϕx
∂my
∂x
+
∂mxy
∂y
− qx + fmy = −ρ h
3
12
ω2ϕy (3.70)
Mit den Gleichungen 3.64 und 3.70 erhält man insgesamt acht Gleichungen
für die acht Unbekannten w, ϕx, ϕy, qx, qy, mx, my, mxy. Damit ist das Platten-
problem vollständig als zweidimensionales Problem beschrieben.
3.3.4 Plattengleichungen in Matrixschreibweise
In analoger Weise wie für die Scheibe lässt sich durch Einsetzen der Gleichun-
gen 3.64 in die Gleichungen 3.70 ein Gleichungssystem aufstellen, das als Un-
bekannte nur noch die Freiheitsgrade w, ϕx und ϕy enthält. Dieses Gleichungs-
system kann wie für die Scheibe in Matrixschreibweise aufgestellt werden.
Hierzu werden die folgenden Vektoren und Matrizen definiert und zur Unter-
scheidung von den Scheibengrößen mit dem hochgestellten Index p versehen:
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up =
[
w ϕx ϕy
]T (3.71)
f¯ p =
[
fz fmx fmy
]T (3.72)
εp =
[
γxz γyz κx κy κxy
]T (3.73)
σp =
[
qx qy mx my mxy
]T , mit (3.74)
κx =
∂ϕx
∂y
, κy =
∂ϕy
∂x
, κxy =
∂ϕy
∂y
− ∂ϕx
∂x
(3.75)
εp = Dpεuup , mit D
p
εu =

∂
∂x 0 1
∂
∂y −1 0
0 ∂∂y 0
0 0 ∂∂x
0 − ∂∂x ∂∂y
 (3.76)
σp = C pεp , mit (3.77)
C p = Eh
12(1− ν2)

5(1− ν) 0 0 0 0
0 5(1− ν) 0 0 0
0 0 h2 −νh2 0
0 0 −νh2 h2 0
0 0 0 0 (1−ν)h
2
2
 (3.78)
Dpgσp + f¯
p = −ω2Mpup, mit (3.79)
Dpg =

∂
∂x
∂
∂y 0 0 0
0 1 ∂∂y 0 − ∂∂x
−1 0 0 ∂∂x ∂∂y
 und Mp =
ρh 0 00 ρ h312 0
0 0 ρ h
3
12
 (3.80)
Durch sukzessives Einsetzen der Gleichungen (3.76) bis (3.79) ineinander er-
gibt sich somit das gesuchte Gleichungssystem, das als Unbekannte nur noch
die Komponenten des Vektors up enthält:
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(DpgC pDpεu)up + f¯ p = −ω2Mpup (3.81)
Es ist somit gelungen, die Scheiben- und Plattengleichung in konzeptionell
gleicher Form aufzustellen. Da Scheiben- und Plattengleichung für ein ebenes
Element völlig unabhängig voneinander sind, und in der Verschiebungsformu-
lierung auch keine gemeinsamen Freiheitsgrade besitzen, kann ein beide For-
mulierungen verbindendes Element leicht aus beiden Systemen zusammenge-
setzt werden.
3.3.5 Variationsformulierung für Scheiben und Platten
Sowohl für die Scheibengleichungen als auch für die Mindlin-Platten-
gleichungen können nun analog zu den Ausführungen in Abschnitt 3.2.1 Va-
riationsformen aufgestellt werden.
Durch Gewichtung mit virtuellen Verschiebungen und Integration über
das interessierende Raumgebiet gewinnt man in Matrixschreibweise für das
Scheiben- und das Plattenproblem folgende Darstellung:
∫
S
∂uT(DTεuCDεu)u− (∂uTω2Mu)dS =
∫
S
∂uT f¯dB+
∫
Rσ
∂uTRσ¯RdR, (3.82)
wobei die virtuellen Verzerrungen ∂ε und die Spannungen σ mit den Bezie-
hungen aus den Gleichungen (3.56), (3.58) bzw. (3.76), (3.77) als Funktionen der
Verformungen ∂u bzw. u dargestellt sind.
3.3.6 Diskretisierung und numerische Umsetzung
Die Diskretisierung der Scheiben- und Plattengleichungen erfolgt mit zweidi-
mensionalen Finiten Elementen, hier wurden isoparametrische Dreiecks- bzw.
Viereckselemente 2. Ordnung gewählt.
Hierbei ist es als erster Schritt sinnvoll, die Freiheitsgrade von Scheiben-
und Plattengleichung knotenweise zusammenzuführen. Für ein Element mit
N Knoten sei der Vektor u der Unbekannten definiert als
u = [ u1 v1 w1 ϕx1 ϕy1 u2 v2 w2 ϕx2 ϕy2 . . . uN vN wN ϕxN ϕyN ]
T . (3.83)
Die Elementsteifigkeits- und Massenmatrizen können dann in der Form
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Abbildung 3.8: Zwei rechtwinklig starr verbundene Plattenelemente in lokalen
und globalen Koordinaten [Are07]
Kij =
∫
S
(
Ni
[
DsTεuCsDsεu 02x3
03x2 D
pT
εu C pDpεu
]
Nj
)
dS, (3.84)
Mij =
∫
S
(
Ni
[
Ms 02x3
03x2 Mp
]
Nj
)
dS (3.85)
aus den Submatrizen für Scheibe und Platte aufgestellt werden.
Obwohl die Gleichungen für die u, v Freiheitsgrade und die w, ϕx, ϕy Frei-
heitsgrade in jedem einzelnen ebenen Element vollständig entkoppelt sind,
kommt es an winkligen Verbindungen ebener Schalenelemente zu einer Kopp-
lung der “in plane“- und der Biegeschwingungen. Diese Kopplung wird in
den Systemgleichungen durch eine Transformation des lokalen Koordinaten-
systems eines jeden Elementes in ein gemeinsames, globales Koordinatensy-
stem berücksichtigt.
Mathematisch lässt sich diese Koordinatentransformation durch eine Trans-
formationsmatrix T beschreiben, die aus den Richtungskosinus der Winkel
zwischen den Achsen des lokalen (x′, y′, z′) und des globalen (x, y, z) Koordi-
natensystems gebildet werden kann. Sowohl die Verschiebungskomponenten
als auch die Verdrehungskomponenten müssen auf diese Weise transformiert
werden:
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uloc = Tuglob, mit (3.86)
T =

cos(x′x) cos(x′y) cos(x′z) 0 0 0
cos(y′x) cos(y′y) cos(y′z) 0 0 0
cos(z′x) cos(z′y) cos(z′z) 0 0 0
0 0 0 cos(x′x) cos(x′y) cos(x′z)
0 0 0 cos(y′x) cos(y′y) cos(y′z)
0 0 0 cos(z′x) cos(z′y) cos(z′z)
 (3.87)
und
uloc =
[
u′ v′ w′ ϕx′ ϕy′ ϕz′
]
uglob =
[
u v w ϕx ϕy ϕz
]
(3.88)
Mit Hilfe dieser Transformation können auch die Elementsteifigkeits- und
Massenmatrizen in globale Koordinaten transformiert werden:
Kglobij = T
TKlocij T
Mglobij = T
TM locij T (3.89)
Für eine Implementierung ist außerdem noch zu beachten, dass die loka-
len Elementsteifigkeits- und Elementmassenmatrizen um eine Dimension er-
weitert werden müssen, damit die Transformation durchführbar ist. Das ebe-
ne Schalenelement verfügt nämlich nur über fünf Freiheitsgrade; ein Verdre-
hungsfreiheitsgrad um die z-Achse existiert in lokaler Darstellung nicht. Da-
her werden vor der Transformation ein willkürlicher Steifigkeitskoeffizient Kϕz
bzw. einMassenkoeffizient Mϕz als Diagonaleinträge der lokalenMatrizen ein-
geführt, um das Gleichungssystem zu regularisieren. Bei geeigneter Wahl, sie-
he z.B. [ZT89], werden die Eigenschaften des Gesamtsystems dadurch nicht
nachteilig beeinflusst.
3.4 Kopplung zwischen Struktur- und Fluidmodell
In den vorigen Abschnitten wurden unabhängig voneinander Grundgleichun-
gen, Variationsprinzipien und Finite-Elemente-Formulierungen für das akusti-
sche Fluid, poröses Absorptionsmaterial, dreidimensionale Festkörperstruktu-
ren sowie dünne Plattenstrukturen hergeleitet. Die Kopplung zwischen Fluid
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und Absorbermaterial erfolgt über direkte Kopplung der Schalldrücke an den
Grenzflächen; ebenso ist eine direkte Kopplung zwischen dreidimensionalem
Festkörper und den Plattenstrukturen über gemeinsameKnotenmöglich. Hier-
bei werden die Auslenkungsfreiheitsgrade der 3D-Struktur gleich den Auslen-
kungsfreiheitsgraden der Plattenstruktur gewählt; über zusätzliche Zwangsbe-
dingungen für die verbleibenden freien Verdrehungsfreiheitsgrade kann dann
festgelegt werden, ob die Kopplung starr oder drehbar sein soll.
Zu einem vollständig gekoppelten Modell fehlen jedoch noch Kopplungs-
bedingungen zwischen dem Fluid (ideal oder als poröses Material) und den
Festkörper- oder Plattenstrukturen. Für Untersuchungen der Schallabstrah-
lung schwingender Strukturen wird traditionell oftmals die Rückwirkung der
von der Struktur abgestrahlten Schallwellen auf die Strukturschwingung ver-
nachlässigt, so dass nur eine Kopplungsrichtung betrachtet wird. Diese verein-
fachte Herangehensweise macht es möglich, die Strukturschwingung separat
im Voraus zu berechnen, und die aus der Simulation der Strukturschwingung
gewonnenen Schnelledaten auf der Strukturoberfläche als Randbedingungen
für eine reine Fluidsimulation zu verwenden. Diese Vereinfachung ist jedoch
bereits für den Fall der Schallabstrahlung in einigen, durchaus praxisrelevan-
ten Anwendungsfällen nicht zulässig [Moo00]: Sie gilt zum einen nicht mehr,
wenn die Struktur sehr leicht und großflächig ist (bzw. das Fluid sehr schwer,
wie etwa bei Schallabstrahlung imWasser). Weiterhin ist diese Näherung nicht
zulässig, wenn die Struktur und ein daran anschließendes abgeschlossenes
Fluidvolumen ähnliche Eigenfrequenzen besitzen.
Auch im Hinblick auf die Simulation von raum- und bauakustischen Pro-
blemen, in denen die Anregung der Strukturschwingung bereits durch ein
Fluidschallfeld erfolgt, ist es also notwendig, dass das gekoppelte Modell die
Wechselwirkung von Struktur- und Luftschallschwingungen vollständig, also
in beiden Richtungen, berücksichtigt. Das Kopplungsmodell soll also sowohl
die Anregung der Strukturoberflächen durch Luftschall als auch die resultie-
rende Luftschallabstrahlung von den schwingenden Strukturoberflächen be-
rücksichtigen.
Zur Implementierung vollständiger Fluid-Struktur-Kopplung werden nun
die Schnelle-Randbedingung (2.7) für das akustische Fluid bzw. die Kraft-
Randbedingung (3.22) für die Struktur durch Größen des jeweils anderen Sy-
stems ausgedrückt.
3.4.1 Lokale Kopplungsbedingungen
Zunächst werden die Kopplungsbedingungen zwischen einer 3D-Struktur und
dem akustischen Fluid vorgestellt. Abbildung 3.9 zeigt (im zweidimensionalen
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Schnitt) eine Grenzfläche zwischen Fluid und Struktur. Die Normalenvektoren
nF für das Fluid und nS für die Struktur zeigen in das jeweils andere Gebiet.
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Abbildung 3.9: Kopplungsbedingungen an der Grenzfläche zwischen Fluid
und Struktur
Im Fluidgebiet sei das Schalldruckfeld p gegeben, im Strukturgebiet das Feld
der Verschiebungsvektoren u mit seinen Komponenten ux, uy und uz. Durch
die Kopplung zwischen Fluid und Struktur ergibt sich von der Strukturober-
fläche aus gesehen der zusätzliche Oberflächenkraftvektor t˜, vom Fluid aus
gesehen eine Oberflächenbeschleunigung a˜n.
Die Schallabstrahlung der schwingenden Strukturoberfläche in ein fluides
Medium wird für nichtviskose fluide Medien durch die Normalkomponen-
te der Oberflächenschnelle der Struktur bestimmt. Die Reaktion des Fluids
auf die Oberflächenbewegung entspricht der Schnellerandbedingung (2.7) der
Helmholtzgleichung.
∇p · n = ω2ρF u · nS = −ω2ρF u · nF . (3.90)
Die Anregung von Strukturschwingungen durch Schall im fluiden Medium
ergibt sich dadurch, dass der Schalldruck p auf die Strukturoberfläche eine
Kraft t˜ ausübt, die überall senkrecht auf der Strukturoberfläche steht.
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Abbildung 3.10: Fluid-Struktur-Kopplung bei einer beidseitig von Fluid umge-
benen Platte [Are07]
Die Oberflächenkraft t˜ auf der Strukturoberfläche ergibt sich daher mit dem
Normalenvektor nS der Strukturoberfläche aus dem Gleichgewicht der Druck-
kräfte an der Oberfläche zu
t˜ = −p nS = p nF . (3.91)
Die Vorzeichen ergeben sich hier aus der Überlegung, dass ein Überdruck
p > 0 im Fluidvolumen eine Druckkraft auf die Strukturoberfläche ausübt, die
in negativer Richtung des Normalenvektors der Strukturoberfläche orientiert
ist.
Bei der Fluid-Struktur-Kopplung an Plattenstrukturen ist zu berücksichti-
gen, dass sich die auf die Struktur wirkende Kraft aus der Differenz der Schall-
drücke auf beiden Seiten der Struktur ergibt. Auch strahlt eine Platte bei beid-
seitiger Fluidbelastung natürlich auch zu beiden Seiten (gegenphasig) Schall
ab.
Maßgeblich für die Luftschallabstrahlung einer schwingenden Plattenstruk-
tur ist die Normalenauslenkung un der Platte, die durch Projektion der Ver-
schiebungskomponenten (u, v,w) des Verschiebungsvektors u˜ auf den Norma-
lenvektor nS der Platte berechnet werden kann. Die schwingende Platte kann
dann wieder als angeregte Randfläche Γv aufgefasst werden, womit für den
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Schalldruck an den Grenzflächen zwischen Fluid und Platte folgende Bezie-
hung gilt:
∇p1 · nF1 = ω2ρFnTF1 u˜ = ω2ρFnTS u˜, (3.92)
∇p2 · nF2 = ω2ρFnTF2 u˜ = −ω2ρFnTS u˜ (3.93)
Die Anregung von Plattenschwingungen durch Luftschall kann über die
auf die Platte wirkende Schalldruckdifferenz (p1 − p2) beschrieben werden.
Ist diese Schalldruckdifferenz ungleich Null, so resultiert eine Druckkraft auf
die Plattenstruktur, die als Randbedingung für die Platte wie folgt formuliert
werden kann:
f nS = p1 · nF1 + p2 · nF2 = (p1 − p2) · nS (3.94)
3.4.2 Diskretisierung und Aufstellung des Gesamtsystems
Die im vorigen Abschnitt aufgestellten Kopplungsbedingungen müssen nun
für die Anwendung der FEM wieder in diskreter Form aufgestellt werden.
Hierbei wird vereinfachend davon ausgegangen, dass die Ortsverläufe des
Schalldrucks auf der Oberfläche des Fluidgebiets bzw. des Verschiebungsvek-
tors auf der Oberfläche der Struktur oder der Platten durch die gleichen An-
satzfunktionen interpoliert werden. Weiterhin wird hier der allgemeinere Fall
der Kopplung an der Platte dargestellt; die Kopplungsbedingungen zwischen
3D-Strukturelement und akustischem Fluid ergeben sich ganz analog durch
Weglassen des zweiten Schalldruckfreiheitsgrades.
Die aus der Differenz der Schalldrücke auf den unterschiedlichen Platten-
seiten resultierende Druckkraft auf die Platte kann als als plattennormale Flä-
chenlast fFS aufgefasst werden. Zur Bestimmung der aus dieser Flächenlast
resultierenden Knotenlasten in Normalenrichtung wird die allgemeine Defini-
tion der Flächenlasten für ein ebenes Schalenelement genutzt:
fi =
∫
S
N i f¯dS . (3.95)
Zur Bestimmung der Knotenkomponenten der Kopplungslast fFS muss nun
anstelle der Komponenten fx, fy und fz von f¯ die aus der Druckdifferenz
auf den Plattenseiten resultierende Druckkraft (p1 − p2) · nS eingesetzt wer-
den. Die Momenten-Komponenten fmx, fmy und fmz werden zu Null gesetzt.
Nähert man den Verlauf der Schalldruckdifferenz auf der Plattenoberfläche
nun mit Hilfe von Ansatzfunktionen Nj durch Interpolation der Knotenwer-
te (p1 − p2)j an, so ergibt sich die folgende Kopplungsmatrix:
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fFS =
∫
S
NTi
[
n1S n2S n3S 0 0 0
]T Nj dB (p1 − p2)
= CFS · (p1 − p2),
(3.96)
wobei der Vektor (p1 − p2) die Knotenwerte der Schalldruckdifferenz ent-
hält.
Die Normalenauslenkung des schwingenden Plattenelementes erzeugt an-
dererseits einen Schalldruck in den Fluidgebieten F1 und F2. Dies muss in den
Gleichungen für die Fluidelemente F1 und F2 als zusätzlicher Lastvektor fSF
berücksichtigt werden. Die schwingende Platte kann also wie eine angereg-
te Randfläche der angrenzenden Fluidelemente behandelt werden. Die Kopp-
lungslast lässt sich demnach darstellen als
fF,i = ω2ρF
∫
ΓSF
Ni · undΓSF (3.97)
Die Normalenauslenkung un ist hierbei die Normalenauslenkung des an-
grenzenden Plattenelementes und ergibt sich aus dem Skalarprodukt des Nor-
malenvektors für das Fluidmit demVerschiebungsvektor der Platte, wobei der
Normalenvektor hier wieder um drei Nullkomponenten erweitert wird, da die
Neigungskomponenten imVerschiebungsvektor u hier keine Rolle spielen. Die
Verschiebungskomponenten der Platte werden auch hier mit Hilfe von Ansatz-
funktionen aus den Knotenwerten interpoliert. Es ergibt sich somit:
fSF = ω2ρF
∫
ΓSF
Ni
[
n1F n2F n3F 0 0 0
]T N j dS u = ω2ρFCSF ·u
(3.98)
Für ein System mit zwei durch einer Platte S getrennten Fluidgebieten F1
und F2 Fluidgebieten ergibt sich durch Einsetzen der Kopplungsmatrizen CFS
und CSF in das Gesamtsystem ein System der Form
[
KF1 −ω2MF1 + jωAF1 −ρF1ω2CSF1 0−CFS KS −ω2MS CFS
0 −ρFω2CSF2 KF2 −ω2MF2 + jωAF2
] [
p1
u
p2
]
=
[
fF1
fS + frS
fF2
]
(3.99)
wobei die erste und dritte Zeile der Matrixgleichung die FE-Formulierung
für die Fluidgebiete F1, F2 und die zweite Zeile die FE-Formulierung für die
Struktur enthält. Die Kopplungsmatrizen CSF und CFS enthalten die wechsel-
seitigen Bedingungen für die Fluid-Struktur-Kopplung.
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In den vorgegangenen Kapiteln wurden Finite-Elemente-Methoden für akusti-
sches Fluid, poröses Material, 3D-Festkörper sowie dünne Platten eingeführt.
Weiterhin wurde ein Kopplungsmodell zur Beschreibung der gegenseitigen
Rückwirkungen der strukturdynamischen und akustischen Größen aufgestellt.
Zum Nachweis der Genauigkeit der Methoden sowie der Grenzen ihrer An-
wendung werden im folgenden einige Verifikationsmodelle diskutiert, die im
Vergleich mit analytischen Lösungen eine gute Einschätzung der Lösungsqua-
lität liefern können.
4.1 Verifikation des Fluidmodells
Zur Verifikation des Fluidmodells wurden die 50 tiefsten Eigenmoden eines
schallhart berandeten Quaderraums berechnet. Hierzu wurden Tetraederele-
mente mit linearen und quadratischen Ansatzfunktionen genutzt. Durch die
einfache Raumform sind für die Eigenfunktionen analytische Lösungen ver-
fügbar.
Zunächst wird ein geeignetes Fehlermaß eingeführt, sowie die analytische
Lösung vorgestellt. Im Anschluss werden die daraus berechneten Simulations-
fehler über die Eigenfrequenz dargestellt.
Als weiteres Verifikationsmodell werden die Eigenmoden eines Zylinders
berechnet. Hierbei wird der Unterschied zwischen gradlinig berandeten und
krummlinigen (isoparametrischen) Elementen dargestellt.
4.1.1 Fehlermaß
Zur Bestimmung des Simulationsfehlers wird der mittlere quadratische Fehler
über alle Knoten verwendet.
Für eine gegebene, fehlerbehaftete Lösung p˜i (am Knoten i) und eine be-
kannte exakte Lösung pi ist dieser Fehler auf N Knoten wie folgt definiert:
||E||2 :=
√√√√∑Ni=1 ( p˜i − pi)2
∑Ni=1 p
2
i
(4.1)
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Durch die Normierung auf ∑Ni=1 p
2
i ist dieses Fehlermaß einheitenlos und
skalierungsunabhängig.
4.1.2 Quaderraum, FEM-Modell und analytische Lösung
Zur Verifikation des Fluidmodells wurden die 50 tiefsten Eigenmoden eines
schallhart berandeten Quaderraums mit den Abmessungen 7×5×3 m berech-
net. Hierzuwurden Tetraederelementemit linearen und quadratischenAnsatz-
funktionen genutzt.
Für die FEM-Rechnung wurden zwei verschiedene Netze des Raumes er-
stellt: Ein Netz mit linearen Tetraederelementen, insgesamt 9200 Knoten, sowie
ein Netz mit quadratischen Tetraederelementen mit insgesamt 7113 Knoten.
Die analytische Lösung des generalisierten Eigenwertproblems mit den Ei-
genfunktionen ϕm und zugehörigen Eigenfrequenzen fm lässt sich für den
Quaderraum durch einen Separationsansatz bestimmen. Für einen Quader-
raum mit 0 ≤ x ≤ a, 0 ≤ y ≤ b, 0 ≤ z ≤ c ergeben sich die Eigenfunktionen
ϕlmn =
√
X
a b c
cos
(
lpix
a
)
cos
(mpiy
b
)
cos
(npiz
c
)
(4.2)
mit X =

1 : l = m = n = 0
2 : genau ein Index 6= 0
4 : genau zwei Indizes 6= 0
8 : alle Indizes 6= 0
mit den Eigenwerten (als Wellenzahl dargestellt)
k2lmn =
(
lpi
a
)2
+
(mpi
b
)2
+
(npi
c
)2
(4.3)
bzw. den Eigenfrequenzen
flmn =
c0
2pi
klmn =
1
2
c0
√
l2
a2
+
m2
b2
+
n2
c2
. (4.4)
4.1.3 Vergleich der Genauigkeit, lineare/quadratische Elemente
Zu jeder Eigenmode aus der FEM-Rechnung wurde die zugehörige analytisch
berechnete Eigenmode an allen Knoten des FEM-Netzes ausgewertet. Aus der
FEM-Lösung und der knotenbezogenen analytischen Referenz wurde dann je-
weils der mittlere quadratische Fehler nach (4.1) ermittelt.
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Abbildung 4.1: Vergleich der Genauigkeit des Fluidmodells: RMS-Fehler
In der Abbildung 4.1 ist das Ergebnis der Fehleranalyse dargestellt. Trotz
der geringeren Knotenzahl des Modells mit quadratischen Elementen erzielt
dieses durchgängig bessere Ergebnisse als die Lösung mit linearen Tetraeder-
elementen.
4.1.4 Eigenfrequenzen für isoparametrisch vernetzten Zylinder
Zum Testen der isoparametrischen Elementformulierung wurde ein weiteres
einfaches und analytisch vollständig lösbares Musterproblem gewählt: Die Be-
stimmung der Eigenfrequenzen eines schallhart berandeten Zylinders mit 1 m
Durchmesser und 1 m Höhe.
Der Zylinder wurde in zwei Genauigkeitsstufen (89 Knoten, 32 Elemente
bzw. 3173 Knoten, 1847 Elemente) und jeweils mit isoparametrischen Elemen-
ten und geradlinig berandeten Elementen zweiter Ordnung vernetzt. Die grobe
Vernetzung im Vergleich zwischen geradliniger und krummliniger Berandung
ist in Abbildung 4.2 dargestellt.
Die ersten 7 Eigenfrequenzen dieser Analysen sind in Tabelle 4.1 dargestellt.
In der obersten Zeile ist als Vergleich die analytisch (nach [Cro97]) berechnete,
exakte Eigenfrequenz aufgeführt.
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Abbildung 4.2: Zylindernetz, gerade Elementkanten (links) und isoparametri-
sche Elemente (rechts)
Eigenfrequenzen f in Hz
Methode Elemente f1 f2 f3 f4 f5 f6 f7
analytisch 171,8 201,4 201,4 264,8 264,8 334,2 334,2
FEM TETRA10 geradl. 32 171,6 215,0 221,2 276,5 277,3 367,7 371,2
FEM TETRA10 isopar. 32 172,3 202,8 205,4 266,6 267,1 348,1 350,8
FEM TETRA10 geradl. 1847 171,8 202,0 202,8 265,3 265,8 335,7 336,0
FEM TETRA10 isopar. 1847 171,8 201,4 201,4 264,8 264,8 334,3 334,3
Tabelle 4.1: Eigenfrequenzen des Zylinders mit geradlinig und krummlinig be-
randeten Elemente
Es wird deutlich, dass die isoparametrische Elementformulierung gerade bei
grober Vernetzung deutlich genauere Eigenfrequenzen liefert als die Vernet-
zung mit geraden Elementkanten. Diese Verbesserung lässt sich leicht durch
die deutlich besser angenäherte Form der Geometrie erklären.
Die Nutzung krummlinig berandeter isoparametrischer Elemente hat bei
gleicher Knotenanzahl keinen Einfluss auf die Rechenzeit. Lediglich der ein-
malige Aufwand des Zusammensetzens der Systemmatrizen ist durch die not-
wendige numerische Integration leicht erhöht.
4.2 Verifikation der ebenen Schalenelemente
Zur Modellierung dünner Strukturen werden die in Abschnitt 3.3 vorgestell-
ten ebenen Schalenelemente eingesetzt. Sie basieren auf einer Kombination
der Scheibengleichungen für den ebenen Spannungszustand [BG02] und der
Mindlin-Plattengleichungen [CH96]. Die hier dargestellten Verifikationenwur-
den im Rahmen der Diplomarbeit [Are07] durchgeführt.
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Bei einer Verifikation des implementierten FE-Modells der ebenen Schalen-
elemente ist daher zu beachten, dass bereits in den o.g. Theorien vereinfachen-
de Annahmen bezüglich des Strukturverhaltens getroffen wurden. ImWesent-
lichen besteht dies in der Annahme, dass die Dicke h der ebenen Schale klein
im Vergleich zu den charakteristischen Abmessungen l in der Schalenebene ist
(h << l). Weiterhin gilt das verwendete lineare Elastizitätsgesetz nur für kleine
Verzerrungen. Im Hinblick auf die typischerweise sehr kleinen Verzerrungen,
die bei Anregung der Schalenelemente in akustischen Modellen entstehen, ist
das lineare Verhalten jedoch hinreichend genau.
4.2.1 Statische Verifikation
Zunächst wird zur Verifikation der ebenen Schalenelementen das Verhalten
unter statischer Last untersucht. Hierzu werden elementare Balken- und Plat-
tenprobleme mit der FEM berechnet und mit analytischen Lösungen vergli-
chen. Für die Wiedergabe von Biegeverformungen werden der Einfluss der
Diskretisierung auf die Simulationsgenauigkeit und die Auswirkung der se-
lektiven, reduzierten Integration auf das Problem der Schubversteifung aufge-
zeigt.
Weiterhin werden die 8-Knoten-Viereckelemente (QUAD8) mit den 6-
Knoten-Dreieckelementen (TRIG6) verglichen. Alle Simulationen und Rech-
nungen in diesem Abschnitt wurden mit typischen Materialparametern für
Stahl (E = 200 GPa und ν = 0, 3) durchgeführt.
Zunächst wird eine allseitig winklig frei aufgelagerte, rechteckige Platte mit
den Abmessungen Lx = Ly = 1 m betrachtet, die mit einer gleichmäßigen
Flächenlast in Normalenrichtung belastet ist (siehe Abb. 4.3 a) ). Die Durch-
biegung w(x, y) der Platte kann aus der Kirchhoffschen Plattengleichung wie
folgt analytisch berechnet werden:
w(x, y) =
16p′
pi6D
∞
∑
m=1,3,5,...
∞
∑
n=1,3,5,...
sin(mpix)
Lx ·
sin(npiy)
Ly
mn(( mLx )
2 + ( nLy )
2)2
(4.5)
mit der Biegesteifigkeit D =
Eh3
12(1− ν2) . (4.6)
Angenommene Flächenlast: p′ = 100 N
m2
·
h3
hre f 3
. (4.7)
Tabelle 4.2 zeigt die mit der FEM berechnete maximale Durchbiegung
wmax = w( 12 ,
1
2 ) für zwei unterschiedliche Diskretisierungen bei vollständi-
ger bzw. selektiver Integration. Die gleichmäßige Flächenlast p′ wurde so nor-
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Abbildung 4.3: Allseitig aufgelagerte Platte mit gleichmäßiger Flächenlast
[Are07]
miert, dass sich für alle unterschiedlichen Plattendicken h in der analytischen
Rechnung gleiche Auslenkungen ergeben. Die letzte Zeile der Tabelle enthält
die mit Gleichung 4.5 analytisch berechneten Durchbiegungen. Abbildung 4.3
b) zeigt, wie sich die winklig frei aufgelagerte Platte unter der gleichmäßigen
Belastung in der FE-Simulation verformt, wobei der Maßstab in z-Richtung
stark vergrößert dargestellt ist.
Wie erwartet nimmt die Simulationsgenauigkeit bei einer Verfeinerung der
Diskretisierung zu. Es wird jedoch auch deutlich, dass bei einer groben Dis-
kretisierung für sehr dünne Platten der Effekt der Schubversteifung auftritt, d.h.
die Platte verhält sich in der Simulation deutlich steifer als in der analytischen
Rechnung. So liefert die Simulation für eine 2 cm dicke Platte schon bei einer
max. Auslenkung wmax(h)/µm
Methode Elemente Integration h = 1mm h = 5mm h = 1cm h = 2cm
FEM QUAD8 4×4 voll 2,80 17,15 20,39 21,49
FEM QUAD8 4×4 selektiv 20,88 22,17 22,62 22,86
FEM QUAD8 8×8 voll 20,46 22,02 22,12 22,30
FEM QUAD8 8×8 selektiv 22,26 22,35 22,42 22,61
Kirchhoff 22,20 22,20 22,20 22,20
Tabelle 4.2: FEM-Ergebnisse für gleichmäßig belastete allseitig aufgelagerte
Platte
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Abbildung 4.4: Beidseitig aufgelagerter Balken mit gleichmäßiger Linienlast
[Are07]
groben Diskretisierung mit 4×4 Elementen gute Ergebnisse, während die Si-
mulationsergebnisse für eine 1 mm dicke Platte bei gleicher Diskretisierung
und vollständiger numerischer Integration um eine Größenordnung von den
analytischen Ergebnissen abweichen.
In [KW92] werden die Ursachen der Schubversteifung eingehend erläutert.
Durch eine Erhöhung der Elementzahl kann der Fehler deutlich verringert
werden. Es ist also bei entsprechender Verfeinerung der Diskretisierung mög-
lich, auch sehr dünne Plattenmit hoher Genauigkeit zu simulieren. Außerdem
kann gezeigt werden, dass durch den Einsatz der selektiven reduzierten Integra-
tion eine deutliche Verbesserung der Simulationsgenauigkeit auch bei relativ
grober Diskretisierung erreicht werden kann. Bei der selektiven reduzierten
Integration werden die Schubanteile der Steifigkeitsmatrix, die sich auf die
Schubverzerrungen γxz und γyz beziehen, nicht vollständig sondern nur re-
duziert numerisch integriert.
Zum Vergleich der 8-Knoten-Viereckelemente mit den 6-Knoten Dreieckele-
menten wurde ein beidseitig aufgelagerter Balken der Länge Lx = 1 m und
Breite b = 0.05 m betrachtet, der mit einer gleichmäßigen Linienkraft belastet
ist. Die Linienkraft wurde wiederum so normiert, dass sich in der analytischen
Berechnung gleiche Auslenkungen für unterschiedliche Dicken h ergeben. Die
Abmessungen des Balkens und die Einspannung sind in Abbildung 4.4 dar-
gestellt. Tabelle 4.3 zeigt die Simulationsergebnisse für verschiedene Dicken
bei unterschiedlicher Diskretisierung und Integrationsmethode. Die letzte Zei-
le enthält erneut die Lösungen der analytischen Berechnung, die aus den Glei-
chungen der Euler-Bernoulli-Balkentheorie hergeleitet sind. Für die gegebene
Einspannung und Belastung ist die analytische Lösung gegeben durch
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Abbildung 4.5: Elementierung eines Balkens für die FEMmit 4 Viereckelemen-
ten und 8 Dreieckelementen [Are07]
w(x) = − p
′x(L3x − 2x2Lx + x3)
24EI
, mit (4.8)
p′ = 100N
m
·
h3
hre f 3
und I =
b · h3
12
(4.9)
max. Auslenkung wmax(h)/mm
Methode Elemente Integration h = 1mm h = 5mm h = 1cm h = 2cm
FEM TRIG6 8×1 voll 1,46 1,46 1,47 1,48
FEM QUAD8 4×1 voll 1,48 1,48 1,48 1,49
FEM TRIG6 16×1 voll 1,54 1,54 1,54 1,55
FEM QUAD8 8×1 voll 1,54 1,54 1,54 1,55
FEM TRIG6 8×1 selektiv 1,49 1,49 1,50 1,50
FEM QUAD8 4×1 selektiv 1,56 1,56 1,56 1,57
FEM TRIG6 16×1 selektiv 1,55 1,55 1,55 1,56
FEM QUAD8 8×1 selektiv 1,56 1,56 1,56 1,56
Euler-Bernoulli 1,56 1,56 1,56 1,56
Tabelle 4.3: FEM-Ergebnisse für gleichmäßig belasteten beidseitig aufgelager-
ten Balken
Betrachtet man die Vernetzung des Balkens mit den Dreieck- und den Vier-
eckelementen (Abbildung 4.5) so fällt auf, dass sich durch Kombination zweier
Dreieckelemente ein Viereckelement mit einem zusätzlichen Mittelpunktskno-
ten ergibt. Berücksichtigt man nun, dass auf beiden Elementtypen quadrati-
sche Ansatzfunktionen definiert sind, ist es naheliegend, dass der Balken be-
stehend aus 4 QUAD8-Elementen vergleichbare Simulationsergebnisse liefert
wie der Balken aus 8 TRIG6-Elementen (entsprechend für 8 QUAD8 und 16
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Abbildung 4.6: Kragscheibe unter Linienlast [Are07]
TRIG6-Elemente). Diese Annahme wird durch die Ergebnisse in den Tabel-
len 4.3 und 4.4 hinreichend bestätigt.
Nachdem in den vorigen Beispielen die Leistungsfähigkeit der ebenen Scha-
lenelemente für Biegebelastung betrachtet wurde, soll nun zuletzt noch die Si-
mulation der in-plane-Verschiebungen verifiziert werden. Hierzu wird die in
Abbildung 4.6 gezeigte Kragscheibe betrachtet, die auf ihrem oberen Rand ei-
ner konstanten Druckbelastung p0 ausgesetzt sei. In [BG02], wird gezeigt, dass
die Lösung der Scheibengleichung in die Lösung der Balkentheorie übergeht,
falls Lx >> Ly gilt. Für die hier gewählten Scheibenabmessungen ist eine Be-
rechnung der Auslenkung in y-Richtungmit der Euler-Bernoulli-Balkentheorie
zulässig. Für die Auslenkung bei der in Abbildung 4.6 gegebenen Einspan-
nung ergibt sich daher:
v(x) = − p
′x2(6L2x − 4xLx + x2)
24EI
, mit (4.10)
p′ = 10N
m
·
L3y
Lyre f
3 ·
h
hre f
und I =
h · L3y
12
(4.11)
Tabelle 4.4 zeigt die Simulationsergebnisse für unterschiedliche Abmessun-
gen der Scheibe. Die schmale Scheibe wurde wie die schmale Platte aus dem
vorangegangenen Beispiel mit den in Abbildung 4.5 gezeigten Vernetzungen
diskretisiert. Die letzte Zeile der Tabelle enthält die mit der Balkentheorie be-
rechnete analytische Vergleichslösung. Die Linienlast p0 wurde wiederum so
normiert, dass sich in der analytischen Rechnung für alle Abmessungen glei-
che Verschiebungen ergeben. Die Ergebnisse der Simulation zeigen schon eine
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max. Auslenkung vmax(Ly , h)/mm
Methode Elemente Ly = 0.1cm Ly = 1cm Ly = 5cm
h = 1cm h = 1cm h = 5cm
FEM QUAD8 8×1 7,36 7,37 7,41
FEM TRIG6 16×1 7,38 7,38 7,41
Euler-Bernoulli 7,50 7,50 7,50
Tabelle 4.4: FEM-Ergebnisse für einseitig fest eingespannte Kragscheibe unter
Linienlast
gute Übereinstimmung mit den analytischen Ergebnissen, obwohl für beide
Diskretisierungen nur ein Element in der Scheibenhöhe angesetzt wurde.
4.2.2 Dynamische Verifikation
Zur Überprüfung des dynamischen Verhaltens der ebenen Schalenelemente
werden nun die Eigenfrequenzen für einige Testplatten berechnet undmit ana-
lytischen Ergebnissen verglichen. Die gewählten Beispiele sind [Ack02] ent-
nommen und sollen die Leistungsfähigkeit der gewählten Implementierung
im Vergleich zu analytischen Lösungen und anderen FEM-Implementierungen
aufzeigen. Die Eigenfrequenzen ergeben sich aus der Lösung des generalisier-
ten Eigenwertproblems
KSui − λiMSui = 0, mit λ = ω2 . (4.12)
Die zugehörigen Eigenvektoren ui beschreiben die Eigenschwingungsfor-
men der Platte für die jeweilige Eigenfrequenz.
Als erstes Beispiel sollen die Eigenfrequenzen einer allseitig fest eingespann-
ten, isotropen Platte mit den in Abbildung 4.7 gegebenen Materialparametern
berechnet werden. Um auch im dynamischen Fall den Einfluss der Schub-
versteifung zu zeigen, werden die Eigenfrequenzen für zwei unterschiedli-
che Dicken h1 und h2 mit vollständiger und reduzierter Integration berechnet.
Als Vergleichslösungen dienen zum einen analytische Ergebnisse von LEIS-
SA [Lei93] (Kirchhoff-Platte) und CHENG [Che93] (Mindlin-Platte), sowie FEM-
Simulationsergebnisse von ACKERMANN [Ack02].
Die von ACKERMANN implementierten quadratischen Neun-Knoten-
Viereckelemente basieren wie die in dieser Arbeit verwendeten Elemente auf
der Mindlin-Platten-Theorie. Zur Vermeidung der Schubversteifung bei sehr
dünnen Platten benutzt ACKERMANN allerdings Stabilisierungsmatrizen nach
WONG und BELYTCHKO [BWS89], für die ein aufwendigeres Verfahren der
reduzierten Integration verwendet wird.
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Abbildung 4.7: Fest eingespannte, isotrope, quadratische Platte [Are07]
Zur besseren Vergleichbarkeit der Ergebnisse für die unterschiedlichen Plat-
tendicken werden dimensionslose Eigenfrequenzen ω¯ in der Form eingeführt,
dass diese nach der Kirchhoff-Theorie unabhängig von der Plattendicke sind.
B ist dabei die Biegesteifigkeit der Platte.
ω¯ = ωl2
√
ρh
B
, B =
Eh3
12(1− ν2) , (4.13)
normierte Eigenfrequenzen ω¯
Methode Elemente ω¯1 ω¯2 ω¯3 ω¯4
LEISSA (Kirchhoff) 35,990 73,410 108,270 131,640
CHENG (Mindlin) 34,936 69,775 101,030 121,575
ACKERMANN (Mindlin-FEM) 8×8 34,934 69,781 100,917 122,705
FEM QUAD8 (vollst.Int.) 8×8 35,210 70,790 102,460 124,832
FEM QUAD8 (sel.Int.) 8×8 34,939 69,797 100,993 121,958
Tabelle 4.5: Normierte Eigenfrequenzen einer fest eingespannten Platte (h =
1 cm)
Die Ergebnisse für beide Plattendicken sind in den Tabellen 4.5 und 4.6 dar-
gestellt. Insgesamt ergibt sich eine gute Übereinstimmung der Simulationser-
gebnisse mit den analytischen Berechnungen nach CHENG für die Mindlin-
Platte sowie den FEM-Ergebnissen nach ACKERMANN.
Wie erwartet liegen die von LEISSA nach der Kirchhoff-Theorie ermittelten
Eigenfrequenzen stets über den Eigenfrequenzen aus der Mindlin-Theorie. Die
Abweichungen werden größer, je größer das Verhältnis der Plattendicke zu -
breite ist und je höher die Frequenzen werden. Gerade bei dickeren Platten ist
also eine Implementierung über die Mindlin-Theorie wichtig. Weiterhin lässt
sich bereits erkennen, dass durch Verwendung der selektiven reduzierten Inte-
63
4 Verifikation der FEM-Methoden
normierte Eigenfrequenzen ω¯
Methode Elemente ω¯1 ω¯2 ω¯3 ω¯4
LEISSA (Kirchhoff) 35,990 73,410 108,270 131,640
CHENG (Mindlin) 32,369 61,620 86,336 101,616
ACKERMANN (Mindlin-FEM) 8×8 32,367 61,634 86,234 102,800
FEM QUAD8 (vollst.Int.) 8×8 32,438 61,856 86,551 102,342
FEM QUAD8 (sel.Int.) 8×8 32,367 61,636 86,246 101,811
Tabelle 4.6: Normierte Eigenfrequenzen einer fest eingespannten Platte (h =
2 cm)
gration genauere Ergebnisse erzielt werden können als bei vollständiger Inte-
gration.
Als weiteres Beispiel werden nun die Scheibeneigenfrequenzen untersucht.
Hierzu wird eine rechteckige, fest eingespannte Aluminium-Platte mit den
Abmessungen 1,2×1,0×0,025 m3 und den Materialdaten E = 70 GPa, ρ =
2700 kg/m3 und ν = 0, 33 betrachtet. Die berechneten Simulationsergebnisse
für 8×8 Acht-Knoten-Elemente sind in Tabelle 4.7 aufgeführt und werden mit
FEM-Ergebnissen von ACKERMANN sowie analytisch berechneten Lösungen
von FARAG und PAN [FP98] verglichen, die einen sinusförmigen Modalansatz
verwenden. Die Eigenfrequenzen fi sind hier nicht normiert und in Hz angege-
ben. Auch für die Scheibeneigenfrequenzen zeigt sich insgesamt eine sehr gute
Übereinstimmung der Simulationsergebnisse mit den Vergleichslösungen.
Eigenfrequenzen f in Hz
Methode Elemente f1 f2 f3 f4 f5 f6 f7
FARAG und PAN Modalansatz 2666 2906 3279 4052 4308 4431 4820
ACKERMANN (FEM) 12×10 2666 2906 3278 4051 4308 4430 4822
FEM QUAD8 8×8 2666 2906 3279 4053 4312 4432 4825
Tabelle 4.7: Eigenfrequenzen einer eingespannten Scheibe
Abschließend soll noch die Gültigkeit des ebenen Schalenmodells für wink-
lig verbundene Platten untersucht werden, bei denen an den Verbindungs-
kanten die Scheiben- und Plattenfreiheitsgrade gekoppelt sind. Hierzu wer-
den die Eigenfrequenzen eines an der Unterseite eingespannten, offenen Ka-
stens (siehe Abbildung 4.8) berechnet und mit analytischen Ergebnissen von
KIM und DICKINSON [KD87] sowie FEM-Simulationsergebnissen von ACKER-
MANN verglichen.
Die Ergebnisse der Simulation mit 64 und 256 QUAD8-Elemente sind in Ta-
belle 4.8 aufgeführt. Es fällt auf, dass sich bei der Diskretisierungmit insgesamt
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Abbildung 4.8: Eingespannter, offener Kasten [Are07]
64 Elementen zu höheren Frequenzen hin recht deutliche Abweichungen nach
oben von den Ergebnissen nach ACKERMANN ergeben.
Dies ist mit dem Effekt der Schubversteifung der hier sehr dünnen Platten
zu erklären, der in der Implementierung von ACKERMANN durch die Verwen-
dung der Stabilisierungsmatrizen noch besser verhindert wird als allein durch
selektive Integration. Bei feinerer Diskretisierung mit 256 Elementen liefern al-
lerdings auch die in dieser Arbeit verwendete Implementierung sehr genaue
Ergebnisse.
Eigenfrequenzen f in Hz
Methode Elemente f1 f2 f3 f4 f5 f6 f7
KIM, DICKINSON (Rayleigh-Ritz) 120 156 202 225 232 296 309
ACKERMANN (FEM) 4×4×4 118,4 154,4 199,3 221,6 229,8 292,6 305,2
FEM QUAD8 (sel.Int.) 4×4×4 120,1 156,4 216,9 231,9 249,5 296,2 332,8
FEM QUAD8 (sel.Int.) 4×8×8 118,2 153,6 198,8 221,6 228,7 291,7 305,3
Tabelle 4.8: Eigenfrequenzen in Hz eines eingespannten, offenen Kastens
4.2.3 Diskussion der Ergebnisse
Die berechneten Ergebnisse zur statischen und dynamischen Verifikation der
ebenen Schalenelemente für unterschiedliche Einspannungen zeigen sehr gu-
te Übereinstimmungen mit den analytischen Berechnungen aus der Litera-
tur sowie den FEM-Berechnungen von ACKERMANN. Lediglich der Effekt der
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Schubversteifung führt bei sehr dünnen Platten und grober Diskretisierung zu
deutlichen Fehlern in der Simulation. Im Falle einer dynamischen Belastung
führt dies dazu, dass die Eigenfrequenzen mit steigender Ordnung zuneh-
mend überschätzt werden.
Im Vergleich zu 3D-Struktur-Elementen erzielen die implementierten ebenen
Schalenelemente bei der Simulation von ebenen Flächentragwerken und Balken-
Strukturen deutliche Vorteile im Bezug auf die Rechenzeit und die Simulati-
onsgenauigkeit.
4.3 Verifikation der 3D-Strukturelemente
Für die 3D-Strukturelemente wurde ebenfalls eine Verifikation des dynami-
schen Verhaltens durchgeführt. Hierzu wurden die Eigenfrequenzen eines ein-
seitig eingespannten dünnen Balkens berechnet.
Nach [vS54] und [WTY89] ergeben sich die untersten 5 Eigenfrequenzen ei-
nes Biegebalkens zu
fn = Cn
√
E I
m′ l4
(4.14)
mit C1 = 0,56, C2 = 3,51, C3 = 9,82, C4 = 19,2, C5 = 31,8.
Hierbei bezeichnet m′ die Masse des Balkens pro Längeneinheit und l die
Länge des Balkens. I ist das Flächenträgheitsmoment. Für einen quadratischen
Querschnitt ist I gegeben durch
I =
b4
12
. (4.15)
Als Testmodell wird ein einseitig fest eingespannter Biegebalken aus Stahl
(E = 195 GPa, ρ = 7850 kg/m3) verwendet. Die Balkenlänge beträgt 1 m, der
Querschnitt ist quadratisch mit einer Kantenlänge von 1 cm.
Zur Vernetzung wurden jeweils 3 Hexaedernetze und 3 Tetraedernetze mit
quadratischen Ansatzfunktionen und paarweise gleichen Kantenlängen er-
zeugt. Für das Hexaedernetz wurden 1×1×10, 1×1×25 und 1×1×100 Ele-
mente zur Vernetzung genutzt. Die Tetraedernetze entstanden daraus durch
Zerlegung jedes Hexaeders in 5 Tetraeder.
In Tabelle 4.9 sind die Eigenfrequenzen nach (4.14) sowie die verschiede-
nen FEM-Ergebnisse dargestellt. Analog zum Vergleich der dreieckigen und
viereckigen Plattenelemente in Tabelle 4.3 erreichen auch hier Tetraeder- und
Hexaedernetze bei gleichen Kantenlängen vergleichbar genaue Ergebnisse.
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Eigenfrequenzen f in Hz
Methode Elemente f1 f2 f3 f4 f5
analytisch (VAN SANTEN) 8,057 50,501 141,29 276,24 457,53
FEM TETRA10 50 8,156 51,717 147,98 299,21 513,29
FEM HEXA20 10 8,158 51,634 147,26 296,78 509,37
FEM TETRA10 125 8,088 50,746 142,39 279,92 464,71
FEM HEXA20 25 8,089 50,721 142,17 279,04 462,29
FEM TETRA10 500 8,060 50,496 141,31 276,67 456,86
FEM HEXA20 100 8,061 50,497 141,30 276,63 456,71
Tabelle 4.9: Eigenfrequenzen in Hz eines einseitig eingespannten Balkens
4.4 Verifikation des Kopplungsmodells
Zur Verifikation der Kopplung zwischen Luft- und Körperschall wird ab-
schließend der Schalldurchgang durch eine Konfiguration aus Wand, Luft-
spalt, Wand und Raum simuliert. Die äußere Wand wird dabei von außen
durch eine harmonische, frequenzunabhängige Flächenkraft angeregt. Zu die-
sem Problem existiert eine durch GUY [Guy81] hergeleitete analytische Lösung
basierend auf Modalansätzen.
Das Simulationsmodell ist in Abbildung 4.9 dargestellt. Die Platten sind
winklig frei gelagert, alle Berandungen des Luftvolumens werden als schall-
hart angenommen. Für die Simulationen werden die Platten mit jeweils 10x10
Vierecks-Elementen, der Luftspalt mit 10x10x3 Hexaeder-Elementen und der
würfelförmige Raum mit 10x10x10 Hexaeder-Elementen diskretisiert.
Abbildung 4.10 zeigt die FE-Simulationsergebnisse sowie die Ergebnisse von
GUY für die Schalldämmung der Konstruktion, also das Verhältnis des anre-
genden Außendrucks zum Schalldruck im Raumvolumen, der sich mittig auf
der Raumrückwand einstellt. Durch Vergleich mit den Eigenfrequenzen der
Messingplatten lassen sich die Resonanzen bei etwa 86, 390 und 700 Hz den
ersten ausbreitungsfähigen Eigenmoden der Platte zuordnen, wobei die Re-
sonanzfrequenz bei etwa 700 Hz in der Simulation aufgrund des Schubverstei-
fungseffektes etwas überschätzt wird. Die Resonanzen bei 186 und 850 Hz sind
auf die Masse-Feder-Resonanz der Doppelwand bzw. auf die erste akustische
Eigenmode des Raumvolumens zurückzuführen. Die bei 850 Hz sichtbare Ab-
weichung der ersten akustischen Eigenfrequenz beruht vermutlich auf einer
leicht unterschiedlichen Annahme der Schallgeschwindigkeit.
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Abbildung 4.10: Schalldämmung der Doppelwandkonstruktion nach GUY,
[Are07]
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Nach der Herleitung der Finite-Elemente-Methoden für akustisches Fluid,
poröses Absorptionsmaterial, dreidimensionale Strukturen und dünne Flä-
chentragwerke sowie der vollständigen Kopplungsbedingungen zwischen
Fluid und Struktur ist das nächste große Problemfeld die Auswahl geeig-
neter Lösungsverfahren. Durch die oft sehr großen, dünnbesetzten Syste-
me, durch Unsymmetrie sowie verschiedene weitere Eigenschaften der FEM-
Gleichungssysteme ist eine sorgfältige Auswahl der Lösungsalgorithmen un-
verzichtbar.
Lösungsverfahren für die Finite-Elemente-Methode lassen sich zunächst
in Einzelfrequenzlöser und spezielle Unterraum-Lösungsmethoden für Fre-
quenzbänder aufteilen. Die Einzelfrequenzlöser lösen dabei das im nächsten
Abschnitt eingeführte System (5.1) an jeder Einzelfrequenz mit ungefähr kon-
stantem Rechenaufwand pro Frequenz. Mit steigender Zahl von Simulations-
frequenzen steigt der Rechenaufwand also etwa linear.
Die Lösungsverfahren für Einzelfrequenzen lassen sich in direkte und itera-
tive Lösungsverfahren aufteilen. Eine ausführliche Einführung in die mathe-
matischen Hintergründe und die Grundlagen solcher Lösungsverfahren für li-
neare Gleichungssysteme kann in [GvL96] nachgelesenwerden. Eine detaillier-
te Diskussion iterativer Lösungsverfahren, geeigneter Vorkonditionierer sowie
Ansätze zur Parallelisierung finden sich in [Saa03].
Die Lösung in Frequenzbändern an vielen Einzelfrequenzen ist eine weite-
re Problemstellung, die durch spezielle Lösungsverfahren stark beschleunigt
werden kann. Unterraumlösungsmethoden für Frequenzbänder erfordern vor
der Lösung an Einzelfrequenzen die Bestimmung eines Basissystems, die je
nach Dimension dieser Basis zeitaufwändig oder schnell sein kann. Nach der
Berechnung der Basis ist es dann sehr effizient möglich, an einer beliebigen An-
zahl von Einzelfrequenzen innerhalb eines durch die gewählte Basis begrenz-
ten Frequenzbereichs Lösungen des Originalsystems zu ermitteln. Der Rechen-
aufwand für die Berechnung bei einer Frequenz liegt üblicherweise Größen-
ordnungen unter der benötigten Rechenzeit für die Berechnungmit einem Ein-
zelfrequenzlöser; allerdings ist die Rechenzeit zur Berechnung der Basis übli-
cherweise deutlich größer.
Eine effiziente Methode zur Berechnung in Frequenzbändern bildet schließ-
lich die zuerst in [FF93] eingeführte Padé-via-Lanczos-Methode.
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5.1 Mustersystem für die Diskussion der Lösungsalgorithmen
Zunächst wird hier ein allgemeines Mustersystem aus Fluid und Struktur auf-
gestellt, das alle wesentlichen Eigenschaften der bisherigen Herleitung zusam-
menfasst. Anhand der Eigenschaften dieses Systems können allgemeine Lö-
sungsverfahren und Verfahren für spezielle Systemeigenschaften (z.B. unge-
koppelte Systeme) diskutiert werden. Dieses Mustersystem hat die Form
([
KS CFS
0 KF
]
+ jω
[
AS 0
0 AF
]
−ω2
[
MS 0
CSF MF
]) [
u
p
]
=
[
GSt+ F
BFan +Q
]
.
(5.1)
Hierbei sind KS undMS die Steifigkeits- und Massenmatrizen für die Struk-
tur;KF undMF die Kompressibilitäts- undMassenmatrizen für das akustische
Fluid; AS eine Dämpfungsmatrix für die Struktur, beispielsweise für innere
Dämpfungsverluste oder Verluste an reibungsbehafteten Randbedingungen;
AF die Dämpfungsmatrix für das Fluid, die z.B. Admittanzrandbedingungen
darstellen kann; CFS die Kopplungsmatrix, die den Fluidschalldruck als Kraft-
anregung ins Struktursystem überführt; und schließlich CSF eine Kopplungs-
matrix, die Strukturauslenkungen als Oberflächenbeschleunigung im Fluidsy-
stem darstellt.
Als Anregungsgrößen sind für das Struktursystem ein Vektor von Ober-
flächenlasten t sowie ein Vektor von an Knoten angreifenden Punktkräf-
ten F definiert. Für das Fluidsystem wird die Anregung durch den Vek-
tor der Oberflächenbeschleunigungen an sowie einen Vektor von Knoten-
Punktschallquellstärken Q definiert. Die Flächengrößen werden dabei noch
über geeignete Interpolationsmatrizen GS bzw. BF abgebildet. Sämtliche Grö-
ßen sind als komplexe Drehzeiger im Frequenzbereich bei der Kreisfrequenz
ω = 2pi f zu interpretieren.
Alle beteiligten Matrizen sind dünn besetzt. Dünn besetzt bedeutet für eine
Matrix der Dimension m× m, dass nur O(k ·m) der Einträge ungleich 0 sind,
wobei k  m ist. Weiterhin sind die Matrizen KS,KF,MS,MF,GS und BF reell
und symmetrisch. Die Dämpfungsmatrizen AS bzw. AF seien komplex sym-
metrisch (nicht hermitesch.) Die Kopplungsmatrizen CSF und CFS sind reell
und dünn besetzt.
Fasst man die Matrizen der linken Seite von zu einer (frequenzabhängigen)
Matrix A zusammen, den Vektor der unbekannten Schalldrücke und Verschie-
bungen zu x, sowie den Vektor der rechten Seite zu b, so kann (5.1) in der
Standardschreibweise eines linearen Gleichungssystems dargestellt werden:
Ax = b . (5.2)
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Die Lösung von (5.1) an Einzelfrequenzen ist mit verschiedenen Methoden
möglich. Grundsätzlich können direkte und iterative Lösungsverfahren unter-
schieden werden. Die direkten Lösungsverfahren basieren auf dem Prinzip der
Matrixzerlegung (z.B. LU-Zerlegung, Cholesky-Zerlegung o.ä.), und benötigen
daher zusätzlichen Speicherplatz zum Berechnen der Zerlegung.
Iterative Lösungsverfahren basieren im Kern auf der wiederholten Bildung
von Matrix-Vektor-Produkten mit den Systemmatrizen des Originalsystems,
und benötigen daher keinen zusätzlichen Speicherplatz für Zerlegungspro-
dukte.
Zunächst wird hier ein direktes Lösungsverfahren auf der Basis der LU-
Zerlegung vorgestellt.
5.2.1 Direkte Lösung durch Zerlegungsmethoden
Die direkte Lösung der akustischen FEM-Gleichungen aus (5.1) ist am einfach-
stenmit einem Eliminationsverfahrenwie etwa der Gauß-Eliminationmöglich.
Für eine effiziente Implementierung bietet es sich an, die Gauß-Elimination als
LU-Zerlegung zu implementieren, die bei gleichem Rechenaufwand im An-
schluss an die Zerlegung eine Lösung mit beliebig vielen Vektoren b ermög-
licht.
Eine LU-Zerlegung existiert allgemein für quadratische, unsymmetrische
nichtsinguläre Matrizen, und ist somit auch für gekoppelte Probleme einsetz-
bar, die durch die Kopplungsmatrizen in (5.1) zu unsymmetrischen Systemen
führen.
Die LU-Zerlegung berechnet aus einer gegebenen Matrix A die Matrizen L
und U mit der Eigenschaft
PA = LU bzw. A = PTLU mit PT = P−1 (5.3)
wobei L eine linke untere Dreiecksmatrix mit Diagonale 1 und U eine obere
rechte Dreiecksmatrix bezeichnet. Allgemein existiert die Zerlegung nur un-
ter der Anwendung von Zeilen- oder Spaltenvertauschungen auf A (Pivotisie-
rung), die durch eine Permutationsmatrix P dargestellt werden.
Nach erfolgter Zerlegung kann die Lösung x durch Vorwärts- und Rück-
wärtseinsetzen für ein gegebenes b ermittelt werden. Hierzu müssen nun zwei
Dreieckssysteme gelöst werden:
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Ly = Pb ; Ux = y . (5.4)
Für dünnbesetzte Matrizen ist durch den fill-in bei der Zerlegung mit ei-
nem starken Anstieg des Speicherbedarfs zu rechnen, da die Matrizen L undU
im Allgemeinen nicht mehr dünn besetzt sind. Durch geeignete Umsortierung
der Matrixspalten vor der Zerlegung, beispielsweise mit dem Reverse Cuthill-
McKee-Algorithmus [CM69], ist es möglich den für die Zerlegung benötigten
Speicherbedarf zu reduzieren.
Der für die im Rahmen dieser Arbeit entstandenen Implementierung der
akustischen FEM-Software verwendete Algorithmus zur LU-Zerlegung dünn-
besetzter Matrizen stammt aus dem Softwarepaket SuperLU [DEG+99]. Die
darin implementierten Routinen berechnen die LU-Zerlegungmit partieller Pi-
votisierung sowie die Lösung der Diagonalsysteme durch Vorwärts- und Rück-
wärtseinsetzen. Für die Nutzung auf Parallelrechnern sind OpenMP- sowie
MPI-parallelisierte Versionen der Routinen verfügbar.
5.2.2 Iterative Lösungsverfahren
Direkte Lösungsverfahren wie die LU-Zerlegung basieren auf einer Faktorisie-
rung der Systemmatrix, die jedoch mit wachsender Systemgröße sowohl aus
Speicherplatz- wie auch aus Rechenzeitgründen unpraktikabel wird. Für große
Systeme (ab einigen tausend Unbekannten) sind daher iterative Lösungsver-
fahren, die ohne eine Matrixfaktorisierung auskommen, vorzuziehen.
Iterative Lösungsverfahren für lineare Gleichungssysteme basieren auf Al-
gorithmen, die im Kern Matrix-Vektor-Produkte der Form y = Ax berechnen.
Durch verschiedene Verfahren wird dabei versucht, das Residuum r = b− Ax
in einer geeigneten Norm ||r|| zu minimieren. Die Struktur des Gleichungs-
systems bestimmt dabei wesentlich die Auswahl geeigneter Lösungsalgorith-
men.
Das System (5.1) hat je nach Anwendungsfall verschiedene Eigenschaften:
• Es ist im Allgemeinen für Frequenzen größer als 0 indefinit (hat also so-
wohl positive als auch negative Eigenwerte), so dass die Anwendung
z.B. des Verfahrens der Konjugierten Gradienten (CG) in direkter Form
nicht möglich ist.
• Sind Einträge in der Dämpfungsmatrix AF bzw. AS enthalten, so ist das
System im allgemeinen komplex symmetrisch (nicht hermitesch), was
ebenfalls bei der Wahl der Löser berücksichtigt werden muss.
• Schließlich wird bei einem gekoppelten Fluid-Struktur-System die Sy-
stemmatrix durch die Kopplungsmatrizen unsymmetrisch.
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Unter Berücksichtigung dieser Eigenschaften können geeignete iterative Lö-
sungsverfahren ausgewählt werden. Im Rahmen dieser Arbeit wurden dabei
BiCG [Fle75], GMRES [SS86], MINRES [PS75] und QMR [FN91] genutzt. Um-
fangreiche theoretische Hintergründe zu diesen Verfahren werden in [Saa03]
vorgestellt. Bausteine zur praktischen Implementierung der Methoden finden
sich in [BBC+94].
Im Folgenden werden diese vier Lösungsverfahren jeweils kurz vorgestellt
und ihre Anwendungsbereiche abgegrenzt.
Krylov-Unterraummethoden
Die vorgestellten Lösungsverfahren gehören alle zur Klasse der Krylov-
Unterraummethoden. Dies sind Projektionsmethoden auf Krylov-Unterräume.
Krylov-Unterräume sind allgemein Vektorräume, die über Matrixpolynome
der Form p(A)v aufgespannt werden. Es wird dabei versucht, A−1b durch ein
geeignetes Polynom p(A)b zu approximieren.
Das Matrixpolynom pm(A)v m−ter Ordnung wird über diem Basisvektoren
des Krylov-Unterraums Km(A, v) dargestellt:
Km(A, v) = span{v, Av, A2v, . . . , Am−1v} (5.5)
Sei x0 ein geschätzter Anfangswert der Lösung von Ax = b, so ist das anfäng-
liche Residuum r0 definiert als
r0 = b− Ax0 (5.6)
und der zugehörige Krylov-Unterraum Km(A, r0)
Km(A, r0) = span{r0, Ar0, A2r0, . . . , Am−1r0} (5.7)
Ein Krylov-Unterraumverfahren ist nun eine Methode, die eine angenäherte
Lösung xm des Gleichungssystems Ax = b findet, wobei die Lösung xm im
Unterraum x0 +Km(A, r0) liegen muss. Als weitere Bedingung muss das Re-
siduum rm senkrecht auf einem weiteren m-dimensionalen Unterraum Lm ste-
hen:
rm = b− Axm ⊥ Lm (5.8)
Durch verschiedene Wahlmöglichkeiten für Lm entstehen verschiedene Vari-
anten der Krylov-Unterraummethoden. Eine Wahl von Lm = Km führt zum
CG-Verfahren, auf der Wahl von Lm = AKm basieren die Verfahren MINRES
und GMRES. Das QMR- und das BiCG-Verfahren basieren auf dem transpo-
nierten Krylov-Unterraum von AT , mit Lm = Km(AT , r0).
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Allgemein wird bei iterativen Krylov-Unterraumverfahren eine Basis von
Km als Folge von Vektoren qm aufgestellt, wobei qm z.B. durch ein Gram-
Schmidt-Verfahren zu allen vorigen Vektoren q1 bis qm−1 orthogonalisiert wird.
In exakter Arithmetik erreicht ein Krylov-Unterraumverfahren für eine Sy-
stemmatrix der Dimension n bei m = n die exakte Lösung des Gleichungs-
systems. Jedoch wird bei geeigneter Vorkonditionierung in den meisten Fällen
bereits für einm n das Residuum so stark minimiert, dass die so gewonnene
Näherungslösung für praktische Anwendungen völlig ausreicht.
Der Arnoldi-Algorithmus
Für die Implementierung von Krylov-Unterraumverfahren wird zunächst ein
Algorithmus benötigt, der eine geeignete Basis eines Krylov-Unterraums be-
rechnet. Um aus einer gegebenen Matrix A und einem Startvektor v1 eine Or-
thonormalbasis für den Krylov-Unterraum Km(A, v1) zu gewinnen, kann der
Arnoldi-Algorithmus [Arn51] genutzt werden.
Algorithmus 1 Arnoldi-Algorithmus [Saa03]
Wähle v1 mit ||v1||2 = 1
for j = 1, . . . ,m do
Berechne hij = (Avj, vi) für i = 1, 2, . . . , j
Berechne wj := Avj −∑ji=1 hijvj
hj+1,j = ||wj||2
if hj+1,j = 0 then
Stop
end if
vj+1 = wj/hj+1,j
end for
In jedem Schritt des Arnoldi-Algorithmus wird also ein neuer Vektor
vj+1 berechnet, der mit den vorigen Vektoren v1 . . . vj eine Orthonormal-
basis des Krylov-Unterraums Kj+1(A, v1) bildet. Nach m Schritten ist also
Km(A, v1) aufgespannt. Weiterhin entsteht im Verlauf des Algorithmus ei-
ne obere Hessenberg-Matrix H¯m der Dimension (m + 1) × m, deren Einträge
durch hij gegeben sind.
Definiert man Vm als die n×m-Matrix der Basisvektoren v1, . . . , vm, und Hm
als die m×m-Matrix, die aus H¯m durch Löschen der letzten Zeile entsteht, so
gilt (Beweis siehe [Saa03]):
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AVm = VmHm + wmeTm
= Vm+1H¯m (5.9)
mit H¯m =
(
Hm
0 . . . 0 hm+1,m
)
(5.10)
VTmAVm = Hm. (5.11)
In einer praktischen Implementierung wählt man statt der Gram-Schmidt-
Orthogonalisierung wj := Avj − ∑ji=1 hijvj modifizierte Versionen wie Modi-
fied Gram-Schmidt oder die Householder-Orthogonalisierung, die bei den un-
vermeidlichen Rundungsfehlern einer Rechnerimplementierung zuverlässiger
sind.
GMRES - Der Universallöser
Das GMRES-Verfahren [SS86] ist das allgemeinste iterative Lösungsverfahren
für lineare Gleichungssysteme. Es baut auf dem eben eingeführten Arnoldi-
Algorithmus auf. GMRES ist geeignet für unsymmetrische, indefinite und
komplexe Systeme, und garantiert in der Grundversion in exakter Arithmetik
eine Konvergenz in maximal n Iterationsschritten.
Die GMRES-Methode ist eine Krylov-Unterraummethode, die auf der Wahl
von Lm = AKm basiert.
Ein Vektor x aus dem Vektorraum x0 +Km kann immer in der Form
x = x0 +Vmy (5.12)
dargestellt werden, wobei y ein Vektor der Dimension m, sowie Vm =
(v1, . . . , vm) eine Orthonormalbasis von Km ist. Diese wird im GMRES-
Verfahren mit Hilfe des Arnoldi-Algorithmus berechnet.
Der Betrag des Residuums in euklidischer Norm ist also
J(y) = ||b− Ax||2 = ||b− A(x0 +Vmy)||2. (5.13)
Mit v1 = r0/||r0||2 und mit H¯m wie im Arnoldi-Algorithmus definiert, gilt für
das Residuum:
b− Ax = b− A(x0 +Vmy)
= r0 − AVmy
= βv1 −Vm+1H¯my mit β = ||r0||2
= Vm+1(βe1 − H¯my).
(5.14)
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Da die Spaltenvektoren von Vm+1 ebenfalls eine Orthonormalbasis bilden, gilt:
J(y) = ||b− A(x0 +Vmy)||2 = ||βe1 − H¯my||2. (5.15)
Das GMRES-Verfahren berechnet nun also Näherungen xm = x0 + Vmym,
wobei ym jeweils das Residuum J(y) = ||βe1 − H¯my||2 minimiert. Die Mini-
mierung entspricht der Lösung eines Least-Squares-Problems der Dimension
(m+ 1)×m und ist für m n daher schnell zu berechnen.
Nach m Schritten erhält man also die Annäherung xm:
xm = x0 +Vmym ,mit ym = argminy ||βe1 − H¯my||2. (5.16)
Der GMRES-Algorithmus mit modifizierter Gram-Schmidt-Orthogonal-
isierung lautet in seiner Grundform also wie folgt:
Algorithmus 2 GMRES Grundform mit MGS-Orthogonalisierung [Saa03]
Berechne r0 = b− Ax0, β := ||r0||2 und v1 := r0/β
Definiere H¯m = {hi j}1≤i≤m+1,1≤j≤m und setze H¯m = 0
for j = 1, . . . ,m do
Berechne wj := Avj
for i = 1, . . . , j do
hij := (wj, vj)
wj := wj − hijvj
end for
hj+1,j = ||wj||2.
if hj+1,j = 0 then
setze m := j und beende Schleife
end if
vj+1 = wj/hj+1,j
end for
Berechne ym = argminy ||βe1 − H¯my||2
Berechne xm = x0 +Vmym.
In einer praktischen Implementierung wird die Hessenberg-Matrix H¯m zu-
nächst durch m Givens-Rotationen schrittweise in eine obere Dreiecksmatrix
überführt, so dass die Berechnung des Least-Squares-Problems durch einfa-
ches Rückwärtseinsetzen durchgeführt werden kann.
Mit wachsendem m steigt aufgrund der vollständigen Orthogonalisierung
der Vektoren der Rechenaufwand und Speicherplatzbedarf stark an. Daher
wird in der GMRES(m)-Variante die Berechnung spätestens nach einem festen
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m abgebrochen, das dann aktuelle xm berechnet und als neuer Startwert x0 ver-
wendet. Dieser Restart kann allerdings in Einzelfällen dazu führen, dass das
Verfahren nicht mehr in insgesamt n Schritten konvergiert.
BiCG - Das Verfahren der Bikonjugierten Gradienten
Das Verfahren der Bikonjugierten Gradienten, BiCG[Fle75], ist ebenfalls ein
Krylov-Unterraumverfahren, bei dem das Residuum allerdings in jedem
Schritt orthogonal zu Lm = span{w1, ATw1, . . . , (AT)m−1w1} sein muss. Übli-
cherweise wird w1 = v1 = r0/||r0||2 gewählt.
Anders als GMRES basiert BiCG nicht auf demArnoldi-Algorithmus zur Or-
thonormalisierung der Basis, sondern auf dem Bi-Lanczos-Algorithmus. Der
Bi-Lanczos-Algorithmus berechnet statt einer Orthonormalbasis von Km si-
multan zwei Basen {v1, . . . , vm} von Km und {w1, . . . ,wm} von KTm, die fol-
gende Bi-Orthonormalitätsbedingung erfüllen:
(vi,wj) = δij (5.17)
Im Gegensatz zum Arnoldi-Algorithmus ist es dabei möglich, die Bi-Ortho-
normalität auch ohne eine vollständige Gram-Schmidt-Orthogonalisierung in
jedem Schritt sicherzustellen, sondern mit den kurzen Rekurrenzen des Lanczos-
Prozesses. Hierbei wird vj+1 nur gegen vj und vj−1 orthogonalisiert. Dadurch
ist der Rechenaufwand des Bi-Lanczos-Algorithmus für größere m gegenüber
dem Arnoldi-Algorithmus deutlich geringer.
Algorithmus 3 Bi-Lanczos-Algorithmus [Saa03]
Wähle v1 und w1, so dass (v1,w1) = 1
Setze β1 = δ1 = 0,w0 = v0 = 0
for j = 1, . . . ,m do
αj = (Avj,wj)
vˆj+1 = Avj − αjvj − β jvj−1
wˆj+1 = ATwj − αjwj − δjwj−1
δj+1 = |(vˆj+1, wˆj+1)|1/2
if δj+1 = 0 then
Stop
end if
β j+1 = (vˆj+1, wˆj+1)/δj+1
wj+1 = wˆj+1/β j+1
vj+1 = vˆj+1/δj+1
end for
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Die Koeffizienten αj, β j und δj können in einer Tridiagonalmatrix Tm darge-
stellt werden als
Tm =

α1 β2
δ2 α2 β3
· · ·
δm−1 αm−1 βm
δm αm
 (5.18)
Sofern der Algorithmus nicht wegen δj+1 = 0 abbricht, erhält man daraus ein
Biorthonormalsystem (wi, vj) = δij, wobei v1, . . . , vm eine Basis von Km(A, v1)
sowie w1, . . . ,wm eine Basis von Km(AT ,w1) bilden. Weiterhin gilt:
AVm = VmTm + δm+1vm+1eTm ,
ATWm = WmTTm + βm+1wm+1e
T
m ,
WTmAVm = Tm .
(5.19)
Beim BiCG-Verfahren wird dabei die Matrix Tm mittels Gauß-Elimination
schrittweise in Lm und Um zerlegt, mit Tm = LmUm. Die Lösung eines linearen
Gleichungssystems mit Hilfe der BiCG-Methode erfolgt dann schematisch wie
folgt:
xm = x0 +VmT−1m (βe1)
= x0 +VmU−1m L−1m (βe1)
= x0 + PmL−1m (βe1)
(5.20)
Mit P∗m = WmL−Tm gilt weiterhin
(P∗m)TAPm = L−1m WTmAVmU−1m
= L−1m TmU−1m = I.
(5.21)
Fasst man den Bi-Lanczos-Algorithmus mit der Gauß-Elimination zur Lösung
des Gleichungssystems zusammen, so erhält man den auf der nächsten Seite
dargestellten BiCG-Algorithmus.
Der wesentliche Vorteil des BiCG-Algorithmus gegenüber GMRES liegt in
der Nutzung kurzer Rekurrenzen, so dass kein Restart notwendig ist. Nach-
teilig sind zwei mögliche Breakdown-Bedingungen: Falls (Apj, p∗j ) = 0 oder
(rj, r∗j ) = 0, so kann der Algorithmus ohne Konvergenz abbrechen. Mit der
Lookahead-Lanczos-Methode können die meisten dieser Abbrüche vermieden
werden.
78
5.2 Einzelfrequenzlöser
Algorithmus 4 BiCG-Algorithmus [Saa03]
Berechne r0 = b− Ax0 und wähle r∗0 so dass (r0, r∗0) 6= 0.
Setze p0 := r0, p∗0 := r∗0
for j = 1, . . . , bis zur Konvergenz do
αj := (rj, r∗j )/(Apj, p
∗
j )
xj+1 := xj + αjpj
rj+1 := rj − αjApj
r∗j+1 := r
∗
j − αjAT p∗j
β j := (rj+1, r∗j+1)/(rj, r
∗
j )
pj+1 = rj+1 + β jpj
p∗j+1 = r
∗
j+1 + β jp
∗
j
end for
Weiterhin sind pro Iterationsschritt von BiCG zwei Matrix-Vektor-Multi-
plikationen notwendig. Da der BiCG-Algorithmus anders als GMRES keine
fortlaufende Minimierung des Residuums erzwingt, muss auch der Konver-
genzverlauf nicht gleichmäßig sein, sondern kann oszillieren. Diese Nachteile
können durch die Verwendung einer modifizierten Variante, dem BiCGSTAB-
Algorithmus, teilweise vermieden werden.
MINRES - Der Löser für symmetrische, indefinite, reelle Systeme
Beschränkt man sich auf reelle, symmetrische Probleme (also im akustischen
Fall auf die ungedämpfte, ungekoppelte Form der Systemgleichungen), so ist
ein MINRES-Löser die beste Wahl.
MINRES [PS75] basiert darauf, dass im Falle einer reell symmetrischen Ma-
trix der Arnoldi-Algorithmus zum Lanczos-Algorithmus degeneriert und da-
mit eine tridiagonale Matrix Hm liefert. Nutzt man diese Eigenschaft aus,
so lässt sich der GMRES-Algorithmus in eine Dreitermrekursion umformen,
womit die Notwendigkeit von Restarts entfällt. Die sonstigen Eigenschaften
(sukzessive Minimierung des Residuums in jedem Iterationsschritt, d.h. kei-
ne Oszillation der Konvergenz, sowie garantierte Konvergenz nach maximal n
Schritten bei exakter Arithmetik) bleiben dabei vollständig erhalten.
QMR - Die Quasi Minimum Residual-Methode
Der QMR-Algorithmus [FN91] baut wie BiCG auf dem Bi-Lanczos-Algorith-
mus auf, nutzt aber wie MINRES die GMRES-Bedingung der sukzessiven Mi-
nimierung des Residuums.
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Für Resultat des Bi-Lanczos-Algorithmus gilt, ähnlich wie weiter oben für
GMRES gezeigt, ebenfalls:
AVm = Vm+1T¯m mit T¯m =
(
Tm
δm+1eTm
)
(5.22)
Eine genäherte Lösung von Ax = b sei wieder durch x = x0 + Vmy dar-
gestellt. Ist v1 = βr0, so lässt sich das Residuum im Schritt m ähnlich wie in
GMRES darstellen durch
b− Ax = b− A(x0 +Vmy)
= r0 − AVmy
= βv1 −Vm+1T¯my
= Vm+1(βe1 − T¯my).
(5.23)
Die Norm des Residuums ist also
||b− Ax||2 = ||Vm+1(βe1 − T¯my)||2. (5.24)
Wären die Spalten von Vm+1 orthonormal, so würde wie bei GMRES ||b −
Ax||2 = ||(βe1− T¯my)||2 gelten. Im Lanczos-Prozess sind die vi allerdings nicht
orthonormal. Dennoch scheint es sinnvoll, die Funktion
J(y) = ||(βe1 − T¯my)||2 (5.25)
wie im GMRES-Algorithmus über y zu minimieren und daraus die approxi-
mierte Lösung x = x0 + Vmy zu bilden. Da dies keine mathematisch exakte
Minimierung ist, nennt man dieses Verfahren auch Quasi-Minimum-Residual-
Methode.
Eine praktische Implementierung nutztmeist wieder Givens-Rotationen, um
die Tridiagonalmatrix T schrittweise in obere Dreiecksform zu bringen. Mit der
Lookahead-Lanczos-Methode werden mögliche Abbruchsituationen der Bior-
thogonalisierung verhindert.
5.2.3 Vorkonditionierung
Keines der vorab eingeführten iterativen Lösungsverfahren ist für sich allei-
ne genommen geeignet, die aus der FEM für akustische Systeme entstehenden
Gleichungssysteme direkt zu lösen. Derartige Versuche führen zu sehr hohen
Iterationszahlen oder vorzeitigemAbbruch der Löser. Damit für praktische Sy-
steme mit den vorgestellten Lösungsverfahren eine annehmbar schnelle Kon-
vergenz erzielt werden kann, muss ein geeigneter Vorkonditionierer verwendet
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werden. Ziel einer Vorkonditionierung ist immer die Verbesserung der Kondi-
tionszahl des Systems, was sich vorteilhaft auf die Konvergenzrate der iterati-
ven Lösungsverfahren auswirkt.
Die Grundidee jeder Vorkonditionierung liegt darin, statt dem Originalsy-
stem Ax = b ein modifiziertes System der Form
PLAPRxP = PLb
x = PRxP
(5.26)
zu lösen. An die Stelle der Systemmatrix A tritt also PLAPR, die rechte Seite
wird transformiert in PLb. Der sich ergebende Lösungsvektor xP kann dann
durch Linksmultiplikation mit PR wieder in die Lösung x des Ursprungssy-
stems überführt werden.
Grundsätzlich sind drei verschiedene Varianten der Vorkonditionierung
möglich: Die Links-Vorkonditionierung, bei der nur PL genutzt wird (dabei ist
PR = I), die Rechts-Vorkonditionierung (PR 6= I, PL = I) sowie die beidseitige
Vorkonditionierung (PL 6= I, PR 6= I). Für Algorithmen, die auf die Symmetrie
der Systemmatrix A angewiesen sind (wie hier z.B. MINRES) ist nur die beid-
seitige Vorkonditionierung sinnvoll nutzbar. Sofern PTL = PR ist, bleibt dabei
auch PLAPR eine symmetrische Matrix.
Ein optimaler Vorkonditionierer wäre durch PLAPR = I gegeben. Aller-
dings entspricht diese Bedingung einer Invertierung der Matrix A, die aus
Speicherplatz- und Rechenzeitgründen für große Probleme nicht realisierbar
ist. Gesucht sind daher Vorkonditionierer PL und PR, die PLAPR ≈ I erfüllen,
aber in begrenzter Rechenzeit zu bestimmen sind.
Die wichtigsten Typen von Vorkonditionierern sind Diagonalskalierungen,
Splitting-assoziierte Vorkonditionierer und unvollständige Zerlegungsmetho-
den.
Diagonalskalierung
Der einfachste Vorkonditionierer basiert auf einer Diagonalskalierung des Glei-
chungssystems. Hierzu wählt man eine Diagonalmatrix D; die Vorkonditionie-
rer sind dann
PL = PR = D−1/2 (5.27)
für symmetrische Vorkonditionierung, bzw.
PL = D−1, PR = I oder PL = I, PR = D−1 (5.28)
für Links- oder Rechtsvorkonditionierung. Mögliche Varianten der Diagonals-
kalierung ergeben sich durch die Wahl der dii:
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• Eine Skalierung mit den Diagonalelementen von A:
dii = aii (5.29)
• Skalierungen mit der Zeilen- oder Spaltenbetragssummennorm:
dii = ∑
j=1
n|aij| oder djj = ∑
i=1
n|aij| (5.30)
• Skalierungen mit der euklidischen Zeilen- oder Spaltennorm:
dii =
√
∑
j=1
n|aij|2 oder djj =
√
∑
i=1
n|aij|2 (5.31)
• Skalierungen mit der Maximumsnorm:
dii = max
j=1,...,n
|aij| oder djj = max
i=1,...,n
|aij| (5.32)
Eine Diagonalskalierung alleine ist als Vorkonditionierung für viele prakti-
sche FEM-Anwendungen nicht ausreichend, allerdings kann die Diagonalska-
lierung auch mit allen anderen Vorkonditionierern kombiniert werden.
Splitting-assoziierte Vorkonditionierer: Jacobi, Gauß-Seidel, SOR, SGS,
SSOR
Die Splitting-assoziierten Vorkonditionierer basieren auf einer additiven Zerle-
gung der Systemmatrix A in eine obere und untere Dreiecksmatrix L und U
sowie eine Diagonalmatrix D. Dabei gilt A = L+ D+U.
Zur links- oder rechtsseitigen Vorkonditionierung können das Jacobi-, das
Gauß-Seidel- oder das SOR-Verfahren genutzt werden. Die zugehörigen Vor-
konditionierer sind mit dem eben eingeführten Splitting wie folgt definiert:
Jacobi: P = D−1
Gauß-Seidel: P = (D+ L)−1
SOR: P(ω) = ω(D+ωL)−1
Für symmetrische Vorkonditionierung eignen sich das symmetrische Gauß-
Seidel- (SGS) und das SSOR-Verfahren. Hierbei gilt:
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symm. Gauß-Seidel: PL = (D+U)−1D1/2 , PR = D1/2(D+ L)−1
SSOR: PL(ω) =
√
ω(2−ω)(D+ωU)−1D1/2 ,
PR =
√
ω(2−ω)D1/2(D+ωL)−1
Bei den SOR- und SSOR-Vorkonditionierern kann durch die Wahl eines Pa-
rameters ω das Verhalten beeinflusst werden, die optimale Wahl muss durch
numerische Experimente ermittelt werden.
Unvollständige LU-Zerlegung
Die unvollständige LU-Zerlegung basiert auf der Idee, einen Vorkonditionie-
rer zu suchen, der A−1 möglichst gut annähert. Eine exakte LU-Zerlegung der
Matrix A ist durch LU = A definiert, allerdings im Allgemeinen nur mit ho-
hem Speicherplatz- und Rechenzeitaufwand zu ermitteln. Eine unvollständige
LU-Zerlegung sucht nun eine Zerlegung in L und U, die A = LU + E erfüllt,
wobei E eine Fehlermatrix darstellt. Der Speicherplatzbedarf von L und U soll
identisch oder nur wenig größer als der von A sein.
Die unvollständige LU-Zerlegung ohne fill-in, auch als ILU(0) bezeichnet,
erfüllt folgende Bedingungen:
uii = 1 für i = 1, . . . , n (5.33)
lij = uij = 0 für aij = 0 (5.34)
(LU)ij = aij für aij 6= 0. (5.35)
Die unvollständige LU-Zerlegung einer Matrix A kann zeilen- und spalten-
weise für i = 1, . . . , n nach dem folgenden Schema berechnet werden:
Algorithmus 5 Unvollständige LU-Zerlegung ohne fill-in, ILU(0) [Mei05]
for i = 1, . . . , n do
for k = i, . . . , n falls aki 6= 0 do
lki = aki −∑i−1m=1 lkmumi
end for
for k = i+ 1, . . . , n falls aik 6= 0 do
uik = 1lii
(
aik −∑i−1m=1 limumk
)
end for
end for
Die zur unvollständigen LU-Zerlegung gehörenden Vorkonditionierer sind
dann definiert durch PL = U−1 und PR = L−1.
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Durch begrenztes Zulassen von fill-in ist es möglich, die Annäherung von A
durch LU weiter zu verbessern. Mögliche Varianten sind dabei ILU(p), wobei
fill-in bis zu einer Stufe p zugelassen wird - das Belegungsmuster von L +U
entspricht dann dem von Ap; weiterhin besteht die Möglichkeit, fill-in je nach
Betrag des Eintrags zuzulassen, falls er über einer Schwelle (Threshold) liegt.
Diese Variante wird als ILUT-Vorkonditionierer bezeichnet.
Unvollständige Cholesky-Zerlegung
Für symmetrische Systeme ist die ILU-Vorkonditionierung schlecht geeignet,
da die Symmetrie bei der Zerlegung verloren geht. Für symmetrisch positiv
definite Matrizen A existiert ebenfalls eine symmetrische Zerlegung A = LLT ,
die Cholesky-Zerlegung. Analog zur unvollständigen LU-Zerlegung wird die
unvollständige Cholesky-Zerlegung A = LLT + F definiert durch
lij = 0 für aij = 0 (5.36)
(LLT)ij = aij für aij 6= 0. (5.37)
Die Berechnung von L erfolgt nach einem zur unvollständigen LU-
Zerlegung ähnlichen Schema. Eine Einschränkung ergibt sich durch die Forde-
rung, dass die Matrix A positiv definit sein muss - dies ist für die Systemmatrix
der akustischen FEM nur für ω = 0 erfüllt (also nur für die reine Steifigkeits-
matrix), andernfalls ist das System indefinit.
Auch kann durch numerische Ungenauigkeiten die Berechnung der un-
vollständigen Cholesky-Zerlegung der Steifigkeitsmatrix abbrechen. Diese Ab-
bruchsituationen können allerdings durch Multiplikation der Diagonaleinträ-
ge mit einem Faktor 1+ e vermieden werden.
5.2.4 Konvergenzverhalten
In diesemAbschnitt werden nun für einfache akustisches Testbeispiele der Ein-
fluss der soeben vorgestellten Vorkonditionierer auf die Konvergenzrate und
die notwendige Iterationszahl untersucht.
MINRES mit schallhartem Quaderraum
Als Testmodell wird ein Quaderraum mit 7 × 5 × 3 m Kantenlänge verwen-
det, der in einer Raumecke durch eine Punktschallquelle angeregt wird. Das
Modell ist mit 4200 parabolischen Tetraederelementen vernetzt, insgesamt hat
es 7077 Knoten, und damit auch 7077 Freiheitsgrade.
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Abbildung 5.1: Konvergenzvergleich für den MINRES-Algorithmus mit ver-
schiedenen Vorkonditionierern
Zunächst wird das Konvergenzverhalten des MINRES-Lösers bei schallhart
berandeten Wänden und einer Frequenz von 50 Hz untersucht, wobei die
im vorigen Abschnitt eingeführten Vorkonditionierer verglichen werden. Die
Konstruktion der Vorkonditionierer nutzt in allen Fällen nur die Steifigkeits-
matrix des Systems, ist somit also frequenzunabhängig. Das Ergebnis des Ver-
gleichs ist in Abbildung 5.1 dargestellt.
QMR mit absorbierendem Quaderraum
Als zweites Testmodell wurden alle Raumwände des Quaderraums mit einer
reellen Wandimpedanz Z versehen, so dass der Absorptionsgrad aller Wän-
de gerade α = 0.5 entspricht. Dadurch wird das Gleichungssystem komplex
symmetrisch (aber nicht hermitesch), wodurch der MINRES-Löser nicht mehr
geeignet ist. Zur Lösung wurde der QMR-Algorithmus verwendet.
Der sich ergebende Konvergenzverlauf für diesen Vergleich ist in Abbildung
5.2 dargestellt.
Aus beiden numerischen Experimenten wird deutlich, dass die Konvergenz-
rate für die Zerlegungsmethoden (unvollständige Cholesky-Zerlegung, ILUT)
am besten ist. Die Splitting-assoziierten Vorkonditionierer schneiden schlech-
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Abbildung 5.2: Konvergenzvergleich für den QMR-Algorithmus, System mit
Dämpfung, mit verschiedenen Vorkonditionierern
ter ab, benötigen allerdings auch keine Rechenzeit zum Aufstellen des Vorkon-
ditionierers, da sie direkt auf der Systemmatrix arbeiten. Eine Diagonalskalie-
rung alleine erreicht als Vorkonditionierer noch keine befriedigenden Konver-
genzraten.
GMRES für gekoppeltes Fluid-Struktur-System
Als drittes und letztes Testbeispiel dient eine gekoppelte Simulation mit aku-
stischem Fluid und einer dünnen Plattenstruktur. Berechnet wird die Schall-
transmission in einem Kanal durch eine am Rand fest eingespannte, 4 mm
dicke Kunststoffplatte. Das Modell ist mit 3000 Hexaederelementen für das
akustische Fluid und 150 rechteckigen Plattenelementen vernetzt, insgesamt
sind 14041 Knoten und 17548 Freiheitsgrade vorhanden. Zur Simulation wird
der GMRES-Algorithmus mit verschiedenen Vorkonditionierern genutzt. Ein
Restart erfolgt nach 200 Iterationsschritten, sofern noch keine Konvergenz er-
reicht wurde. Das Konvergenzverhalten ist in Abbildung 5.3 dargestellt.
Interessant ist das gute Abschneiden der Diagonalskalierung als Vorkondi-
tionierer, trotz der anfangs sehr langsamen Reduzierung des Residuums.
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Abbildung 5.3: Konvergenzvergleich für den GMRES-Algorithmus, gekoppel-
tes Fluid-Struktur-System, verschiedene Vorkonditionierer
5.3 Vergleich der Rechenzeiten direkter und iterativer
Einzelfrequenzlöser
Nach der Vorstellung des direkten Lösungsverfahrens mit vollständiger LU-
Zerlegung und verschiedener iterativer Lösungsverfahren soll abschließend
einmal ein Vergleich der Rechenzeiten zwischen direkten und iterativen Ver-
fahren durchgeführt werden.
Als Testbeispiel wird wieder der absorbierend berandete Quaderraum mit
Punktschallquelle in einer Ecke verwendet. Das Modell ist nun mit verschiede-
nen Knotenzahlen im Bereich von etwa 1000 bis 100000 vernetzt. Als direkter
Löser wird SuperLU verwendet, als iteratives Lösungsverfahren der mit der
unvollständigen Cholesky-Zerlegung vorkonditionierte QMR-Algorithmus.
Der Vergleich der Rechenzeiten für eine Frequenz (wieder 50 Hz) in Abhän-
gigkeit von der Netzgröße ist in Abbildung 5.4 dargestellt. Der Vergleich wur-
de auf einem Notebook mit einem Intel Celeron 530-Prozessor mit 1,73 GHz
Taktfrequenz ausgeführt.
Es wird deutlich, dass schon ab einer Zahl von etwa 2000 Freiheitsgraden
der iterative Löser einen deutlichen Geschwindigkeitsvorteil gegenüber der
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Abbildung 5.4: Rechenzeitvergleich, QMR mit ICC(0) gegenüber SuperLU,
verschiedene Netzgrößen
direkten Lösung hat. Bei mehr etwa 20000 Freiheitsgraden überschreitet die
Rechenzeit des direkten Lösers schon 100 s pro Frequenz.
5.4 Modale Unterraumlöser
Wie im vorangegangenen Abschnitt gezeigt, liegen die Rechenzeiten für eine
Lösung der akustischen Systemgleichungen pro Frequenz für übliche System-
größen bei typischerweise 1-100 Sekunden. Für die meisten Anwendungen ist
allerdings eine Lösung bei nur einer Frequenz nicht ausreichend, sondern es
werden Frequenzgänge der Systemgrößen gesucht. Eine Berechnung an vielen
dicht beieinanderliegenden Einzelfrequenzen lässt sich in gewissen Grenzen
beschleunigen, indem die vorherige Lösung als Startvektor für die iterative
Lösung bei der nächsten Frequenz genutzt wird, allerdings ist der dadurch er-
zielte Rechenzeitgewinn relativ klein.
Eine starke Beschleunigung der Lösung des Gleichungssystems über be-
liebig viele Einzelfrequenzen ist mit dem Verfahren der modalen Extraktion
und Synthese möglich. Dabei werden in einem Vorbereitungsschritt zunächst
m  n Eigenmoden ϕi mit den zugehörigen Eigenfrequenzen ωi berechnet.
Die Berechnung dieses Systems ist bei der Anwendung geeigneter iterativer
88
5.4 Modale Unterraumlöser
Eigenwertmethoden vom Aufwand her ungefähr vergleichbar mit der iterati-
ven Lösung an m Einzelfrequenzen.
5.4.1 Extraktion der Eigenmoden
Hierzu werden zunächst die tiefsten m n Eigenmodenϕi mit den zugehöri-
gen Eigenfrequenzen ωi des verlustfreien (und i.A. auch ungekoppelten) Pro-
blems berechnet. Diese Eigenmoden und Eigenfrequenzen sind die Lösungen
des generalisierten Eigenwertproblems (5.38):(
K−ω2i M
)
ϕi = 0 . (5.38)
Zur Theorie der Matrixeigenwerte und zur Herleitung geeigneter iterativer
Lösungsalgorithmen wird auf [Saa92] verwiesen.
5.4.2 Lösung durch Projektion in modale Unterräume
Die Lösungen von (5.38) bilden eine modale Basis Φ:
Φ = (ϕ1,ϕ2, · · · ,ϕn). (5.39)
In dieser Basis kann das Gleichungssystem über die Projektionen Kˆ, Mˆ, Aˆ und
qˆ der Systemmatrizen und des Quellenvektors dargestellt werden:
Kˆ = ΦT K Φ, Mˆ = ΦT M Φ (5.40)
Aˆ = ΦT A Φ, bˆ = ΦT b (5.41)
Damit ergibt sich die Lösung des Systems in der modalen Beschreibung zu
xˆ = jω
(
Kˆ+ jωAˆ−ω2Mˆ
)−1
bˆ. (5.42)
Das System (5.42) ist ein kleines komplexes Gleichungssystem der Matrixgrö-
ße m × m und damit mit direkten Standardverfahren für jede Einzelfrequenz
schnell lösbar. Die Lösung x des Originalsystems ergibt sich daraus schließlich
durch Rückprojektion:
x = Φ xˆ (5.43)
Der wesentliche Vorteil des modalen Berechnungsverfahrens liegt darin, dass
die aufwendige Berechnung der Eigenmoden nur einmal durchgeführt werden
muss. Die Berechnung der Lösung an einzelnen Frequenzen, also die Lösung
von (5.42), erfolgt danach sehr schnell. Ebenso sind ohne Neuberechnung des
Modensystems Veränderungen der absorbierenden Randbedingungen sowie
der Quellenrandbedingungen möglich.
Der wesentliche Nachteil des modalen Verfahrens liegt in der eingeschränk-
ten Genauigkeit durch die modale Näherung m n.
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Abbildung 5.5: Raum mit Quelle und Mikrofonpositionen
5.4.3 Vergleich zwischen direkter und modaler Lösung
Zur Untersuchung der Genauigkeit des modalen Lösungsverfahrens wurde
ein einfaches raumakustisches Testmodell gewählt, das in [Fra03] vorgestellt
wurde.
In einemQuaderraummit den Abmessungen 7× 5× 3 mwurde eine ideale
Punktquelle in einer Ecke platziert. An mehreren Positionen im Raum wurde
der Schalldruckverlauf im Frequenzbereich von 10 bis 200 Hz berechnet. Hier-
bei wurden auf allen Wänden des Raumes reelle Wandimpedanzen vorgege-
ben, die den Absorptionsgraden α = {0, 0.1, 0.5, 0.9} entsprechen. Die genaue
Anordnung mit der Lage der jeweiligen Empfängerposition ist in Abbildung
5.5 dargestellt.
Zum Vergleich der direkten Lösung mit dem modalen Berechnungsverfah-
ren wurde einerseits eine direkte Simulation an 200 Einzelfrequenzen, ande-
rerseits modale Rechnungen mit m = 50, 100 und 200 Moden durchgeführt. Die
höchste Eigenfrequenz ergibt sich bei 50 Moden zu 137.6 Hz, bei 100 Moden zu
181.7 Hz und bei 200 Moden zu 239.2 Hz.
Ergebnisse der Vergleichsrechnungen
Im folgenden sind einige Ergebnisse der Vergleichsrechnungen dargestellt.
Aufgetragen ist jeweils der Verlauf des auf den Schalldruck einer Punktschall-
quelle in 10 m Freifeld bezogenen Schalldrucks, also der Verstärkungsfaktor G
nach ISO 3382 [ISO3382], im Frequenzbereich von 10 Hz bis 200 Hz.
Abbildung 5.6 stellt für das direkte Lösungsverfahren den Verlauf von G
über die Frequenz an der Empfängerposition 2 (nahe der Raummitte) dar. Der
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Abbildung 5.6: Direkte Lösung, 4 Absorptionsgrade, Empfänger R2
Einfluss der verschiedenen Absorptionsgrade auf den Frequenzgang ist deut-
lich erkennbar.
In den Abbildungen 5.7 und 5.8 sind für die Empfängerpositionen R1 und
R3 bei schwacher Dämpfung (α = 0.1) der Verlauf des durch direkte Rechnung
ermittelten Frequenzgangs und der modalen Ergebnisse mit 50, 100 und 200
Eigenmoden dargestellt.
Für beide Positionen ergibt sich eine sehr gute Übereinstimmung der moda-
len Ergebnisse mit der direkten Lösung. Die Frequenzgrenzen für die modalen
Näherungslösungen liegen in etwa bei der jeweils höchsten Eigenfrequenz. An
der Empfängerposition R1 zeigen sich besonders im niederfrequenten Bereich
kleine Abweichungen, da R1 näher an der Quelle liegt, deren lokal erzeugter
Kugelwellenanteil im Nahfeld erst mit hohen Modenzahlen genau genug wie-
dergegeben werden kann. Die Rechnung mit α = 0.5, die in Abbildung 5.9
dargestellt ist, zeigt ebenfalls noch eine sehr gute Übereinstimmung mit der
direkten Lösung.
Die Abbildungen 5.10 zeigt den selben Vergleich für hohe Dämpfung (al-
le Wände mit Absorptionsgrad α = 0.9 belegt) an der Empfängerposition R3.
Hier sind generell beimModensystemmit 50 Eigenmoden schon deutliche Ab-
weichungen zu erkennen, die bereits weit unterhalb dessen oberster Eigenfre-
quenz (137.6 Hz) auftreten.
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Abbildung 5.7: α = 0.1, Vergleich direkt zu modal, R1
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Abbildung 5.8: α = 0.1, Vergleich direkt zu modal, R3
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Abbildung 5.9: α = 0.5, Vergleich direkt zu modal, R3
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Abbildung 5.10: α = 0.9, Vergleich direkt zu modal, R3
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Fazit
Die modale Näherung erweist sich also als sehr genau für relativ gering ge-
dämpfte Systeme. Für solche ist die Frequenzgrenze ungefähr bestimmt durch
die oberste Eigenfrequenz des Modensystems. In der Nähe der Quelle ist die
modale Näherung allgemein schlechter als im Raumschallfeld, da das lokale
Verhalten der Kugelwelle um die Punktschallquelle nur mit sehr hohen Mo-
denzahlen richtig wiedergegeben werden kann.
Bei stark gedämpften Räumen sind deutlich mehr Eigenmoden zur Lösung
notwendig, die Genauigkeit der Lösung ist auch deutlich unterhalb der ober-
sten Eigenfrequenz nicht mehr zufriedenstellend.
Das Schallfeld im absorbierend berandeten Raumgebiet ist also durch die
Eigenmoden des schallhart berandeten Raumes nicht mehr genau genug dar-
stellbar. Anschaulich beschrieben, werden durch die großeHalbwertsbreite der
Raumresonanzen deutlich mehrModen zur Darstellung des Schallfeldes benö-
tigt. Die modale Näherung ist daher nur bis zu einer gewissen Frequenzgrenze
sinnvoll, die durchaus auch deutlich unterhalb der durch die Netzdichte vor-
gegebenen Frequenzgrenze liegen kann.
Da der Aufwand zur Bestimmung der Eigenmoden mindestens linear mit
der Anzahl der Moden steigt, die oberste Eigenfrequenz aber deutlich langsa-
mer als linear zunimmt, ist eine modale Simulation nur nur für Frequenzbe-
reiche sinnvoll, in denen das Schallfeld auch durch eine begrenzte Anzahl von
Eigenmoden bestimmt wird.
5.5 Die Padé-via-Lanczos-Methode für akustische
Transferfunktionen
Das Padé-via-Lanczos-Verfahren erlaubt es, in einem bestimmten Frequenz-
bereich um eine Mittenfrequenz herum eine sehr schnelle Approximation der
Übertragungsfunktion zu bestimmten Positionen zu berechnen. Es basiert auf
der Berechnung von Transferfunktionen zu einer begrenzten Menge von Feld-
punkten, und beschleunigt die Lösung durch eine Reihenentwicklung um eine
Mittenfrequenz. Hierbei wird der oben eingeführte Lanczos-Algorithmus ge-
nutzt, um eine numerisch stabile Basis für die entstehende Matrixpotenzreihe
zu bilden.
Das PvL-Verfahren wurde 1993 zunächst für die lineare elektrische Schal-
tungsanalyse eingeführt [FF93]. Im Jahre 2000 folgten erste Anwendungen in
der Akustik [MP00].
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5.5.1 Formulierung für ungedämpfte Probleme
Die hier vorgestellte Padé-via-Lanczos-Methode basiert auf einer Übertra-
gungsfunktionsdarstellung der FEM für akustische Innenraumprobleme. Aus-
gehend von der allgemeinen Lösung wird eine Übertragungsfunktion zu ei-
nem speziellen Knoten/Freiheitsgrad beschrieben durch die Multiplikation
mit einem Auswahlvektor l = em = [0, 0, · · · , 1, · · · , 0]T :
H(ω) = lTp = lT
(
K+ jωC−ω2M
)−1
b (5.44)
Der Hauptgedanke hinter dem Padé-Lanczos-Ansatz ist es, eine gute Annä-
herung dieser Übertragungsfunktion in einem hinreichend breiten Frequenz-
bereich um eine Mittenfrequenz ωref herum zu erreichen.
Führt man diese in das FEM-Gleichungssystem ein, so erhält man mit dem
Shift-Parameter σ = ω2 −ω2ref
K+ jωrefC−ω2refM︸ ︷︷ ︸
X0
−σM (5.45)
Diese Näherung ist zunächst exakt wenn C = 0 ist (keine Dämpfung), sonst
hängt die Genauigkeit von C und σ ab.
X0 stellt also die Systemmatrix des Originalsystems an der Mittenfrequenz
ωref dar. Eine Näherungslösung p˜ des Systems bei einem gegebenen Shift σ
kann also durch die Lösung von
p˜ = (X0 − σM)−1 b (5.46)
bestimmt werden.
Im nächsten Schritt kann nun die Übertragungsfunktion in einer Form ge-
schrieben werden, die eine Reihenentwicklung zulässt:
H(ω) = lTp ≈ lT(X0 − σM)−1b
= lT
(
I− σX−10 M︸ ︷︷ ︸
X
)−1 X−10 b︸ ︷︷ ︸
r
(5.47)
Der Ausdruck (I− σX)−1 kann nun in einer Taylor-Reihe um σ = 0 ent-
wickelt werden. Damit ergibt sich die Reihenentwicklung für die Übertra-
gungsfunktion
H = lT
(
I+ σX+ σ2X2 + σ3X3 + · · ·
)
r =
∞
∑
k=0
mkσ
k (5.48)
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Abbildung 5.11: Approximationsfehler des PvL-Algorithmus für einen schall-
harten Quaderraum, 20 bzw. 100 Lanczos-Schritte
mit mk = lTXkr.
Eine einfache Möglichkeit zur Bestimmung von H ist die direkte Auswer-
tung dieser Summe bis zu einer bestimmten Ordnung (AWE, [PR90]). Wegen
numerischer Instabilität eignet sich dieseMethode jedoch nicht zuAuswertung
bei höheren Ordnungen.
Stattdessen ist es möglich [FF93], die instabile Matrixpotenzreihe durch ei-
nem Bi-Lanczos-Prozess (siehe Algorithmus 3) der Länge q zu ersetzen, um
eine tridiagonale Approximation Tq von X zu bestimmen.
Dies führt dann zur Padé-Lanczos-Approximation von H:
Hq = lTr · eT1
(
I− σTq
)−1 e1 (5.49)
Tq ist hierbei die tridiagonale Matrix der Dimension q × q aus dem Bi-
Lanczos-Prozess (5.18).
In der für diese Arbeit gewählten Implementierung wird der ILU(0)-
vorkonditionierter QMR-Algorithmus genutzt, um die inneren Lösungen der
einzelnen Iterationsschritte zu berechnen.
Beispielproblem
Zur Evaluierung der Methode wurde ein schallhart berandeter Quaderraum
von 7×5×3 mGröße mit 4200 Tetraederelementen 2. Ordnung genutzt. Daraus
ergibt sich ein Netz mit 7077 Schalldruckfreiheitsgraden an den Knoten.
Die Approximation wurde mit 3 verschiedenen Mittenfrequenzen (40 Hz,
80 Hz und 140 Hz) durchgeführt. Die folgende Abbildung zeigt den relativen
Fehler der Übertragungsfunktion bezogen auf eine direkte Lösung bei jeder
Einzelfrequenz für 20 und 100 Lanczos-Schritte.
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Die Bandbreite, innerhalb derer der Fehler unter einer gewissen Schwelle
liegt, sinkt mit steigender Frequenz.
5.5.2 Formulierung für bedämpfte Probleme über
Zustandsraumdarstellung
Um auch den Fall mit Dämpfung richtig zu behandeln, kann das Origi-
nalsystem zunächst in eine Zustandsraumdarstellung umgewandelt werden
[BMS05]: [(
K 0
0 M
)
︸ ︷︷ ︸
A
−ω
(−jC M
M 0
)
︸ ︷︷ ︸
B
](
x
ωx
)
=
(
b
0
)
(5.50)
Damit ist es nur noch abhängig vom einem linearen Parameter ω. Davon
ausgehend entwickelt kann nun die Padé-Lanczos-Approximation aus einer
(diesmal exakten) Form mit einem Shift-Parameter σ entwickelt werden:
A−ωB = A−ωrefB− σB
mit σ = ω−ωref, X0 := A−ωrefB
(5.51)
Daraus ergibt sich für die Übertragungsfunktion die Darstellung
H(ω) = lT (X0 −ωB)−1 b˜
= lT
(
I− σX−10 B
)−1
X−10 b˜
(5.52)
Die weiteren Schritte sind dann ganz analog zur Entwicklung für den unge-
dämpften Fall.
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6 Praktische Anwendungswerkzeuge für die
akustische FEM
Nach der Erläuterung verschiedener Methoden zur Lösung der akustischen
FEM-Gleichungssysteme werden nun einige spezielle Werkzeuge und Metho-
den vorgestellt, die bei der praktischen Anwendung der akustischen FEM hilf-
reich sein können. Diese Werkzeuge sind dabei vollständig im Bereich des Pre-
und Postprocessings zu realisieren, sind also völlig unabhängig von den ein-
gesetzten Elementen und Lösungsverfahren.
Es wird eine einfache Methode zur Bestimmung von Fernfeld-
Schallabstrahlung aus Simulationsdaten endlich großer Gebiete vorgestellt,
ein Ersatzimpedanzmodell für typische Leichtbau-Wandkonstruktionen un-
tersucht, und schließlich noch die Aufbereitung von Simulationsdaten unter
Nutzung elektroakustischer Netzwerkmodelle als Quellen diskutiert.
6.1 Simulation von Schallabstrahlung
Üblicherweise wird die akustische FEM zur Simulation von Innenraumpro-
blemen eingesetzt. Mit der Nutzung absorbierender Randbedingungen ist es
jedoch auch möglich, Freifeldprobleme mit einem endlich großen Feldgebiet
anzunähern.
Hierzu muss um das abstrahlende Gebiet herum in ausreichendem Abstand
(mehrereWellenlängen) ein nichtreflektierender Abschluss als Randbedingung
definiert werden. Ganz analog ist damit auch eine Berechnung des Streufel-
des beliebiger Körper möglich, sofern die Schnellerandbedingung auf den Kör-
peroberflächen geeignet gewählt wird.
Nach einer Simulation des Modells kann im Anschluss über ein erwei-
tertes Postprocessing eine Berechnung der Schallabstrahlung auch außer-
halb des FEM-Feldgebietes durchgeführt werden. Hierzu wird die Kirchhoff-
Helmholtz-Integralgleichung genutzt.
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6.1.1 Kirchhoff-Helmholtz Integralgleichung
Ist p(r) eine Lösung der homogenen Helmholtzgleichung ∆p + k2p = 0 in
einem (quellenfreien) FeldgebietΩ+ = R3\Ω¯, so gilt für die Lösung in r ∈ Ω+
[Ihl98]:
p(r) =
∫
r0∈Γ
(
p(r0)
∂g(r|r0)
∂n
− g(r|r0) ∂p(r0)∂n
)
dS (6.1)
mit der GREENschen Funktion g(r|r0) als Fundamentallösung der 3D-
Helmholtzgleichung:
g(r|r0) = e
jk|r0−r|
4pi|r0 − r| . (6.2)
Wählt man für die Fläche Γ nun eine geschlossene innere Randfläche eines
FEM-Netzes um einen abstrahlenden Körper herum, so ergibt die Auswertung
dieses Integrals für jeden Punkt r im Außenraum den Schalldruck.
Bei der Auswertung des Integralterms über die Normalenableitung des
Schalldrucks können bei Integration über Ränder des Netzes die in Abschnitt
2.1.2 eingeführten Fluidrandbedingungen genutzt werden. Dadurch kann (6.1)
umgeschrieben werden zu
p(r) = jωρF
∫
Γv
g(r|r0)vn(r0)dS
+ jωρF
∫
ΓA
g(r|r0)An(r0)p(r0)dS
+
∫
Γ
p(r0)
∂g(r|r0)
∂n
dS.
(6.3)
Die Auswertung der Integrale über den Elementflächen wird dabei wieder
über elementweise numerische Integration an Gaußpunkten durchgeführt.
Für die Genauigkeit der Abstrahlsimulation ist es wichtig, dass das mit Fini-
ten Elementen diskretisierte Feldgebiet groß genug sein muss. Für eine Imple-
mentierung der nichtreflektierenden Randbedingung über eine lokale Impe-
danz bedeutet dies, dass der Abschluss möglichst mehrere Wellenlängen von
abstrahlenden Gebieten entfernt sein muss. Die Nutzung infiniter Elemente
oder der PML-Methode könnte hierbei deutliche Verbesserungen bringen, da
bei diesen der nichtreflektierende Abschluss näher an die abstrahlende Struk-
tur heran geführt werden kann.
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6.1.2 Beispiel: Richtcharakteristik eines Hornlautsprechers
Als Beispiel für die Schallabstrahlungssimulation wurde ein Hornlautsprecher
mit FEM simuliert. Das CAD-Modell und das zugehörige FEM-Netz des Horn-
trichters mit Elementen bis hin zu einer kugelförmigen Außenfläche ist in Ab-
bildung 6.1 dargestellt.
Durch die Symmetrie des Horns ist es ausreichend, nur ein Viertelmodell
zu berechnen, wobei die entstehenden Schnittflächen bei der Simulation als
schallhart berandet modelliert werden müssen, um die Spiegelungsbedingun-
gen korrekt zu erfüllen. Die Berechnung erfolgte mit schallharten Hornwän-
den, einemAbsorptionsgrad von α = 1 auf der äußeren Kugeloberfläche sowie
einer ebenen Schnelleanregung auf der Hornhalsfläche.
Abbildung 6.1: CAD-Modell und FEM-Tetraedernetz des Hornlautsprechers
(Viertelmodell) mit Gehäuse
Bei der Berechnung der Schallabstrahlung über die Kirchhoff-Helmholtz-
Integralgleichung (6.1) muss dann die Symmetrie des Modells durch Spiege-
lung an den Schnittebenen berücksichtigt werden.
Für den Hornlautsprecher wurde mittels der Schallabstrahlungsberechnung
die Fernfeld-Richtcharakteristik in einem Abstand von 4 m berechnet. Die sich
ergebenden Azimut- und Elevationsverläufe der Richtfunktion sind in Abbil-
dung 6.2 dargestellt. Ein Wert von 0 dB bezieht sich in dieser für Hornlaut-
sprecher üblichen Darstellungsform auf den Schalldruck auf der Mittelachse
in 4 m Entfernung, so dass sowohl im Azimut- wie im Elevationsplot die 0°-
Achse einen konstanten Wert von 0 dB annimmt.
Mit Ausnahme des niederfrequenten Bereichs (unter 2 kHz) stimmen die
so berechneten Richtcharakteristiken sehr gut mit den Resultaten aus [Mak06]
überein, die dort mit Hilfe der akustischen Randelementmethode (BEM) be-
rechnet und mit Messungen verifiziert wurden. Die Abweichungen im nieder-
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frequenten Bereich resultieren aus dem dort zu geringen Abstand der absor-
bierenden Kugeloberfläche von der abstrahlenden Hornapertur.
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Abbildung 6.2: Richtcharakteristik des Hornlautsprechers in Horizontal- und
Vertikalebene
6.2 Nutzung von Ersatzimpedanzdaten für komplexe
Wandstrukturen
Für die akustische Simulation raum- und bauakustischer Modelle ist eine mög-
lichst genaue Beschreibung der akustischen Wandeigenschaften ein wesentli-
cher Faktor für die Genauigkeit der Simulation. Mit den im Rahmen dieser Ar-
beit entwickelten FEM-Methoden können nun zwei verschiedene Ansätze zur
Wandmodellierung genutzt werden: Einerseits eine Modellierung über akusti-
sche Impedanzdaten als lokale Fluid-Randbedingung nach Gleichung 2.8, oder
eine vollständige Modellierung des Wandaufbaus mit Hilfe von ebenen Scha-
lenelementen, porösen Absorberschichten etc.
Beide Ansätze haben ihre Berechtigung in unterschiedlichen Anwendungs-
feldern. In [FA07] wird ein Vergleich beider Modelle vorgestellt, dessen Durch-
führung und Ergebnisse hier kurz diskutiert werden sollen.
6.2.1 Ersatzimpedanzen für Wände
Reale akustische Wandkonstruktionen für Raum- und Bauakustik sind meist
mehrschichtige Aufbauten aus Plattenstrukturen (z.B. Betonwand oder Gips-
kartonplatten) und porösem, absorbierendem Füllmaterial. Das akustische
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Verhalten solcher Wandaufbauten kann durch ihre akustische Impedanz be-
schrieben werden, die im Allgemeinen frequenz- und winkelabhängig ist. Zur
Berechnung der akustischen Impedanzen der hier vorgestellten Konstruktio-
nen wurde ein Netzwerkmodell nach MECHEL [Mec89, Mec95, Mec98] ver-
wendet.
Z
v
p
ZGK Zl
Zq Zq
Gipskarton-
platte
Hohlraum mit
Luft oder
Mineralwolle
schallharter
Abschluss
Abbildung 6.3: Netzwerkmodell für eine Gipskartonwand mit Hohlraum vor
einer schallharten Rückwand
Für den Vergleich zwischen FEM-Lösung und akustischem Ersatzimpedanz-
modell wurden zwei verschiedene Leichtbaukonstruktionenmodelliert. In bei-
den Konstruktionen wurde eine Gipskartonplatte mit einer Dichte von 1000
kg/m3, einer Dicke von 12,5 mm und einem Elastizitätsmodul von 3,2 GPa in
einem Abstand von 10 cm vor einer schallharten Wand modelliert. Im ersten
Modell wurde der Zwischenraum als Luftraum simuliert, im zweiten Modell
wurde eine Mineralwollschicht mit einer Volumenporosität von 0,98, einem
Strömungswiderstand von 23600 kg/m3s und einem Strukturfaktor von 1,3 als
als Füllmaterial simuliert. Alle Materialparameter sind in einem realistischen
Bereich typischer Leichtbaukonstruktionen.
Das Netzwerkmodell ermöglicht die Berechnung der akustischen Ein-
gangsimpedanz für verschiedene Einfallswinkel. Hierbei fällt auf, dass die Im-
pedanz für die Konstruktion mit Mineralwollfüllung nur schwach winkelab-
hängig ist, für den luftgefüllten Zwischenraum aber stark über den Winkel
variiert. Besonders deutlich sichtbar ist dabei eine Verschiebung der Masse-
Feder-Resonanz der Platte-Luftspalt-Anordnung.
6.2.2 Vergleich mit gekoppelter FEM-Lösung
Zum Vergleich des lokalen Impedanzmodells mit dem vollständigen Platten-
modell der Wandkonstruktion wurden mehrere Simulationen durchgeführt.
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Als akustisches Grundmodell wurde ein Quaderraum mit 7×5×3 m Kanten-
längen verwendet, der mit 2835 Hexaederelementen vernetzt wurde. Auf der
5×3m großen Rückwandwurden die vorab berechneten Impedanzen aus dem
Netzwerkmodell als Randbedingung verwendet.
Das Vergleichsmodell wurde mit der gleichen Zahl von akustischen Hexa-
ederelementen vernetzt, enthält aber zusätzlich noch 135 quadratische Platten-
elemente auf der Rückwand und weitere 135 akustische Hexaederelemente für
den luftgefüllten bzw. mit Mineralwolle gefüllten Raum hinter der Platte. Die
Plattenkanten wurden als eingespannt modelliert.
Zur Untersuchung der unterschiedlichen Wirkung lokaler bzw. nichtlokaler
Reaktion der Modelle wurden drei verschiedene Lastfälle simuliert. Das Impe-
danzmodell wurde in allen drei Lastfällen unverändert gelassen.
• Lastfall pw-frontal: Ebene Schnelleanregung ausgehend von der vorderen
Wand (gegenüber der Rückwand).
• Lastfall pw-grazing: Streifender Schalleinfall als ebene Schnelleanregung
ausgehend von einer flankierenden Seitenwand.
• Lastfall psq: Punktschallquelle in einer Raumecke der vorderen Wand.
Die Simulation wurde in einem Frequenzbereich von 10 Hz bis 300 Hz an
100 Einzelfrequenzen durchgeführt. In der folgenden Abbildung 6.4 ist der re-
lative Unterschied des Schalldrucks in beiden Modellen zum Schalldruck in
einem vollständig schallhart berandeten Quaderraum an der selben Position
aufgetragen. Hierdurch werden die sehr kleinen Abweichungen zwischen den
Modellen deutlicher sichtbar.
6.2.3 Anwendungsbereich und Grenzen des Impedanzmodells
Anhand der Simulationsergebnisse wird nun der mögliche Anwendungsbe-
reich eines lokalen Impedanzmodells für Wandstrukturen diskutiert, sowie
verschiedene die Genauigkeit beeinflussende Effekte beschrieben. Dabei wird
auf die Wirkung der Einspannbedingungen eingegangen, und der Gültigkeits-
bereich lokaler Impedanzmodelle für Wandstrukturen diskutiert.
Effekt der Einspannung der Plattenkanten
Einwesentlicher Unterschied zwischen dem akustischen Impedanzmodell und
der gekoppelten Plattensimulation betrifft die Einspannung der Plattenkan-
te in der gekoppelten Simulation. Aus den Ergebnissen wird jedoch deutlich,
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Abbildung 6.4: Vergleiche zwischen FEM-Impedanzmodell und FEM-
Plattenmodell für Punktschallquelle, links: Luftgefüllter
Hohlraum, rechts: Mit Mineralwolle gefüllter Hohlraum;
Oben: Punktschallquelle, Mitte: frontaler Schalleinfall, unten:
streifender Schalleinfall
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dass der Einfluss der Einspannung für das hier verwendete Modell der Gips-
kartonplatten lediglich bei sehr tiefen Frequenzen zu relevanten Einflüssen
führt. Die Biegewellenlänge auf der Platte wird jedoch schnell so klein, dass die
Randeffekte der Einspannung keine Rolle mehr spielen. Für typische Raum-
und bauakustische Simulationen spielen also Randeinspannbedingungen von
Gipskarton-Vorsatzschalen keine große Rolle.
Gültigkeitsbereich des Impedanzmodells
Die Simulationsergebnisse zeigen deutlich, dass eine typische Trockenbau-
wandkonstruktion aus Gipskarton mit porösemDämmmaterial sehr gut durch
eine lokale Impedanzrandbedingung modelliert werden kann. Hierbei ist die
Übereinstimmung mit einem gekoppelten Plattenmodell für alle simulierten
Lastfälle sehr gut. Beim Modell der Platte vor dem luftgefülltem Hohlraum
ist die Genauigkeit des lokalen Impedanzmodells geringer, besonders im Fall
des nicht-senkrechten Schalleinfalls. In dem von der Plattenmasse dominierten
Bereich bei höheren Frequenzen verbessert sich erwartungsgemäß die Genau-
igkeit.
Die wesentlichen Unterschiede zwischen dem luftgefüllten und mineral-
wollgefüllten Hohlraum beruhen zum einen darauf, dass im bedämpften
Hohlraum auch die Quermoden stark gedämpft werden, zum anderen auch
der Brechungswinkel am Grenzübergang ins poröse Material zu einer fast
senkrechten Transmission führt. Beide Effekte führen zu einer lokalen Reak-
tion der Wandkonstruktion mit Dämmfüllung.
Insgesamt scheint das Impedanzmodell für bedämpfte Leichtbauwandkon-
struktionen ein sehr genauesModell für das realeWandverhalten darzustellen.
Auch für die in Abschnitt 7.1.2 vorgestellte Simulation eines Tonstudios wur-
den daher lokal reagierende Impedanzen als Modelle für Trockenbauwände
verwendet.
6.3 Ankopplung der FEM an diskrete elektroakustische
Netzwerkmodelle
Bei derModellierung raumakustischer Umgebungen kann in einigen Fällen die
akustische Rückwirkung des Schallfeldes auf elektroakustische Schallwandler
nicht vernachlässigt werden. Insbesondere in kleinen Räumen oder Fahrzeu-
ginnenräumen kann es bei Anregung im Bereich tiefer Eigenfrequenzen zume-
chanischen Rückwirkungen des Raumschallfeldes auf den Wandler kommen,
die deutlich von den Referenzbedingungen im Freifeld abweichen.
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Analog zur in [Mak06] vorgestellten und dort zur BEM-Simulation der Hor-
nabstrahlung genutzten Vierpolmethode zur akustischen Kopplung zwischen
Horntreiber undHorn kann auch für die akustische FEM ein Kopplungsmodell
entwickelt werden, das die mechanische Rückwirkung des Raumschallfeldes
auf Schallwandler berücksichtigt.
6.3.1 Transferimpedanzmatrixmodell zur akustischen Kopplung
mehrerer Wandler
Zur Erweiterung von Simulationsmodellen um elektroakustische Wandler
müssen zunächst für jede Wandlerposition k im Raum geeignete Randflächen
definiert werden, auf denen dann als jeweils ein Lastfall eineMembranschnelle
von 1 m/s vorgegeben wird. Eine Simulation liefert dann im Frequenzbereich
das Raumschallfeld mit dem Schalldruck pk, das sich für eine Anregung mit
Einheitsschnelle an jeder einzelnen Quelle k ergibt.
Durch Integration von pk über jede der Wandleroberflächen Si kann dann
die Reaktionskraft Fi,k des Schallfeldes auf jedem einzelnenWandler i bestimmt
werden. Aus den Reaktionskräften kann nun eine frequenzabhängige akusti-
sche Transferimpedanzmatrix Z bzw. mechanische Transferimpedanzmatrix
Zmech aufgestellt werden, wobei die Einträge von Z durch
zik =
Fi,k
vk
bzw. zik,mech =
Fi,k
Qk
=
Fi,k
vkSk
(6.4)
gegeben sind. Sie setzt die durch Schwingung der Membran k entstehende
Reaktionskraft Fi,k auf der Membran i in Relation zum Schallschnelle vk aus
der abstrahlenden Membran. Diese Matrix beschreibt somit alle Kopplungen
zwischen den verschiedenen Wandlerflächen.
ImAnschluss kann durch Einsetzen der Transferimpedanzmatrix in ein elek-
troakustisches Modell aller Wandler sowohl das frequenzabhängige Verhalten
der Wandler als auch die vollständige Verkopplung aller Wandler durch eine
lineare Netzwerkanalyse berechnet werden.
107
6 Praktische Anwendungswerkzeuge für die akustische FEM
108
7 Anwendungsbeispiele
Nach der Vorstellung verschiedener Anwendungswerkzeuge für die akusti-
sche Simulation folgen in diesem Kapitel abschließend eine Vorstellung ver-
schiedener praktischer Anwendungsbeispiele, die die vielseitige Anwendbar-
keit und Genauigkeit der entwickelten Simulationsmethoden aufzeigen sollen.
Als erstes Anwendungsbeispiel wurde eine raumakustische Simulation ei-
nes realen Tonstudios mit der akustischen FEM durchgeführt und mit Messer-
gebnissen des Studios verglichen. Der Aufbau des Studiomodells, die Gewin-
nung der notwendigen Randbedingungen für die Simulation sowie der Ver-
gleich der Messergebnisse mit den Simulationslösungen werden hier vorge-
stellt.
Eine vollständig gekoppelte Akustik-Struktur-Simulation ermöglicht als Bei-
spiel aus der Bauakustik eine genaue Analyse der Schalldämmung von Trenn-
wänden. Als zweites Anwendungsbeispiel folgt daher eine kurze Studie der
Schalldämmeigenschaften biegeweicher und biegesteifer Trennwände mit Ver-
gleichen zu angenäherten Verläufen nach dem Massengesetz.
7.1 Raumakustische Simulation eines Tonstudios
Mit dem im Rahmen dieser Arbeit entwickelten akustischen FEM-Löser So-
undSolve wurde in der Diplomarbeit [Are07] eine komplette Schallfeldsimula-
tion für ein Tonstudio in Leichtbauweise durchgeführt, und durch Vergleich
mit realen Messergebnissen aus dem Tonstudio überprüft, ob das Schallfeld
im Bass- und unteren Mittenfrequenzbereich durch die Simulation realistisch
nachgebildet werden kann. Die Ergebnisse dieser Untersuchung werden hier
zusammengefasst vorgestellt.
In Abschnitt 7.1.1 wird der Aufbau des Tonstudios beschrieben sowie auf die
bei der Planung des Studios entwickelten raumakustischen Maßnahmen für
eingegangen. Anschließend wird in Abschnitt 7.1.2 das mit dem CAD-System
I-DEAS [EDS02] erstellte akustische FEM-Modell des Tonstudios vorgestellt.
Hierbei wird besonders auf die Vereinfachungen im akustischen Modell so-
wie ihre Auswirkung auf die Simulationsergebnisse eingegangen. Im darauf
folgenden Abschnitt werden dann die Mess- und Simulationsergebnisse mit-
einander verglichen.
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Pos2
Pos3
Pos1
Abbildung 7.1: Grundriss der Tonstudio-Regie mit Messpositionen in 1,2 m
Höhe
7.1.1 Das Tonstudio
Bei dem simulierten Tonstudio handelt es sich um das privatemermaid music
studio in München, das von HMP Architekten + Ingenieure GbR und concept-A
GmbH geplant und realisiert wurde. Das Studio wurde in das Untergeschoss
eines bestehenden Wohnhauses integriert. Den Grundriss des Tonstudios mit
den verwendeten Messpositionen im Regieraum zeigt Abbildung 7.1.
In dieser Abbildung ist deutlich zu erkennen, dass das Tonstudio als Raum-
in-Raum-Konstruktion gebaut ist, was zum Erreichen hoher Schalldämmung
auch notwendig ist. Alle Seitenwände des Studios sind mit Vorsatzschalen
verkleidet, die aus drei Lagen verschraubter Gipskarton-Platten der Dicke
12,5 mm bestehen und in 10 cm Abstand vor den massiven Betonwänden des
Raumes angebracht sind. Der Hohlraum zwischen denMassivwänden und der
Vorsatzschalenkonstruktion ist mit Mineralwolle gefüllt. Zur Einstellung einer
angemessenen Raumakustik für das Studio sind unterschiedliche Breitband-
sowie Resonanzabsorber auf den Wänden sowie an der Studiodecke ange-
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FullwaveBreitband-DeckenabsorbersegelStudiomonitore
Abbildung 7.2: Foto der Tonstudio-Regie (Frontansicht)
bracht. Darüberhinaus dienen speziell auf die ersten Raummoden abgestimm-
te Helmholtzresonatoren zur Bedämpfung dieser Moden.
Die Abbildungen 7.2 und 7.3 zeigen den Regieraum des Tonstudios aus un-
terschiedlichen Perspektiven. Die zuvor beschriebenen akustisch wirksamen
Konstruktionen sind auf den Fotos gekennzeichnet. Als Lautsprecher sind
zwei Studiomonitore in speziell angefertigten massiven Lautsprecherkästen in
die Raumecken der Wandkonstruktion integriert worden.
7.1.2 Das Modell
Anhand der Konstruktionspläne des Studio-Innenausbaus wurde zunächst ein
vollständiges CAD-Modell des Tonstudio-Regieraums in I-DEAS erstellt.
Das akustische Modell soll einerseits eine genaue geometrische Abbildung
des tatsächlichen Studios liefern und zum anderen alle für die Raumakustik
relevanten Elemente des Tonstudios enthalten. Da eine Simulation des Schall-
feldes im Tonstudio in einem Frequenzbereich bis etwa 300Hz angestrebt wird,
müssen alle Gegenstände im Raum, deren Abmessungen nicht vernachlässig-
bar klein gegenüber den betrachteten Wellenlängen sind, im Modell berück-
sichtigt werden. Die Abbildung 7.4 zeigt das in I-DEAS erstellte CAD-Modell
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Helmholtz-Resonatoren
X-wave Absorber-
Paneelen
Fullwave Absorber-
Paneele
LightwaveDeckenabsorber
Abbildung 7.3: Foto der Tonstudio-Regie (Rückansicht)
des Tonstudios. In Abbildung 7.5 sind darüberhinaus die einzelnen Modellele-
mente farbig gekennzeichnet und in einer Legende erläutert, wobei die Dar-
stellung der Decke und der daran montierten Deckenabsorber für die Abbil-
dung unterdrückt wurden.
Helmholtzresonatoren
Die Helmholtzresonatoren wurden im akustischen Modell mit ihren exakten
geometrischenAbmessungenmodelliert. Abbildung 7.6 zeigt dasModell zwei-
er dieser Helmholtzresonatoren. Um dasMeshing für die FE-Simulation im Be-
reich der sehr kleinen Lochöffnungen zu erleichtern, sind die eigentlich kreis-
runden Öffnungen in der Simulation durch quadratische Öffnungen ersetzt
worden, die unter Berücksichtigung der veränderten Mündungskorrekturei-
genschaften rechnerisch die gleiche Resonanzfrequenz ergeben.
Zur Verifikation der Resonatormodelle wurden die genauen Resonanzfre-
quenzen der Resonatoren mit Hilfe separater FE-Simulation vorab bestimmt
und mit den spezifizierten Daten aus der Studioplanung verglichen. Hierbei
ergeben sich für beide Resonatorkästen Abweichungen von weniger als 1 Hz.
112
7.1 Raumakustische Simulation eines Tonstudios
Abbildung 7.4: CAD-Modell der Tonstudio-Regie in Liniendarstellung
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a: FullwaveBreitband-Absorber
b: X-Wave Resonanz-Breitband-Absorber
c: Mit Mineralwolle gefüllte Volumina mit Stoffbespannung verdeckt
d: Lightwave Tür-Absorber (Breitband)
e: Leder-Sessel
f: Tieftöner-Membrane
g: Studio-Tisch mit kleinen Monitorlautsprechern, Mischpult, Bildschirmen und
Racksystem
h: Helmholtzresonator (Res.-Fr.: 58 Hz)
i: Helmholtzresonator (Res.-Fr.: 26 Hz)
Abbildung 7.5: CAD-Modell der Tonstudio-Regie mit gefüllten Flächen und
Legende der raumakustisch wirksamen Elemente
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Helmholtz-Resonator
Res.-Fr.:58 Hz
Helmholtz-Resonator
Res.-Fr.: 26 Hz
Mineralwolle zwischen
Resonatorkästen
Abbildung 7.6: Modell der Helmholtzresonatoren im Regieraum
Breitband- und Resonanzabsorber
Die im Tonstudio verwendeten Breitband- und Resonanz-Breitband-Absorber
bestehen aus geschichteten Aufbauten, die aus verschiedenen Lagen poröser
Materialien, Folienmembranen, Stoffbespannungen und Lufthohlräumen zu-
sammengesetzt sind. Die Konstruktionsdetails der Absorber dürfen hier aller-
dings nicht veröffentlicht werden.
In Abbildung 7.7 sind terzgemittelte Absorptionsgradverläufe der im Ton-
studio verwendeten Absorbertypen dargestellt, die mit Hilfe von Hallraum-
messungen ermittelt wurden.
Für die FEM-Simulation solcher Absorber sind grundsätzlich zwei Vorge-
hensweisen möglich. Zum einen kann der schichtweise aufgebaute Absorber
vollständig in der FEM nachgebildet werden. Hierbei entstehen über die Ab-
sorberflächen deutlich mehr Modellfreiheitsgrade, was die Rechenzeiten ver-
längert. Als Alternative bietet sich das in Abschnitt 6.2 vorgestellte Modell
einer lokal reagierenden Ersatzimpedanz für die Absorber an. Hierzu wur-
den aus Netzwerkmodellen berechnete, frequenzabhängige Impedanzdaten
für senkrechten Schalleinfall vom Hersteller der Absorber zur Verfügung ge-
stellt.
Ein Nachteil des lokalen Impedanzmodells liegt darin, dass die Winkelab-
hängigkeit der Impedanz des porösen Absorbers in dieser Implementierung
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nicht berücksichtigt wird. Die Abhängigkeit der Eingangsimpedanz von der
Schalleinfallsrichtung ist dadurch bedingt, dass im porösen Absorber auch
Wellenausbreitung in lateraler Richtung möglich ist, wodurch die von schräg
einfallenden Schallwellen im Absorbermaterial zurückgelegte Strecke bis zur
schallharten Rückwand vom Einfallswinkel abhängt. Der hierdurch entstehen-
de Fehler im Bezug auf die Gesamtsimulation wird allerdings als klein einge-
schätzt.
Lautsprecherkästen
Das CAD-Modell der speziell für den Raum angefertigten Lautsprecherkästen
ist in Abbildung 7.8 dargestellt. Für die Simulation wurde der Lausprecherka-
sten in drei Gebiete unterteilt.
Das Gebiet (a) des Kastens, in den der Lautsprecher eingebaut ist, besitzt
eine massive Holzfront und ist im Innenraum durch Querverstrebungen sta-
bilisiert und mit Mineralwolle gefüllt. Für die Simulation wird dieser Teil des
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Abbildung 7.7: Hallraum-Absorptionsgrade der verwendeten Absorber
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Tieftöner-Membran
Holzfront
(schallhart)
Stoffverkleidung, Volumendahinter vollständig
mit Mineralwolle gefült
Glasscheibe
mit Beleuchtungselement
dahinter (schallhart)
(a)
(b)(c)
Querplatten zur Trennung der Teilvolumen
Abbildung 7.8: CAD-Modell der Lautsprecherkästen im Regieraum
Kastens aufgrund der massiven Bauweise als schallharte Oberfläche mit einge-
setzter Lautsprechermembran simuliert.
Gebiet (b) ist nur mit einer Stoffbespannung verdeckt und der Innenraum
mit Mineralwolle gefüllt. Dies dient dazu die ersten Reflexionen des jeweils
anderen Lautsprechers der Stereo-Basis möglichst vollständig zu bedämpfen,
um so Kammfiltereffekte in der Abhörposition zu verhindern. Das poröse Ma-
terial wird mit dem äquivalenten Fluidansatz beschrieben.
Das Gebiet (c) des Kastens enthält ein Beleuchtungselement hinter einer
Glasscheibe. Für die Simulation wird die Glasscheibe als schallhart angenom-
men.
Lautsprechermembrane und Bassreflexöffnungen
Die Anregung des Schallfeldes durch die Monitorlautsprecher muss im Mo-
dell durch geeignete Schnellerandbedingungen auf den Membranoberflächen
simuliert werden.
Da die Übernahmefrequenz zwischen Tief- und Mitteltöner für die im Stu-
dio installierten Studiomonitore des Typs Klein & Hummel O 500 bei 520 Hz
liegt, können der Hoch- und Mitteltöner für die Schallfeldsimulation im Fre-
quenzbereich bis 500 Hz vernachlässigt werden. Der Tieftöner und die Bass-
reflexöffnungen wurden im FE-Modell als Kolbenstrahler mit entsprechenden
Durchmessern simuliert.
Zur Bestimmung der äquivalenten Kolbenstrahlerschnellen wurden wäh-
rend der Messungen im Studio Schalldruckmessungen in unmittelbarer Nä-
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Abbildung 7.9: Zurückgerechnete Schnellen der Tieftönermembran und der
Bassreflexöffnungen des Studiomonitors
he auf der Mittelachse vor dem Tieftöner und den Bassreflexöffnungen der
Lautsprecher durchgeführt. Unter der Annahme, dass der Tieftöner und die
Bassreflex-Öffnungen im betrachteten Frequenzbereich als ideale Kolbenstrah-
ler arbeiten und sich die gemessenen Schalldruckverläufe in unmittelbarer Nä-
he vor dem Lautsprecher als Superposition der Direktschallanteile dieser Quel-
len ergeben, können die Schallschnellen des Tieftöners und der Bassreflexöff-
nung aus den gemessenen Schalldruckverläufen separiert werden. Die mit die-
semVerfahren berechneten Kolbenstrahlerschnellen sind in Abbildung 7.9 dar-
gestellt. Man sieht deutlich, dass die Bassreflexöffnungen nur in einem schma-
len Bereich um ihre Resonanz bei etwa 30 Hz einen entscheidenden Anteil zur
Schallabstrahlung liefern, während oberhalb dieser Resonanz bis zur Über-
nahmefrequenz des Mitteltöners das Schallfeld fast ausschließlich durch die
Schnelle des Tieftöners bestimmt wird.
Zur weiteren Vereinfachung des Modells wurde die Schnelle der Bassreflex-
öffnungen unter Berücksichtigung des Querschnittsverhältnisses auf die Tief-
tönerfläche aufgeschlagen und die Bassreflex-Öffnungen im Modell vernach-
lässigt. Der geringe Ortsunterschied spielt hierbei für das Simulationsergebnis
keine Rolle, da der Abstand im relevanten Frequenzbereich der Bassreflexöf-
nungen um 30 Hz herum sehr klein gegenüber der Wellenlänge ist.
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Vorsatzschalenkonstruktion
Die Vorsatzschalenkonstruktion im Tonstudio besteht aus drei je 12,5 mm
dicken, verschraubten Gipskartonplatten vor einer absorbierenden Schicht aus
10 cmMineralwolle und der dahinterliegenden 24 cm starken Betonwand. Auf-
grund der hohen Flächenmasse und der biegeweichen Konstruktion kann wie-
der das lokale Ersatzimpedanzmodell für die Wände genutzt werden. Dabei
wird die Vorsatzschalenkonstruktion, wie auch die Absorber-Materialien, in
der Simulation als Randfläche mit gegebener Admittanzrandbedingung mo-
delliert. Auch die hierfür benötigten Impedanzdaten wurden vom ausführen-
den Ingenieurbüro zur Verfügung gestellt.
Sonstige Flächen
Die sonstigen Flächen im Tonstudio wurden größtenteils als schallhart oder
mit geringen, geschätzten Absorptionsgraden angenommen. Hierzu gehören
der Studio-Boden, die Lautsprecherkästen und das Fenster auf der Kopfseite
des Tonstudios, die alles als schallhart angenommen wurden. Für den Tonstu-
diotisch, das Mischpult und die Ledersessel wurde breitbandig ein Absorpti-
onsgrad von α=0,3 angesetzt. Es wird davon ausgegangen, dass die verhältnis-
mäßig geringe Absorption dieser Flächen im Vergleich zu der durch die großen
Absorberflächen bedingten Absorption sehr klein ist und somit keine entschei-
denden Auswirkungen auf die Simulationsergebnisse hat.
7.1.3 Vergleich der Mess- und Simulationsergebnisse
Zur Messung der Raumübertragungsfunktionen wurde der Regieraum über
die Studiomonitore mit Sweep-Signalen angeregt und der Schalldruck ver-
schiedenen Positionen (siehe Abb. 7.1) im Raum gemessen. Als Messsoftware
wurde Monkey Forest (MF) [Goe99] verwendet. Die in MF erzeugten Sweeps
wurden direkt auf den Verstärkereingang der aktiven Studiomonitore geschal-
tet. Die Messungen wurden getrennt für den linken und den rechten Studio-
monitor durchgeführt.
Ausgehend von dem im vorherigen Abschnitt eingehend erläuterten Mo-
dell wurde das Schallfeld im Tonstudio im Frequenzbereich von 10 Hz bis 300
Hz in 1 Hz-Schritten bei Anregung mit dem linken Monitorlautsprecher simu-
liert. Für das verwendete Netz beträgt die Rechenzeit mit demQMR-Löser und
einer unvollständigen Cholesky-Zerlegung als Vorkonditionierer zwischen 1
und 2 Minuten pro Frequenz (auf einem Notebook mit einer Intel Celeron 530
CPU mit 1,73 GHz.)
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Grundsätzlich wäre natürlich auch eine FEM-Simulation bis zu höheren Fre-
quenzen denkbar, allerdings steigt dabei die notwendige Netzfeinheit und da-
mit auch die Rechenzeit sehr stark an. Die zunehmenden Anforderungen an
die Feinheit der Diskretisierung für steigende Frequenzen ergeben sich aus der
Bedingung, dass mindestens 6 Knoten pro Wellenlänge zur Darstellung einer
fortschreitenden Welle mit hinreichender Genauigkeit benötigt werden.
Tabelle 7.1 enthält einige Angaben zu dem hier verwendeten Mesh, sowie
zur Geometrie des Modells. Die Einstellungen für die Netzgenerierung in I-
DEAS wurden so vorgenommen, dass sich für die minimale Wellenlänge (also
hier bei 300 Hz) mindestens noch 2-3 Elementlängen (und damit 5-7 Knoten)
pro Wellenlänge ergeben. Durch weitere Einstellungen könnten für dieses, im
Mittel deutlich zu feine Netz noch massive Knoteneinsparungen realisiert wer-
den.
Auch wenn eine Schallfeld-Simulation bis 300 Hz bei weitem nicht den ge-
samten interessierenden Frequenzbereich für die Raumakustik eines Tonstudi-
os umfasst, so stellt dieser Frequenzbereich dennoch einen wichtigen Problem-
bereich für das Tonstudio-Design dar. Dies liegt insbesondere an der stark aus-
geprägten Modenstruktur in diesem Frequenzbereich, die nicht mit konven-
tionellen Simulationswerkzeugen der geometrischen Akustik oder einfachen
Faustformeln vorhergesagt werden kann.
Ein Richtwert für die obere Grenzfrequenz, bis zu der das Schallfeld durch
seine modale Struktur dominiert wird, ist die Schröder-Frequenz, für die ver-
schiedene Näherungsformeln existieren. Nach einer üblichen Näherung gilt
fs = 2000 ·
√
T
V
, (7.1)
Raumvolumen 62m3
Raumoberfläche 160m2
Anzahl Knoten 87367
Anzahl Elemente 58529
Elementtyp isoparam. 10-Knoten-Tetraederelem.
Mittelwert Std.-Abw. Min Max
Seitenverhältnis 1,53 0,30 1,01 7,33
max. Elementlänge /cm 26,07 3,33 4,01 46,54
min. Elementlänge /cm 17,45 2,75 2,60 28,47
Tabelle 7.1: Daten für das FEM-Modell des Tonstudios
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Abbildung 7.10: simulierter und gemessener Frequenzgang für Position 1
wobei mit T die mittlere Nachhallzeit undmitV das Raumvolumen bezeich-
net wird. Für die hier betrachtete Tonstudio-Regie ergibt sich eine Schröder-
Frequenz von fs ≈ 133 Hz bei einer mittleren angenommenen Nachhallzeit
von 0,3 s. Eine Simulation bis 300 Hz umfasst also großzügig den gesamten
Frequenzbereich, in dem eine modale Betrachtung des Schallfeldes erforder-
lich ist. Für höhere Frequenzen ist eine Simulation auf Grundlage der geome-
trischen Akustik mit deutlich geringerem Rechenaufwand möglich.
Abbildung 7.10 zeigt den simulierten sowie den gemessenen Frequenz-
gang nach Betrag und Phase an der Abhörposition des Toningenieurs bis 300
Hz (Messposition 1, vgl. Abb. 7.1). Insgesamt ergibt sich eine gute Überein-
stimmung zwischen den gemessenen und simulierten Daten. Nur im Bereich
um etwa 230 Hz ist eine vergleichsweise hohe Abweichung zwischen den
Simulations- und Messdaten zu erkennen. Die etwas zu niedrigen Simulati-
onspegel im Bereich bis 100 Hz können zum Teil darauf zurückgeführt werden,
dass die breitbandig angenommene Absorption des Tisches und der Stühle für
diese Frequenzen deutlich überschätzt ist. Die simulierten und gemessenen
Frequenzgänge für die Messpositionen 2 und 3 sind in den Abbildungen 7.11
und 7.12 dargestellt und zeigen ähnlich gute Ergebnisse.
Insgesamt kann festgehalten werden, dass die Simulation sowohl die Lage
als auch den Pegel der Resonanzen mit guter Genauigkeit wiedergibt. Dies
ist insbesondere vor dem Hintergrund zu bewerten, dass die Simulationser-
gebnisse vollständig auf theoretisch berechneten Modell-Eingangsdaten basie-
ren und nicht auf gemessenen Werten. Einzig die Anregungsdaten, also die
Lautsprecher-Schnellen, sind aus Schalldruckmessungen im Nahfeld mit Hilfe
der Kolbenstrahler-Theorie approximiert worden.
121
7 Anwendungsbeispiele
50 100 150 200 250 300 350-250
-200
-150
-100
-50
0
Frequenz (Hz)
Ph
ase
(ab
gew
ick
elt)
20 40 60 80 100 200 300 40040
50
60
70
80
90
100
110
Frequenz (Hz)
SP
L (
dB
)
Messung
Simulation
Abbildung 7.11: simulierter und gemessener Frequenzgang für Position 2
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Abbildung 7.12: simulierter und gemessener Frequenzgang für Position 3
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Trotz der insgesamt guten Übereinstimmung von Messung und Simulati-
on lassen sich noch einige Schwachstellen der Simulation herausarbeiten. Auf
diese Unsicherheiten in der Simulation soll deshalb noch kurz eingegangen
werden.
1. Die Verwendung der berechneten Impedanzdaten für senkrechten Schal-
leinfall liefert insgesamt gute Ergebnisse für die Simulation. Die Beschrei-
bung der Raumberandung über eine Admittanzrandbedingung setzt al-
lerdings implizit voraus, dass die Berandung lokal wirksam ist und somit
die Impedanz winkelunabhängig. Dies ist für die Absorberaufbauten, in
denen sich eine Schallwelle auch parallel zur Absorberfläche ausbreiten
kann, nicht exakt erfüllt. Die Hallraumabsorptiongrade für die verwen-
deten Absorber liefern daherWerte, die im allgemeinen etwas höher sind
als die aus den Impedanzen berechneten Absorptionsgraden.
2. Eine Messung der Lautsprecher-Membranschnellen bzw. die Ankopp-
lung eines geeigneten elektroakustischen Modells könnte zur Gewin-
nung genauerer Anregungsdaten für die Simulation verwendet werden.
3. Im Bereich der Resonanzen der Helmholtz-Resonatoren (bei etwa 26 Hz
und 58 Hz) sind kleine Abweichungen in der Feinstruktur des Studio-
Frequenzganges zu erkennen, die unter Anderem darauf zurückzufüh-
ren sind, dass der Strömungswiderstand vor den Helmholtzresonatoren,
der zur Bedämpfung der Güte dient, in der Simulation noch nicht be-
rücksichtigt wurde.
4. Das Fenster auf der Kopfseite des Tonstudios wird in der Simulation als
schallhart angenommen, wodurch die endliche Absorption sowie Reso-
nanzeffekte der Doppelglas-Konstruktion vernachlässigt werden.
5. Zuletzt sei noch erwähnt, dass die angenommenen frequenzunabhängi-
gen Absorptionsgrade für den Studio-Tisch sowie die Stühle mit α = 0, 3
auf reinen Schätzwerten beruhen, wodurch sich eineweitere Fehlerquelle
ergibt. Die etwas zu niedrigen Simulationspegel im unteren Frequenzbe-
reich können beispielsweise teilweise auf zu hoch geschätzte Absorpti-
onsgrade für den Tisch und die Stühle zurückgeführt werden, da diese
im Frequenzbereich bis 100 Hz wohl als nahezu schallhart angenommen
werden können. Eine frequenzabhängige Schätzung des Absorptionsgra-
des könnte diese Fehler verringern.
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7.2 Bauakustik - Schalldämmung biegesteifer und
biegeweicher Trennwände
Typische Problemstellungen der Bauakustik betreffen den Schalldurchgang
durch Trennwände, die z.B. in Massiv- oder Leichtbauweise realisiert sein
können. Durch das vollständig gekoppelte FEM-Modell ist es relativ einfach
möglich, diese Schalldämmeffekte numerisch zu simulieren und beispielswei-
se über eine vollständige Modellierung komplexer Wandaufbauten auch im
Detail zu analysieren.
Ausführliche Studien zu bauakustischen Anwendungen der FEM finden
sich in [Ack02], wo auch detailliert auf die Modellierung inhomogener Wand-
aufbauten durch homogenisierte Ersatzmodelle, den Einfluss von Struktur-
dämpfung sowie die Wirkung flankierender Bauelemente eingegangen wird.
Als Anwendungsbeispiel wird hier ein einfaches Simulationsmodell vorge-
stellt, mit dem sehr anschaulich die unterschiedliche Schalldämmwirkung bie-
geweicher und biegesteifer Trennwände verglichen werden kann.
7.2.1 Raummodell mit Trennwand
Zur Simulation der Schalldämmung verschiedener Trennwände wurde wie-
derum ein einfaches Quaderraummodell verwendet. Ein Quaderraummit den
Abmessungen 7×5×3 m wird durch eine Trennwand (5×3 m) in zwei Teilräu-
me mit 4×5×3 m und 3×5×3 m Größe zerlegt. Eine Skizze des Modells ist in
Abbildung 7.13 dargestellt. Als Senderaumwird der größere Teilraum verwen-
det.
Das Modell wurde mit 1428 quadratischen Hexaederelementen (HE-
XA20) für die Luftschallgebiete und mit 84 ebenen quadratischen Vierecks-
Schalenelementen (QUAD8) vernetzt, was zu insgesamt 9043 Modellfreiheits-
graden an 7006 Knoten führt.
7.2.2 Wandeigenschaften und Anregungsbedingungen
Das grundlegende Schalldämmverhalten von Trennwänden lässt sich über das
BERGERsche Massengesetz [Ber11] beschreiben. Das winkelabhängige Schall-
dämmaß R einer einschaligen, homogenen, unendlich ausgedehntenWand lässt
sich danach beschreiben durch
R = 10 log
[
1+
(
ωm′
2ρFcF
cos ϑ
)2]
dB. (7.2)
124
7.2 Bauakustik - Schalldämmung biegesteifer und biegeweicher Trennwände
Position PSQ
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4 m
3 m
Trennwand
Rückwand
Senderaum
Abbildung 7.13: Raummodell mit Trennwand, schematische Skizze
Hierbei ist m′ die Masse der Wand pro Einheitsfläche und ϑ der Einfallswin-
kel gemessen zur Wandnormalen.
Für reale Wände ist das Massengesetz lediglich eine erste Näherung an das
tatsächliche Verhalten. Insbesondere berücksichtigt es nicht die Biegesteifig-
keit, sondern geht von lokal reagierenden Wänden aus (also perfekt biege-
weiche Wände.) Weiterhin bleiben alle Einspanneffekte unberücksichtigt, die
im tieffrequenten Bereich das Schalldämmverhalten realer Wände dominieren
können.
Für die Simulation der Trennwandwurden zwei verschiedeneMaterial- und
Dickenparameter definiert. Das erste Modell stellt eine 15 cm dicke Betonwand
dar, als Materialparameter wurden E=30 GPa, ρ=2380 kg/m3 und ν=0.3 ange-
nommen.
Das zweite Modell simuliert eine 12.5 mm dicke Gipskartonwand mit den
Materialparametern E=3,2 GPa, ρ=1000 kg/m3 und ν=0.33.
Akustisch gesehen ist die Betonwand aufgrund ihrer großen Dicke und ho-
hen Steifigkeit eine sogenannte biegesteife Trennwand, die Gipskartonwand ei-
ne biegeweiche Trennwand.
Der Unterschied zwischen biegeweichen und biegesteifen Trennwänden er-
gibt sich aus den unterschiedlichen Phasengeschwindigkeit für Biegewellen.
Nach [CH96] beträgt die Phasengeschwindigkeit von Biegewellen auf Platten
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cB =
ω
kB
=
√
ω 4
√
B
ρ
mit B =
h2
12
E
1− ν2 . (7.3)
Übersteigt die Phasengeschwindigkeit auf der Platte die Luftschallge-
schwindigkeit, so kann bei schrägem Schalleinfall der Effekt der Koinzidenz
auftreten. Hierbei wird von der Platte besonders effektiv Luftschall abgestrahlt,
das Schalldämmmaß wird massiv reduziert. Für biegeweiche Platten liegt die
Koinzidenzfrequenz sehr hoch, für biegesteife Platten niedrig.
Als Bedingung für Koinzidenz muss cB > c gelten. Mit 7.3 ergibt sich daraus
die Koinzidenzgrenzfrequenz fk:
fk =
c2
2pi
√
ρP
B
. (7.4)
Mit den gegebenen Materialdaten liegt fk für die Gipskartonplatte bei
2749,5 Hz und für die Betonwand bei 116,7 Hz. Diese Werte gelten für Wände,
die in den Querrichtungen sehr groß gegen die Dicke sind. Für endlich große
Platten ergeben sich Abweichungen zur berechneten Koinzidenzfrequenz, da
die schubstarre Kirchhoff-Theorie für Biegewellen (aus der die Biegewellen-
geschwindigkeit nach Gleichung 7.3 stammt) für dickere Platten nicht mehr
genau zutrifft, sondern die Biegesteifigkeit der Platte leicht überschätzt.
In den Simulationsrechnungen für die Betonwand tritt der Koinzidenzeffekt
daher erst etwas über dem theoretischen Wert von 116,7 Hz auf.
Für das vorgestellte Trennwandmodell wurden je zwei Lastfälle gerechnet:
einmal die Anregung einer ebenen Schallwelle im Senderaum durch eine kon-
stante Schnelleanregung auf der Rückwand, zum anderen eine Punktschall-
quelle in einer Raumecke des Senderaums. Die genauen Positionen der beiden
Anregungsbedingungen sind in Abbildung 7.13 dargestellt. Weiterhin wurden
jeweils zwei Lagerungsvarianten der Wände untersucht: freie Lagerung (ohne
Einspannung) und vollständige Einspannung der Plattenkannten.
Alle Raumwände mit Ausnahme der Trennwandoberflächen wurden in bei-
den Lastfällen mit reellen akustischen Impedanzen versehen. Im Senderaum
wurden alle Wände mit einem Absorptionsgrad von α = 0, 3 und im Emp-
fangsraum mit einem Absorptionsgrad von α = 0, 8 modelliert. Nach der SA-
BINEschen Nachhallformel
T = 0, 163
s
m
V
A
mit A =
N
∑
i=1
Siαi (7.5)
ergibt sich für den Senderaum damit eine Nachhallzeit von Ts = 0, 41 s und
für den Empfangsraum eine Nachhallzeit von Tr = 0, 15 s.
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Zur Bestimmung des Schalldämmaßes der Trennwände aus den Simulati-
onsergebnissen wurden sowohl im Sende- als auch im Emfangsraum einige
Knoten zufällig ausgewählt, und aus den berechneten Ergebnissen der Schall-
druck energetisch gemittelt.
Zur Berechnung des Schalldämmaßes muss dann, genau wie bei Messun-
gen der Schalldämmung, der Absorptionsgrad des Empfangsraumes mit be-
rücksichtigt werden. Dies führt zur Berechnungsvorschrift für das sogenannte
Bau-Schalldämmmaß R′ nach [EN12354-1]:
R′ = Ls − Lr + 10 log StrennAr dB (7.6)
7.2.3 Ergebnisse und Diskussion
Mit der gekoppelten FEM-Simulation kann nun für beide Raumsituationen
und Lastfälle das Schallfeld berechnet werden. Die Ergebnisse für die Beton-
wand sind in Abbildung 7.14 dargestellt, für die Gipskartonwand in Abbil-
dung 7.15. Für beide Varianten wurde zusätzlich der Verlauf der theoretischen
Schalldämmung nach dem Massengesetz (7.2) für senkrechten Schalleinfall
aufgetragen.
Die Ergebnisse zeigen deutlich die Unterschiede zwischen der biegeweichen
und der biegesteifen Trennwand.
Ergebnisse für die Betonwand
Für die biegesteife Betonwand zeigt sich erstens ein großer Einfluß der Ein-
spannbedingung. Im niederfrequenten Bereich bis zur ersten Eigenfrequenz
der eingespannten Wand dominiert die Steifigkeit der Einspannung, so dass
die eingespannte Wand gegenüber dem Massengesetz eine deutlich höhere
Schalldämmung zeigt.
Der Verlauf des Schalldämmaßes der frei gelagerten Wand folgt für senk-
rechten Schalleinfall im gesamten Frequenzbereich fast perfekt demMassenge-
setz, wobei im Bereich der Längsmode des gesamten Raums bei etwa 24 Hz ein
kleiner lokaler Einbruch festzustellen ist. Weiterhin ergibt sich durch die Mo-
denstruktur des Senderaums eine leichte Überhöhung des Schalldämmaßes zu
sehr tiefen Frequenzen hin, da die energetische Mittelung der Senderaumpe-
gel unterhalb der ersten Eigenmoden des Senderaumes prinzipiell nicht mehr
zulässig ist. Das Verhalten der eingespannten Wand zeigt starke Einbrüche der
Schalldämmung im Bereich der Eigenfrequenzen der Wand.
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Für den Schalleinfall durch die in der Raumecke angebrachte Punktschall-
quelle ist für die Betonwand sehr deutlich der Koinzidenzeffekt sichtbar, der
für Frequenzen oberhalb von fk die Schalldämmung deutlich vermindert. Der
Effekt ist in diesem Bereich unabhängig von den Einspannbedingungen und
tritt somit sowohl für die freie als auch für die eingespannte Betonwand
gleichermaßen stark auf und führt zu einer systematischen Abweichung des
Schalldämmverhaltens vom Verlauf des Massengesetzes.
Ergebnisse für die Gipskartonwand
Die Gipskartonwand hat augrund ihrer deutlich niedrigeren Flächenmasse na-
türlich auch ein niedrigeres Schalldämmmaß.Weiterhin zeigt sich für die Gips-
kartonwand relativ unabhängig von der Einspannbedingug eine gute Über-
einstimmung mit dem Massengesetz. Bei niedrigen Frequenzen schwankt die
Schalldämmung der eingespannten Platte durch Eigenresonanzen relativ stark,
während die frei gelagerte Platte dem Massengesetz sehr genau folgt.
Anders als für die biegesteife Betonwand ist für die biegeweiche Gipskarton-
wand im betrachteten Frequenzbereich kein Koinzidenzeinbruch der Schall-
dämmung bei schrägem Schalleinfall (Lastfall mit Punktschallquelle) sichtbar.
Die Verläufe der Schalldämmung sind für beide Lastfälle ähnlich und folgen
relativ gut dem Massengesetz.
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Abbildung 7.14: Simulation des Schalldämmmaßes R′ einer 15 cm dicken Be-
tonwand, oben: ebener Schalleinfall, unten: Punktschallquelle
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Abbildung 7.15: Simulation des Schalldämmmaßes R′ einer 12,5 mm
dicken Gipskartonwand, oben: ebener Schalleinfall, un-
ten: Punktschallquelle
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8 Zusammenfassung
Im Rahmen dieser Arbeit wurden Finite-Elemente-Methoden, effiziente Lö-
sungsverfahren und Anwendungswerkzeuge für die akustische Simulation
entwickelt. Ziel der Entwicklungen war es dabei, eine vielseitig einsetzbare,
offene und leicht an spezielle Fragestellungen anpassbare Sammlung von Si-
mulationswerkzeugen zu schaffen, um typische akustische Problemstellungen
mit geringem Modellierungsaufwand und hoher Genauigkeit berechnen zu
können.
Für den Bereich der Luftschallübertragung wurde in Kapitel 2 ein FEM-
Modell für ideale Fluide aufgestellt, das mit guter Genauigkeit den Bereich
des linearen Ausbreitungsverhaltens von Schallwellen in Luft wiedergeben
kann. Ergänzt wird dieses Modell um ein äquivalentes Fluidmodell für porö-
se Absorbermaterialien, das aufgrund der thermodynamischen Interaktionen
zwischen Luftschall und Skelett ein komplexes, frequenzabhängiges Ausbrei-
tungsverhalten zeigt.
Für die Modellierung von Körperschall wurden FEM-Modelle für dreidi-
mensionale Strukturen sowie für dünne, schubweiche Platten (basierend auf
dem Mindlin-Modell) implementiert, die in Kapitel 3 vorgestellt werden. Das
verwendete ebene Schalenmodell berücksichtigt dabei die Kopplung zwischen
in-plane- und Biegebewegungen an winklig verbundenen Plattensegmenten.
Zur Kopplung zwischen Luft- und Körperschall wurde ein Kopplungsmo-
dell entwickelt, das sowohl die Einkopplung von Strukturkräften durch äußere
Schallfelder als auch die Schallabstrahlung schwingender Strukturoberflächen
vollständig beschreibt. Durch dieses vollständige Kopplungsmodell können
daher auch Probleme mit starker Kopplung – wie etwa sehr dünne Struktu-
ren, oder Strukturen in Wasser – korrekt berechnet werden. Auch sind damit
Simulationen der Schalldämmung von Trennbauteilen möglich.
Der im Rahmen dieser Arbeit entwickelte FEM-Löser SoundSolve unterstützt
den Import auch relativ komplexer Modellnetze durch eine Schnittstelle zum
CAD-System I-DEAS [EDS02], mit dem die Geometriedaten und Simulati-
onsnetze erstellt wurden. Eine automatische Erkennung von Oberflächenele-
menten, effiziente Suchalgorithmen zur automatischen Generierung der Kopp-
lungselemente und eine Schnittstelle zur Nutzung frequenzabhängiger Mate-
rialdaten oder Randbedingungen mit automatischer Interpolation erleichtern
den praktischen Einsatz.
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Zur Verifikation der entwickelten FEM-Modelle für Fluidschall und Struktur
wurde eine Sammlung vonModellproblemen zusammengestellt, für die analy-
tische Lösungen existieren. Eine Auswahl der berechneten Verifikationsmodel-
le findet sich in Kapitel 4. Anhand dieser Modelle wurden die Genauigkeit und
Grenzen der Anwendbarkeit untersucht. Die Methoden erzielen dabei durch
standardmäßige Verwendung von Ansatzfunktionen 2. Ordnung sowie ange-
passte Integrationsverfahren die für genaue Lösungen im Frequenzbereich not-
wendige hohe Genauigkeit, auch hinsichtlich der möglichst exakten Lage der
Eigenfrequenzen.
Für die effiziente Simulation der typischerweise sehr großen Modelle, die
bei der dreidimensionalen Diskretisierung akustischer Probleme entstehen,
wurden direkte und iterative Lösungsverfahren hinsichtlich ihrer Anwendbar-
keit, Rechenzeit und ihres Konvergenzverhaltens untersucht. Die verwende-
ten Verfahren werden in Kapitel 5 ausführlich vorgestellt und diskutiert. Ein
wesentlicher Schlüssel zur erfolgreichen Anwendung iterativer Lösungsver-
fahren liegt dabei in der Auswahl geeigneter Vorkonditionierer. Für spezielle
Anwendungsfälle wurden weitere Lösungsverfahren auf der Basis der moda-
len Extraktion und Synthese sowie auf der Lanczos-Padé-Approximation von
Transferfunktionen entwickelt und untersucht.
Die akustischen FEM-Methoden werden sinnvoll ergänzt durch eine Reihe
vonAnwendungswerkzeugen, die hauptsächlich im Bereich des Pre- und Post-
processings angesiedelt sind. Eine Auswahl findet sich in Kapitel 6. Zur effizi-
enten Modellierung komplexer Wandrandbedingungen wurde ein lokal rea-
gierendes Ersatzimpedanzmodell vorgestellt und anhand verschiedener Last-
fälle im Vergleich zu voll gekoppelten Akustik-Struktur-Rechnungen verifi-
ziert. Es wurde ein Tool zur Berechnung der Schallabstrahlung ins Freifeld
aus absorbierend berandeten FEM-Raumgebieten entwickelt, sowie einModell
zum nachträglichen Einrechnen elektroakustischer Wandlermodelle, das auch
die Rückwirkung des Schallfeldes auf den Wandler berücksichtigt.
Schließlich wurde anhand von zwei ausführlicheren Anwendungsbeispie-
len in Kapitel 7 die Nutzung der FEM für typische praktische Problemstel-
lungen der Raum- und Bauakustik demonstriert. Das raumakustische Simu-
lationsmodell demonstriert eindrucksvoll, wie genaue Ergebnisse eine wel-
lentheoretisch fundierte Analyse der niederfrequenten Raumakustik erzielen
kann, selbst wenn ausschließlich berechnete Größen als Modellrandbedingun-
gen verwendet werden. Das bauakustische Modell zeigt sehr deutlich typische
Effekte wie das Koinzidenzverhalten und die deutlichen Unterschiede zwi-
schen biegesteifen und biegeweichen Trennwänden.
Ein kurzer Ausblick auf mögliche Weiterentwicklungen der Simulationsver-
fahren und neue Anwendungsfelder folgt abschließend in Kapitel 9.
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Nach der Zusammenfassung der Methoden, Algorithmen und Werkzeuge
folgt hier abschließend ein Ausblick auf mögliche Weiterentwicklungen und
neue Anwendungsfelder der akustischen Simulation.
Im Bereich der grundlegenden Methodik könnten noch verschiedene Mo-
delle für spezielle Anwendungen implementiert werden, beispielsweise infini-
te Elemente oder PML-Elemente zur genaueren Simulation von Schallabstrah-
lungsphänomenen, Spektralelemente für erhöhte Genauigkeit bei hohen Fre-
quenzen oder ein verfeinertes Modell für poröse Absorber, wie etwa das Mo-
dell von CHAMPOUX und ALLARD [CA91] oder das für elastische Absorber ge-
eignete Modell von BIOT [Bio56] implementiert werden. Für Strukturelemente
wären insbesondere Elementformulierungen hilfreich, mit denen auch quasi-
inkompressibles Verhalten wie etwa von Gummi beschrieben werden kann.
Auch könnte das Mindlin-Modell für die ebenen Schalenelemente durch ein
Kirchhhoff-Modell für sehr dünne Schalen ergänzt werden. Für spezielle Mo-
dellgeometrienwären Elemente für 2D- sowie axisymmetrische Probleme sinn-
voll.
Im Bereich der Lösungsverfahren wurde ein Schwerpunkt auf iterative Lö-
sungsverfahren gesetzt, da diese auch bei sehr großen 3D-Problemen akzepta-
ble Rechenzeiten liefern. Für Berechnungen von Modellen, die in einer Raum-
dimension “dünn” sind (d.h. wenige Elemente über die Dicke besitzen) kön-
nen spezielle direkte Lösungsverfahren wie zum Beispiel die Wavefront-LU-
Methode jedoch effizienter sein. Auch die iterativen Lösungsverfahren könn-
ten für die weitere Beschleunigung der Berechnungen erweitert werden durch
spezielle Vorkonditionierer, die auf Gebietszerlegungen (Domain Decompo-
sition) oder Mehrgitterverfahren basieren. Hierzu können unter anderem die
Vorarbeiten von BARTSCH [BW01, Bar03] integriert werden.
Das Pre- und Postprocessing wird aktuell ergänzt umWerkzeuge für die Be-
rechnung der Schallschnelle und -intensität aus den Simulationsdaten. Auch
eine Berechnung der Strukturspannungen und -verzerrungen im Strukturmo-
dell ist damit möglich. Interessante Anwendungen ergeben sich damit unter
anderem durch die Möglichkeit, genaue Schallleistungsflüsse in komplexen
Modellen zu berechnen. Damit könnte beispielsweise in der Simulation bau-
akustischer Modelle der Energiefluß an Stoßstellen detailliert analysiert wer-
den.
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Für die Echtzeitsimulation raumakustischer Umgebungen in der virtuellen
Realität [SL06, Len07] wäre es sinnvoll, die entwickelten FEM-Methoden so
weiterzuentwickeln, dass beispielsweise mit derMethode der modalen Extrak-
tion und Synthese eine Echtzeitberechnung der niederfrequenten Raumüber-
tragungsfunktionen durchgeführt werden kann, um die durch Spiegelschall-
quellen und Raytracing-Simulation berechneten Impulsantworten besonders
in kleinen virtuellen Räumen hinsichtlich eines realistischeren Höreindrucks
verbessern.
Für die Simulation des Schalldurchgangs durch lokal reagierende Strukturen
wurde als Erweiterung bereits ein lokales Transferimpedanzmodell entwickelt
[Are08], das analog zum lokalen Ersatzimpedanzmodell für Randbedingun-
gen eine lokal reagierende Impedanz nutzt, um das Übertragungsverhalten
beispielsweise durch Gipskartonwände oder flächige Strömungswiderstände
zu beschreiben.
Schließlich könnten die verschiedenen Werkzeuge und Methoden durch
eine einheitliche graphische Benutzerschnittstelle zugänglich gemacht wer-
den, um dem Anwender den Einstieg zu erleichtern und die vielseitigen
Visualisierungs- und Analysemöglichkeiten aktueller Computergraphik nut-
zen zu können.
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Symbolverzeichnis
α Akustischer Absorptionsgrad
w¯ Wichtungsfunktion
σ Vektor der 6 unabhängigen Komponenten des Spannungstensors
[N/m2]
σp Vektor der 5 unabhängigen Schnittkräfte und -Momente einer
Mindlin-Platte
σs Vektor der 3 unabhängigen Scheibenschnittkräfte [N/m]
ε Vektor der 6 unabhängigen Komponenten des geometrisch linearisier-
ter Verzerrungstensors
εp Vektor der 5 unabhängigen Verzerrungskomponenten einer Mindlin-
Platte
εs Vektor der 3 unabhängigen Verzerrungskomponenten einer Scheibe
a Beschleunigungsvektor [m/s2]
D Differentialoperatormatrix
Dp,Dpg Differentialoperatormatrizen für eine Mindlin-Platte
Ds,Dsg Differentialoperatormatrizen für eine Scheibe
F Kraftvektor [N]
f Kraftdichte (als Feldfunktion, im Volumen) [N/m3]
f p Lastvektor der Normalkraft sowie der Biegemonente auf einer
Mindlin-Platte
J Jacobi-Matrix
Ms Hilfsmatrix für Flächendichte einer Scheibe [kg/m2]
n Normalenvektor
nF Normalenvektor auf Fluidoberfläche
nS Normalenvektor auf Strukturoberfläche
T Koordinatentransformationsmatrix für ebene Schalenelemente
t Kraftdichte (als Flächenkraft pro Oberflächeneinheit) [N/m2]
u Verschiebungsvektor mit Komponenten ux = u1, uy = u2, uz = u3
[m]
up Vektor der Biegeauslenkung sowie der zwei Durchbiegungswinkel ei-
ner Mindlin-Platte
us Vektor der 2 Verschiebungskomponenten einer Scheibe [m]
v Schallschnelle (als Vektor) [m/s]
x Ortsvektor mit Komponenten (x = x1, y = x2, z = x3) [m]
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Symbolverzeichnis
z Linienelement als Vektor [m]
χ Strukturfaktor des porösen Absorbermaterials
∆ Laplace-Operator
ΓA Teil des Randes Γ eines GebietesΩ, auf dem eine akustischeAdmittanz
An vorgegeben ist
Γa Rand des Feldgebietes Ωa eines porösen Absorbermaterials
γa Komplexe Ausbreitungskonstante in porösem Absorbermedium
[1/m]
Γp Teil des Randes Γ eines Gebietes Ω, auf dem ein Schalldruck p vorge-
geben ist
Γv Teil des Randes Γ eines GebietesΩ, auf dem eine Normalenschnelle vn
vorgegeben ist
Γa,v Teil des Randes Γa des Feldgebietes Ωa eines porösen Absorbermate-
rials, auf dem Schnellerandbedingungen definiert sind
γxy,γxz,γyz Schubkomponenten des linearen Verzerrungstensors
κ Adiabatische Kompressibilität [m2/N]
λ Erste Lamé-Konstante [N/m2]
AF Admittanzmatrix für das akustische Fluid
CFS,CSF Kopplungsmatrizen für Fluid und Struktur
fF akustischer Lastvektor
GS Äußere Interpolationsmatrix für Struktur
KF Kompressibilitätsmatrix für das akustische Fluid
KS Steifigkeitsmatrix für elastische Struktur
MF Massenmatrix für das akustische Fluid
MS Massenmatrix für elastische Struktur
TS Innere Interpolationsmatrix für Struktur
C Materialgesetz in Matrixform [N/m2]
C p Materialgesetz in Matrixform für eine Mindlin-Platte
Cs Materialgesetz in Matrixform für eine Scheibe
Km(A, v) m−ter Krylov-Unterraum von A
µ Zweite Lamé-Konstante, ist gleich dem Schubmodul G [N/m2]
ν Querkontraktionszahl
Ω Feldgebiet (allgemein)
ω Kreisfrequenz [1/s]
Ωa Feldgebiet für poröses Absorbermaterial
ρ Dichte [kg/m3]
ρF Dichte eines fluiden Mediums [kg/m3]
ρP Dichte eines porösen Absorbermaterials [kg/m3]
σ Causchy’scher Spannungstensor [N/m2]
σV Volumenporosität
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E Verzerrungstensor
ε Linearer Verzerrungstensor
εxx, εyy, εzz Diagonalkomponenten des linearen Verzerrungstensors
ϕx, ϕy Verdrehungswinkel im Mindlin-Plattenmodell
ϑ Einfallswinkel [rad]
Ξ Längenspezifischer Strömungswiderstand eines porösen Materials
[N s/m4]
ξ, η, ζ Lokale Koordinaten
A FEM-Systemmatrix (in Algorithmen)
An Akustische Admittanz [m2s/kg]
B Biegesteifigkeit einer Platte [N]
b Vektor der rechten Seite (in Algorithmen)
C Cauchy-Greenscher Tensor
c Schallgeschwindigkeit [m/s]
ca Schallgeschwindigkeit im porösen Absorbermaterial, durch nichtadia-
batische Vorgänge frequenzabhängig [m/s]
cB Phasengeschwindigkeit für Biegewellen [m/s]
cF Schallgeschwindigkeit für fluides Medium [m/s]
E Elastizitätsmodul [N/m2]
e Euler’sche Konstante [2.7183. . . ]
F Kraft [N]
f Frequenz [Hz]
fd Phasenentkopplungsfrequenz für poröses Material [Hz]
fk Koinzidenzgrenzfrequenz für Biegewellen [Hz]
G Schubmodul
h Plattendicke [m]
I Einheitstensor
k Wellenzahl [1/m]
ka Wellenzahl im porösen Absorbermaterial [1/m]
kB Wellenzahl für Biegewellen [1/m]
Kp Plattensteifigkeit im Mindlin-Modell [Nm]
L,U Zerlegung der Matrix A (in Algorithmen)
Lr Pegel des energetisch gemittelten Schalldrucks im Empfangsraum
[dB]
Ls Pegel des energetisch gemittelten Schalldrucks im Senderaum [dB]
m Masse [kg]
m′ Flächenmasse [kg/m2]
mx,my,mxy Biegemomente im Mindlin-Plattenmodell
Ni Ansatzfunktion für Knoten i eines FEM-Elements in lokalen Koordi-
naten
P Permutationsmatrix (in Algorithmen)
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p Schalldruck [Pa]
pΓ Vorgegebener Schalldruck auf Rand Γp [Pa]
Q Volumenschnelle (Schallfluss) einer Punktquelle [m3/s]
qx, qy Querkräfte im Mindlin-Plattenmodell
R Schalldämmmaß [dB]
r Residuum (in Algorithmen)
R′ Bau-Schalldämmaß [dB]
t Zeit [s]
un Auslenkung in Normalenrichtung [m]
vn Schnelle in Normalenrichtung [m/s]
W Arbeit [N m =W s = J]
w Biegeauslenkung einer Platte [m]
Wa Äußere Arbeit [N m =W s = J]
Wi Innere Arbeit [N m =W s = J]
x Gesuchter Lösungsvektor (in Algorithmen)
x, y, z Globale kartesische Koordinaten [m]
Z Akustische Impedanz [kg/m2s]
Z0 Reelle akustische Feldimpedanz in fluiden Medium [kg/m2s]
Za Komplexe akustische Feldimpedanz in porösem Absorbermedium
[kg/m2s]
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