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Ropero, R.F., Aguilera, P.A., Fernández, A., Rumí, R. 2014. Redes bayesianas: una herramienta probabilística en los modelos de distribución
de especies. Ecosistemas 23(1):54-60. Doi.: 10.7818/ECOS.2014.23-1.08
Las redes bayesianas son un modelo probabil￭stico multivariante que permite trabajar con incertidumbre. En general, su aplicaci￳n en los modelos
de distribuci￳n de especies es escasa y centrada en el tratamiento de datos discretos sin aprovechar toda su potencialidad. En este trabajo se es-
tudian las redes bayesianas como una herramienta para resolver distintos problemas en los modelos de distribuci￳n de especies: clasificaci￳n, ca-
racterizaci￳n y regresi￳n. La posibilidad de trabajar con datos discretos y continuos simult￡neamente, la variedad de problemas que pueden resolver,
y la flexibilidad en la estructura del modelo, convierten a las redes bayesianas en una herramienta apropiada, en los modelos de distribuci￳n de es-
pecies, en particular y en Macroecolog￭a, en general 
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Ropero, R.F., Aguilera, P.A., Fernández, A., Rumí, R. 2014. Bayesian networks: a probabilistic tool for species distribution models. Ecosis-
temas 23(1):54-60. Doi.: 10.7818/ECOS.2014.23-1.08
Bayesian networks are multivariate probabilistic models able to deal with uncertainty. They have been hardly applied in species distribution models,
and have mainly focused on discrete variables without taking advantage of their potentiality. In this paper, Bayesian networks are presented as a tool
to solve different problems in species distribution models such as classification, characterization and regression. Their ability to deal with discrete
and continuous data simultaneously, the variety of problems that can be solved, and the flexibility in the model structure, make them an appropriate
tool in species distribution models and Macroecology.
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Introducción
El desarrollo de los Modelos de Distribuci￳n de Especies (MDE)
ha estado ligado al avance de los Sistemas de Informaci￳n Geo-
gr￡fica (SIG) y las t￩cnicas estad￭sticas (Guisan y Zimmermann
2000, Segurado y Ara￺jo 2004). Algunas de las t￩cnicas aplicadas
han sido: los ￡rboles de clasificaci￳n (Miller y Franklin 2002, Dze-
roski y Drumm 2003, Fukuda et al. 2013), an￡lisis de correspon-
dencias  can￳nicas  (Guisan  et  al.  1999),  distintos m￩todos  de
regresi￳n (Lehmann et al. 2002a y b, Manel et al. 2001, Li y Wang
2013), modelos espec￭ficos como BIOCLIM (Busby 1986,1991, Ara-
gon et al. 2013), FLORAMAP (Jones y Gladkov 1999, Erre et al.
2009), o DOMAIN (Walker y Cocks 1991, Ortega-Huerta y Peterson
2008) o t￩cnicas de inteligencia artificial como las redes neuronales
(Moisen y Frescino 2002, Dedecker et al. 2004, Fukuda et al. 2013). 
En general, las t￩cnicas empleadas pretenden relacionar datos
de presencia, presencia-ausencia o abundancia de especies con
variables ambientales (Elith et al. 2006) con el objetivo principal de
obtener mapas de distribuci￳n de las especies (Anderson et al.
2003, Guisan y Thuiller 2005). Gr￡ficamente, estas relaciones se
pueden representar como una red de interacciones causales suje-
tas a incertidumbre.
Las redes bayesianas (RBs) son una herramienta estad￭stica
aplicada en entornos bajo condiciones de incertidumbre. En una
revisi￳n llevada a cabo por Aguilera et al. (2011) se observa que
las RBs est￡n siendo muy desarrolladas a nivel matem￡tico, mien-
tras que su aplicaci￳n en el campo de la modelizaci￳n ambiental
es escasa. M￡s del 80 % de los art￭culos revisados emplean datos
de tipo discreto, pese a la capacidad de las RBs para tratar datos
continuos e, incluso, h￭bridos (datos continuos y discretos simult￡-
neamente). Puesto que fueron originariamente propuestas para el
tratamiento de variables discretas, existe una amplia bibliograf￭a ,
metodolog￭a y software al respecto (Nyberg et al. 2006). Sin em-
bargo, es muy com￺n que los datos ambientales presenten varia-
bles  continuas  y  discretas  simult￡neamente.  La  soluci￳n  m￡s
utilizada es la discretizaci￳n de las variables continuas y su trata-
miento como discretas. Este proceso supone una p￩rdida de infor-
maci￳n estad￭stica, reduciendo la exactitud y precisi￳n del modelo
final (Uusitalo 2007). 
El inter￩s por el tratamiento de variables continuas y discretas,
dentro del mismo modelo, ha propiciado el desarrollo de nuevas t￩c-
nicas. El primer modelo descrito fue el modelo Gausiano (Lauritzen
1992, Lauritzen y Jensen 2001), que impone ciertas restricciones:
no puede aplicarse si las variables no siguen una distribuci￳n nor-mal, ni en el caso de que variables discretas presenten como padres
variables continuas. Posteriormente se han desarrollado una serie
de modelos como el “Mixtures of Truncated Exponentials” (MTE)
(Moral et al. 2001), el “Mixtures of Polynomials” (Shenoy y West
2011) o el “Mixtures of Truncated Basis Functions” (Langseth et al.
2012). S￳lo el MTE ha sido aplicado, hasta el momento, en la mo-
delizaci￳n ambiental (Aguilera et al. 2010, 2013). Todos estos mo-
delos pueden ser aplicados sea cual sea la naturaleza de los datos
(discretos, continuos o h￭bridos) sin imponer restricciones en la es-
tructura. 
De la misma forma, en los MDE, las RBs han sido escasamente
aplicadas (Lehmkuhl et al. 2001, Raphael et al. 2001, Steventon et
al. 2006, Newton et al. 2007, Pollino et al. 2007a y b, Smith et al.
2007, Steventon y Daust 2009, Aguilera et al. 2010, Grech y Coles
2010, Johnson et al. 2010, Dlamini 2011, Jay et al. 2011, Laws y
Kerler 2012, Murray et al. 2012). En general, estos trabajos utilizan
datos discretos y construyen el modelo de RB mediante expertos
para resolver problemas de clasificaci￳n y caracterizaci￳n. De esta
tendencia difiere el trabajo de Aguilera et al. 2010 que aplica mo-
delos de estructuras fijas cuyos par￡metros se aprenden a partir
de los datos, para evaluar la probabilidad de presencia de tortuga
mora en Andaluc￭a, utilizando datos de naturaleza h￭brida.
Estos trabajos ponen de manifiesto que las RBs se aplican par-
cialmente, sin aprovechar toda la potencialidad que ofrecen. En
este art￭culo se pretende analizar su aplicabilidad en los MDE, ha-
ciendo ￩nfasis en la diferencia entre caracterizaci￳n, clasificaci￳n
y regresi￳n, en funci￳n del objetivo del modelo, el tipo de variables
disponibles (continuas o discretas) y el proceso de aprendizaje de
las diferentes estructuras propuestas en la literatura. 
Redes Bayesianas
Las RBs (Pearl 1988, Jensen y Nielsen 2007) son una potente
herramienta para modelar sistemas complejos bajo incertidumbre
(Getoor et al. 2004, Uusitalo 2007). Se definen como un modelo
estad￭stico multivariante para una serie de variables X = {X1, …, Xn}
formado por dos componentes: 
Componente cualitativo: grafo dirigido ac￭clico (Fig. 1) com-
puesto por una serie de nodos conectados entre s￭ mediante rela-
ciones direccionadas, donde los ciclos no est￡n permitidos. En el
caso de las RB, cada nodo representa una variable en el modelo,
y los arcos entre nodos codifican las relaciones de dependencia /
independencia entre las mismas.
Por su componente cualitativo, las RBs facilitan la comunicaci￳n
entre los expertos permitiendo, de una manera sencilla, identificar
las relaciones de dependencia o independencia entre las variables,
y aquellas variables irrelevantes sin necesidad de ning￺n c￡lculo
previo. Adem￡s, presentan la facilidad de incorporar datos e infor-
maci￳n de fuentes muy diversas. El conocimiento procedente de
fuentes no emp￭ricas, como datos bibliogr￡ficos o la opini￳n de ex-
pertos, pueden ser introducidos en la RB en cualquiera de los
pasos del proceso de aprendizaje y construcci￳n del modelo (Cain
et al. 2003, Castelletti y Soncini-Sessa 2007, Henriksen et al. 2007).
Componente cuantitativo: distribuciones de probabilidad condi-
cionada para cada variable (Xi) dado sus padres (pa(Xi)) en el grafo,
expresadas mediante tablas de probabilidad condicionada (TPC)
en el caso de variables discretas, y funciones de densidad para las
continuas. 
El tratamiento de las variables continuas aporta informaci￳n
m￡s detallada (Fig. 2). El valor de probabilidad de las variables dis-
cretas viene dado para cada uno de las categor￭as de la variable
(Fig. 2a). Por contra, los resultados de las variables continuas son
expresados mediante funciones de densidad a partir de las cuales,
es posible calcular cualquier estad￭stico (media, mediana, cuarti-
les,…)  o probabilidad de inter￩s (Fig. 2b). 
A pesar de las ventajas que presenta el uso de variables conti-
nuas, apenas se han aplicado en la modelizaci￳n ambiental (Agui-
lera et al 2011). La mayor dificultad de estos modelos y la falta de
bibliograf￭a aplicada y software disponible son las principales cau-
sas de su escasa utilizaci￳n (Ropero et al. 2013). 
Redes Bayesianas en los Modelos de Distribución
de Especies
En los MDE, las RBs pueden aplicarse con tres objetivos prin-
cipales (Fig. 3): caracterizaci￳n, clasificaci￳n y regresi￳n.
RBs para Caracterización
En este caso se pretende modelizar el sistema de interacciones
m￡s o menos complejas entre la especie y su entorno. Una vez
construido el modelo, se analiza la presencia y la naturaleza de las
relaciones establecidas entre las variables y se plantean escenarios
futuros. 
Si bien este tipo de RB es interesante, revisando la literatura
existente (ver Introducci￳n), no se ha aprovechado hasta ahora
toda su potencialidad. En general, se utilizan para construir mode-
los no demasiado complejos, sin trabajar con grandes matrices de
datos o con matrices en las que existan datos faltantes (Raphael
et al. 2001, Steventon y Daust 2009, Johson et al. 2010). La es-
tructura de los modelos han sido construidas ￺nicamente mediante
expertos (Nyberg et al 2006, Castelletti y Soncini-Sessa 2007) en
lugar de aprovechar tambi￩n la potencialidad de los algoritmos de
aprendizaje autom￡tico, capaces de extraer, a partir de los datos,
las relaciones de dependencia/independencia existentes entre las
distintas variables. En la mayor￭a de los casos se emplean datos
discretizados, con la consiguiente p￩rdida de informaci￳n. 
RBs para Clasificación
Resolver un problema de clasificaci￳n implica construir un mo-
delo para predecir el valor de una ￺nica variable clasificadora de
tipo discreto, en funci￳n de una serie de variables descriptoras que
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Figura 2. Ejemplos de resultados obtenidos con variables discretas (a) y
continuas (b). Los valores de probabilidad de las variables discretas vienen
expresados para cada intervalo (0, 1 y 2). En el caso de las continuas, se
usan funciones de densidad.
Figure 2. Results obtained from an example with discrete (a) and continuous
(b) variables. In the discrete case, a probability value for each interval (0, 1
and 2) is given, whilst a density function is used for continuous variables.
Figura 1. Ejemplo de componente cualitativo de una RB con tres variables
(X1, X2 y X3). La variable X1 es padre de las variables X2 y X3; a la vez que
X2 es padre de X3. 
Figure 1. Example of the qualitative component of a Bayesian network with
three variables (X1, X2 y X3). Variable X1 is parent of X2 and X3, and X2 is pa-
rent of X3. pueden ser discretas o continuas (Hastie et al. 2009). En este caso,
el estudio de relaciones entre las variables descriptoras no es el
objetivo prioritario, aunque en algunos problemas su inclusi￳n
puede enriquecer el proceso de clasificaci￳n.
Estos modelos han sido los m￡s empleados en los MDE (Steven-
ton et al. 2006, Smith et al. 2007, Grech y Coles 2010, Dlamini 2011,
Jay et al. 2011, Laws y Kesler 2012, Murray et al. 2012), a trav￩s de
modelos construidos mediante expertos y con datos discretos.
RBs para Regresión 
En las RBs los problemas de regresi￳n se resuelven de una
forma similar a la clasificaci￳n. En este caso, se usan estad￭sticos
para obtener el valor predicho de la variable de inter￩s de tipo con-
tinuo, a partir de su funci￳n de densidad a posteriori (por ejemplo
la esperanza). Las RBs para regresi￳n no se han aplicado en los
MDE, aunque podr￭an suponer un gran avance respecto a los mo-
delos de regresi￳n tradicionales aplicados cuando se tienen datos
de abundancia.
Una vez establecido el objetivo del modelo (caracterizaci￳n, cla-
sificaci￳n o regresi￳n), el proceso de aprendizaje consiste en esti-
mar tanto la estructura como los par￡metros del modelo final. Las
RBs pueden ser aprendidas directamente de los datos, o inclu-
yendo la opini￳n de expertos en casi todos los pasos del aprendi-
zaje del modelo. La naturaleza de los datos va a determinar el
m￩todo de aprendizaje m￡s adecuado. Se distinguen tres tipos de
aprendizaje (Fig. 3): aprendizaje manual, aprendizaje autom￡tico,
y una combinaci￳n de ambos. 
Aprendizaje manual
El aprendizaje manual est￡ siendo muy aplicado en los MDE,
en particular, (Pollino et al. 2007a y b, Murray et al. 2012) y en Ma-
croecolog￭a, en general (Cain et al. 2003, McDowel et al. 2009).
Consiste en la construcci￳n del modelo (su estructura, y/o los va-
lores de las TPC) mediante la opini￳n de expertos, bibliograf￭a y
otras fuentes no emp￭ricas. Este tipo de aprendizaje utiliza datos
de tipo discreto y proporciona una estructura de relaciones entre
las distintas variables obtenida de forma manual. Si los datos son
continuos, los expertos solo pueden estimar la estructura del mo-
delo, pero no el valor de las funciones de densidad. 
Existen diferentes metodolog￭as para la modelizaci￳n ambiental
mediante expertos (Voinov y Bousquet 2010). En el caso concreto
de las RBs, Castelletti y Soncini-Sessa (2007) describen el proceso
Participatory and Integrated Planning, para construir una RB emple-
ando solo el conocimiento experto. En el mismo sentido, Henriksen
et al. (2007), describe el proceso Public Participation. En general, y
aunque existen variantes, las metodolog￭as propuestas por estos
autores, comienzan con una fase inicial de reconocimiento del pro-
blema, las variables involucradas e, incluso, sus diferentes estados.
A continuaci￳n, se construye la estructura de relaciones entre las
distintas variables mediante etapas m￡s o menos complejas de con-
sultas entre los distintos colectivos involucrados (expertos y actores
sociales). Por ￺ltimo, se procede a aprender los par￡metros del mo-
delo bien mediante los mismos expertos o mediante la inclusi￳n de
datos emp￭ricos (aprendizaje mixto).
Aprendizaje automático
Es la aplicaci￳n de algoritmos de aprendizaje que, a partir de
los datos, infieren la estructura de relaciones m￡s adecuada y los
par￡metros del modelo. Los algoritmos m￡s utilizados son el PC y
K2 (Cooper y Herskovits 1992, Spirtes et al. 1993) para el aprendi-
zaje de la estructura, mientras que los par￡metros se obtienen me-
diante m￡xima verosimilitud o, mediante el algoritmo EM para el
caso de datos faltantes (Dempster et al. 1977). 
Al igual que en el aprendizaje manual, se puede aprender au-
tom￡ticamente la estructura, los par￡metros del modelo o ambos
simult￡neamente, dando lugar a dos posibles soluciones (Fig. 4):
las estructuras adaptadas a los datos, donde la estructura varia en
cada caso en funci￳n de los datos con los que se trabaja, y las es-
tructuras fijas, en las que solamente var￭an los par￡metros del mo-
delo para cada conjunto de datos.
Estructuras adaptadas a los datos
Este grupo de estructuras son aprendidas espec￭ficamente
para cada matriz de datos. Son estructuras variables que pueden
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Figura 3. Esquema conceptual de la aplicación de las RBs en los MDE. 
Figure 3. Conceptual framework of the application of Bayesian networks in species distribution models.adoptar distintos grados de complejidad seg￺n el problema que
se pretenda resolver. Pueden aplicarse tanto a RBs para carac-
terizar, clasificar como para resolver problemas de regresi￳n. Son
las estructuras m￡s aplicadas en modelizaci￳n ambiental, si bien
en la literatura no se ha aprovechado toda la capacidad que tienen
para el tratamiento de variables continuas y matrices con datos
faltantes. 
Estructuras fijas
Las estructuras fijas se dise￱aron como estructuras espec￭ficas
para los problemas de clasificaci￳n y regresi￳n. Han sido aplicadas
escasamente en la modelizaci￳n ambiental (Park y Stenstrom
2006, 2008, Porwal et al. 2006, Fernandes et al. 2010) y apenas
en los MDE (Aguilera et al. 2010, Dlamini 2011). Existen diferentes
estructuras fijas: na￯ve Bayes (Minsky 1963), TAN (Friedman et al.
1997), KdB (Lucas 2002) y AODE (Webb et al. 2005). En este tra-
bajo  se van a analizar las estructuras na￯ve Bayes y TAN por su
adaptabilidad y aplicabilidad en los MDE (Aguilera et al. 2010). 
El na￯ve Bayes (NB) (Fig. 5) es una estructura sencilla com-
puesta por una variable padre (Y), la variable de inter￩s, de la que
parten las variables descriptoras (X1,…,Xn), que son independien-
tes entre s￭, dado Y. Esta fuerte asunci￳n de independencia se
compensa por la reducci￳n del n￺mero de par￡metros a aprender.
A pesar de esta aparente sencillez, sus resultados son muy com-
petitivos cuando se enfrenta a otros modelos (Friedman et al.
1997).
Esta estructura se adapta f￡cilmente a los MDE, entendidos
como modelos de clasificaci￳n donde el objetivo es determinar el
valor de la variable dependiente en funci￳n de una serie de varia-
bles descriptoras (Fig. 5). 
Partiendo de una estructura na￯ve Bayes, se pueden incorporar
algunas relaciones entre las variables ambientales, adoptando una
estructura TAN (Fig. 6). En este caso, las variables descriptoras
X1,…,Xn forman un ￡rbol de relaciones (Fig. 6a) al que se le a￱ade
la variable dependiente, Y (Fig. 6b). Este modelo refleja m￡s fiel-
mente la realidad del sistema puesto que incorpora relaciones de
dependencia entre las variables descriptoras, sin embargo, el au-
mento en la complejidad y el n￺mero de par￡metros a estimar, hace
que estos modelos no tengan por qu￩ ser, necesariamente, m￡s
precisos que el modelo na￯ve Bayes. 
Aprendizaje mixto
Consiste en una combinaci￳n entre los aprendizajes manual y
autom￡tico. En la mayor￭a de los casos, donde se aplica este tipo
de aprendizaje (Batchelor y Cain 1999), los expertos determinan la
estructura completa del modelo, cuyos par￡metros son aprendidos,
posteriormente, a partir de los datos. Existen numerosos trabajos
que, aunque aprenden la estructura y los par￡metros directamente
de los datos, emplean el conocimiento y opini￳n experta para mo-
dificar el modelo obtenido (Gambelli y Bruschi 2010). Este ￺ltimo
caso se puede plantear como una opci￳n viable en la aplicaci￳n de
las RBs en los MDE, debido a que, si bien los datos son usados
para construir el modelo, los expertos pueden aclarar o remarcar
aquellas relaciones que se pueden considerar m￡s importantes o
relevantes (McDowell et al. 2009). 
Un modelo transversal a todos los mencionados son las redes
bayesianas orientadas a objetos (RBOO) (Koller y Pfeffer 1997),
que permiten separar un sistema muy complejo en varios subsis-
temas m￡s sencillos relacionados entre s￭. De esta forma, es posi-
ble evaluar no solo el comportamiento global del sistema, sino
tambi￩n cada uno de los subsistemas por separado (Molina et al.
2009). Estos modelos no han sido aplicados en los MDE ni en Ma-
croecolog￭a pero pueden suponer un gran avance en la modeliza-
ci￳n de sistemas complejos. 
Planteamiento de escenarios
En los MDE es muy interesante conocer el efecto que determi-
nados cambios en las variables ambientales producen en la distri-
buci￳n de las especies. En el caso de las RBs, una vez construido
y validado el modelo (caracterizaci￳n, clasificaci￳n o regresi￳n), es
posible incorporar nueva informaci￳n, conocida como evidencia, en
una o m￡s variables con la intenci￳n de predecir el comportamiento
de otras, lo que se conoce como inferencia probabil￭stica (Fig. 7)
(Jensen y Nielsen 2007). 
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Figura 5. Estructura fija naïve Bayes (NB) para resolver un problema de
clasificación (presencia/ausencia) o regresión (abundancia). 
Figure 5. Naïve Bayes structure (NB) to solve a classification (presence/ab-
sence) or regression (abundance) problem. 
Figura 6. Ejemplo de evolución desde un árbol de relaciones entre las va-
riables descriptoras (a) hasta la estructura TAN al añadir la variable depen-
diente, Y (b). Modificado de Aguilera et al. (2010). 
Figure 6. Extension from a dependence tree (representing the relations
among features) (a) into a TAN structure after including the class variable,
Y (b). Adapted from Aguilera et al. (2010).
Figura 4. Aprendizaje automático: estructuras adaptadas a los datos (a) y
estructuras fijas (b) (NB, naïve Bayes). 
Figure 4. Automatic learning: ad-hoc structures (a) and fixed structures (b)
(NB, naïve Bayes).La ventaja que presentan las RBs, frente a otros modelos, es
la facilidad con la que permiten plantear escenarios futuros sin tener
que introducir informaci￳n en todas las variables, e independiente-
mente de que las variables sean discretas o continuas. Estas ca-
racter￭sticas hacen de las RBs un modelo probabil￭stico no s￳lo
aplicable en los MDE, sino tambi￩n en los estudios relacionados
con los distintos componentes del cambio global. 
Ejemplo de Aplicación
Las RB para clasificaci￳n son las m￡s empleadas en los mode-
los de distribuci￳n de especies. En general, estos trabajos emplean
datos discretos y construyen el modelo mediante expertos. En este
apartado se expone un ejemplo de aplicaci￳n obtenido de Aguilera
et al. (2010), que aplica un modelo na￯ve Bayes para evaluar la pro-
babilidad de presencia de tortuga mora (T. graeca graeca) en An-
daluc￭a, y se compara con una regresi￳n log￭stica en t￩rminos de
tasa de clasificaci￳n. 
En ambos casos, el objetivo es relacionar la presencia de tor-
tuga mora (variable discreta) con una serie de variables ambienta-
les descriptoras de naturaleza continua. Se construye un modelo
de regresi￳n log￭stica mediante el programa Weka (Hall et al. 2009),
y se compara con el modelo de RB obtenido de Aguilera et al (2010)
(ver esta referencia para m￡s informaci￳n sobre el aprendizaje del
modelo) construido mediante el software Elvira (Elvira-Consortium
2002). Los resultados obtenidos en t￩rminos de tasa de clasifica-
ci￳n se corresponden con una validaci￳n cruzada de 10 hojas.
Entre ambas metodolog￭as, se observa que, si bien son valores
similares, se obtiene una mayor tasa de clasificaci￳n para el modelo
NB (Tabla 1). 
Conclusiones y Líneas Futuras
En este trabajo se presentan las RBs como una herramienta
aplicable a los MDE capaz de manejar datos discretos, continuos,
e incluso ambos en un mismo modelo (modelos h￭bridos), evitando
p￩rdida de informaci￳n estad￭stica por la discretizaci￳n de las va-
riables. A trav￩s de las RBs se pueden resolver una variedad de
problemas en funci￳n del objetivo perseguido (clasificaci￳n, carac-
terizaci￳n, regresi￳n), ver el comportamiento global del sistema o
conocer solo el valor de una ￺nica variable. El proceso de aprendi-
zaje del modelo puede llevarse a cabo de diversas formas, a partir
de los datos, mediante expertos o una combinaci￳n de ambos,
adoptando estructuras muy variadas en cuanto a complejidad,
desde modelos fijos sencillos como el na￯ve Bayes, a estructuras
adaptadas a los datos con un alto n￺mero de relaciones entre las
variables. 
En la actualidad, el tratamiento de datos continuos a trav￩s de
distintos modelos como el Gausiano, o los modelos “Mixtures of
Truncated Exponentials”, “Mixtures of Polynomials” o “Mixtures of
Truncated Basis Functions”, y su aplicaci￳n en el campo de la mo-
delizaci￳n ambiental constituyen una nueva l￭nea de investigaci￳n.
El an￡lisis de la correlaci￳n espacial existente en los datos ambien-
tales, y su tratamiento a trav￩s de las RBs es otra l￭nea incipiente
de investigaci￳n. Por ￺ltimo, las redes bayesianas orientadas a ob-
jetos y las redes bayesianas temporales son dos nuevas l￭neas de
desarrollo metodol￳gico apenas aplicadas en la modelizaci￳n am-
biental, ni en los MDE. 
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