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Introduction {#sec001}
============

Humans possess the capacity of automatically and unconsciously anticipating the following movement of an observed movement that could be an object \[[@pone.0200535.ref001]\], a scene \[[@pone.0200535.ref002]\], a body or a facial expression \[[@pone.0200535.ref003]--[@pone.0200535.ref005]\]. Indeed, individuals can perceive the facial expressions of other people in order to gain an immediate impression of another individual's current and future emotional state of mind \[[@pone.0200535.ref006]\]. The processes used are highly adaptive to meet the demands of a world in which we are constantly required to react to, and often anticipate, the behavior of others \[[@pone.0200535.ref007]\]. We have chosen to focus on the perception of pain behavior in other people since the ability to recognize and interpret other people's pain quickly can be of great importance to both the person who is suffering and the observer \[[@pone.0200535.ref008]\]. In addition, it is critical to everyday social functioning \[[@pone.0200535.ref009]\].

Pain is both a specific sensation (i.e., a reflexive reaction of the body) and an emotional state \[[@pone.0200535.ref010]\]. Individuals who experience pain often adopt pain behaviors \[[@pone.0200535.ref011]\], either to attenuate their own pain (e.g., by touching or guarding) or to communicate pain to others (through words, sounds and facial expressions). Studies of the production of facial pain expressions have shown that they appear to be specifically adapted to social communication \[[@pone.0200535.ref012]\] and have a survival function by demanding attention and prioritizing escape, recovery and healing \[[@pone.0200535.ref013]\]. In fact, "suffering offers us the best protection for survival" \[[@pone.0200535.ref014]\]. Moreover, perceiving the pain of others is also supported by a complex response in the observer's corticospinal system that may allow a freezing or escaping reaction \[[@pone.0200535.ref015]\]. Studies of pain perception have highlighted that, in order to estimate other people's pain levels, individuals assign greater importance to facial expressions than to body language \[[@pone.0200535.ref016], [@pone.0200535.ref017]\]. In the same way, facial expressions are assigned a greater importance than verbal information in order to discriminate between genuine, suppressed and faked pain \[[@pone.0200535.ref018]\]. That is why, among different pain behavior, we focused our study on the perception of facial pain expression behavior and we investigated the emotional anticipation of dynamic facial pain expressions from both a behavioral and neurocognitive approach.

The perception of facial expressions of emotion has mostly been studied with the use of static stimuli such as photographs; in real life, however, people's facial expressions of emotion are dynamic. Some studies have shown that facial expression recognition can be improved by employing dynamic (rather than static) information \[[@pone.0200535.ref019], [@pone.0200535.ref020]\]. The recognition of subtle (i.e., barely intense) dynamic facial expressions of emotion has proved more effective compared with the identification of subtle static facial expressions \[[@pone.0200535.ref021]\]. This difference in perception between static and dynamic facial pain expressions may be explained by the human capacity to anticipate and extrapolate a dynamic movement, such as a dynamic facial expression \[[@pone.0200535.ref022]\].

People automatically anticipate the future of a movement, which implies memorization of the final position of a moving target often displaced forward in the direction of target motion. Such memory displacement or memory bias has been termed "representational momentum"; namely, a second-order isomorphism between physical and representational inertia \[[@pone.0200535.ref003]\]. More specifically, the memorized intensity of an emotional facial expression may obey such a memory bias effect. Yoshikawa and Sato \[[@pone.0200535.ref004]\] reported a forward representational momentum effect for dynamic facial expressions of fear, joy, disgust, sadness, anger and surprise (ranging from neutral to maximal emotional intensity), with a memorized intensity superior to the final intensity displayed by the participant (associated to a positive memory bias). However, memory displacements may also be backward and oriented toward the emotionally neutral state (associated to a negative memory bias) \[[@pone.0200535.ref023], [@pone.0200535.ref024]\]. Some authors have shown additional evidence relating to representational momentum when perceiving facial expressions of emotion \[[@pone.0200535.ref006], [@pone.0200535.ref025]\]. When investigating dynamic facial expressions from emotional to neutral, they found that final neutral expressions were judged as presenting an emotional valence opposite to the initial one. For example, Jellema et al. \[[@pone.0200535.ref025]\] reported that when an expression, that moved backward from joy to neutral, was presented and disappeared, the final neutral expression remembered was a slightly angry one. On the other hand, an expression that moved backward from anger to neutral was remembered as being slightly happy. These findings were interpreted in terms of "emotional anticipation", which can be defined as the ability to involuntarily anticipate how an agent's emotional state of mind will develop in the immediate future, based on the immediate perceptual history. This emotional anticipation may reflect top-down emotional processes \[[@pone.0200535.ref025]\] and constitute a low-level form of the mind-reading mechanism \[[@pone.0200535.ref006]\]. According to embodiment and simulation theories, the perception of other people's facial expressions \[[@pone.0200535.ref026], [@pone.0200535.ref027]\], specifically those of pain \[[@pone.0200535.ref028]\], is associated with automatic and unconscious processes such as the involuntary motor simulation of the observed action. Accordingly, other lines of research have investigated neural correlates of emotional anticipation of the pain of others, by using different physiological techniques, such as single pulse TMS (transcranial magnetic stimulation) to induce MEPs (motor-evoked potentials). Some of these studies \[[@pone.0200535.ref015], [@pone.0200535.ref029]--[@pone.0200535.ref031]\] evidenced inhibition of specific MEPs while viewing a needle hurting a human body part, compared to non-painful conditions. Such an inhibition while viewing a painful stimulus on others supports the "mirror-matching" simulation theory. It is worth noting that these authors did not study pain expressions but painful stimuli on a body part. However, another study \[[@pone.0200535.ref032]\] reported a similar MEP inhibition while using fearful, happy and neutral body expressions as stimuli. Finally, the sensorimotor structures involved in empathy for pain were also investigated using somatosensory-evoked potentials (SEPs). For example, Bufalary et al. \[[@pone.0200535.ref033]\] administered non-painful electrical stimulations to one of the participants' hands while stimuli similar to the one used by Avenanti et al. \[[@pone.0200535.ref015], [@pone.0200535.ref029], [@pone.0200535.ref030]\] and Bucchioni et al. \[[@pone.0200535.ref031]\] were displayed. SEPs recorded from the primary somatosensory cortex (S1) showed an increased P45 component (reflecting activity in S1) while participants viewed the painful stimuli, whereas the SEP decreased while they viewed (touched) non-painful stimuli. These results suggest that S1 might contribute to the "mirror-matching" simulation of the pain of others. Neurocognitive literature has emphasized the distributed nature of the areas of the brain which contribute to facial perception. Changeable features, such as facial expressions, relate to visual codes in the Superior Temporal Sulcus (STS). They also involve the fronto-parietal activation of emotion representation and motor programs in the mirror neuron system responsible for producing expressions \[[@pone.0200535.ref034]\]. In relation to expressions of pain, Reicherts et al. \[[@pone.0200535.ref035]\] used ERPs to support the idea of the prioritized processing (with enhanced Late Positive Potentials, LPPs) of painful dynamic facial expressions when compared with joyful (and possibly fearful) dynamic expressions, as well as neutral dynamic expressions. The perception of dynamic facial expressions triggers automatic low-level processes involved in the prediction of forthcoming expressions \[[@pone.0200535.ref025]\]. There is evidence that dynamic facial expressions are represented as anticipated motion trajectories in the visual (fusiform gyrus, STS) and premotor areas \[[@pone.0200535.ref036]\], with their post-stimulus onset as early as 165 ms to 237 ms. These findings, as well as those regarding mirror-matching in sensorimotor brain areas, are consistent with the \'extended\' mirror neuron system proposed by Pineda \[[@pone.0200535.ref037]\] containing shared representations for action and emotion, automatically retrievable during the observation of others.

In our study, we conducted behavioral measures and ERPs to investigate the neurocognitive mechanisms involved in the emotional anticipation of facial expressions of pain. For this, we used a representational momentum paradigm inspired by the work of Courgeon et al. \[[@pone.0200535.ref023]\] and Thornton \[[@pone.0200535.ref024]\]. In this paradigm, a static expression was displayed after a dynamic expression (video), separated by a mask. Participants had to memorize the final intensity of the dynamic expression (the last frame of the video) and compare it to a static test expression intensity (TestEI). As previously mentioned, by using this paradigm, if a memory bias of the final expression intensity is measured, it supposes the participant's automatic anticipation of the immediate future of the expression. In a preliminary experiment (see [S1 File](#pone.0200535.s001){ref-type="supplementary-material"}), we measured this memory bias (amplitude of the anticipation) for each participant. This allowed us, in the present study, to adapt static test expression intensity (TestEI) as a function of the participants' memory bias, by displaying either TestEI equal (congruent trials) or different (incongruent trials) from the intensity memorized, and therefore anticipated, by the participant. So, independently of the anticipation amplitude of the future of the expression, we displayed a static expression intensity (TestEI) to the participant, congruent or incongruent to the intensity they were expecting. In other words, a static expression different from the expected intensity can be considered as an incongruent intensity, and a static expression equal to the expected intensity can be considered as a congruent intensity by the participant. Our objective was to study a neurocognitive biomarker of anticipatory processes for facial pain expressions, operationalized as a mismatch effect (i.e., difference in ERP between congruent and incongruent trials). Our hypothesis here was that, even if participants were instructed to memorize the state of a dynamic expression at the end of the video, rather than anticipate how the expression would develop, pain anticipation mechanisms were expected to modulate both behavioral (Reaction Time, RT) and physiological (ERP) correlates of mismatch detection when the memorized state of the dynamic expression was to be compared with a static image of pain expression.

Materials and methods {#sec002}
=====================

Participants {#sec003}
------------

The ERP data of 25 individuals (15 women, 10 men; *M* = 24.5 years-old, SD = 4.8) participating in a preliminary behavioral study (see [S1 File](#pone.0200535.s001){ref-type="supplementary-material"} for details), were analyzed.

Participants had normal or corrected-to-normal vision. All participants gave informed written consent before the experiment, in accordance with the ethical standards of the Declaration of Helsinki. The EA 4532 local Ethics Committee of Paris-Sud University approved this study for both experiments.

Stimuli {#sec004}
-------

A facial expression is characterized by the type and number of facial muscles contracted and the intensity with which they contract \[[@pone.0200535.ref038]\]. The Facial Action Coding System, known as FACS \[[@pone.0200535.ref038]\], provides a framework for the description of facial expressions in terms of Action Units of the face (AUs). An observable AU results from the contraction of one or a group of muscle(s) and the different facial expressions that result from the activation of one or several AU(s). The facial expression of pain recruits three main AUs: AU 4, which corresponds with brow lowering; AUs 6 and 7, which correspond with orbit tightening; and AUs 9 and 10, which correspond with levator contraction \[[@pone.0200535.ref039], [@pone.0200535.ref040]\]. In the present study, we used a facial expression of pain that requires the activation of the following facial AUs: AU 4, AUs 6 and 7, and AUs 9 and 10.

Dynamic stimuli were created with the help of realistic 3D synthetic facial movements, aimed at mobilizing specific Action Units (AUs) of pain, using 3ds Max 2010^®^ software. A virtual character was imported from the Poser 8^®^ software library. For this virtual character, a dynamic facial expression of pain was created, which recruited five principal AUs of pain, based on the FACS \[[@pone.0200535.ref038]\]. In accordance with Oliveira et al. \[[@pone.0200535.ref040]\], these AUs were: *brow lowering* (AU 4), *cheek raise* (AU 6), *lid tightening* (AU 7*)*, *nose wrinkling* (AU 9) and *upper raise* (AU 10). We created a facial pain expression composed of all five AUs with an intensity of 100% (see [Fig 1](#pone.0200535.g001){ref-type="fig"}), which was arbitrarily defined and considered as a naturally high facial pain expression (according to Ekman & Friesen \[[@pone.0200535.ref038]\] model). Using 3ds Max 2010^®^ software, we carried out morphing in equal stages to create the intermediary intensities between neutral expression (by default in the software) and 100% intensity. Two videos of two different intensities were generated: 50% and 90% of Emotional Intensity (EI). These two videos corresponded to the VideoEI50% and VideoEI90% conditions used in both the preliminary and main experiments. Static expressions were also created at different pain intensities, from 10% to 130%, which corresponded to the Test Expression Intensity (TestEI). We set 100% as the maximal natural expression intensity target; thus, TestEIs greater than 100% gave more caricatured expressions.

![Illustration of expression intensity displayed during the experiment, ranging from 0% (neutral) to 130%.\
Morphing at equal stages was used to create intermediary intensities between a neutral (0%) and a naturally high facial expression of pain (100%). Higher intensities were also created (up to 130%), which gave more caricatured expressions.](pone.0200535.g001){#pone.0200535.g001}

TestEIs were defined on an individual basis in a preliminary experiment (See [S1 File](#pone.0200535.s001){ref-type="supplementary-material"}). For each participant, three TestEI triplets of stimuli (see Figure A in [S1 File](#pone.0200535.s001){ref-type="supplementary-material"}, abscissa) were defined on the basis of their individual memory bias, corresponding to their Point of Subjective Equality, PSE (see Figure A in [S1 File](#pone.0200535.s001){ref-type="supplementary-material"}), computed in the preliminary experiment, in each video condition. Assuming that the PSE in both experiments would be equal, we expected one "Expected Congruent TestEI" triplet to be perceived as being of a similar intensity to that of the final video: it was centered on the participants' PSE, and included the PSE, PSE +5% and PES -5% TestEIs of the preliminary experiment (Figure A in [S1 File](#pone.0200535.s001){ref-type="supplementary-material"}). In contrast, the "Expected Incongruent TestEIs" triplets (either smaller or greater than PSE by an amount of 30%, 35% and 40%) were expected to be perceived as different with respect to their memorized intensity in the main experiment.

All stimuli (i.e., videos and static images) were made up of 150 x 150 pixels and displayed on a 1024 x 768 pixels 60 Hz screen at a 57 cm viewing distance. They subtended a 4° x 4° visual angle. TestEIs could differ between participants because they were selected as a function of the individuals' memory bias, as measured in a preliminary experiment (see [S1 File](#pone.0200535.s001){ref-type="supplementary-material"} for more details). There were eight repetitions per TestEI and video, resulting in a total of 144 trials (i.e., 8 repetitions \* 9 TestEIs \* 2 EIs).

Procedure {#sec005}
---------

This experimental trial sequence, adapted from the one used by Courgeon et al. \[[@pone.0200535.ref023]\] and Thornton \[[@pone.0200535.ref024]\], is typical of representational momentum paradigms \[[@pone.0200535.ref003]\]. As illustrated in [Fig 2](#pone.0200535.g002){ref-type="fig"}, each trial started with a written message that remained on the screen for 2000 ms. This instruction invited the participants to blink and was aimed at preventing blinking during the trial itself. It was followed by a black screen, for a random duration of 800 to 1200 ms, and then by a fixation cross, for a random duration of 800 to 1200 ms. Randomization was used to prevent participants from anticipating the beginning of the videos. This was particularly crucial to avoid the build-up of a Contingent Negative Variation in the baseline (pre-stimulus) period, before the oncoming emotional event \[[@pone.0200535.ref041], [@pone.0200535.ref042]\]. A 500 ms static neutral expression was then displayed, followed by a dynamic expression of pain, i.e., a 117 ms video for the VideoEI50% condition and a 200 ms video for the VideoEI90% condition. The video was followed by a 267 ms mask (a pixelated face) and then a TestEI stimulus, which was displayed until each participant had responded. The participants had to estimate whether the TestEI was "equal to" or "different from" the final VideoEI. They had to answer by pressing the corresponding keyboard key (different = escape; equal = Enter). If reaction time to the TestEI exceeded 5 s, a "Wake up!" message was displayed and a beep signal sounded.

![Illustration of a trial sequence.\
Here, the video reached 90% intensity (VideoEI90%) and the TestEI presented 65% pain intensity. The participants had to memorize the final expression intensity (90%) and compare this memorized expression with the TestEI. The static TestEI was displayed until the participants had given their responses via the keyboard.](pone.0200535.g002){#pone.0200535.g002}

EEG recording and processing {#sec006}
----------------------------

All the experiments were conducted in the same lab and in exactly the same environmental conditions. EEG recordings were carried out using the BrainAmp system with active Ag-AgCl electrodes (ActiCap). Six of the twenty-five participants, (see 2.1 Participants section for details) wore a 32-electrode cap, whereas the remaining 19 participants wore a 64-electrode cap. The change in cap type came after the upgrading of our EEG system from 32 to 64 channels a few weeks after the beginning of our experiment. Both 32- and 64-electrode positions conformed to the 10--20 system. In order to avoid mixing data from 32 electrodes with data from 64 electrodes, only the channels corresponding to the 32-electrode cap for all analyses were kept. Recordings were made using the Brainvision Recorder at a 1000 Hz sample rate; no filter was applied during data acquisition. The FCz electrode was used as an electrical reference. All electrode impedances were no greater than 20 kΩ.

Brainvision Analyzer 2 was used to process data. Band pass filters were applied to EEG data (0.1--30 Hz, 12 dB/Octave). Then, data were segmented into periods that ranged from -1313 to 720 ms with respect to the TestEI display onset. Semi-automatic artifact rejection was used to remove data with artifacts: namely, a gradient greater than 50 μV/ms, a difference (maximum) greater than an interval of 200 μV per 200 ms, and activity of less than an interval of 0.5 μV per 100 ms. Trials with ocular artifacts were also rejected during this process. The mismatch effect could manifest itself in the LPP component (i.e., up to 700 ms post-onset TestEI); the trials during which participants responded in less than 700 ms were therefore removed from our analysis. Trials were then baseline corrected, with a reference baseline taken between -1313 and -1213 ms pre-TestEI; that is to say, during the fixation point pre-video period. For each participant, data from the two video EIs were pooled in order to have enough data per congruity condition (i.e., TestEIs judged as congruent or incongruent with respect to the final video intensity). Finally, trials were averaged for each condition and participant. Note that the ERPs' time-values were corrected in order to consider the 13 ms latency of the display.

Data analysis {#sec007}
-------------

### Behavioral data {#sec008}

We conducted two behavioral data analyses, with two complementary objectives: a) determined participants' individual PSE; and b) determined congruent and incongruent TestEI trials with respect to the participants' PSE, on an individual basis (see [Fig 3](#pone.0200535.g003){ref-type="fig"} for an example). First, we computed the PSE values per VideoEI condition, for each participant, using a logistic probability density function fitted to the proportion of "equal" answers as a function of the TestEIs. The PSE provided an estimate of the TestEI stimuli, for which participants would answer "equal" with a probability of 1. The PSE was an estimation of the memorized intensity of the last frame of the video. With regard to statistical analysis, we conducted Student's *t* tests on the individuals' memory bias (see section [Results](#sec010){ref-type="sec"} for the results).

![Example of behavioral results from one participant, in response to the VideoEI90% condition.\
Participants presented a negative memory bias, with a PSE of 65.9%, for a video stopping at 90% of the maximal intensity. Triplets of TestEIs are represented by gray dots.](pone.0200535.g003){#pone.0200535.g003}

The second aim of this behavioral data analysis was to identify the trials which corresponded to TestEIs perceived as congruent or incongruent with respect to the memorized final EI (PSE) of each participant. This data would be used for the subsequent ERP analysis. In fact, our objective was to compare ERPs in response to the TestEIs which were perceived as equal to the memorized final EI (congruent TestEI) with ERPs in response to TestEIs that were perceived as different from the memorized final EI (incongruent TestEI). Therefore, the proportion of "equal" responses very seldom reached 1 for the TestEIs that were close to the PSE2, and symmetrically, did not always reach 0 for the TestEIs that were furthest from the PSE2. For this reason, on the basis of individual data, we identified the TestEIs that led to a proportion of "equal" responses superior to 60%, as "PSE congruent TestEIs" (see [Fig 3](#pone.0200535.g003){ref-type="fig"}: continuous line square). In contrast, we identified the TestEIs that had a proportion of "equal" responses inferior to 40%, as "PSE incongruent TestEIs" ([Fig 3](#pone.0200535.g003){ref-type="fig"}: dashed line square). In the example illustrated in [Fig 3](#pone.0200535.g003){ref-type="fig"}, the proportion of "equal" responses given to TestEI60% by the participants was approximately 0.9. Eight repetitions of TestEI60% stimulus were carried out; of these, a response of "different" was recorded only once. Thus, we did not keep this trial as a "PSE congruent TestEI". For the subsequent ERP analysis, we therefore only kept trials in which participants responded "equal" for the "PSE congruent TestEIs" and "different" for the "PSE incongruent TestEIs". Most importantly, for the ERP analysis, we set a minimum of 30 trials per studied condition.

After this, an average of 45.9 trials were available to each participant in the congruent condition. We kept 38.4 trials (15.82% of those rejected were due to artifacts and \< 700 ms responses). Similarly, of the 61 trials available on average in the incongruent condition after applying the initial behavioral criterion, we kept 47.4 trials per participant (20.4% of those rejected were due to artifacts and \< 700 ms responses). Although we had more incongruent elementary trials (n = 61) than congruent trials (n = 45.9) for the ERP analysis (*t*(24) = 3.72, *p* = .001), the rejection rates due to artifacts and \< 700 ms responses did not significantly differ between the two conditions (*t*(24) = 1.85, *p* = .08).

Existing psychophysics literature has shown greater RTs in response to stimuli close to PSEs \[[@pone.0200535.ref043]\]. With regard to the mismatch effect, in order to confirm that incongruent stimuli were easier to detect, we tested whether reaction time to congruent trials was greater than to incongruent trials (see section [Results](#sec010){ref-type="sec"} for results).

### Event-related potentials (ERPs) {#sec009}

Data from EEG electrodes were grouped into four functional anatomical regions of interest (ROIs): frontal (F), centro-parietal (CP), temporal (T) and occipital (O), as illustrated in [Fig 4](#pone.0200535.g004){ref-type="fig"}. The occipital and temporal regions are known to be associated with the P100 and N170 ERPs, concomitant with visual (and especially face) processing \[[@pone.0200535.ref044]\]. With regard to the centro-parietal and frontal regions, they are supposed to be sensitive to higher level processes such as context integration (reflected by the N400 ERP \[[@pone.0200535.ref045]\]). ERP post-onset TestEI data were analyzed using the averaged signal amplitude of three subsequent but non-overlapping time windows: \[50--140 \[ms for the P100 ERP; \[140--330 \[ms for the N170 ERP; and \[330--700\] ms for the LPP ERP. Indeed, instead of performing a point by point analysis in the time domain or analyzing ERP peaks, we performed a time-window analysis which consisted in dividing waveforms into a series of time windows (see \[[@pone.0200535.ref046]\]). Accordingly, in our statistical analyses, there was only one data point per time window and for each "congruity x ROI x hemisphere" cell. This point corresponded to the average signal in a given time window and condition.

![Electrode array.\
The data from six participants were recorded using 32 electrodes, whilst the data from the remaining 19 participants were recorded using 64 electrodes. For the purposes of statistical analysis, we grouped electrodes into four ROIs, based on anatomical and functional criteria: Frontal (F), Centro-Parietal (CP), Temporal (T) and Occipital (O).](pone.0200535.g004){#pone.0200535.g004}

Source localization analysis was performed for each brain wave component using the LORETA transform function of BrainAnalyzer (Low Resolution Electromagnetic Tomography \[[@pone.0200535.ref047]\]) which computes the full three-dimensional current density distribution (the current density field). Through this analysis, it was possible to estimate the neurocognitive sources of the previously identified ERPs.

The modulation of ERP by congruity (between TestEI and memorized expression intensity) was examined using both MANOVAs (multivariate analyses of variance) and ANOVAs (univariate analyses of variance) on the mean amplitude value (μV), as recommended by \[[@pone.0200535.ref048]\] for testing repeated measure effects in psychophysiological data. We provide MANOVA results together with Wilks\' lambda (*Wilks\'* Λ), and ANOVA results with 𝜂^2^~p~ (partial eta squared). *Wilks\'* Λ is the multivariate counterpart of 1---𝜂^2^ for univariate variables (see \[[@pone.0200535.ref049]\]). It provides a measure of the proportion of variance in the combination of dependent variables unaccounted for by a factor. In contrast, 𝜂^2^ is a measure of effect size in terms of proportion of variance explained by a factor. The *p* values for ANOVAs were corrected, when appropriate, using the Greenhouse-Geisser correction, as recommended by \[[@pone.0200535.ref050]\]. Post-hoc pairwise comparisons were assessed by means of planned comparisons with a significance threshold corrected with the use of the Bonferroni criterion (α = .05 / n comparisons). Furthermore, *p* values were considered as significant up to .05 and marginally significant between .05 and .10. Significant or marginally significant differences in the amplitude of the ERPs between the incongruent and the congruent condition were termed the "mismatch effect". Only significant or marginally significant effects would be reported.

Finally, mediation models of the mismatch effect were tested with path analysis using PROCESS v2.13, a macro created by \[[@pone.0200535.ref051]\] for SPSS. Bias-corrected bootstrap 95% confidence intervals were constructed with 10,000 samples (i.e., bootstrap estimates of the indirect effect) for testing the indirect effects. Confidence intervals that do not contain zero support the conclusion that the indirect effect has reached a \"statistically significant\" degree (see \[[@pone.0200535.ref051]\], 2013, p.109). In contrast, according to \[[@pone.0200535.ref051]\], (p.158): \"The fact that a confidence interval for an effect contains zero does not mean the effect is zero. It merely means that zero is in the realm of possibility, or that one cannot say with certainty what the direction of the effect is.\" Bootstrap confidence intervals (BootCI) will be provided between parentheses.

Results {#sec010}
=======

Behavioral data {#sec011}
---------------

We found a significant negative memory bias (i.e., a bias significantly different from 0) in the VideoEI50% condition (-8.6%, SD = 17.2%, ranging from -45.4% to +18.9%), *t*(24) = 2.5, *p* = .02, and in the VideoEI90% condition (-20.4%, SD = 21.3%, ranging from -75.2% to +3.7%), *t*(24) = 4.7, *p* = .00009. Memory displacement (bias values) varied with VideoEI conditions (50% and 90%), *t*(24) = 5.1, *p* = .00003. Variances of bias values among both VideoEI conditions were not significantly different (Fisher's test, *F*(1, 24) = .65, Var~VideoEI50%~ = 307.2, Var~VideoEI90%~ = 471.8, *p* = .15). This analysis allowed us to average the two VideoEI conditions in the ERP analysis of the mismatch effect.

Further analysis of the behavioral data was conducted using reaction time data in order to test our hypothesis that incongruent stimuli are more easily detected than congruent stimuli (see the end of the Behavioral data subsection, in the Data analysis section). An ANOVA with two factors (VideoEI × congruity) confirmed our hypothesis, with a significant main mismatch effect on participants' reaction times, *F*(1, 24) = 8.7, *p* = .007, (*M*~congruent~ = 1263.5 ms, *M*~incongruent~ = 1180.0 ms), together with no significant effect of VideoEI, and no significant interaction between VideoEI and congruity.

Event-related potentials (ERP) {#sec012}
------------------------------

Figs [5](#pone.0200535.g005){ref-type="fig"} and [6](#pone.0200535.g006){ref-type="fig"} illustrate the ERP signal data for the entire trial sequence, from the baseline to the post-onset TestEI. Statistical analyses were conducted only on ERPs for the TestEI stimuli.

![Average ERPs, by hemisphere (with congruity conditions combined).\
Apart from the baseline, data recorded before the 0 ms time value (i.e., data recorded during the presentation of the dynamic facial expression and the mask) are presented for illustrative purposes only. In the T ROI (panel C), the average amplitude of the EEG signal (across all time windows) was more negative in the right hemisphere (*M* = -3.81 μV) than in the left hemisphere (*M* = -2.98 μV). In the O ROI, significantly greater deflections were observed in the right hemisphere than in the left hemisphere, for both P100 and N170 waves (panel D).](pone.0200535.g005){#pone.0200535.g005}

![Average ERPs, by congruity condition (with hemispheres combined).\
Apart from the baseline, data recorded before the 0 ms time value (i.e., data recorded during the presentation of the dynamic facial expression and the mask) are presented for illustrative purposes only. Taking all time windows together, the mismatch effect was significant in the T (panel C) and O (panels D and E) ROIs. It was also marginally significant in the F ROI (panel A). In contrast, the mismatch effect in the O ROI varied across time windows. It showed marginally weaker P100 amplitude in the incongruent condition than in the congruent condition, and marginally greater N170 amplitude in the incongruent condition than in the congruent condition. However, the difference in the mismatch effect on the LPP component was significant in the left O ROI and not in the right O ROI.](pone.0200535.g006){#pone.0200535.g006}

Three ERP components were evoked by TestEI onsets. We identified the first component as a P100 wave, peaking in the O ROI, around 100 ms after the stimulus onset. We only found a marginal mismatch effect on this wave (details are presented hereafter). The second component was a N170 wave, peaking in the O ROI around 230 ms after face onset. This wave presented a greater deflection in the right hemisphere than in the left.

Lastly, we identified an LPP wave, peaking around 500 ms post TestEI onset. The amplitude of this wave was left lateralized in the T ROI. The LPP deflection was also reduced for incongruent trials in all ROIs. LORETAs, presented in [Fig 7](#pone.0200535.g007){ref-type="fig"}, illustrate the posterior-lateral distribution of the neural generators of the three waves, with a tendency to be distributed more anteriorly for the mismatch effect at the LPP wave.

![Source localizations (LORETA) for each congruity condition and the mismatch effect, per time window.\
The LORETA suggested that the main source of the P100 wave was in the occipital lobe in the congruent condition (A1) and in the posterior temporal lobe in the incongruent condition (B1), with the source of the mismatch effect located in the posterior temporal lobe (C1). The sources of the N170 and LPP waves were mainly localized in the posterior temporal lobe in both the congruent condition (A2 and A3) and the incongruent condition (B2 and B3). The strongest sources of the N170 and LPP mismatch effect were in the temporal lobe (C2 and C3), and the frontal lobe, respectively.](pone.0200535.g007){#pone.0200535.g007}

### Multivariate and univariate analyses {#sec013}

An initial MANOVA was performed in which mean μV values extracted from each ROI (Frontal, Centro-Parietal, Temporal, and Occipital) were considered as different dependent variables, with a time window (P100, N170, LPP), congruity (2), and a hemisphere (2 for each ROI) as within-subject factors. Along the lines of \[[@pone.0200535.ref046]\], instead of conducting a series of independent tests, we included time windows as a factor in a single statistical test. Note that the size of each time window does not need to be constant (see \[[@pone.0200535.ref046]\], p.48).

The MANOVA results are summarized in [Table 1](#pone.0200535.t001){ref-type="table"}. The main, interesting MANOVA effect, handling ROIs altogether simultaneously, was that the mismatch effect varied with the time window and brain hemisphere (*p* \< .005, see [Table 1](#pone.0200535.t001){ref-type="table"}). Subsequent MANOVA follow-up results handling ROIs separately, showed a mismatch effect in the temporal and occipital regions (*p*s \< .05), and marginally in the frontal region (*p* \< .079). In addition, the results evidenced that the mismatch effect varied with the time window and brain hemisphere in the occipital region (*p* \< .01). Consequently, follow-up ANOVAs were conducted on data from the O ROI only, for each time window (P100, N170, LPP) separately, with congruity (2), and hemisphere (2 for each ROI) as within-subject factors.

10.1371/journal.pone.0200535.t001

###### Multivariate tests.

Significant effects are highlighted in bold.

![](pone.0200535.t001){#pone.0200535.t001g}

  ------------------------------------------------------------------------------------------------
  Effect                       *Wilks\'* Λ\   Hypothesis df   Error\   *F*         *p* value
                               value                          df                   
  ---------------------------- -------------- --------------- -------- ----------- ---------------
  **Time window (A)**          **0.18**       **8**           **17**   **9.58**    **\<0.0001**

  Congruity (B)                0.77           4               21       1.57        0.22

  Hemisphere (C)               0.82           4               21       1.18        0.35

  A × B                        0.83           8               17       0.44        0.88

  **A × C**                    **0.20**       **8**           **17**   **8.25**    **\<0.001**

  B × C                        0.83           4               21       1.08        0.39

  **A× B× C**                  **0.29**       **8**           **17**   **5.15**    **\<0.005**

  [Frontal ROI]{.ul}                                                               

  **Time window (A)**          **0.40**       **2**           **23**   **17.20**   **\<0.0001**

  Congruity (B)                0.88           1               24       3.37        0.08

  Hemisphere (C)               0.93           1               24       1.89        0.18

  A × B                        1.00           2               23       0.00        1.00

  **A × C**                    **0.52**       **2**           **23**   **10.46**   **\<0.001**

  B × C                        0.96           1               24       1.10        0.30

  A× B× C                      0.96           2               23       0.52        0.60

  [Centro-parietal ROI]{.ul}                                                       

  **Time window (A)**          **0.43**       **2**           **23**   **14.99**   **\<0.0001**

  Congruity (B)                0.92           1               24       2.02        0.17

  Hemisphere (C)               0.94           1               24       1.66        0.21

  A × B                        1.00           2               23       0.04        0.96

  **A × C**                    **0.32**       **2**           **23**   **24.39**   **\<0.00001**

  B × C                        0.97           1               24       0.75        0.39

  A× B× C                      0.88           2               23       1.54        0.24

  [Temporal ROI]{.ul}                                                              

  **Time window (A)**          **0.48**       **2**           **23**   **12.45**   **\<0.001**

  **Congruity (B)**            **0.84**       **1**           **24**   **4.66**    **\<0.05**

  **Hemisphere (C)**           **0.83**       **1**           **24**   **4.91**    **\<0.05**

  A × B                        0.97           2               23       0.30        0.74

  **A × C**                    **0.66**       **2**           **23**   **6.02**    **0.01**

  B × C                        0.96           1               24       0.95        0.34

  A× B× C                      0.98           2               23       0.19        0.83

  [Occipital ROI]{.ul}                                                             

  **Time window (A)**          **0.43**       **2**           **23**   **15.40**   **\<0.0001**

  **Congruity (B)**            **0.81**       **1**           **24**   **5.50**    **\<0.05**

  Hemisphere (C)               0.98           1               24       0.41        0.53

  A × B                        0.97           2               23       0.30        0.75

  **A × C**                    **0.45**       **2**           **23**   **13.78**   **\<0.001**

  B × C                        0.99           1               24       0.35        0.56

  **A× B× C**                  **0.64**       **2**           **23**   **6.49**    **\<0.01**
  ------------------------------------------------------------------------------------------------

The ANOVA on the P100 time window in the O ROI showed a marginal mismatch effect, *F*(1, 24) = 3.50, *p* = .07, 𝜂^2^~p~ = .13, reflecting a greater deflection in response to congruent TestEIs (M~congruent~ = -.70 μV; M~incongruent~ = -1.48 μV). A significantly greater overall positive deflection in the right hemisphere was also evidenced, *F*(1, 24) = 4.78, *p* = .039, 𝜂^2^~p~ = .17, (M~Left\ hemisphere~ = -1.45 μV; M~Right\ hemisphere~ = -.73 μV). However, the mismatch effect did not vary with the hemisphere, *F*(1, 24) \< 1, n.s.).

The ANOVA on the N170 time window in the O ROI showed a marginal mismatch effect, *F*(1,24) = 4.16, *p* = .05, 𝜂^2^~p~ = .15, reflecting a greater deflection in response to incongruent TestEIs (*M*~congruent~ = -4.53 μV; *M*~incongruent~ = -5.55 μV). A significantly greater overall negative deflection in the right hemisphere was also evidenced, *F*(1, 24) = 5.99, *p* = .022, 𝜂^2^~p~ = .20, (*M*~left\ hemisphere~ = -4.60 μV; *M*~right\ hemisphere~ = -5.48 μV). However, the mismatch effect did not vary with the hemisphere, *F*(1, 24) \< 1, n.s.).

Finally, the ANOVA on the LPP time window in the O ROI showed a marginal mismatch effect, *F*(1,24) = 4.11, *p* = .05, 𝜂^2^~p~ = .15, reflecting a greater deflection in response to congruent TestEIs (*M*~congruent~ = -2.90 μV; *M*~incongruent~ = -3.83 μV). No effect of the brain hemisphere was evidence, *F*(1, 24) = 1.60, *p* \>.21. However, the mismatch effect varied significantly with the brain hemisphere, *F*(1, 24) = 4.70, *p* = .04, 𝜂^2^~p~ = .16. Bonferroni-corrected planned comparisons showed a mismatch effect in the left hemisphere with a greater deflection in response to congruent TestEIs (*M*~congruent~ = -2.59 μV; *M*~incongruent~ = -3.74 μV), *F*(1, 24) = 6.98, *p* = .014 (*p* \< .05/2), but not in the right hemisphere, *F*(1, 24) = 2.06, *p* \> .16.

### Individual differences {#sec014}

The distribution of the mismatch effect across the participants for the different ERP components (P100, N170, and LPP) can be visually appreciated via a scatterplot of the mean amplitude values of the incongruent trials over those of the congruent trials (see [Fig 8](#pone.0200535.g008){ref-type="fig"}), along the lines of \[[@pone.0200535.ref052]\]. Here, we only examined individual differences in the ROIs showing a marginal or significant mismatch effect according to the MANOVA. We considered that when the paired observations (one dot per participant) fell on the unity line ± .50 μV, no mismatch effect was shown. Although .50 μV is an arbitrary criterion; our idea was to define values that could not be truly differentiated from 0. Note that this criterion is consistent with the mean marginal or significant mismatch effects in the Frontal, Temporal and Occipital ROIs that were greater than .50 μV, whereas the absence of mismatch effect in the CP ROI corresponded to mean effects below or equal to .50 μV.

![**Scatterplots** of the distribution of the mismatch effect (A) and of the hemisphere effect (B) across the participants, for the F ROI and T ROI, as well as each hemisphere of the O ROI, for each ERP component (P100, N170, and LPP).](pone.0200535.g008){#pone.0200535.g008}

Let's first consider the F ROI and T ROI that showed an overall mismatch effect across the three ERP components. For the F ROI, the number of participants showing no effect was 9 for the P100, 4 for the N170, and 7 for the LPP, that is to say, 26.7% of the participants on average. For the T ROI, there were few (5.3%), with only 1 or 2 participants depending on the time window. In contrast, the majority of paired observations were below the unity line for the F ROI (54.7%) and the T ROI (64%), demonstrating an overall mismatch effect with little variation (SD = 5%) across the time windows. The participants localized above the unity line were 18.7% and 30.7%, for the F ROI and R ROI, respectively. Given that idiosyncratic factors such as personality traits may reverse the direction of effects (see \[[@pone.0200535.ref053]\] for an example of the effect of empathy on the N400), if we examine the paired observations that fell outside the unity line (i.e., \> \|.50\| μV), it corresponded to 73.4% and 94.7% of the participants for the F ROI and R ROI, respectively. With regard to the occipital region, the number of participants showing no mismatch effect (\< \|.50\| μV) totaled 20% (n = 5 in each time window) for the Left O ROI, and 18.7% (4 or 6 depending on the time window) for the Right O ROI. The majority of paired observations were below the unity line for the O ROI in the left (50.7%) and right ROI (52%) hemisphere, with a smaller dispersion in the left hemisphere (SD = 1.2μV) than the right hemisphere (SD = 1.9 μV), as illustrated in [Fig 8](#pone.0200535.g008){ref-type="fig"}. The number of participants localized above the unity line totaled approximately 29% in each occipital ROI.

### Path analysis {#sec015}

To investigate the temporal unfolding of the mismatch effect from Occipital P100 to Left Occipital LPP, we adopted a path analytic approach along the lines of \[[@pone.0200535.ref051]\]. Path analysis using mediation models has already been applied to EEG data analysis and face perception \[[@pone.0200535.ref054]\], as well as to fMRI data showing that the influence of the amygdala on the processing of visual stimuli, such as the face, is both direct (on the visual cortices) and indirect (via the frontal region) \[[@pone.0200535.ref055]\]. Details on the different theoretical assumptions guiding our own path analytic analyses, as well as the interpretation with respect to our LORETA findings, are available in the *General Discussion*.

Our path analysis mediation models were tested on the basis of the individual mismatch effect data (mean μV difference between incongruent and congruent trials) illustrated in [Fig 8](#pone.0200535.g008){ref-type="fig"}. We only considered the data of F ROI, T ROI, and O ROI because they showed either marginal or significant mismatch effects in the MANOVA. Moreover, in order to simplify the models and make them testable with path analysis, we considered the mismatch effect at Occipital P100 (O_P100) as the initial input, and the mismatch effect at Left Occipital LPP (Left_O\_LPP) as the dependent variable to be predicted. Three path analytic models were tested: a) an initial serial multiple mediator model (see \[[@pone.0200535.ref051]\] p.143 and after) with two mediators, namely the mismatch effect at Frontal N170 and Temporal N170; b) a model with two simple mediation models arranged in series; and c) a serial multiple mediator model with three mediators. For the sake of simplicity, only the third model will be described here. The two initial models are described in [S2 File](#pone.0200535.s002){ref-type="supplementary-material"}.

The model illustrated in [Fig 9](#pone.0200535.g009){ref-type="fig"} is a serial multiple mediator model with three mediators: the mismatch effect at Frontal N170 (F_N170), Temporal (N170), and at Frontal LPP (F_LPP). It models the unfolding of the mismatch effect from O P100 to Left O LPP. The results evidenced a significant "O_P100 ➔ F_N170 ➔ F_LPP ➔ Left_O\_LPP" indirect effect (BootCI = \[.0474; 1.082\]), concomitant with a Direct effect of O_P100 on Left_O\_LPP, *p* = .022. This indirect effect (see [Fig 9](#pone.0200535.g009){ref-type="fig"}) suggests that the Frontal region (possibly the Medial Frontal Gyrus) plays a crucial role in mediating the mismatch effect observed in the Left Occipital ROI at the LPP time-window.

![Path analysis mediation model testing for the spatio-temporal unfolding of the mismatch effect from occipital P100 up to Left occipital LPP.\
This serial multiple mediator model includes three mediators (F_N170, T_N170, and F_LPP). Standardized (β) coefficients (in bold) are provided together with unstandardized coefficients (between parentheses). The unstandardized coefficients are in μV unit, together with the significance level of effects as §*p* \< .10, \**p* \< .05, \*\* *p* \< .01, \*\*\* *p* \< .001. Significant indirect effects are illustrated with thicker lines.](pone.0200535.g009){#pone.0200535.g009}

Discussion {#sec016}
==========

The present study investigated the neurocognitive mechanisms involved in the emotional anticipation of facial expressions of pain with the help of behavioral measures and ERPs. Using a representational momentum paradigm, we measured, in the first place, the emotional anticipation (memory displacement) of facial pain expressions. In the second place, we measured ERPs in response to static facial intensities, which were perceived as congruent or incongruent with respect to the memorized intensity.

Individuals always attempt to anticipate and predict events. At a representational level, Miceli and Castelfranchi \[[@pone.0200535.ref056]\] have suggested that our emotions often reflect our anticipation of forthcoming events, with dialectical interaction between "what is" and "what is not (yet)". Thus, the anticipation of future events can induce an emotion (e.g., fear, hope, and trust), and the confirmation, or not, of this anticipation can elicit a reaction in the form of another emotion (e.g., surprise, discouragement, and regret). The anticipation process can be studied at the representational level (for a review, see \[[@pone.0200535.ref056]\]), but also at a more perceptual lower level. In fact, these expectancies can lead to the emotional anticipation of a change in facial expression \[[@pone.0200535.ref025]\], which may induce memory bias \[[@pone.0200535.ref004], [@pone.0200535.ref023], [@pone.0200535.ref024]\]. When an expression is not congruent with an individual's anticipated expression, either in nature (i.e., emotional valence) or in intensity, our trust in others may be challenged.

In the present study, we focused on emotional anticipation which accompanies the perception of facial expressions of pain. In truth, the ability to anticipate and thereby rapidly detect the presence of an expression of pain seem to have both a social importance and an adaptive function \[[@pone.0200535.ref008], [@pone.0200535.ref009]\]. We used a representational momentum paradigm inspired by Courgeon et al. \[[@pone.0200535.ref023]\] and Thornton \[[@pone.0200535.ref024]\], to explore emotional anticipation in response to facial expressions, combining behavioral and neurocognitive (ERP) measures. The participants had to compare the intensity of a static test expression with the memorized final intensity of a previously displayed dynamic expression. We theorized that a mismatch effect may be considered as a neurocognitive biomarker of anticipatory processes for facial expressions. We anticipated that ERPs would be modulated by a TestEI which deviates from the memorized expression intensity (i.e., incongruent trials). However, the idiosyncratic nature of memory biases meant that incongruent and congruent trials could only be defined on an individual basis. Therefore, in order to consider individual variability in emotional anticipation, we adapted TestEI stimuli for each participant as a function of his or her memory bias, as previously measured in a preliminary experiment. To our knowledge, this participant-centered approach has never been proposed until now.

Assuming that emotional anticipation accompanies our perception of a dynamic event such as an emotional facial expression, if the stimulus abruptly disappears, four scenarios may be considered. The observer may consider that: a) the emotional facial expression can be maintained at its final intensity for a period of time (e.g., apex duration can vary with pain context, see \[[@pone.0200535.ref057], [@pone.0200535.ref058]\]); b) the expression intensity may increase; c) the facial expression will once again become neutral; or d) there may be a qualitative change (e.g., from surprise to joy). Scenarios "a" to "c" reflect participants' internal representations of the dynamic progression of a facial expression, which is commonly composed of three stages: onset (increasing), apex (maximum) and offset (decreasing). As a consequence, if a memory displacement was to occur during the mask stimulus displayed before the TestEI, this memory bias would be null, positive, or negative, respectively, for cases a, b, and c. Here, we do not consider scenario "d", given that the participants only observed facial expressions of pain. We found that memory bias varied both with the final expression intensity to be memorized (whether 50% or 90% VideoEI) and at the inter-individual level.

The overall negative memory bias was smaller for the facial expression of medium intensity (VideoEI50%) than for the facial expression of high intensity (VideoEI90%). However, in terms of the proportion of the displayed dynamic emotional intensity, the bias was roughly equivalent (approximately 20% of the final intensity). Thus, the overall negative memory bias is consistent with the expectation of a return to a neutral expression. Although this negative memory bias concords with findings in previous studies \[[@pone.0200535.ref023], [@pone.0200535.ref024]\], literature has also shown positive memory bias for facial expressions \[[@pone.0200535.ref004]\]. The added value of our study with respect to this literature is based on the fact that we considered the importance of inter-individual variability of memory bias (negative, positive, or null depending on the participant) to investigate any underlying neurocognitive processes.

Studies that have examined simulation theory and the embodiment of other people's facial expressions \[[@pone.0200535.ref027], [@pone.0200535.ref059]\] have suggested that an involuntary motor simulation of the observed facial expression causes the observer to "experience" the observed action, which in turn gives us information about the agent's emotional state. Previous studies have supported the idea of a dynamic facial expression (displayed before the mask), which induces an immediate perceptual history (here, expression intensity progresses from 50% or 90%) among participants before "emotional anticipation" \[[@pone.0200535.ref006], [@pone.0200535.ref025]\]. Contrary to physical events which induce forward memory displacement (i.e., a representational momentum effect), biological motion may induce memory displacement in different directions (see \[[@pone.0200535.ref003], [@pone.0200535.ref060]\] for reviews). Thus, we consider the term "emotional anticipation" more appropriate with regard to facial expressions of pain.

According to literature on event perception and cognition (e.g., \[[@pone.0200535.ref005], [@pone.0200535.ref061]\]), the observed motion in daily life may temporarily disappear, or the scene may change dramatically because of a perceptive change (such as a camera cut during filming). Nonetheless, information is still available to the perceiver on the basis of his or her representation of the event. When a moving or changing stimulus reappears, we can easily detect if the current state of the event has deviated from what is expected. Although our participants were instructed to memorize rather than extrapolate the final expression intensity of a facial expression of pain, emotional anticipation may well be irrepressible \[[@pone.0200535.ref062], [@pone.0200535.ref063]\]. Accordingly, our participants were able to detect more rapidly a test expression whose intensity had deviated from the expected expression intensity (whatever the memory displacement). Taken together, all neuroelectric markers (P100, N170 and LPP) were concomitant with this mismatch effect in the temporal and occipital regions, and, marginally, in the frontal region. Unexpected intensities of the test expression of pain decreased the P100 amplitude and increased the N170 deflection. These findings suggest an influence of high-level expectancies on low-level rapid perceptual processes, with expectancies acting as priming representations for forthcoming emotional expressions \[[@pone.0200535.ref064]\]. The latency of the N170 peak (peaks not studied but visible in Figs [5](#pone.0200535.g005){ref-type="fig"} and [6](#pone.0200535.g006){ref-type="fig"}) was closer to 250 ms than 170 ms after TestEI onset. A possible explanation would be that the N170 component could be merged with an N250r component. In effect, the N250r wave was shown to exist for repeated presentations of faces \[[@pone.0200535.ref065]--[@pone.0200535.ref068]\]. Indeed, we presented multiple repetitions of the same face.

We also examined mismatch effects at the decision-making processing stage. According to Ibanez et al. \[[@pone.0200535.ref044]\], the LPP is a late positive component modulated by either the motivational relevance or semantic valence of the stimulus, and by contextual information. We found that unexpected emotional expression intensities led to lower LPP wave amplitudes, compared with expected intensities. This LPP modulation may be interpreted in view of behavioral response times. The higher amplitude of LPP and greater response time for expected pain intensities are consistent with typical psychophysical data that show greater RTs in response to stimuli that are close to PSEs \[[@pone.0200535.ref043]\]. We propose that the P100 and N170 waves reflect the comparison process between the expected (memorized) and test emotional intensities at an early stage of visual processing. In contrast, the LPP wave might reflect a verification process at a higher cognitive level. Indeed, Ibanez et al. \[[@pone.0200535.ref044]\] reported that a similar component, the LPC (Late Positive Component), also reflects such a verification process. In the occipital region, the mismatch effect was only significant in the left hemisphere. We found a study \[[@pone.0200535.ref069]\] in which the authors also described a (marginally significant) effect on the LPP wave in the left occipital hemisphere but not in the right. The study addressed the categorization of angry versus neutral faces by children. However, the authors did not specifically refer to the effect this had on the left occipital cortex. It might be interesting to investigate at greater length the specific role of the left occipital hemisphere in the late processing of emotional stimuli.

LORETA source localization showed the activation of different cortical areas involved in facial processing in response to emotional test intensities (cf. [Fig 9](#pone.0200535.g009){ref-type="fig"}). The neural sources of the P100 wave appeared to be mainly located in the Cuneus (occipital lobe, BA 17) for the congruent condition and in the pMTG (the posterior part of Middle Temporal Gyrus, BA 39) for the incongruent condition. The greater activation mismatch effect in the P100 time window was located in the MOG (Middle Occipital Gyrus, BA 19). With regard to the N170 wave, neural sources were stronger in the pMTG for the congruent condition, and in the pSTG (the posterior part of Superior Temporal Gyrus, BA 22) for the incongruent condition. The neural sources of the mismatch effect on the N170 wave were mainly located in the MOG (BA 19). pMTG and pSTG are the visual entry point of a bottom-up activation of the mirror neuron system \[[@pone.0200535.ref070]\]. pSTG contributes to a neural network which subserves face-based mentalization, by extracting information about intentions and goals from the face and eyes \[[@pone.0200535.ref071]\]. MOG is recruited together with mPFC when judging the emotional valence of a dynamic facial expression \[[@pone.0200535.ref072]\]. Finally, the LPP wave mainly originated from the pMTG in the congruent condition, and from the pSTG in the incongruent condition. The generators of the LPP mismatch effect were manifested in greater activation in the MedFG (Medial Frontal Gyrus, BA 10), a sub area of BA 10, the rostral part of the prefrontal cortex \[[@pone.0200535.ref073]\], also called the frontal pole. MedFG belongs to the medial prefrontal cortex (mPFC), a region involved in high-level social cognition for deciphering the mental state of others, \[[@pone.0200535.ref074]\], forming impressions of other people \[[@pone.0200535.ref075]\] from their faces, as well as the implicit generation and maintenance of an emotional state \[[@pone.0200535.ref076]\]. Of particular interest, all the brain regions identified by the LORETA in our study were also found by \[[@pone.0200535.ref077]\] to be recruited when participants had to update their memory of individuals who repeatedly expressed negative facial emotions, and then suddenly changed. Although our results did not evidence activity in the sensorimotor cortex (nor any mismatch effect in the centro-parietal region), it would be interesting to replicate our study using MEPs, along the lines of \[[@pone.0200535.ref033]\], to examine if sensorimotor mirror-matching contributes to emotion anticipation.

The different sources of the brain component are consistent with the path analysis we conducted in order to investigate the spatio-temporal unfolding of the mismatch effect. In our modeling approach, we assumed that visual object recognition is hierarchically organized in a sequence of cortical activation involving both (feedforward) input from early to higher-level areas, and top-down facilitation (feedback) from frontal regions to temporal regions \[[@pone.0200535.ref078], [@pone.0200535.ref079]\] and even occipital regions \[[@pone.0200535.ref080]\]. This hypothesis has already been validated using dipole modeling of EEG/MEG data \[[@pone.0200535.ref079]\], or dynamic causal modeling of fMRI data \[[@pone.0200535.ref081]\]. Along those lines, Garrido et al., \[[@pone.0200535.ref078]\] showed that backward connections mediate late components of event-related mismatch responses in an oddball paradigm. Similarly, in social context, there is evidence that visually inferring intentions from a confederate strengthen backward connections from mPFC more strongly than the forward connections from the superior occipital gyrus and MTG to mPFC \[[@pone.0200535.ref081]\]. New insights into complex social processes, including the perception of facial expressions of emotion, come from studies of white matter tracts (axonal fiber pathways) \[[@pone.0200535.ref082]\].

Our results regarding the neuroelectric unfolding of the mismatch effect are consistent with the hypothesis that emotional anticipation may reflect top-down emotional processes \[[@pone.0200535.ref025]\] and constitute a low-level form of the mind-reading mechanism \[[@pone.0200535.ref006]\]. Path analysis and source localization suggested that MedFG was instrumental in mediating the mismatch effect through top-down influence on both the occipital and temporal regions. This is consistent with the involvement of MedFG in the appraisal of emotions \[[@pone.0200535.ref083], [@pone.0200535.ref084]\]. On the one hand, our path analysis confirmed that the frontal region exerts feedback on the N170 in the temporal region in order to facilitate visual recognition \[[@pone.0200535.ref079]\]. On the other hand, the mismatch effect on the LPP in the left occipital region is consistent with several results cited in literature. \[[@pone.0200535.ref085]\] found that when participants are asked to observe a dynamic expression of pain and then indicate the intensity of the expressed pain with their own face rather than simply imitate the observed movement, there is increased activity in the MedFG, left MTG, and left superior occipital gyrus. Moreover, our results are consistent with investigations of structural anatomic connections between brain areas (using diffusion tensor imaging) showing that better social cognition (including Theory of Mind and emotion recognition) is associated with greater axonal coherence (higher axial diffusivity) in the left Inferior Frontal Fascicle (IFOF) and the left uncinate fasciculus (which connects frontal and temporal regions) \[[@pone.0200535.ref086]\]. Along the same lines, it is now well-established that lesions to the IFOF impair emotion recognition from facial expressions \[[@pone.0200535.ref087]\].

Regarding low-level forms of mind-reading, from our results we can speculate that congruent test images were checked in more depth to ensure they were truly congruent with the anticipated emotional intensity. By way of contrast, incongruent faces would appear to be more obvious. Furthermore, facial expressions of pain seem to be the most important source of information available to observers to evaluate the authenticity of the pain felt \[[@pone.0200535.ref088]\]. When an expression is incongruent with an individual's anticipated expression or does not correspond with their expected expression, it could be considered as faked. Therefore, we can assume that automatic emotional anticipation may be useful for prosocial behavior and the detection of trustworthiness, especially for the intermittent viewing of a facial expression. Finally, perceived trustworthiness seems to involve greater empathy \[[@pone.0200535.ref089]\]; thus, it would be interesting to explore, in future studies, the link between the individual empathy level and the emotional anticipation process. Moreover, the cognitive anticipation process may be different if an individual perceives a facial expression of pain in an emergency context, and in accordance with his or her experience of this context (e.g., as a clinician, emergency doctor, or firefighter). Whilst clinicians have been shown to underestimate patients' pain \[[@pone.0200535.ref090]--[@pone.0200535.ref092]\], they may also present a strong degree of emotional anticipation. Such anticipation can be considered adaptive in view of their job constraints. Thus, it remains for future research to explore the neuroelectric correlates of context effect and individual characteristics on the emotional anticipation of pain in others.

Supporting information {#sec017}
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###### Experiment 1.

(Figure A) Example of behavioral results for one participant in response to the VideoEI90% in the preliminary experiment. This participant presented a significant memory displacement (PSE = 64.8%, further from 90%). In abscissa, the gray brackets illustrate the three TestEIs triplets shown to this participant in the main experiment. In this example, the "Expected Incongruent TestEIs" triplets were equal to 25%, 30%, 35% and 95%, 100%, 105%. The "expected Congruent TestEIs" triplet was equal to 60%, 65% and 70%.
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Click here for additional data file.

###### Path analysis model testing.

(Figure A) Initial path analysis mediation model testing for the spatio-temporal unfolding of the mismatch effect from Occipital P100 up to Left Occipital LPP. A: this initial model tested the mismatch effect at three components as predictors of the mismatch effect at Left_O\_LPP using a serial multiple mediator model with two mediators (F_N170 and T_N170). B: the second model introduced the mismatch effect at F_LPP while considering two simple mediation models arranged in series, with T_N170 and Left_O\_LPP as dependent variables. Standardized (β) coefficients (in bold) are provided together with unstandardized coefficients (between parentheses). The unstandardized coefficients are in μV unit, together with significance level of effects as §*p* \< .10, \**p* \< .05, \*\* *p* \< .01, \*\*\* *p* \< .001. Significant indirect effects are illustrated with thicker lines.
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###### Contains the raw data that were used in order to perform the statistical analyses.

(XLSX)

###### 

Click here for additional data file.
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