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Abstract
We present a tractable non-independent increment process which provides a high modeling
flexibility. The process lies on an extension of the so-called Harris chains to continuous time
being stationary and Feller. We exhibit constructions, properties, and inference methods for
the process. Afterwards, we use the process to propose a stochastic volatility model with an
arbitrary but fixed invariant distribution, which can be tailored to fit different applied scenarios.
We study the model performance through simulation while illustrating its use in practice with
empirical work. The model proves to be an interesting competitor to a number of short-range
stochastic volatility models.
Keywords: Harris process, piecewise constant volatility, stationary process, stochastic process esti-
mation, volatility forecasting
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1 Introduction
When studying random phenomena evolving in continuous time, Markov processes are the corner-
stone models. Much of their application is confined to the subclass of Lévy processes, which are
processes with independent, stationary increments. The popularity of the Lévy class is in part due
to the existing theory and mechanisms that facilitate their operation. Often, these make possible
to perform computations explicitly, and to present challenging results in a simple manner. Never-
theless, empirical data, or theoretical considerations, could suggest the phenomena have a different
dependence structure. Böttcher (2010) documents this issue well, providing examples in areas such
as hydrology, geology, and mathematical finance, where state-space dependent models provide a
better fit.
Inducing a state-space dependence in a stochastic process may increase its statistical complexity
to a significant degree. The fundamental problem is that, typically, a single realization is observed.
Within the Lévy processes framework, the increments of such a realization form an independent
sample of a probability distribution. Thus, statistical inference becomes simpler. Outside the Lévy
case, some stability properties can be assumed to make the inference manageable.
A middle ground between the Lévy processes tractability, and the Markovian processes generality,
arises when one looks at the class of Harris recurrent processes. Harris recurrence means that every
non-trivial state is visited infinitely often with probability one (see, e.g., Meyn and Tweedie, 1993).
This class of processes has the advantage of allowing limiting results, which serve as a tool for
statistical analysis, while permitting a wide range of sample behaviors.
In the discrete-time case, a Harris recurrent Markov process is known as a Harris chain. When
an aperiodic Harris chain X = (Xn)n∈N takes values in a separable metric space, the splitting
technique (Nummelin, 1978) allows to write its transition functions as a weighted sum between two
probability measures, one depending on the starting point, and the other one independent. So for
 ∈ (0, 1),
P(Xn+1 ∈ A|Xn = x) = (1− )Q(A) + µx(A), (1)
where Q is a probability measure, and µx is a probability measure for each x.
Harris chains exhibit a wide-sense regenerative structure. This means there exist certain re-
generation times which allow the trajectory of the process to be split into identically distributed
cycles. Indeed, representation (1) has the advantage of explicitly marking the regeneration. The
process will be dependent on the previous point x with probability , or it will take a new value,
independent of x, with the complimentary probability, thus starting a new cycle.
The structure of (1) also clarifies that the chain flexibility relies in two aspects. One is the
dependence structure µx, and the other is the model distributional properties, build upon Q. A
trade-off between the generality of distributions µx and Q is usually made since, often, a flexible
model can be obtained by focusing solely on the generality of one of them. For instance, assuming
a multimodal Q, it is possible to model with stationary processes some trajectories typically asso-
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ciated to non-stationarity (see, e.g., Antoniano-Villalobos and Walker, 2016). Hence, a flexible Q
allows a simple choice of µx. In the opposite direction, complex dependence structures may com-
pensate simple choices of distributional features. Such is the case, for example, of several non-linear
autorregresive processes.
Here, we will let Q to be arbitrary, and restrict ourselves to a simple dependence structure,
setting µx as a degenerate probability distribution in the value x. Denoting the resulting Harris
chain by Y = (Yn)n∈N, we then have
P(Yn+1 ∈ A|Yn = x) = (1− )Q(A) + δx(A), (2)
where δx(A) is the Dirac measure. When  = 0 transitions (2) correspond to an independent process,
and  = 1 results in a completely dependent process with constant paths.
We can extend a chain with transition functions (2) to a continuous-time Markov process H =
(Ht)t≥0 by making the parameter  a function of time, t→ (t). Such an extension preserves entirely
the chain virtues. The resulting non-independent-increment process will be Harris recurrent, and will
model in a simple manner the similarity between observations, while providing a flexible approach.
Performing this extension, the Chapman-Kolmogorov equation leads to the transition probabilities
Pt(x,A) = P(Ht ∈ A|H0 = x) given by
Pt(x,A) = (1− e−αt)Q(A) + e−αtδx(A), (3)
for some α > 0, where Q is a probability distribution. Over the work, we will assume a random
starting point x with distribution Q.
In continuous time, whether all Harris recurrent Markov processes have a wide-sense regenerative
structure is an open problem (Glynn, 2011). This has caused the definition of Harris processes to
be somewhat combined in the literature. We will say a continuous-time stochastic process is Harris
if it is strongly Markovian, Harris recurrent, and wide-sense regenerative. The extension of Harris
chains to (3) falls in this class, since the wide-sense regenerative structure follows automatically.
The process has piecewise constant paths, it stays in its current state an exponential time, before
jumping to another state randomly sampled from Q. Furthermore, in Section 2, we show that
the process with transition probabilities (3) is stationary and, in fact, it is the only Feller process
generalizing (1) to continuous time. Due to these observations, we will term such a process as the
stationary-Feller-Harris process, denoted with SF-Harris process.
In this paper, we investigate the SF-Harris process features, and then apply the process to
measure the variability level of asset prices in a financial market. The use of piecewise constant
volatilities in models has proven to be an efficient modeling technique. For example, Mercurio and
Spokoiny (2004) suppose the volatility is piecewise constant. They address the problem of filtering
the intervals of time homogeneity, and then estimate the volatility by local averaging. Also, Davies
et al. (2012) propose a piecewise constant volatility function, constructing it so that the number of
intervals of constancy is minimized.
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The strength of the proposed stochastic volatility (SV) model relies on its mathematical tractabil-
ity, for (i) it has attractive and flexible stability properties, (ii) it shares appealing characteristics
with popular SV models, and (iii) it provides a good approximation to observed market behavior.
These while having a simple transition form which allows to understand, estimate, and test the
model.
Continuous-time models offer the natural framework for theoretical option pricing. As a result,
they have an important role in the literature since the mid-1980s, being the major process used
a Brownian motion timed changed by a subordinator representing the volatility. An overview on
SV models is given by Shephard and Andersen (2009). Assuming friction-less markets, a weak
no-arbitrage condition implies the asset log-price is a semimartingale. This leads to the formulation
Yt = At + Bτ∗t , where A = (At)t≥0 is a finite variation process, B = (Bt)t≥0 is Brownian motion,
and τ∗ = (τ∗t )t≥0 is a time change, all three stochastically independent. A popular choice for A is
At = µt+ βτ
∗
t for a pair of constants µ and β, often referred to as the drift and the risk premium.
The time change τ∗ is a positive subordinator, which is a real-valued process with non-negative and
non-decreasing sample paths. At the outset, τ∗ was assumed to be a Lévy subordinator (Clark,
1973). However, empirical data suggested that independence of increments is not observed in time-
series of returns. Properties, such as volatility clusters, indicate the amplitude of returns is positively
autocorrelated in time. Surveys on this matter are given by Bollerslev et al. (1994); Ghysels et al.
(1996); and Shephard (1996).
To address the non-independence of the volatility increments new continuous-time models have
arisen. A popular approach is the diffusion-based models (see, e.g., Hull and White, 1987; Wiggins,
1987). Such models are in fact special cases of time-changed Brownian motions, where the time
change is an integrated process, τ∗t =
∫ t
0
τsds. The process τ = (τt)t≥0, identified as the spot
volatility, is assumed to have almost surely locally square integrable sample paths, while being
positive and stationary. Indeed, integrated processes make sense theoretically, since they are a
natural choice to consider the unobserved volatility period which appears when working with a time
discretization.
Considering all these aspects, the resulting equation is
Yt = µt+ βτ
∗
t +Bτ∗t , where τ
∗
t =
∫ t
0
τsds. (4)
Several models may originate by assuming different processes τ in (4). In particular, the SV model
introduced in this paper lies in this class, where τ is the SF-Harris process with an invariant
distribution Q with positive support. Other examples are the standard Black-Scholes model, which
is recovered when τ is a positive constant, and the notorious models proposed in Barndorff-Nielsen
and Shephard (2001) (hereafter termed BNS models), where τ follows an Ornstein-Uhlenbeck-type
(OU-type) equation.
Estimating and testing for the different choices of τ presents a number of difficulties. Novel
simulation strategies have been developed over the years which allow us to test some processes τ
in real data (see, e.g., Gander and Stephens, 2007; Griffin and Steel, 2006, 2010). Nevertheless,
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we believe an easily tractable yet flexible model is of significant importance; there is a clear need
of a parsimonious model which is good predicting and, perhaps just as importantly, that can be
implemented without requiring a lot of user interaction, so that non-experts can run it every day
in real applications. All these goals are considered when defining, estimating and testing the model
over the work.
Research in the late 1990s has shown more complicated volatility dynamics are needed to model
high-frequency return data. Among the most common extensions to model (4) we can find adding
to the volatility a periodic component to model systematic patterns; adding to the returns a finite
activity jump process to model infrequent jumps; and considering estimators robust to microstruc-
ture noise. Seminal references for these extensions are Andersen and Bollerslev (1997b); Eraker
et al. (2002); and Bandi and Russell (2006) respectively. We will address the first two of such
extensions for our SV model, adding a jump and a periodic component. Furthermore, we shall see
that, as a byproduct of our proposal, we also generalize a model often applied when considering
periodicity. Such a model assumes the volatility, after filtering out the periodicity, approximately
constant over each day. The advantage is that we are thinking on the volatility as a piecewise
constant process, with random jumps instead of fixed ones. Still, the estimation method for the
constant-over-each-day periodicity is extended in a natural way.
The rest of the paper continues as follows. We begin in Section 2 by formally presenting the
SF-Harris process. We proceed by testing estimation methods in Section 3. In Section 4 we develop
the SV model along with its practical implementation. In Section 5 we adjust the SV model to IBM
return data. Finally, in Section 6 we give some concluding remarks and discuss directions for future
research. In particular, we give a possible extension of the SV model to a long memory model. The
proofs, certain additional results, and intermediate steps of the estimation methods are presented
in the Appendix. All the methodology is implemented in the R project for statistical computing.
2 The SF-Harris process
2.1 Definition and relevant properties
This section is devoted to the study of the SF-Harris process, summarizing some of its constructions
and important properties. Specifically, we focus on useful properties when modeling spot volatility
of asset prices.
Definition 1 The SF-Harris process H = (Ht)t≥0 is a stochastic process taking values in a mea-
surable space (E, E), evolving in continuous time, and driven by the transition probability functions
(3), where x ∼ Q.
Figures 1 and 2 illustrate some SF-Harris process paths; we can observe the distribution Q
modulates the marginal behavior at each time, and the parameter α sets the rate at which the
process jumps. So far, we have stated that the process is Markovian, Harris recurrent, and that it
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Figure 1: Trajectories of the SF-Harris process H, where Q is a standard Normal.
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Figure 2: Trajectory of the SF-Harris process H, where Q is a U(1, 2, 3, 4, 5) and α = 2.
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has non-independent increments. The definition of Markov processes is sometimes too general for
applications. However, a flexible-enough subclass of Markov processes satisfy the Feller conditions,
(i) TtC0 ⊂ C0 for all t ≥ 0, (ii) for any f ∈ C0, Ttf(x) → f(x) when t ↓ 0, where C0 denotes
the space of real-valued continuous functions that vanish at infinity and T denotes the semigroup
operator defined as Ttf(x) =
∫
f(y)Pt(x, dy).
Once it is known that a process is Feller, many useful properties follow, such as the existence of
right-continuous with left-hand limits paths modifications, the strong Markov property, and right-
continuity of the filtration. The SF-Harris process belongs to this class since its semigroup operator
is given by
Ttf(x) = (1− e−αt)Qf + e−αtf(x), (5)
where Qf =
∫
f(y)Q(dy). Hence, it is direct to verify the operator (5) meets the Feller conditions.
Let us consider what kind of process we would obtain if we extend the wider class of chains (1)
to continuous time. The transition probabilities
Kt(x,A) = (1− e−αt)Q(A) + e−αtµx(A) (6)
are Markovian, since Kt(x,A) =
∫
Pt(y,A)µx(dy), where Pt denotes the transition probabilities (3)
which are Markovian. It also follows the associated processes are wide-sense regenerative. However,
only a subclass of (6) possesses a unique invariant measure, integrated by the kernels µx which keep
Q invariant. Moreover, the semigroup operator corresponding to (6) converges to
∫
f(y)µx(dy) as
t ↓ 0. Thus, the semigroup meets the Feller conditions only when µx = δx, in which case we return
to (3). Due to this, the term SF-Harris process is justified.
We defined the SF-Harris process through its transition probabilities, but there exists a unique
Feller process with right-continuous with left-hand limits paths driven by transition probabilities (3).
An explicit representation can be found by uniformizing the chain Y with transition probabilities
(2). Let us expand on this. Assuming  ∈ (0, 1), consider the process YN = (YNt)t≥0, where
N = (Nt)t≥0 is a Poisson process of rate λ > 0 stochastically independent of Y .
It is easy to prove inductively that the k-step transitions of Y are given by
P(Yk ∈ A|Y0 = x) = (1− k)Q(A) + kδx(A).
Therefore,
P(YNt ∈ A|Y0 = x) =
∞∑
k=1
P(Yk ∈ A|Y0 = x) (λt)
ke−λt
k!
=
(
1− e−λt(1−)
)
Q(A) + e−λt(1−)δx(A).
By making λ = α(1 − )−1, we recover (3). Consequently, we have the following stochastic repre-
sentation which is useful for simulating and estimating the process.
Theorem 2.1 Let Y = (Yn)n∈N be a Markov chain with transition functions given by (2), where
 ∈ [0, 1), Q is a probability distribution, and x ∼ Q. If N = (Nt)t≥0 is a Poisson process with rate
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λ = α(1 − )−1 independent of Y , then the SF-Harris process, with marginal distribution Q and
jump parameter α, has the stochastic representation Ht = YNt for all t ≥ 0.
Theorem 2.1 implies the SF-Harris process is a pseudo-Poisson process, defined by Feller (1966)
as a continuous-time process that can be obtained from Markov chains by subordination with a
Poisson process. The case  = 1 corresponds to the limit α → ∞, where no jumps occur so the
process has constant paths. The case  = 0 corresponds to independent identically distributed
random variables (Yn)n∈N, it is included in the theorem taking into account that P 0(x,A) = δx(A).
Notice that the parameter λ = α(1 − )−1 ranges in the positive real line. Fixing a value for
α, when  grows λ gets smaller. In other words, when the dependence in the paths of the Harris
chain Y grows, then the Poisson process N introduces less dependence, in order to get exactly the
same dependence rate α in the uniformized process H = YN . For the construction or simulation
of a SF-Harris process using Theorem 2.1 any value  can be used. In particular, we stick to the
simpler case  = 0 which results in λ = α. The following corollary is useful for some calculations.
Corollary 1 Let Y be as in Theorem 2.1, and let (Tn)n∈N be a sequence of random variables inde-
pendent of Y whose increments (Sn)n∈N, defined as Sn = Tn − Tn−1, are exponential, independent,
and identically distributed variables with mean (1 − )/α, i.e., Sn ∼ Exp
{
α(1− )−1}. Then the
SF-Harris process, with marginal distribution Q and jump parameter α, has the stochastic represen-
tation
Ht = x1t<T1 +
∞∑
n=1
Yn1t∈[Tn,Tn+1), for all t ≥ 0. (7)
As of yet, we have three representations that give an intuition about the SF-Harris process, and
facilitate the study of distinct features. For instance, using the transition probability functions (3),
it can be easily checked the SF-Harris process is time-reversible with invariant measure Q, and so
a strictly stationary process. On the other hand, with the representation in Corollary 1 it can be
shown that for any B such that Q(B) > 0, we have that
∫∞
0
δHt(B)dt is infinite almost surely. This
means that the state B is visited infinitely often with probability one, since Q is a finite measure,
the process is positive Harris recurrent.
As a consequence of the Harris recurrence, the process will eventually converge to Q. An
important measure of the speed of convergence is the total variation distance given in this case by
sup
A∈E
|Pt(x,A)−Q(A)| = e−αt sup
A∈E
|δx(A)−Q(A)| = e−αt,
which translates to the process being uniformly ergodic. Using the semigroup operator (5) it is
straightforward to check the SF-Harris process has constant mean and variance which match the
ones of the distribution Q. Lastly, the process regenerative property is evidenced in a natural way
from Corollary 1 taking  = 0. The independent and identically distributed (Sn)n∈N are inter-
regeneration times were the process starts afresh. Hence, they form a renewal process, and split the
stochastic process into a sequence of identically distributed cycles.
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These stability properties represent a crucial component in the theory and application of stochas-
tic processes. Indeed, in several modeling contexts, the assumption that some distributional features
remain invariant over time is often needed to implement estimation and prediction procedures, or
simply to be able to analytically determine quantities of interest. Furthermore, in most cases, no
general expression for the transition probabilities is available, particularly in the continuous-time
setting. The full control of the transition probabilities driving the SF-Harris process, added to
the stability in the process behavior, allow us to understand the process dynamics, and to develop
methods for the process application in different contexts, particularly, in the context of stochastic
volatility.
2.2 Integrated SF-Harris process
In the proposed SV model of this paper, which we develop further in Section 4, the SF-Harris process
is used as a spot volatility process. Therefore, the log-prices volatility will match the integrated
SF-Harris process H∗ = (H∗t )t≥0, where H∗t =
∫ t
0
Hsds. The features shown in the previous section
aboutH, allow us to derive in a simple manner similar properties forH∗. For example, the stochastic
representation in Corollary 1 provides the means to derive a similar representation for H∗.
Theorem 2.2 Let Y , (Tn)n∈N, and (Sn)n∈N be as in Corollary 1 . If Nt = max{n ∈ N : Tn ≤ t},
then H∗ has the stochastic representation
H∗t =
Nt−1∑
n=0
(Yn − YNt)Sn+1 + YNtt,
where we let Y0 and T0 be constant random variables equal to x and 0 respectively.
Note that, once again, N = (Nt)t≥0 is a Poisson process of rate λ = α(1− )−1.
Now, if ξ = E[Ht], it is straightforward to see that E[H∗t ] = ξt. Moreover, the ergodicity of H
implies that, as t→∞, t−1H∗t → ξ almost surely and, consequently, the returns tend to normality.
This desirable result is known as aggregational Gaussianity (Barndorff-Nielsen and Shephard, 2003).
Also, second order moments and correlations for both the integrated process and the returns can
be derived explicitly following Barndorff-Nielsen and Shephard (2001), where they deal with the
general case of the process τ in (4) being any second order stationary process.
2.3 A semi-Markovian extension
When applying the SF-Harris process to model volatility, the resulting SV model is a short-memory
model since, for any positive times t, h, Cor(Ht, Ht+h) = e−αh. To capture more realistic dependence
structures we could consider to model the time between jumps with a heavy-tailed distribution,
rather than an exponential one. That is, taking Y as in Theorem 2.1, we can define a more general
process ξ = (ξt)t≥0, given by
ξt = xIt<R1 +
∞∑
n=1
YnIt∈[Rn,Rn+1), (8)
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where (Rn)n∈N is a sequence of random variables independent of Y whose increments (Vn)n∈N,
defined as Vn = Rn −Rn−1, are positive with probability one, independent, identically distributed,
and with an arbitrary cumulative distribution function G.
When the increments (Vn)n∈N are exponential, we recover the SF-Harris process, in which case
the lack of memory property of the exponential distribution causes the process to be Markovian.
Otherwise, the process will be non-Markovian. However,
P (Yn+1 ∈ A,Rn+1 ≤ t|Ym = ym, Rm = tm,m ≤ n)
= P (Yn+1 ∈ A,Rn+1 −Rn ≤ t− tn|Yn = yn).
Hence, the process can be embedded in a Markov process on a higher dimensional state space. This
implies the process (8) is a particular case of a semi-Markov processes (Lévy, 1954).
A characteristic feature of the process (8) and, in fact, of any semi-Markov process, is a set of
intervals of constancy in their trajectory. Since this structure is similar to the SF-Harris process we
can deduct a number of properties. For example, the process (8) has non-independent increments,
its mean and variance match the ones of the distribution Q, while its autocorrelation function is
given by r(t) = 1−G(t). We also have that, for any A ∈ E ,
Px(ξt ∈ A) = G(t)Q(A) + {1−G(t)}δx(A).
Therefore, the process is wide-sense regenerative. It is immediate to see as well that Px(ξt ∈ A)→
Q(A) when t → ∞. This implies Q is the limit distribution. Other stability properties can be
deduced easily, such as ergodicity, positive Harris recurrence, and representations analogous to the
ones we obtained for the SF-Harris process. The details appear in Appendix A.1. Such stability
properties make the tractability of the model possible, and become important when working on the
inference and application to real data sets. Later, we will use special cases of the process (8) to
extend the memory of the SV model proposed in this paper.
3 Estimation and prediction
3.1 Estimation
In this section we develop an efficient estimation method for the SF-Harris process based on a
Gibbs sampler. Additionally, we provide other three methods for its comparison. We consider the
one-dimensional case, although all methods can be extended in a natural way to distributions Q in
higher dimensions.
We assume that x1, ..., xn is a discrete realization of the process at times tˆ0 < · · · < tˆn, we
denote with ti = tˆi − tˆi−1 for i = 1, ..., n, t0 = 0, we let β be the set of parameters of Q, and
assign independent prior distributions pi(α), pi(β). Since α is a positive real number, we choose
pi(α) = Exp(c) for some c > 0, the choice of pi(β) will depend on Q. Consequently, the joint
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posterior distribution is
pi(α, β|x1, ..., xn) ∝
n∏
i=1
{
(1− e−αti)Q(xi|β) + e−αtiδxi(xi−1)
}
e−αcpi(β).
This distribution has 2n terms. Rather than dealing with it, we work with the latent random
variables z0, ..., zn, where zi equals one if xi comes from Q, or zero otherwise. Denoting with
x = (x1, ..., xn) and z = (z1, ..., zn), we have that
pi(β|α,x, z) ∝
n∏
i=1
{
(1− e−αti)Q(xi|β)
}zi
pi(β), (9)
so the choice of pi(β) can cause (9) to have a tractable form. To simulate from the full conditional
distribution of α we consider two options:
(a) (Gibbs-a) We apply Adaptive Rejection Metropolis Sampling (Gilks et al., 1995) to simulate
directly from the full conditional distribution of α.
(b) (Gibbs-b) We use an additional set of latent random variables. Letm =
∑n
i=0 zi, and j0, ..., jm
be the ordered times where the variables zi equal one. Then j1 − j0, j2 − j1, ..., jm − jm−1
are independent, identically distributed variables with distribution Exp(α), so it turns out
α|(j0, ..., jm) ∼ Gamma(m+ 1, jm + c).
The two options of the Gibbs sampler, Gibbs-a and Gibbs-b, are compared through a simulation
study to other three inference methods, the no difference no jump method (NDNJ), maximum
likelihood estimation (MLE), and the expectation-maximization algorithm (EM). When performing
the comparison, we use the posterior distributions modes as estimators.
In the NDNJ method, we assume that when two consecutive observations are different, it occurs
because the process jumped exactly at that moment, and when they are the same, it occurs because
the process did not jump. Following this reasoning, we equate the expected value of α with its
sample mean, and then estimate the parameters of Q with the observations that are distinct. This
method is likely to show estimation problems when Q has a high probability of repeated values, or
when few observations are available.
The MLE consists in the numerical maximization of the log-likelihood function.
logL(α, β) = logQ(x0|β) +
n∑
i=1
log
{
(1− e−αti)Q(xi|β) + e−αtiδxi(xi−1)
}
,
Finally, for the EM, we use again the latent random variables z0, ..., zn. As a consequence, the
augmented log-likelihood results in
logLa(α, β) =
n∑
i=1
{
zi log(1− e−αti) + (1− zi)(−αti)
}
+
n∑
i=0
zi logQ(xi|β).
Now zi|(xi, α, β) ∼ Ber(pi) with
pi =
(1− e−αti)Q(xi|β)
(1− e−αti)Q(xi|β) + e−αtiδxi(xi−1)
.
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Denoting by p(k−1)i = Ezi|xi,α(k−1),β(k−1) [z], at each step of the EM we maximize the function
G
{
(α, β) | (α(k−1), β(k−1))}, given by
n∑
i=1
{
p
(k−1)
i log(1− e−αti) + (1− p(k−1)i )(−αti)
}
+
n∑
i=0
p
(k−1)
i logQ(xi|β),
either numerically or analytically; depending on the form of Q.
3.2 Simulation study
We present a simulation study to account for the performance of the estimation method. The
main characteristics affecting the performance are the number of available observations, and the
probability of repeated values in Q. To exemplify this, we vary the number of observations on
the samples, and test all the methods with two marginal distributions. The first one is a discrete
uniform on the values 1, 2, 3, 4, 5, denoted by U(1, 2, 3, 4, 5). The second one is a generalized inverse
Gaussian (GIG) (see, e.g., Eberlein and v. Hammerstein, 2004), with density given by
GIG(λ, κ, η) ∝ xλ−1 exp
{
−κ
2
(
η
x
+
x
η
)}
, for x > 0,
where λ ∈ R, κ ≥ 0, η > 0, and κ > 0 when λ = 0.
Roughly, the testing procedure comprises two steps:
I. We choose 100 parameter values randomly. This is done by simulating from a uniform distri-
bution at reasonable intervals for the parameters.
II. For the sample sizes k = 20, 100, 500, and 1000:
i. We simulate a process sample of length k for each parameter value.
ii. We estimate each parameter value with the four methods.
iii. We calculate an estimation error for each method using the accuracy for the 100 param-
eters estimation.
A testing procedure of this kind has a number of advantages. First, it proves the estimation
is working for a wide range of parameter sets and for different combinations of them. Second,
it assures that any user can run the method without problems since the starting conditions are
computed at random. Third, it provides a highly accurate estimation error because there is no
subjectivity involved neither in which set of parameters is selected to display, nor in which starting
point to use for each run.
We start the estimation with the U(1, 2, 3, 4, 5) case. Figure 2 illustrates a 28-day trajectory. It
is natural to expect that the NDNJ method and the Gibbs-b underestimate the value of α. This is
because the process is likely to jump and fall back to the previous state. However, in the NDNJ or
Gibbs-b methods, if two subsequent observations are equal, we assumed that it occurs because the
process did not jump. In step I, we draw the parameters α1, ..., α100 from a uniform distribution
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Table 1: Estimation errors for the SF-Harris process parameters in the case of Q being U(1, 2, 3, 4, 5)
Sample size ENDNJα EMLEα EEMα EGibbs−aα EGibbs−bα
20 0.45 1.13 0.83 0.31 0.44
100 0.40 0.11 0.12 0.13 0.39
500 0.27 0.04 0.04 0.04 0.26
1000 0.22 0.03 0.03 0.02 0.18
Table 2: Estimation errors for the SF-Harris process parameters in the case of Q being GIG(λ, κ, η)
Sample size ENDNJα EMLEα EEMα EGibbs−aα EGibbs−bα
20 0.45 1.72 1.64 0.28 0.45
100 0.39 1.54 1.14 0.16 0.38
500 0.23 1.55 1.13 0.91 0.21
1000 0.16 1.51 1.11 1.41 0.14
ENDNJQ E
MLE
Q E
EM
Q E
Gibbs−a
Q E
Gibbs−b
Q
20 0.09 0.06 0.09 0.69 0.83
100 0.02 0.02 0.02 0.28 0.30
500 0.01 0.02 0.03 0.17 0.19
1000 0.01 0.03 0.03 0.13 0.14
over (0, 30). In step II, we compute the error as Eα = 1100
100∑
i=1
∣∣αi−αˆi
30
∣∣. The results are shown in
Table 1. Gibbs-a outperforms all methods.
We continue with the case of Q being a GIG(λ, κ, η) distribution. To illustrate the process
dynamics we simulate a 40-day trajectory, appearing in Figure 3. The estimation with the four
methods may be developed further using the properties of the GIG family, this is located in Appendix
B.1. We follow the testing procedure again. In step I, we simulate the values α1, ..., α100, λ1, ..., λ100,
κ1, ..., κ100, and η1, ..., η100 from a uniform distribution over the intervals (0, 30), (−5, 5), (0, 50), and
(0, 4) respectively. In step II, the errors are calculated as:
Eα =
1
100
100∑
i=1
∣∣∣∣αi − αˆi30
∣∣∣∣ and EQ = 1100
100∑
i=1
KL
{
GIG(λi, κi, ηi),GIG(λˆi, κˆi, ηˆi)
}
,
where KL denotes the Kullback Leibler divergence, computed in Appendix B.2. The results are
presented in Table 2. In this case, the NDNJ method provides the best results. The MLE, EM,
and Gibbs-a methods are poor for the estimation of α, while the Gibbs-b performs well for large
samples.
Notice that an immediate procedure for obtaining a set of m trajectories in future times is
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available by, first, simulating m parameter values from the posterior distributions, and, second, for
each one of the m values, simulating a realization of H starting on xn at time tn. Given a SF-Harris
process trajectory in the case where Q is U(1, 2, 3, 4, 5), we draw a large number of realizations in
future times employing the Gibbs-a method, obtaining a set from which we can make predictions.
We could compute highest posterior density intervals (HPD intervals), but that would not be truly
meaningful since, after the process jumps, it will randomly fall in some state 1, 2, 3, 4, 5. Hence, the
most interesting aspect is when the next jump will occur, or the probability of the first jump being
before certain time. Indeed, the mean value of the first jump time in the Figure 2 trajectory is
28.60, and the probability of the first jump being before one day is 0.79. In the GIG density case,
it does make sense to apply the prediction procedure to find HPD intervals. As an example, we
took away the last ten days from the trajectory in Figure 3 and performed this; simulating 1000
realizations using the Gibbs-b method and calculating with them HPD intervals.
4 Stochastic volatility model
4.1 Definition and relevant properties
In this section we derive important properties of the proposed SV model, in which log-prices follow
(4), being τ the SF-Harris process and Q a distribution with positive support. Such a model shares
several attractive properties with the BNS model. In the BNS model, the spot volatility follows a
stationary process of the OU-type; with the restriction that the background driving Lévy process
(BDLP) has positive increments and no drift. This implies that the spot volatility jumps when the
BDLP does, and decays exponentially in-between. Therefore, in both models the spot volatility
is a stationary and ergodic process, with positive jumps, and with an exponential autocorrelation
function.
Moreover, in the BNS model, given a self-decomposable distribution, there is a unique BDLP
that will generate that specific marginal distribution for the volatility. Hence, when the marginal
distribution Q in the SF-Harris process is self-decomposable, we can choose a BDLP in a way that
the OU-type and the SF-Harris process share also the mean and variance. As a consequence, the
integrated volatility and the return processes will also be equivalent up to second order. Many of
the powerful results developed for estimating and forecasting returns rely only on second moments
so they can be equally applied to the SF-Harris process. Examples of these results may be found in
Barndorff-Nielsen and Shephard (2001) or Sørensen (2000).
To implement the proposed SV model, we will restrict our attention to the subclass of models
in which the spot volatility has a marginal GIG distribution.
Definition 2 We term the GIG-Harris SV model to (4), where µ and β are constants, B = (Bt)t≥0
is a Brownian motion independent of τ = (τt)t≥0, and τ is the SF-Harris process in the case of Q
being a GIG distribution.
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Although any positive marginal distribution Q defines a spot volatility model, we choose GIG
distributions for various reasons. First, special cases have been extensively used, such as the Gamma,
Inverse Gamma, or Inverse Gaussian. Second, they have been proven to accurately fit real data (see,
e.g., Gander and Stephens, 2007). Third, they can adjust to different scenarios since the choice of
parameters will change their shape, skewness, and tail weight.
4.2 Estimation and prediction
In this section we develop methods to sample from the posterior distributions of the parameters
of the GIG-Harris SV model; based in the estimation method we developed and tested for the
SF-Harris process in Section 3. Suppose we observe a high-frequency, discretized realization of the
log-price process Y at times t1 < · · · < tn. Then, the model is adjusted to returns, defined as
Ri = Yti − Yti−1 , for i = 1, ..., n, where we assume Yt0 = 0. Given such returns, a series of filters
are required to obtain a set of observations of the SF-Harris process. These are summarized in the
following diagram.
Given the returns
(Rti)
n
i=1
We filter to measure the
process of integrated
volatility (H∗ti)
n
i=1
We filter to measure the
process of spot
volatility (Hti)
n
i=1
We estimate α and the
parameters of Q: λ, κ, η
We estimate
µ y β
The measurement of the integrated volatility process is performed using a common procedure
based on the semimartingales quadratic variation. The procedure, found in Barndorff-Nielsen et al.
(2002), consists in approximating the quadratic variation of Y with the realized variance. Indeed,
the quadratic variation of the GIG-Harris SV model matches the Brownian motion subordinator
H∗. This method has proven to work well for irregular time intervals, and when the subordinator
is continuous, as is the integrated SF-Harris process case. Now, given the integrated volatility
observations, we perform the measurement of the spot volatility process by applying the common
right-hand side derivative approximation.
In the literature, there are multiple alternatives to filter both the integrated and spot volatility.
In order to choose the best method to apply, we tried out a number of these alternatives, comparing
them by computational time, and by the estimation errors obtained, which are computed with 100
simulated trajectories and add up the errors of all of the estimation steps (see Section 4.3). The
errors show that the path properties, such as the jump rate and the values it ranges in, are well
preserved with these simple filtering methods. If, however, we are interested in using the filtration
for other purpose than the estimation of the SF-Harris process parameters, other methods could be
tried out. For instance, jump robust methods for filtering univariate integrated and spot volatility
are the bipower realized variation, which is used later on for the jump detection procedure, and the
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nonparametric kernel methods of Bandi and Renò (2009).
Having the spot volatility observations, we proceed using such an approximation to estimate α
and the parameters of Q, by means of the Gibbs-b method of Section 3.1. Finally, for the estimation
of µ and β, we have that
Ri ∼ N{µ(ti − ti−1) + βH∗i , H∗i },
where H∗i = H∗ti −H∗ti−1 . Therefore, assigning a Gaussian prior distribution for (µ, β), we obtain a
Gaussian posterior distribution with certain updated parameters, detailed in Appendix B.3.
4.3 Simulation study
To validate the estimation procedure we perform a simulation study. The testing procedure we
employ is similar to the one presented in Section 3.2. We begin by drawing 100 values for µ, β, α,
λ, κ, and η from a uniform distribution over the intervals (−2, 2), (−2, 2), (0, 30), (−5, 5), (0, 50),
and (0, 4) respectively. With these parameter values, we proceed with the simulation of 100 series of
spot volatility, integrated volatility, and returns. Subsequently, we run all of the estimation steps,
and calculate the estimation errors as:
Eµ =
1
100
100∑
i=1
∣∣∣∣µi − µˆi4
∣∣∣∣ , Eβ = 1100
100∑
i=1
∣∣∣∣∣βi − βˆi4
∣∣∣∣∣ , Eα = 1100
100∑
i=1
∣∣∣∣αi − αˆi30
∣∣∣∣ , and
EQ =
1
100
100∑
i=1
KL
{
GIG(λi, κi, ηi),GIG(λˆi, κˆi, ηˆi)
}
.
The resulting errors are Eµ = 0.18, Eβ = 0.10, Eα = 0.22, and EQ = 0.20. The first three are
easily interpretable since they are weighted by each interval length, for the interpretation of the
error of Q see Appendix B.2. The approximation proves to be quite good, even tough we are using
again a rigorous estimation test.
5 Empirical Analysis
5.1 Data
In this section, we apply the GIG-Harris SV model to the stock prices of IBM (International Business
Machines). Let us start with an explanation of the data. The three-year series we use, obtained
from Kibot (2015), covers the period from January 2012 until December 2014. It records at every
minute the open, high, low, and close prices, and the volume of IBM stocks; in the regular times
of the US trading session, between 9:30 AM and 4:00 PM on workdays. The data are provided
adjusted, using appropriate split and dividend multipliers adhering to the Center for Research in
Security Prices standards. The procedure to clean the data is detailed step by step in Appendix
C.1.
Performing an initial exploratory analysis we can notice that, as is common in practice, the
estimation accuracy should be better when introducing a jump and a periodic component to the
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model. For this reason, we continue as follows. First, we introduce a jump component to the returns
and approximate the integrated and spot volatility processes. Next, we add a periodic component
to the spot volatility. Taking into account both components, we then proceed with full estimation
of the process, and, last, we conclude by testing such an estimation.
Adding a jump component
Figure 4 displays the trajectories of the log-average price and the returns. Sudden changes in the
price level can be observed, which result in extremely large or extremely small returns, compared to
the rest of them. To reflect this behavior, a customary practice is to model log-prices Y = (Yt)t≥0
generalizing the semimartingale (4) by adding a finite activity jump process J = (Jt)t≥0, where
Jt =
∑Nt
j=1 Cj . The jump process J is assumed to be independent of B and τ . The process
N = (Nt)t≥0 counts the number of jumps that have occurred in the interval [0, t]; and C = (Ct)t≥0
is a process such that for all t, (i) Ct < ∞, and (ii)
∑Nt
j=1 C
2
j < ∞. These properties ensure the
quadratic variation of Y is finite. For reviews on this generalization see, for instance, Andersen
et al. (2007).
The change in the model affects the measurement of the integrated volatility process, as the
realized variance approximates the quadratic variation of Y ; given by τ∗t +
∑Nt
j=1 C
2
j . To deal with
this, we first implement a jump-detection procedure, and then perform the measurement of the
integrated volatility without taking the jumps into consideration. When deleting the jumps from
the sample, the remaining data can be modeled with the GIG-Harris SV model, where the quadratic
variation matches the integrated SF-Harris process. Since realized variance approximates quadratic
variation also when the observations are not equally spaced, there is no need to replace the jump
entries, the crucial part is to detect them.
Many options to detect jumps are available, we explored a few of them, finding the best results
were obtained when using Barndorff-Nielsen and Shephard (2004) bipower variation, with which we
detected around 90 percent of the jumps. The details of the performed procedure can be found in
Appendix C.2. After deleting the jumps, we proceeded with the measurement of the integrated and
spot volatility processes, H∗ and H, as described in Section 4.2. In doing so, the realized variance
was computed based on fifteen minutes returns.
Adding a periodic component
Recurring events, such as opening, lunch, and closing of financial markets, cause the return volatility
to vary systematically over the trading days and weeks. Taking into account this periodic struc-
ture may improve the volatility modeling. We present a general procedure to extract the periodic
component of a spot volatility process τ ; and prove it works for the special case of the SF-Harris
process.
The main idea is based on Boudt et al. (2011). Following them, we make a partition of the
data time interval in smaller time intervals of length d, called local windows; and consider the
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Figure 3: Trajectory of the SF-Harris process (H(t))t≥0, where Q is a GIG(−2, 4, 1) and α = 3; plus
0.9-HPD intervals computed with the first 40 days.
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Figure 4: Log-prices and returns for IBM from 2012 to 2014.
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time transformation c(s) indicating the position of s in the periodicity cycle. So, accordingly,
c(s) = s mod L, where the cycle repeats itself every L days. Next, we define the periodicity function
f : [0, d]→ R+ as
f(t) = E
[
τt
1
d
∫ d
0
τsds
]
, (10)
and the periodicity factor for each time t as f{c(t)}. Finally, the process τˆt = τt
f{c(t)} is called the
periodically adjusted volatility.
It is worth noting two important properties. First, when τ is a stationary process, it suffices to
define the function f in the first local window, [0, d], and then extend it to the rest of local windows.
Second, by definition, 1d
∫ d
0
f(s)ds = 1.
To clarify the meaning of f let us think of local windows as days. Then f is the expected value
of the spot volatility τ , divided by the average daily volatility 1d
∫ d
0
τsds. That is, when removing
the daily volatility, we would expect that the changes in the remainder volatility were due to the
periodicity. This is evident considering τt as a periodic factor depending on t multiplied by a
constant effect of the volatility within each day; meaning that the spot volatility, after filtering out
the periodicity, is approximately constant over each day. That is the main premise in the studies
of Andersen and Bollerslev (1997b); and Boudt et al. (2011); and, with such a premise, is direct to
verify that the equality (10) is fulfilled.
In the case of the GIG-Harris SV model, the spot volatility after filtering out the periodicity is
the SF-Harris process. This implies that, instead of assuming the periodically adjusted volatility
constant within each day, we are thinking of it as a piecewise constant process. Because of Theorem
2.1, taking  = 0, the following proposition ensures equality (10) holds in this case.
Proposition 1 Let (Yn)n∈N be a sequence of positive, finite mean, independent identically dis-
tributed random variables, stochastically independent of a Poisson process N = (Nt)t≥0. Let d > 0,
and f : [0, d] → R+ be a measurable function such that 1d
∫ d
0
f(s)ds = 1. Then, for t ∈ [0, d], it
follows that
E
[
f(t)YNt
1
d
∫ d
0
f(s)YNsds
]
= f(t).
The estimation for the periodic component is based on a modification of the sample mean, and
is fully developed in Appendix C.3. We set d to one day and L to five, meaning the cycle repeats
itself every week of five trading days, as is common in practice. The resulting periodic component
graphic appears in Figure 5.
After this, we continued with the measurement of the periodically adjusted volatility, to which
we adjusted the SF-Harris process. In view of such a process having piece-wise constant paths;
when two observations differed by less than a small value  (we fixed  ≈ 10−5), we considered this
as measurement noise, and assumed them to be equal to their average.
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Table 3: Percentage of the trajectory of IBM stock prices that falls within highest posterior density
intervals of probability p.
p 0.25 0.50 0.75 0.85 0.90 0.95
% 25 51 75 84 89 93
5.2 Results
To test the modeling procedure we broke the sample into an estimation period (first 80 percent of
the data), and a subsequent forecasting period (last 20 percent of the data). Next, we predicted
probability intervals for the forecasting period with 1000 simulated trajectories. Repeating this for
different values of interval probabilities, we computed Table 3. If the procedure works correctly, the
percentage of the original trajectory that falls within the prediction intervals should be similar to the
interval probability. Therefore, the empirical results suggest the GIG-Harris SV model, including a
jump and a periodic component, is useful for forecasting.
6 Concluding remarks and future research directions
We showed the SF-Harris process is tractable, developing an estimation method and testing it
trough rigorous tests. Furthermore, we proved the process provides a high degree of modeling
flexibility, coming from the users control over the choice of the processes stationary measure. Next,
we proposed a stochastic volatility model based on such a process.
The SV model was developed for the GIG family, a broad family of marginal distributions. The
GIG-Harris SV model shares attractive properties with several popular SV models, it generalizes a
model often applied when considering periodicity, yet it has a simple transition mechanism driving
its dependence. This allows to understand the model, estimate it, and apply it easily. We applied
it to IBM data, proving its predictive strength.
There are a number of available generalizations for the GIG-Harris SV model to explore. Along
the work we mentioned considering the microstructure noise, and exploring jump robust estimation
methods for the periodic component. In addition, there is empirical evidence suggesting that, in
certain data sets, the dependence on the volatility structure decays at a hyperbolic rate for shorter
lags; which is much slower than the exponential time-decay (see, e.g., Andersen and Bollerslev,
1997a). Therefore, an important condition of a short-memory model is that it admits a possible
extension to long-memory.
An extension that has been widely applied is to alter the volatility process by using super-
positions. Generalizations of this kind are developed in Barndorff-Nielsen and Shephard (2003),
where the BNS model is extended employing a weighted sum of independent OU-type processes.
A first case is to consider a finite number of independent processes. A new process σ2 is defined
as a superposition of OU-type processes, σ21 , ..., σ2m, with different persistence rates λ1, ..., λm, and
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independent BDLP Z1, ..., Zm through
σ2(t) =
m∑
j=1
wjσ
2
j (t), (11)
where the positive weights w1, ..., wm add up to one. The autocorrelation function
r(t) =
m∑
j=1
wje
−λjt (12)
is a weighted sum of exponentials. Thus, some of the volatility components may represent short term
variations, while others represent long term movements. Many results from the case m = 1 carry
over to the superposition process. In particular, the integrated process can be derived explicitly.
In general, it is difficult to find a suitable value of m in equation (11). An alternative, given by
Griffin (2010), is to assume an infinite number of components of which only a finite number have
non-negligible weight. Now, while this aggregation mechanism provides a possible explanation of
the long-range dependence in a time series, the models are still of short-memory. Formally, we shall
say that a stationary stochastic process exhibits long-memory if its autocorrelation function has an
asymptotic power-like behavior.
A second option to extend the BNS model that may lead to long-memory is to use an infinite
number of independent OU-type process. A new process σ2 is defined as a superposition of OU-type
processes, σ2η, with different persistence rates λη, and independent BDLP Zη through
σ2(t) =
∫
R
σ2η(t)F (dη)
where F is a probability distribution over R ⊂ R+. For example, when F is a Ga{2(1−H), 1} law,
the autocorrelation function is given by
r(t) = (1 + t)
−2(1−H) (13)
with H ∈ ( 12 , 1) being the long memory parameter.
Aiming for similar extension results with the SF-Harris process, we define the mixture SF-
Harris process χ = (χt)t≥0, as a process given by (8), where Y is as in Theorem 2.1, (Rn)n∈N is
a sequence of random variables independent of Y , and the increments (Vn)n∈N, Vn = Rn − Rn−1,
satisfy Vn ∼ Exp(ρn), with {ρn}n∈N independent identically distributed random variables with some
distribution F .
It is direct to verify that
Px(χt ∈ A) =
∫ ∞
0
{(1− e−ρ1t)Q(A) + e−ρ1tδx(A)}F (dρ1).
Hence, the transition functions of the mixture SF-Harris process are a mixture of the SF-Harris
process transitions. Now, the autocorrelation function of the mixture SF-Harris process matches
the generating function of F since
r(t) = P(V1 > t) =
∫ ∞
0
e−tρ1F (dρ1).
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Therefore, subject to the dependence structure in a time series, an adequate function F can be
chosen. For instance, when F is a degenerated distribution on the value α, the mixture SF-Harris
process reduces to the SF-Harris process case, where r(t) = e−αt. When F is a discrete distribution
that takes the value λj with probability wj for j = 1, ...,m, we recover the autocorrelation (12)
of the finite superposition of OU-type processes. Even more, if F is a discrete distribution that
may take a countably infinite number of values we get the extension of Griffin (2010). Last, when
F is a Ga{2(1 − H), t + 1}, then the autocorrelation function is given by (13), so it matches the
autocorrelation of the infinite superposition of OU-type processes.
More general long-memory models can be obtained by using any heavy-tailed distribution F ,
and, as we saw in Section 2.3, a number of stability properties fulfilled by the SF-Harris process,
such as wide-sense regeneration, ergodicity, and positive Harris recurrence, follow directly for the
general model. Also, the integrated process can be derived explicitly. However, the process is
neither uniformly nor exponentially ergodic. This makes sense since observations far away in the
past remain correlated.
Lastly, notice that this study dealt with the one-dimensional case. However, the SV model
definition, and its respective research, are extended to multidimensional cases in a natural way.
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A SF-Harris process
A.1 Stability properties of the semi-Markovian extension
We mentioned the process ξ = (ξt)t≥0 given by (8) has a set of intervals of constancy in their
trajectory and, since this structure is similar to the SF-Harris process, we can deduce a number of
properties. In particular, that Q is the limit distribution. Furthermore,
sup
A∈E
|Px(ξt ∈ A)−Q(A)| = {1−G(t)} sup
A∈E
|δx(A)−Q(A)| ≤ 1−G(t).
Hence,
lim
t→∞
(
sup
A∈E
|Px(ξt ∈ A)−Q(A)|
)
= 0
and the process is always ergodic. If G is a light-tailed distribution, meaning its tail is exponentially
bounded, then the process is uniformly ergodic.
When Q(B) > 0, it is easy to verify that
Px
{∫ ∞
0
δξt(B)dt =∞
}
≥ Px
{ ∞∑
n=1
VnδYn(B) =∞
}
= 1.
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Therefore, the process (8) is positive Harris recurrent. Additionally, we have the following results,
whose proofs are analogous to the corresponding SF-Harris process case.
Theorem A.1 Let ξ = (ξt)t≥0 be as in (8). If Kt = max{n ∈ N : Rn ≤ t}, and K0 = 0, then
K = (Kt)t≥0 is stochastically independent of Y and ξt = YKt for all t ≥ 0.
Notice that K is a renewal counting process representing the number of arrivals of the process (8)
in the interval (0, t].
Theorem A.2 Let ξ = (ξt)t≥0 be as in (8); and let K be as in Theorem A.1. The integrated process,
ξ∗ = (ξ∗t )t≥0, where ξ∗t =
∫ t
0
ξsds, is given by
ξ∗t =
Kt−1∑
n=0
(Yn − YKt)Vn+1 + YKtt,
taking Y0 = x.
B Estimation
B.1 Development of estimation methods for the SF-Harris process when
Q is a GIG distribution
The no difference no jump method (NDNJ)
We locate the set J = {j : xj 6= xj−1}. If J is empty, then αˆ = 0, otherwise αˆ =
(
1
|J|
∑
j∈J tj
)−1
.
To obtain (λˆ, κˆ, ηˆ) we maximize numerically
L(λ, κ, η) =
∑
j∈J
logGIG(xj |λ, κ, η)
using the BFGS quasi-Newton algorithm (named after Broyden, Fletcher, Goldfarb, and Shanno).
Such an algorithm has proven to have good performance for non-smooth optimizations (see, e.g.,
Nocedal and Wright, 2006).
Maximum likelihood estimation (MLE)
The corresponding log-likelihood is four-dimensional. Because of the convoluted form of its gradient
we apply the Nelder-Mead method (Nelder and Mead, 1965) to maximize it.
Expectation-maximization algorithm (EM)
It remains to expand the expression
n∑
i=0
p
(k−1)
i logQ(xi|β), which in this case is proportional to
n∑
i=0
p
(k−1)
i
[
− log{Kλ(κ)} − λ log(η) + (λ− 1) log(xi)− κ
2
(
η
xi
+
xi
η
)]
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or, alternatively,
−m(k−1) log{Kλ(κ)} −m(k−1)λ log(η) + (λ− 1)S(k−1)1 −
κ
2
(
ηS
(k−1)
2 +
1
η
S
(k−1)
3
)
,
where m(k−1) =
n∑
i=1
p
(k−1)
i , S
(k−1)
1 =
n∑
i=1
p
(k−1)
i log(xi), S
(k−1)
2 =
n∑
i=1
p
(k−1)
i /xi, and S
(k−1)
3 =
n∑
i=1
p
(k−1)
i xi.
We maximize numerically at each iteration, using BFGS algorithm.
Gibbs sampler
We assume pi(λ, κ, η) = pi(λ)pi(κ)pi(η), with λ ∼ N(µλ, σ2λ), κ ∼ Ga(aκ, bκ), and η ∼ Ga(aη, bη). The
final joint log-density function is
log pi(λ, κ, η|α,x, z) =
n∑
i=1
zi logQ(xi|β) + log pi(λ) + log pi(κ) + log pi(η).
With an analogous calculation to the one done in the EM method we obtain
n∑
i=0
zi logQ(xi|β) = −m log{Kλ(κ)} −mλ log(η) + (λ− 1)S1 − κ
2
(
ηS2 +
1
η
S3
)
,
where m =
∑n
i=1 zi, S1 =
∑n
i=1 zi log(xi), S2 =
∑n
i=1 zi/xi, and S3 =
∑n
i=1 zixi. Therefore, the
full conditional log-distributions are:
log pi(λ|α, κ, η,x, z) = −n log{Kλ(κ)} − λn log(η) + (λ− 1)S1 − 1
2σ2λ
(λ− µλ)2,
log pi(κ|α, λ, η,x, z) = −n log{Kλ(κ)} − κ
2
(
ηS2 +
1
η
S3
)
+ (aκ − 1) log(κ)− bκκ,
log pi(η|α, λ, κ,x, z) = −λn log(η)− κ
2
(
ηS2 +
1
η
S3
)
+ (aη − 1) log(η)− bηη.
We use the Adaptive Rejection Metropolis Sampling method to simulate them.
B.2 KL divergence of GIG distributions
The Kullback-Leibler divergence KL(p, pˆ) is a non-symmetric similarity measure between two prob-
ability distribution functions p and pˆ defined as
KL(p, pˆ) =
∫
X
p(x) log
p(x)
pˆ(x)
dx.
We use it as a measure of the amount of information lost by working with the estimated model
instead of the real one. If p(x) = GIG(x|λ, κ, η) and pˆ(x) = GIG(x|λˆ, κˆ, ηˆ), then
p(x)
pˆ(x)
=
Kλˆ(κˆ)
Kλ(κ)
ηˆλˆ
ηλ
xλ−λˆ exp
[
−1
2
{
(κη − κˆηˆ) 1
x
+
(
κ
η
− κˆ
ηˆ
)
x
}]
.
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Figure 5: Approximation of the periodicity function fˆ(t) of IBM stock prices.
KL divergence
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Figure 6: In solid appears the GIG(0, 3, 4) density function. The dotted lines are different approxi-
mations of the GIG class to such a distribution along with their KL divergence.
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Table 4: KL divergence between p(x) = GIG(x|0, 3, 4) and pˆ(x) = GIG(x|λˆ, κˆ, ηˆ)
KL(p, pˆ) 0.06 0.36 2.48 6.05 49.75
λˆ 3.5 -1 2 7 50
κˆ 0.8 2 10 3 20
ηˆ 0.6 10 6 4 4
It follows that
KL(p, pˆ) = f(λ, κ,η, λˆ, κˆ, ηˆ) + (λ− λˆ)E[logX]
− 1
2
{
(κη − κˆηˆ)E
[
1
X
]
+
(
κ
η
− κˆ
ηˆ
)
E[X]
}
,
where X ∼ p, and f(λ, κ, η, λˆ, κˆ, ηˆ) = log{Kλˆ(κˆ)} − log{Kλ(κ)}+ λˆ log(ηˆ)− λ log(η).
Making Rλ(κ) = Kλ+1(κ)/Kλ(κ), it is known that:
(i) E[X] = Rλ(κ)η.
(ii) E
[
X−1
]
= η−1
(
Rλ(κ)− 2λκ−1
)
.
(iii) E[log(X)] = log(η) +
d
dλ
Kλ(κ) {Kλ(κ)}−1 .
As an example, we set λ = 0, κ = 3, and η = 4, and compute the KL divergence for different
approximations (Table 4 and Figure 6). We can observe that in certain situations, although the
approximated parameters are extremely different from the real one, the distribution approximation
is good. Because of this, the divergence is used to measure the fit, rather than an established
measure for each parameter.
B.3 Final density of µ and β
To facilitate the calculations display we assume that times are equidistant and h denotes the distance
between them. We also assume pi(µ, β) = pi(µ)pi(β), with µ ∼ N(mµ, σ2µ), and β ∼ N(mβ , σ2β). Their
joint posterior density is given by
pi(µ, β|R1, ..., Rn−1) = f(R1, ..., Rn−1|µ, β)pi(µ, β),
where
f(R1, ..., Rn−1|µ, β) = f(R1, ..., Rn−1|H∗1 , ...,H∗n−1, µ, β)f(H∗1 , ...,H∗n−1|µ, β)
∝ exp
{
n−1∑
i=1
− 1
2H∗i
(Ri − µh− βH∗i )2
}
,
since R1|H∗1 , ..., Rn−1|H∗n−1 are independent, and H∗1 , ...,H∗n−1 do not depend on µ or β.
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After some algebra we obtain that, making R¯ = 1n−1
n−1∑
i=1
Ri, R¯2 = 1n−1
n−1∑
i=1
Ri
H∗i
, H¯∗ = 1n−1
n−1∑
i=1
H∗i ,
and H¯∗2 =
1
n−1
n−1∑
i=1
1
H∗i
, the last expression becomes
f(R1, ..., Rn−1|µ, β) ∝ exp
{
−1
2
(
µ2h2H¯∗2 − 2µhR¯2 + 2hµβ + β2H¯∗ − 2βR¯
)}
.
Since
pi(µ) ∝ exp
{
− 1
2σ2µ
(
µ2 − 2µmµ
)}
and pi(β) ∝ exp
{
− 1
2σ2β
(
β2 − 2βmβ
)}
,
taking A = h2H¯∗2 + (σ2µ)−1, B = hR¯2 + (mµ)(σ2µ)−1, C = h, D = H¯∗ + (σ2β)
−1, and E =
R¯+ (mβ)(σ
2
β)
−1, we get
pi(µ, β|R1, ..., Rn−1) ∝ exp
{
−1
2
(
µ2A− 2µB + 2µβC + β2D − 2βE)} .
Now marginalizing,
pi(µ|R1, ..., Rn−1) ∝ exp
{
−1
2
(
µ2A− 2µB)}∫ exp [−1
2
{
β2D − 2β(E − µC)}] dβ
∝ exp
{
−1
2
(
µ2A− 2µB)} exp{−1
2
(
−µ
2C2 − 2µEC
D
)}
∝ exp
[
−1
2
(
A− C
2
D
){
µ−
(
DB − EC
AD − C2
)}2]
.
So if we assign F = AD−C2, then µ|(R1, ..., Rn−1) ∼ N(m˜µ, σ˜2µ), with m˜µ = (DB−EC)F−1, and
σ˜2µ = DF
−1. With an analogous calculation it can be proven β|(R1, ..., Rn−1) ∼ N(m˜β , σ˜2β), with
m˜β = (EA−BC)F−1, and σ˜2β = AF−1.
C Empirical Analysis
C.1 Cleaning procedure
To clean the data we implemented the step-by-step procedure proposed by Barndorff-Nielsen et al.
(2009). Part of the procedure is to delete (or replace) entries with a repeated time stamp, a zero
transaction price, or a time stamp outside the exchange hours. No entries were found in any of
these cases. Hence, we proceeded by creating a single variable that represents the stock price. We
computed the standard deviation between the open and close price for each observation, finding
is less than 0.1 for 95 percent of the sample. This suggests that creating such a new variable by
averaging the open and close prices makes sense, we call it average price.
Two remaining steps of the cleaning procedure were run using the average price. The first one is
to delete entries for which the average price exceeds by more than 50 times the median on that day.
Once again no entries were removed. The second step is to replace entries for which the average
price deviated by more than 10 mean absolute deviations from a rolling centered median (excluding
the observation under consideration) of 50 observations (25 observations before and 25 after). This
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was performed in a slightly different way, restricting the observations from the rolling median to be
on the same day. A total of 154 entries was replaced in this step, which is around 0.05 percent of
the sample size.
C.2 Jump detection
To detect the jumps we use the bipower variation. The bipower variation, introduced in Barndorff-
Nielsen and Shephard (2004), equals the quadratic variation of the continuous component and, in a
range of cases, it produces an estimator of integrated volatility in the presence of jumps. It can be
consistently estimated, and the estimator is called realized bipower variance.
The difference between the realized variance and the realized bipower variance is, consequently, a
good indicator for the squared jumps; but nothing prevents this difference from becoming negative
in a given finite sample. Thus, following Barndorff-Nielsen and Shephard (2004) suggestion, we
calculate at every fifteen minutes the maximum value between such a difference and zero. The top
0.1 percent values are considered intervals with jumps. We explore individually those fifteen minute
intervals, marking the entry that differs the most from the interval mean as a jump. Notice we mark
exactly one jump in each interval. This could be restrictive and is fixed by running the procedure
a few times. We found that in these data it suffices to run it twice, so around 0.2 percent of the
sample observations were considered as jumps and deleted.
C.3 Periodic component estimation
The most natural method for the periodic component estimation is to approximate the expected
value with the sample mean,
fˆ(t) =
1
|G(t)|
∑
r∈G(t)
τr
1
d
∫
w(r)
τsds
,
with G(t) = {r : c(r) = t}, and w(r) the local window which contains r; standardizing such an
approximation so it meets the condition 1d
∫ d
0
f(s)ds = 1. Nonetheless, this estimator may be biased
in the presence of jumps. Since we have eliminated the sample jumps, we can apply it without such
concern. Still if, for a given t, the standard deviation of the G(t) values exceeded the standard
deviation of the sample; we computed the mean with those values lying below the 0.9-quantile. It
is noteworthy that, when evidence of jump presence is found, robust estimation methods can be
further explored; extending the ideas exposed in Boudt et al. (2011) to the GIG-Harris process.
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D Proofs
Proof 1 (Theorem 2.2)
H∗t =
∫ t
0
{x1s<T1 +
∞∑
n=1
Yn1s∈[Tn,Tn+1)} ds
= x
∫ t∧T1
0
ds+
∞∑
n=1
Yn
∫ t∧Tn+1
t∧Tn
ds.
Since Y0 = x and T0 = 0, it follows
H∗t =
∞∑
n=0
Yn{(t ∧ Tn+1)− (t ∧ Tn)}.
Equivalently,
H∗t =
Nt−1∑
n=0
Yn(Tn+1 − Tn) + YNt(t− TNt)
=
Nt−1∑
n=0
YnSn+1 + YNt
(
t−
Nt−1∑
n=0
Sn+1
)
=
Nt−1∑
n=0
(Yn − YNt)Sn+1 + YNtt.
Lemma 1 For any sequence of independent identically distributed random variables X1, ..., Xn, and
any a1, ..., an ∈ R whose sum is nonzero, it holds that
E
[
Xj∑n
i=1 aiXi
]
=
1∑n
i=1 ai
, j = 1, ..., n.
Proof 2 (Lemma 1) Let
k = E
[
Xj∑n
i=1 aiXi
]
for all j = 1, ..., n, then,
1 = E
[∑n
i=1 aiXi∑n
i=1 aiXi
]
=
n∑
i=1
aiE
[
Xi∑n
i=1 aiXi
]
= k
n∑
i=1
ai.
Proof 3 (Proposition 1) The case Nd = 0 is trivial, hence, we assume Nd > 0. First, we consider
that f is a measurable simple function, meaning that
f(t) =
m∑
j=1
BjI(bj−1,bj ](t),
where 0 = b0 < b1 < · · · < bm−1 < bm = d, and B1, ..., Bm ∈ R. Then, it follows that, taking
Fd = σ(Ns : s ≤ d),
E
[
YNt
1
d
∫ d
0
f(s)YNsds
]
= E
[
E
[
YNt
1
d
∫ d
0
f(s)YNsds
∣∣∣∣∣ Fd
]]
.
Now, denoting with S1, S2, ... the time between jumps of N , given Fd, let n = Nd, We define J0 = 0,
Ji =
∑i−1
k=0 Sk for i = 1, ..., n− 1, and Jn = d. Next, we create a new partition of the interval [0, d]
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by taking the common refinement of partitions 0 = b0 < · · · < bm = d and 0 = J0 < · · · < Jn = d
(consisting of all different points from the two partitions renamed in order). Suppose we get the
partition 0 = v0 < · · · < vr = d. There is a representation of f in terms of such a partition,
f(t) =
r∑
j=1
BˆjI(vj−1,vj ](t),
and, consequently, ∫ d
0
f(s)YNsds =
r∑
j=1
BˆjYj(vj − vj−1).
Moreover, Nt ∈ {0, ..., Nd}, so S0, ..., SNd−1, Nt, and Nd are Fd-measurable. Therefore, applying
Lemma 1 we get
E
[
YNt
1
d
∫ d
0
f(s)YNsds
∣∣∣∣∣ Fd
]
=
1
1
d
∑r
j=1 Bˆj(vj − vj−1)
,
but
1
d
r∑
j=1
Bˆj(vj − vj−1) = 1
d
∫ d
0
f(s)ds = 1.
So we obtain the desired equality for measurable simple functions.
Now, if f is any measurable function, then there is an increasing sequence (fn)n∈N of measurable
simple functions which converge punctually to f (almost surely). Thus, as is customary in proofs,
the desired equality follows using the case proven for measurable simple functions, and applying the
Monotone Convergence Theorem.
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