Abstract-To increase learning accuracy, it is important to remove misleading, redundant, and irrelevant features. Fuzzy rough set offers formal mathematical tools to reduce the number of attributes and determine the minimal subset. Unfortunately, using the formal approach is time consuming, particularly if a large dataset is used. In this paper, an efficient algorithm for finding a reduct is introduced. Several techniques are proposed and combined with the harmony search, such as using a balanced fitness function, fusing the classical ranking methods with the fuzzy-rough method, and applying binary operations to speed up implementation. Comprehensive experiments on 18 datasets demonstrate the efficiency of using the suggested algorithm and show that the new algorithm outperforms several well-known algorithms.
I. INTRODUCTION
Several methods have been used in recent decades to reduce the number of attributes in machine learning and data mining applications. However, the major drawback of the classical methods is that the optimal subset is not guaranteed to be found by either a theoretical or practical approach. Therefore, fuzzy rough sets have become a popular tool for discovering the optimal or near-optimal subset [1] . Fuzzy rough set is advocated for handling real attributes, discrete attributes, or mixtures of both. It is a suitable tool for dealing with noisy, vague, uncertain, or inexact information. Furthermore, additional information about the data or the source of the data, such as the probability distribution, is not needed [2, 3] . The most successful application of fuzzy rough sets is finding the optimal subset of attributes, which are equivalent to the complete set of attributes in terms of classification accuracy or similar tasks [4, 5] . There are several advantages to using the optimal subset of attributes instead of the complete set of attributes. These include increased classification accuracy, saved computation time and storage space, removal of irrelevant attributes, reduced dimensionality, facilitation of extraction of the rules, and interpretation of the results [6] .
Finding the optimal subset using fuzzy rough set techniques is an NP-complete problem; thus, many heuristic, greedy, and dynamic algorithms have been suggested in the literature to overcome this obstacle and reduce the time required to find a suitable subset [7] . Two main fitness functions are generally used. The first is based on the degree of dependency, and the second is based on a discernibility matrix. Chen et al. constructed a reduct by using minimal elements in the discernibility matrix [8] . Zhang et al. used a greedy technique in which priority was given to the highest-appearing frequency attribute in the discernibility matrix [9] . Jensen and Shen modified the original rough set algorithm by defining a new entropy equation as a fitness function [10] . Wang et al. used particle swarm optimization to find a reduct in which the position of the best particle (the reduct) was updated after calculating the classification quality [11] . Diao and Chen modified the harmony search by treating the musicians independently; a feature is included in the subset if one musician votes for it. They called the suggested model vertical harmony search (VHS) [12] . Tsang et al. developed an algorithm using a discernibility matrix to compute all of the attributes' reductions [13] . Another direction of rough set research focuses on enhancing the accuracy of special cases, such as imbalanced or noisy data. Liu et al. introduced three algorithms based on rough set to deal with imbalanced data: weighted attribute reduction, weighted rule extraction, and weighted decision algorithm [14] . Chen et al. developed a kernel-based rough theory and used kernels as fuzzy similarity relations [15] [16] [17] . Hu et al. suggested a new dependence function inspired by a soft margin support vector machine, and they showed that the new model could be used to reduce the influence of noise [18] . In this paper, contrary to previous studies, the fitness functions of the harmony search utilize classical ranking techniques, a discernibility matrix, and the degree of dependency of each individual attribute. Moreover the suggested operations can easily be speeded up by converting them to binary operations.
The rest of this paper is organized as follows: Section 2 introduces the basics of the rough set theory and the reduct extraction algorithms. Section 3 discusses the fuzzy rough sets and the related notation, and Section 4 provides a short introduction to the harmony search. probability distribution of the attributes, the proposed binary operations, and the modified harmony search for reduct finding. Section 6 compares the suggested algorithm with previous studies, and the conclusion is provided in Section 7.
II. ROUGH SETS
An approximate space or information system is [19] :
where 
The subset PA  generates an indiscernibility relation as follows:
and the partition of U by P is
where p i is an equivalence class. Let XU  , then the lower approximation of X with respect to P is defined as:
and the upper approximation of X with respect to P is defined as:
The positive, negative, and boundary regions of D on P can be defined as follows:
A reduct RED(IS) is the minimal subset of attributes that is equivalent to the whole set of attributes and can be used to classify the objects in the universe set efficiently, while the core is the intersection of all reducts:
. The accuracy of the approximation is defined as:
The degree of dependency of D on P, or the quality of the classification, is
, then D depends totally on P. A discernibility matrix is a symmetric UU  matrix and can be defined as follows:
The core and the reduct can be redefined by using the discernibility matrix such that the core is the union of the single entries, while the reduct is a minimal subset M where ij Md   for all entries ij d in the discernibility matrix. Two main methods are used to find a reduct (the minimal subset of attributes). The first is by using the degree of dependency, such as QuickReduct, which is described in Algorithm 1, and the second is by using the discernibility matrix [20] .
Algorithm 1: QuickReduct Input: C, the set of all the conditional attributes. D, the set of decision attributes
Another technique for finding a minimal subset is by using an entropy-based reduction as follows:
where a i are the attributes and c j are the targets. The entropy-based algorithm replaces the increment condition in QuickReduct by (
III. FUZZY ROUGH SETS
To improve the attributes selection, the previous rough set algorithms must be extended to fuzzy rough sets. The main reasons are that first, most datasets contain realvalued attributes, and second, rough set algorithms cannot handle noisy data. Fuzzy equivalence classes are the central concept of fuzzy rough sets and can be defined as follows [15, 21] :
where ( , ) R xy  is a fuzzy similarity relation and can be any distance function or kernel. In this paper the Gaussian function is used:
Therefore, the fuzzy-rough lower and upper approximations can be redefined as follows:
where E k is a fuzzy equivalence class. The fuzzy positive region can be defined by
and the fuzzy-rough dependency function is
The extended version of QuickReduct is described in Algorithm 2 [22] . (23) where min and max are the minimum and maximum values. other meta-heuristic techniques can be used such as genetic algorithms or Tabu search [27, 28] .
V. A NEW REDUCT ALGORITHM
Several techniques are imbedded in the standard harmony search to find a reduct efficiently in Algorithm 4. The suggested techniques include using a balanced fitness function, fusing the classical ranking methods with the fuzzy-rough method, and applying binary operations to speed up implementation. Furthermore a new vector is added to the harmony memory if it is better than the best vector, and the pitch adjusting step is removed.
A suitable fitness function must maximize the covered subsets (a subset is covered if at least one attribute from is the constant that is used to reduce the probability of selecting an attribute (in this paper d is 0.75). The aim of this constant is to consistently prevent the attributes that have high ranks from being selected most of the time. Two ranking methods were used in this study. The first was the T-test, and the second was the fuzzy-rough dependency function for each individual attribute. Both methods can be implemented linearly. The T-test can be described as follows:
where  is the mean,  is the standard deviation, and m is the number of samples. The positive and negative signs indicate the positive and negative regions. Most of the operations in Algorithm 4 can be implemented using binary operations. For example, consider the following discernibility matrix: In the event that df contains negative values, all the entries in best CV corresponding to the non-zeros in R will be decreased by one.
VI. EXPERIMENTAL RESULTS
In this section the proposed algorithm is tested using 18 datasets from UCI [29] . The selected datasets have mixed features (discrete and continuous). The number of features, samples, and classes are summarized in Table 1 . All experiments were carried out using Matlab 9 on a dual-core CPU with 2.3 GHz and 1.8 GB of RAM. Table  2 compares the length of the reduct with four algorithms: Fuzzy-Rough QuickReduct (FRQR), vertical harmony search (VHS) from [18] , particle swarm optimization (PSO) from [15] , and matrix from [24] . It is important to note that the best reduct is not the shortest one the one that is closest to the optimal; thus, the matrix algorithm and the proposed algorithm are better than the other algorithms in term of reduct length. As shown in Tables  3 and 4 , the support vector machine (SVM) and Neural networks, respectively, are applied to the selected reduct for each algorithm. In both methods, ten-fold is used to estimate the classification accuracy. The results indicate that the matrix algorithm and the proposed algorithm have almost the same classification rate, outperform the other algorithms, and are even better than the complete set of features. Table 5 compares the required times to find the reduct using each algorithm. It is clear that the proposed algorithm is faster than the other tested algorithms for most of the tested datasets. The efficiency of the new algorithm becomes even more obvious for larger datasets, such as German, car, and wdbc.
VII. CONCLUSION
In this paper, we presented a new reduct algorithm based on a modified harmony search. The proposed fitness function integrates the advantages of several techniques, classical ranking methods, discernibility matrix, and degree of dependency. In contrast to previous work, the suggested algorithm can find the minimum subset of attributes without sacrificing accuracy or computation time. Moreover, the superiority of the suggested algorithm becomes clearer when larger datasets are used. A future investigation will focus on extending the suggested algorithm to deal with imbalanced and very noisy data. This can be done by using another kernel as a membership function or by integrating soft margin with the suggested algorithm. 
