Decision-theoretic specification of credal networks: A unified language for uncertain modeling with sets of Bayesian networks  by Antonucci, Alessandro & Zaffalon, Marco
Decision-theoretic speciﬁcation of credal networks:
A uniﬁed language for uncertain modeling with sets
of Bayesian networks
Alessandro Antonucci *, Marco Zaﬀalon
Istituto Dalle Molle di Studi sull’Intelligenza Artiﬁciale (IDSIA), Galleria 2, CH-6928 Manno (Lugano), Switzerland
Available online 29 February 2008
Abstract
Credal networks are models that extend Bayesian nets to deal with imprecision in probability, and can actually be
regarded as sets of Bayesian nets. Credal nets appear to be powerful means to represent and deal with many important
and challenging problems in uncertain reasoning. We give examples to show that some of these problems can only be mod-
eled by credal nets called non-separately speciﬁed. These, however, are still missing a graphical representation language and
updating algorithms. The situation is quite the opposite with separately speciﬁed credal nets, which have been the subject
of much study and algorithmic development. This paper gives two major contributions. First, it delivers a new graphical
language to formulate any type of credal network, both separately and non-separately speciﬁed. Second, it shows that any
non-separately speciﬁed net represented with the new language can be easily transformed into an equivalent separately
speciﬁed net, deﬁned over a larger domain. This result opens up a number of new outlooks and concrete outcomes: ﬁrst
of all, it immediately enables the existing algorithms for separately speciﬁed credal nets to be applied to non-separately
speciﬁed ones. We explore this possibility for the 2U algorithm: an algorithm for exact updating of singly connected credal
nets, which is extended by our results to a class of non-separately speciﬁed models. We also consider the problem of infer-
ence on Bayesian networks, when the reason that prevents some of the variables from being observed is unknown. The
problem is ﬁrst reformulated in the new graphical language, and then mapped into an equivalent problem on a separately
speciﬁed net. This provides a ﬁrst algorithmic approach to this kind of inference, which is also proved to be NP-hard by
similar transformations based on our formalism.
 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We focus on credal networks (Section 3) [1], which are a generalization of Bayesian nets. The generalization
is achieved by relaxing the requirement that the conditional mass functions of the model be precise: with credal
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nets each of them is only required to belong to a closed convex set. Closed convex sets of mass functions are
also known as credal sets after Levi [2]. Using credal sets in the place of mass functions makes credal networks
an imprecise probability model [3]. It can be shown, in particular, that a credal network is equivalent to a set of
Bayesian nets with the same graph.
An important question is whether or not all credal networks can be represented in a way that emphasizes
locality. The answer is positive if we restrict the attention to the most popular type of credal networks, those
called separately speciﬁed (Section 4). In this case, each conditional mass function is allowed to vary in its cre-
dal set independently of the others. The representation is naturally local because there are no relationships
between diﬀerent credal sets. The question is more complicated with more general speciﬁcations of credal net-
works, which we call non-separately speciﬁed (Section 5). The idea of non-separately speciﬁed credal nets is in
fact to allow for relationships between conditional mass functions in diﬀerent credal sets, which can be far
away from each other in the net.
Although the idea of non-separately speciﬁed credal nets is relatively intuitive, it should be stressed that this
kind of nets has been investigated very little: in fact, there has been no attempt so far to develop a general
graphical language to describe them; and there is no algorithm to compute with them.1 This appears to be
an unfortunate gap in the literature as the non-separate speciﬁcation seems to be the key to model many
important problems (Sections 5.1–5.4). Separately speciﬁed credal nets, on the other hand, have been the sub-
ject of much algorithmic development (see [1] for an overview of the main results in this ﬁeld).
In this paper, we give two major contributions. First, we deﬁne a uniﬁed graphical language to locally spec-
ify credal networks in the general case (Section 6). This speciﬁcation is called decision-theoretic being inspired,
via the Cano-Cano-Moral (CCM) transformation [5], by the formalism of inﬂuence diagrams, and more gen-
erally of decision graphs [6]. In this language the graph of a credal network is augmented with control nodes
that express the relationships between diﬀerent credal sets. We give examples to show that the new language
provides one with a natural way to deﬁne non-separately speciﬁed nets; and we give a procedure to reformu-
late any separately speciﬁed net in the new language.
Second, we make a very simple observation (Section 7), which has surprisingly powerful implications: we
show that for any credal network speciﬁed with the new language there is a separately speciﬁed credal net-
work, deﬁned over a larger domain, which is equivalent. The procedure to transform the former into the latter
network is very simple, and takes only linear time. The key point is that this procedure can be used as a tool to
‘‘separate” the credal sets of non-separately speciﬁed nets. This makes it possible to model, by separately spec-
iﬁed nets, problems formerly modeled by non-separately speciﬁed ones; and hence to use any (both exact and
approximate) existing algorithm for separately speciﬁed nets to solve such problems.
In Section 8, we explore this possibility in the case of the 2U algorithm [7]: a polynomial time algorithm for
exact updating of singly connected credal networks with binary variables. We show that the algorithm, orig-
inally designed only for separately speciﬁed credal networks, can be extended to deal exactly and eﬃciently
also with a class of non-separately speciﬁed models.
Our contributions also apply to the problem of belief updating on Bayesian networks by the conservative
inference rule [8], which is a rule modeling situations where the reason that prevents some of the variables from
being observed is unknown. The problem has been mapped onto a standard updating problem on a non-sep-
arately speciﬁed credal network [9], a result not straightforward to exploit in practice because of the lack of
algorithms for non-separately speciﬁed credal networks. A feasible solution of this problem based on our for-
malism is presented in Section 9. First, we represent the problem by the new decision-theoretic language. Sec-
ond, we use our transformation to reformulate the problem on a separately speciﬁed credal network deﬁned
over a larger domain. At this point, the problem can be solved by the existing algorithms for separately spec-
iﬁed credal nets. Additionally, we also prove the NP-hardness of belief updating with this rule by similar trans-
formations based on the results presented in this paper.
Some comments and perspectives for future developments are discussed in Section 10. The more technical
parts of this paper are collected in Appendix A.
1 An exception is the classiﬁcation algorithm developed for the naive credal classiﬁer [4], but it is ad hoc for a very speciﬁc type of
network. More generally speaking, it is not unlikely that some of the existing algorithms for separately speciﬁed nets can be extended to
special cases of non-separate speciﬁcation, but we are not aware of any published work dealing with this issue.
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2. Basic notation and Bayesian networks
Let us ﬁrst deﬁne some notation and the notion of Bayesian network. Let2 X :¼ ðX 1; . . . ;XnÞ be a collection
of random variables, which take values in ﬁnite sets, and G a directed acyclic graph (DAG), whose nodes are
associated to the variables in X. For each X i 2 X, XX i is the possibility space of X i, xi a generic element of XX i ,
P ðX iÞ a mass function for X i and P ðxiÞ the probability that X i ¼ xi. If X i is a binary variable, we denote the
elements of XX i by fxi;:xig. The parents of X i, according to G, are denoted by the joint variable Pi, whose
possibility space is XPi . For each pi 2 XPi , P ðX ijpiÞ is the conditional mass function for X i given the joint value
pi of the parents of X i. This formalism is suﬃcient to introduce the deﬁnition of Bayesian network.
Deﬁnition 1. A Bayesian network (BN) over X is a pair hG;Pi such that P is a set of conditional mass
functions P ðX ijpiÞ, one for each X i 2 X and pi 2 XPi .
We assume the Markov condition to make G represent probabilistic independence relations between the
variables in X: every variable is independent of its non-descendant non-parents conditional on its parents.
Thus, a BN determines a joint mass function P ðXÞ according to the following factorization formula:
P ðxÞ ¼
Yn
i¼1
P ðxijpiÞ; ð1Þ
for each x 2 XX, where for each i ¼ 1; . . . ; n the values ðxi; piÞ are those consistent with x.
3. Credal sets and credal networks
Credal networks extend Bayesian nets to deal with imprecision in probability. This is obtained by means of
closed convex sets of probability mass functions, which are called credal sets [2]. We follow [10] in considering
only ﬁnitely generated credal sets, i.e., obtained as the convex hull of a ﬁnite number of mass functions. Geo-
metrically, a credal set is a polytope. A credal set contains an inﬁnite number of mass functions, but only a
ﬁnite number of extreme mass functions: those corresponding to the vertices of the polytope, which are, in gen-
eral, a subset of the generating mass functions. A credal set over X is denoted as KðX Þ and the set of its
extreme mass functions as ext½KðX Þ. Given a joint credal set KðX ; Y Þ, the marginal credal set for X is the credal
set KðX Þ obtained by the element-wise marginalization of Y from all the joint mass functions
P ðX ; Y Þ 2 KðX ; Y Þ. We similarly denote as KðX jyÞ a conditional credal set over X given a value y of Y, i.e.,
a credal set of conditional mass functions P ðX jyÞ obtained by element-wise application of Bayes rule. Finally,
given a non-empty subset X0X  XX , a particularly important credal set for our purposes is the vacuous credal
set for X0X , i.e., the set of all mass functions over X assigning probability one to X
0
X . We denote this set as
KX0X ðX Þ. In the following, we will use the well known fact that the vertices of KX0X ðX Þ are the3 jX0X j degenerate
mass functions assigning probability one to the single elements of X0X .
Deﬁnition 2. A credal network (CN) over X is a pair hG; fP1; . . . ;Pmgi such that hG;Pji is a Bayesian network
over X for each j ¼ 1; . . . ;m.
The BNs fhG;Pjigmj¼1 are said to be the compatible BNs of the CN speciﬁed in Deﬁnition 2.
The CN hG; fP1; . . . ;Pmgi determines the following credal set:4
KðXÞ :¼ CHfP 1ðXÞ; . . . ; PmðXÞg; ð2Þ
where CH denotes the convex hull of the jXXj-dimensional points represented by fP jðXÞgmj¼1, which are the
joint mass functions determined by the compatible BNs of the CN. This convexiﬁcation is necessary to ensure
consistency with Walley’s theory of coherent lower previsions [3]. With an abuse of terminology, we call the
2 The symbol ‘‘:¼” is used for deﬁnitions.
3 The cardinality of a set X is denoted as jXj.
4 Generally speaking the fact that all the joint mass functions fPjðXÞgmj¼1 in Eq. (2) factorize as in Eq. (1) does not imply that the every
P ðXÞ 2 KðXÞ should do the same.
A. Antonucci, M. Zaﬀalon / Internat. J. Approx. Reason. 49 (2008) 345–361 347
credal set in Eq. (2) the strong extension of the CN, by analogy with the notion provided in the special case of
separately speciﬁed CNs (see Section 4).
Inference over a CN is intended as the computation of upper and lower bounds for the posterior expecta-
tion of a given function of X, considered for each P ðXÞ 2 KðXÞ. This optimization on a continuous domain is
in practice a combinatorial task, as lower and upper expectations can be equivalently computed considering
only the vertices ext½KðXÞ [3]. If the function of X to be considered is an indicator, inference is simply called
updating. Other important inference problems can be also considered on CNs (e.g., dominance relations and
non-dominated options computation [3, Section 3.9]). In this paper, we provide some equivalent representa-
tions of the strong extension that can be therefore applied to general inference problems.
4. Separately speciﬁed credal networks
The main feature of probabilistic graphical models, which is the speciﬁcation of a global model through a
collection of sub-models local to the nodes of the graph, contrasts with Deﬁnition 2, which represents a CN as
an explicit enumeration of BNs.
Nevertheless, there are speciﬁc subclasses of CNs that deﬁne a set of BNs as in Deﬁnition 2 through local
speciﬁcations. This is for example the case of CNs with separately speciﬁed credal sets,5 which are simply
called separately speciﬁed CNs in the following. This speciﬁcation requires each conditional mass function
to belong to a (conditional) credal set, according to the following deﬁnition.
Deﬁnition 3. A separately speciﬁed CN over X is a pair hG;Ki, where K is a set of conditional credal sets
KðX ijpiÞ, one for each X i 2 X and pi 2 XPi .
The strong extension KðXÞ of a separately speciﬁed CN [10] is deﬁned as the convex hull of the joint mass
functions P ðXÞ, with, for each x 2 XX:
PðxÞ ¼
Yn
i¼1
P ðxijpiÞ;
P ðX ijpiÞ 2 KðX ijpiÞ
for each X i 2 X; pi 2 Pi: ð3Þ
Here KðX ijpiÞ can also be replaced by ext½KðX ijpiÞ (see Proposition 1 in Appendix A).
5. Non-separately speciﬁed credal networks
Separately speciﬁed CNs are the most popular type of CN, but it is clearly possible to consider a CNs that
cannot be formulated as in Deﬁnition 3. This corresponds to having relationships between the diﬀerent spec-
iﬁcations of the conditional credal sets, which means that the possible values for a given conditional mass
function can be aﬀected by the values of some other conditional mass functions. A CN of this kind is said
to be non-separately speciﬁed.
As an example, some authors considered so-called extensive speciﬁcations of CNs [11], where instead of a
separate speciﬁcation for each conditional mass function as in Deﬁnition 3, the generic probability table
PðX ijPiÞ, i.e., a function of both X i and Pi, is deﬁned to belong to a ﬁnite set of tables (see Fig. 1). The strong
extension of an extensive CN is obtained as in Eq. (3), by simply replacing the separate requirements for each
single conditional mass function with extensive requirements about the tables which take values in the corre-
sponding ﬁnite set.
Let us illustrate by a few examples that the necessity of non-separately speciﬁed CNs naturally arises in a
variety of problems.
5.1. Conservative inference rule
The conservative inference rule (CIR) is a new rule for updating beliefs with incomplete observations [12].
CIR models the case of mixed knowledge about the process preventing the observation of some of the vari-
5 Some authors use also the expression locally deﬁned CNs [10].
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ables from being obtained: this incompleteness process is assumed to be nearly unknown6 for some variables,
while the others are assumed to be missing at random (MAR) [13]. This leads to an imprecise probability rule,
where all the possible completions of the incomplete observations of the ﬁrst type of variables are considered.
We consider an application of this rule to a BN over the set of variables X, that assigns a positive proba-
bility to any joint state x 2 XX. The set X is partitioned in the following four classes: (i) the queried variable
Xq, (ii) the observed variables XE, (iii) the unobserved variables XM for which the MAR assumption is known
to hold, and (iv) the variables XI made missing by a process that we basically ignore. CIR leads to the follow-
ing credal set as our updated belief about the queried variable:
KðXqkxIxEÞ :¼ CHfPðXqjxE; xIÞgxI2XXI ; ð4Þ
where the superscript on the double conditioning bar is used to denote beliefs updated with CIR and to specify
the set of missing variables XI assumed to be non-MAR.
In [9], the computation of KðXqkxIxEÞ has been mapped to a standard updating problem on a CN deﬁned
over a larger domain. The CN is obtained from the original BN by the following procedure.
Transformation 1. Iterate, for each X 2 XI , the following operations: (i) add an auxiliary node7 X 0, which is
a child of X and corresponds to a binary variable; (ii) specify the conditional probability table P ðX 0jX Þ to
belong to the following set of jXX j tables:
1 0 0 . . . 0
0 1 1 . . . 1
 
; . . . ;
0 . . . 0 1 0 . . . 0
1 . . . 1 0 1 . . . 1
 
; . . . ;
0 0 0 . . . 0 1
1 1 1 . . . 1 0
  
: ð5Þ
As proved in [9], the conditional credal set in Eq. (4) is equivalent to a credal set computed on the credal net-
work returned by Transformation 1, for the same queried variable, conditional on the available evidence and
on the joint state x0I 2 XX0I of the array X0I of the auxiliary nodes, for which all the variables X 0 2 X0I are in the
states corresponding to the ﬁrst rows of the tables in Eq. (5). This equivalence can be written as
KðXqkxIxEÞ ¼ KðXqjxE; x0IÞ: ð6Þ
Note that Transformation 1 returns a CN which is clearly extensively speciﬁed and hence non-separately spec-
iﬁed. This means that Eq. (6) cannot be used in practice to solve CIR-based updating problems, because of
lack of algorithms for non-separately speciﬁed CNs. In Section 9 this limitation is overcome by means of
the results provided in Sections 6 and 7.
5.2. Qualitative networks
Qualitative probabilistic networks [15] can be regarded as an abstraction of BNs, where the probabilistic
assessments are replaced by qualitative relations describing the inﬂuences or synergies between the variables.
If we regard qualitative nets as credal nets, we see that not all types of relations can be represented by separate
speciﬁcations of the conditional credal sets. This is, for instance, the case of (positive) qualitative inﬂuence,
which requires, for two binary variables A and B, that
6 The notion of nearly unknown incompleteness process is formalized in [12, Sect. 2.2] and is based on very weak assumptions about the
mechanism that makes the observation incomplete.
7 This transformation takes inspirations from Pearl’s prescriptions about boundary conditions for propagation [14, Section 4.3].
Fig. 1. An extensive speciﬁcation of a CN over three binary variables. The compatible BNs of the CN are those obtained by the four
possible combinations of the probability tables P ðBjAÞ and PðCjAÞ. The network is non-separately speciﬁed, as the conditional mass
functions over B, corresponding to the two columns of the conditional probability table P ðBjAÞ, cannot vary one independently of the
other (and similarly for C).
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P ðajbÞP P ðaj:bÞ: ð7Þ
The qualitative inﬂuence between A and B can therefore be modeled by requiring P ðAjbÞ and P ðAj:bÞ to be-
long to credal sets, which cannot be separately speciﬁed because of the constraint in Eq. (7). An extensive spec-
iﬁcation for A should therefore be considered to model the positive inﬂuence of B [16].
5.3. Equivalent graphs for credal networks
Remember that DAGs represent independencies between variables according to the Markov condition.
Diﬀerent DAGs describing the same independencies are said to be equivalent [17]. Thus, a BN can be refor-
mulated using an equivalent DAG. The same holds with CNs, when (as implicitly done in this paper) strong
independence replaces standard probabilistic independence in the Markov condition [18].
Consider, for example, A ! B and B ! A, which are clearly equivalent DAGs. One problem with sepa-
rately speciﬁed CNs is that they are not closed under this kind of (equivalent) structure changes: if we deﬁne
a separately speciﬁed CN for A ! B, and then reverse the arc, the resulting net will not be separately speciﬁed
in general.
In order to see that, we consider the following speciﬁcation of a CN over A ! B, where both A and B are
binary variables: 1
4
6 P ðaÞ 6 1
2
, 1
2
6 P ðbjaÞ 6 3
4
and P ðbj:aÞ ¼ 3
4
. As all the variables are binary, the computation
of the credal set corresponding to these intervals is trivial. E.g., the vertices of KðAÞ are clearly the two mass
functions ½1
4
; 3
4
T and ½1
2
; 1
2
T. Overall, we have a separately speciﬁed CN with four compatible BNs, correspond-
ing to the possible combinations of the two vertices of KðAÞ with the two vertices of KðBjaÞ. From the joint
mass functions corresponding to these BNs, we can evaluate the conditional mass functions for the corre-
sponding BNs over B ! A, which are those corresponding to the following probabilities:
P 1ðbÞ ¼ 11
16
; P 2ðbÞ ¼ 3
4
; P 3ðbÞ ¼ 5
8
; P 4ðbÞ ¼ 3
4
;
P 1ðajbÞ ¼ 2
11
; P 2ðajbÞ ¼ 1
4
; P 3ðajbÞ ¼ 2
5
; P 4ðajbÞ ¼ 1
2
;
P 1ðaj:bÞ ¼ 2
5
; P 2ðaj:bÞ ¼ 1
4
; P 3ðaj:bÞ ¼ 2
3
; P 4ðaj:bÞ ¼ 1
2
:
According to Deﬁnition 2, these four distinct BN speciﬁcations deﬁne a CN over B ! A, which cannot be sep-
arately speciﬁed as in Deﬁnition 3. To see this, note for example that the speciﬁcation P ðbÞ ¼ 5
8
, PðajbÞ ¼ 1
2
and
Pðaj:bÞ ¼ 2
3
, which would be clearly possible if the conditional credal sets were separately speciﬁed, leads to
the inadmissible value P ðaÞ ¼ 9
16
> 1
2
.
It is useful to observe that general, non-separately speciﬁed, CNs do not suﬀer for these problems just
because of their deﬁnition.
5.4. Learning from incomplete data
Given three binary random variables A, B and C, let the DAG A ! B ! C express independencies between
them. We want to learn the model probabilities (i.e., the parameters) for such a DAG from the incomplete
data set in Table 1, assuming no information about the process making the observation of B missing in the
last record of the data set. The most conservative approach in this case is to learn two distinct BNs from
the two complete data sets corresponding to the possible values of the missing observation, and consider
indeed the CN made of these compatible BNs.
Table 1
A data set about three binary variables, ‘‘” denotes a missing observation
A B C
a b c
:a :b c
a b :c
a  c
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To make things simple we compute the probabilities for the joint states by means of the relative frequencies
in the complete data sets.8 Let P 1ðA;B;CÞ and P 2ðA;B;CÞ be the joint mass functions obtained in this way,
which deﬁne the same conditional mass functions for
P 1ðaÞ ¼ P 2ðaÞ ¼ 3
4
;
P 1ðbj:aÞ ¼ P 2ðbj:aÞ ¼ 0;
P 1ðcj:bÞ ¼ P 2ðcj:bÞ ¼ 1;
and diﬀerent conditional mass functions for
P 1ðbjaÞ ¼ 1; P 2ðbjaÞ ¼ 2
3
;
P 1ðcjbÞ ¼ 2
3
; P 2ðcjbÞ ¼ 1
2
:
We have therefore obtained two BNs over A ! B ! C, which can be regarded as the compatible BNs of a CN.
Such a CN is non-separately speciﬁed. To see that, just note that if the CN would be separately speciﬁed the
values P ðbjaÞ ¼ 1 and P ðcjbÞ ¼ 1
2
could be regarded as a possible instantiation of the conditional probabilities,
despite the fact that there are no complete data sets leading to this combination of values.
6. Decision-theoretic speciﬁcation of credal networks
We provide an alternative deﬁnition of CN with the same generality of Deﬁnition 2, but obtained through
local speciﬁcations as in Deﬁnition 3. This result, which is inspired by the formalism of decision networks [6]
via the CCM transform [5], is reported in Section 6.1.
Remarkably, both non-separately (Section 6.2) and separately speciﬁed CNs (Section 6.3) can be reformu-
lated in accord to this deﬁnition by means of transformations taking only polynomial time. We can therefore
regard the new deﬁnition as the basis for a graphical language to represent in a uniﬁed form CNs of any kind.
6.1. General deﬁnition of decision-theoretic speciﬁcation
Deﬁnition 4. A decision-theoretic speciﬁcation of a credal network9 over X is a triplet hG0;O;P0i such that: (i)
G0 is a DAG over X0 :¼ ðXD;XÞ; (ii) O is a collection of non-empty sets XpiX i  XX i , one for each X i 2 XD and
pi 2 XPi ;10 (iii) P0 is a set of conditional mass functions P 0ðXjjpjÞ, one for each X j 2 X and pj 2 XPj .
We intend to show that Deﬁnition 4 speciﬁes a CN over the variables in X; the nodes corresponding to X
are therefore called uncertain and will be displayed by circles, while those corresponding to XD are said decision
nodes and will be displayed by squares. Let us associate each decision node X i 2 XD with its collection of so-
called decision functions. For each X i 2 XD, the decision functions of X i are all the possible maps
fX i : XPi ! XX i returning an element of XpiX i for each pi 2 XPi . Note that the decision functions of a root node
X i are the single elements of XX i . Call strategy s an array of decision functions, one for each X i 2 XD. We
denote as XS the set of all the possible strategies.
Each strategy s 2 XS determines a BN over X0 via Deﬁnition 4, as illustrated below. A conditional mass
function P 0ðX jjpjÞ for each uncertain node X j 2 X and pj 2 XPj is already speciﬁed by P0. To determine a
BN, we have then to simply represent decision functions by mass functions: for each decision node X i 2 XD
and pi 2 XPi , we consider the conditional mass function P 0sðX ijpiÞ assigning all the mass to the value
8 We do this only for illustrative purposes, as there are arguably better ways to learn probabilities from data, such as the imprecise
Dirichlet model [19]. Yet, also these other methods would incur the same problem [20].
9 Deﬁnition 4 has been originally introduced in [21], which is an earlier and reduced version of this paper. Here ‘‘decision-theoretic
speciﬁcation of a CN” is used instead of ‘‘locally speciﬁed CN” in order to avoid ambiguities with the notion of ‘‘locally speciﬁed CN” in
[10], and to emphasize the relation with decision diagrams theory.
10 If X i corresponds to a root node of G, a single set equal to the whole XX i is considered.
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fX iðpiÞ 2 XX i , where fX i is the decision function corresponding to s. The BN obtained in this way will be
denoted as hG0;P0si, while for the corresponding joint mass function, we clearly have, for each
x0 ¼ ðxD; xÞ 2 XX0 , the following factorization:
P 0sðxD; xÞ ¼
Y
X i2XD
P 0sðxijpiÞ 
Y
X j2X
P 0ðxjjpjÞ: ð8Þ
The next step is then obvious: we want to deﬁne a CN over X by means of the set of BNs determined by all the
possible strategies s 2 XS. The question, at this point, is whether or not all these networks have the same
DAG, as required by Deﬁnition 2. To show this we need to introduce the following transformation that re-
moves from G0 the decision nodes by maintaining the dependence relations between the other nodes:
Transformation 2. Given a decision-theoretic speciﬁcation of a CN hG0;O;P0i, obtain a DAG G associated
to the variables X iterating, for each decision node X i 2 XD, the following operations over G0: (i) draw an arc
from each parent of X i to each child of X i; (ii) remove the node X i.
Fig. 2 reports an example of the output of Transformation 2. The DAG G returned by Transformation 2 is
considered by the next theorem.
Theorem 1. The marginal for X relative to hG0;P0si, i.e., the mass function P sðXÞ such that
P sðxÞ :¼
X
xD2XXD
P 0sðxD; xÞ ð9Þ
for each x 2 XX, factorizes as the joint mass function of a BN hG;Psi over X, where G is the DAG obtained from
G0 by Transformation 2.
From this, considering the BNs hG;Psi for each strategy s 2 XS as compatible BNs of a CN, it is possible to
obtain the following result.
Corollary 1. A decision-theoretic specification of a CN as in Definition 4 defines a CN over X, based on the DAG
G returned by Transformation 2.
The strong extension of hG0;O;P0i will be therefore intended as the strong extension KðXÞ of the CN con-
sidered in Corollary 1. What we show in the next sections is how to provide decision-theoretic speciﬁcations of
CNs, according to Deﬁnition 4, for both separately and non-separately speciﬁed CNs.
6.2. Decision-theoretic speciﬁcation of non-separately speciﬁed credal nets
It is worthy to note that any CN deﬁned as in Deﬁnition 2 can be reformulated as in Deﬁnition 4, by simply
adding a single decision node, which is parent of all the other nodes (see Fig. 3).
The conditional mass functions, corresponding to diﬀerent values of the decision node, are assumed to be
those speciﬁed by the compatible BNs. This means that, if D denotes the decision node, the states of D index
the compatible BNs, and P ðX ijpi; dÞ :¼ PdðX ijpiÞ, where PdðX ijpiÞ are the conditional mass functions speciﬁed
by the dth compatible BN for each X i 2 X and pi 2 XPi and d 2 XD. This formulation, which is an example of
the CCM transformation [5], is only seemingly local, because of the arcs connecting the decision node with all
the uncertain nodes. However, in many cases, this is not the only way to provide a decision-theoretic speciﬁ-
cation of a CN.
Fig. 2. The DAG G returned by Transformation 2 given a decision-theoretic speciﬁcation of a CN whose DAG is that in Fig. 3 (or also
Fig. 4 or Fig. 5 or Fig. 6).
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Consider, for example, the class of extensively speciﬁed CNs introduced in Section 5. We can provide a
decision-theoretic speciﬁcation, as in Deﬁnition 4, of a CN of this kind by introducing a decision parent
for each node of the original CN (Fig. 4). The conditional mass functions of the uncertain nodes correspond-
ing to diﬀerent values of the related decision nodes are assumed to be those speciﬁed by the diﬀerent tables in
the extensive speciﬁcation. This means that, if X i is an uncertain node and Di the corresponding decision node,
the states di 2 XDi index the tables PdiðX ijPiÞ of the extensive speciﬁcation for X i, and, for each pi 2 Pi,
P ðX ijdi; piÞ is the mass function PdiðX ijpiÞ associated to the dith table of the extensive speciﬁcation. E.g.,
the two tables deﬁned in the extensive speciﬁcation of the node B for the CN in Fig. 1, can be indexed by
a binary decision parent D:
P ðBja; dÞ ¼ 0:2
0:8
 
; P ðBj:a; dÞ ¼ 0:3
0:7
 
; P ðBja;:dÞ ¼ 0:4
0:6
 
; PðBj:a;:dÞ ¼ 0:5
0:5
 
:
More generally, constraints for the speciﬁcations of conditional mass functions relative to diﬀerent nodes can
be similarly represented by decision nodes which are the parents of these nodes (see for example Fig. 5).
6.3. Decision-theoretic speciﬁcation of separately speciﬁed credal nets
Finally, to provide a decision-theoretic speciﬁcation, as required by Deﬁnition 4, of a separately speciﬁed
CN, it would suﬃce to reformulate the separately speciﬁed CN as an extensive CN whose tables are obtained
considering all the combinations of the vertices of the separately speciﬁed conditional credal sets of the same
variable.
Fig. 3. Decision-theoretic speciﬁcation of a non-separately speciﬁed CN over the DAG in Fig. 2. Remember that circles denote uncertain
nodes, while the square is used for the decision node.
Fig. 4. Decision-theoretic speciﬁcation of an extensive CN over the DAG in Fig. 2.
Fig. 5. Decision-theoretic speciﬁcation of a non-separately speciﬁed CN over the DAG in Fig. 2. Constraints between the speciﬁcations of
the conditional credal sets of the nodes X and Y, and also between the three remaining nodes are assumed.
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As an example, let us consider the node X of a separately speciﬁed CN deﬁned over the DAG in Fig. 2.
Assume Y to be binary and both the credal sets KðX jyÞ and KðX j:yÞ to be made of three extreme mass func-
tions. A requirement for the probability table PðX jY Þ to belong to a set of nine tables, obtained from all the
possible combinations where the ﬁrst column takes values in ext½KðX jyÞ and the second in ext½KðX j:yÞ, is
clearly equivalent to leave the conditional probability mass functions PðX jyÞ and P ðX j:yÞ to vary in the rel-
ative credal sets.
Yet, this approach suﬀers for an obvious exponential explosion (of the number of tables) in the input size.
A more eﬀective procedure consists in adding a decision node in between each (uncertain) node and its par-
ents, according to the following graphical transformation.
Transformation 3. Obtain a DAG G0 from a DAG G over X by iterating, for each X i 2 X, the following
operations: (i) add a decision node Di; (ii) draw an arc from each parent of X i to Di; (iii) delete the arcs con-
necting the parents of X i with X i; (iv) draw an arc from Di to X i.
It is straightforward to check that Transformation 3 requires only a number of operations linear in the
input size.
Given a separately speciﬁed CN hG;Ki over X, it is possible to consider a decision-theoretic speciﬁcation of
a CN hG0;O;P0i, where G0 is the DAG returned by Transformation 3, D is the set of decision nodes (one for
each node) added by the same transformation. To complete the decision-theoretic speciﬁcation proceed as fol-
lows. For each uncertain node X i, consider the set
S
pi2XPi ext½KðX ijpiÞ, i.e., the union of the extreme mass
functions of all the conditional credal sets speciﬁed for X i. Let the states di 2 XDi of the corresponding decision
node Di index the elements of this set. Accordingly, for each uncertain node X i, the conditional mass function
P 0ðX ijdiÞ corresponds to the vertex of the conditional credal set KðX ijpiÞ associated to di, for each di 2 XDi .
Regarding decision nodes, for each decision node Di and the related value pi of the parents, we simply set
the subset XpiDi  XDi to be such that fP 0ðX ijdiÞgdi2XpiDi are the vertices of KðX ijpiÞ. For this approach, which
is clearly polynomial in the overall number of vertices of the conditional credal sets in K, we have taken inspi-
ration from probability trees representations, as deﬁned in [22].11
As an example, consider the decision-theoretic speciﬁcation of a separately speciﬁed CN over the DAG G in
Fig. 2. The output G0 returned by Transformation 3 is the DAG in Fig. 6. Regarding the quantiﬁcation, con-
sider for instance the procedure for the node X. Assume Y to be binary, and let ext½KðX jyÞ ¼
fP 1ðX jyÞ; P 2ðX jyÞ; P 3ðX jyÞg and ext½KðX j:yÞ ¼ fP 4ðX j:yÞ; P 5ðX j:yÞ; P 6ðX j:yÞg. For the decision node D
added in between X and Y, we set XD :¼ f1; 2; 3; 4; 5; 6g, and, for the subsets of XD corresponding to the pos-
sible values of Y, XyD :¼ f1; 2; 3g and X:yD :¼ f4; 5; 6g, whereas, regarding X, we set P 0ðX jD ¼ dÞ :¼ PdðX jydÞ
for each d 2 XD (where clearly yd :¼ y if d 2 XyD and yd :¼ :y if d 2 X:yD ).
7. From decision-theoretic to separate speciﬁcation of credal networks
The transformations described in Section 6.2 and in Section 6.3 can be used to obtain in polynomial time a
decision-theoretic speciﬁcation of a CN of any kind.12 In this section, we prove that any decision-theoretic
Fig. 6. Decision-theoretic speciﬁcation of a separately speciﬁed CN over the DAG in Fig. 2.
11 It should be pointed out that the probability tree representation is diﬀerent as it adds a variable for each conﬁguration of the parents.
Nevertheless the complexity of the representation does not increase as probability trees can represent asymmetrical irrelevance
relationships.
12 As a side note, it is important to be aware that a credal set can have a very large number of vertices, and this can still be a source of
computational problems for algorithms (such as those based on the CCM transformation) that explicitly enumerate the vertices of a net’s
credal sets. This is a well-know issue, which in the present setup is related to the possibly large number of states for the decision nodes in
the decision-theoretic representation of a credal net.
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speciﬁcation of a CN over X can equivalently be regarded as a separate speciﬁcation of a CN over
X0 :¼ ðXD;XÞ. This transformation is technically straightforward: it is based on representing decision nodes
by uncertain nodes (Fig. 7) with vacuous conditional credal sets, as formalized below.
Transformation 4. Given a decision-theoretic speciﬁcation of a CN hG0;O;P0i over X, obtain a separately
speciﬁed CN hG0;Ki over X0 :¼ ðXD;XÞ, where the conditional credal sets in K are as follows, for each X i 2 X
and pi 2 XPi :
KðX ijpiÞ :¼
P 0ðX ijpiÞ if X i 2 X
KXpiX i
ðX iÞ if X i 2 XD;
(
ð10Þ
where P 0ðX ijpiÞ is the mass function speciﬁed in P0 and KXpiX i ðX iÞ the vacuous credal set for X
pi
X i
.
The (strong) relation between a decision-theoretic speciﬁcation of a CN hG0;O;P0i over X and the sepa-
rately speciﬁed CN hG0;Ki over X0 :¼ ðXD;XÞ returned by Transformation 4 is outlined by the following
result.
Theorem 2. Let eK ðXÞ be the marginal for X of the strong extension eK ðX0Þ of hG0;Ki and KðXÞ the strong
extension of hG0;O;P0i. Then:
KðXÞ ¼ eK ðXÞ: ð11Þ
From Theorem 2, it is straightforward to obtain the following result.
Corollary 2. Any inference problem on a CN obtained by a decision-theoretic specification can be equivalently
solved in the separately specified CN returned by Transformation 4.
Let us stress that Transformation 4 is very simple, and it is surprising that it is presented here for the ﬁrst
time, as it is really the key to ‘‘separate” the credal sets of non-separately speciﬁed nets: in fact, given a non-
separately speciﬁed CN, one can obtain a decision-theoretic speciﬁcation using the prescriptions of Section
6.2, and apply Transformation 4 to obtain a separately speciﬁed CN. According to Corollary 2, then, any
inference problem on the original CN can equivalently be represented on this new separately speciﬁed CN.
In the following sections, two examples of applications of this procedure will be presented.13
8. An application: 2U for extensive speciﬁcations
The NP-hardness of CNs belief updating has been proved even for singly connected topologies [23]. Nev-
ertheless, a singly connected CN with binary variables can be eﬃciently updated by the 2U algorithm [7]. At
the present moment, 2U is the only polynomial time algorithm for exact updating of CNs, but it is designed
only for separately speciﬁed CNs. Here we show how 2U can be readily extended to deal exactly and eﬃciently
also with extensively speciﬁed CNs.
Consider a singly connected CN as in Fig. 8a, deﬁned over a set of binary variables with extensive speci-
ﬁcation of the conditional probability tables. According to the discussion of Section 6.2, a decision-theoretic
Fig. 7. The DAG associated to the separately speciﬁed CN returned by Transformation 4, from the decision-theoretic speciﬁcation of the
CN based on the DAG in Fig. 6. The conditional credal sets of the white nodes (corresponding to the original uncertain nodes) are
precisely speciﬁed, while the gray nodes (i.e., new uncertain nodes corresponding to the former decision nodes) represent variables whose
conditional credal sets are vacuous.
13 It should be pointed out that the transformation described in Section 6.3, returning a decision-theoretic speciﬁcation of a separately
speciﬁed CN, is not the inverse of Transformation 4, as the sequential application of the two transformations produces a model deﬁned
over a larger domain.
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speciﬁcation of this CN can be obtained by simply adding to each node a decision parent indexing the diﬀerent
tables. Instead of a single decision parent, a set of binary decision parents whose joint states correspond to the
tables can be equivalently adopted (Fig. 8b). This means that, for example, a set of four probability tables
providing an extensive speciﬁcation of a node can be indexed by a single decision parent with four states,
or by the joint states of two binary decision parents. Clearly, if the number of tables is not an integer power
of two, this procedure introduces a number of redundant joint states for the decision parents.
Finally, from the decision-theoretic speciﬁcation, we obtain a separately speciﬁed CN through Transforma-
tion 4 (Fig. 8c). The overall procedure preserves the topology of the CN, which remains singly connected, and
is still deﬁned over binary variables only. We can therefore update the CN by 2U without making any change
to the algorithm itself.
9. Application to conservative inference rule
As a more involved application of the results in Sections 6 and 7, let us consider the CIR-based updating
problem detailed in Section 5.1. In Section 9.1, the problem is mapped into a standard updating problem on a
separately speciﬁed CN, which can be updated by standard techniques. The result follows from a general
equivalence relation regarding CIR-based inference in general. In the special case of updating, we also obtain,
by similar transformations, a hardness proof in Section 9.2.
9.1. Algorithms for CIR-based inference
Consider a BN over X :¼ ðeX;XIÞ, assigning positive probability to any joint state, where XI are the vari-
ables missing by a process we do not know. As shown in Eq. (4) in the special case of updating, CIR-based
inference requires the evaluation of all the possible completions of the missing variables XI . This is equivalent
to making inferences using the following credal set:
KXI ðeXÞ :¼ CHfP ðeXjxIÞgxI2XXI ; ð12Þ
where the conditional mass function P ðeXjxIÞ is obtained from the joint mass function P ðXÞ associated to the
BN.
The BN becomes an extensively speciﬁed CN over ðeX;XI ;X0IÞ after Transformation 1. A decision-theoretic
speciﬁcation of this non-separately speciﬁed CN can be indeed obtained by simply adding to each node
X 0 2 X0I a decision parent of X 0, say X 00, indexing the diﬀerent tables. Such decision-theoretic CN speciﬁcation
corresponding to the CIR-based inference problem is considered in the following theorem.
Theorem 3. The following equivalence between credal sets holds:
KXI ðeXÞ ¼ KðeXjx0IÞ; ð13Þ
where the conditional credal set on the right-hand side is obtained from the strong extension of the decision-the-
oretic CN specification corresponding to the CIR-based inference problem.
a b c
Fig. 8. (a) A singly connected CN over four binary variables; (b) its decision-theoretic speciﬁcation with binary decision parents, assuming
extensive speciﬁcations by sets of two tables for the root nodes, and four tables for the others; (c) the separately speciﬁed CN returned by
Transformation 4.
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Eq. (13) can be used to map general CIR-based inference problems in BNs into corresponding standard
inferences on CNs. The equivalence with respect to CIR-based updating in Eq. (6) can be regarded as an obvi-
ous corollary of Theorem 3.
Finally, according to Theorem 2, the conditional credal set on the right-hand side of Eq. (13) can be equiv-
alently obtained from the strong extension of the separately speciﬁed CN returned by Transformation 4. Over-
all, this procedure, which is illustrated in Fig. 9, maps CIR-based inference problems in BNs into
corresponding problems in separately speciﬁed CNs, for which existing algorithms can be employed. An anal-
ogous procedure could be developed to address CIR-based inference problems on CNs.
9.2. Hardness of CIR-based updating
In a recent work [24], CIR-based classiﬁcation on BNs has been proved to be NP-hard.14 In this section, we
obtain a similar result for the updating problem.
To this extent, consider the class of separately speciﬁed CNs such that the speciﬁcation of the non-root nodes
is precise, i.e., the corresponding conditional credal sets are reduced to a single conditional probability mass
function. These CNs are said to be with precise non-root nodes and are considered in the following theorem.
Theorem 4. Any updating problem on a CN with precise non-root nodes can be mapped into a CIR-based
updating problem on a BN in linear time.
Remarkably, the hardness proof of updating with CNs reported in [23, Theorem 3] is based on the reduc-
tion of a Boolean satisﬁability [25] problem to the updating of a (singly connected) CN with precise non-root
nodes. According to Theorem 4, we obtain therefore the following result.
Corollary 3. CIR-based updating on BNs is NP-hard.
10. Conclusions and outlooks
We have deﬁned a new graphical language to formulate any type of credal network, both separately and
non-separately speciﬁed. We have also showed that any net represented with the new language can be easily
transformed into an equivalent separately speciﬁed credal net. This implies, in particular, that non-separately
speciﬁed nets have an equivalent separately speciﬁed representation, for which updating algorithms are avail-
able in the literature.
Two examples of applications of this procedure have been detailed: the generalization of the 2U algorithm
to the extensive case, and a general algorithmic procedure to solve CIR-based inference on Bayesian networks.
Additionally, we have also exploited our formalism to prove the NP-hardness of CIR-based updating on
Bayesian networks.
a b c d
Fig. 9. (a) A CIR-based inference problem on a BN where the missing variables XI are those corresponding to the root nodes; (b) the
corresponding extensive CN returned by Transformation 1; (c) the decision-theoretic speciﬁcation of this extensive CN; (d) the separately
speciﬁed CN returned by Transformation 4.
14 The proof in [24] considers classiﬁcation problems based on the conservative updating rule [8], a special case of CIR that assumes the set
of variables missing in a MAR way to be empty.
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Many other developments seem to be possible. First of all it is important to note that the proposed trans-
formation also shows that a subclass of separately speciﬁed credal networks can be used to solve inference
problems for arbitrary speciﬁed credal nets: this is the class of nets in which the credal sets are either vacuous
or precise. A recent development of the approximate L2U algorithm [26] is particularly suited just for such a
class, and should therefore be considered in future work.
Finally, the strong connection between the language for credal networks introduced in this paper and the
formalism of decision networks (including inﬂuence diagrams), seems to be particularly worth exploring for
cross-fertilization between the two ﬁelds.
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Appendix A. Proofs of the Theorems
The proofs of Corollaries 1–3 are obvious and hence omitted.
Proof of Theorem 1. Let us start the marginalization in Eq. (9) from a decision node X j 2 XD. According to
Eq. (8), for each x0 2 XX0 :X
xj2XXj
P 0sðx0Þ ¼
X
xj2XXj
Y
Xl2XD
P 0sðxljplÞ 
Y
X i2X
P 0ðxijpiÞ
" #
: ð14Þ
Thus, moving out of the sum the conditional probabilities that do not refer to the states of X j (which are
brieﬂy denoted by D), Eq. (14) becomes:
D 
X
xj2XXj
P 0sðxjjpjÞ 
Y
X r2CXj
P 0ðxrjxj; ~prÞ
24 35; ð15Þ
where CXj denotes the children of X j and, for each X r 2 CX j , ePr are the parents of X r deprived of X j. There-
fore, considering that the mass function P 0sðX jjpjÞ assigns all the mass to the value fXjðpjÞ 2 XX j , where fX j is
the decision function associated to s, Eq. (15) rewrites as
D 
Y
X r2CXj
P 0ðxrjfX jðpjÞ; ~prÞ: ð16Þ
It is therefore suﬃcient to set Pr :¼ Pj [ ePr, and
P sðX rjprÞ :¼ P 0ðX rjfX jðpjÞ; ~prÞ; ð17Þ
to regard Eq. (16) as the joint mass function of a BN over X0 n fX jg based on the DAG returned by Trans-
formation 2 considered for the single decision node X j 2 XD. The thesis therefore follows from a simple iter-
ation over all the X j 2 XD. h
The following well-known and intuitive proposition is required to obtain Theorem 2. It is proved here only
because of the seemingly lack of its formal proof in the literature.
Proposition 1. The vertices feP jðXÞgmj¼1 of the strong extension eK ðXÞ of a separately specified CN hG;Ki are
joint mass functions obtained by the product of vertices of the separately specified conditional credal sets, i.e., for
each x 2 XX:
eP jðxÞ ¼Yn
i¼1
eP jðxijpiÞ ð18Þ
for each j ¼ 1; . . . ;m, where, for each i ¼ 1; . . . ; n and pi 2 XPi , eP jðX ijpiÞ is a vertex of KðX ijpiÞ 2 K.
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Proof. We prove the proposition by a reductio ad absurdum, assuming that at least a vertex eP ðXÞ of eK ðXÞ is
not obtained by a product of vertices of the conditional credal sets in K. This means that, for each x 2 XX,eP ðxÞ factorizes as in Eq. (18), but at least a conditional probability in this product comes from a conditional
mass function which is not a vertex of the relative conditional credal set. This conditional mass function, say
P ðX tjptÞ, can be expressed as a convex combination of vertices of KðX tjptÞ, i.e., P ðX tjptÞ ¼
P
acaP aðX tjptÞ, withP
aca ¼ 1 and, for each a, ca P 0, and P aðX tjptÞ is a vertex of KðX tjptÞ. Thus, for each x 2 XX,
eP ðxÞ ¼ X
a
caP aðxtjptÞ
" #

Y
i6¼t
P ðxijpiÞ; ð19Þ
which can be easily reformulated as a convex combination. Thus, eP ðXÞ is a convex combination of elements of
the strong extension eK ðXÞ. This violates the assumption that eP ðXÞ is a vertex of eK ðXÞ. h
Proof of Theorem 2. Consider a vertex of the strong extension of hG0;Ki, i.e., a joint mass functioneP ðX0Þ 2 ext½eK ðX0Þ. According to Proposition 1, eP ðX0Þ can be obtained by the product, as in Eq. (18), of a
combination of vertices of the conditional credal sets in K. Thus, for each X i 2 XD and pi 2 XPi , eP ðX ijpiÞ
is a vertex of the vacuous credal set KXpiX i
ðX iÞ, i.e., a degenerate mass function over X i assigning all the mass
to a single ~xi 2 XX i . Consider, on hG0;O;P0i, the decision function fX i of X i such that fX iðpiÞ ¼ ~xi for each
pi 2 XPi . Let ~s 2 XS be the strategy corresponding to the array of decision functions selected in this way
for each X i 2 XD. Clearly P~sðX0Þ ¼ eP ðX0Þ. Thus, considering all the vertices of eK ðX0Þ, we conclude thateK ðX0Þ  KðX0Þ.
In order to prove the inverse inclusion, given a strategy s 2 XS, consider the joint mass function P sðX0Þ
associated to the BN hG0;P0si. As shown in Section 6.1, the elements of P0s corresponding to the nodes X i 2 X
are just the same conditional probability mass functions P 0ðX ijpiÞ speciﬁed in Eq. (10). On the other side, the
elements of P0s corresponding to the nodes X i 2 XD are (degenerate) mass functions reproducing the decision
functions of s, and should therefore belong to the vacuous credal sets in Eq. (10). Thus, P sðX0Þ 2 eK ðX0Þ, and
hence KðX0Þ  eK ðX0Þ.
Overall, we have KðX0Þ ¼ eK ðX0Þ, from which the thesis follows by a simple marginalization. h
Proof of Theorem 3. Let P ðeX;XIÞ be the joint probability mass function associated to the BN. Let also X00I
denote the array of decision nodes of the CN. For each X 2 XI , the corresponding elements of X0I and X00I
are indicated as X 0 and X 00, i.e., X 0 is the auxiliary child added to X according to Transformation 1, and X 00
is the decision parent added to X 0 according to the prescriptions in Section 6.2. Let also x0 2 XX 0 denote the
component corresponding to X 0 of x0I 2 XX0I (i.e., the value of the binary variable X 0 corresponding to the ﬁrst
row of the tables P ðX 0jX Þ in Eq. (5)). Note that X 00 indexes the set of probability tables PðX 0jX Þ in Eq. (5),
which are in correspondence with the elements of XX . We can therefore set XX 00 :¼ XX and regard the state
X 00 ¼ x, for each x 2 XX , as the index of the table in Eq. (5) such that PðX 0 ¼ x0jX ¼ xÞ ¼ 1. Thus, the elements
of XX00I , indexing the compatible BNs of the CN, can be identiﬁed with those of XXI . Let PX00I ¼x^I ðeX;XI ;X0IÞ
denote, for each x^I 2 XX00I , the joint probability mass function of the compatible BN corresponding to x^I .
The following factorization clearly holds:
PX00I ¼x^I ð~x; xI ; x0IÞ ¼ P ð~x; xIÞ 
Y
X2XI
½PX00I ¼x^I ðx0jxÞ: ð20Þ
According to Eq. (5), we have:
P X^00I ¼x^I ðx
0jxÞ ¼ dx;x^; ð21Þ
where dx;x^ is equal to one if and only if x ¼ x^ and zero otherwise. Thus, from Eqs. (20) and (21), it follows that:X
xI2XXI
PX00I ¼x^I ð~x; xI ; x0IÞ ¼ P ð~x; x^IÞ: ð22Þ
From this we obtain:
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PX00I ¼x^I ð~Xjx0IÞ ¼ P ð~XjXI ¼ x^IÞ: ð23Þ
The thesis follows by simply considering Eq. (23) for each x^I 2 XXI . h
Proof of Theorem 4. Consider a (separately speciﬁed) CN over X with precise non-root nodes. A decision-the-
oretic speciﬁcation of this CN can be obtained by simply adding to each root node a decision parent node
indexing the vertices of the unconditional credal set associated to this node. Let XD be the decision nodes
added to the CN by the transformation. For each xD 2 XXD , let P xDðXÞ be the joint probability mass function
associated to the compatible BN indexed by xD.
Obtain a BN from the decision-theoretic speciﬁcation of the CN, by simply regarding the decision root
nodes XD as uncertain nodes for which uniform unconditional mass functions are speciﬁed. Let eP ðX;XDÞ be
the joint probability mass function associated to this BN. It is straightforward to check that, for each
xD 2 XXD ,eP ðxjxDÞ ¼ P xDðxÞ: ð24Þ
Thus, a generic updating problem on the CN can be mapped into a CIR-based updating problem on this BN,
by simply assuming the variables XD to be missing by an unknown mechanism. h
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