The focus of this paper is on the quality of historical text digitised through optical character recognition (OCR) and how it affects text mining. We study the effect OCR errors have on named entity recognition (NER) and show that in a random sample of documents picked from several historical text collections, 30.6% of false negative commodity and location mentions and 13.3% of all manually annotated commodity and location mentions contain OCR errors. We introduce a simple method for estimating text quality of OCRed text and examine how well human raters can evaluate it. We also illustrate how automatic text quality estimation compares to manual rating with the aim of determining a quality threshold below which documents could potentially be discarded or would require extensive correction first. This work was conducted during the Trading Consequences project which focussed on text mining and visualisation of historical documents for the study of nineteenth century trade.
INTRODUCTION
Increasing efforts to digitise documents stored in libraries and archives has lead to an enormous volume of electronic data. Some resources were digitised several years ago when OCR technology was not yet very advanced. Even now it is not completely accurate, particularly for documents with old fonts or bad print. As a result, digitised historical text collections can have extremely low text quality in places. While OCR methods are improving, re-OCRing already digitised collections is still too costly. This has lead to a new area of research on the post-correction of OCR output.
Text mining is increasingly applied to make digitised historical collections more accessible. Text mining tools usually expect well-formed, correct language and even their linguistic and syntactic pre-processing fail when the input stream contains errors. Tokenisation, the first processing step, fails, for example, if whitespace is inserted or deleted incorrectly. Such and other errors within words then cause further problems downstream, when sentences or part-of-speech tags are identified, described as an error cascade [9] . In this paper, we examine the effect of OCR errors on NER in the context of mining big data. We compare how a simple dictionarybased estimate correlates with rating text quality manually.
We begin with a summary of Trading Consequences, the historical text mining and visualisation project for which this work was carried out. The paper continues reviewing related work on computing the effects of OCR errors on natural language processing (NLP) and determining the quality of text automatically. In Section 3, we examine the effect of OCR errors on NER for nineteenth century text when evaluating against a gold standard set. We also provide some evidence of the proportion of OCR errors in big data collections. In Section 4, we describe a simple quality score which can be calculated to determine a document's readability and understandability automatically in a crude way for large corpora. This is followed by a further experimental section (Section 5) on determining inter-rater agreement for rating text quality manually and establishing how the automatic estimation compares to human rating. Our aim is to determine an appropriate quality threshold for filtering out low-quality text prior to text mining.
BACKGROUND AND RELATED WORK

Trading Consequences
Trading Consequences is an interdisciplinary research project between historians and computer scientists developing text mining and visualisation methods to explore trends in commodity trading during the nineteenth century. 1 We adapted an existing text mining pipeline developed at the School of Informatics at the University of Edinburgh to identify relations between commodities, places, dates and terms indicating environmental consequences. This pipeline is built on the LT-TTT2 and LT-XML2 tools.
2 The commodity recognition component was developed from scratch. We also adapted the Edinburgh Geoparser to geo-reference location names in historical text documents [5] . We analyse textual data from major British and Canadian datasets, including the Early Canadiana Online (ECO) data archive 3 and other collections. These sources amount to over 10 million pages of text and over 7 billion word tokens. 
Related Work
Research determining the effect of OCR accuracy on text processing includes studies in the areas of information retrieval (IR) and NLP. In terms of IR, direct access to historical documents is hindered by language change and historical words have to be associated with their modern variants in order to improve recall. Hauser et al. [6] , for example, designed special fuzzy matching strategies to relate modern language keywords with old variants in German documents from the Early New High German period. Gotscharek et al. [4] argued that such matching procedures need to be used in combination with specially constructed historical lexica in order to improve recall in IR. Reynaert [11] proposed a languageindependent method to clean high-frequency words in historical text by gathering typographical variants within a given Levenshtein distance combined with text-induced filtering.
OCR errors have also been shown to have a negative effect on NLP in general. Kolak and Resnik [8] carried out an extrinsic evaluation of OCR post-processing for machine translation from Spanish into English and showed that translation quality increases after post-correcting the OCRed text. Lopresti [9] examined the effect that varying degrees of OCR accuracy have on sentence boundary detection, tokenisation and part-of-speech tagging, all steps which are typically carried out in the pre-processing stages of text mining tools.
While there has already been a lot of research on OCR post-correction and normalisation, little work has been done on computing text quality of OCRed text. Some OCR output contains character-based accuracy rates which can be very deceptive. An extensive study on the quality ranking of short OCRed text snippets in different language has been explored by Popat [10] . The main difference to the work described in this paper is that Popat examined the ranking order of text extracts by determining average rank correlation of inter-, intra-and machine-ratings. In contrast, we report manual and automatic quality ratings of individual documents and are less concerned about their rank compared to other documents in the collection.
OCR ERRORS AND TEXT MINING
In previous work on OCR evaluation, we found that the ECO collection contains a word error rate of 0.224 for a random sample of 25 page records (compared to a manually annotated gold standard) [1] . We showed that f → s conversion and soft hyphen deletion improve this error by 12%. In preliminary work, we also found that OCR errors decrease the number of correct commodity mentions recognised. This section examines the effect of OCR errors on recognising entity mentions in more detail and will provide examples of their influence when processing big data.
Effect on Named Entity Recognition
The commodity recognition Trading Consequences relies on a large commodity lexicon which we bootstrapped automatically using a small seed set of several hundred commodities [7] . Lexicon lookup is combined with linguistic context analysis to determine whether a match refers to a commodity. The location recognition and grounding is done by the adapted version of the Edinburgh Geoparser. The initial text mining prototype was improved as a result of feedback by expert historians and extensive evaluation usabout/the-corpus/ ing a gold standard. For the latter, we manually annotated a test set made up 100 text extracts, 5 20 extracts from 5 collections processed in Trading Consequences. Each extract was selected from a different document and all extracts were manually annotated, among other things, with commodities, locations and binary relations between them. 6 We compared the text mining output against this gold standard to determine how well our processing tools perform. The gold standard contains a total 1,107 commodity mentions and 3,148 location mentions. The improved system recognises commodities with a precision of 0.70, a recall of 0.72 and an F-score of 0.71 (see Table 1 ). These scores almost reach the inter-annotator agreement scores of two annotators performing the same task manually on 20% of the gold standard. We carried out further error analysis of the false positives (342 spurious commodity mentions) and false negatives (310 missing commodity mentions) and found that, besides boundary mismatches between the system and the manual annotations, many false negatives occur if commodity mentions contain one or more OCR errors. Table 1 : True positives (TP), false positives (FP), false negatives (FN), precision (P), recall (R) and F scores of our text mining (TM) tool for recognising commodity (com) and location (loc) mentions compared to inter-annotator agreement (IAA).
In fact, 32.6% of false negative commodity mentions (101 of 310 mentions missed by the improved system but marked by the annotator) contain OCR errors. 9.1% of all commodity mentions in the test data (101 of 1,107) contain OCR errors. These include, for example, instances of sainon (salmon) rubhcr (rubber) or tmber (timber). The percentages are even higher for location names where 30.2% of false negatives contain OCR errors (467 of 1,549) and 14.8% of all location names annotated (467 of 3,148). Examples for Montreal include Montreai, Montroal, Mont-treal and 10NTREAL. OCR errors affect proper names worse than common vocabulary which is unsurprising as OCR engines often rely on dictionaries or language models which do not always contain many proper names.
People are often able to decipher such erroneous words and proper names, even if they contain several errors. This is due to the context they appear in or because erroneous characters often have a similar shape to correct ones which the human brain is able to correct. However, it is very difficult for automatic NLP tools, be it linguistic pre-processing or actual NER, to make sense of such mistakes. OCR postcorrection of historical text is therefore needed to be able to access currently lost content. This would considerably increase the recall and overall F-scores for our test set.
OCR Errors in Big Data
The main aim of Trading Consequences is to detect trends in commodity trading in big data. Our expectation was that broad-brush trends would become evident, and errors could be eliminated as noise when processing large-scale document collections. At the start of the project, we did not appreciate how varied the quality of the OCR actually is.
One common OCR error was the character confusion e → c (e.g. cattle → cattlc). It sometimes affected entire documents because the letter e had deteriorated in the printing press and was less clearly printed than other letters in the text. When plotting the frequency distribution of cattlc on the Google N-Gram Viewer for the Google Books corpus, it can be seen that this error is most frequent around 1800 and that frequency decreases in the mid nineteenth century. However, when comparing its frequency distribution with that of the correct word (cattle), the distribution of the error disappears completely as a result of the high frequency of the correct term. The distribution of cattlc is reduced to a flat line along the bottom of the graph and not even its peaks are visible.
8 Similarly, the word cattle appears 113,280 times (99.7%) in the ECO corpus, while the word cattlc occurs only 350 times (0.3%). The noise caused by the OCR errors disappears in the sheer volume of data. This is a common pattern we observed for other misspellings of commodities. In contrast, one OCR error which deteriorated the precision of commodity recogntion significantly in the initial Trading Consequences output was the character confusion t → l in the actual word time. Subsequently, the real word error lime was erroneously identified as a commodity by our early prototype. As the word time is a common word in English, lime was initially identified among the top 20 most frequent commodities. While both the mineral and the fruit lime are considered to be commodities, the term ranked significantly higher than we expected. In a sample of 100 sentences containing the word lime randomly extracted from the ECO collection, we found that in 75 cases the word was an OCR error (mostly of time but also of line). In 22 cases it referred to a commodity, mostly the mineral. In 3 cases, we were not able to disambiguate the meaning of the word, for example, because the sentence was too short. As a result we amended the commodity lexicon and replaced the entry for lime with more specific expressions like lime stone and lime f ruits. However, any time this word appears on its own, word sense disambiguation would need to be applied in order to make the distinction not only between both commodities but also any meanings of time or line, in case an OCR error occurred. OCR errors within frequently used words which result in such real word errors can therefore severely skew trends in big data analysis.
As a result of these types of analyses we examined many documents in the OCRed collections processed in Trading Consequences and found that in some of them the text quality was so bad that we considered them beyond postcorrection. This could be, for example, as a result of poor paper and printing quality or the use of old fonts which were not easily recognisable by the OCR engine. Other reasons include the layout of the page (e.g. pages containing tables, multiple columns, headers and footers or notes in margins) or carelessness when scanning a page (scans at an angle or up-side-down). We were therefore curious to determine whether estimating the text quality of a document and applying a quality threshold would help to filter out documents with such a low text quality that even readers would find them difficult to read and understand. The remainder of this paper focusses on one simple automatic estimation of text quality, how well text quality can be rated manually and how automatic scoring compares to manual rating.
COMPUTING TEXT QUALITY
In this paper, we describe a crude approach to computing the text quality of a document as part of big data collection. It is calculated as the ratio of good words (W good ) over all words (W all ) in the document.
We call this the simply quality (SQ) score and use it when comparing against the manual rating of text quality. The divisor includes an addition of +1 to avoid dividing by zero. The value of the SQ score can therefore vary between 0 and 0.999. As good words, we include:
• words which can be found in an English dictionary and • Roman and Arabic numbers.
The text analysis is carried out by a Python script using the enchant package to access aspell dictionaries on OSX by calling enchant.Dict('en') and numeric tokens are identify via regular expressions. 9 This method does not treat historical variants of words or proper names which are not already present in the dictionary in a particular way. They are therefore most likely treated as unknown words which is a clear drawback of this approach. However, as we are processing extremely large document collections, we want this computation to be as simple and efficient as possible to identify documents with sufficient quality and therefore worth processing by our text mining tools.
RATING EXPERIMENTS
The aim of the following experiments is to examine how easily humans can rate text quality and how that compares to estimating a quality score automatically.
Data Preparation
For the experiments described in the remainder of this paper, we limit our analysis to the ECO collection, similarly as in [1] . It contains books, magazines and government publications relevant to Canadian history ranging from 1600 to the 1940s. This collection comprises 83,016 documents amounting to a total of almost 4 million images written mostly in English and French but also in 10 First Nation languages, European languages as well as Latin. Document and page level language information is stored in the meta data for each document. Some documents contain text in more than one language, in that case we computed the overall majority document language as the one with the most number of page records in that language. For the remainder of this paper we refer to the sub-set of 55,313 English ECO documents. 10 We firstly rated all ECO documents automatically using the SQ score introduced in Section 4. We prepared an experiment set of 100 randomly selected ECO documents using stratified sampling by randomly selecting: This results in a set of 100 documents with a quality score spread across the entire range. This ensures that documents with a particular quality score were not over-represented as quality scores of documents in the ECO corpus are not evenly distributed across the range. Had we taken a completely random sample without the range specification, the quality distribution of the experiment set would be similar to that of the entire English ECO corpus (see Figure 8) . The documents were then shuffled and their quality scores were not revealed to the raters.
Manual Rating
We then asked two raters, a PhD student and a researcher in computer science, to view each document in the experimental data set and rate its text quality. We asked them to particularly focus on the textual contents and ignore any disclaimers. ECO documents considerably vary in length.
Some of them are very short texts while others are entire books. We did not require the raters to read each document in detail but we did ask them not to make their judgement only on reading the beginning of the text but by skimming through parts of the entire document. In such manual rating tasks, it can happen that rating shifts as it proceeds, particularly if there are too many data points to keep in memory. We therefore asked the raters check a series of documents first before beginning with the rating in earnest. The raters were instructed to use the following 5-point rating scale:
5 . . . OCR quality is high. There are very few errors. The text is easily readable and understandable.
4 . . . OCR quality is good. There are some errors but they are limited in number and the text is still mostly readable and understandable.
3 . . . OCR quality is mediocre. There are numerous OCR error and only part of the text is readable and understandable.
2 . . . OCR quality is low. There is a large number of OCR errors which seriously affects the readability and understandability of the majority of the text.
1 . . . OCR quality is extremely low. The text is so full of errors that it is not readable and understandable.
We also asked raters to record any comments when doing the rating, for example, if a document was of mixed quality and if they found it difficult to determine an average score.
Inter-Rater Agreement
As both annotators rated all 100 documents independently, we obtained a double annotation for each document. This allows us to compute inter-rater agreement (IRA) and thereby determine how difficult it is to rate text quality of documents reliably in the same way. IRA also provides some understanding of how well a computer might perform in this task if it reached the capacity of a human being. Figure 3 shows a confusion matrix for the ratings of both raters in a bubble graph. The ratings of rater 1 are shown on the y-axis and those of rater 2 on the x-axis. Both axes represent the 5-point rating scale. Each document has two ratings, one from each rater, and is plotted on the grid depending on the rating pair. For example, if the first rater ranked a document as 1 (extremely low) and if the second annotator rated the same document as 2 (low) then the document's data point appears as part of the bubble for position {x = 2, y = 1}. The bubble width reflects the number of documents with the same rating pair. Agreements are marked as purple bubbles with values in bold type.
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Both annotators agreed on the quality rating for only 41 of the 100 documents. Their agreement was highest on low quality documents (rating pair {2, 2}, 14 agreements), similarly high on high, good and extremely low quality documents (rating pairs {5, 5}, {4, 4} and {1, 1} with 9, 6 and 8 agreements, respectively). Disagreement was highest for the rating pairs {2, 1} and {1, 2} with a total of 13 counts. These are documents which one annotator rated as extremely low (1) and the other as low (2), or vice versa.
When performing rating using an ordered point scale, IRA tends to be calculated as Kappa agreement with linear weighting [2] . The reason is that ratings are not independent and points on the scale nearer each other are more dependent than those on opposite ends of the spectrum. The weighted Kappa score for the double rating amounts to 0.516 which represents moderate agreement. There is no confusion between good quality text (high and good quality) and bad quality text (extremely low and low), though disagreement within these pairs is high. There is very little agreement on documents which each rater judged to be of mediocre quality which also explains the relatively low Kappa score. In Figure 4 , we therefore collapse the data points for ratings 1 and 2 as well as for 4 and 5 and display the values for those ratings combined. The agreement for good or bad quality text and the disagreements for documents with midrange ratings become more obvious. Both raters assigned the lower quality ratings more frequently than the higher ones. This is more prominent for rater 1. When collapsing ratings to a 3-point scale, raters agree in their judgement for 63 documents. The linearly weighted Kappa on the collapsed ratings increases to 0.60 (which is at the top end of moderate agreement). These figures suggests that it is more difficult to conduct a fine-grained rating of text quality. While it is easy for human beings to differentiate between good and bad text quality they find it much harder to agree on text with a mid-range quality. One reason is that for some documents the mediocre score reflects an average of good and bad quality text passages. For longer documents, it is therefore possible that each rater focussed on different parts of the document to make their judgement. In follow-on work, we will there focus our analysis on smaller text extracts similarly as in [10] .
Automatic Rating Evaluation
In this sub-section, we compare the automatically computed SQ scores for all documents against the ratings of both raters. Figures 5 and 6 show the results, each individual symbol representing one document. The x-axes represent the ratings for each rater and the y-axes represents the SQ scores. Both graphs show an upward trend of the data points from left to right meaning that lower SQ scores correlate with a lower manual rating and a higher SQ scores correlate with a higher manual rating. Similarly as in the IRA matrix visualisation in Figure 3 , the spread of documents with a mediocre manual rating (3) is bigger than for the other four categories. This is more prominent for rater 2 than for rater 1.
There are two outliers for which both raters agree on rating 4 with a quality score of only just over 0.3. We therefore examined these documents in more detail (9 00952 3 and 9 07186 10 2)
12 Both are long pieces of text (247 and 1,271 pages, respectively) with readable English on some pages but also complete gibberish on others (see example in Figure 7) . One of the raters even commented on them being "patchy". Having examined these graphs in more detail we conclude that it would be advisable to set a quality score threshold of around 0.7 when filtering ECO documents before text mining. This threshold check would result in the majority of good and high quality documents to be sent to the processing and the majority of low and extremely low quality documents to be filtered. This measure would allow us to capture all of the good textual content and reject the Proclamations, Pro * v mie RL' E.LI S B.AIG07. iVICTORlfIA. h&gt;I l/ t(aŤ'' of' GO!&gt;. tif ih Firi. ea fil~~Ť/ r&lt;' lluil'tIŤ, (i'. i' , QUEE'. Tc ,iiin iŤiV i ' ui tillhŤ'nt, 111te 1 eihŤ' Colin. ('it;ZI-s. uni 14Lt1ussuls ce t rib ev iii tJ1u stat. it have Iei t's.iiititŤud ztntt liild, a tutt &lt; A 11i10C. Figure 7 : Extract of document 9 00952 3, p. vi [3] .
junk. Setting this threshold also means that a large percentage of documents rated as mediocre will be discarded. We need to examine the overall picture to understand how much data would be thrown away by applying such a threshold. Figure 8 shows the SQ value distribution over all English ECO documents. Applying a filter with a threshold t, where t >= 0.7, would result in 10.9% of documents being ignored. This would allow us to direct the text mining to content with a quality that is likely to range between mediocre and high. When processing big data, disregarding over 10% of a collection is not an insignificant amount as automatic linguistic and semantic analysis is complex and can become increasingly computationally expensive, the deeper analysis is performed. If that data only leads to wrong or confusing results, it is more favourable to ignore it from processing completely as that decision will not only save considerable compute time but will also yield better results overall. 
CONCLUSION
We have shown that the presence of OCR errors in digitised document collections have a detrimental effect on NER, in particular on recall. Text mining is not able to make much sense of incorrect input. We have found loss in recall to be higher for proper names than for common English vocabulary. When processing large collections the frequency of words containing an OCR error often outweighs that of the same word containing an error. It is therefore possible to mine trends in big OCRed data collection without investing time and resources in OCR post-correction and normalisation first. However, there are instances of errors which can skew the results, especially real word errors, so post-correction and normalisation would be advisable.
Our results also show that it is possible to estimate the text quality of documents using a crude method: the ratio of words found in a dictionary to all words. Our automatic estimate correlates with the manual rating of text quality by 2 raters. We determined 0.7 to be an appropriate threshold below which document quality can be regarded as too low to be readable or understandable and is therefore unlikely to result in meaningful text mining output. We do not suggest for this data to be thrown away in general but we want to make scholars aware that a significant percentage of accessible digitised data is of very low OCR quality and encourage re-digitisation or post-correction.
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