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第 1章 序論 
1.1 本研究の背景 
日本における社会環境として超高齢化が進む中，介護福祉や生活支援などのサービス
分野でロボットの利用が拡大しており，経済産業省などによれば 20 年後の 2035 年に
は，ロボット産業の市場は約 10 兆円規模に膨れ上がると予測されている．また，これ
らの裏付けとして学術及び産業分野では，産業用ロボット技術及び機械技術を基盤とし
た，ビジョンセンサ，力センサなどのセンシング技術や駆動部制御技術の向上とともに，
知能化技術などの先端的要素の技術を駆使したロボットの研究・開発が活発に行われて
いる [1] [2]．現在では，産業用にとどまらず，幅広い分野で活躍する生活密着型の自律
移動ロボットに期待が寄せられており，ミッションを遂行する種々の機能が実現されて
いる． 
たとえば，千葉工業大学，東北大学，新エネルギー・産業技術総合開発機構等によっ
て開発された災害対応ロボット Quince [3]は，踏破性の高い移動機構にカメラなどのセ
ンサを搭載して，遠隔操作により状況を確認する機能を有し，東日本大震災後の福島第
一原子力発電所の現場調査に利用されている．また，Google Inc.とスタンフォード大学
によって開発された Google Car [4]は，カメラとレーザレンジセンサを用いて周囲を認
識し，自動的に目的地まで走行する機能を有し，交通事故防止とともに配送の無人化の
実現を目指している．2012 年時点で Google Inc.の共同創業者セルゲイ・ブリンは，「5
年後には一般の人が利用できるようになる」との見通しを発表している． 
このような自律移動ロボットの主たる機能のひとつに，ビジョンベースによる環境・
物体認識技術がある [5] [6] [7] [8]．カメラから得られる豊富な情報を元に，そのデータ
を解析することで，自律移動ロボットの自己位置補正や環境地図生成，障害物検知など，
自律移動ロボットがミッションを遂行するためには無くてはならない重要な機能であ
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る．これらの機能の実現のため，画像の局所領域内の特徴を的確に捉え，その特徴の独
自性を評価する手法として画像の局所領域における輝度勾配に着目した手法が多数提
案されている． 
1977 年には，Moravec [9]が画像局所における特徴のある点を自己相似性の低い点と
定義し，コーナー検出器の原点ともいえる手法を提案した．Harris ら [10]は，1988 年
に Moravec の手法を改良したコーナー検出器を考案している．その後，Lowe [11]が大
きさ，回転，照明変化に頑強な局所特徴量である Scale-Invariant Feature Transform
（SIFT）を 1999 年に提案して以降，物体認識，画像分類等において様々な視覚変化に
不変性を持つ画像特徴量の有用性が証明されている．さらに，リアルタイム性を必要と
するアプリケーションのため，SIFT と同等の性能を持ちながら高速性と省メモリ性を
実現した Speeded-Up Robust Features（SURF） [12]，Center Surround Extremas
（CenSurE） [13]などの積分画像や近似アルゴリズムを利用した画像特徴量が提案さ
れている．また近年では，2010 年にバイナリデータを用いて処理の高速化および省メ
モリ化を図った Binary Robust Independent Elementary Features（BRIEF） [14]以
降，BRIEF に回転不変性を導入した Binary Robust Invariant Scalable Keypoints
（BRISK） [15]や Oriented FAST and Rotated BRIEF（ORB） [16]といった種々の
手法が提案されている [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27]． 
一方で，自律移動ロボットがその与えられたミッションをトラブルなく遂行するため
には，処理すべきタスクを処理完了の予測時間内に確実に終えるデッドラインを超えな
いリアルタイム性の実現が必要となる [5]．このように，有用なロボットビジョンの実
現のために利用可能な多くの画像特徴量が存在する一方で，画像のスケールや回転に対
する不変性や，照明変化に頑強であることなど，的確な特徴量を記述するためには，多
段階に及ぶ複数の処理と使用メモリの増大は否めず，自律移動ロボットのためのリアル
タイム空間認識のハードウェア実装技術の確立には大きな課題が未だ残っている [28] 
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[29] [30] [31]．また，自律移動ロボットの実用的なライフサイクルを確保するための省
電力化は，大きな課題のひとつである． 
1.2 本研究の目的 
自律移動ロボットの高機能化に伴う課題としては，ロボットの持続的な活動を保障す
るための低消費電力の実現やシステムが要求するタスク完了までの時間的制約を保障
するリアルタイム性の確保，更なる小型化や低価格化の実現などが挙げられる．従来の
コンピュータビジョンベースの自律移動ロボットでは，PC による画像処理が主流であ
り，高機能を実現させるためには搭載している CPU や GPU の消費電力の増大は否め
ない．また，高速な処理が可能な CPU や GPU であってもタスクの負荷に応じて実行
時間には揺らぎがあり，リアルタイム性におけるデッドラインの予測は困難である． 
そこで本研究では，自律移動ロボットの空間認識や障害物検知能力の知能化及び処理
性能の高度化のため，Field Programmable Gate Array（FPGA）を用いてロボットに
適した画像処理システムの開発・統合を行い，巡回・簡易搬送を可能とするリアルタイ
ムロボットビジョンシステムの実現に向けたステレオビジョンを構築した．ステレオビ
ジョンの空間認識や障害物検知能力を可能とするためにコンピュータビジョン分野で
広く用いられている画像の局所特徴量によるステレオマッチング法を採用している． 
また，FPGA デバイスの並列処理性能を生かし，画像キャプチャと同時に画像処理を
可能とするリアルタイム性を確保するとともに，システム全体の低消費電力の実現およ
び小型化，低価格化を図っている．ステレオビジョンの主な構成部品は，画像処理を行
う FPGA ボード，CMOS カメラ，システム制御を行う CPU ボートであり，これらを
独自に設計した基板上に配置し，システムとしてコンパクトなサイズに収めている． 
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1.3 本研究の概要 
ステレオビジョンの空間認識や障害物検知能力を可能とするために，SIFT や SURF
などに代表される画像の局所特徴量によるステレオマッチング法を採用している．画像
の局所領域内における特徴点を検出し，検出された特徴点の特徴量を記述するとともに，
その特徴量によって，ステレオ画像における特徴点の対応付けを行い三角測量法に基づ
いて障害物等の特徴点までの距離を計測する．なお，本提案手法では，特徴のある点を
エッジの頂点または交点として捉えており，その性質から特徴点をコーナーと呼ぶ． 
コーナー検出器は，勾配を用いて注目画素とその近傍領域の画素とのセグメントテス
トを行い，その類似性および相違性を評価する手法である．特徴量記述子は，特徴点を
中心とする領域を階層的に複数に分け，それぞれの領域内および領域間の勾配を用いて
特徴点の特徴量を記述する手法である．どちらの手法も FPGA への実装を考慮して考
案したアルゴリズムであり，FPGA デバイスの並列処理性能を生かし，画像キャプチャ
と同時に画像処理を可能とするリアルタイム性を確保している． 
ステレオビジョンシステムは，局所特徴量を用いたリアルタイムの画像処理を行う
FPGA ボード，CMOS カメラ，およびシステム全体の制御を行う CPU ボートで構成さ
れており，これらを自律移動ロボットへの搭載のために独自設計した基板上に配置し，
システムとしてコンパクトなサイズに収めるとともに，低消費電力の実現および小型化，
低価格化を実現している．ハードウェアによる画像処理回路は，画像の特徴点であるコ
ーナーを検出するとともに，その局所特徴量を計算し，左右撮像に存在するコーナーの
対応付けを画像キャプチャとほぼ同時に処理し，ロボットの空間認識や障害物検知のた
めの情報として提供する．画像処理回路は，CMOS カメラからの画像データをそのま
ま CPU に受け渡すカメラ通信回路，画像処理データ通信回路，画像ノイズを除去する
ガウシアン処理回路，コーナー検出回路，勾配特徴量計算回路で構成され，高速な並列
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処理を行うことで画像キャプチャと同時に勾配特徴量の計算を可能とした．また，限ら
れたメモリリソースを効率的に利用するため，First In First Out（FIFO）およびライ
ンバッファの概念を取り入れている．これらは，FPGA デバイス内部のブロックメモリ
である BRAM を効果的に利用することで高速なデータ処理を実現している． 
コーナー検出器は，8 種類のウインドウパターンを用いて注目画素とその 8 近傍の画
素に対する勾配方向の分布を連続した相違性とともに類似性で評価し，勾配方向ととも
にコーナー候補を決定し，コーナー強度についての極値を求め，最終的なコーナーとし
て保持している．特徴量記述子については，「ヒストグラム方式」と「領域間勾配方式」
の二つの手法を考案した．ヒストグラム方式は，コーナーを中心とする 39×39 ピクセ
ルの近傍領域を階層的構造として 3 層に分け，全画素で中心からの距離に応じて重み付
けされた 136 次元の勾配ヒストグラムを求める手法である．領域間勾配方式は，ヒスト
グラム方式同様の 3 階層構造であるが，異なるサイズの中心領域を複数持つ構造となっ
ており，領域間勾配を求めるために x 方向，y 方向および中心方向の 1 次微分フィルタ
に加え，加重平均フィルタの 4 種類を用いて，各領域でそれぞれ畳み込み演算し，96 次
元の勾配特徴量を生成する手法である．このような階層的勾配構造を用いることで，よ
り精度の高い特徴量記述を可能とした．また，精度を維持しつつ全ての演算を整数のみ
で行えるように工夫することで，本アルゴリズムの FPGA 実装を容易にしている． 
これらの提案手法のアルゴリズムを SIFT や SURF をはじめとする 8 種類の特徴点
検出器および特徴量記述子とのソフトウェアによる比較実験を行い，特徴点検出の安定
性や処理速度，ステレオマッチング精度などの処理性能について評価した．また，提案
手法の FPGA 実装時における回路規模，消費電力についての検証を行い，その有用性
について考察した． 
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1.4 本論文の構成 
本論文は 5 つの章で構成されている． 
本章では，研究の背景・目的および研究の概要について述べている． 
第 2 章では，本研究を進めるに当たり，参考および比較対象とした画像局所特徴量に
よる特徴点検出および特徴量記述のアルゴリズムについて述べるとともに，それぞれの
特性および課題などについて考察する．Moravec Operator をはじめ，Harris Corner 
Detector，SIFT，SURF，Features from Accelerated Segment Test（FAST） [32]，
BRIEF，BRISK，ORB，Fast Retina Keypoint（FREAK） [33]の 9 種類のアルゴリ
ズムについて，それぞれの手法が提案された時系列で紹介する． 
第 3 章では，本研究で提案する階層的勾配特徴量によるステレオビジョンの構築につ
いて述べる．ここでは，まず，システムの構成要素および開発環境について触れ，ステ
レオビジョン構築の根幹となるコーナー検出器および特徴量記述子のアルゴリズムに
ついて述べる．また，特徴量記述子については，SIFT のように勾配特徴量をヒストグ
ラム化した手法と特徴点を中心とする領域内の勾配と領域間の勾配を特徴量として捉
えた手法の 2 種類について述べる．つぎに，三角測量法によるステレオマッチングのア
ルゴリズムついて述べ，最後にFPGA実装した提案手法の処理の流れについて述べる． 
第 4 章では，提案手法に対して，2 章で述べた Morave Operator を除く 8 種類の手
法とのソフトウェアによるアルゴリズムの比較実験を行い，性能を評価するとともに，
提案手法のFPGA実装時の動作検証を行い，その有用性について考察および検討する． 
最後に第 5 章で，結論として本研究で得られた成果についてまとめる． 
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第 2章 画像局所特徴量による検出器および記述子 
2.1 導入 
デジタル画像処理によって人間が持つ視覚機能を実現する技術であるコンピュータ
ビジョンにおいて，ステレオビジョンは，その代表的な技術のひとつである．一般的な
ステレオビジョンでは，平方等位に配置した 2 台のカメラを用いて映像を同時に撮影
し，そのカメラ間で成り立つ幾何学を用いて 3 次元形状復元する手法を用いる．このよ
うな幾何学的な解析処理を適用するステレオビジョンにおいて，画像内の点や線などの
基本的な構成要素を的確に抽出することはとても重要である [34]．一般的なステレオ
画像による三次元復元では，計算コストを抑えるため，左右画像の局所領域における特
徴的な対応の取りやすい点を抽出し，それらの点の特徴量によって対応付けを行う． 
この特徴的な対応の取りやすい点を特徴点（feature point）と呼び，局所領域におけ
る注目画素の濃淡や色といった画素情報を用いて特徴点を画像内から抽出するアルゴ
リズムや機能のことを特徴点検出器（detector）という．また，抽出した特徴点の識別
情報として，特徴点を中心とする近傍領域を含めた画素情報を用いて特徴量を記述する
アルゴリズムや機能のことを特徴量記述子（descriptor）という．なお，一般的な特徴
点検出器や特徴量記述子は，画素情報として輝度値を用いている． 
これらの局所的な画像処理の最も基本的かつ有用な演算手法は，入力画像 𝐹 = {𝑓𝑖𝑗} 
において注目画素(𝑖, 𝑗)を中心とした近傍領域𝑁(𝑖, 𝑗)に対して何らかの処理𝜑𝑖𝑗を施し，出
力画素𝑔𝑖𝑗の値を求めることである [35]．ここで，近傍領域𝑁(𝑖, 𝑗)は，一般的に画像の x
方向と y 方向の同じ向きに辺を持つ(𝑖, 𝑗)を中心とした矩形領域を用いることが多い． 
前章で述べたように，物体認識，画像分類等において様々な視覚変化に不変性を持つ
局所的な画像特徴量の有用性が証明されており，リアルタイム性を必要とするアプリケ
ーションのため，高速性と省メモリ性を実現した種々の画像特徴量が提案されている． 
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ここでは，本研究を進めるにあたり触発されるとともに，本研究で考案したアルゴリ
ズムとの比較実験に用いた，画像局所特徴量による特徴点検出器および特徴量記述子の
アルゴリズムについて述べる．なお，画像の局所領域における特徴点のことを，キーポ
イント（keypoint），関心点（interest point），コーナー（corner）といった用語で呼ぶ
場合がある．厳密な解釈には違があるものの，本論文では，それぞれのアルゴリズムで
特に定義されている場合を除き，対象となるアルゴリズムで一般的に用いられている用
語を使用する．また，それぞれのアルゴリズムは表 2.1.1 に記すとおり，特徴点検出と
特徴量記述のどちらかの機能を有するアルゴリズムと，その両方を有するものとに区別
されるが，ここではそれぞれのアルゴリズムの関連性を考慮し，アルゴリズムが提案さ
れた年順に述べることとする． 
表 2.1.1 代表的な画像局所特徴量による特徴点検出器と特徴量記述子 
提案年 手法とその特長 
特徴点検出
（detector） 
特徴量記述
（descriptor） 
1977 Moravec Operator：コーナー検出器の原点 ○  
1988 Harris Corner：Moravec Operator を改良 ○  
1999 SIFT*：DoG 処理，勾配方向ヒストグラム生成 ○ ○ 
2006 
SURF*：Box フィルタと積分画像で SIFT の高速化 ○ ○ 
FAST：決定木による高速なコーナー検出 ○  
2010 BRIEF：バイナリ手法による高速・省メモリ化  ○ 
2011 
BRISK*：BRIEF に回転不変性を導入 ○ ○ 
ORB*：BRIEF に回転不変性を導入・高速化 ○ ○ 
2012 FREAK：人間の網膜の機能を模倣  ○ 
* 特徴点検出および特徴量記述の双方の機能を有する手法． 
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2.2 特徴点検出器および特徴量記述子 
2.2.1 Moravec Operator 
本手法は，H. P. Moravec [9]が 1977 年に考案したコーナー検出器の原点ともいえる
アルゴリズムである [35]．コーナーを自己相似性が低い点と定義しており，画像内の注
目画素の近傍領域について，上下・左右及び対角の各方向に対する勾配の分散を評価し，
コーナーが存在するかどうかを判定する．図 2.2.1 は，Moravec Operator を用いたコ
ーナー検出の実行例である． 
アルゴリズムの流れは，2 つのステップで構成される．ステップ 1 では，画像内の注
目画素を中心とした領域内の上下・左右及び対角の 4 方向で，それぞれの方向上にある
各画素の輝度値と注目画素の輝度値の類似度を式（2.2.1）に示すように SSD（Sum of 
Squared Difference）によって求める．ここで，𝑥, 𝑦は注目画素の座標，𝑖, 𝑗は各方向へ
のシフト幅，I は各画素の輝度値であり，S の値が低いほど類似性が高いことを示して
いる．そして，S の最小値をコーナー候補として選択する． 
 𝑆 = ∑ (𝐼(𝑥 + 𝑖, 𝑦 + 𝑗) − 𝐼(𝑥, 𝑦))2𝑖,𝑗  （2.2.1） 
ステップ 2 では，コーナー候補の中からしきい値以上の極大値を最終的なコーナーと
して検出する．コーナー候補を S の最小値にする理由は，注目画素がエッジ上に存在す
る場合に，エッジと直交する方向にある近傍領域は，輝度変化が激しく類似度が低いた
め，このような点をコーナー候補から除外するためである．Moravec Operator のアル
ゴリズムは，簡便で計算量も少なく高速に機能するものの，Moravec 自身が指摘してい
る [9]ように，本オペレータは等方的でない，すなわち近傍のエッジと方向が異なるエ
ッジが存在するような場合には，正しくコーナーを検出できないという問題がある． 
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図 2.2.1 Moravec Operator によるコーナー検出 
2.2.2 Harris Corner Detector 
C. Harris [10]らが 1988 年に Moravec Operator を改良したコーナー検出器を考案
した．本コーナー検出器は，コーナーを自己相似性が低い点として定義する考え方は
Moravec Operator と同様であるが，画像をひとつの曲面として捉え，曲面内の特徴あ
る点を微分幾何学的アプローチに基づいて検出する．なお，一般的な微分幾何学的アプ
ローチで特徴点を検出する場合には，2 次微分が必要であるが，本コーナー検出器は 1
次微分のみしか計算せず，代替としてガウス関数を用いる．ここでのガウス関数はその
フィルタが差分演算子の役割となるため，勾配を計算することと同等となる． 
本アルゴリズムは，まず，入力画像 I に対して，𝑥, 𝑦方向でそれぞれ微分したガウス
関数を画像に畳み込むことで勾配画像𝐼𝑥, 𝐼𝑦を求める．続いて式（2.2.2）に示すように，
負の値を除去するため，各勾配の積により勾配の大きさを計算し，その局所領域におい
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てガウス関数による重み付けを用いて総和を求めたものが H である． 
 H = ∑ 𝑤𝑥,𝑦 (𝑥, 𝑦) [
𝐼𝑥𝑥 𝐼𝑥𝑦
𝐼𝑥𝑦 𝐼𝑦𝑦
] （2.2.2） 
 R = 𝑑𝑒𝑡(H) − 𝑘(𝑡𝑟(H))
2
 （2.2.3） 
 
図 2.2.2 固有値による判定 
 
図 2.2.3 Harris Corner Detector によるコーナー検出 
λ2
λ1
Corner
Edge
Edge
Flat
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図 2.2.2 に示すように，画素がコーナーである場合には，H の固有値λ1，λ2 は，と
もに大きな値となる．式（2.2.3）では，行列式から対角成分の和の二乗を引くことでコ
ーナー候補を求め，R が極大値となる画素をコーナーとして定義する．実際には，画像
中に非常に多くの極大値が存在するため，適当なしきい値を設け，有効なコーナーだけ
を選択している．なお，ここで𝑘は調整パラメータであり，0.04～0.08 の範囲内が最適
値とされている [10] [34] [36]．図 2.2.3 は，Harris Corner Detector によるコーナー検
出の実行例である． 
2.2.3 Scale-Invariant Feature Transform (SIFT) 
SIFT は，D. G. Lowe [11] [37]が 1999 年に考案した Difference of Gaussian（DoG）
画像を用いた特徴点検出器および特徴量記述子である [38]．特徴点検出で使われる代
表的なウェーブレットとしては，式（2.2.4）で表される Laplacian of Gaussian（LoG）
フィルタがある．ここで，σ はガウシアンフィルタのスケールであり，𝑥, 𝑦は注目画素
からの距離である．入力画像との畳み込み関数のゼロ交差としてエッジを検出し，極値
として“blob”すなわち周辺領域より明るいもしくは暗い点を検出することができる． 
 LoG = 𝑓(𝜎) = −
𝑥2 + 𝑦2 −2𝜎2
2𝜋𝜎6
exp (−
𝑥2 + 𝑦2
2𝜎2
) （2.2.4） 
LoG は計算コストが高いという問題点があり，SIFT では，より効率的な極値検出法
として，標準偏差を様々に変えたガウス関数を用いて画像を平滑化し，その差を計算す
る DoG フィルタを用いて LoG フィルタを近似している．なお，SIFT では，特徴点の
ことを通常キーポイントと呼び，SIFT が検出するキーポイントは，コーナー点や注目
画素を中心とした周辺領域に多くの濃淡情報を持つ“blob”である． 
本アルゴリズムは，表 2.2.1 に示すようにキーポイント検出部と特徴量記述部の 2 つ
の処理フェーズに分けられ，4 つのステップからなる． 
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表 2.2.1 SIFT アルゴリズムの概要 
処理フェーズ ステップ 
1：キーポイント検出部 
1：スケールとキーポイントの検出 
2：キーポイントのローカライズ 
2：特徴量記述部 
3：オリエンテーションの算出 
4：特徴量の記述 
キーポイント検出部のステップ 1 では，スケール空間理論に基づいて，空間極値を検
出する．スケール空間とは，A. Witkin によって提案された尺度空間理論 [39]であり，
画像をスケールによってパラメータづけられた族として表現し，すべてのスケールを同
時に扱う．また，画像のスケール空間表現は，与えられた画像を漸進的にぼかした画像
を積み上げたもののことである．スケールに従ってぼかす方法にはいろいろ考えられる
が，ガウシアンフィルタを使えば，元の画像にない構造（例えば，ゼロ交差：変曲点）
がぼかしによって，出現されないことが知られている [2] [26]．SIFT のキーポイント
検出器は，スケール空間において DoG フィルタの結果が極値を持つことを利用して，
キーポイント候補の位置とスケールを決定する． 
キーポイントの候補は，式（2.2.5）および式（2.2.6）に示すスケールの異なるガウス
関数Gと入力画像 Iを畳み込んだ平滑画像Lとの差分であるDoG画像によって求める． 
 𝐿(𝑢, 𝑣, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑢, 𝑣) （2.2.5） 
 𝐺(𝑢, 𝑣, 𝜎) =
1
2𝜋𝜎2
exp (−
𝑥2 + 𝑦2
2𝜎2
) （2.2.6） 
DoG 画像の結果 D は，式（2.2.7）で求まる．ここで𝑘は σ の増加率である．この処
理を σ0から𝑘倍ずつ大きくした異なるスケール間で行い，複数の DoG 画像を求める． 
 𝐷(𝑢, 𝑣, 𝜎) = (𝐺(𝑥, 𝑦, 𝑘𝜎) − 𝐺(𝑥, 𝑦, 𝜎)) ∗ 𝐼(𝑢, 𝑣) = 𝐿(𝑢, 𝑣, 𝑘𝜎) − 𝐿(𝑢, 𝑣, 𝜎) （2.2.7） 
σ の増加に伴いガウシアンフィルタのウインドウサイズが大きくなると，処理不能な
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画像の端領域の拡大および計算コストの増加が問題となる．これに対して SIFT では，
画像のダウンサンプリングを行うことで，σ の最大値を制限しつつ連続性を保持した平
滑化処理を実現するとともに計算量の増加を抑えている． 
検出されたキーポイントの候補には，DoG 出力値が小さくノイズの影響を受けやす
い低コントラストな点や，開口問題の対象となるエッジ上の点といったキーポイントに
適さないものも含まれている． 
そこでステップ 2 では，主曲率の割合に基づく計算によって，キーポイントに適さな
いものを除去し，より安定したキーポイントのローカライズを行う．エッジ上のキーポ
イント候補の除去方法は，まず，キーポイント候補に対して式（2.2.8）に示す 2 次元ヘ
ッセ行列 H を計算する． 
 H = [
𝐷𝑥𝑥 𝐷𝑥𝑦
𝐷𝑥𝑦 𝐷𝑦𝑦
] （2.2.8） 
H から求められる固有値をそれぞれ α，β とし，γ を α と β の比率として，α = γβ と
するとき，H の対角成分の和と行列式の関係は，式（2.2.9）のようになる．α，β がと
もに大きいとき特徴点に適するが，SIFT では固有値を求める代わりに式（2.2.10）に
示すように𝛾𝑡ℎによるしきい値処理で，エッジ上の不要なキーポイント候補を除去する． 
 
𝑡𝑟(H)2
𝑑𝑒𝑡(H)
=
(𝛼 + 𝛽)2
𝛼𝛽
+
(𝛾𝛽 + 𝛽)2
𝛾𝛽2
=
(𝛾 +1)2
𝛾
 （2.2.9） 
 
𝑡𝑟(H)2
𝑑𝑒𝑡(H)
<
(𝛾𝑡ℎ +1)
2
𝛾𝑡ℎ
 （2.2.10） 
スケール空間内のキーポイントの位置は，サブピクセル推定を用いて算出する．本処
理は，キーポイントのスケールの補正に対しても有効であり，画像サイズが大きくなる
につれて広がるスケールの誤差を抑えるはたらきを兼ねている． 
つぎに，低コントラストなキーポイント候補を除去するため，サブピクセル位置での
DoG 出力を計算し，コントラストによるキーポイントの絞込みを行う．DoG 出力の絶
対値がしきい値より小さい場合には，コントラストが低くノイズの影響を受けやすいた
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めキーポイント候補から除外する．ここまでの処理が，キーポイント検出部であり，図
2.2.4 に SIFT によるキーポイント検出の実行例を示す． 
検出されたキーポイントに対して特徴量記述部のステップ 3 では，キーポイントの基
準となる方向であるオリエンテーションを求めることで，キーポイントの向きの正規化
を行う．これにより，画像の回転に対して不変な特徴量を得ることができる．オリエン
テーションの算出は，はじめにキーポイントが検出された平滑化画像 L の勾配強度𝑚と
勾配方向𝜃を次式で求める． 
 𝑚(𝑢, 𝑣) = √𝑓𝑢(𝑢, 𝑣)2 + 𝑓𝑣(𝑢, 𝑣)2 （2.2.11） 
 𝜃(𝑢, 𝑣) = tan−1
𝑓𝑣(𝑢,𝑣)
𝑓𝑢(𝑢,𝑣)
 （2.2.12） 
 {  
𝑓𝑢(𝑢, 𝑣) = 𝐿(𝑢 +  1, 𝑣) − 𝐿(𝑢 −  1, 𝑣)
𝑓𝑣(𝑢, 𝑣) = 𝐿(𝑢, 𝑣 +  1) − 𝐿(𝑢, 𝑣 −  1)
 （2.2.13） 
 
図 2.2.4 SIFT によるキーポイント検出 
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つぎに𝑚と𝜃より，重み付きの方向ヒストグラムℎを次式によって求める． 
 ℎ(𝜃′) = ∑ ∑ 𝑤(𝑥, 𝑦)  ⋅  𝛿[𝜃′, 𝜃(𝑥, 𝑦)]𝑦𝑥  （2.2.14） 
 𝑤(𝑥, 𝑦) = 𝐺(𝑥, 𝑦, 𝜎)  ⋅  𝑚(𝑥, 𝑦) （2.2.15） 
ここでℎは勾配方向を 36 方向に量子化したヒストグラム，𝑤は参照ピクセルに対する
重みであり，キーポイントに近いほど重くなるガウスカーネルを用いている． 
また，δ はデルタ関数であり，𝜃が量子化勾配方向𝜃′である場合には 1 を返す．最終的
に 36方向のヒストグラムの最大値から 80%以上となるピークをキーポイントのオリエ
ンテーションとして割り当てる．つぎにステップ 4 では，キーポイントのオリエンテー
ションに基づいて特徴量を記述する領域を回転させ，キーポイントの周辺領域が持つ勾
配情報を用いてキーポイントの特徴量を記述する． 
キーポイント記述子は，キーポイントの周りを 4×4 の 16 ブロックに分割し，ブロ
ックごとに 45 度ずつ 8 方向のヒストグラムを作成するため，結果として 128 次元の特
徴ベクトルとしてキーポイントの特徴量を記述している．その後，各特徴ベクトルの長
さをベクトルの総和によって正規化し，照明に対する不変性を得ている．図 2.2.5 に
SIFT によるステレオ画像を用いたキーポイントの対応付けの例を示す．ステレオ画像
に対して緑色の線で結ばれた点が特徴量を用いて対応付けされたキーポイントである． 
 
図 2.2.5 SIFT によるステレオ画像を用いた対応点探索 
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2.2.4 Speeded-Up Robust Features (SURF) 
SURF は，H. Bay [12]らが 2006 年に考案した特徴点検出器及び特徴量記述子であ
る．SURF は，SIFT におけるスケール空間での DoG 処理部分の計算コスト上の弱点
を改良しており，パフォーマンスを損なわず SIFT より数倍高速であることが報告され
ている [38]．SURF も SIFT 同様に，特徴点検出部と特徴量記述部の 2 つのフェーズ
に分かれ，特徴点とスケールの検出，特徴点の絞込み，オリエンテーションの算出，特
徴量記述の 4 つのステップで処理を行う． 
特徴点とスケールの検出は，SIFT で計算コストが大きかった σ の異なる DoG の反
復処理はしない．その代案として，図 2.2.6 に示すような Hessian-Laplace 検出器を近
似した Box フィルタと，矩形領域内の輝度値の総和を高速に算出できる積分画像を用
いて処理の高速化を図っている．Box フィルタは，加重平均フィルタの一種であり，ガ
ウシアンフィルタと二次微分フィルタを畳み込んだ結果の近似値を得られる． 
 
(a) Hessian-Laplace 検出器 
 
(b) Box フィルタ 
図 2.2.6 Box フィルタによる Hessian-Laplace 検出器の近似 
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また，異なるスケールの結果は，Box フィルタのサイズを変化させることで対応する．
Box フィルタによる近似 Hessian-Laplace 検出器の行列式は，次式よって算出する． 
 𝑑𝑒𝑡(H𝑎𝑝𝑝𝑟𝑜𝑥) = 𝐷𝑥𝑥  ⋅  𝐷𝑦𝑦 − (𝐷𝑥𝑦  ⋅  0.9)
2
 （2.2.16） 
ここで，𝐷𝑥𝑥，𝐷𝑦𝑦，𝐷𝑥𝑦 は，それぞれ Box フィルタによって得られる近似値であり，
0.9 はフィルタの近似による誤差を補う係数である．式（2.2.16）の行列式を各スケー
ルの画像に対して計算し，SIFT 同様に 3 次元空間での極大値を特徴点の候補とし，コ
ントラストと主曲率による絞込みで不要な特徴点の候補を削除したうえで，特徴点を検
出する．図 2.2.7 は，SURF による特徴点検出の実行例である． 
特徴量記述部は，SIFT 同様に回転不変性を得るためのオリエンテーションの算出処
理と特徴量の記述処理の 2 段階で構成される．これらの処理においても，図 2.2.8 に示
すような，白の領域と黒の領域の輝度差である Haar-like 特徴量を積分画像によって求
めることで，計算コストを抑えている． 
オリエンテーションの算出処理では，特徴点を中心とした半径 6 スケールの領域から
x, y 方向それぞれの Haar-like（4 スケール×4 スケール）を計算する．つぎに，ガウシ
アンフィルタによって半径 6 スケールの重み付き輝度勾配を算出し，x, y 方向ごとに総
和する．これらの処理を特徴点を中心にπ/3 ずつ回転させながら繰り返し，求められた
最大値の方向を特徴点のオリエンテーションとする． 
特徴量の記述処理では，特徴点を中心に 20 スケール×20 スケールの領域を 4×4 グ
リット領域に分割し，Haar-like 特徴量（2 スケール×2 スケール）を計算することで
輝度勾配を求める．x, y 方向の輝度勾配をそれぞれ dx，dy とすると，dx，dy，|dx|，
|dy|の 4 次元ベクトル×16 領域で，64 次元の特徴ベクトルを得ることとなる． 
図 2.2.9 に SURF による特徴点検出および特徴量記述を用いたステレオ画像の特徴
点の対応付けの実行例を示す． 
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図 2.2.7 SURF による特徴点検出 
    
    
図 2.2.8 Haar-like 特徴のパターン例 
 
図 2.2.9 SURF によるステレオ画像を用いた対応点探索 
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2.2.5 Features from Accelerated Segment Test (FAST) 
FAST は，E. Rosten [32]らによって 2006 年に考案された機械学習による決定木を
用いた高速なコーナー検出器である．事前に定義したコーナー情報に従い，入力画像の
全画素に対してコーナーまたは非コーナーのラベリングを行い，機械学習を用いて決定
木を構築する．その後，決定木をトラバサールしてたどり着いた末端ノードが保持する
情報でコーナーを検出する．決定木の構築は，まず，次式および図 2.2.10 (a)のように，
注目画素 p を中心とする円周上の 16 画素の輝度値を明るい（brighter），似ている
（similar），暗い（darker）の 3 値化する． 
 𝑆𝑝→𝑥 = {
𝑑𝑎𝑟𝑘𝑒𝑟, 𝐼𝑝→𝑥 ≤ 𝐼𝑝 − 𝑡
𝑠𝑖𝑚𝑖𝑙𝑎𝑟, 𝐼𝑝 − 𝑡 < 𝐼𝑝→𝑥 < 𝐼𝑝 + 𝑡
𝑏𝑟𝑖𝑔ℎ𝑡𝑒𝑟, 𝐼𝑝 + 𝑡 ≤ 𝐼𝑝→𝑥
 （2.2.17） 
ここで，𝐼𝑝 は注目画素の輝度値，𝐼𝑝→𝑥 は円周上画素の輝度値，t はしきい値を表す． 
3 値化された円周上の 16 画素を，図 2.2.10 (b)に示すような特徴ベクトルとし，n 個
以上連続した brighter，または darker が存在した場合に，注目画素 p に対してコーナ
ーラベルを，そうでない場合には非コーナーラベルを付与する．なお，文献 [32]によれ
ば，元画像と射影画像を用いたコーナーの再現性を調べる Repeatability による性能実
験の結果，n = 9 のとき最も良い性能を示したことが確認されている． 
16 1 2
15 3
14 4  brighter
13 p 5  similar
12 6  darker
11 7
10 9 8
1 2 3 4 5 6 7 8
9 10 11 12 13 14 15 16
(a) 注目画素pの円周上16画素 (b) 特徴ベクトル
 
図 2.2.10 FAST における注目画素 p の特徴ベクトル 
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図 2.2.11 FAST の決定木を用いたコーナー検出の概要 
本処理を学習画像の全画素について行い，注目画素に付与したラベルと円周上の 16
画素の特徴ベクトルを用いて，教師あり学習の ID3 アルゴリズムを適用して決定木を
構築する．図 2.2.11 に示すように，決定木の分岐ノードは，コーナーと非コーナーを分
離しやすい円周上の画素を選択し，再帰的に繰り返すことで木構造を獲得している．末
端ノードには，学習画像の多くが到達したコーナー，または非コーナーのラベルをクラ
スとして記録しておく． 
コーナー検出時には，入力画像の注目画素 p を学習済みの決定木に入力し，決定木の
分岐ノードに従って，周囲 16 画素と注目画素を比較してトラバサールする．末端ノー
ドまで到達したときのクラスによる情報でコーナーか否かを識別することで，コーナー
を検出する．文献 [32]の実験では，n = 9 のとき平均で 2.26 画素を参照するだけでコ
ーナー検出を可能としている． 
このように FAST は，機械学習を用いた決定木を構築することにより，注目画素を中
心とする円周上の 16 画素をすべて参照することなく，高速かつ効率的なコーナー検出
を可能としている．図 2.2.12 は，FAST によるコーナー検出の実行例である． 
16 1 2
15 3
14 4
13 p 5
12 6
11 7
10 9 8
コーナー判定
（コーナー or 非コーナー）
brighter
similar
darker
1
155
9
12
11 12 132 10 3 15 14
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図 2.2.12 FAST によるコーナー検出 
2.2.6 Binary Robust Independent Elementary Features (BRIEF) 
BRIEF は，M. Calonder [14]らによって 2010 年に提案された特徴量を 2 値化したベ
クトルで表現するアルゴリズムを取り入れた特徴量記述子である． 
SIFT における特徴量は，ヒストグラムとして 128 次元のベクトルで表されており，
1 つの特徴点につき 128 バイトのメモリを消費する．また，特徴ベクトル同士のユーク
リッド距離の計算に時間がかかる．これらのメモリコストや計算コストを軽減するアイ
デアとして BRIEF では，特徴点の周辺領域内（パッチ）でガウシアン分布に基づいて
選択された 2 点の輝度差の符号から 2 値特徴量（バイナリコード）を生成する手法を提
案している．まず，ノイズ除去のため，ガウシアンフィルタでパッチ𝑝内の画素を平滑
化する．つぎに，𝑝内でガウシアン分布に基づいてランダムに選ばれたサンプリングペ
アの画素𝑖，𝑗を𝑛組用意する． 
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図 2.2.13 FAST と BRIEF を併用したステレオ画像を用いた対応点探索 
𝑖，𝑗の輝度値をそれぞれ𝑝 (𝑖)，𝑝 (𝑗)としたとき，次式に示すように𝑝内の𝑛組のバイ
ナリテスト τ は，𝑖，𝑗の輝度値の比較によって𝑛ビットのバイナリコードを生成する． 
 τ(𝑝; 𝑖, 𝑗) = {
1 if 𝑝(𝑖) < 𝑝(𝑗)
0 otherwise
 （2.2.18） 
さらに，次式に示すように生成された𝑛ビットのバイナリコードをシフトさせること
により，𝑛次元のバイナリ列として特徴量を生成する． 
 𝑓𝑛(𝑝) = ∑ 2
𝑙−1 τ(𝑝; 𝑖𝑙 , 𝑗𝑙)1 ≤ 𝑙 ≤ 𝑛  （2.2.19） 
文献 [14]によれば，次元数を 128，256，512 の 3 種類に設定したうえで，他の手法
と比較しており，認識率や処理速度，メモリコストの面においてそれぞれ良好な結果を
示すことが確認されている．なお，BRIEF には特徴点検出器の機能はなく，検出器に
FAST を併用することで，図 2.2.13 に示すようなステレオマッチングを高速に行うこ
とが可能である．また，BRIEF は，スケール変化や回転に対する不変性はない． 
2.2.7 Binary Robust Invariant Scalable Keypoints (BRISK) 
BRISK は，S. Leutenegger [15]らによって 2011 年に提案されており，離れた 2 点
間の輝度差に着目するという BRIEFの考え方にスケール及び回転不変性を導入した手
法であり，キーポイント検出器および特徴量記述子の双方を有するアルゴリズムである． 
キーポイント検出器は，FAST にスケール不変性を取り入れたアルゴリズムであり，
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まず，図 2.2.14 のように入力画像を多段階に縮小した画像ピラミッドを用意する． 
この画像ピラミッドのオクターブごとに FAST を用いて，すべての画素において特
徴点らしさのレスポンス値を求める．レスポンス値がしきい値以上であり，x，y 方向
にスケール方向を加えた 3 次元空間において極大となる点をキーポイントとして検出
する．なお，キーポイントの位置およびスケールは，レスポンス値に対して 2 次多項式
フィッティングを適用することで精度を高めている．図 2.2.15 は，BRISK によるキー
ポイント検出の実行例である． 
 
図 2.2.14 画像ピラミッドによるキーポイント検出 
octave ci-1 
intra-octave di-1 
interpolated position 
intra-octave di 
octave ci+1 
octave ci 
i - 1 
i  
i + 1 
log2(t) t : scale 
FAST sore s 
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図 2.2.15 BRISK によるキーポイント検出 
特徴量記述子は，図 2.2.16 に示すように，サンプリングパターンとしてキーポイン
トとその同心円上に位置する 60 個の画素値を用いる．小さな青い円は，サンプリング
ポイントの位置を表し，赤い破線の円は，ノイズ耐性を得るためのガウシアンフィルタ
による平滑化の範囲を示す．この 60 個のサンプリングポイントから 2 種類のペアを選
択する．ここで，スケールに応じて定められたしきい値𝜎𝑚𝑎𝑥，𝜎𝑚𝑖𝑛を用いて，画素間の
距離が𝜎𝑚𝑖𝑛より長いペアは，同図(a)のように長距離ペアとし，𝜎𝑚𝑎𝑥より距離が短いペ
アを同図(b)のように短距離ペアとする．長距離ペアは，回転不変性を得るために，平均
勾配ベクトルを求め，SIFT 同様にオリエンテーションを算出する．また，短距離ペア
は，輝度の大小関係から BRIEF 同様にバイナリコードとして特徴量を記述する．1 組
のペア中の各要素をp𝑖，p𝑗としたとき，ペアの勾配量 g は式（2.2.20）で表現される．
なお，𝐼(p𝑖, σ𝑖)，𝐼(p𝑗 , σ𝑗)は，それぞれガウシアンフィルタで平滑化された画素値である． 
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(a) オリエンテーション算出用の長距離ペア 
 
(b) 特徴量記述用の短距離ペア 
図 2.2.16 サンプリングパターンの概念 
長距離ペア：
オリエンテーション算出用
ベクトル
長さ＝輝度差
方向＝輝度方向（暗→明）
短距離ペア：特徴量記述用
オリエンテーション方向に回転
5 1 2 b i tバイナリコードを生成
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 g(p𝑖 , p𝑗) = (p𝑗 − p𝑖) ⋅
𝐼(p𝑗,𝜎𝑗)−𝐼(p𝑖,𝜎𝑖)
‖p𝑗−p𝑖‖
2  （2.2.20） 
つぎに，長距離ペアおよび短距離ペアのそれぞれの集合を L，S と定義する．精度の
高いオリエンテーションを算出するためには，サンプリングパターン内の大局的な勾配
方向を考えることが重要である．よって，次式のように，長距離ペアの集合 L に属する
ペアの平均勾配ベクトル g を求め，g の角度をオリエンテーション α として算出する． 
 g = (
𝑔𝑥
𝑔𝑦
) =
1
𝐿
 ⋅  ∑  g(p𝑖, p𝑗)(p𝑖,p𝑗) ∈𝐿  （2.2.21） 
 α = arctan2(𝑔𝑦, 𝑔𝑥) （2.2.22） 
続いて，p𝑖，p𝑗を α に従って回転させた座標をp𝑖
𝛼，p𝑗
𝛼とし，局所的な画像特徴を捉える
ため，次式のように短距離ペアの集合 S に属するペアを用いてバイナリコード b を算出
し，特徴量として記述する．なお，出力するバイナリコードは 512 ビットである． 
 𝑏 = {
1, 𝐼(p𝑗
𝛼 , 𝜎𝑗 ) > 𝐼(p𝑖
𝛼 , 𝜎𝑖 )
0, otherwise
 （2.2.23） 
 ∀(p𝑖
𝛼 , p𝑗
𝛼)  ∈ 𝑆 （2.2.24） 
BRISK では，規則的なサンプリングパターンを採用することで，ランダムパターン
による BRIEF に比べ，計算コストを抑え，処理の高速化を図っている．図 2.2.17 は，
BRISK を用いたステレオ画像対応点探索の実行例である． 
 
図 2.2.17 BRISK によるステレオ画像を用いた対応点探索 
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2.2.8 Oriented FAST and Rotated BRIEF (ORB) 
ORB は，E. Rublee [16]らによって 2011 年に，FAST と BRIEF に基づいて提案さ
れたキーポイント検出器および特徴量記述子の双方を兼ね備えたアルゴリズムである． 
キーポイント検出器としては，BRISK と同様に多段階縮小した画像ピラミッドに対
して FAST によるキーポイント検出を採用しており，スケールに対する不変性を持つ．
ただし，オリエンテーションの算出方法が BRISK とは異なり，ORB では，特徴点を中
心とした領域内の輝度のモーメントを算出し，パッチの輝度重心の方向ベクトルとして
求め，オリエンテーションを決定し，向きの正規化を行うことで回転不変性を得ている． 
特徴量記述子としては，領域内のサンプリングポイントをランダムに決める BRIEF
同様の手法を採用するが，更なる高精度なマッチングを行うために，教師なし学習を用
いてサンプリングペアを決定している．サンプリングペアは，バイナリコードのビット
分散が大きく，かつペア同士のバイナリコードの相関が小さくなるような 256 組のペ
アを最適化問題の基本的なアルゴリズムであるグリーディ法を用いて以下のような手
順で選択し，最終的に 256 ビットのバイナリコードとして特徴量を記述する． 
① すべてのサンプリングペア候補をビット分散の降順にソートする． 
② 最大の分散を持つサンプリングペア候補を採用する． 
③ つぎに大きな分散を持つサンプリングペア候補に着目し，この候補が採用済みの
ペアのいずれとも相関が小さければ採用し，そうでなければ棄却する． 
④ ③の手順を繰り返し，256 組のペアが採用された時点で処理を終了する． 
ORB は BRISK や BRIEF と同様にバイナリコードを採用するとともに，BRISK 同
様に BRIEF にない回転不変性も得ている．キーポイント検出と特徴量記述の計算速度
はともに高速であり，文献 [16] では，SURF の 10 倍以上，SIFT の 100 倍以上の速
さで処理することが確認されている．図 2.2.18，2.2.19 はそれぞれ ORB によるキーポ
イント検出とステレオ画像を用いた対応点探索の実行例である． 
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図 2.2.18 ORB によるキーポイント検出 
 
図 2.2.19 ORB によるステレオ画像を用いた対応点探索 
2.2.9 Fast Retina Keypoint (FREAK) 
FREAK は，A. Alahi [33]らによって 2012 年に提案された ORB をベースに考案さ
れた特徴量記述子である．本アルゴリズムでは，図 2.2.20 に示すとおり人間の網膜神
経節細胞（Retinal Ganglion Cell）を模倣したサンプリングパターンを提案している． 
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図 2.2.20 網膜神経節細胞を模した FREAK のサンプリングパターン 
 
図 2.2.21 FAST と FREAK を併用したステレオ画像を用いた対応点探索 
同図の中心位置にキーポイントがあり，その同心円上に広がる黒い点がサンプリング
ポイント，43 個ある緑色の円が受容野を表しており，網膜同様に中心に近いほど高密
度で，中心から離れるにつれて，指数関数的に密度が低くなるようなモデルである． 
このモデルをサンプリングパターンとして，ORB と同じく教師なし学習を用いて，
Peri
Para
Fovea
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エントロピーが高いバイナリコードを組み合わせてサンプリングペアを決定する． 
最終的には，512 ビットのバイナリコードとして特徴量を記述する．図 2.2.21 は，
FAST と FREAK を組み合わせたステレオ画像による対応点探索の実行例である． 
2.3 議論 
本章では，特徴点検出器として Moravec Operator，Harris Corner，FAST を，特徴
量記述子として BRIEF，FREAK を，そして双方の機能を兼ね備えた SIFT，SURF，
BRISK，ORB の計 9 種類の手法について述べた．提案された時系列で述べることで，
各手法の関連性がわかるとともに，それぞれ提案された手法が既知の手法をヒントに，
さらに創意工夫を凝らしたアルゴリズムであることが十分に理解できた． 
1977 年に Moravec が，コーナーを自己相似性が低い点として，画素値の類似度を検
査するコーナー検出器の原点ともいえる手法を提案して以来，精度や処理速度を高めた
種々の特徴点検出器が提案されている．Harris らは，画像をひとつの曲面として捉え，
2 次微分の代替としてガウス関数を用いた微分幾何学的アプローチに基づくコーナー
検出器を提案した．また，機械学習による決定木を用いた高速なコーナー検出器である
FAST が提案され，検出器の機能を持たない BRIEF や FREAK にも採用されている．
さらには，SIFT や SURF に代表されるスペース空間理論に基づく，DoG 処理による
画像局所特徴量を用いた手法が提案されて以降，これらの特徴点検出器や特徴量記述子
は，コンピュータビジョンにおける認識技術に有効な手段として，現在も多方面で利用
されている．近年では，更なる処理の高速化のため，バイナリデータによる特徴量を用
いた BRIEF，BRISK，ORB，FREAK といった様々な画像局所特徴量による手法が提
案されており，その有効性についても確認されている．本章で述べたこれらの特徴点検
出器や特徴量記述子は，アルゴリズムに違いはあるものの，画像局所特徴量を用いる手
法として，コンピュータビジョンにおける画像認識や物体認識といった様々なアプリケ
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ーションを支える根幹的な技術として，有効かつ効果的な手法であるといえる． 
このように各手法を考察することで，画像局所特徴量による画像認識・物体認識のた
めの重要なポイントが確認できた．特徴点検出については，位置推定（Localization）
能力と，視点・照明変化などへの耐性を持つための再現性（Repeatability）の高さが重
要である．特徴量記述については，特徴点の識別（Identification）能力とその能力を維
持しつつ計算コストやメモリコストを抑えることが重要である． 
一方で，FPGA を用いたステレオビジョン構築の観点から，いくつかの課題も見えて
きた．SIFT や SURF に代表される DoG による多次元勾配ヒストグラムの生成は，識
別能力が高い半面，計算コストやメモリコスト上に課題を残し，リアルタイム処理を必
要とする組み込みシステムには不向きであり，FPGA 実装には適さない．FAST に代表
される機械学習による決定木を用いた手法は，大量の学習画像を必要とする．BRIEF に
代表されるバイナリコードを用いた手法は，高速処理が可能であるが，画像の射影変化
などに対する識別能力が低く課題が残る．  
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第 3 章 階層構造化された勾配特徴量によるステレオビジ
ョンの構築 
3.1 導入 
自律移動ロボットに対する課題として，低消費電力の実現やリアルタイム性の確保，
更なる小型化や低価格化などが挙げられる．既知のコンピュータビジョンベースの自律
移動ロボットでは，PC による画像処理システムが主流であり，高機能化を図るために
は搭載されている CPU や GPU に対する消費電力の増大は否めない．また，高速処理
が可能な CPU や GPU であっても，処理の負荷に応じて実行時間やタイミングには揺
らぎが生じ，リアルタイム処理におけるデッドラインの予測は困難である． 
そこで，本研究ではリアルタイム性を重視した自律移動ロボットの実現に向けて，
Field Programmable Gate Array（FPGA）を用いた自律移動ロボットに適したステレ
オビジョンシステムを構築した．本ステレオビジョンには，平方等位に配置した 2 台の
カメラを用いて映像を同時に撮影し，そのカメラ間で成り立つエピポーラ幾何学 [36] 
[40]を用いて 3 次元形状復元する手法を採用している．また，コンピュータビジョンに
おける環境認識や物体認識で広く用いられている画像局所特徴量を用いた手法に着目
し，既知のアルゴリズムでの課題を克服した新たな手法を考案し，FPGA 実装により適
した画像処理技術を用いている．本アルゴリズムは，高い認識精度を維持するとともに，
演算コストやメモリコストを抑えた設計となっており，高速処理を可能としている．こ
のアルゴリズムを FPGA 実装することにより，FPGA デバイスの並列処理性能を生か
し，画像キャプチャと同時に画像処理を可能とするリアルタイム性を確保するとともに，
システム全体の低消費電力の実現および小型化を図っている．システム全体としては，
一般的なオフィスビルや公共施設などの屋内での運用を想定しており，段差が小さい廊
下やフロアなどで巡回・簡易搬送する自律移動ロボットである． 
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3.2 システム構成 
本研究で製作したシステムは，巡回および簡易搬送を可能とするテーブル型の自律移
動ロボットである．外観は図 3.2.1 に示すとおり，アクリル製の円板 3 枚とアルミ製ベ
ース板によって頭部と基底部に大別され，それらを接続するステンレス製の支柱から構
成されている．頭部には，ステレオビジョンシステムとして，画像処理および画像通信
を行うための CMOS カメラモジュール，FPGA ボード，CPU ボード，リチウムポリマ
ーバッテリを搭載し，基底部には，ロボットを駆動させるためのオムニホイール，モー
タ，モータドライバ回路，リチウムポリマーバッテリなどがそれぞれ配置されている． 
 
図 3.2.1 自律移動ロボットの全体像 
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頭部に位置するステレオビジョンシステムは，支柱内部に配線されたケーブルで基底
部と接続されており，ロボットの動作を制御している．また，本システムは，4 輪オム
ニホイールの採用によって 8 方向に駆動可能であり，ドライバ回路でモータの回転数を
制御し，ロボットの動作スピードを自由にコントロールすることができる．システム全
体の外寸は高さ 650mm，幅 300mm，重量は約 1.5kg である．なお，天板には書物や
ノート PC など身近な手荷物を乗せて搬送させることが可能である． 
FPGAボードには，図 3.2.2に示すヒューマンデータ社のXCM-112 [41]を採用した．
選定理由は，FPGA に高性能で実績の高い Xilinx 社製 Kintex-7 [42]を採用しており，
コンパクトながらオンボードクロックに 200MHz を搭載し，拡張 I/O ピン（GPIO）が
128 ピンあることなどが挙げられる．この GPIO を使用して小型ながら外部周辺機器と
の連携も容易に行える点もメリットのひとつである．表 3.2.1 に XCM-112 の主な仕様
を示し，図 3.2.3 にブロック図を示す． 
 
図 3.2.2 FPGA ボード：XCM-112 
表 3.2.1 XCM-112 の主な仕様 
FPGA Xilinx Kintex-7 
オンボードクロック 50 MHz, 200 MHz 
SDRAM DDR3 1 ギガビット 
拡張 I/O ピン 128 pin 
基板サイズ 54 mm × 43 mm 
消費電力 3 W 
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図 3.2.3 XCM-112 のブロック図 
自律移動ロボットとしてのアプリケーションを統合・制御する CPU ボードには，ラ
ズベリー・パイ財団 [43]の ARM プロセッサを搭載したシングルボードコンピュータ
である Raspberry Pi 2 Model B を採用した．本 CPU ボードは，小型かつ低価格なが
ら，外部周辺機器との接続用インターフェースを豊富に備え，また，SD カードから起
動できる Linux OS の Raspbian が同財団から提供されるなど，拡張性と取り扱い易さ
が魅力である [44] [45]．図 3.2.4 に外観を表 3.2.2 に主な仕様をそれぞれ示す． 
 
図 3.2.4 Raspberry Pi 2 Model B の外観 
Kintex-7
XC7K160T-1FBG484C
User I/Os CNBVIO(B) INPUT RocketIO Tx/Rx Ext. Clock Input
RocketIO Ref. CLK
125 MHz, MMCX
Oscillator
50 MHz, 200 MHz
POR (240 ms typ.)
User Switch
(Push x 1, DIP x 1bit)
Power Circuit
1.0 V, 1.2 V, 1.5 V
1.8 V, 2.5 V
Config. Switch
DDR3 SDRAM
(1 Gbit)
User I/Os CNA3.3 V INPUT RocketIO Tx/Rx Ext. Clock Input
XCM-112 Rev. A
Config. Device
(64 Mbit)
Buffer JTAG
User LED
DONE LED
Power LED
64 GPIO
64 GPIO
4
64
2
2
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表 3.2.2 Raspberry Pi 2 Model B の主な仕様 
CPU ARM Cortex-A7 900 MHz × 4 Core 
メモリ LPDDR2 SDRAM 1 GB 
インターフェース 
HDMI × 1, USB 2.0 × 4, 
RJ45 × 1(100 Mbps) 
拡張 I/O ピン 40 pin 
基板サイズ 86 mm × 57 mm 
消費電力 4.5 ～ 5.5 W 
CMOS カメラモジュールには OmniVision OV5642 を採用した．小型かつ低消費電
力であり，デジタルデータ（YUV422）出力対応であること，低照度環境にも優れてい
ることなどが選定理由である．本システムでは，OV5642 をステレオビジョンとして機
能するよう左右 1 対（2 台）接続している．図 3.2.5 および 3.2.6 に OV5642 単体およ
び本システムへ搭載後の外観をそれぞれ示し，表 3.2.3 に OV5642 の主な仕様を示す． 
 
図 3.2.5 OV5642 の外観 
 
図 3.2.6 ステレオビジョンボード装着後の OV5642 
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表 3.2.3 OV5642 の主な仕様 
外形寸法 30 mm × 30 mm 
撮像素子 1/4 インチ CMOS カラーイメージセンサ 
画素数 5 メガピクセル 
デジタル出力対応 YUV 422 / RGB 565 等 8 ビット パラレル出力 
ステレオビジョンシステムの主要部品であるこれらのパーツを自律移動ロボットの
頭部の適切な位置に装着できるよう，オリジナル基板のステレオビジョンボード（SV-
board）を設計した．回路図は図 3.2.7 に示すとおりであり，FPGA ボードと CPU ボー
ドを接続する GPIO ピン配置を考慮したうえで，モジュールのピンアサインメントを
決定し，それぞれの配線の取り回しに配慮した設計となっている．この回路図および図
3.2.8 に示す部品配置をもとに，CAD で図 3.2.9 のような PCB デザインをおこし，完
成したものが図 3.2.6 の SV-board である．各部品がコンパクトな基板上に効率よく配
置されており，自律移動ロボットの頭部にフィットする形状となっている． 
 
図 3.2.7 SV-board の回路図 
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図 3.2.8 SV-board 上の部品配置図 
 
図 3.2.9 CAD による SV-board の PCB デザイン 
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本システムで採用した駆動用のモータは，ツカサ電工社製の DC ギヤドモータ TG-
05L である．また，モータドライバ回路は，容易に入手可能な PIC やドライバ IC など
の安価な部品を利用して作成した．モータおよびモータドライバ回路は本システムの基
底部に配置し，前後左右に計 4 個搭載されたモータをモータドライバ回路によってそれ
ぞれ独立制御している．本回路は，FPGA ボードの拡張 I/O ピンに接続されており，本
システムの自律移動時および PC による遠隔操縦時の速度と方向をコントロールして
いる．図 3.2.10 にモータおよびモータドライバ回路の外観を示し，表 3.2.4 にモータの
主な仕様を示す． 
 
表 3.2.4 TG-05L の主な仕様 
定格電圧
（V） 
定格トルク?
（mN・m） 
定格?
回転数
（r/min） 
定格?
電流
（mA） 
回転?
方向?
質量
（g） 
12 2.94 4,040 190 
両方向
(CCW) 
75 
 
図 3.2.10 モータおよびモータドライバ回路の外観 
(b) モータドライバ回路 (a) DC ギヤドモータ TG-05L 
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図 3.2.11 オムニホイールを装着したシステムの駆動部 
表 3.2.5 オムニホイールの主な仕様 
MAX 荷重（kg） 30 
本体の材質 アルミ合金 
ローラーの材質 ゴム 
プレート枚数 / ローラー個数 2 / 18 
ローラーの直径（mm） 19 
本体の直径 / 軸幅（mm） 100 / 29 
質量（g） 335 
本システムでは，移動ロボットが全方位移動可能となるように Nexus Automation 社
製のダブルアルミオムニホイールを採用した．オムニホイールは，前後の動きである軸
上のホイールの回転と左右の動きである円周上の樽の回転とのコンビネーションによ
って多方向への動きが可能な車輪である．本システムでは，4 輪のモータの回転方向を
それぞれ制御することで 8 方向への移動およびその場での正逆旋回を可能とした．図
3.2.11 に本システムへ装着後のオムニホイールの外観を示し，表 3.2.5 にオムニホイー
ルの主な仕様を示す． 
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3.3 システムの開発環境 
ステレオビジョンシステムの FPGA 回路は，Xilinx [42]が提供する統合型の FPGA
設計環境ソフトウェアである Vivado Design Suite を用いて開発を行った．Vivado 
Design Suite には，論理合成ツール（XST），配置配線ツール，ダウンロードツール
（iMPACT），CORE Generator などの機能が，共有の拡張型データモデルを使用して
直接組み込まれている．この拡張型データモデルの使用によって，すべての構築作業は
中間ファイル形式への書き込みや変換などを必要とせず，メモリ上で実行できるため，
ランタイム，デバッグおよびインプリメンテーションが高速化されている． 
開発作業を行うユーザインタフェースは，図 3.3.1 に示す Vivado Integrated Design 
Environment (IDE)である．この IDE では，メモリ上にデザインを開くというコンセ
プトを導入しており，デザインを効率的に開くことで，デザインネットリストがデザイ
ンフローの特定段階で読み込まれ，制約がデザインに割り当てられ，デザインがターゲ
ットデバイスに適用される．これにより，各段階でデザインを視覚化して作業できる． 
 
図 3.3.1 Vivado Integrated Design Environment による FPGA 開発画面 
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図 3.3.2 FPGA 開発の流れ 
図 3.3.2 に Vivado Design Suite を用いた FPGA 開発フローを示す．なお，Vivado 
Design Suite は，Xilinx 社の 7 シリーズ以降の FPGA より利用可能となっており，そ
れ以前の FPGA デバイスでは利用できないようになっている． 
本研究では，FPGA の自作 IP コアを作成するためにハードウェア記述言語（HDL：
Hardware Description Language）の Verilog HDL [46] [47]を使用している．ソフト
プロジェクトの作成
•FPGAデバイスの初期設定等の実施
ソースファイルの読込み
•ソース言語の設定等の実施
CoreGeneratorファイルの読込み
UCF（User Constraints File）の読込み
論理合成（Synthesize）
実装用デザイン形成（Implement Design）
•Translate, Map, Place & Route
プログラムファイル作成
（Generate Programming File）
コンフィギュレーション
•iMPACTによるFPGAデバイスへの書込み
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ウェア開発者が理解しやすいように，C や Pascal の要素が取り入れられている．HDL
による設計には，抽象度の低い順にスイッチレベル，ゲートレベル，レジスタトランス
ファレベル（RTL），ビヘイビアレベル，アーキテクチャレベルといった 5 階層の記述
レベルがあり，設計内容に応じた記述レベルを理解しておく必要がある [48] [49]．一
般的に論理合成を行うには RTL でなければならない．今回の自作 IP コアの設計につ
いても，RTL に準じて行っている．RTL は回路の構成要素であるレジスタやカウンタ
などとそれらの間におけるデータの接続状態を表現しているレベルであり，詳細なブロ
ック図のレベルといえる．さらに，これらを動作させるためのクロックの存在を常に意
識して設計することがとても重要である．Vivado Design Suite は，IDE の Synthesis
に Schematic 機能があり，図 3.3.3 のように設計した回路を視覚化して確認できる． 
また，Simulation の Behavioral Simulation 機能を用いて，図 3.3.4 のようにデータ
の読み書きなどの動作タイミングの分析が行えるなど，RTL での回路設計において有
益なツールである． 
 
図 3.3.3 Schematic 機能による設計中の FPGA 回路図 
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図 3.3.4 Behavioral Simulation 機能による動作クロックの確認画面 
3.4 勾配によるコーナー検出器のアルゴリズム 
ステレオビジョンのような画像処理は，2 つの画像から抽出する情報に基づいて画像
間の対応付けを行う必要がある．一般的な手法としては，2 つの画像に同一の存在とし
て関連付けしやすい点を見つけ，その対応付けを行っている．このような関連付けしや
すい点は，関心点や特徴点，またはコーナーと呼ばれている．本研究で提案するアルゴ
リズムでは，関連付けしやすい点を Moravec や Harris と同様に，エッジの頂点や交点
であり自己相似性の低い点として定義し，コーナーと呼ぶ． 
ある注目画素がコーナーに相応しい点か否かについては，注目画素とその近傍領域の
画素との勾配の分散を評価するセグメントテストを行い，注目画素の自己相似性をチェ
ックする．このときのセグメントテスト領域は，隣接する画素を含む 3×3 領域では安
定したコーナーを検出できないことが確認されている [50]．本研究では，5×5，7×7
および 9×9 領域のそれぞれでセグメントテストを試行した結果，コーナー検出の安定
性と精度の違いは見られなかった．よって，本アルゴリズムでは，FPGA 上の計算コス
トおよびメモリコストの両面を考慮し，セグメントテスト領域を 5×5 サイズとした． 
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図 3.4.1 ガウシアンフィルタの 7×7 カーネル 
 
図 3.4.2 注目画素を中心とする 5×5 領域の 8 方向への勾配 
コーナー検出器の処理については，まず，ノイズ耐性を得るため，CMOS カメラから
取得した画像に対して図 3.4.1 に示す 7×7 カーネルによるガウシアンフィルタを用い
て平滑化画像 I を生成する．つぎに，図 3.4.2 に示すような注目画素(𝑥, 𝑦)を中心とする
5×5 領域を用いて，注目画素とその 8 近傍の画素(𝑖, 𝑗)に対する勾配として，輝度値の
差𝐷𝑑を次式によって，8 方向分についてそれぞれ求める．ここで，𝐼𝑥,𝑦 および𝐼𝑥→𝑖,𝑦→𝑗
は，それぞれ注目画素と 8 近傍画素の平滑化処理後の画素値である． 
 𝐷𝑑 = 𝐼𝑥→𝑖,𝑦→𝑗 − 𝐼𝑥,𝑦, (𝑖, 𝑗) ∈ {8-𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠} （3.4.1） 
1 1 1 1 1
1 1 1 2 1
1 1 2 2 2
1 2 2 4 2
1 1 2 2 2
1 1
1 1
1 1
2 1
1 1
1 1 1 2 1
1 1 1 1 1
1 1
1 1
(a) 中心  右
-1 1
(b) 中心  右下
-1
1
(c) 中心  下
-1
1
(d) 中心  左下
-1
1
(e) 中心  左
1 -1
(f) 中心  右上
1
-1
(g) 中心  上
1
-1
(h) 中心  右上
1
-1
：注目画素 ：勾配計算対象画素
× 1/64 
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図 3.4.3 勾配の分散を評価するセグメントテストに用いるコーナーパターン 
その後，中心の注目画素と 8 方向の近傍画素に対してセグメントテストによる勾配方
向の分布を評価する．セグメントテストに用いる 8 種類のコーナーパターンは，図 3.4.3
に示すとおりであり，注目画素の 8 方向に対する勾配について，赤い円で示す連続する
5 方向に相違性があるとともに明暗比較結果が同一であり，青い円で示す残り 3 方向に
類似性がある注目画素をコーナーと定義する．また，8 種類の中でどのコーナーパター
ンが適用されたかによって，コーナーの勾配方向も決定する．さらに，隣接する複数の
画素がコーナーとして検出されるのを防ぐため，セグメントテストによって検出された
コーナーに対して，その勾配方向に隣接する画素との輝度の差分絶対値によるコーナー
強度𝐷𝑐を次式のように求め，𝐷𝑐の極値を最終的なコーナーとして保持する． 
 𝐷𝑐 = |𝐼𝑥→𝑖,𝑦→𝑗 − 𝐼𝑥,𝑦|, (𝑖, 𝑗) = 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 （3.4.2） 
図 3.4.4 は，その一例を示しており，この場合はコーナー強度が一番強い，中央の点
がコーナーとして検出される．図 3.4.5 は本アルゴリズムを用いたコーナー検出器の実
行例である．緑色の円が検出されたコーナーを示しており，エッジの頂点や交点といっ
た特徴のある点をコーナーとして，的確に捉えていることが確認できる． 
(a0): 基準a (a1): (a0)を90°右へ回転 (a2): (a1)を90°右へ回転 (a3): (a2)を90°右へ回転
(b1): (b0)を90°右へ回転 (b2): (b1)を90°右へ回転 (b3): (b2)を90°右へ回転(b0): 基準b
: コーナー : 相違性評価対象画素 : 類似性評価対象画素
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図 3.4.4 隣接するコーナー強度のイメージ 
 
図 3.4.5 提案手法の勾配の分散によるコーナー検出 
3.5 階層構造化された勾配特徴量記述子のアルゴリズム 
局所特徴量記述子については，階層的な構造による局所領域の輝度勾配を用いた 2 つ
の手法を考案した．ひとつは，注目画素からの距離に応じて求めた勾配をヒストグラム
化して特徴量とする「ヒストグラム方式」であり，他方は，階層的構造による領域内お
よび領域間の勾配を求めて特徴量とする「領域間勾配方式」である． 
: コーナー
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3.5.1 提案手法 1：階層化された勾配特徴量ヒストグラムによる手法 
提案手法 1 では，コーナーを中心とする 39×39 の近傍領域の全画素で勾配強度およ
び勾配方向を求める．勾配強度計算は，注目画素を中心とする 3×3 領域の 8 近傍画素
を用いて，図 3.5.1 に示すような右・右下・下・左下の 4 方向に対する 1 次微分フィル
タを適用し，その最大となる絶対値を求める．その後，求めた値に対して図 3.5.2 に示
す 39×39 のガウシアンカーネルを用いて，コーナーに近いほど大きな重みを掛ける． 
 
図 3.5.1 注目画素を中心とする 3×3 領域を用いた 1 次微分フィルタ 
 
図 3.5.2 勾配の重み付けに用いる 39×39 ガウシアンカーネル 
：注目画素 ：勾配計算対象画素
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図 3.5.3 ヒストグラム方式でのコーナーを中心とする 39×39 領域の 3 階層構造 
勾配方向は，勾配強度計算時の 1 次微分フィルタの適用結果の正負符号によて上下，
左右および対角の 8 方向に量子化する．つぎに，図 3.5.3 のように，39×39 のコーナ
ー近傍領域を階層的構造として 3 層に分け，コーナーの最近傍である上層を 5×5×1
領域，中層を 5×5×8 領域，下層を 13×13×8 領域の全 17 ブロックに分割し，ブロッ
クごとに勾配方向に対する勾配強度を集計した勾配ヒストグラムを求める．最終的には，
17 ブロック×8 方向＝136 次元勾配ヒストグラムとしてコーナーの勾配特徴量を生成
する．図 3.5.4 は，136 次元勾配ヒストグラムを 3D グラフ化したものであり，y 軸が
勾配強度，x 軸が領域ブロック，そして z 軸が 8 方向に量子化された勾配方向を表す． 
 
図 3.5.4 3D グラフ化した 136 次元勾配ヒストグラム 
上層： 5 ｘ 5 ｘ 1領域：コーナーの最近傍
中層： 5 ｘ 5 ｘ 8領域
下層： 13 ｘ 13 ｘ 8領域
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図 3.5.5 136 次元勾配ヒストグラムを用いたコーナーの対応付けイメージ 
 
図 3.5.6 提案手法 1 のヒストグラム方式によるコーナーの対応付け 
ステレオ画像によるコーナーの対応付けは，図 3.5.5 に示すように，左画像に存在す
るコーナーを基準とし，右画像にある比較対象となるコーナーとの類似度によって行う．
このイメージのようにグラフの形状がもっとも近い特徴を持つコーナー同士が対応付
けられる．類似度については，次式に示す勾配ヒストグラムの差分絶対値𝐷ℎを求め，一
定のしきい値以内であれば，コーナーの対応付けを行う． 
 𝐷ℎ = ∑ ∑ |𝑔ℎ0[𝑟][𝑜] − 𝑔ℎ1[𝑟][𝑜]|16𝑟=0
7
𝑜=0  （3.5.1） 
ここで，𝑔ℎ0，𝑔ℎ1は，それぞれ左画像および右画像にあるコーナーの勾配ベクトル
であり，𝑟は領域ブロック，𝑜は勾配方向である．なお，𝐷ℎを求めるための距離計算には，
演算コストおよび FPGA 実装の双方を考慮し，幾何学における距離概念のひとつで各
座標の差分絶対値の総和を 2 点間の距離とするマンハッタン距離を用いている．?
左画像の基準のコーナー
右画像の比較対象のコーナー群
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SIFT に代表されるユークリッド距離を用いる手法は，局所の特徴量を捉えるうえで
有益である反面，情報量の多さや計算の複雑さから，メモリコストや計算コストの面に
おいて課題を残している．本アルゴリズムでは，屋内向けの自律移動ロボットに搭載す
るステレオビジョンに用途を限定しており，視差変化が小さいため，計算コストの高い
回転やスケールに対する不変性を求めていない．これらに対する処理ステップを省くこ
とで，処理の高速化を図るとともに，FPGA への実装を容易にしている． 
また，FPGA 実装時には，ラインバッファを効果的に用いて 1 フレーム分の画像デー
タをメモリ上に確保することなく，1 回のラスタスキャンで画像キャプチャと同時に特
徴量を記述でき，リアルタイム性の確保と省メモリコストの実現の両立を図っている． 
図 3.5.6 は，本アルゴリズムを用いた左右画像に存在するコーナーの対応付けの例で
ある．3.4 節で述べた勾配によるコーナー検出器を用いて左右画像それぞれで検出され
たコーナーに対して，階層的勾配構造によるヒストグラムで特徴量を求め，しきい値に
よる類似度判定によって対応付けされた結果である．緑の線で結ばれたコーナー同士が
対応の取られた点であり，ミスマッチなく的確に対応付けされていることが確認できる． 
3.5.2 提案手法 2：階層化された領域間勾配特徴量による手法 
本手法は，提案手法 1 のヒストグラム方式同様に，コーナーを中心とする 39×39 の
近傍領域を階層構造としている．本手法の階層構造は，図 3.5.7 のように上層，中層，
下層部を，それぞれ 5×5，9×9，13×13 のウインドウサイズを用いて構成する中心領
域とその 8 近傍領域からなる．領域間勾配を求めるために，各領域に対して図 3.5.8 に
示すような x 方向 1 次微分フィルタ，y 方向 1 次微分フィルタ，中心方向 1 次微分フィ
ルタ，加重平均フィルタの 4 種類を用いて，それぞれで畳み込み演算を行う．また，そ
れぞれの階層ごとにウインドウサイズが異なるため，ウインドウサイズに応じたパラメ
ータによって正規化している．本操作で，4 オペレータ×8 近傍領域×3 階層＝96 次元
の勾配特徴量が生成される． 
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図 3.5.7 領域間勾配方式でのコーナーを中心とする 39×39 領域の 3 階層構造 
最終的には，階層ごとの中心領域とその近傍 8 領域の勾配の差分を求め，コーナーの
特徴量として記述する．ステレオ画像によるコーナーの対応付けは，求めた特徴量を式
（3.5.2）～（3.5.6）に示すように，左右画像のコーナー同士で差分を求め，差分の合計
値 D が，極小値となるコーナー同士を対応付けする．ここで，𝑔𝑥，𝑔𝑦，𝑔𝑧，𝑔𝑣は，x 方
向，y 方向，中心方向，そして領域間のそれぞれ勾配であり，𝑟は階層を𝑜は領域を表し，
𝑊𝑠，𝑊𝑧，𝑊𝑣は，それぞれ中心領域に重みを置いたウェイト定数である． 
 Gx = ∑ ∑ |𝑔𝑥0[𝑟][𝑜] − 𝑔𝑥0[𝑟][0] − 𝑔𝑥1[𝑟][𝑜] + 𝑔𝑥1[𝑟][0]| × 𝑊𝑠2𝑟=0
7
𝑜=0  （3.5.2） 
 Gy = ∑ ∑ |𝑔𝑦0[𝑟][𝑜] − 𝑔𝑦0[𝑟][0] − 𝑔𝑦1[𝑟][𝑜] + 𝑔𝑦1[𝑟][0]| × 𝑊𝑠2𝑟=0
7
𝑜=0  （3.5.3） 
 Gz = ∑ ∑ |𝑔𝑧0[𝑟][𝑜] − 𝑔𝑧0[𝑟][0] − 𝑔𝑧1[𝑟][𝑜] + 𝑔𝑧1[𝑟][0]| × 𝑊𝑧2𝑟=0
7
𝑜=0  （3.5.4） 
 Gv = ∑ ∑ |𝑔𝑣0[𝑟][𝑜] − 𝑔𝑣0[𝑟][0] − 𝑔𝑣1[𝑟][𝑜] + 𝑔𝑣1[𝑟][0]| × 𝑊𝑣2𝑟=0
7
𝑜=0  （3.5.5） 
 𝐷 = (Gx + Gy + Gz + Gv) （3.5.6） 
本アルゴリズムは，提案手法 1 のヒストグラム方式と同程度の性能を維持しつつ，計
算コストを大幅に抑えることが可能である．また，中心領域と近傍領域との差分を勾配
とする方式は，人間の網膜モデル [51]を導入している DAISY [52]や FREAK といった
比較的に新しい記述子に近いモデルといえる．また，本アルゴリズムでは，各領域の勾
上層： 5 ｘ 5 ｘ 8領域：コーナーの最近傍
中層： 9 ｘ 9 ｘ 8領域
下層： 13 ｘ 13 ｘ 8領域
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配を求めるオペレータに x，y 方向と中心方向の 1 次微分とともに加重平均フィルタを
加え，さらに，領域間の勾配を求めるための中心領域をウインドウサイズに応じて複数
持つ構造にすることで，計算コストを抑えつつ特徴量記述の精度向上を図っている． 
 
図 3.5.8 勾配計算に用いる領域別の 4 種類のフィルタ 
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図 3.5.9 提案手法 2 の階層化された領域間勾配特徴量によるコーナーの対応付け 
図 3.5.9 は，ステレオ画像による本アルゴリズムの実行例であり，前項のヒストグラ
ム方式同様，高い精度で左右画像のコーナーの対応付けができていることが確認できる． 
3.6 ステレオマッチングによる距離計算のアルゴリズム 
今回構築したステレオビジョンは，エピポーラ幾何学による三次元計測の手法として
一般的なステレオマッチング法を採用している．前節で述べた階層的勾配特徴量に基づ
き対応付けされた左右画像にあるコーナーに対して，図 3.6.1 のようにステレオマッチ
ングによるコーナー座標の視差𝑑を求め，三角測量法の原理により，コーナー点までの
距離を求める手法である．ステレオマッチング法では，左右カメラの光軸が平行になる
ようにセッティングし，対応座標の探索ラインをカメラの走査方向である水平方向に正
確に合わせることで，対応点探索を同一の高さ座標のみに限定することができる．この
水平方向の対応座標の探索ラインのことをエピポーラ線と呼び，制約条件をエピポーラ
拘束と呼ぶ． 
本ステレオビジョンでは，ある程度識別能力の高い階層的勾配特徴量を用いてコーナ
ーの対応付けを行っている．よって，簡易的なキャリブレーションとして，無限遠で視
差が 0 になることを利用し，CMOS カメラに映る 200 メートル程度離れたオブジェク
トを用いて，左右カメラの方向と傾きを合わせている． 
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図 3.6.1 視差画像によるステレオマッチングのイメージ 
また，レンズの歪みや個体差等のカメラに対する厳格なキャリブレーションは行わず
に，自律移動ロボットの行動範囲内において，適正なステレオマッチングの機能を実現
している．さらに，図 3.6.1 に示すとおり 10pixel 程度のマージン幅を持たせたエピポ
ーラ拘束をかけることで，より的確なステレオマッチングを可能としている． 
処理の流れは，左の画像から基準となるコーナーを割り当て，右の画像から対応する
コーナーを検索する．ステレオビジョンにおいては，基準となるコーナーとそれに対応
するコーナーは同一のエピポーラ線上に存在し，また，基準となるコーナーの x 方向の
位置は，対応するコーナーの位置よりも必ず左側に存在するはずである．この対応関係
から，対応するコーナーの探索範囲を制限し，計算コストを抑えることができる． 
左右画像内のコーナーの対応関係は，式（3.6.1）に示す，階層的な局所勾配特徴量を
用いた類似性を評価することで求めている．ここで，𝑔𝑟⃗⃗⃗⃗ ，𝑔𝑙⃗⃗  ⃗ は，それぞれ左右画像に
あるコーナーの勾配ベクトルであり，その差分はマンハッタン距離を用いて算出する．
M が小さい値ほど類似度が高いことを示しており，M がエピポーラ拘束による探索範
囲内で最小値となるコーナー同士を対応付けする． 
 𝑀=∑  |𝑔𝑟⃗⃗ ⃗⃗ − 𝑔𝑙⃗⃗  ⃗| （3.6.1） 
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図 3.6.2 ステレオ画像による三角測量法を用いた距離計算の原理図 
コーナーまでの距離計算は，図 3.6.2 に示すように，観測点𝑃までの距離を三角測量
法の原理に基づき，三角形の相似関係を利用して求める． 
左右カメラの撮像をそれぞれ𝑃𝑙(𝑥𝑙 , 𝑦𝑙)，𝑃𝑟(𝑥𝑟, 𝑦𝑟)とした場合，パラメータとして定め
られたカメラの焦点距離𝑓および左右カメラ間の距離𝑇を用いて，ステレオ画像におけ
る対応座標の視差(𝑥𝑙 − 𝑥𝑟)である𝑑を求めるだけで，次式によって実世界におけるワー
ルド座標(𝑋，𝑌，𝑍)を算出できる． 
 𝑋 =
𝑇∙𝑥𝑙
𝑑
, 𝑌 =
𝑇∙𝑦𝑙
𝑑
, 𝑍 =
𝑇∙𝑓
𝑑
 （3.6.2） 
本ステレオビジョンシステムは，左右カメラの方向と傾きを合わせる程度の簡易的な
カメラセッティングのみにもかかわらず，カメラ前方にある障害物までの観測点に対す
る距離計算を可能としている． 
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3.7 FPGAを用いたステレオビジョンの構築 
FPGA に実装しているステレオビジョンとしてのハードウェアアーキテクチャと回
路構成は，図 3.7.1 に示すとおりである．特徴量記述子については，提案手法 2 の領域
間勾配方式を採用している．CMOS カメラから取得される 640×480 ピクセルの 1 画
像分データを 7 ラインずつラスタスキャンし，YUV データから不要な色情報である U
と V のデータを破棄して輝度値である Y のみを抽出する．つぎに，Y データを 8 ピク
セル分まとめて 8 並列処理で出力し，ラインバッファに格納するとともに，ノイズ耐性
を得るため 7×7 ウインドウのガウシアンフィルタによって平滑化した後，39 行バッフ
ァに格納する．コーナー検出器回路は，この平滑化された画素値を用いて処理を行う． 
 
図 3.7.1 FPGA 上のステレオビジョンシステム回路のアーキテクチャ 
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図 3.7.2 FPGA 上の CPU ボードとの通信回路の状態遷移図 
CPU ボードである Raspberry Pi とのデータ通信については，図 3.7.2 の状態遷移図
に示すような処理の流れとなっている．同図(a)，(b)は，CMOS カメラから取得する画
像データの転送モジュールである．Raspberry Pi の GPIO データ転送レートが FPGA
ボードの転送レートより遅く，データ欠損・重複などの転送エラーを発生する可能性が
あるため，FIFO を用いたバッファリングによる確実性の高い処理を行っている． 
同図(c)は，FPGA 回路による画像処理結果を xy 座標とともに CPU ボードに送信す
る処理の状態遷移を示している．ここでは，CPU ボードとの REQ－ACK 通信と同時
に FPGA 内部の画像処理回路との REQ－ACK 動作も行い，双方の同期を図りながら，
1画面単位に処理結果をFPGA上のBRAMからCPUボードにまとめて転送している． 
CPU boardへ
data送信
CPU board -> 
ACK
image circuit -> 
ACK
CPU board -> 
ACK
画像処理回路へ
data REQ
start
CPU boardへ
data通信 REQ
write
wait
write
acknowledge
FIFO   full
read
wait
read
acknowledge
FIFO   empty
(a) カメラデータFIFO書込みモジュール
(b) カメラデータFIFO読込みモジュール (c) 画像処理データ通信モジュール
REQ：データ読取要求信号
ACK：データ読取応答信号
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図 3.7.3 FPGA 上の並列処理回路によるコーナー検出器 
コーナー検出器の FPGA 上の処理の流れは，図 3.7.3 に示すように 7 行バッファリ
ングと 8 並列処理回路によって，勾配の方向とその強さを求め，最終的にその極値をコ
ーナーとして保持している．ピクセルデータ用ラインバッファは，コーナー検出器に用
いる 14 byte×7 行分のレジスタ，平滑化データ用ラインバッファは，特徴量記述子に
用いる 28 byte×39 行分のレジスタをそれぞれ用意する．状態遷移については，図 3.7.4 
(a)に示すガウシアンフィルタモジュールによって平滑化された画素値に対し，同図 (b)
のように 7 ラインバッファを用いて，5×5 ウインドウによる周囲 8 方向の勾配強度を
計算する．このとき，図 3.7.3 の緑色の網掛け部分に示すように注目画素 30 個分の並
列処理が可能となる．次に，算出された勾配強度を絶対値化し，注目画素の周囲 8 方向
で明暗比較による勾配の方向を求めるとともに，図 3.4.3 で示した勾配の分散を評価す
るセグメントテストによる類似度判定を行う．その後，類似度判定によって求められた
コーナーに対して，その勾配方向に隣接する画素との輝度の差分絶対値によるコーナー
強度を求め，指定したしきい値以上の極値となるコーナーの座標を保持する． 
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smoothed pixel data
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図 3.7.4 FPGA 上の画像処理回路の状態遷移図 
その後，抽出されたコーナーに対して，3 階層構造の勾配特徴量記述処理を行う． 
図 3.7.5 に示す特徴量記述子処理では，39 行バッファリングと 8 並列処理回路によ
って，階層構造の勾配特徴量を算出している．まず，コーナーを中心とする 5×5，9×
9，13×13 のウインドウの中心領域とその 8 近傍領域に対して，領域間勾配を求めるた
めに，x 方向，y 方向および中心方向の 1 次微分フィルタに加え，加重平均フィルタの
4 種類を用いて，ラインバッファによる 1 ラインごとの畳み込み演算を行う． 
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図 3.7.5 FPGA 上の局所特徴量記述子回路の処理の流れ 
 
図 3.7.6 Vivado IDE の Generator 機能による FIFO の構築 
つぎに，ウインドウ単位にデータを取りまとめ，ウインドウサイズに応じたパラメー
タによる正規化を行い，階層ごとの中心領域とその近傍 8 領域の勾配の差分を求める．
最後に，検出されたコーナー座標ととともに，レジスタを経由してその局所特徴量を
BRAMに書き込み，図3.7.2の(c)に示した画像処理データ通信モジュールを介してCPU
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ボードへデータを送信している．各種のフィルタ回路は，限られたメモリリソースを効
率的に利用でき，高速処理が可能なラインバッファおよびリングバッファの概念を取り
入れ，FPGA 内部メモリの BRAM を効果的に利用することで高速なデータ処理を実現
している．この BRAM や Raspberry Pi とのデータ通信時の処理タイミングの揺らぎ
を吸収する FIFO は，Vivado IDE の Block Memory Generator や図 3.7.6 に示すよう
な FIFO Generator を使用して領域を確保している． 
本システムでは，Kintex-7 のシステムクロックを 200MHz で動作させ，ガウシアン
フィルタモジュールも含め，コーナー検出処理に 25 クロック（125 ㎱）程度，局所特
徴量記述処理に 12 クロック（60 ㎱）程度で処理しており，8 ピクセル分の画像データ
を CMOS カメラから取得した後，37 クロック（185 ㎱）程度で動作を完了できる． 
実際には，CMOS カメラのピクセルクロックのタイミングに同期し，1 画面分の画像
キャプチャと同時に，全ての画像処理が完了するリアルタイム性を確保している． 
3.8 議論 
本章では，本研究で構築した FPGA を用いた自律移動ロボットに適したステレオビ
ジョンシステムについて，システム構成や開発環境とともに，システムに搭載した局所
勾配によるコーナー検出器，階層的勾配構造を用いた局所特徴量記述子およびステレオ
マッチングのアルゴリズムについて述べた．局所特徴量記述子については，136 次元の
勾配ヒストグラムによる手法と，96 次元の階層的な領域間勾配を用いる手法の 2 種類
を提案した．最後に本アルゴリズムの FPGA 実装による処理の流れについて述べた． 
システム構成では，適用アプリケーションとして試作した自律移動ロボットの筐体と
ともに，ステレオビジョンシステムを搭載するためにオリジナル基板を設計・製作した
内容を示した．また，ステレオビジョンシステムの開発環境として用いた Vivado 
Design Suite での FPGA 実装の流れを述べるとともに，RTL レベルでの開発における
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クロックを意識した回路設計の重要性についても述べた．本自律移動ロボットは，バリ
アフリーな屋内環境での利用を想定しており，巡回・簡易搬送を可能とする．また，本
研究で構築したステレオビジョンシステムを搭載することで，システム周辺の環境を認
識し，障害物を自動で回避する機能の実現を目指している．さらに，平方等位ステレオ
に必要なカメラキャリブレーションでは，個体差によるレンズの歪みや焦点距離などの
厳格な補正を必要とせず，無限遠に近い撮像を用いた手動による光軸調整のみで，自律
移動ロボットとしてのステレオビジョンシステムを実現できる． 
本研究で提案した画像局所特徴量に着目したコーナー検出器および局所特徴量記述
子は，既知の手法よりも計算コストを抑えつつ認識精度の向上を図り，FPGA 実装を容
易にするアルゴリズムであることを示した．また，FPGA に実装したこれらのアルゴリ
ズムの画像処理回路では，FPGA デバイスの並列処理性能を生かし，画像キャプチャと
同時に画像処理を可能とするリアルタイム性を確保していることを示した．  
本アルゴリズムでは，CMOS カメラから取得される 640×480 ピクセルの画像解像
度に合わせて，良好な結果が得られるように階層的勾配構造の各ウインドウサイズと階
層数を定めている．このウインドウサイズや階層数は，画像の解像度に応じて変更する
ことが望ましいと考える．取得する画像を高解像度化し，階層的勾配構造のウインドウ
サイズや階層数を解像度に応じて調整することで，更なる認識精度の向上が期待できる． 
既知の手法では，トレードオフ関係にあった認識精度の維持と計算コストやメモリコ
ストの両立を，FPGA を用いた階層的勾配構造によるアルゴリズムを提案することによ
って，大きく改善できたと考えている．また，本アルゴリズムは適用アプリケーション
としてステレオビジョンのみならず，コンピュータビジョンにおける画像認識や一般物
体認識に対しても有効かつ効果的な手法であり，膨大な画像データの識別・分類を瞬時
に行うことや，動きのある映像中の物体を追跡するなど，リアルタイム性を必要とする
処理に対して有効であると考える．  
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第 4章 ステレオビジョンの検証実験 
4.1 導入 
一般的なオフィスビルを想定して学内の廊下や教室においてコーナー検出器および
特徴量記述子のアルゴリズムの優位性を他の手法と比較することで検証した．また，2
つの提案手法の比較もあわせて行い，最終的には，FPGA 実装の検証も行った．アルゴ
リズムの検証については，比較する他の手法と条件を合わせるため，ソフトウェアによ
る比較実験を行った．コーナー検出器では，CMOS カメラから取得される動画像を用
いて，提案手法と他の 6 種類の特徴点検出機能を持つ手法を比較した．比較内容は，特
徴点の検出数，処理速度，蛍光灯のちらつきなどによるフレーム間の揺らぎについてで
ある．また，特徴量記述子については，2 つの提案手法と特徴量記述の機能を持つ 6 種
類の手法を 4 つのシーンを用いて比較した．比較内容は，特徴点の対応付けの正解率，
エラー率，処理速度などである．さらに，2 つの提案手法については，ステレオマッチ
ングによるコーナーまでの距離計測についても検証を行った．最後に，本アルゴリズム
を FPGA 実装し，回路規模と消費電力について確認した． 
4.2 ソフトウェアによる比較実験 
コーナー検出器および特徴量記述子のアルゴリズムを比較する実験では，条件を揃え
るためソフトウェアを使用して検証した．実験に用いた PC の主なスペックは，CPU イ
ンテル Core i7 860（2.80 GHz），メインメモリ 32 GB，OS Microsoft Windows7 64 ビ
ット，GPU は未使用である．また，比較する他の手法は全て，Open Source Computer 
Vision Library（OpenCV）2.4 [53] [54]のライブラリを用いた．OpenCV は，インテル
が開発し，現在では BSD ライセンスで配布されているオープンソースのコンピュータ
ビジョンライブラリである．各手法におけるパラメータ設定については，原則 OpenCV
で最適化されているデフォルト値を用い，しきい値のように結果を大きく左右するパラ
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メータについては，提案手法を含む全ての手法で同一のリファレンス画像を用いて特徴
点の検出数を揃え，エラーマッチングが最小となるように調整している．また，ステレ
オマッチング時のエピポーラライン幅は 10 ピクセルに統一している． 
4.2.1 コーナー検出器アルゴリズムの比較実験 
コーナー検出器では，各手法に対してステレオカメラを同一視点で固定したうえで，
一定時間の特徴点検出の結果の比較を行った．実験に用いたアルゴリズムは，提案手法
とともに，Harris Corner Detector，SIFT，SURF，FAST，BRISK，ORB の計 7 種類
である．特徴点の検出数とともに，静止画像では確認できない蛍光灯や自然光の揺らぎ
に対する安定度や処理速度を比較対象項目としている．特徴点検出数は，条件を揃える
ため，ORB の 400 個を基準とし，その値に近い検出数となるように各アルゴリズムの
しきい値を調整している．表 4.2.1 に示すように，100 フレームの撮画像に対して特徴
点の検出数および処理速度の平均とともに，100 フレームあたりの特徴点検出数のばら
つきを標準偏差で求めた． 
なお，ORB については，特徴点の検出数をパラメータで指定するため，特徴点検出
数によるばらつきを求められていない． 
表 4.2.1 提案手法のコーナー検出器と他の手法との比較 
Methods Points (#) Speed (ms) Standard deviation 
Harris 398 13.1 5.6 
SIFT 399 146.8 8.2 
SURF 398 54.4 4.8 
FAST 411 4.9 5.3 
BRISK 378 19.2 8.5 
ORB 400 11.2 ---- 
Proposed method 397 9.1 8.5 
※ 検出数と速度は 100 フレームの平均で標準偏差は検出数のばらつきを表す 
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図 4.2.1 特徴点検出器の検出数と処理速度の比較グラフ 
 
図 4.2.2 Harris によるコーナー検出 
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図 4.2.3 SIFT によるコーナー検出 
 
図 4.2.4 SURF によるコーナー検出 
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図 4.2.5 FAST によるコーナー検出
 
図 4.2.6 BRISK によるコーナー検出
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図 4.2.7 ORB によるコーナー検出 
 
図 4.2.8 提案手法によるコーナー検出 
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また，図 4.2.1 は，同表を処理速度の速い順に並び替え，特徴点の検出数とともにグ
ラフ化したものである．これらから，まず，特徴点検出のばらつきに関しては，他の手
法と比較して SURF が低く，次いで FAST，Harris が良い結果を示していることが確
認できる．また，SIFT や BRISK とともに提案手法のばらつきが高い結果となった． 
一方で，処理速度に関しては，FAST に次いで提案手法は高速であり，SIFT や SURF
より圧倒的に速く，また，近年提案されているバイナリデータを用いて処理の高速化を
図っている BRISK や ORB よりも高速であることを示しており，提案手法のアルゴリ
ズムの計算コスト面の優位性を確認した．図 4.2.2～4.2.8 までは，それぞれの手法によ
る特徴点検出の処理を実行中の動画像をキャプチャした 1 ショットである． 
緑色の円が検出された特徴点を表しており，それぞれの手法において検出される特徴
点の性質の違いを確認できる．提案手法とともに，Harris や FAST は，コーナー検出
器として機能しているため，エッジの頂点や交点に対して反応していることを確認した． 
一方で，SIFT および SURF は blob 検出器であるため，コーナー点以外の椅子の背
もたれや壁面などに反応を示していることを確認した．また，ORB については，検出
する特徴点数をパラメータで指定したのみで，その他の設定は OpenCV のデフォルト
値のままであるが，他の手法では見られなかった同一箇所に極端に集中して特徴点を検
出していることを確認した． 
4.2.2 局所特徴量記述子アルゴリズムの比較実験 
2 つ目の実験として，コーナー検出器及び記述子を含めたステレオマッチングのアル
ゴリズムに対して，図 4.2.9 に示す 4 つのシーンでの性能比較を行った．それぞれのシ
ーンは，大学のキャンパス内における一般的なシーンであり，それぞれ特徴の異なった
シーンを採用している．同図の(a)は，突き当たりに扉があり，左右にテーブルや消火器，
ダンボール箱などの障害物が存在するシーンである．(b)は，教室内で椅子や机といった
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障害物とともに，前面に文字キャラクタが多く存在するシーンである．(c)は，学生ホー
ルで机・椅子とともに，正面に設置されている自動販売機内に形状が良く似た清涼飲料
水のボトルが多数存在するシーンである．最後の(d)は，(a)～(c)とは異なり，斜め方向
に奥行きがある受付カウンターであり，フロア面に投影されている光や影の影響を受け
る可能性のあるシーンである．なお，それぞれのシーンで 5 回ずつ測定した結果の平均
を表 4.2.2 にまとめている．また，表の一番下に全てのシーンの結果を平均したものを
記している．比較したアルゴリズムは，2 つの提案手法に加え，SIFT，SURF，BRIEF，
BRISK，ORB，FREAK の計 8 種類である．なお，BRIEF と FREAK については，特
徴点検出器の機能が無いため，1 つ目の実験において最も高速にコーナーを検出した
FAST をコーナー検出器に採用して実験を行った．比較対象項目は，左右画像で検出さ
れた全特徴点数とともに，それに対する正マッチ率及びエラーマッチ率，そして処理速
度についてである． 
 
図 4.2.9 局所特徴量記述子の比較実験を行った 4 つのシーン 
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表 4.2.2 ステレオマッチングによる提案手法と他の手法との比較 
Scenes 
Evaluated 
performance 
SIFT SURF 
FAST+ 
BRIEF 
BRISK ORB 
FAST+ 
FREAK 
Proposed 
-H 
Proposed 
-R 
Corridor 
correct rate (%) 30.4 38.2 35.3 40.1 42.2 33.0 50.0 53.4 
error rate (%) 0.4 1.5 3.3 3.8 0.9 0.9 3.0 3.8 
total points (#) 467 393 431 419 460 437 472 472 
speed (ms) 575.2 140.8 6.7 30.2 45.2 65.8 37.6 21.5 
Classroom 
correct rate (%) 54.9 44.1 53.8 49.2 60.9 48.4 61.4 63.9 
error rate (%) 1.9 1.4 3.3 1.3 1.7 2.3 0.0 0.4 
total points (#) 430 426 487 447 460 517 466 466 
speed (ms) 546.1 146.6 7.9 31.9 38.4 68.0 36.1 20.7 
Student’s 
hall 
correct rate (%) 39.4 31.0 32.1 40.8 41.7 34.0 48.9 57.0 
error rate (%) 5.4 1.1 2.1 4.4 2.7 3.9 1.6 3.9 
total points (#) 1,619 1,076 1,512 1,322 1,400 1,535 1,932 1,932 
speed (ms) 709.8 184.5 22.2 84.6 69.7 87.5 101.1 37.4 
Reception 
counter 
correct rate (%) 35.3 36.5 36.3 41.0 39.0 35.3 46.3 47.8 
error rate (%) 2.3 0.0 0.5 4.0 2.5 2.8 1.5 1.5 
total points (#) 430 411 413 405 400 425 402 402 
speed (ms) 567.9 158.5 8.0 31.9 40.3 65.3 35.0 21.8 
Average 
of the four 
scenes 
correct rate (%) 40.0 37.5 39.4 42.8 46.0 37.7 51.7 55.5 
error rate (%) 2.5 1.0 2.3 3.4 2.0 2.5 1.5 2.4 
speed (ms) 599.8 157.6 11.2 44.7 48.4 71.7 52.5 25.4 
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表 4.2.2 の中の Proposed-H，Proposed-R は，それぞれ提案手法のヒストグラム方式
と領域間勾配方式を示す．また，correct rate と error rate は，次式で示すように左右
画像に存在する全特徴点数に対する，対応付けされた特徴点数の割合である． 
 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑟𝑎𝑡𝑒 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑐𝑒
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑛𝑒𝑟 𝑝𝑜𝑖𝑛𝑡𝑠
 × 100 （4.2.1） 
 𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =  
𝑒𝑟𝑟𝑜𝑟 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑐𝑒
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑛𝑒𝑟 𝑝𝑜𝑖𝑛𝑡𝑠
 × 100 （4.2.2） 
図 4.2.10 は，4 つのシーンで行った実験結果を平均したグラフである．このグラフが
示すように，2 つの提案手法は，どちらも correct rate が 50%を超えており，他の手法
のどれよりも高いスコアを示している．また，ヒストグラム方式よりも領域間勾配方式
が高いマッチング精度を保持していることが確認できた．error rate については，SURF
が 1.0%と一番良いスコアを示しているが，一番スコアの悪い BRISK でもわずかに
3.4%であり，全ての手法において，マッチング精度は良好であるといえる． 
 
図 4.2.10 4 つのシーンによる実験結果の平均比較グラフ 
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図 4.2.11 SIFT による廊下の実験シーン 
 
 
図 4.2.12 SURF による廊下の実験シーン 
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図 4.2.13 BRIEF による廊下の実験シーン 
 
 
図 4.2.14 BRISK による廊下の実験シーン 
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図 4.2.15 ORB による廊下の実験シーン 
 
 
図 4.2.16 FREAK による廊下の実験シーン 
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図 4.2.17 提案手法のヒストグラム方式による廊下の実験シーン 
 
 
図 4.2.18 提案手法の領域間勾配方式による廊下の実験シーン 
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図 4.2.19 SIFT による教室の実験シーン 
 
 
図 4.2.20 SURF による教室の実験シーン 
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図 4.2.21 BRIEF による教室の実験シーン 
 
 
図 4.2.22 BRISK による教室の実験シーン 
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図 4.2.23 ORB による教室の実験シーン 
 
 
図 4.2.24 FREAK による教室の実験シーン 
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図 4.2.25 提案手法のヒストグラム方式による教室の実験シーン 
 
 
図 4.2.26 提案手法の領域間勾配方式による教室の実験シーン 
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図 4.2.27 SIFT による学生ホールの実験シーン 
 
 
図 4.2.28 SURF による学生ホールの実験シーン 
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図 4.2.29 BRIEF による学生ホールの実験シーン 
 
 
図 4.2.30 BRISK による学生ホールの実験シーン 
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図 4.2.31 ORB による学生ホールの実験シーン 
 
 
図 4.2.32 FREAK による学生ホールの実験シーン 
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図 4.2.33 提案手法のヒストグラム方式による学生ホールの実験シーン 
 
 
図 4.2.34 提案手法の領域間勾配方式による学生ホールの実験シーン 
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図 4.2.35 SIFT による受付カウンターの実験シーン 
 
 
図 4.2.36 SURF による受付カウンターの実験シーン 
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図 4.2.37 BRIEF による受付カウンターの実験シーン 
 
 
図 4.2.38 BRISK による受付カウンターの実験シーン 
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図 4.2.39 ORB による受付カウンターの実験シーン 
 
 
図 4.2.40 FREAK による受付カウンターの実験シーン 
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図 4.2.41 提案手法のヒストグラム方式による受付カウンターの実験シーン 
 
 
図 4.2.42 提案手法の領域間勾配方式による受付カウンターの実験シーン 
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処理速度に関しては，特徴点検出器同様に計算コストの高い SIFT，SURF が突出し
て遅く，リアルタイム性を求める画像処理には不向きであることが確認できた．逆に，
処理速度が一番速いのは，FAST と BRIEF を組み合わせた手法であり，続いて提案手
法の領域間勾配方式が高速であることが確認できた．また，特徴点検出器の実験でもそ
うであったが，処理の高速化のために考案されたバイナリ特徴量を用いた BRISK や
ORB よりも領域間勾配方式の処理速度が速いことを確認した．意外な結果として，高
速なコーナー検出器である FAST と組み合わせた FREAK が，全体で 3 番目に処理が
遅い結果となった． 
図 4.2.11～4.2.42 は，比較実験の結果を画像キャプチャしたものである．それぞれの
手法で上段の図は，ステレオ画像に対して対応付けされた特徴点をカラーコード化した
線で結んでいる．赤に近づくほどカメラに近い距離であり，青に近づくほど遠い距離で
あることを示している．また，下段の図は，右画像の対応付けられた点に視差の方向と
その距離を線の長さで表している．廊下のシーンでは，2 つの提案手法に比べ，他の手
法の対応付けされる特徴点の数がいずれも少なく，SIFT，SURF，BRISK，ORB の 4
手法が極端に少なかった．また，前方の扉の下側にある白い通気口付近でミスマッチを
起こしやすい傾向がみられた．教室のシーンでは，2 つの提案手法と ORB ではミスマ
ッチが無く，立て札に掲載されている文字に対しても的確に対応付けできているのに対
して，SIFT，SURF，BRIEF，BRISK，FREAK の各手法でミスマッチを確認した．
学生ホールのシーンでは，自動販売機内の清涼飲料水のボトルに対して，全ての手法で
ミスマッチを確認したが，その中でも 2 つの提案手法は，比較的多くの特徴点の正しい
対応付けを確認でき，ミスマッチの個数も少なかった．受付カウンターのシーンでは，
SIFT と SURF がミスマッチが無く，次いで 2 つの提案手法が前方奥にあるテーブルの
脚に 1 つのミスマッチを確認した程度で，それぞれ良好な結果を示したのに対して，そ
の他の手法では，カウンターや窓ガラス付近にいくつかのミスマッチを確認した． 
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4.2.3 提案手法 1と提案手法 2のアルゴリズムの比較実験 
最後に，提案手法 1 のヒストグラム方式と，提案手法 2 の領域間勾配方式を用いて，
ステレオビジョンによる距離計測の比較実験を行った．実験シーンは，図 4.2.9 (d)の受
付カウンターである．図 4.2.43 および 4.2.44 は，それぞれ斜め方向に奥行きのある受
付カウンターでのシーンを上から見た状態を表している．青色の点線が実際に計測した
カウンターや壁の境界までの距離を示しており，水色の網掛け部分が自律移動ロボット
の走行可能なオープンエリアとなっている．また，緑色の点群が，提案手法 1，2 のそ
れぞれの手法を用いて出力された，ステレオマッチングによるコーナー点までの距離を
表している．左奥の 8 メートル付近の点群は，カウンター下の長椅子が置かれた場所を
示し，右手前の 2 メートル付近の点群は，消火器が設置された場所を示している． 
 
図 4.2.43 提案手法 1 のヒストグラム方式による距離計測の実験結果 
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図 4.2.44 提案手法 2 の領域間勾配方式による距離計測の実験結果 
両手法ともに 10 メートル付近まで，測定距離の予測値と実測値の平均的な乖離を示
す平均絶対誤差率が 5％程度に抑えられており，双方の精度に大きな差異は見られなか
った．このことから，自律移動ロボットが行動する範囲において，ロボットが衝突する
ような可能性のある障害物のコーナーに対して，正確な距離と位置を予測することが可
能であることが確認できた． 
4.3 FPGA上における提案手法の性能評価実験 
ここでは，提案手法のコーナー検出器と特徴量記述子のアルゴリズムについて，
FPGA 実装時の回路規模と消費電力の確認を行った．なお，特徴量記述子については，
2 つの提案手法のうち，ソフトウェアでの比較実験で僅かながら精度とともに，処理速
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度が速かった領域間勾配方式を実装した．表 4.3.1 および図 4.3.1 に示すとおり，FPGA
回路にはまだ十分なリソースが残っており，本アルゴリズムはコンパクトな回路規模で
機能を実現できていることを確認した． 
さらに，消費電力については，同表に示すとおり，僅か 0.124 W で動作しており，
CPU や GPU による処理では実現できない圧倒的な低消費電力であることを確認した． 
表 4.3.1 提案手法の FPGA 実装時の回路規模 
Number of resources usage for Kintex-7 XC7K160T 
Resource Used Available Utilization % 
FF 13,931 202,800 6.87 
LUT 32,407 101,400 31.96 
I/O 41 285 14.39 
BRAM 83 325 25.54 
BUFG 4 32 12.50 
Operating frequency and power consumption of circuits 
Parameter Value 
Operat ing frequency of  FPGA module 200 MHz 
Power consumption measured 0.124 W 
 
 
図 4.3.1 提案手法の FPGA 実装時の回路使用率グラフ 
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4.4 実験結果 
提案手法のコーナー検出器および特徴量記述子のアルゴリズムについての検証は，ソ
フトウェアを用いて既知の手法との性能比較を行った．コーナー検出器は，フレーム間
での特徴点検出数のばらつきと処理速度を比較した．また，特徴量記述子は，4 つのシ
ーンによるステレオマッチングでの正マッチ率，エラーマッチ率，処理速度を比較した． 
特徴点検出数のフレーム間のばらつきを表す標準偏差値については，SURF が 4.8 で
一番低く，以下，順に FAST：5.3，Harris：5.6，SIFT：8.2，提案手法と BRISK：8.5
という結果であった．また，コーナー検出器の処理速度は，FAST が 4.9ms で一番速
く，提案手法が 9.1ms で 2 番目であった．なお，SURF と SIFT については，他の手
法に比べ大幅に処理時間を要し，それぞれ 54.4ms，146.8ms という結果であった． 
ステレオマッチングの 4 つのシーンの平均について，正マッチ率は，提案手法 1 の領
域間勾配方式が 55.5%と一番高く，次に提案手法 2 のヒストグラム方式が 51.7%であ
り，この 2 つの手法がいずれも 50%を超える結果となった．以下，順に ORB：46.0%，
BRISK：42.8%，SIFT：40.0%，FAST+BRIEF：39.4%，SURF：37.5%，FAST+FREAK：
37.7%という結果であった．また，エラーマッチ率については，SURF が 1.0%と一番
低く，次にヒストグラム方式が 1.5%であり，一番精度が低い BRISK でも 3.4%という
結果であった． 
ステレオマッチングの処理速度については，FAST+BRIEF が 11.2ms で一番速く，
次に領域間勾配方式が 25.4ms であった．以下，順に BRISK：44.7ms，ORB：48.4ms，
ヒストグラム方式：52.5ms，FAST+FREAK：71.7ms であり，ここでも SURF と SIFT
が大幅に遅く，それぞれ 157.6ms，599.8ms という結果となった． 
2 つの提案手法であるヒストグラム方式と領域間勾配方式の特徴量記述子によるス
テレオマッチングを用いた距離計測の比較については，両手法ともカメラから 10 メー
トル程度の距離までのコーナー点に対して，平均絶対誤差率は 5%程度であり，手法に
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よる大きな違いは見られなかった． 
最後に FPGA 実装時の回路規模と消費電力の確認を行った．回路規模の使用率は，
FF：6.87%，LUT：31.96%，I/O：14.39%，BRAM：25.54%，BUFG：12.50%といず
れも十分なリソースを残し，また，消費電力は 0.124W という結果であった． 
4.5 議論 
提案システムの有用性を検証するために，SIFT や SURF をはじめとする 8 種類の特
徴点検出器および特徴量記述子とのソフトウェアによるアルゴリズムの比較実験を行
った．提案手法のコーナー検出器は，FAST に次いで高速な処理を実現し，SIFT や
SURF より圧倒的に速く，また，近年提案されたバイナリデータを用いて処理の高速化
を図っている BRISK や ORB よりも高速であることを示し，提案手法のアルゴリズム
の計算コスト面の優位性を確認した． 
また，2 つの提案手法であるヒストグラム方式と領域間勾配方式の特徴量記述子は，
ステレオマッチングによるコーナー点の対応付けに高い精度を示すとともに，領域間勾
配方式による手法では FAST+BRIEF による手法に次いで高速に機能することを確認
した．さらに，ヒストグラム方式と領域間勾配方式によるステレオマッチングを用いた
距離計測については，カメラから 10 メートル程度の距離までのコーナー点に対して平
均絶対誤差率を 5%程度に抑えられ，自律移動ロボット周辺の環境認識や障害物検知に
有効であることを確認した． 
最後に，FPGA 実装時の回路規模の確認を行い，FIFO やラインバッファを用いた高
速な並列処理とともに，特徴記述処理のメモリ使用量を最小限に抑えた結果，リソース
を十分に残して機能を実現できていることを確認した．回路規模は，他の FPGA によ
るステレオビジョンシステムと比較してもコンパクトなサイズである [55] [56] [57]． 
また，消費電力については，CPU や GPU の処理では実現できない圧倒的な低消費
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であることを示した． 
このように，FPGA 実装を前提に考案したコーナー検出器および特徴量記述子は，い
ずれも高い精度を維持しつつ，計算コストおよびメモリコストを抑えたアルゴリズムで
あることを確認するとともに，ステレオビジョンとしての有効性を示した． 
本アルゴリズムは，ステレオビジョンのみならず，コンピュータビジョンにおける画
像認識や移動体検知などのアプリケーションに対しても適用可能であると思われる．  
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第 5章 結論 
5.1 本論文のまとめ 
本研究では，自律移動ロボットに適した画像処理システムの開発・統合を行い，巡回・
簡易搬送を可能とするリアルタイムロボットビジョンシステムの実現に向けたステレ
オビジョンシステムを提案した． 
提案したアルゴリズムを既知の 8 種類の手法と比較し，検証することで，処理速度や
特徴量記述処理の精度に関する処理性能の優位性を確認した．本システムでは，整数の
みの単純な演算で計算コストやメモリコストを抑えつつ， 高い精度を保持するしくみ
を考案し，FPGA の実装により適したアルゴリズムを実現している． 
コーナー検出器およびガウス分布によって重み付けされた階層的勾配構造の特徴量
記述子は，1 回のラスタスキャンで画像キャプチャと同時に処理することが可能である．
その結果，ハードウェアによるステレオビジョンシステムは，空間微分フィルタ回路の
画素データを記憶したラインバッファを用いた階層的勾配構造の処理により，高い精度
の記述力を可能とし，フレームレートを遅延させることなく，コーナー検出からステレ
オマッチングまでの一連の処理を確実に完了するリアルタイム処理を実現した． 
実験結果については，他の手法よりも計算コストを抑えつつ安定したコーナーの検出
が可能であることと，的確なステレオマッチングを高速に行える局所特徴量を記述でき
ていることを実証した．また，本アルゴリズムの FPGA 実装時の回路規模の算出及び
消費電力を測定した結果，回路規模は，無駄なリソースを消費することなくコンパクト
に抑えられており，消費電力についても CPU や GPU 等と比較して圧倒的に低消費電
力であることを確認した．なお，提案システムの階層的勾配構造の特徴量計算では，整
数値のみによるシンプルなアルゴリズムを考案することによって，FPGA 実装のための
追加の IP コアを必要とせず，FPGA 実装を容易にしている． 
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さらに，FPGA 上のハードウェアに実装された本アルゴリズムによる画像処理回路
は，CMOS カメラのピクセルクロックに応じたリアルタイム性を確保しており，リア
ルタイムロボットビジョンシステムへの搭載に適していることを示した．また，本アル
ゴリズムによるステレオマッチングは，自律移動ロボットの環境認識や障害物回避にと
って有効な距離分解能であることを示した． 
このように，本研究で構築したステレオビジョンシステムは，自律移動ロボットに適
したアルゴリズムを FPGA に実装することで，ロボットの持続的な活動を保障するた
めの低消費電力を実現するとともに，リアルタイム性を確保した処理を実現できており，
自律移動ロボットに適した画像処理システムであることを示した． 
本研究で構築したステレオビジョンシステムでは，CMOS カメラの解像度を 640×
480 ピクセルに設定している．また，提案したアルゴリズムは，この画像解像度に合わ
せて，良好な結果が得られるように階層的勾配構造の各ウインドウサイズと階層数を定
めている．このウインドウサイズや階層数は，画像の解像度に応じて変更することが望
ましいと考える．高解像度画像を用いて，階層的勾配構造のウインドウサイズや階層数
を必要に応じて調整することで，認識精度の更なる向上が期待できる． 
また，既知の手法では，トレードオフ関係にあった認識精度の維持と計算コストやメ
モリコストの両立を，FPGA を用いた階層的勾配構造によるアルゴリズムを提案するこ
とによって，計算コストやメモリコストを抑えつつ，認識精度を高めることに成功して
おり，大きく改善できたと考える． 
FPGA に実装した本アルゴリズムは，適用アプリケーションとしてステレオビジョン
のみならず，コンピュータビジョンにおける画像認識や一般物体認識に対しても有効か
つ効果的な手法であり，膨大な画像データの識別・分類を瞬時に行うことや，動きのあ
る映像中の物体を追跡するなど，単眼カメラを用いたシステムにおいても，リアルタイ
ム性を必要とする処理に対して有効であると考える． 
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5.2 今後の課題 
本研究で提案した階層的勾配特徴量を用いたステレオビジョンシステムの更なる高
性能化を図るため，1,920×1,080 ピクセル以上の高解像度画像に対応した階層的勾配
特徴量の構造設計が課題として挙げられる．そのためには，十分に余裕を残している
FPGA リソースを有効活用し，階層的勾配構造のウインドウサイズの拡大や階層数を増
やすとともに，特徴計算に用いるフィルタの設計を見直すなどして，アルゴリズムの検
証実験を行う必要がある． 
また，自律移動ロボットに期待される様々なミッションを確実に成功させるためには，
ロボットの自己位置推定のためのリアルタイム性を重視した環境地図自動生成機能 
[20] [22] [23] [24] [58]や，精度の高い物体認識能力 [21] [30]の実現が必要である．こ
れらを可能にするためには，本アルゴリズムで検出できるコーナー点群の位置情報にセ
グメンテーションによる環境認識技術 [19] [59] [60]を応用することが考えられる． 
さらには，本アルゴリズムをステレオビジョン以外のコンピュータビジョンにおける
動画像を用いた物体認識や動体検知といったリアルタイム性を必要とする処理に対す
る有用性を示すことが期待される．そのためには，階層的勾配構造にスケール空間理論
の概念を取り入れ，3 次元空間における階層的勾配構造を設計するとともに，8 方向に
量子化しているオリエンテーションの細分化を図り，スケール・回転等のアフィン変換
に対する不変性を導入することが必要である． 
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