The International Space Station has become the platform for deploying hyperspectral sensors covering the solar reflective spectral range for earth observation. Intercalibration of hyperspectral sensors plays a crucial role in evaluating/improving radiometric consistency. When intercalibrating between hyperspectral sensors, spectral band adjustment is required to mitigate the effects of differences between the relative spectral responses (RSRs) of the sensors. Errors in spectral parameters used in spectral band adjustment are propagated through to the adjustment results. The present study analytically approximated the uncertainty in the spectral band adjustment for evaluating the relative contributions of uncertainties in parameters associated with the exo-atmosphere, atmosphere, and surface to the total uncertainty. Numerical simulations using the derived equations were conducted to perform a sensitivity analysis for the case of the spectral band adjustment between the Climate Absolute Radiance and Refractivity Observatory (CLARREO) Pathfinder (CPF) and the Hyperspectral Imager Suite (HISUI). The results show that the effects of errors in the solar irradiance were greater than those of other sources of error, indicating that accurate estimates of atmospheric reflectances and tranismittances are not needed for spectral band adjustment between CPF and HISUI in the atmospheric windows. The accuracy of the analytical approximation was also evaluated in the simulations. The framework of the sensitivity analysis is applicable to other pairs of hyperspectral sensors.
Introduction
The International Space Station (ISS) has become the platform for deploying hyperspectral sensors covering the solar reflective spectral range for earth observation [1] . Currently, the German Aerospace Center (DLR) Earth Sensing Imaging Spectrometer (DESIS) [2] on the ISS makes measurements over the spectral range 400-1000 nm. Hyperspectral sensors will be placed on the ISS, including the Hyperspectral Imager Suite (HISUI) [3] , the Earth Surface Mineral Dust Source Investigation (EMIT) [4] , and the Climate Absolute Radiance and Refractivity Observatory (CLARREO) Pathfinder (CPF) [5] . Radiometric intercalibration of these sensors plays a crucial role in evaluating radiometric consistency across sensors (e.g., CPF and HISUI [6] and HISUI and DESIS [7] ), thereby allowing multiple sensors to be tied onto a common radiometric scale for interoperability and synergistic applications [8, 9] .
A key objective of the CPF is to use it as a reference for the intercalibration of the earth observation sensors in orbit [10] [11] [12] . The broadband radiometric accuracy of the CPF is <0.5% and the spectral accuracy is <1% [5] . Intercalibration using the CPF is especially important for multispectral sensors observing parameters necessary for climate studies (e.g., the Visible Infrared Imaging Radiometer Suite (VIIRS) on board the Suomi-National Polar-Orbiting Partnership (NPP) and Joint Polar Satellite System (JPSS) satellites). The CPF would therefore be beneficial as a reference for intercalibration of hyperspectral sensors on board the ISS.
The accuracy of the intercalibration of hyperspectral sensors is influenced by several sources of error, including differences between their relative spectral response (RSR), differences in sun target sensor viewing geometry, uncertainties in radiometric and spectral calibration, potential RSR shifts of sensors, differences in instrument sensitivity to polarized light [13] , and relative geolocation errors. Differences in sun target sensor viewing geometry are expected to have relatively small effects when the sensors are mounted on a single platform such as the ISS.
Differences in RSR between sensors give rise to systematic errors in the intercalibration. Mitigating the effects of differences in RSR between sensors requires spectral conversion using a technique called spectral band adjustment, which produces coefficients called spectral band adjustment factors (SBAFs) [14] . SBAFs are often derived from hyperspectral sensors such as the Earth Observing (EO)-1 Hyperion and are successfully used to cross-calibrate satellite sensors (e.g., [15] ); however, SBAFs may include errors due to band-to-band calibration inconsistencies [16, 17] . SBAFs obtained using the Scanning Imaging Absorption spectrometer for the Atmospheric CHartographY (SCIAMACHY) are also used for spectral band adjustment. This instrument provides reasonable and accurate spectral band adjustment results [9] . The nadir footprint size of the SCIAMACHY product used to derive SBAFs can be extensive (e.g., about 30 km by 240 km [18] ) relative to the footprint size of the target sensors.
Another approach to spectral band adjustment involves using a model-based spectral band adjustment, in which measurements made using a reference sensor are spectrally converted to those of a spectrally matching band of a destination sensor using an atmospheric radiative transfer code and a linear equation describing the relationships between surface reflectances, as shown in Figure 1 . The units of the measurements are those of reflectance or radiance. When the primary signals of reference and destination sensors are calibrated in reflectance units; one should follow Steps 2-5 in Figure 1 (reflectance-to-reflectance conversion). The model-based spectral band adjustment does not require hyperspectral data from satellites, although it does require in-situ measurements of hyperspectral reflectances (e.g., at 1 nm intervals) on surfaces to derive the linear equation [19] . Nevertheless, this approach has been successfully applied to spectral band adjustment in intercalibration studies [19] [20] [21] [22] . In the following sections, the model-based spectral band adjustment is referred to as spectral band adjustment for simplicity.
The overall uncertainty in spectral band adjustment is attributed to errors in the solar irradiance model, errors in the atmospheric spectral parameters, and errors in the coefficients of the linear equations of surface reflectance used for spectral conversion. Errors in the atmospheric spectral parameters are primarily caused by errors in the atmospheric radiative transfer code inputs. The effects of errors in the solar irradiance model need not be considered when outputs of two sensors are calibrated based on reflectances; that is, the primary products of the sensors are the reflectances, such as those from the MODIS and VIIRS.
Uncertainties in spectral band adjustment of hyperspectral sensors are expected to be small due to the small differences in the center wavelengths and band widths of the spectrally matched bands. In addition, the two-way use of an atmospheric radiative transfer model (Steps 1-6 in Figure 1 ) reduces uncertainties in the spectral band adjustment produced by errors in the solar irradiance model and the atmospheric parameters (e.g., [20] ); however, uncertainties in the spectral band adjustment are not negligible when propagated through to the intercalibration results [15, 16] . Evaluating the relative contributions of parameter uncertainties in the exo-atmosphere, atmosphere, and surface data to the total uncertainty is important for improving our understanding of the uncertainty and improving the accuracy of spectral band adjustment. The objective of the present study was to develop a sensitivity analysis method that is capable of quantifying and evaluating the relative contributions of the uncertainties in parameters associated with the exo-atmosphere, atmosphere, and surface to the total uncertainty of the spectral band adjustment. CPF and HISUI were used as the reference and destination sensors, respectively, in the numerical simulations of the sensitivity analysis. To achieve these objectives: (1) the uncertainty in the spectral band adjustment was analytically approximated; (2) a sensitivity analysis of spectral band adjustment between CPF and HISUI was conducted using the equations for numerically evaluating the uncertainties; and (3) the approximation errors in the derived equations were evaluated using numerical experiments.
Note that the launch dates for the CPF and HISUI have been shifted several times in the past; hence, the overlap period of these sensors remains uncertain at present. The method developed in the present study should, however, be beneficial not only for the CPF and HISUI pair, but also for other pairs of hyperspectral sensors, especially those on the ISS platform.
Derivation of Propagated Errors
First, the propagated errors were derived for the radiance-to-radiance conversion (Steps 1-6 in Figure 1 ). Then, the propagated errors in the reflectance-to-radiance conversion (Steps 2-6 in Figure 1 ) could be derived by eliminating certain parameters in the derivation of the radiance-to-radiance conversion. The latter equation was used in the sensitivity analysis for CPF and HISUI.
Sensor measurements of top-of-atmosphere (TOA) radiances could be modeled using parameters convolved with the sensor's RSR,
where p stands for any parameters relating to the exo-atmosphere, atmosphere, or surface. The subscript i corresponds to an arbitrary band i. P is computed by spectrally convolving p as a function of the wavelength λ with the spectral response function of band i, f i .
The land surface was assumed to be uniform and Lambertian, and its bihemispherical reflectance was represented by a i . The TOA radiances over the surface were expressed by using and rearranging the equations describing the four-stream radiative transfer theory [23, 24] ,
where L i is the TOA radiance for band i, E i is the exo-atmospheric solar irradiance, θ is the solar zenith angle, ρ i is the TOA reflectance, ρ a,i is the atmospheric bidirectional reflectance, T i is the product of the total downward and upward atmospheric transmittances, ρ dd,i is the bottom-of-atmosphere (BOA) spherical albedo of the atmosphere, τ ss,i is the direct atmospheric transmittance from the sun to the ground, τ sd,i is the diffuse atmospheric transmittance from the sun to the ground, τ oo,i is the direct atmospheric transmittance from the ground to the sensor, and τ do,i is the diffuse atmospheric transmittance from the ground to the sensor.
Radiance-to-Radiance Conversion
Equation (3) can be rewritten using the sum of the atmospheric reflectance, first-order interaction terms between the surface and atmosphere, and second-and higher-order interaction terms between the surface and atmosphere,
Two arbitrary bands were defined for intercalibration: a reference band (band 1) and a destination band (band 2). The second-and higher-order interaction terms (last term in the right hand side of Equation (5)) for the two bands were truncated [25] and substituted into Equation (2) to provide the following equations,L
whereL i is the radiance approximation, neglecting the second-and higher-order interaction terms. Given that the soil reflectances of the solar reflective bands showed a linear relationship between arbitrary bands, the relationship can be represented by
where α 1,2 and β 1,2 are the slope and offset of the linear equation describing the relationship between the two bands. The equations describing the linear relationship between the red and near-infrared bands over bare soil are called the soil line equations [26] . The relationship betweenL 1 andL 2 (radiance-to-radiance conversion) can be described analytically using Equations (6)-(8),
Equation (9) indicates that changes in soil brightness may be described using a linear relationship between bands 1 and 2 in the radiance space, and the slope and offset of the linear relationship depend on the solar irradiance, atmospheric conditions, soil line parameters, and solar zenith angle.
Similar approaches have been applied to derive the interband relationships of the reflectances of the vegetation canopy (e.g., canopy-soil or atmosphere-canopy-soil system), called the vegetation isoline equations [25, [27] [28] [29] [30] , as well as to derive the interband (intersensor) relationships between bands or sensors for intercalibration processes [31] [32] [33] [34] .
The effects of the parameters on the right hand side of Equation (9) onL 2 were investigated by focusing on categorizing the effects of the parameters in the three layers (exo-atmosphere, atmosphere, and surface). The parameters describing the exo-atmosphere are the solar irradiances (E 1 and E 2 ); the parameters describing the atmospheric layer are the atmospheric reflectances and the product of the upward and downward transmittances (ρ a,1 , ρ a,2 , T 1 , and T 2 ); and the parameters describing the surface are the soil line slopes and offsets (α 1,2 and β 1,2 ). The standard uncertainty inL 2 , s, can be approximated using the following equation [35] ,
where
The partial derivatives in Equations (11)-(13) are described in Appendix A. σ with a subscript that is a single parameter (e.g., σ E 1 ) representing the uncertainty computed using the standard deviations of the parameter. σ with a two-parameter subscript (e.g., σ E 1 ,E 2 ) is the covariance of the parameters. Note that, for simplicity, the cross terms corresponding to the parameters between the layers (e.g., the solar irradiances and the atmospheric reflectances) and higher order terms of the statistics (e.g., skewness and kurtosis) were not considered in our sensitivity analysis. The uncertainties in the atmospheric parameters are specific to the errors of the inputs of the atmospheric radiative transfer code, including the column water vapor (CWV), wavelength-dependent aerosol optical thickness (AOT), and column ozone amount (COA), which vary spatially and temporally and are not readily estimated with a higher level of accuracy.
The analytical expression in Equations (10)-(13) allows a sensitivity analysis and clearly indicates that the uncertainty in each parameter and correlation (covariance) between parameters are key to understanding the uncertainties in the spectral band adjustment. The terms, including the covariances in Equations (11)-(13), cancel out the uncertainties computed using the square terms if the parameters are correlated. In general, high correlations between parameters are expected in spectral band adjustments of hyperspectral sensors because spectral registration of a destination sensor is expected to be similar to that of a reference sensor. The lower uncertainties due to the covariance terms are consistent with results presented in previous studies, in which small uncertainties were identified by the two-way use of the atmospheric radiative transfer code between spectrally matched bands in spectral band adjustments [19, 20] ; however, the magnitudes of the covariance terms were small when poor correlation was observed between pairs of bands, providing greater uncertainty. Such situations were apparent in spectral band adjustments for bands such as the molecular and water vapor absorption bands, even though the center wavelength and band width of the two bands were close.
Reflectance-to-Radiance Conversion
The TOA reflectance of the reference band (ρ 1 ) can be approximated using the term describing the reflectance in Equation (6)
Using Equations (7), (8) , and (14) , the relationship between the radiance of the destination sensor and reflectance of the reference sensor can be derived usinĝ
whereL 2 , originally included in Equation (15), is replaced withL 2 to distinguish it fromL 2 in Equation (9). The standard uncertainty inL 2 in Equation (15), s 2 can be represented using the following equation,
The partial derivatives in Equations (17)- (19) are described in Appendix A. No covariance term is present in Equation (17). Table 1 summarizes the sensor specifications of the CPF and HISUI. The primary product of the reference sensor in the present study, that is, the CPF, is the reflectance [5] and the primary product of the destination sensor, the HISUI, is the radiance. Therefore, the spectral band adjustment procedure follows Steps 2-6 in Figure 1 .
Numerical Simulations

Sensors and Their Spectral Band Adjustment
The targets for intercalibration (spectral band adjustment) were assumed to be dry lake and desert areas, since the spectrum of the soil over the visible and near-infrared (VNIR) and shortwave infrared (SWIR) bands tend to have a flat shape, unlike other types of surface (e.g., vegetation), which mitigated the effects of spectral band differences. The deep convective cloud (DCC), which is frequently used for intercalibration, was not selected, because VNIR bands of HISUI can saturate in observing cloud due to the limitation of dynamic ranges designed for land observation and high energy of solar irradiances in the bands. Table 1 . Specifications for the CLARREO Pathfinder [5, 36] and HISUI [3, 37] . 
CLARREO Pathfinder HISUI
Spectral accuracy 1% (k = 2) (baseline) and 2% (k = 2) (threshold) b 0.2 nm in VNIR 0.625 nm in SWIR a CT means cross-track and AT means along-track. b k = 2 means a 95% confidence level (2σ) for a Gaussian distribution [5] .
The number of opportunities to collect HISUI data over fixed calibration sites, such as desert areas in middle-latitude regions, will be limited to only a few [6] due to the orbital characteristics of the ISS, the swath of the HISUI (20 km), and the limited time period for observations in a single orbit because of, for example, limited data transfer capacity from the sensor to the storage inside the ISS [38] ; thus, it is not realistic to use fixed calibration sites for the intercalibration where prior information about the hyperspectral reflectances of the surfaces for the spectral conversion (the processing between Steps 3 and 4 in Figure 1 ) is available. As a result, no conversions could be applied to surface reflectances, and effects of the RSR differences in the surface reflectances could not be corrected.
RSR and Band Assumptions for Spectral Convolution
The band centers for the CPF were assumed to start from 350 nm with 4 nm increments to 2298 nm, and the CLARREO RSRs were simulated using a Gaussian function with a full width at half maximum (FWHM) of 8 nm. The relationship between the FWHM (δ γ ), where γ represents the band number of the CPF, and the standard deviation of the Gaussian (σ γ ) could be expressed as
The SRFs for the CLARREO band γ,
where µ γ corresponds to the center wavelength of band γ. The spectral convolution was performed using G γ , i.e., by substituting G γ (λ) into f i (λ) in Equation (1) to compute the parameters for the band (P i ). The HISUI observes the Earth using VNIR and SWIR pushbroom-type sensors, with 228 detectors (channels) along wavelength dimensions in the VNIR and 256 such detectors in the SWIR. The spectral data are binned along wavelength dimensions in the onboard processing unit (Hyper Electronics Unit [37] ). The signal-to-noise ratio is expected to increase, and smile effects are corrected, in the binning process. A 185-band product will be produced for users [3] .
RSRs for every channel of HISUI were simulated using a Gaussian function with a specific FWHM. The relationship between the FWHM (δ ζ ) and the standard deviation of the Gaussian (σ ζ ), where ζ represents the band number of the HISUI, may be expressed using
The FWHM for each VNIR channel was assumed to be 5 nm, and the center wavelength lay between 401.25 nm and 968.75 nm in 2.5 nm increments (228 channels). Similarly, a Gaussian function with a 12.5 nm FWHM, from 903.125 nm to 2500 nm in 6.25 nm increments (256 channels) was selected to simulate the RSRs of the SWIR channels. To mimic the binning process, the band centers of the HISUI VNIR bands were defined from 405 nm to 965 nm with 10 nm increments (57 bands), and the band center for the HISUI SWIR band was assumed to increase from 906.25 to 2493.75 in 12.5 nm increments (128 bands). The binning was performed using the following equations to obtain the RSR of the HISUI band ζ, G ζ ,
and η(ζ) is the band-dependent number representing the starting channel of the binning. N identifies the total number of weights w j , which is 4 for the VNIR bands and 2 for the SWIR bands. The values of the weights for the VNIR were (w 0 , w 1 , w 2 , w 3 ) = (0.2, 0.3, 0.3, 0.2), and the values for the SWIR were (w 0 , w 1 ) = (0.5, 0.5). µ ζ corresponds to the center wavelength of band ζ. The increment in the spectral parameters that were convolved and simulated to obtain the RSRs for the CPF and HISUI was assumed to be 0.1 nm in the numerical simulations. Spectra of the exo-atmosphere, atmosphere, and surface were thus interpolated to 0.1 nm increments from the original spectral resolution prior to band convolution.
The wavelength range for the CPF band was 350-2300 nm, and that for the HISUI was 400-2500 nm. The overlapping wavelengths were thus 400-2300 nm. Each HISUI band until 2300 nm was paired with the CPF band whose center wavelength was closest to the HISUI band relative to other CPF bands. This resulted in a total of 169 band pairs (57 bands in the VNIR and 112 bands in the SWIR) for spectral band adjustment.
Note that the actual number of spectral bands, the registration of the center wavelength, and the FWHM for the two sensors may differ from those assumed in this subsection and could potentially be determined after the pre-launch calibration and characterization of the sensors, the in-orbit calibrations, and a series of science team discussions regarding each sensor.
Solar Irradiance Models
The 15 solar irradiance models listed in Table 2 were used in the numerical simulations. Descriptions of each irradiance model can be found elsewhere [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] . A previous analysis of actual data concluded that primary sources of uncertainties in the solar irradiance models would be the instrument calibration uncertainties, which would be 2-3% in the solar reflective range [43] .
The original solar irradiance spectra were interpolated to 0.1 nm and convolved for the HISUI bands. The relative differences between each convolved spectrum and the mean spectrum were computed. Figure 2 shows the relative differences as a function of the wavelength. The irradiance values for the first six SWIR bands (<965 nm), which overlapped with the VNIR band region, are not shown. The numbers in the legend of Figure 2 correspond to the numbers of the solar irradiance models listed in Table 2 . The differences were within 5% across most of the bands, but were in the range of 5-10% for some bands. [49, 50] .
No. Author
Year Table 2 and their mean (each irradiance minus mean).
Spectral Parameters Used to Describe the Atmosphere
The modified MODTRAN Interrogation Technique (MIT) [24] was used to simulate the atmospheric parameters for ρ a,i and T i . MODTRAN 5.2 was implemented to output *.tp7 files [49, 50] . τ oo,i was directly obtained from the contents of the *.tp7 files, and τ ss,i was estimated using
where L GSUN,i corresponds to the direct solar reflected radiance received at the sensor. The spherical albedo (ρ dd,i ) was obtained using
where L GRT,1.0,i and L GRT,0.5,i correspond to the ground-reflected radiances obtained by MODTRAN simulation using surface reflectances of 1.0 and 0.5, respectively. τ sd,i was obtained using
and τ do,i using
where L PATH,1.0,i and L PATH,0.5,i are the solar multi-scattered radiances received at the sensor, simulated by MODTRAN using surface reflectances of 1.0 and 0.5, respectively. The four variables τ oo,i , τ ss,i , τ sd,i , and τ do,i were used to compute T i in Equation (4). The atmospheric bidirectional reflectance ρ a,i was obtained using
In the sensitivity analysis, the above parameters were calculated using simulations in which five values of each of CWV, AOT, and COA were employed. Specifically, CWV was varied from 0.5 to 2.5 in 0.5 intervals in units of g/cm 2 ; AOT was varied from 0.1 to 0.5 in 0.1 intervals (dimensionless), and COA was varied from 0.26 to 0.34 in 0.02 intervals in units of atm-cm. The ranges of the parameters might be reasonable for dry lake and desert in clear sky condition that are located within approximately ±52 degree of latitude where the ISS can make observations from its orbit. The various combinations of the five values of each of the three atmospheric parameters resulted in 125 atmospheric conditions.
Soil Reflectances
In the present study, spectral data for soils, rocks, and their mixtures, measured using an Analytical Spectral Devices (ASD) FieldSpec spectroradiometer (0.35-2.5 µm), were obtained from the US Geological Survey (USGS) spectral library [53] ; from these data, 43 samples of hyperspectral data were extracted. Figure 3 shows the soil spectra for the 43 samples obtained from the library. The magnitudes of the reflectances might have been greater than those of natural surfaces with the size of spatial resolution of satellite sensors (e.g., 30 m) affected by soil moisture, organic matter, shadows and anisotropic scattering due to the grain size, shape, and topography. The reflectances of the samples were multiplied by 0.5 for each spectrum; the resulting values, referred to as scaled soil reflectances, were used in the numerical simulations. 
Computation of Standard Deviations and Covariances for the Sensitivity Analysis
The standard deviations and covariances in Equations (17)- (19) for the sensitivity analysis were computed as follows. Two levels of uncertainty (standard deviations, σ E 2 ) in the solar irradiance model for the 169 HISUI bands (<2300 nm), Case-1 and -2, were assumed in the simulations: Case-1 uses the lower values of the standard deviations. The mean standard deviation computed using the 15 solar irradiance models was 1.5% for HISUI VNIR bands and 1.7% for HISUI SWIR bands (<2300 nm). The original standard deviations of the VNIR and SWIR regions were multiplied by 0.1625 and 0.1519, respectively, to derive σ E 2 of Case-1, such that the mean value of the standard deviation for each wavelength region was 0.25%. The value of 0.25% was based on the estimated uncertainties in the spectral solar irradiance values of the CPF obtained from data obtained using the Total Solar Irradiance Spectrometer (TSIS) [5] , which is much more accurate than the existing solar irradiance models (whose uncertainty is >2%). The Case-2 approach used the original standard deviation level for deriving σ E 2 , computed directly using the 15 irradiance models.
The standard deviations and covariances for the atmospheric layer σ T i , σ ρ a,i , σ T 1 ,T 2 , σ ρ a,1 ,ρ a,2 , σ T 1 ,ρ a,1 , σ T 1 ,ρ a,2 , σ T 2 ,ρ a,1 , and σ T 2 ,ρ a,2 were computed for the 125 atmospheric conditions and 169 band pairs. In each atmospheric condition and band pair, these variables were derived by the following steps:
(1) Ten sets of perturbed CWV, AOT, and COA were simulated using Gaussian-distributed random numbers with a standard deviation. The value of the standard deviation for CWV was 13% of its value [54] , the standard deviation for AOT was 15% of its value plus 0.05 [55] , and the standard deviation for COA was 10% of its value [56] . The AOT value was set to 0.04178 (the minimum value) when the output values of a random number generator were below 0.04178. (2) Using the 10 sets of three inputs, 10 sets of atmospheric spectral parameters (atmospheric reflectance and transmittance) for a single pair of HISUI and CLARREO bands were computed. (3) The standard deviations and covariances were computed using the 10 sets of atmospheric spectral parameters.
No coefficients were available that could be used to convert the CPF surface reflectances to those of the HISUI for spectral band adjustment (Section 3.1). Given these circumstances, the standard deviations and covariances for the soil. line coefficients for the 169 band pairs, σ α 1,2 , σ β 1,2 , and σ α 1,2 ,β 1,2 , were simulated using a variety of soil spectral data to express the conditions prior to the sensitivity analysis. The values of σ α 1,2 , σ β 1,2 , and σ α 1,2 ,β 1,2 for each pair of CPF and HISUI bands were computed using 100 sets of α 1,2 and β 1,2 . The following processes were iterated 100 times to obtain 100 sets: (1) randomly select five samples from among the 43 soil reflectances; (2) compute the soil reflectances for the CPF and HISUI corresponding bands using RSRs; and (3) derive α 1,2 and β 1,2 based on a linear regression using the five pairs of CPF and HISUI reflectances.
Sensitivity Analysis
The sensitivity analysis was conducted based on Equations (16)- (19) . In the analysis, 15 solar irradiance values were used, 125 sets of atmospheric conditions were used, and the soil line slope and offset were fixed to the average values of 100 sets computed in Section 3.5. Therefore, 15 × 125 = 1875 sets of approximation values were obtained in 169 band pairs for Case-1 and -2. The standard deviations and covariances in each band used in the sensitivity analysis were computed in Section 3.6, in which σ E 2 , σ α 1,2 , σ β 1,2 , and σ α 1,2 ,β 1,2 were band-dependent, and the variances and covariances for the atmospheric layer were band-and atmospheric condition-dependent.
The uncertainties were evaluated using relative values computed by dividing the approximated uncertainties using the TOA radiances of the HISUI for each set. Finally, 1875 approximated uncertainty values were averaged to provide the mean uncertainty in each band.
Evaluation of the Derived Equation
Approximations of the uncertainties computed as shown in Section 3.7 were evaluated by comparison to simulated uncertainties based on conditions identical to those used in the sensitivity analysis. Case-2 was used for this evaluation. The simulated uncertainties were produced as follows: Simulated CPF TOA reflectances were converted to HISUI radiances of the corresponding bands using the spectral band adjustment (Equation (15)), with solar irradiance selected randomly out of the 15 values, the input parameters of the atmospheric code, which were functions of CWV, AOT, and COA perturbed using the normally distributed random number, and the soil line slope and offset selected randomly from among the 100 sets. This process was conducted 100 times for the 125 atmospheric conditions. Standard deviations of the 100 HISUI radiance estimates were computed and divided by the average of the TOA radiance used to normalize every band for each atmospheric condition. Finally, the normalized standard deviations (125 variations) were averaged along the atmospheric condition to provide the averaged standard deviation as a function of the HISUI band. The resulting averaged standard deviations were assumed to be the simulated uncertainties, that is, the total uncertainty in relative values. The absolute differences between the simulated uncertainties and approximated uncertainties in relative values were computed.
Results
Sensitivity Analysis
The uncertainty in each layer and the total uncertainty in the VNIR bands for Case-1 of the solar irradiance uncertainty are shown in Figure 4a . The scaled solar irradiance spectrum and the products of the total upward and downward transmittances are plotted to reveal the relationships between the parameters and uncertainties. The scaled solar irradiance, denoted by a gray dash-dot line, was derived by interpolating the kurucz2005 solar irradiance (No. 12 in Table 2 ) into 2.5 nm resolution, followed by normalization. The product of the atmospheric transmittance spectra, denoted by a gray line, corresponds to the simulated results obtained from MODTRAN interpolated into 2.5 nm resolution. The values of the total uncertainties ranged from 0.002 (0.2%) to 0.006 (0.6%) (Figure 4a ). Bands that were affected by atmospheric absorption and fluctuations in the solar irradiance showed relatively higher values. Figure 4c shows the relative contributions of the uncertainties for each layer (relative values of s E , s A , and s S ). Overall, the effects of the exo-atmospheric layer, i.e., the solar irradiance uncertainty, dominated the effects of the other two layers. The effects of the solar irradiance uncertainty and the soil line coefficients, i.e., the surface reflectance spectral variability, were greater at shorter wavelengths, especially between 500 nm and 650 nm. The effects of the uncertainty in the atmospheric parameters gradually increased with the wavelength and showed a greater contribution to the wavelength in the presence of strong atmospheric absorption. The wavelength region between 840 nm and 900 nm, used for remote sensing of vegetation, was significantly affected by the solar irradiance uncertainty. The effects of the soil line coefficients were smaller at longer wavelengths because the soil reflectance tended to be less wavelength-dependent than it was at shorter wavelengths.
The uncertainties in each layer and the total uncertainty in the SWIR bands for Case-1 of solar irradiance uncertainty are shown in Figure 4b . The value of the total uncertainty ranged from 0.0015 (0.15%) to 0.008 (0.8%) in the bands less affected by atmospheric absorption. Relatively large errors were identified at wavelengths exceeding 2100 nm, at which the effects of the surface reflectance and solar irradiance were dominant. Figure 4d shows the relative contributions of each layer in the SWIR band region. In wavelength regions corresponding to atmospheric windows of less than 2100 nm, the effects of the solar irradiance were greatest, followed by the effects of the surface reflectance. A effects were very small in these regions (e.g., 1600-1700 nm). The relative contributions of the uncertainties in the wavelength region between 2100 and 2300 nm are clearly identified in Figure 4d , revealing that the surface reflectance and solar irradiance effects were greater than the effects of the atmospheric spectra, and that the atmospheric effect was small. Figure 5a ,c shows the approximations of the uncertainties and the relative contributions to the VNIR band for Case-2. The total uncertainty ranged from 0.01 and 0.04 (1% and 4%). Solar irradiance effects were much higher than the effects of the other layers in this case. Figure 5b,d shows the results obtained in the SWIR band. The total uncertainty ranged from 0.01 and 0.045 (1% and 4.5%) in the atmospheric window. The solar irradiance effects were high, as shown in Figure 5d . 
Evaluation of the Derived Equation
Errors in the approximations based on Equation (16) for the VNIR region were, in general, small relative to the approximations in the uncertainty, as shown in Figure 6a . The average error in the VNIR region of the approximation was 6.4%.
The results obtained from the SWIR region ( Figure 6b ) indicated that the errors were small relative to the approximated uncertainties, except for the strong atmospheric absorption bands. The average approximation error in the SWIR region was 6.3% when the product of the atmospheric transmittances exceeded 0.5. In the bands that were strongly affected by water vapor absorption, the approximation errors were significantly larger, possibly due to the lower correlation between the spectral matching band parameters. 
Discussion
The relative contribution of the uncertainty in solar irradiance to the total uncertainty was higher than the contributions of the uncertainty in the spectral parameters for atmosphere and surfaces in the atmospheric windows over the entire spectral range examined. Even at the lower solar irradiance uncertainty level of 0.25% (Case-1), the effects were consistently high. These results can be attributed to the use of solar irradiance values in the conversion of reflectances to radiances. The uncertainty could be approximated using a single term, as represented in Equation (17), with no covariance terms; however, the effects of solar irradiance would be small in the radiance-to-radiance conversion because the covariance terms in Equation (11) cancel out. Therefore, the large effects of the solar irradiance uncertainty are unavoidable for the reflectance-to-radiance conversion, and the use of accurate irradiance models is key to obtaining accurate spectral band adjustments and intercalibrations.
Numerical simulations indicated that the total uncertainty ranged from <0.6% to <0.8% in the VNIR and SWIR bands, respectively, for atmospheric windows in Case-1 of solar irradiance uncertainties, whereas the total uncertainty was <4.0% to <4.5% in the VNIR and SWIR bands, respectively, for atmospheric windows in Case-2. The results for the uncertainty obtained in the present study correspond to a 68% confidence level (a coverage factor, k = 1) for a Gaussian distribution. The CPF radiometric accuracy of baseline is, however, 0.3% (k = 2) at 700-1000 nm and 1% (k = 2) at 350-2300 nm, smaller than results obtained in the present study even though the coverage factor (k) was 2. The fact implies that the effects of uncertainties in spectral band adjustment are not negligible relative to the calibration accuracy when CPF is used as the reference sensor, even for Case-1.
The uncertainty approximation in Equation (16) was influenced by various factors and limitations. The higher-order terms in the statistics (e.g., skewness and kurtosis) were neglected; hence, the outputs were assumed to be Gaussian, an assumption that does not always apply. Additionally, the model describing the error propagation was based on a first-order Taylor series. Higher-order terms were neglected, although Equation (15) is not a linear function. Finally, all inputs were assumed to be Gaussian, even though this assumption does not always apply. The factors may have introduced errors into the uncertainty approximations, as shown in Figure 6 . In addition, the atmospheric spectral parameters were not explicitly expressed as a function of AOT, CWV, and COA in the approximation of uncertainties. Such expression would be more appropriate to understand the relationships between the uncertainties in the inputs and outputs [32] ; however, it would be complicated for use in the first step of the derivation, and current forms of the derivation are satisfactory for addressing the objective and obtaining the results and insights presented in this study.
The results obtained in the present study are specific to the parameter settings of the spectral band configuration, selected solar irradiance model, atmospheric model, magnitude of the input errors of the atmospheric variables, and selected spectral surface reflectances. Changes in these conditions can alter the results, but the insights obtained from the results are generally applicable if conditions are not significantly different from those used in the simulations.
The framework of the present study is applicable not only to reflectance-to-radiance conversion, but also to reflectance-to-reflectance and radiance-to-radiance conversions. For example, the German hyperspectral sensor onboard the ISS, DESIS, provides radiance products [2] . Intercalibration between HISUI and DESIS [7] requires the radiance-to-radiance conversion of the spectral band adjustment, and the uncertainty could be evaluated using the equations derived in the present study (Equations (10)- (13) ).
In intercalibration between hyperspectral sensors, sources of uncertainty include radiometric and spectral calibration uncertainties, the effects of differences in the spatial resolution, relative geolocation errors, and polarization sensitivity differences, among others. Specifically, the geometric accuracy of the products of the sensors on the ISS may be low compared with the accuracies of satellites flying at around 700 km, because the ISS experiences large variations in attitude and altitude [57] . The magnitudes of these effects on intercalibration should be investigated in a separate study.
Conclusions
The effects of the uncertainties in the spectral parameters of each layer on the results of spectral band adjustment were derived using the theory of error propagation. The derived results reveal that the keys to understanding the uncertainty in spectral band adjustment were the magnitudes of the errors in the parameters and the correlations between parameters within each layer. The small errors in spectral band adjustment obtained using two-way atmospheric radiative transfer code, reported in previous studies [19, 20] , were attributed to the covariance terms that cancel out the uncertainty and lead to small errors in the derived results.
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Appendix A. Partial Derivatives of the Errors Propagated during the Radiance/Reflectance-to-Radiance Conversion
The partial derivatives in Equations (11)-(13) may be expressed as (A8)
The partial derivatives in Equations (17) (A15)
