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Much of modern metrology and communication technology encodes information in electro-
magnetic waves, typically as an amplitude or phase. While current hardware can perform
near-ideal measurements of photon number or field amplitude, to date no device exists that
can even in principle perform an ideal phase measurement. In this work, we implement a
single-shot canonical phase measurement on a one-photon wave packet, which surpasses the
current standard of heterodyne detection and is optimal for single-shot phase estimation.
By applying quantum feedback to a Josephson parametric amplifier, our system adaptively
changes its measurement basis during photon arrival and allows us to validate the detector’s
performance by tracking the quantum state of the photon source. These results provide an
important capability for optical quantum computing, and demonstrate that quantum feed-
back can both enhance the precision of a detector and enable it to measure new classes of
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physical observables.
From FM radio communication to gravitational wave detection, low-noise measurement of
phase is integral to much of modern communication and sensing technology. To understand the
limits of such applications, one must look at their quantum mechanical descriptions, which sets
an ultimate bound. Although no quantum mechanical operator corresponds to phase1, one can
nevertheless define an ideal measurement basis |θ〉 = ∑∞n=0 einθ|n〉 that yields a canonical phase
measurement2, 3, where |n〉 is a quantum state of n photons, and θ parameterizes the measurement
outcome. As |θ〉 contains a uniform superposition of all photon-number states, a measurement
outcome in this basis yields no information about photon number. In this sense, phase and pho-
ton number are complementary variables1; there is a direct trade-off between measuring one and
measuring the other, much like the well-known Heisenberg incompatibility between position and
momentum. This trade-off becomes particularly important at low photon numbers, where intrinsic
quantum mechanical uncertainty of the transmitted state becomes significant.
In the absence of an instrument capable of implementing a canonical phase measurement,
heterodyne detection, in which one measures a rapidly varying quadrature of the input, serves as the
standard technique for estimating the phase of an unknown signal. Several schemes have surpassed
heterodyne detection 4–7, however these protocols also acquire undesired photon number informa-
tion, and thus cannot reach the quantum limit or implement a canonical phase measurement. In this
work, we implement a feedback-controlled quantum-limited amplifier which dynamically updates
its amplitude measurement in response to the incident field. When the system continuously opti-
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mizes this measurement basis for phase sensitivity, it implements a canonical phase measurement
on an incoming single-microwave-photon state8. We verify implementation of a canonical phase
measurement using the entanglement between the emitted photon and its source, which allows us
to confirm that acquisition of photon number information is suppressed. The system surpasses
heterodyne detection by 15± 2%.
As shown in Fig. 1A, our system consists of a transmitter, which encodes a variable Θtrue
into the phase of a single-photon electromagnetic signal, and a receiver, which uses a continuous
feedback protocol to guess this phase in a single shot using an adaptive feedback protocol. A
superconducting transmon qubit9 embedded in a 3D aluminum cavity acts as the transmitter. We
use coherent bath engineering 10 of this artificial atom to generate our photonic state, which yields
more process control than direct spontaneous decay. To implement this scheme, we Rabi drive
our qubit at ΩR/2pi = 20 MHz, which creates an effective low-frequency qubit. Simultaneously,
we apply a cavity sideband at ωcav. + ΩR, where ωcav. is the cavity resonance frequency. As
shown in Fig. 1B, the sideband drives a transition from the |+, 0〉 state to |−, 1〉 state, where
|±〉 ≡ (|e〉 ± i|g〉)/√2 are the dressed states of qubit under driving and 0, 1 count the number
of photons in the cavity. The cavity then decays, emitting a photon and leaving the system in the
|−, 0〉 state, which is not affected by the sideband. We ensure that the cavity decay rate is fast
compared to the sideband-induced coupling, so that the qubit’s effective decay rate from |+〉 to
|−〉 is limited by the sideband amplitude. By modulating the sideband amplitude during photon
emission11, we generate a photon with a flat modeshape (Fig. 1C), which greatly ameliorates the
detrimental effects of feedback delay at the receiver12. To encode the phase Θtrue, we prepare the
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qubit in a superposition state of the form (|−〉 + eiΘtrue|+〉)/√2, which decays by emitting the
photonic state (|0〉+ eiΘtrue|1〉)/√2.
Our receiver consists of a Josephson parametric amplifier (JPA)13 pumped at twice its reso-
nance frequency by a field-programmable gate array (FPGA), which serves as a classical feedback
controller (Fig 1A). To maintain high measurement bandwidth for quantum feedback, we operate
the JPA at a relatively low gain of 6 dB, which yields a gain bandwidth of 45 MHz, and follow it
with a traveling wave parametric amplifier14 (not shown) to boost the signal strength and maintain
a quantum efficiency of η = 0.4. The JPA measures field amplitude via the quantum mechanical
quadrature operator ae−iφ(t) +a†eiφ(t), where a is the quantum mechanical annihilation operator of
the incident field and φ(t) is the instantaneous phase of the parametric pump.
To perform a canonical phase measurement on the incident field, the feedback controller
continuously adapts the measurement axis φ(t) as the photon arrives at the receiver8. The mea-
surement axis is chosen to maximize the acquisition of phase information as follows. Before the
photon reaches the JPA, the receiver has no information and therefore chooses φ arbitrarily. Upon
arrival of a portion of the photon, the JPA detects a small positive (or negative) fluctuation, which
then informs the system that the true phase is likely oriented along (or opposite) the measurement
axis (Fig. 1E). At this point, any further measurement in this basis interrogates the amplitude of
the incident field and thus yields undesired photon number information. Ideally, the system would
then rotate the measurement axis by 90 degrees (Fig. 1F), so that a small deviation between the
current best estimate of the phase θ(t) and the true phase Θtrue would be detectable as a positive
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or negative fluctuation in the signal. As the photon continues to arrive, the feedback controller
gains more information and updates the phase φ(t) to maximize sensitivity to phase (Fig. 1G). If
the phase measurement condition φ(t) = θ(t) + pi/2 is maintained at all times, then the system
acquires no photon number information and implements a canonical phase measurement.
To track the best estimate of the phase, the feedback controller must continuously update its
best guess of the atom’s state based on the measurement signal starting with no prior information
i.e. it should track the quantum trajectories of the system15, 16 given an initially maximally mixed
state. We begin by observing and verifying quantum trajectories for homodyne (φ(t) = 0) and het-
erodyne (φ(t) = ωhet.t, ωhet./2pi = 0.5 MHz) detection16. Example trajectories are plotted in Fig.
2A,B and tomographically validated in 11. These data allow us to characterize measurement back-
action and check consistency with theory. The stochastic component of the back-action always lies
in the plane of the instantaneous measurement basis, as is clear from the homodyne data.
The presence of back-action not only governs how to adapt the measurement axis φ(t), but
also offers a method to independently validate the receiver’s implementation of a canonical phase
measurement. Because an ideal phase measurement acquires maximal phase information and no
photon-number information, it maximally disturbs the atomic dipole phase while minimally dis-
turbing the atomic excitation probability. This effect is directly visible in the quantum trajectories,
as illustrated conceptually in Fig. 2C and D. When the measurement axis is aligned with the best
estimate of the phase (φ = θ), the resulting acquisition of amplitude information manifests as a
random disturbance of the qubit state along the axis of decay (Fig. 2C). Conversely, when the phase
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measurement condition is satisfied (φ = θ + pi/2), then only the phase of the qubit state is subject
to noise (Fig. 2D). In this way, we can verify the performance of our receiver by characterizing the
dynamics of the transmitter. This capability is uniquely quantum, and arises from entanglement
between the atom and its emitted photon.
We show the results of this verification scheme in Fig. 3. Fig. 3A shows a single quantum
trajectory under adaptivedyne detection, in which φ(t) is continuously adapted by the feedback
controller. Fig. 3B shows the difference between the ideal quadrature phase and the measured
phase, which shows that the feedback controller approximately maintains the phase measurement
condition. To interpret the dynamics, we plot the ensemble statistics of the phase back-action as
a function of time in Fig. 3D, with the heterodyne detection case included for comparison. It can
be seen that the phase back-action dθ is significantly larger for adaptivedyne detection. Fig. 3C
shows the ensemble statistics of the state at t = 10 µs. As observed in 16, the quantum trajectories
of a decaying atom evolve on a spherical shell that shrinks deterministically to the south pole of the
Bloch sphere. Due to the suppression of back-action along the decay axis, adaptivedyne trajectories
are further confined, exhibiting something closer to a ring-like structure. This feature presents an
unambiguous signal that our system approximately implements a canonical phase measurement.
A canonical phase measurement should outperform heterodyne detection in estimating the
phase Θtrue. To verify superior performance, we prepare our qubit in one of 8 equally spaced
points along the equator of the Bloch sphere. From each shot, the receiver optimally12 estimates
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the phase of the photon by computing the following quantity
R =
∫ T
0
eiφ(t)
√
u(t)V (t)dt (1)
where u(t) is the photon mode shape, and T is the duration of each experimental run and V (t) is
the measurement signal read out from the JPA normalized such that its variance is dt. The best
estimate of the photon’s phase in a single shot is given by the complex argument θ(T ) = arg(R).
Fig. 4A plots a histograms of this best estimate for adaptivedyne detection, which exhibits the
cos(θ −Θtrue) dependence expected theoretically12.
We compare the performance of adaptivedyne and heterodyne detection by plotting the
Holevo variance of each underlying distribution in Fig. 4B. We also include data for what we term
replay detection, in which φ(t) from an adaptivedyne shot of the experiment is replayed instead of
feeding back based on the current signal. In this way, we can confirm that it is the correlations be-
tween φ(t) and the state that yield enhanced performance, rather than the independent statistics of
φ(t). For additional confirmation, we independently measure the signal-to-noise ratio of our am-
plifier chain for heterodyne and adaptivedyne detection and verify that it remains the same to well
within 1%11. Heterodyne and replay perform equally well, and are both significantly surpassed by
a canonical phase measurement implemented via adaptivedyne detection. Adaptivedyne does not
reach the quantum limited Holevo variance of 3 due to a combination of loss, qubit decoherence
and feedback delay. However from our heterodyne data we infer an adjusted quantum limit given
our quantum efficiency and purity of the emitted photon, as well as the hypothetical homodyne
limit. The canonical phase measurement comes significantly closer to this adjusted quantum limit
than any other scheme, limited almost entirely by feedback delay.
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We infer the sensitivity of each scheme to photon-number information from the distributions
of |R|, which are shown in Fig. 4. The distributions for heterodyne and replay are almost identical,
while the adaptivedyne histogram is substantially narrower, indicating that the latter is less sensitive
to this undesired information12.
Several avenues remain for future work. Firstly, we have optimized the system for fair com-
parison between heterodyne and adaptivedyne detection in order to be sure that the observed im-
provements arise from feedback alone. A system that is optimized for adaptivedyne could easily
yield further improvements. Quantum efficiencies as high as 80% have been demonstrated in cir-
cuit QED17, and similar improvements could be achieved by increasing amplifier gain or adding
low-loss or on-chip circulators18. Integrating low-temperature electronics closer to the amplifier
could also significantly reduce feedback latency, which would yield immediate gains in the phase
estimation efficiency.
Our system has several immediate applications to quantum information and computation.
Firstly, the implementation of quantum feedback on a detector is known to allow enhanced readout
of superconducting circuits19. Furthermore, the ability to perform a canonical phase measurement
enables linear-optics preparation of the |0〉 + |1〉 photonic state, which is a major experimental
challenge of single-rail linear optics quantum computing20. More broadly, it is known that adap-
tive measurements are universal21, meaning that many relatively simple measurement devices aug-
mented with quantum feedback can perform any measurement allowed by quantum mechanics.
Thus our extension of a standard amplitude measurement device to an ideal phase measurement
8
represents a more general and exciting direction for future research.
Methods
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Figure 1: Experimental implementation. (A) Atom in a cavity, with phase Θtrue encoded into its
dipole moment. The atom decays and emits a photon into a 1D waveguide with phase encoded into
the electric field as shown. The JPA receives the photon and measures an amplitude quadrature
selected by the FGPA. (B) Sideband cooling scheme to emit photon. Sideband converts a qubit
excitation to a cavity excitation, which is then emitted as a single photon at the cavity frequency.
(C) Measured mode shape (E-field envelope) of emitted photon. Dashed line shows mode shape if
constant cooling rate were used instead. (D) Output of JPA. Signal is amplified along measurement
axis φ and squeezed along the other. (E-G) Estimating and tracking state by changing measurement
basis. Receiver attempts to maintain the phase measurement condition φ = θ + pi/2. See text for
details.
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Figure 2: Measurement back-action and quantum trajectories. Coordinate axes are chosen so that
the atom decays to σz = −1. (A) A single homodyne quantum trajectory (φ(t) = 0). State only
propagates in the plane of the measurement axis. (B) A single heterodyne trajectory (φ(t) = ωhet.t).
The qubit is initialized in |+〉 for both trajectories. (C) Amplitude back-action, which occurs when
the measurement axis (red line) is aligned to the best estimate of the state (blue arrow). (D) Phase
back-action, which occurs when the phase measurement condition is satisfied.
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Figure 3: Back-action and measurement validation. (A) A single adaptive-dyne quantum trajectory.
The red right-angle bracket emphasizes orthogonality between the measurement axis and the state.
(B) Quality of tracking for heterodyne and adaptivedyne, where φopt. = θ(t) +pi/2. Adaptivedyne
significantly outperforms the heterodyne and comes close to the ideal phase by T = 13µs. The
difference φopt. − φ is cut to lie on the interval [−pi/2, pi/2]. (C) Distribution of trajectories at
t = 10µs. Due to suppression of photon-number back-action, adaptivedyne trajectories cluster in
a ring at late times. (D) Statistics of the phase back-action dθ for adaptivedyne and heterodyne.
On average, the phase back-action is significantly larger for adaptivedyne.
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Figure 4: Phase-estimation performance. (A) Histogram of the difference between the measure-
ment outcome and the true phase i.e. θ(T ) − Θtrue (B) Performance is evaluated by computing
the Holevo variance of this distribution. Quantum limit (bottom black line) homodyne limit (top
black line) and absolute theory prediction based on feedback delay are inferred from the perfor-
mance of heterodyne, with corresponding error bars shown as gray rectangles. (C) Distribution of
the amplitude information. The distribution is significantly narrower for adaptivedyne, indicating
suppression of this information channel.
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Experimental details and devices Transmon qubit, cavity and measurement chain A full
wiring diagram for our low-temperature and room-temperature electronics is shown in Extended
Data Fig. 6. Our transmitter consists of a 3D transmon qubit with resonance frequency ωq/2pi =
3.8945 GHz, T1 = 40 µs and T ∗2 = 17 µs. It is dispersively coupled to a superconducting alu-
minum cavity with a dispersive coupling parameter χ/2pi ≈ 0.2 MHz. The relevant mode of the
cavity has a resonance frequency of ωcav./2pi = 7.3918 GHz and linewidth κ/2pi = 3.2 MHz.
To compensate for finite anharmonicity of our transmon qubit, we apply all pulses with a DRAG
correction 22.
Our receiver consists of a Josephson parametric amplifier (JPA), a traveling wave parametric
amplifier (TWPA), a high-electron mobility transistor (HEMT), a number of room-temperature
amplifiers, and a field programmable gate array (FPGA) for feedback control. As we change the
center frequency of the JPA’s gain profile by rapidly modulating the pump frequency, we require a
relatively high bandwidth. Counterintuitively, heterodyne is at a comparative disadvantage in our
system, as the signal is detuned from the amplifier. To make sure that heterodyne and adaptivedyne
operate with the same effective gain, we exploit the inherent trade-off between gain and bandwidth,
operating the JPA at a relatively low gain of 6 dB, so that its bandwidth is 45 MHz full-width half-
maximum. The following TWPA has a gain of 15.3 dB and an intrinsic GHz bandwidth. The
combination maintains a high quantum efficiency of η = 0.4, which is standard for a JPA.
Signal generation and detection: As our signal consists of at most one photon, it is im-
portant to avoid spurious tones at the cavity frequency that could overwhelm it23. We avoid this
issue by detuning the local oscillator (LO) frequency ωLO below the cavity frequency by 105 MHz,
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chosen to avoid harmonics at important frequencies such as higher cavity modes. We then use het-
erodyne demodulation to down-convert the output signal back to lower frequencies for digitization
and feedback. Qubit readout and bath engineering sideband tones are generated with a mixer by
modulating the local oscillator at 105 and 105 + ΩR/2pi = 125 MHz respectively. We also apply
a cancellation tone to the output port of our cavity to cancel the sideband tone before it reaches
the JPA. As the sideband tone is time-dependent to enable flat photon generation, it also contains
power around its center frequency. To cancel it over a finite bandwidth, we use a room temperature
cavity to match the dispersion of the cancellation tone line to the dispersion of the qubit cavity.
To generate the 2ωcav. parametric pump for the JPA, we first double the local oscillator using
a passive nonlinear doubler and then modulate this up-converted tone at 105 × 2 = 210 MHz to
generate a pump at 2ωcav.. This scheme again ensures that there are no unwanted coherent tones
at ωcav.. Modulation for cavity and qubit tones are generated by a Tektronix AWG5014C arbitrary
waveform generator, while the JPA pump is modulated by the FPGA to enable fast feedback. All
mixers used for signal generation are balanced to output only a single sideband.
Single photon generation, mode shape control and feedback To generate our photon, we use
the bath engineering scheme first described in 10. We work in a dressed frame of the qubit set
by an applied Rabi drive of ΩR/2pi = 20 MHz. As the qubit undergoes hundreds of coherent
oscillations during photon emission, it is not possible to produce a phase-stable photon unless the
Rabi frequency is actively stabilized23. We maintain ΩR/2pi to within ±2 kHz standard deviation
by periodically running a pair of sequences in which we Rabi drive the qubit for TRabi ≈ 4 µs,
measure the qubit state and then correct the Rabi drive amplitude based on the measurement result.
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By timing the measurement so that 〈σz〉 = 0 we ensure maximum sensitivity to small drifts in
ΩR. We measure at two different points in time separated by half a period, so that a shift in ΩR
leads to a differential shift in 〈σz〉 between the two time points, as opposed to readout drift, which
shifts them in the same direction. The measurement time is chosen to satisfy a trade-off between
sensitivity and maximum tolerable frequency drift before slipping to another period of the Rabi
oscillation. If the qubit is measured N times, then the uncertainty in the measured Rabi frequency
is 1/(2pi
√
NTRabi) while the maximum tolerable frequency drift is 1/8TRabi.
The full experimental sequence is shown in Extended Data Fig. 1A. We first focus on the
generation of a photon with the desired flat mode shape, which requires a time-dependent cooling
rate γ(t). To implement these dynamics, we measure the induced cooling rate as a function of
sideband amplitude as shown in Extended Data Fig. 1B. The sideband also induces a Stark shift on
the qubit, which in turn changes the Rabi drive amplitude that achieves ΩR/2pi = 20 MHz. These
calibrations are plotted in Extended Data Fig. 1C and D respectively. To emit the photon, we
first ramp up the Rabi drive, and then apply the time-dependent sideband drive. As the sideband
amplitude changes, we adjust the Rabi drive frequency and amplitude according to Extended Data
Fig. 1 C and D respectively. The result is the flat photon shown in Fig. 1A, which is highly
phase-stable.
We use the full master equation to derive the required γ(t), which also lets us calculate the
optimal feedback strategy for a given photon mode shape. These results are also derived in 12, but
we include a variant here for completeness. As photon loss does not affect the decay dynamics or
the best estimate of the phase, we assume η = 1 for this analysis. We also neglect other forms
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of decoherence, which have a negligible effect on the decay dynamics. This allows us to perform
our computations with a pure state, so we begin with the unnormalized stochastic Schro¨dinger
equation for an atom observed via homodyne detection24, which provides a state update from
the acquisition of an infinitesimal amount of information via homodyne detection of the atom’s
spontaneous emission
d
dt
|ψ˜〉 =
[
−1
2
γ(t)σ†σ +
√
γ(t)e−iφ(t)σV (t)
]
|ψ˜〉. (SM1)
V (t) is the measurement record, σ = |−〉〈+| and |ψ˜〉 is the unnormalized pure state describing
the state of the atom1. This linear form of the equation is obtained in the same way that the
state update under projective measurement may be made linear by dropping normalization i.e.
|ψ˜〉 → |Ψ〉〈Ψ|ψ˜〉. See 26 for a pedagogical introduction to continuous measurement. If we write
|ψ˜〉 as |ψ˜〉 = c−|−〉+ c+|+〉, then the equation of motion for c+ is
dc+
dt
= −1
2
γ(t)c+ → c+(t) = c+(0)e−
1
2
∫ t
0
γ(s)ds (SM2)
where we have assumed that γ(t < 0) = 0. Recall that our system decays from |+〉 to |−〉. Al-
though in general Eq. SM1 does not preserve the norm of |ψ˜〉, one nevertheless derives the correct
equation of motion for the average population from the above in the absence of measurement. The
result is d|c+|2/dt = γ(t)|c+|2, which coincides with the expectation based on a standard rate equa-
tion for decay of the excited state population. We identify the mode shape with the instantaneous
1It is a slight abuse of notation to write Eq. SM1 as a differential equation, as V (t) is actually an unbounded
stochastic quantity. Formally, it must be treated as an Ito integral25, but this leads to no additional complications until
the end of this section, at which point to address this issue directly
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emitted intensity, assuming the atom was initialized with c+ = 1, c− = 0
u(t) ≡ γ(t)|c+|2 = γ(t)e−
∫ t
0
γ(s)ds. (SM3)
Notice that u(t) integrates to 1 for any γ(t). If we demand a flat mode shape so that u(t) is
constant, then γ(t) = 1/(τ − t), where τ = 10µs parameterizes the photon’s duration. As γ(t)
diverges at t = τ , we set a maximum cooling rate of 1.4 MHz and cool at this maximum rate for
several microseconds longer than τ , such that more than 99% of the excited state population has
decayed by T = 13µs. The γ(t) used experimentally is shown in Extended Data Fig. 1A. The flat
portion when γ/2pi = 1.4 MHz coincides with the portion of the photon that decays exponentially,
as can be seen in Fig. 1C.
Now that we have developed the necessary tools for emitting a flat photon, we derive the
optimal feedback protocol given our photon. The equations of motion for c− determine the best
estimate of the phase
dc−
dt
= c+
√
γ(t)e−iφ(t)V (t) → c−(t) = c−(0) + c+(0)
∫ t
0
e−iφ(s)
√
u(s)V (s)ds. (SM4)
Notice the similarity between Eq. SM4 and Eq. 1 of the main text. For feedback, we wish to
compute the best estimate of the atomic dipole phase at time t assuming that the controller initially
has no information about the phase. This best estimate coincides with the best estimate for the
phase of the emitted photon after that time. To compute it, we note that the dynamics are trivial
if the system is initialized in |−〉, so that the dipole phase evolution of the zero-knowledge mixed
state ρ0 = (|−〉〈−|+ |+〉〈+|)/2 is entirely determined by the dynamics of the second term. Again
taking c+ = 1, c− = 0, the dipole phase is given by the relative complex phase between c+ and c∗−.
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As the complex phase of c+ remains constant, the dipole moment phase is simply
θ(t) = arg(R), R(t) ≡
∫ t
0
eiφ(s)
√
u(s)V (s)ds (SM5)
in agreement with Eq. 1 of the main text. In principle, Eq. 1 and the phase measurement condition
φ(t) = θ(t) + pi/2 define the optimal protocol. For ease of implementation, this protocol may
further simplified by solving for the absolute value and complex argument of R individually as
follows. If the controller maintains the phase measurement condition, then we have exp(iφ(s)) =
iR/|R|. Making this substitution and differentiating with respect to t yields
dR = i
R
|R|
√
u(t)V (t)dt. (SM6)
To compute a differential equation for |R|, one must be aware that V (t) is a random variable.
V (t)dt is unbounded, and the standard chain rule of differential calculus must be replaced with
Ito’s lemma, which looks like the chain rule but expanded to higher order like a Taylor series. As
V (t) is normalized to have a variance dt, (V (t)dt)2 = dt and we have
d|R|2 = u(t)dt → |R(t)|2 =
∫ t
0
u(s)ds. (SM7)
Thus the time evolution of |R| is deterministic. Substituting this solution into Eq. SM6 yields
dR = iRP (t)V (t)dt, P (t) ≡
√√√√ u(t)∫ t
0 u(s)ds
. (SM8)
Finally, we use Ito’s lemma one more time to compute the differential increment of θ = arg(R) =
Im[log(R)]
dθ = Im(d log(R)) = Im
[
iP (t)V (t)dt+
P (t)2
2
dt
]
= P (t)V (t)dt. (SM9)
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As dφ(t) = dθ(t), Eq. SM9 states that the instantaneous angular frequency of the measurement
axis is proportional to the measurement outcome. Thus in the limit that the feedback delay is
small, the process of computing a quantum trajectory and then calculating the optimal phase may
be reduced to applying proportional feedback. We implement this feedback law in the FPGA, as
described in section
Experimental validation of quantum trajectories Each shot of the experiment consists of the
following operations, shown in Extended Data Fig. 1A. First, we perform a projective herald
readout to check if the qubit is in the ground state, and then apply pulses to prepare any desired
state ρ(0) contained in the {|g〉, |e〉} subspace. We then apply time-dependent cooling for fixed
amount of time, stop cooling and then perform one of 7 tomography pulses and a strong readout.
To enable checks between tomography and theory, we stop cooling at a time tf before the atom
has fully decayed.
In post-processing, we simulate evolution of ρ under the following stochastic master equation16, 24, 26
dρ =
ΓT2
2
D[σz]ρ(t)dt+ γ(t)D[σ]ρ(t)dt+
√
γ(t)ηH[σe−iφ(t)]ρ(t)dW (t) (SM10)
V (t)dt =
√
γ(t)η〈σe−iφ(t) + σ†eiφ(t)〉dt+ dW (t) (SM11)
where ΓT2 = 60 kHz is an empirically measured dephasing rate in the Rabi frame and W (t) is a
Wiener process. For η = 1, ΓT2 = 0, Eq. SM10 is equivalent to Eq. SM1 except that the former
preserves the norm of the state by keeping non-linear terms. In practice, we use a higher-order
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numerical method to propagate Eq. SM10 which guarantees positivity of the density matrix27. To
compare with experiment, we first compute ρ(tf ) for each shot using the associated measurement
record. We then find all shots in which the expectation value 〈σx〉, 〈σy〉 or 〈σz〉 are near a particular
value and collect the corresponding tomography measurement outcomes. We compare 〈σx〉, 〈σy〉
and 〈σz〉 to the tomography data for adaptivedyne, heterodyne and homodyne detection for tf = 2,
4, 6, 8 and 10 µs. In each of these datasets, we prepare each of the 6 Clifford states, which amounts
to a total of 90 validation datasets. In Extended Data Fig. 2, we plot a random sample of these
datasets, chosen so that at least one of each dataset type is represented. The agreement between
theory and experiment for the presented sample is representative of the entire dataset, which does
not show any major deviations or apparent systematic errors.
Adaptive detector and feedback controller As shown schematically in Extended Data Fig. 5,
we use an Innovative Integration X6-1000M FPGA board to control the flux pump tone for the JPA
and to digitize the down-converted photon signal. The JPA pump is generated using two on-board
1 Gsample/s digital-to-analog converters (DACs) generating tones at 210 MHz, and an external
I/Q mixer to perform single sideband modulation. The LO for this mixer is the frequency-doubled
cavity LO, so that the JPA pump is twice the cavity frequency and phase locked to the photon.
On the FPGA input side, the photon signal is down-converted to 105 MHz by an external mixer
using the cavity LO, and is sampled by the FGPA board’s analog-to-digital converters (ADCs)
at 1 Gsample/s. Inside the FPGA, the signal is then demodulated to DC and filtered (Extended
Data Fig. 5A). During adaptive feedback, the pump tone is continuously detuned from the base
frequency of 210 MHz by an amount proportional to the instantaneous value of the demodulated
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signal quadrature according to Eq. SM9. Since the JPA pump phase is continuously changing, we
use the pump’s instantaneous output phase delayed by the 374 ns electrical delay of the feedback
cycle to determine the amplified quadrature of the input (Extended Data Fig. 5D). To ensure that
the correct quadrature is read out, we perform a separate calibration in which we sweep the pump
frequency from 202 MHz to 218 MHz. We see less than a 0.5 degree variation between the pump
frame delayed through the FGPA and the amplified quadrature measured from the JPA. We also
ensure that the pump gain stays constant over this frequency band using the lookup table shown in
Extended Data Fig. 4, which determines the pump amplitude for a given pump frequency. Using
the major axis variance of the squeezed vacuum ellipse as a proxy for gain, we intersperse the
calibration of this lookup table throughout our measurements to compensate for slow changes in
the pump chain, which occur due to room temperature amplifier drift.
Alongside the feedback mode, the FGPA has two other modes: replay and heterodyne. In
replay mode, the output pump waveform is identical to the waveform of the previous adaptive
pump waveform; the JPA undergoes the same rotations as it had during adapting, but the pump
phase is no longer correlated with the estimated photon phase. In heterodyne mode, the JPA pump
frequency is detuned from 210 MHz by a constant heterodyne frequency, 0.5 MHz. During our
measurements, the board cycles through adaptive, replay, and heterodyne, changing modes on each
trigger of the AWG (Extended Data Fig. 5B).
Performance comparison between heterodyne and canonical phase measurement The data
of Fig. 3 confirm that we implement an approximate canonical phase measurement. However,
the relative comparison with heterodyne made in Fig. 4 leaves open two potential issues. Firstly,
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one may wonder if the chosen heterodyne frequency of 0.5 MHz is sufficiently large to qualify
as heterodyne detection, or if superior performance could be attained with a higher frequency.
It can be shown that in the absence of feedback, the performance does not depend on full time-
dependence of φ(t), but only on whether the angles are ’sampled uniformly’ relative to the mode
shape. More precisely, if the integral
∫ T
0 e
iφ(t)
√
u(t)dW leads to a rotationally uniform Gaussian
probability distribution in the complex plane, then the system will perform at the heterodyne limit.
As u(t) is approximately constant, this condition is easy to satisfy. To confirm this analysis, we
also numerically simulated the performance of heterodyne for various heterodyne frequencies. As
can be seen in Extended Data Fig. 3, the intrinsic phase estimation efficiency12 saturates at the
heterodyne limit once φ(t) makes a full revolution over the duration of the photon, indicating that
the heterodyne frequency used experimentally more than suffices.
The second issue is whether the intrinsic quantum efficiency of the JPA depends on φ(t).
If dφ/dt is large, then the gain of the amplifier decreases, so in general we expect the efficiency
to decrease as we change the measurement basis more rapidly. The maximum frequency applied
when adapting was ∼ 1 MHz, which is much smaller than the 45 MHz bandwidth of the JPA.
Furthermore, we digitally filter the signal with a 128 ns exponential kernal before using it to apply
feedback, so that the higher-order derivatives of φ are also limited. To confirm that these precau-
tions maintain equal quantum efficiencies between adaptivedyne and heterodyne, we measure the
signal-to-noise ratio (SNR) when a weak coherent tone is input to the amplifier. The SNR for het-
erodyne is 0.2%± 0.3% larger than for adaptivedyne, which is negligible compared to the relative
improvement observed.
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Extended Data Figure 1: Pulse sequence and associated calibrations. (A) Pulse sequence of each
shot of the experiment. Vertical axis represents the amplitude of each pulse, with the exception of
the cooling sideband, in which the vertical axis is the quantitative cooling rate. Cavity-resonant
pulses are shown in red, cavity sideband pulses in blue and qubit-resonant pulses in green. The
discoloration and distortion of the central qubit pulse represent cooling-sideband-dependent fre-
quency and amplitude modulation, as calibrated in (C) and (D) respectively. Effects are exag-
gerated for visual clarity. (B) Measurement of the bath engineering cooling rate versus sideband
amplitude. (C) Measurement of the Stark shift induced by the sideband as a function of sideband
amplitude (D) Sideband amplitude required to drive 20 MHz Rabi oscillations as a function of the
sideband amplitude.
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Extended Data Figure 4: Gain calibration curve for the JPA. (A) Major axis variance (arb. units)
of amplified vacuum as a function of pump frequency and amplitude. The red line represents a
contour of constant variance, the gain curve. (B) Major axis variance of amplified vacuum along
the gain curve with the JPA pump on as opposed to off. (C) Angle in radians of the amplified
vacuum’s major axis along the gain curve. An electrical delay is calibrated to keep this curve flat
across frequency.
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Extended Data Figure 5: Internal logic block diagram for the FPGA. (A) Photon signal demod-
ulation. The demodulation phase φ′ is determined by the JPA’s pump phase. The demodulation
amplitude P (t) is given by Eq. SM6. (B) JPA pump frequency selection, advanced each trig-
ger of the AWG: 1) adapting JPA frequency proportional to the incoming signal; 2) replaying
JPA frequency from the previous AWG trigger; 3) heterodyning using a fixed JPA frequency. (C)
Instantaneous JPA frequency fpump increments the JPA pump phase φ and determines the instan-
taneous amplitude A through the gain calibration shown in Fig. 4. The real and imaginary parts of
this pump tone are sent to DAC0 and DAC1 respectively for single sideband modulation. (D) The
JPA pump frequency is halved, accumulated, and delayed to determine the demodulation phase φ′.
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Extended Data Figure 6: Wiring diagram for the experiment, with relevant subsystems enclosed
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