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The stabilization problem of systems with a skew-adjoint operator in a Hilbert
space is considered. We prove that an one dimensional stabilizing feedback control
allows a wide class of perturbations such that the system under consideration is
strongly stabilizable with the aim of the perturbed controls.  2001 Academic Press
1. INTRODUCTION
We consider the stabilization problem of infinite-dimensional linear
dynamical systems. Most such systems are mathematical models of real
physical processes and because of that it is very important to study the
robustness of a stabilizing controller. There are many publications devoted
Ž   .to this problem see, i.e., 13 and references therein .
Consider the evolution system
x t  Ax t  Bu, xH , t 0Ž . Ž .˙
1Ž .
x 0  x ,Ž . 0
where A is a dissipative unbounded densely defined operator with a
compact inverse, H and U are Hilbert spaces, B: UH is a bounded
1
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  Ž .linear operator, and u is a control. It is well known 46 that if system 1
is controllable then the control u 	B x stabilizes the system in thes
strong sense.
The conservation of stability property of the control u under certains
perturbations of systems’ parameters has been intensively studied 1, 2, 7,
8 recently. In particular, one considers a real physical system as a
Ž .perturbation of the nominal one 1 ,
x t  A  A x t  Bu, xH , t 0Ž . Ž . Ž .˙
x 0  x ,Ž . 0
Ž .where  A is an unknown bounded or even unbounded perturbation
operator which represents uncertainty of the system. One of the usual
assumptions on the perturbation  A is that the operator A  A is a
Ž  .dissipative one see for instance 1, 2 .
We use a slightly different formulation of the same robustness problem.
Namely we will show that there is a wide class of perturbed controls
Ž .u  u which leave the system 1 stable. Our main idea rests on thes
observation that it is not necessary to save the dissipativity of the per-
turbed operator but it is sufficient to preserve the dissipativity in an
equivalent norm.
Let us formulate our results more precisely. We are interested in one
dimensional feedback control, so we arrive at the Cauchy problem in a
Hilbert space H,
x t  Ax t  bu, bH , t 0Ž . Ž .˙
2Ž .
x 0  x ,Ž . 0
where A is a skew-adjoint unbounded densely defined operator with a
 4compact inverse and eigenvalues  satisfying the following propertiesk k1
Ž .  Ž   2 .i Ý 1   ;k1 k
1Ž .  ii there exists a constant C  min  	   0. i j i j2
Ž . The aim of this work is to prove that the control u x 	b x is robust
with respect to a wide class of perturbations. We will prove that there
Žexists a family of three-dimensional halfspaces of perturbations p with the
. Ž .condition of norm smallness such that the system 2 is asymptotically
Ž . ² :stabilizable with the aim of the control u x  x,	b p .
Our investigations are essentially based on a remarkable Glazman’s
theorem that yields a sufficient condition for eigenvectors of a dissipative
operator to constitute a Riesz basis.
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2. PROPERTIES OF UNPERTURBED SYSTEM
Ž .  Ž . ² :Consider the control u x 	b x, i.e., u x  x,	b . We denote
² :   the inner product and the norm in H by  ,  and  and set q 
² : Ž . , q for any qH. We write down 2 as
 ˜x t  A	 bb x Ax , bH , t 0,Ž . Ž .˙
˜ where A A	 bb . The goal of this section is to study properties of
˜operator A.
Under the above formulated assumptions on the operator A there exists
 4an orthonormal basis of H which consists of eigenvectors  of A.k k1
We introduce the following set:

² :² : ² :H bH : b ,  b ,   ; b ,   0, j 1, 2, . . . .Ý k i j½ 5
i , k1
Remark. The set H is nontrivial. For example the vector bH such
² :that b,   1k does not belong to H. On the other hand any vector bk
² : 2satisfying the condition b,  
 1k belongs to H.k
The main result of this section is
THEOREM 2.1. If a ector b H and its norm is small enough, then
˜ operator A A	 bb has discrete spectrum which consists of simple eigen-
˜ ˜alues  and moreoer eigenectors  of A constitute a basis in H.k k
Proof of Theorem 2.1. First, we apply the Keldish theorem 9, Theorem
8.1 to show that the family of eigenvectors  is complete in H. To thisk
˜ 	1 ˜ 	1Ž . Ž . Ž .end we write the operator iA in the form iA  F I S , where
 	1  Ž  	1.kF F 	 iA and SÝ bb A are compact operators and Ik1
˜ 	˜1is the identity operator in H. The spectrum of A is discrete since A is
compact together with A	1.
We need the following assertion on the distance between eigenvalues of
˜the operators A and A in terms of the vector b.
˜ ˜LEMMA 2.1. Let  be an eigenalue of A such that the nearest eigenaluek
of A is  . Then the estimate is alidk
 b C˜  ² : 	  
 b ,  ,k k k 42  'C 	 b
 where  is the eigenector of A corresponding to  ,   1, and thek k k
1  constant C  min  	  . i j i j2
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Proof of Lemma 2.1. Consider the operator equality
˜ A	 I 	 A	 I  bbŽ . Ž .
Ž . Ž .	1and multiply it by the resolvent R A  A	 I from the left and by
˜Ž .R A from the right:
˜  ˜R A 	 R A  R A bb R A .Ž . Ž .Ž . Ž .   
˜Let us integrate this in a circle C with the center in  such that all  ,k k
˜Ž . Ž .k 1, 2, . . . and  , j k lie outside of the circle:j
˜  ˜R A d	 R A d R A bb R A d.Ž . Ž .Ž . Ž .E E E   
C C C
The first integral equals 	2	 iP , where P is the projection on the k k
eigenvector  and the second one vanishes. So we have an operatork
equality
˜² :	2	 iP  R A b R A  , b d.Ž . Ž .E  k
C
Apply both sides of the above equality to the eigenvector  :k
˜² :	2	 i  R A b R A  , b d.Ž . Ž .Ek   k
C
˜ ˜ ˜ ˜ 	1Ž . Ž .Since A    , we use R A    	   to getk k k  k k k
² :R A b  , bŽ . k	2	 i  .Ek
˜ 	 C k
The Cauchy formula gives
² :   , b R A b. 3Ž . Ž .˜k k k
The equality
 	1˜² :R A b b ,   	   4Ž . Ž .Ž .˜ Ý n n k nk
n0
yields
 ² :b , n² :   , b  .Ýk k n˜ 	 n0 n k
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Assume eigenvectors  and  to be of length one. Using orthogonalityk k
of  one hask
2 ² :b , n2² :1  , b ,Ýk 2˜  	 n0 n k
or in another form
2 2² : ² :1 b ,  b , k n  .Ý2 2 2˜ ˜   ² :  	   	  , b nkk k n kk
˜ ˜ Since  is the nearest eigenvalue to  , then  	   C for allk k n k 
n k. So we get
2 2 ² :  1 1 b ,  bn and 
 ,Ý2 2 22˜  C b² :  	  , b nk n kk
and finally
2 2 42² :    b ,  1 b C 	 bk  	  .2 2 22 2˜   C    b b C 	   k k
This completes the proof of Lemma 2.1.
˜Let us split the spectrum of A into sets 
 , where 
 is the set of allk k
˜eigenvalues of A such that the nearest point of the spectrum of A is the
point  :k
˜    
   spec A : inf 	   	  .Ž .k i k½ 5
Ž .spec Ai
 Now we prove that if b is small enough, then all 
 are singletons.k
2 ' LEMMA 2.2. Let the ector b be such that b  C  2 , then for all k
˜ 4the set 
   is a singleton.k k
Proof of Lemma 2.2. Assume the opposite is true; i.e., there is 
 suchk
˜ 	˜ ² :that  ,   
 . Let us take all the eigenvectors  such that b,   1.k k k k k
Ž .It follows from 3 that
² : ² :	1 R A b , b , 1 R A b , b .Ž . Ž .˜ ˜ k k
²Ž Ž . Ž .. :	The Hilbert identity and the equality R A 	 R A b, b  0 imply˜ ˜ k k
² Ž . Ž . : Ž .	that R A R A b, b  0. From 4 we obtain˜ ˜ k k
2 ² :b , n
0 ,Ý 	˜ ˜ 	   	 Ž . Ž .n0 n k n k
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or equivalently
2 2² : ² :b ,  b , k n	 .Ý	 	˜ ˜ ˜ ˜ 	   	   	   	 Ž . Ž . Ž . Ž .nkk k k k n k n k
˜ 	˜ ˜Ž .Ž .  Multiplying it by  	   	  and using  	   C for allk k k k n k 
n k we obtain
	˜ ˜ 	   	 Ž . Ž .k k k k2 2² : ² :b ,  
 b , Ýk n2C nk
2 b
	˜ ˜
  	   	  .Ž . Ž .k k k k 2C
˜ 	˜Now since  ,   
 , Lemma 2.1 givesk k k
  2 2   2b C b2 2² : ² :b ,  
 b ,   .k k 4 22   CC 	 b 
  4 Ž 2   4.   4 2Therefore 1
 b  C 	 b or equivalently b  C 2. 
We have arrived at a contradiction which completes the proof of Lem-
ma 2.2.
Now we are going to use results of Lemmas 2.1 and 2.2 to prove that the
˜eigenvectors  of A constitute a basis in H. We consider the dissipativek
˜ 	1Ž .operator 	iA with the same family of eigenvectors  and eigenval-k
˜	1ues  	i and apply the following Glazman’s theorem.k k
   4THEOREM 2.2 9 . Let  be a system of eigenectors correspondingk k1
Ž .to different eigenalues  j 1, 2, . . . of a dissipatie operator. Then thej
 4system  forms a basis of own closed linear span which is equialent to ank
orthonormal basis if and only if
 Im   Im j k
 .Ý 2  	 j, k1 j k
jk
² :    Ž 2   4.	12Let us denote for short b  b,  and C  b C C 	 b ,k k 1  
˜ ˜  where C was introduced in Lemma 2.1. Lemma 2.1 gives Re  
  	 k k
 
 C b . Hence an easy calculation shows thatk 1 k
˜ Re  b C b Ck k 1 k 1	1˜   Im   Re  
 
 
 .k k 22 2˜ ˜        	 b CŽ .k k k k 1
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For k j we have
	1 	1˜ ˜  	   Re  	   Im  	 Ž . ž /j k j k j k
   1 1  	  	 C b 	 bŽ .k j 1 k j 	  .
         b C  	 b C   b C  	 b CŽ .Ž .j j 1 k k 1 j j 1 k k 1
Hence
 Im   Im  b bj k j k2
 CÝ Ý12 2 2  	      	 b C  	 b CŽ . Ž .kj kjj k k k 1 k k 1
2 2     b C  	 b CŽ .Ž .j j 1 k k 1

 .2
    	  	 C b 	 bŽ .k j 1 k j
Since
   b Cj j 1 
 C and
  	 b Cj j 1
   for k , j big enough  	  	 C b 	 b  C ,Ž .k j 1 k j 
we get
 Im   Im j k 
 C b b .Ý Ý k j2  	 kj kjj k
Because the vector b belongs to H, we can apply Glazman’s theorem and
this completes the proof of Theorem 2.1.
3. ROBUSTNESS ANALYSIS
Ž .   Ž . ²Consider a feedback control u x 	b x p x; i.e., u x  x,	b
: Ž . p . Then 2 takes the following form:
  ˜ x t  A	 bb  bp x A bp x , bH , t 0. 5Ž . Ž . Ž .˙ Ž .
Let us take some w H and define a positive operator D: HH as1
follows:
 ˜ ˜A t AtDx e w w e x dt . 6Ž .H 1 1
0
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For a fixed vector b H we consider the normal basis of eigenfunctions
 ˜  ˜ 4  4 and the sequence of eigenvalues  of the operator A A	i i1 i i1
 Ž . Ž .bb see Theorem 2.1 and define the space WW b :
² :w ,  Ci
W wH : 
 , for some  1, C 0; i 1, 2, . . . .
½ 5˜ i Re i
Ž . ² :Remark. The condition wW b means that the coefficients w, i
² :decay in some sense more quickly than the coefficients b,  , as i i
Ž .see Lemma 2.1 .
The main result of this paper is the following assertion
THEOREM 3.1. There exists small enough constant b such that if the0
 ector b H and b 
 b , then for any ector w W one can choose0 1
perturbation ectors p of small enough norm from the tree-dimensional
halfspace
² :V  p Span b , w , ID b : p , ID b  0 4 4Ž . Ž .w 11
Ž Ž .. Ž .where I is the identity operator in H and D is defined in 6 so the system 2
Ž . ² :is asymptotically stabilizable with the aim of the controls u x  x,	b p .
 Proof of Theorem 3.1. Our goal is to find a new norm  which is1
   Ž .  Ž .equivalent to the norm  and which satisfies x t 
 x 0 , t 0, for1 1
Ž .all solutions of 5 . We wish the new norm to be a perturbation of the
  2   2 ² :initial one: x  x  Dx, x , with a positive operator D. An easy1
 Ž .calculation, using A 	A, shows that on a solution of 5 one has
d 2   x t  	2bb  ID bp  pb IDŽ . Ž . Ž .¦Ž1dt
˜ ˜DA A D x , x .;.
˜Ž . ²ŽIf we choose D in the form 6 , then it follows immediately that DA
˜ . : ² :A D x, x  	 w w x, x , and1 1
d 2    ² :x t  	2bb 	 w w  ID bp  pb ID x , x .Ž . Ž . Ž .Ž .1 1 1dt
Our goal is to find conditions on p that guarantee the right hand side of
the last equation to be nonpositive.
ŽLEMMA 3.1. Eigenalues  and eigenectors x of the operator R  I  2
.   Ž .D bp  pb ID are gien by
² :    ID b , p  ID b  p ,   0,  
 0,Ž . Ž .  	
  ² :x  ID b p  p ID b , x , x  0.Ž . Ž .  	
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The eigenalues  ,  
 0 of the selfadjoint nonpositie operator R 1 2 1
	2bb	 ww are gien by
Ž . ² :i if w , b  0 then1
22 2   w w1 12 2    ² : 	 b 	  b 	  4 w , b ;)1, 2 1ž /2 2
Ž . ² :   2   2ii if w , b  0 then  	2 b and  	 w .1 1 2 1
  2   2  4   2If we additionally assume that w 
 2 b , then min 	 ,	  w .1 1 2 1
The proof of the lemma is computational. We denote the eigenvectors
of the operator R by x , x .1 1 2
 4 Ž .LEMMA 3.2. Assume that x  Lin x , x , x . Then there exists  0, 1 1 2 	
 4such that if  
  min 	 ,	 ,	 , then for all xH we hae 1 2 	
²Ž . :R  R x, x 
 0.1 2
Proof of Lemma 3.2. We consider all the following vectors x , x , x , x1 2 	 
 4to be of length one and assume x  Lin x , x . Choose the vector z	 1 2
 4 ² : ² :  satisfying z Lin x , x , x , z, x  0, z, x  0, z  1. Then1 2 	 i 	
 4  4x , x , z is an orthonormal basis in Lin x , x , x , x and we can de-1 2 1 2 	 
compose x  Ax  Bx  Cz, x Dx  Ex  Fz, and any vector of 1 2 	 1 2
 4length one from Lin x , x , x , x as x  x   x   z. One can see1 2 	  1 2
that
² : 2 2R  R x , x      Ž .1 2 1 2
2 2  A B C   D E F .Ž . Ž . 
Ž .We denote the right hand side of the last equality by f  ,  ,  and
ˆ ˆ  4choose  
 , where min 	 ,	 ,	 . Hence 1 2 	
22 2ˆf  ,  ,  
	     D E FŽ . Ž .Ž
2	 A B C .Ž . .
To show that the right hand side of the last estimate is nonpositive it is
sufficient to prove the existence of positive  such that
22 2g  ,  ,       D E F   0Ž . Ž .
for all  ,  ,  such that  2   2   2  1. It can be done by using the
standard Lagrange function argument. This gives that one can choose
2 2'  4
 1	 D  E , since from the condition x  Lin x , x we have	 1 2
2 2 ²ŽD  E  1. Now one can see that for any yH we get R 1
. :R y, y 
 0.2
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 4The case x  Lin x , x is similar. It completes the proof of Lem-	 1 2
ma 3.2.
 4Remark. We note that the condition x  Lin x , x , x is necessary 1 2 	
²Ž . :to prove R  R x, x 
 0.1 2
Let us give a condition on vector w that will guarantee the equivalence1
    ² :   2of the norms  and  . To this end we need Dx, x 
  x for1
some  0.
Ž .  4Using 6 and fact that the family  is a basis in H one easilyk k1
obtains
  ˜ ˜ .Ž  tj i² : ² :² :² :² :Dx , x  x ,  w ,  x ,  w ,  e dt .Ý Hi 1 i j 1 i
0i , j1
It is easy to see that
 1˜ ˜ .Ž  tj ie dt 
 .H ˜ ˜0 2 	Re  	Re Ž .ž /j i
Hence we get
 ² :² :w ,  w , 1 i 1 j2² :  Dx , x 
 x .Ý ˜ ˜   Re  Re i , j1 i j
Now, if we choose the vector w from W, we get the equivalence of the1
   norms  and  . It completes the proof of Theorem 3.1.1
4. APPLICATION TO THE VIBRATING-CORD EQUATION
Ž .Consider a cord of length l with fixed ends and external force F x 
Ž . Ž . Ž . 2 Rq t . Here q x is a given real function such that q x  L 0, l , and
Ž .the amplitude R R t is the control:
f  f  R t q x ,Ž . Ž .t t x x
f t , 0  f t , l  0.Ž . Ž .
This system can be rewritten in the form
˙ A bu, 7Ž .
where
0 I
 01 2d , A , B ,ž /q xž / Ž . 02  02dx
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1Ž . Ž .and D A  where  has an absolutely continuous derivative and a12
2  Ž . Ž .second order derivative belongs to L 0, l ;  0   l  0, and 1 1 2
   4  runs over the closure of C in the norm  . Here we denote  1 10
Ž l  	Ž .  2 .12H  x dx .0
 It was proved 5 that the system is strongly controllable using the
l Ž . Ž . Ž .feedback control u 	H  x q x dx. Since system 7 is a particulars 0 2
Ž .case of 2 then the control u is stable in the sense of Theorem 3.1.s
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