New frequency response measurement procedures, on-line modal tuning techniques, and off-line modal identification algorithms are developed and applied to the modal identification of the Advanced Structures/Controls Integrated Experiment (ASCIE), a generic segmented optics telescope test-bed representative offuture complex space structures.
INTRODUCTION
Active control for large flexible structures has been the object of 15 years of research, yet because of the lack of experimental demonstrations traceable to actual developments, it has not been implemented in a single space mission. Much work has been done on not so large and not so complex flexible structures. As a result, numerically tractable and numerically robust procedures and algorithms for modeling and high performance control of truly large and complex systems are lacking. Precision segmented reflectors are major examples of systems where the size and the complexity issues arise. The Keck Ten Meter Telescope, soon to be operational on mount Mauna Kea in Hawai, is one of them. The Keck primary mirror is composed of 36 hexagonal segments. The control system uses 108 actuators and 162 sensors to maintain the segments optically aligned. The Keck structure has 150 modes below 50 Hz with a modal density as high as 25 modes/Hz. Regrettably, the Keck telescope will not benefit from structural control technology.
To address the challenges specific to the active control of precision segmented optics, and to the active control of complex flexible structures in general, the Lockheed Palo-Alto Research Laboratory designed and built the Advanced Structures/Controls Integrated Experiment (ASCIE). The ASCIE test-bed emulates a telescope with a segmented mirror. Its seven-hexagonal-segment primary mirror is mounted on a lightweight flexible truss structure. The six peripheral segments are actively controlled by 18 electromagnetic precision actuators. 24 position sensors measure the relative displacements between the segments. The ASCIE segmented optics and support structure have 50 modes below 50 Hz. The ASCIE control hardware 1 which has been designed to meet the strict requirements for precision control of segmented optics, has demonstrated segment alignment performance down to 60 nanometers rrns. Using a non validated Finite Element Model and worst case control design techniques, a factor of 3 to 5 improvement in segment alignment bandwidth was achieved over classical control techniques, and vibration attenuation in 25 out of 28 controlled modes was experimentally demonstrated.
The objective of the present work is to develop a dynamic model of ASCIE from experimental input output data. The objective is two fold. One objective is to test how accurately the dynamic behavior of complex systems like ASCIE can be predicted by Finite Element Analysis (one to one comparison between the Finite Element and the identified models requires careful system identification to extract all the natural modes of the system including those with relatively low response). The other is to develop a control design model. This model will be used to test how much improvement in segment alignment bandwidth, and structural vibration suppression is achievable using an identified versus a FEM model. This paper reports on our work in modeling ASCIE.
Our work was to explore new excitation techniques for data acquisition using sinusoidal test signals, and new algorithms for extracting modal information from the non-parametric frequency response test data.
The data acquisition process we tested is classical, but the way we implemented it is not. Steady state responses to sinusoidal excitations were analyzed to determine the system admittance matrix at a given frequency, and frequency sweep was used to determine the full non parametric frequency dependent system admittance matrix. System non-linearities were handled via harmonic analysis. But, what is new, at each frequency, a system inversion was approximately realized to achieve good signal to noise ratio. In addition, the principal system admittance gains and associated input and output patterns were determined. This approach yields some important and inherently multivariable properties of the system being tested, namely the modal frequencies, the modal dampings, and what is new, the mode shapes because, at a resonant frequency, the maximum system admittance gain is obtained when the actuator inputs are combined so as to excite a pure mode. Dwells in both spatial and spectral domains are performed which is critical to the modal identification of complex symmetric lightly damped structures, since for such structures tuning to the resonant frequency alone fails to isolate closely spaced modes.
When the acquisition process was completed, a parametric modal model was fitted to the full non parametric measured system admittance matrix, and new algorithms based on low rank matrix approximation, or on convex and quadratic optimization techniques were used to carry one step further the identification of the modal parameters started during the data acquisition process. The algorithms are used repeatedly. Each time they are called, they extract one or several dominant natural modes from the non parametric response over a prespecified frequency range. To identify a mode, they use the modal information contained in the maximum system admittance gain and its associated input and output patterns, and the consistency of this modal information over any specified frequency range to give accurate modal parameters free to the extent possible from the contributions of the nearby modes.
The paper is organized as follows. Section 2 describes the ASCIE high modal density flexible structure that was used to demonstrate the new modeling techniques. In section 3, we discuss the choice of a model for flexible structures and we outline the optimization strategy followed for parametric identification. Section 4 addresses our work in on-line modal testing, and its application to the ASCIE experiment. Section 5 addresses our work in off-line modal analysis, in model refinement via parameter optimization, and its application to the modal identification of ASCIE.
ASCIE TEST-BED
The ASCIE emulates a f/1.25 Cassegrain telescope. Its seven-hexagonal-segment primary mirror is mounted on a light-weight flexible truss structure. The six peripheral segments are actively controlled in three degrees of freedom by 18 linear electromagnetic precision actuators. 24 Kaman position sensors (4 per actively controlled segment) are used to measure the relative displacements between the segments and generate commands for the actuators to keep the segments optically aligned, the central segment acting as a reference. Non Colocated sensing: The edge inductance sensors measure the relative positions of the primary mirror segments. The central segment, instead of the support structure which lacks dimensional stability, is used as a reference. The edge sensors have a 60 nanometer rms resolution below 5 Hz, and a large measurement range (±1 mm) to accommodate the initially large segment misalignments. A laser optical system, not described, is used for initial calibration and system alignment. In future works, this system will also be useful for optical scoring. Actuation: The actuators have been specially designed at Lockheed 1 to meet the strict resolution, dynamic range, smoothness of operation and bandwidth requirements for precision control of segmented optics. When driven in force mode, their bandwidth is 140 Hz. Each actuator is instrumented with an automatic system providing force offloading to reduce power dissipation. Colocated sensing: Each segment alignment actuator is instrumented with a colocated Kaman inductance position sensor. Each sensor has a 60 nanometer rms resolution below 5 Hz, and a measurement range of 1 mm. Truss structure: The structure was designed and optimized to emulate a large telescope structure while being able to support the mirror segments in a 1-g environment. Its modal distribution contains several dense clusters and is fundamentally different from the well-spaced distribution of beamlike structures.
Real-time processing and data acquisiton: The ASCIE computer and graphic set up includes an Array Processor, a mini computer, two PCs, and an input/output unit. The Array Processor is an AP-120B, a 12 MFlops machine with 64K of internal memory from Floating Point Systems, fully programmable from the Harris-800 mini computer. The Array Processor is the main computational unit and it is responsible for real-time control processing, signal generation, and real-time Direct Memory Access data transfers to a 256 Kbytes internal memory block residing on the Harris-800 mini computer. The Harris-800 and the PCs are used to monitor the ASCIE experiments via graphical displays of the Kaman sensor readings, the actuator commands, and the mirror segment piston and tilt misalignments. The input/output unit is composed of 32 16 bit-analog to digital and 18 16 bits-digital to analog converters. 
MODAL DESCRIPTION AND PARAMETRIC IDENTIFICATION OF STRUCTURAL SYSTEMS
The small motions of a structure are best described by a set of partial differential equations. However because it is difficult to derive such a set of equations from physical principles, and because such a set of equations is difficult to use anyway, the dynamics of a structure are often described by a set of equations that describes the motion of the structure at a finite number of selected points called nodes. Such a set of equations is given by:
Mz+Lz+Kz=f (1) where M is the mass matrix, K is the stiffness matrix, L is the damping matrix, z is the vector of the displacements at the selected nodes, and f is the vector of the forces applied at the selected nodes. M and K are positive definite matrices. They can be constructed, using Finite Element Analysis, from the geometric and material properties of all the structural elements that make the system. In contrast, for most structures, analytical methods alone fail to construct the matrix L. L need not be symmetric. Very often, L is assumed to be relatively small, and in most Finite Element Analyses it is set to 0. The force vector f is typically composed of known (or control) forces n, and unknown environmental disturbance forces d. Control forces apply to only some of the nodes, so that the force vector can be rewritten: f=Eu+d (2) E is the control distribution matrix.
The displacements, the velocities, or the accelerations at some selected nodes may be measured. When only the displacements at some of the nodes are measured, the measurement equation is: y=Sz+e (3) S is the sensor distribution matrix. e is the measurement error vector.
Modal and spectral descriptions of structures with proportional damping
Under the proportional damping assumption, L is a linear combination of M and K. This assumption is often made for convenience, not on physical ground. The dynamic equations of the structure (1) can then equivalently be described by a set of dynamically uncoupled 2nd order ordinary scalar differential equations. Each of these equations describes what is called a natural structural mode. Such a set of equations is obtained using the modal transformation: z='q (4) such that TMI (5) (6) where I is the identity matrix, and where 1 is the diagonal matrix of the modal frequencies. The columns of I are the mode shapes, and q is the vector of the modal coordinates. Under the proportional damping assumption, the matrices M, L, and K can be simultaneously diagonalized, so that we can also write: (7) where ' is the diagonal matrix of the modal dampings (or damping ratios).
The dynamic equations of the structure can then be rewritten: f+26jT2-Q2q=B2u+Td 8 y=Ciq+e where we have defined B2 = 1,TE and C1 = S . According to these definitions, the rows of B2 are the mode shapes at the actuator locations, and the columns of C1 are the mode shapes at the sensor locations.
The transfer function matrix from actuator commands to sensor measurements is then:
H(s) = C1(s21 + 2 s + Q2)'B2 (9) 3.2 Modal and spectral descriptions of structures with nonproportional damping
When the proportional damping assumption is violated, it is still possible to find a set of dynamically uncoupled 2nd order ordinary scalar differential equations to describe the system. The non proportional damping allows a transfer of energy between modes. Consequently, a combination of force and rate control is needed to excite a pure mode, and similarly a combination of position and rate measurements is needed to observe a pure mode. From these physical considerations alone, the modal equations of a linear system with non proportional damping must therefore have the following form:
I '+ 2 +Q2q = Biü+ B2u+ Bdld+ Bd2d (10) y=C1q+C2j+Du+Ddd+e where q is the vector of the modal coordinates, l is the diagonal matrix of the modal frequencies, and is the diagonal matrix of the damping ratios.
The transfer function matrix of a structural system with non proportional damping, force commands, and position measurements is then:
3.3 Reduced order spectral description of structural systems Infinitely many modes are needed to exactly describe the dynamic of a flexible structure. Only the lowest frequency modes however are needed in practice. One convenient way to model the effect of the "high" frequency modes at low frequencies is to assume that their response is quasi-steady, which is equivalent to recover static fidelity. For instance, consider the modal expansion of the transfer function matrix of a system with proportional damping:
Keeping the first n modes and assuming that the response of the other modes is quasi-steady, an approximation of H at low frequencies (say below w,) is:
or in matrix form with the obvious definitions:
Spectral descriptions used in this work
Two spectral descriptions will be used in the ASCIE identification. Both of them can account for non proportional damping.
The first description is closest to the physical system:
C is then the sensor distribution matrix, B is the control distribution matrix, and D accounts for the contribution of the unmodeled modes at low frequencies. M, L, and K can be viewed as the mass, damping, and stiffness of the system respectively seen at the actuator and at the sensor locations. The second description is a modal description:
This last description will be used for parameter optimization.
Overview of parametric identification procedure
System identification from measured frequency responses involves fitting the parameterized transfer function matrix ofa theoretical linear time invariant system to a measured transfer function matrix at selected frequencies. A criterion is needed to quantify the error between the theoretical and the measured responses at the test frequencies. Most criteria quantify either the average or the peak of the absolute or relative error. The ASCIE segmented optics and support structure exhibit significant nonlinearities. Non conservative bounds on the identification errors cannot be developed a priori in this case, so H peak-error-based identification techniques cannot be used.
Average-based identification techniques such as least-squares, in contrast, do not require any a priori error information: they correlate the measured data at the test frequencies to minimize an average of the modeling errors. As opposed to H methods, they do not guarantee any bound on the identification error, however such a bound can always be found a posteriori. For the reasons exposed above, but also because its cost function is easy to compute, and relatively easy to optimize which is critical when dealing with large complex systems like ASCIE, least-squares identification will be used in this work.
Let H(s) be the parameterized transfer function matrix of a theoretical system (s is the usual Laplace variable), let H1 , . . . , H be the ASCIE measured frequency responses at the test frequencies jw1 ,. . . , jw, respectively, the least-squares criterion Jo is:
The optimization of Jo over the set of linear transfer function matrices is a difficult nonlinear optimization problem. About 50 modes are needed to model the dynamics of the ASCIE segmented optics and support structure up to 50 Hz. For the colocated identification problem, Jo therefore depends on approximately 1900 modal parameters. Brute force optimization methods would require an excessive amount of computer time and would most certainly fail to converge if they were not started near a minimum. The proposed optimization strategy is a classical two step initialization-optimization. However because of the complexity of the present identification problem, a lot of effort is put into the initialization procedure.
Initialization procedure The initialization attempts to find good estimates of the system modal characteristics, if possible close to the global minimum of Jo . New algorithms are developed to this effect. Some of these algorithms give lower bounds on Jo that can be used to test the proximity of the global minimum (the lower bounds are tight in the sense that if, for some theoretical model, the theoretical and the measured responses are identical, then the lower bound is achieved).
Optimization procedure The optimization attempts, starting from the modal parameters estimated in the first step, to reach a minimum. An explicit 2nd order parameter subset optimization method is applied to this effect instead of standard global optimization methods which are computationally too intensive.
NEW ON-LINE MODAL TESTING
On-line modal testing is useful for limited modal surveys. It was first proposed by Lewis and Wrisley ". Current on-line modal testing techniques were established in the late 70's early 80's . The excitation technique closest to the one used in this work is called modal dwell. It requires tuning the polarities and the relative amplitudes at one frequency of several shakers located at discrete points on the structure to produce a pure modal response. Several methods, such the "amplitude-weighted sum of quadrature peaks" and the Asher 6 or Ibanez ' determinant techniques, were developed to detect the presence of a mode and determine the force distribution to produce tuned modal responses. They assume that the response and the excitation, at a resonant frequency, are in quadrature. Delays, ill-conditioning of the type encountered with ASCIE in its non-colocated configuration, high modal density that alter the purity of the modal responses, all make these methods unreliable for testing complex systems.
Classical modal testing of large systems is costly. It requires a lot of instrumentation, cabling, and expensive data acquisition systems. Even though tuning techniques have been automated 8, they can still require a prohibitive testing time. This time is typically larger than the time required to measure the full frequency dependent system admittance matrix. The time to test complex flexible structures is therefore better spent measuring admittance matrices which have "all" the information about the system response. This relieves one from the requirement of exact tuning. Modal parameters are then obtained off-line by processing the measured spectral data, not experimentally. In testing ASCIE, the control hardware was used. No special purpose instrumentation was added, a situation similar to on-orbit testing of a spacecraft.
New on-line modal tuning technique
In view of the above limitations, new tuning techniques must be developed for modal tuning to become useful in practice. The approximate modal tuning objective used for ASCIE was to maximize the root mean squares displacement for a given root mean squares force excitation. This objective is the generalization of the singleinput single-output force-displacement gain concept to the case of multiple excitation forces and multiple measured responses. At each frequency, to maximize this force-displacement gain, the relative magnitudes and the relative phases of the various sinusoidal forces applied to the test article must be adjusted. When the maximum is achieved, the corresponding normalized (unit) complex force vector is called a major principal force vecior, the corresponding normalized (unit) complex displacement vector is called a major principal displacemeni vecior at the test frequency.
Classical modal tuning (or modal dwell) techniques can be difficult to implement. Experimental factors such as number of excitations, number of responses, measurements non colocated with the excitations, delays, nonproportional damping, lack of orthogonality of the mode shapes in high modal density regions, and ill-conditioning affect it or make it fail. In contrast, it is always very easy to tune the force vector to the maximum displacement/force gain at a given frequency. One way to do that is to measure the complex admittance matrix of the system at this frequency and compute its singular value decomposition . The physical and the analytical data are then related as follows: the maximum singular value of the admittance matrix is the maximum displacement/force gain of the system; the corresponding right (input) singular vector of the admittance matrix is a major principal force vector; the corresponding left (output) singular vector of the admittance matrix is a major principal displacement vector.
For lightly damped structures, gain tuning and modal dwell are very closely related. Consider for example the modal expansion of the transfer function matrix of a lightly damped structure with proportional damping:
where the c 'S and the b2 's are the normalized mode shapes at the sensor and the actuator locations respectively, and the g2's are scalars. At the resonant frequency w, the response of the system will usually be dominated by the modal response of mode i: H(jw1) s g2 2w? (19) which shows that the maximum gain of the system at the frequency w is nearly o = that a major principal force vector is nearly b that is the mode shape at the actuator locations, and that a major principal displacement vector is nearly c that is the mode shape at the sensor locations. The singular value decomposition of H(jw1) in this case is also approximately: H(jw1) ucb1 (20) Gain and modal tuning are therefore nearly equivalent. The former however has the significant advantage of being easy to achieve experimentally.
Based on these ideas, it is easy to devise experiments to measure the modal parameters of some mode. First perform a frequency sweep to measure the force-displacement system admittance matrix in some frequency range around the resonant frequency of the target mode. Then find analytically the maximum gain of the system in this frequency range by singular value analysis of the measured frequency response. The frequency where the maximum gain reaches its peak is the resonant frequency w of the target mode, the right singular vector bT of the admittance matrix at the frequency w is the mode shape at the actuator locations, and the left singular vector c2 of the admittance matrix at the resonant frequency w is the mode shape at the sensor locations. If the singular vectors c1 and b are not real, then they can be replaced by real vectors whose product best approximates cb1. Once the mode shapes b" and c are available, a new frequency sweep can be performed where the polarities and the relative magnitudes of the various forces are adjusted according to bT and where a linear combination of all the responses is formed according to c. This sweep is analogous to a single-force-excitation single-response-measurement sweep and all the standard experimental techniques to test modal purity, and measure the resonant frequency and the modal damping of the target mode apply. For instance, phase displays can be used to test modal purity and find the resonant frequency, and free decay from a forced response can be used to measure the modal damping.
Experimental demonstration of new on-line modal tuning technique
To illustrate the effectiveness of the experimental procedure described in the previous section, the non-colocated admittance matrix of the ASCIE segmented optics and support structure was measured between 22 and 33 Hz The singular value decomposition of the admittance matrix at 27 Hz was then computed to determine the mode shapes at the actuator and sensor locations of the dominant mode around this frequency (note that the resonant frequency does not need to be known exactly). A single-input single-output sweep using this mode shape information as described in the previous section was then performed. Figure 3 shows the measured modal response. The phase plot shows that the phase drops by 180 degrees as the sweep goes through the resonant frequency as it should for a pure mode response. The modal frequency and the damping ratio, obtained by curve fitting the modal response, are 26.9 Hz and 3.3% respectively.
Unlike current modal dwell techniques, gain tuning does not use any phase information. It is purely based on the dominance of the modal response of the target mode near the resonant frequency. Variations on the gain tuning technique which incorporate phase information are possible but will not be explored here.
Of course, gain tuning will fail to isolate a target mode if its response does not dominate the overall system response near its resonant frequency. This is the case in high modal density regions if the modes have resonant frequencies close to one another, if mode shape orthogonality is only approximately satisfied, and if the target mode has relatively low response. This is not however a limitation specific to gain tuning, current modal dwell techniques would also fail in this case. The fact is that it is in general impossible to experimentally isolate all the modes of a structure to measure their modal characteristics. Analytical techniques that can determine the modal properties of a structure without having to differentiate the modes must be used.
OFF-LINE MODAL CHARACTERIZATION
This section describes new analytical techniques to extract the modal characteristics of a test article for its measured frequency response. These techniques are very closely related to the on-line gain-tuning-based-modaldwell technique developed in the previous section, because they also extract modes on the basis of the dominance of their response in some frequency range around their resonant frequencies. Analytical modal separation is however easier to perform and more powerful than experimental modal dwell: the frequency response of the system is available for analysis over a whole frequency range and not just at the single test frequency; several modes can be extracted simultaneously, when the resonant frequencies are close to one another and the mode shapes are not orthogonal to each other; finally non dominant modes can be extracted from the residual frequency response after the contribution of the dominant modes to the system response has been removed. Like on-line modal dwell, the modal characteristics determined by analytical modal separation are not optimal because their value is based on the response of the system in some frequency range around the resonant frequencies and not on the system overall frequency response. They are nevertheless very useful to start global optimization procedures. The following section details the new algorithms and illustrates their application to the modal identification of the colocated frequency response of the ASCIE segmented optics and support structure (Figure 4) .
B
.JiL The distributions of excitation forces in this later case could be the mode shapes at the actuator locations, but they need not be. Independent linear combinations of the mode shapes are also perfectly appropriate. This fact is captured in the mathematical concept of range, that is the space spanned by multiple vectors. Accordingly, we shall call modal spaces the spaces spanned by the mode shapes of multiple modes at the actuator or the sensor locations. Thus modal spaces can equivalently be described by any maximum set of independent linear combinations of the mode shapes. Let the theoretical frequency response of the ASCIE modal subsystem between 13 and 18 Hz be:
H(s)=C(Ms2+Ls+I<)1B+D (21) where:
. the columns of C are independent linear combinations of the mode shapes at the sensor locations.
. the rows of B are independent linear combinations of the mode shapes at the actuator locations.
. D accounts for the effects of the modes outside of the frequency range being analyzed. . M, L, K can be viewed as mass, damping, and stiffness matrices respectively.
Without loss of generality, we shall assume that B and C are orthogonal matrices, that is C"C = I and B BT I.
Let H1 , . . . , H be the ASCIE measured frequency responses, and let z, . . . , be the differences between the measured and the theoretical responses at the frequencies jw1 , . . . , jw, respectively. The least-squares curve fitting problem would be to find the real matrices C, B, D, M, L, and K such that: 22) is minimized.
Instead of solving this problem exactly, which at present nobody knows how to do, we propose solving this problem approximately in three steps. In the first step, we estimate the modal space at the sensor locations by solving exactly a relaxed optimization problem. In the second step, dual of the first step, we estimate the modal space at the actuator locations. In the third step, we determine the modal dynamics.
Estimating the modal spaces at the sensor locations
Let X1 , . . . , X, be the state of the theoretical system at the frequencies jw1 , . . . , jw,, , then: 
Estimating the modal space at the actuator locations
The modal space at the actuator locations is determined in the dual manner.
Application: non parametric modal frequency response of ASCIE 4-mode-model between 13
and 18 Hz
The algorithm described above were applied to find the modal spaces at the sensor and at the actuator locations of a 4-mode model of ASCIE from the measured ASCIE frequency response between 13 and 18 Hz. Using these modal spaces, the "measured" frequency response of the modal subsystem can now be extracted from the measured overall system frequency response. This is done by considering only force distributions that belong to the modal space at the actuator locations, and only linear combinations of the measured responses that belong to the modal space at the sensor locations. Analytically, if Hmi,.. . , Hrnr, denotes the estimated modal response at the frequencies jw1,.. . , jw,-, then: The estimated non parametric frequency response of the 4-mode-subsystem between 13 and 18 Hz is shown in Figure (6) . The frequency response of the residual system left after the modal subsystem is removed from the overall system frequency response is shown in Figure (7) . This frequency response clearly illustrates that the modal response is well extracted.
To complete the modal identification, we now have to extract the dynamics of the 4-mode-subsystem with 4 inputs, 4 outputs, and with frequency response Hm , a problem much easier to solve than the original one with 18 inputs and 18 outputs. be the difference between the theoretical and the measured modal responses at the frequencies . . . , Wn respectively. The least-squares curve fitting problem is to find the real matrices M, L, and K such that:
is minimized.
We have:
As a first step, we propose rewriting this set of equations as: 
where Zt = z(M (jwi)2 + L (jw) + K)Hmj . If M, L, and K can be found such that , . . . , are small, then (M (jwi)2 + L (jwj) + K)Hmj I for i = 1 : n, so that the new optimization problem is nearly equivalent to the original one. It is however much easier to solve because it is linear. The optimization of J gives estimates for the dynamic parameters M, L, and K which can be used to start the optimization of J.
5.1.5 Application: Calculated modal frequency response of ASCIE 4-mode-model between 13 and 18 Hz
The above dynamic estimation procedure was applied to the ASCIE 4-mode-subsystem frequency response between 13 and 18 Hz to determine M, L, and K. The corresponding theoretical frequency response is shown in Figure (8 ) and the fit error is shown in Figure ( This section explains how the modal characteristics of the ASCIE segmented optics and support structure between 1 and 50 Hz was estimated from its measured colocated frequency response (Figure (4) . The main idea consists in isolating the modes according to their resonant frequencies and according to their mode shapes (spatial separation) to break the global characterization problem into simpler ones. Frequency separation is easy to perform by visual inspection of the system frequency response: the dominant modes with similar frequencies are grouped together. For instance, the ASCIE colocated frequency response was partitioned over 6 frequency ranges:
1 Hz to 13 Hz, 13 Hz to 18 Hz, 20 Hz to 29 Hz, 28 Hz to 33 Hz, 33 Hz to 39 Hz, and 39 Hz to 50 Hz. On each frequency range, when frequency alone failed to isolate modes, spectral and spatial separation were used concurrently: the analytical modal separation algorithms described and illustrated in section 5.1 were used to iteratively extract the modes from the measured frequency response one mode at a time.
OFF-LINE DYNAMIC CHARACTERIZATION
In the previous section, simple yet effective algorithms were developed to compute "good" estimates of the modal characteristics ofASCIE from its frequency response. Frequency separation, spatial separation, and modal dominance were used to extract natural modes one at a time. In general however, it is not possible to exactly differentiate modes. Some of the deficiencies of analytical modal separation are:
. In the process of extracting the natural modes of ASCIE in the high modal density region, we noticed that some modes have close resonant frequencies and similar mode shapes at the actuator or the sensor locations.
The algorithms do not guarantee that accurate modal characteristics are determined in this situation.
. If the extraction process of the previous section is iterated too many times in an attempt to extract modes with relatively low modal response, one may end up extracting more modes than actually exist in the frequency range being analyzed. For instance, assume that some error is made in calculating the mode shape at the actuator location of a dominant mode whose response is P(s)= (32) Let b, I;i, and zb = b -b be the actual value, the calculated value, and the error associated with the mode shape at the actuator location. Then assuming that all the other modal parameters have been estimated exactly, the residual frequency response once the estimated modal response has been removed will contain a term of the form jP(s) = g s2+2ews+w2 which looks like the frequency response of a pure mode with low modal response.
. Analytical modal separation is based on modal dominance, frequency separation, and spatial separation. Consequently, the accuracy of the modal parameters determined applying this method degrades as the contribution of the modes outside of the frequency range being analyzed, and of the modes not yet extracted within the frequency range being analyzed, increases. Because of the above deficiencies, it is possible to improve on the values of the modal parameters of ASCIE determined in the previous section by performing a global analysis of the complete frequency response. In the next sections, we address the problem of extracting the linear dynamics of a system from its measured frequency response by least-squares curve fitting.
6.1 Multiple-Input Multiple-Output curve fitting for ASCIE In section 4.2, new algorithms were applied to find what the number of modes and what the modal characteristics of ASCIE are on 6 different frequency ranges. 6 modal subsystems were thus identified. These models can now be used to initialize a global optimization procedure. The objective of this section is to combine these 6 modal subsystems and to correct for the deficiencies of analytical modal separation techniques. This is done in two steps. In the first step, further analysis is performed on each frequency range to reduce the difference between the measured and the theoretical modal responses and if possible reduce the order of the corresponding modal subsystem. In the second step, the various models are combined and a global optimization of the least-squares cost function is attempted. In the following section, we describe the optimization strategy used first to optimize the 6 modal subsystems on their respective frequency range, and next to optimize the combined subsystems. The global minimization of J for large systems is impractical. The length of the parameter vector constructed from the coefficients of B, C, D, , and that would have to be optimized to fit a linear model to the frequency response ofASCIE between 20 and 29 Hz would be over 1800. Brute force explicit 2nd order optimization algorithms would therefore take an excessive amount of computer time to run, and would require more work space than is currently available with most computers.
As an alternative, we propose to successively and iteratively optimize C, B, D, and [al,Q2]. The same method was proposed in 2 to solve the model reduction problem which is similar to the present least-squares identification.
This method, called parameter subset optimization, operates like the QR algorithm when it is used to find the minimum of a positive definite quadratic form (the QR algorithm finds the optimum by solving a finite number of line searches). Although parameter subset optimization does not enjoy the nice properties of the QR algorithm, we have always found it very efficient in practice.
The choice of the parameter subsets C, B, D, and [al, 2] takes advantage of the structure of the least-squares identification problem. Since the cost function J is quadratic and convex in C, B, and D respectively, the corresponding optimization problems can be solved explicitly. The most difficult part is to optimize J with respect to [ ç2j Fortunately, this problem involves relatively few parameters so that an explicit 2nd order Newton-Raphson algorithm can be used. 6.1.2 ASCIE modal subsystem optimization 6 ASCIE modal subsystems were extracted from the measured ASCIE frequency response over 6 different frequency ranges using analytical modal separation. As a first step to improve the accuracy of the modal parameters of each modal subsystem, an attempt is made to get values for the modal parameters free from the influence of the modes that do not belong to the subsystem. Thus, for each of the 6 frequency ranges defined above, the measured ASCIE frequency response was corrected by eliminating the estimated contribution of the modes outside of this frequency range, and the corresponding modal subsystem was optimized to match the residual modal frequency response (assume true modal response) thus calculated. Parameter subset optimization was applied to carry out the optimization.
As a second step, each modal subsystem was screened for possible modal redundancy and reoptimized. Balanced model order reduction was used to eliminate the redundant modes. The model order reduction was stopped when the elimination of any mode would have increased the value of the least-squares cost function by at least 1% .The number of modes of the modal subsystem between 20 and 29 Hz was thus reduced from 27 to 21. The number of modes of the modal subsystem between 33 and 39 Hz was reduced from 13 to 11. The orders of the 4 other subsystems were not reduced. With current SIMO least-squares curve fitting techniques, we would have had to reduce the number of modes of the modal subsystem between 20 and 29 Hz from approximately 18x21=378 to 21, and the number ofmodes of the modal subsystem between 33 and 39 Hz from approximately 18x13=234 to 11. Our method is more effective because it leads to a much lower modal redundancy.
Combining the modal subsystems
The ASCIE modal subsystems were combined and the resulting model was optimized to match the complete measured ASCIE frequency response using parameter subset optimization. This last step yielded less than 1% decrease in the least-squares cost function. As for ASCIE, this step may well be unnecessary in many applications.
The frequency response of the identified model after optimization is given in Figure (12) , and the corresponding residual response in Figure (13) . A list of the identified dynamic parameters is given in Table (14) . The first three modes are stand modes.
The residual errors at first glance look relatively large. They are consistent however with our analysis of the nonlinear behavior of ASCIE which showed that depending on the amplitude of the actuator commands the modal frequencies can shift by 1% , and the damping ratios can vary by 50% or more . on-line modal tuning: an experimental procedure is developed to isolate modes to measure their characteristics on the basis of their spectral separation, spatial separation, and the dominance of their response.
• off-line analytical modal separation: new algorithms are developed to determine the modal characteristics of a system from its measured frequency response on the basis of spectral separation, spatial separation, and modal response dominance. . curve fitting: a parameter subset optimization method is proposed that takes advantage of the structure of the non linear least-squares identification problem and reduces it to successively and iteratively solving two linear least-squares optimization problems and one non linear least-squares problem of relatively small size. The method can deal with much more complex systems than standard optimization techniques.
The new methods are applied to the modal characterization of the ASCIE segmented optics test-bed. They coped successfully with the problem of estimating over 2000 modal parameters, and resolving modal clusters with a modal density of 5 modes/Hz. The new methods are combined into a constructive system identification procedure that breaks the global modeling problem into smaller ones easier to solve. As a result, they can be used to model systems even more complex than ASCIE which is critical for future applications. They also are suitable for on-orbit modal testing of spacecrafts because they do not require any special purpose instrumentation.
