Abstract. This paper proposes two paradigms for controlling a robotic arm by integrating Electrooculography (EOG) and Electroencephalography (EEG) recording techniques. The purpose of our study is to develop a feasible paradigm for helping disabled persons with their every-day needs. Using EOG, the robotic arm is placed at a desired location and, by EEG, the endeffector is controlled for grasping the object from the selected location. Simple algorithms were implemented for detecting electrophysiological signals like eye saccades, blinking and eye closure events. Preliminary results of this study are presented and compared.
Introduction
In the European Union, there are about 37 million disabled people [1] . For disabled people with severe neuromuscular disorders such as brainstem stroke, brain or spinal cord injury, cerebral palsy, multiple sclerosis or amyotrophic lateral sclerosis (ALS), we must provide basic communication capabilities in order to give them the possibility to express themselves [2] . Two main solutions have been developed over time: Brain Computer Interface (BCI) systems and EOG based systems.
A BCI is a non-muscular communication channel that enables a person to send commands and messages to an automated system such as a robot or prosthesis, by means of his brain activity [2] and [3] . BCI systems are used in numerous applications such as: speller applications [4] , [5] and [8] , controlling a wheelchair [6] , prosthesis [9] or a cursor on a screen [10] , and also for multimedia [11] and virtual reality [12] . One of the most important features in a BCI system is represented by acquisition. The most spread acquisition technique is EEG, and it represents a cheap and portable solution for acquisition. The EEG technique assumes brainwaves recording by electrodes attached to the subject's scalp. EEG signals present low level amplitudes in the order of microvolts and frequency range from 1 Hz up to 100 Hz. Specific features are extracted and associated with different states of patient brain activity, and further with commands for developed applications.
EOG is a technique for measuring the resting potential of the retina by analyzing the surrounding muscles. The eye can be represented as a dipole. The potential in the eye can be determined by measuring the voltages from the electrodes placed around the eye, eyegaze changes or eye blinks causing potential variations (electrodes placement presented in Fig. 1 ). In the field of rehabilitation, this technique was used for applications such as virtual keyboard [7] , control of a wheelchair [13] or for commanding the hand grippers of a robot [14] . The EOG signals amplitude values vary from 50 to 3500µV [13] . Gaze angles vary linear for ±30 0 . Amplitude of biopotentials recorded from patients varies widely even when similar recording conditions are achieved; thus we need a special recognition algorithm for identifying relevant parameters from recorded signals. Different types of signals have been identified and used in applications: blinks and saccadic movements.
In this paper, we focus on presenting and analyzing the results of two developed paradigms for controlling a robotic arm by integrating EOG and EEG signals. Experimental paradigms are presented in the "EOG-based Control Paradigm" and "EOG-EEG-based Control Paradigm" sections. Also, a real-time pattern recognition algorithm for eye saccades and blinking is presented. We conclude by presenting further improvements of current developed paradigms and further phases of our project.
Contribution to Sustainability
Our project's aim is to develop a feasible solution for helping disabled people. In this paper, we focused on a comparison between two possible interaction paradigms. This paper presents the results of preliminary tests, which are promising for the further development of our project.
A fully functional system will be implemented, thus the user (a disabled person) will have the opportunity to control a robotic system.. A robotic arm will be attached to a wheelchair that is in fact a mobile robot; thus the user will control the robotic arm in order to get help, and also will control the wheelchair navigation. This is going to be tested with the car simulator developed within the project IREAL that has the capability to fully simulate the navigation for training purposes (see Fig. 1 ). By means of biopotentials, the user will control his wheelchair and will choose a desired location (an object that is found at that location) for positioning the robotic arm's gripper. After selecting a desired object, the user can control the robotic arm in order to manipulate the object, e.g. to feed himself.
Based on results presented in this paper we will decide on a paradigm for our future implemented system. Fatigue is an important factor in developing a feasible system, and one of the two paradigms proposed seems to reduce it when the system is used.
Developed System
Helping disabled people is one of the most important research fields nowadays. Two paradigms for controlling a robotic arm are presented in this paper. Although disabled people cannot use their normal output pathways (speaking, moving their limbs) to interact with other people, they can still send us messages by using special pathways. The former paradigm is based exclusively on EOG signals, whereas the latter combines EOG and EEG signals. 
System Architecture
Our implemented solution consist in recording EEG and EOG patient's biopotentials, and using them for selecting in a synchronous pseudo-randomly manner between four objects placed at fixed locations (see Fig. 2 ). This preliminary phase of our main project is based on a virtual reality application developed using XVR software [16] .
The recording block represents an interface between physical device, used for signal acquisition, and computer, used for signal processing (see Fig. 1 ). A Simulink application was implemented for acquiring signals from device and forwarding them to the XVR application. Recorded signals were also stored in files for further analysis.
The XVR block represents a developed application for processing acquired signals, identifying relevant parameters, automatically training developed algorithms and testing the proposed control paradigms (see Fig. 1 ). Also, this application sends a visual feedback for the user. Many previous studies proved that visual feedback enhances the user's attention for the tested application.
Experimental Setup
For this study, it was used a g.USBamp system from Guger Technologies [17] . This system is a multimodal amplifier for electrophysiological signals like EEG, EOG, ECG (Electrocardiography -recording of the electrical activity of the hearth) and EMG (Electromyography -recording of the electrical activity produced by skeletal muscles). Electrodes are placed in pairs (a bipolar recording for EOG signals, see Fig. 1 ): horizontal movements are detected by C-D pair and vertical movements by A-B pair. Electrode E is placed on the subject's forehead, it represents system ground, and electrode F is placed on the right earlobe and represents the system reference. All electrodes were placed on the subject's skin using a conductive gel. Signals were sampled at 256 Hz and were bandpass filtered between 0.5 Hz and 30 Hz, also an additional 50 Hz notch filter was enabled to suppress line noise.
The user was sitting in front of a computer monitor at around 50 cm. Visual stimuli (objects) were drawn on the monitor at around ±20 degrees on horizontal and ±15 degrees on vertical with respect to the centre of the monitor (see Fig. 2 ). Thus, the drawn objects were selected by eye saccades. When the indicated object was selected, the gripper attached to robotic arm was placed at that location and the user was instructed to close the gripper. In the former solution, the user was able to close the gripper using a double blink action, whereas in the latter solution he could close the gripper by closing his eyes for a short period of time.
The implemented solution consists of two different steps. The former step is represented by training of our pattern recognition algorithm. First, the user is instructed to execute the instructions that appear on the monitor: "Left", "Right", "Top", "Bottom" (these commands were drawn as arrows and were executed by eye saccades, see Fig. 2 ), "Double blink" and "Closed eyes". This step was also useful for training the subject in using the application. Pattern recognition algorithms for eye saccades movement identification, double blinking and eyes closing events identification were implemented. The latter step of our application consists in testing the implemented algorithms, in terms of accuracy, by presenting at fixed time steps visual instructions for subjects.
Pattern Recognition Algorithm
For eye movement events, a real-time pattern recognition algorithm was implemented. The algorithm recognizes values for amplitude and width during a requested action. During the training phase, for eye saccades the algorithm identifies the average of the signals and then compares it with each sample in order to determine the signal's maximum amplitude and width during each event separately. The lowest and highest absolute values were rejected from recorded parameters for each event separately; other values were averaged. The width was determined by selecting continuous values exceeding with at least 25% the difference between current maximum amplitude and signal's average. For double blink events were identified two sets of values, one set for each blink.
A successful trial is considered when values for current requested action (left, right, up, down or double blink), in terms of width and amplitude, have a maximum range of ±20% considering difference between identified values during training phase and current identified values. This percentage was considered after evaluating a set of preliminary recordings. The algorithm works in a real-time manner; it checks every sample and compares current values with previously identified values. A valid trial is considered if the action is executed in a maximum time interval of 2 seconds.
For EEG paradigm the algorithm extracted a maximum average of recorded signals during eye closure events; this value was calculated during training phase. During the testing phase the algorithm was searching for a variation of at least 80% from difference between identified average and average during the resting phase, and also for a minimum duration time of 600ms.
EOG-based Control Paradigm
This paradigm assumes eye saccades for object selection and double eye blinking events for gripper closure. An eye saccade represents a potential variation of around 20µV for each degree of eye movement. In this preliminary phase, the exact positions of the presented objects were not relevant. Our algorithm was focused on identifying parameters of variations in the recorded signals, such as amplitude and width for each saccade as described in previous section.
For the current paradigm, the training phase consists of next steps: 10 trials for each left, right, top and bottom eye movement events and 10 trials for strong double blinking event. These events were executed in the following order: left, right, top, bottom and double blink. A strong blink has an amplitude higher than any other eye activity. A double blink event was chosen because this event is executed only when the user has the intention to execute it. For each action, 7 seconds were allocated, 2 seconds for executing the command and 5 seconds for resting (a "Wait" message was displayed on the monitor).
The testing phase consisted in presenting an arrow on the monitor for indicating an object to be selected. Objects were drawn in red and, when a trial was successful, the object was changing its colour in green in order to give a visual feedback to the user (he knew that the trial was successful) thus being stimulated to pay attention to application. If the selection trial of an object was unsuccessful, the user was instructed to continue to focus on that object in order to execute the double blink event (gripper closure). This method was chosen in order to test independently the recognition algorithms, thus calculating the accuracy rate for each command. If the closure trial was successful, the object was changing its color in blue.
EOG-EEG-based Control Paradigm
The difference between the two proposed paradigms is only at the level of gripper closure events. For this paradigm, the training step consisted of the following actions: 10 trials for each left, right, top and bottom eye movement events and 10 trials for eye closure events. These commands were executed similarly to previous EOG-based described commands.
EEG signals are used for detecting eye closure events. One electrode was used for signal acquisition, the electrode being placed at O2 location according to the international 10-20 system [15] . EEG signals are divided into five frequency bands: alpha, beta, delta, theta and gamma. Alpha is the relevant band for our application and its range is from 8 to 12 Hz. An increase in the signal amplitude can be detected when the user has closed eyes; recognition algorithm is detailed in section 3.3. EEG signals were bandpass filtered between 8 Hz and 12 Hz; also an additional 50 Hz notch filter was enabled to suppress line noise.
The testing phase is similar to the previously described strategy; the gripper closure activation process represents the difference between the paradigms. The user was instructed to close his eyes for at least 1 second.
Results
Eight subjects (5 male and 3 female; age 23-28) took part in a series of experiments. One of the subjects had prior experience with EOG systems, but none of the other subjects had prior experience with EOG or EEG systems. All subjects had tested both paradigms in order to compare them, regarding accuracy and comfort for user. Five subjects started with first paradigm and the rest of them with the second paradigm, and in the next sessions, they tested the other paradigm. This strategy was used in order not to promote only a paradigm. Each subject tested each paradigm with a minimum distance of four days between recording sessions. The training setup is described above in the EOG-based paradigm. For both paradigms, the testing setup is as follows: 40 left, 40 right, 40 top and 40 bottom actions and 160 closure actions (1 instruction for each selection command; a closure action is represented by a double blink or eye closure event). Selection commands were presented to user in a pseudo-randomly manner, the total count for each command was identical, but commands were presented in a random order. The timing for this setup is the following: 2 seconds for selection, 2 seconds wait time (with eyes focused on the selected object), 2 seconds for gripper closing action and finally 5 seconds of waiting time when the subject was changing his gaze on the centre of the monitor. One minute delay was inserted between the training and testing phases.
For the EOG-based paradigm, the obtained results revealed a maximum accuracy for selection commands of 86.25% (average between all selection commands from one subject), whereas the average accuracy was of 78.60% (average between all selection commands from all subjects). For double blink events, the maximum achieved accuracy was of 93%, whereas the average for all subjects was 79.05%.
For the EOG-EEG-based paradigm, the maximum accuracy achieved for selection commands was of 93.75% and an average of 86.50%. For eye closure events, the maximum accuracy achieved was of 98%, whereas the average was 90.9%.
For further analysis during each test, acquired signals were stored in a separate file, and so were the values from training and testing phases. After the second session, each subject was asked to answer some questions about the tested paradigms. Relevant answers and final conclusions are stated in the next section.
Conclusions and Future Work
These preliminary results revealed conclusions converted in future possible improvements for presented controlling paradigms. Comparing the two proposed paradigms, we notice a major difference for selection events in terms of accuracy. This difference might appear due to the user's fatigue when using the EOG-based system. Also, the difference is seen for average values. Most of the subjects presented an increase in the selection accuracy of over 7.5% in case of the EOG-EEG paradigm. One of the subjects presented an accuracy rate increase of over 10%, two of them of over 14% and a single one presented a decrease in the accuracy rate of 3%.
Considering commands for gripper closure, we conclude there is a difference between maximum accuracy rates and also for average rates. It seems that using eye closure events (through EEG signals), subjects achieved a higher accuracy rate. From the answers given by subjects, we conclude that the EOG-EEG-based paradigm was preferred by subjects; results also confirmed this fact. They argued that this combination was less tiring.
Future work is related to refining developed algorithms, in order to increase recognition accuracy rates. Current system will evolve in an asynchronous one, allowing the user to select a desired object at will. Some new tests will be conducted in order to finally choose the best paradigm for our project, considering also the fact that many objects for selection will be added in the next applications, and also new commands will be integrated.
