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Abstract This paper addresses the existence and spectral stability of traveling fronts
for nonlinear hyperbolic equations with a positive “damping” term and a reaction
function of bistable type. Particular cases of the former include the relaxed Allen-
Cahn equation and the nonlinear version of the telegrapher’s equation with bistable
reaction term. The existence theory of the fronts is revisited, yielding useful proper-
ties such as exponential decay to the asymptotic rest states and a variational formula
for the unique wave speed. The spectral problem associated to the linearized equa-
tion around the front is established. It is shown that the spectrum of the perturbation
problem is stable, that is, it is located in the complex half plane with negative real
part, with the exception of the eigenvalue zero associated to translation invariance,
which is isolated and simple. In this fashion, it is shown that there exists an spectral
gap precluding the accumulation of essential spectrum near the origin. To show that
the point spectrum is stable we introduce a transformation of the eigenfunctions that
allows to employ energy estimates in the frequency regime. This method produces
a new proof of equivalent results for the relaxed Allen-Cahn case and extends the
former to a wider class of equations. This result is a first step in a more general
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program pertaining to the nonlinear stability of the fronts under small perturbations,
a problem which remains open.
1 Introduction
This paper studies the stability of traveling wave solutions to scalar hyperbolic equa-
tions of the form
τutt +g(u,τ)ut = uxx+ f (u), (1)
where u is a scalar, x ∈ R, t > 0, and τ ≥ 0 is a constant. Note that (1) is a nonlin-
ear wave equation with a “damping term”, g, and a nonlinear reaction term f . Hy-
perbolic equations of this form often support traveling wave solutions, also called
traveling fronts, which are special solutions describing coherent structures which
propagate along a particular direction with a certain wave speed. In a previous con-
tribution [19], we analyzed the existence and stability of propagating fronts for a
one-dimensional model which is a particular case of equation (1), called the Allen-
Cahn equation with relaxation. The motivation for the present study is to explore
both the existence and the stability of such configurations for a wider class of equa-
tions, which arises in other contexts.
We make the following assumptions. First, the reaction function f : R→ R is
supposed to be of bistable type1, that is, f ∈C2([0,1];R) has two stable equilibria
at u= 0,u= 1, and one unstable equilibrium point at u= α ∈ (0,1), more precisely,
f (0) = f (α) = f (1) = 0, f ′(0), f ′(1)< 0, f ′(α)> 0,
f (u)> 0 for all u ∈ (α,1), f (u)< 0 for all u ∈ (0,α), (H1)
for a certain α ∈ (0,1). A well-known example is the widely used cubic polynomial
f (u) = u(1−u)(u−α), (2)
with α ∈ (0,1).
Reaction functions of bistable type arise in many models of natural phenomena,
such as kinetics of biomolecular reactions (cf. Mikhaı˘lov [26]), nerve conduction
(see, e.g., Lieberstein [21], McKean [24]) and electrothermal instability (cf. Izu´s et
al. [14]). In terms of continuous descriptions of the spread of biological populations,
it is often applied to kinetics exhibiting positive growth rate for population densities
over a threshold value (u > α), and decay for densities below such value (u < α).
The latter is often described as the Allee effect, in which aggregation can improve
the survival rate of individuals (see Murray [27]).
Secondly, we are going to assume that the damping coefficient g = g(u,τ) in
equation (1) is regular enough and strictly positive. More precisely, we suppose that
for some fixed value τm > 0, there holds
1 also called of Nagumo [28, 24], or Allen-Cahn [2] type.
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g ∈C1(R× [0,τm]), and, inf{g(u,τ) : u ∈ R,τ ∈ (0,τm)} ≥ δ0 > 0, (H2)
for some δ0 > 0 independent of τm.
Assumption (H2) is an extension of the previously studied case of the Allen-Cahn
model with relaxation [19], where
g(u,τ) = 1− τ f ′(u), (3)
and with τ > 0 bounded above by the characteristic relaxation time associated to the
reaction,
0≤ τ < τm := 1maxu∈[0,1] | f ′(u)|
.
for which, clearly, g(u,τ) > 0. If F is an antiderivative such that F ′ = − f with
F(0) = 0, that is,
F(u) :=−
∫ u
0
f (v)dv,
then F can be interpreted as the Allen-Cahn two-well potential (see Figure 1).
Fig. 1 The bistable cubic function f (u) = u(1−u)(u−0.4) (left) and the corresponding two-well
potential F (right).
Another example of interest is the nonlinear telegrapher’s equation [13], where
g(u,τ)≡ 1, (4)
for all u ∈ R and τ ≥ 0.
Remark 1. There exist situations where the appearance of a diffusion coefficient ε >
0 in (1),
τutt +g(u,τ)ut = εuxx+ f (u),
is important, for example, in the study of slow motion of solutions or their metasta-
bility [7, 6], when 0 < ε  1 is supposed to be small. For the problem of existence
and stability of fronts, however, the size of ε plays no role, and by rescaling the
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space variable, x 7→ x/ε , we recover equation (1). Therefore, our analysis also ap-
plies to the more general model with arbitrary (constant) diffusion and we can work
with equation (1) directly without loss of generality.
In this paper we establish the spectral stability of traveling fronts for (1) un-
der the sole structural assumptions (H1) and (H2), which include many models in
population dynamics, microstructures and relaxation mechanisms, among others.
In Section 2 we prove that traveling fronts exist and provide some of their more
important features and properties. Section 3 contains the perturbation problem and
describes how to formulate a natural spectral problem (after linearization of the
equation around the front), whose analysis encodes the most fundamental stability
properties. We show that there exists two different but equivalent ways to formulate
the spectral problem. In Section 4 we analyze the asymptotic systems associated
to the perturbed equations and locate the essential spectrum. Section 5 contains
the proof that the point spectrum is stable (via energy estimates in the frequency
regime), the simplicity of the eigenvalue zero associated to translation, as well as
the statement of our main result (see Theorem 2). Finally, in section 6 we make
some concluding remarks.
2 Structure of traveling fronts
In this section we review the existence theory and structural properties of front so-
lutions to equations of the form (1). In a recent contribution, Gilding and Kersner
[9] established the necessary and sufficient conditions for the existence of travel-
ing wave solutions to equation (1) with reaction function of bistable type under the
assumption of positive damping g > 0. The authors make use of an integral equa-
tion approach. For completeness, in this section we present an existence result which
applies a different technique based on the computation of the index of a rotating vec-
tor field of the dynamical system with respect to the velocity (in the sense of Perko
[32]); this proof resembles our previous analysis in the particular case of the relaxed
Allen-Cahn model [19]. With this approach we are able to derive further structural
properties, such as the exponential decay of the solutions and a variational formula
for the (unique) wave speed, which are not available from the integral formulation
in [9].
2.1 Existence
We look for solutions to (1) of the form
u(x, t) =U(ξ ) with ξ = x− ct, and U(−∞) = 0, U(+∞) = 1.
Substituting into (1), we obtain the equation
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(1− c2τ)U ′′+ cg(U,τ)U ′+ f (U) = 0, (5)
where ′ := d/dξ .
Proposition 1. Let assumptions (H1) and (H2) be satisfied, and let U =U(ξ ) be a
solution to (5) together with the asymptotic conditions U(−∞) = 0 and U(+∞) = 1.
Then,
(i) (speed sign) the velocity c has the same sign of −∫ 10 f (u)du;
(ii) (subcharacteristic condition) the velocity c necessarily satisfies
c2τ < 1. (6)
Proof. (i) Multiplying equation (5) by U ′ and integrating in R, we obtain
c
∫
R
g(U,τ)
∣∣U ′∣∣2 dx = F(1)−F(0).
where F ′ =− f . Thus, sgn(c) = sgn(F(1)−F(0)), as g(U,τ)> 0.
(ii) The case c = 0 is manifest. If c > 0 then multiply equation (5) by U ′. This
yields,
(1− c2τ)U ′′U ′+ cg(U,τ)|U ′|2+ f (U)U ′ = 0.
Since f =−F ′ last equation is equivalent to(
1
2 (1− c2τ)|U ′|2−F(U)
)′
+ cg(U,τ)|U ′|2 = 0. (7)
Integrate equation (7) in (ξ ,+∞), to obtain
1
2 (1− c2τ)|U ′(ξ )|2 = F(U(ξ ))−F(1)+ c
∫ +∞
ξ
g(U(s),τ)|U ′(s)|2 ds, (8)
and choose ξ 1, large enough so that U(ξ )∈ (α,1) (as U(+∞)= 1). Since f (u)>
0 for u ∈ (α,1) and U(ξ ) ∈ (α,1), clearly
F(U(ξ ))−F(1) =
∫ 1
U(ξ )
f (s)ds > 0.
Since we are assuming c > 0 and since g(U,τ) > 0, clearly the right hand side of
(8) is positive, yielding 1 > c2τ . The case c < 0 can be treated similarly. uunionsq
Remark 2. Notice that if F(0) = F(1), then the speed c is necessarily zero and the
equation for the profile reduces to the one for traveling waves for the parabolic
Allen-Cahn equation.
We now prove an auxiliary result.
Proposition 2. Let assumptions (H1) - (H2) be satisfied. Then there exists a unique
value γ ∈ R, denoted by γ∗ = γ∗(τ), such that the equation
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V ′′+ γ g(V,τ)V ′+ f (V ) = 0 (9)
has a monotone increasing solution, V = V (ξ ) with asymptotic limits V (−∞) = 0
and V (+∞) = 1.
The proof of Proposition 2 consists of showing that there exists a heteroclinic
connection between the singular points (V,V ′) = (0,0) and (V,V ′) = (1,0). We fol-
low a standard shooting argument starting from the local analysis near the asymp-
totic states, and use the special dependence with respect to the parameter γ to show
that there is a single value γ∗ for which there exists a connecting orbit. The strategy
closely resembles the one presented in Ha¨rterich and Mascia [12]. For shortness, we
drop the dependence of g with respect to τ .
Proof (of Proposition 2). The second order differential equation (9) can be rewritten
as {
V ′ =Φ(V,W ;γ) :=W,
W ′ =Ψ(V,W ;γ) :=− f (V )− γ g(V )W, (10)
possessing the two singular points (0,0) and (1,0).
1. Linearizing at (u¯,0), we obtain the matrix(
∂VΦ ∂WΦ
∂VΨ ∂WΨ
)
=
(
0 1
− f ′(u¯) −γ g(u¯)
)
.
In particular, since f ′(0) and f ′(1) are negative, (0,0) and (1,0) are saddles for (10).
The positive eigenvalue µ+0 at (0,0) and the negative eigenvalue µ
−
1 at (1,0) are
µ+0 =
1
2
(√
(γ g(0))2−4 f ′(0)− γ g(0)
)
,
µ−1 =−
1
2
(√
(γ g(1))2−4 f ′(1)+ γ g(1)
)
.
We denote byU0(γ) the intersection of the unstable manifold of (0,0) and the set
{(V,W ) : W > 0}, and by S1(γ) the intersection of the unstable manifold of (1,0)
and the set {(V,W ) : W > 0}.
2. Let γ < 0 and Wˆ >M/c0|γ|, where M :=max{ f (u) : u∈ (α,1)}. The solution
trajectory passing through (α,W0) is the graph of the solution ω = ω(V ) to the
Cauchy problem
dω
dV
=− f (V )
ω
− γ g(V ), (11)
with initial condition ω(α) = Wˆ . Denote its interval of maximal existence by I,
and observe that ω is strictly increasing in I ∩ [α,1]. Indeed, since dω/dV (α) =
−γ g(α)> 0, the function ω is strictly increasing for V ∈ (α,α+δ ) for some δ > 0.
Moreover, if ω > Wˆ and V ∈ [α,1] there holds
dω
dV
≥−M
Wˆ
+ c0|γ|> 0,
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and the claim follows from a standard continuation argument. As a consequence,
the derivative of ω is a priori bounded and the interval I contains the interval [α,1].
Since the vector field (Φ ,Ψ) point downward along the segment (α,1)×{0},
the curveS1(γ) intersect the line V = α at some value W1(γ)≥ 0 for γ < 0. Similar
arguments show that U0(γ) intersects the line V = α at some W0(γ) for γ > 0.
3. Since
det
(
Φ Ψ
∂γΦ ∂γΨ
)
= det
(
W − f − γ gW
0 −gW
)
=−gW 2 ≤−c0W 2 ≤ 0,
the vector field defining the differential system is a rotated vector field with respect
to the parameter γ (see Perko [32]). As a consequence, the graphsU0(γ) andS1(γ)
rotate clockwise as the parameter γ increases. Therefore, the map W0 = W0(γ) is
monotone decreasing in (0,+∞) and the map W1(γ)=W1(γ) is monotone increasing
in (−∞,0).
4. If V¯ is a relative maximum point for a solution ω to (11), then
|ω(V¯ )|= | f (V¯ )||γ|g(V¯ ) ≤
M
c0|γ| ,
where M is the maximum of | f | in (0,1). Thus, W0(γ)→ 0 as γ→+∞ and W1(γ)→
0 as γ →−∞. Following Hadeler [10], let us note that one can also prove that there
exist values γ± with γ0 < 0 < γ1 such that W0(γ0) = 0 and W1(γ1) = 0. Then, for
any γ ≥ γ0 the trajectory U0(γ) describes a heteroclinic connection between 0 and
α; similarly, for any γ ≤ γ1 the trajectoryS1(γ) describes a heteroclinic connection
between α and 1.
5. From monotonicity of W0 and W1, we infer that they both have limits as γ→ 0.
Additionally, the trajectory equation (11) shows that such limiting values W0(0) and
W1(0) are finite and can be computed explictly, taking advantage of the conserved
quantity W 2−2F(V ), yielding
W0(0) =
√
2
(
F(α)−F(0)) and W1(0) =√2(F(α)−F(1)).
Since the solution depends continuously with respect to the parameter γ , there exist
γ0,γ1 with−∞≤ γ0 < 0 < γ1 ≤+∞, such that W0 is defined (and monotone decreas-
ing) in (γ0,+∞) and W1 is defined (and monotone increasing) in (−∞,γ1). If γ0 is
finite, W0→+∞ as γ → γ+0 ; similarly, if γ1 is finite, W1→+∞ as γ → γ−1 .
6. Let us consider the difference function h :=W1−W0 defined in (γ0,γ1). As a
consequence of the properties of W0 and W1, we infer that h is continuous, monotone
increasing and such that
liminf
γ→γ+0
h(γ)< 0, liminf
γ→γ−1
h(γ)> 0.
In particular, there exists a unique γ∗ such that W0(γ∗) =W1(γ∗). For such critical
value, the conjuction of the curvesU0(γ∗) andS1(γ∗) gives the desired connection.
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Fig. 2 Graphs of the curves U0(γ) (left) andS1(γ) (right) in the plane (V,W ) for different values
of γ: dashed line γ = 0; dotted line γ = −0.40; and continuous line γ = −0.32. Here we consid-
ered the case of a cubic nonlinearity f (u) = u(1− u)(u−α) with α = 0.3, and damping term of
Cattaneo-Maxwell type, g(u;τ) = 1− τ f ′(u), where τ = 1.
Uniqueness of the wave speed γ∗ follows from the monotonicity of the functions W0
and W1. uunionsq
Remark 3. Equation (9) arises also in the case of reaction-diffusion equations with
density-dependent diffusion
wt = ϕ(w)xx+ f (w),
where ϕ is a strictly increasing function. Inserting the traveling wave profile ansatz
w(x, t) =W (x− γt) and setting V := φ(W ) yields
d2V
dη2
+ γψ ′(V )
dV
dη
+ f (ψ(V )) = 0,
where ψ is the inverse function of φ . In fact, existence of heteroclinic solutions for
(9) could be also proved by appropriately changing the dependent variable V and ap-
plying the general result proved by Engler [5] that relates the existence of traveling
wave solutions of reaction-diffusion equations with constant diffusion coefficient to
the ones of the density-dependent diffusion coefficient case.
Example 1. In the special case of a nonlinear telegrapher’s equation with cubic re-
action function, namely,
g(u,τ) = 1, f (u) = κ u(1−u)(u−α), (12)
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we can look for W =V ′ with the form W (V ) = AV (1−V ), where A is a constant to
be determined. Inserting in (9), we deduce the following constraints on A and γ
A2+ γ A−κ α = 0, 2A2−κ = 0,
giving the explicit formulas A =
√
κ/2 and
γ∗ = γAC :=
√
2
κ
(
α− 1
2
)
, (13)
which is the speed of propagation for the (parabolic) Allen–Cahn equation. In the
significant relaxation case g(u,τ) = 1− τ f ′(u), the same simplification does not
hold and an analogous explicit formula for the critical speed γ∗ is not available.
However, as in the case of the standard Allen–Cahn equation, it is possible to estab-
lish a min-max variational characterization for the critical speed γ∗ (cf. Hamel [11];
see also [25]).
Proposition 3 (variational formula for the speed). Let assumptions (H1) - (H2)
be satisfied. Set
W := {W ∈C2(R) : W (x) ∈ (0,1),W ′(x)> 0 for any x ∈ R}.
Then the speed γ∗ defined in Proposition 2 is such that
γ∗ =− inf
W∈W
sup
x∈R
W ′′+ f (W )
g(W )W ′
=− sup
W∈W
inf
x∈R
W ′′+ f (W )
g(W )W ′
. (14)
Proof. We give a sketch of the proof. Denote by V the traveling profile given by
Proposition 2; then there holds γ∗ =−(V ′′+ f (V ))/g(V )V ′. Since V ∈W , we infer
the inequalities
γ := inf
W∈W
sup
x∈R
−(W ′′+ f (W ))
g(W )W ′
≤ γ∗ ≤ γ := sup
W∈W
inf
x∈R
−(W ′′+ f (W ))
g(W )W ′
.
If γ∗ < γ then for any γ ∈ (γ∗,γ), there exists a function W ∈W such that
inf
x∈R
−(W ′′+ f (W ))
g(W )W ′
≥ γ.
As a consequence, we deduce
W ′′+ γ g(W )W ′+ f (W )≤ 0≤ (γ− γ∗)g(V )V ′ =V ′′+ γ g(V )V ′+ f (V ),
showing that W and U are, respectively, super- and subsolution for
U ′′+ γ g(U)U ′+ f (U) = 0. (15)
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Invoking a monotonicity argument [33], we deduce the existence of a solution U to
(15) such that V ≤U ≤W , thus satisfying, in particular, the asymptotic conditions
U(−∞) = 0 and U(+∞) = 1. Such statement contradicts the uniqueness of the speed
γ∗ given in Proposition 2. Thus, γ∗ = γ . Proving in an analogous manner the equality
γ∗ = γ , we deduce formula (14). uunionsq
Independently from the variational characterization of the wave speed, the exis-
tence of a solution for (5) with appropriate asymptotic values is a straightforward
consequence of Proposition 2. The relation between the speed γ of Proposition 2
and c for (5) guarantees the uniqueness of the speed for the hyperbolic Allen–Cahn
equation.
Theorem 1 (existence of a traveling front). Under assumptions (H1) - (H2) there
exists a unique value c ∈ R, denoted by c∗ = c∗(τ), such that the equation
(1− c2τ)U ′′+ cg(U,τ)U ′+ f (U) = 0. (16)
has a monotone increasing front solution U =U(ξ ) with U(−∞) = 0 and U(+∞) =
1. The value c∗ = c∗(τ) is related to γ∗ = γ∗(τ) of Proposition 2 by the relation
c∗ =
γ∗√
1+ τ γ2∗
. (17)
Proof. Thanks to the subcharacteristic condition (6), we can restrict our attention to
c ∈ (−1/√τ,1/√τ). By applying the change of variables√
1− c2τ d
dξ
=
d
dη
,
and setting γ = γ(c) = c/
√
1− c2τ , equation (16) transforms into (9). Then the
profile existence and uniqueness statement follows since γ = γ(c) is increasing and
γ(±1/√τ) =±∞. Relation (17) is obtained by inverting the function γ = γ(c). uunionsq
2.2 Exponential decay
As a consequence of the analysis in Proposition 2 and Theorem 1, the profile func-
tion decays to its asymptotic limits exponentially fast.
Lemma 1 (exponential decay of the profile). For each τ ≥ 0 the front solution and
its derivatives satisfy
|∂ jξ (U(ξ )−U±)| ≤Ce−η |ξ |, (18)
for all ξ ∈ R, j = 0,1,2, with uniform constants C > 0 and η > 0.
Proof. Suppose that U =U(ξ ) is the profile function of Theorem 1, traveling with
speed c = c∗(τ). As before, ξ = x− ct and ′ = d/dξ . If we denote V = U ′ then
(U,V ) = (U,V )(ξ ) is an heteroclinic connection between the rest points
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(U+,V+) = (1,0) and, (U−,V−) = (0,0),
as ξ →±∞, of the first order system(
U
V
)′
=
(
V
−(1− c2τ)−1( f (U)+ cg(U,τ)V )
)
=:
(
Φˆ
Ψˆ
)
(U,V ). (19)
Linearizing around the asymptotic rest states we obtain
D(Φˆ ,Ψˆ)
D(U,V )
(U±,V±) =
(
0 1
(1− c2τ)−1|a±| −(1− c2τ)−1cb±
)
,
where, in view of assumptions (H1) and (H2), we have denoted a± = f ′(U±) < 0
and b± = g(U±,τ)> 0. Its eigenvalues are
µ±1,2 =− 12 cb±(1− c2τ)−1± 12
√
c2b2±(1− c2τ)−2+4(1− c2τ)−1|a±|,
which are real and the asymptotic states are non-degenerate hyperbolic points. The
positive eigenvalue at (U−,V−) = (0,0) is
µ−2 =− 12 cb−(1− c2τ)−1+ 12
√
c2b2−(1− c2τ)−2+4(1− c2τ)−1|a−|,
and the orbit decays to (U−,V−) = (0,0) with exponental rate |(U,V )(ξ )| ≤Ceµ−2 ξ
as ξ →−∞ for some uniform C > 0. The negative eigenvalue at (U+,V+) = (1,0)
is
µ+1 =− 12 cb+(1− c2τ)−1− 12
√
c2b2+(1− c2τ)−2+4(1− c2τ)−1|a+|,
and the orbit decays as |(U,V )(ξ )− (1,0)| ≤Ce−|µ+1 |ξ , when ξ →+∞. Thus, if we
define η = min{µ−2 , |µ+1 |} > 0 we obtain the result. Notice that η = η(τ) > 0 for
each fixed τ ≥ 0 and that V ′ =U ′′ also decays exponentially fast. uunionsq
3 Perturbation equations and the stability problem
In this section we derive the equation for a perturbation of the traveling front, lin-
earize it around the wave, and set up the associated spectral problem.
For fixed τ > 0 let c = c∗(τ) ∈ (−1/
√
τ,1/
√
τ) be the unique wave speed of the
traveling front of Theorem 1. We then recast equation (1) in the moving coordinate
frame and, with a slight abuse of notation, make the transformation x→ x− ct so
that the model equation (1) now reads
τutt −2cτuxt +g(u,τ)ut = (1− c2τ)uxx+ cg(u,τ)ux+ f (u). (20)
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From this point on and for the rest of the paper x will denote the (Galilean) mov-
ing variable and the front profile U = U(x) is now a stationary solution to (20),
satisfying
(1− c2τ)Uxx+ cg(U,τ)Ux+ f (U) = 0. (21)
As before, the asymptotic limits are U+ = U(+∞) = 1 and U− = U(−∞) = 0. In
view of Lemma 1 the convergence of U to its asymptotic limits is exponential,
|∂ jx (U−U±)(x)| ≤Ce−η |x|, (22)
as x→±∞ and for some C,η > 0.
Remark 4. By regularity of the profile and its exponential decay, it is clear that Ux ∈
H1(R). Apply a bootstrapping argument to verify that, in fact, Ux ∈ H3(R). Details
are left to the reader.
3.1 Equations for the perturbation and the spectral problem
Let us consider solutions to (20) of the form u(x, t)+U(x), where now u = u(x, t)
stands for a perturbation of the front. Upon substitution, we obtain the following
nonlinear equation for the perturbation,
τutt −2cτuxt +g(u+U,τ)ut =
= (1− c2τ)uxx+(1− c2τ)Uxx+ cg(u+U,τ)(ux+Ux)+ f (u).
(23)
Expand the nonlinear terms in Taylor series around U and use the profile equation
(21) to write equation (23) as
τutt −2cτuxt +g(U,τ)ut = (1− c2τ)uxx+ cg(U,τ)ux+(cgu(U,τ)Ux+ f ′(U))u+
+O(|uut |)+O(|uux|)+O(|u|2).
Let us define
a(x) := cg(U,τ)x+ f ′(U), b(x) := g(U,τ) > 0.
Dropping the nonlinear terms we arrive at the following linearized equation for the
perturbation
τutt −2cτuxt +b(x)ut = (1− c2τ)uxx+ cb(x)ux+a(x)u. (24)
Let us specialize the linear problem to solutions of the form u(x, t) = eλ tv(x),
where λ ∈C is the spectral parameter and v belongs to an appropriate Banach space
X . The result is the following spectral equation for v,
λ 2τv−2cλτvx+λb(x)v = (1− c2τ)vxx+ cb(x)vx+a(x)v, (25)
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for some v ∈ X , λ ∈ C.
In this analysis we choose the perturbation space to be X = L2(R;C), and the
domain of solutions to (25) to be D = H2(R;C). In the sequel, L2 and Hm, with
m > 0, will denote the complex spaces L2(R;C) and Hm(R;C), respectively, except
where it is explicitly stated otherwise.
Remark 5. Notice that the spectral equation (25) is quadratic in λ . Under the substi-
tution λ = iζ equation (25) can be written in terms of a quadratic operator pencil
˜A (ζ ) (cf. Markus [22]), given by
˜A (ζ ) = ˜A0+ζ ˜A1+ζ 2 ˜A2,
with
˜A0 = (1− c2τ) d
2
dx2
+ cb(x)
d
dx
+a(x),
˜A1 = i2τ
d
dx
− ib(x),
˜A2 = τ.
It is easy to see that (25) is equivalent to ˜A (ζ )v = 0. The transformation v1 = v,
v2 = λv− cvx defines an appropriate Cartesian product of the base space which
allows us to write equation (25) as a genuine eigenvalue problem in the form
λ
(
v1
v2
)
=
(
c∂x 1
τ−1(∂ 2x +a(x)) c∂x− τ−1b(x)
)(
v1
v2
)
=:L τ
(
v1
v2
)
. (26)
The linear operatorL τ (densely defined in L2×L2 with domainD(L τ) =H2×H1
for τ > 0) is often called the companion matrix to the pencil ˜A (see [3, 18, 20] for
further information).
3.2 Reformulation as a first order system
According to custom in the literature of stability of nonlinear waves [1, 15], we now
recast the spectral problem (25) as a first order system in the frequency regime of
the form
Wx = Aτ(x,λ )W, (27)
where λ ∈ C is a parameter and τ > 0 is fixed. Indeed, making
W =
(
v
vx
)
,
and noticing that because of the subcharacteristic condition (see Proposition 1 (ii))
there holds 1− c2τ > 0, we obtain a first order ODE system of the form (27) with
coefficient matrix given by
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Aτ(x,λ ) = (1− c2τ)−1
(
0 1− c2τ
τλ 2+λb(x)−a(x) −c(b(x)+2τλ )
)
. (28)
Since U(x)→U± as x→±∞, with U− = 0, U+ = 1, let us denote
a± = lim
x→±∞a(x) = limx→±∞
(
f ′(U)+gu(U,τ)Ux
)
= f ′(U±)< 0,
b± = lim
x→±∞b(x) = limx→±∞g(U,τ) = g(U±,τ)> 0,
because Ux→ 0, f ′(1), f ′(0)< 0 and g(U,τ)> 0, by hypotheses (H1) and (H2). In
this fashion, we denote the asymptotic coefficient matrices as
Aτ±(λ ) := limx→±∞A
τ(x,λ )
= (1− c2τ)−1
(
0 1− c2τ
τλ 2+λb±+ |a±| −c(b±+2τλ )
)
,
(29)
for each τ ≥ 0, λ ∈ C.
It is convenient to define the spectra and resolvent of the spectral problem (25) in
terms of the first order systems (27). Consider the following family of linear, closed,
densely defined operators
T τ(λ ) : D¯ → L2×L2,
T τ(λ ) := ∂x−Aτ(x,λ ),
with domain D¯ = H1×H1, indexed by τ ≥ 0 and parametrized by λ ∈ C. With
a slight abuse of notation we call W ∈ H1×H1 an eigenfunction associated to the
eigenvalue λ ∈ C provided W is a bounded solution to the equation
T τ(λ )W =Wx−Aτ(x,λ )W = 0.
Definition 1 (resolvent and spectra). For fixed τ ≥ 0 we define,
ρ := {λ ∈ C : T τ(λ ) is injective and onto, and T τ(λ )−1 is bounded},
σpt := {λ ∈ C : T τ(λ ) is Fredholm with index zero and has a
non-trivial kernel},
σess := {λ ∈ C : T τ(λ ) is either not Fredholm or has index different
from zero}.
The spectrum σ of problem (25) is defined as σ = σess∪σpt. SinceT τ(λ ) is closed,
we know that ρ = C\σ (cf. Kato [17]).
Remark 6. This definition of spectrum is due to Weyl [38], making σess a large set
but easy to compute, whereas σpt is a discrete set of isolated eigenvalues with finite
multiplicity (see Remark 2.2.4 in [15]). We remind the reader that a closed operator
L is said to be Fredholm if its rangeR(L ) is closed, and both its nullity, nulL =
Spectral stability of traveling fronts for nonlinear hyperbolic equations of bistable type 15
dimkerL , and its deficiency, defL = codimR(L ), are finite. In such a case the
index ofL is defined as indL = nulL −defL (cf. [17]).
For each τ ≥ 0 we can write the coefficients as
Aτ(x,λ ) = Aτ0(x)+λAτ1(x)+λ 2Aτ2(x),
where
Aτ0(x) = (1− c2τ)−1
(
0 1− c2τ
−a(x) −cb(x)
)
,
Aτ1(x) = (1− c2τ)−1
(
0 0
b(x) −2cτ
)
,
Aτ2(x) = (1− c2τ)−1
(
0 0
τ 0
)
.
Therefore, we may compute
∂λAτ(x,λ ) = Aτ1(x)+2λAτ2(x). (30)
Furthermore, if we regard the coefficients (28) as functions from (λ ,τ) into L∞ then
they are analytic in λ (quadratic polynomial) and continuous in τ .
We also define the algebraic and geometric multiplicities of the elements in the
point spectrum as follows.
Definition 2. Assume λ ∈σpt. Its geometric multiplicity (g.m.) is the maximal num-
ber of linearly independent elements in kerT τ(λ ). Suppose λ ∈ σpt has g.m. = 1,
so that kerT τ(λ ) = span {W0}. We say λ has algebraic multiplicity (a.m.) equal to
m if we can solve
T τ(λ )Wj = ∂λAτ(x,λ )Wj−1,
for each j = 1, . . . ,m−1, with Wj ∈ H1, but there is no bounded H1 solution W to
T τ(λ )W = ∂λAτ(x,λ )Wm−1.
For an arbitrary eigenvalue λ ∈ σpt with g.m. = l, the algebraic multiplicity is de-
fined as the sum of the multiplicities ∑lk mk of a maximal set of linearly independent
elements in kerT τ(λ ) = span {W1, . . . ,Wl}.
Remark 7. Notice that, unlike the operator defined in (26), the spectral problem for-
mulated as a first order system is well defined also for τ = 0, as
A0(x,λ ) =
(
0 1
λb(x)−a(x) −cb(x)
)
, (31)
where the coefficients a(x) = f ′(U)+ g(U,0)x, b(x) = g(U,0) and the speed c =
c(0) are evaluated at τ = 0.
Finally we remark that, due to translation invariance, λ = 0 belongs to the point
spectrum.
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Lemma 2. For each τ ≥ 0, 0∈ σpt, with associated eigenfunction Φ = (Ux,Uxx)> ∈
H1×H1.
Proof. Follows by a direct calculation using the profile equation (21). Notice that
Ux ∈ H2 (see Remark 4), so that Φ = (Ux,Uxx)> ∈ kerT τ(0)⊂ H1×H1 is indeed
an eigenfunction. uunionsq
3.3 Spectral equivalence
The seasoned reader might rightfully ask what is the relation between the spectrum
of Definition 1, and the standard spectrum of the family of operatorsL τ defined in
(26) (see Remark 5). Just like in the relaxed Allen-Cahn case (see Section 3 of [19]),
we shall prove that there is a one-to-one correspondence between the two sets, both
in location and in multiplicities.
First observe that the family of operators L τ in (26) is defined for parameter
values of τ > 0 only, whereas the first order systems (27) are well defined for τ = 0
as well. (This happens because the hyperbolic equation (1) actually degenerates into
a parabolic equation when τ → 0+.) Thus, we shall prove the spectral equivalence
between the two spectral problems assuming that τ > 0. Notice that for each τ > 0
the operator L τ : L2× L2 → L2× L2 is a closed, densely defined linear operator
with domain D(L τ) = H2×H1.
Lemma 3. For each λ ∈ C and τ > 0, the mapping
K : ker(L τ −λ )⊂ H2×H1 −→ kerT τ(λ )⊂ H1×H1,
K
(
v1
v2
)
:=
(
v1
∂xv1
)
,
(
v1
v2
)
∈ ker(L τ −λ ),
is one-to-one and onto.
Proof. First we check that (v1,v2)> ∈ ker(L τ − λ ) implies that K (v1,v2)> ∈
kerT τ(λ ). In that case we have the system
c∂xv1+ v2 = λv1
τ−1(∂ 2x +a(x))v1+(c∂x− τ−1b(x))v2 = λv2.
Labeling v := v1 and substituting the first equation into the second we immedi-
ately arrive at equation (25), with (v,vx) ∈ H1×H1. This shows thatK (v1,v2)> =
(v,vx)> ∈ kerT τ(λ ).
Now suppose that (v,vx)> ∈ kerT τ(λ )⊂ H1×H1. Then clearly v ∈ H2 and let
us define v1 := v, v2 := λv− cvx. It is then easy to verify that
c∂xv1+ v2 = λv = λv1, and,
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τ−1(∂ 2x +a(x))v1+(c∂x−τ−1b(x))v2 = τ−1(λ 2τv−cλτvx) = λ (λv−cvx) = λv2.
This yields (v1,v2)> ∈ ker(L τ −λ ). Thus, for each element (v,vx)> ∈ kerT τ(λ )
there exists (v1,v2)> ∈ ker(L τ−λ ) such that (v,vx)> =K (v2,v2)>, and we verify
thatK is onto.
Finally, suppose thatK (u1,u2)>=K (v1,v2)> for (u1,u2), (v1,v2)∈ ker(L τ−
λ ). This means that (u1,∂xu1) = (v1,∂xv1) a.e. in H2×H1. But this implies that
v2 = λv1− c∂xv1 = λu1− c∂xu1 = u2 a.e. in H1 and we conclude that the mapping
K is one-to one. uunionsq
An immediate consequence of the one-to-one correspondence between the ker-
nels ofL τ−λ and T τ(λ ) is that the Fredholm properties of both operators are the
same (see, e.g., Sandstede [37], section 3.3). Therefore, if we naturally adopt Weyl’s
definition of spectra and define
σpt(L τ) := {λ ∈ C : L τ −λ is Fredholm with index zero and has a
non-trivial kernel},
σess(L τ) := {λ ∈ C : L τ −λ is either not Fredholm or has index different
from zero},
with ρ(L τ) = C\(σpt(L τ)∪σess(L τ)), then we obtain the following
Corollary 1. For each τ > 0,
σpt = σpt(L τ), σess = σess(L τ), ρ = ρ(L τ),
where the sets on the left hand sides of the above equalities are, of course, the sets
of Definition 1.
For λ in the point spectrum, it is clear from Lemma 3 that the dimensions of
the finite-dimensional kernels are the same and, hence, the geometric multiplicity
of λ remains the same. Moreover, the mappingK can also be used to show that the
Jordan block structures of L τ −λ and T τ(λ ) coincide, that is, the algebraic mul-
tiplicity (the length of each maximal Jordan chain) is the same whether computed
for one operator or for the other.
Proposition 4. The mappingK induces a one-to-one correspondence between Jor-
dan chains.
Proof. Suppose (ϕ,ψ)> ∈ ker(L τ−λ ). This implies the following system of equa-
tions,
cϕx+ψ = λϕ,
τ−1(∂ 2x +a(x))ϕ+(c∂x− τ−1b(x))ψ = λψ.
Take the next element in a Jordan chain, say, (v1,v2)> ∈ H2×H1 such that
(L τ −λ )
(
v1
v2
)
=
(
ϕ
ψ
)
.
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This yields
c∂xv1+ v2−λv1 = ϕ,
τ−1(∂ 2x +a(x))v1+(c∂x− τ−1b(x))v2−λv2 = ψ.
Notice thatK (v1,v2)> = (v1,∂xv1)>,K (ϕ,ψ)> = (ϕ,ϕx)>. Now substitute ψ =
λϕ − cϕx and v2 = ϕ +λv1− c∂xv1 in order to obtain a scalar equation for v1 and
ϕ . The result is
τ−1(∂ 2x +a(x))v1+(c∂x− τ−1b(x)−λ )(ϕ+λv1− c∂xv1) = λϕ− cϕx.
Labeling v := v1, last equation reads
(1−c2τ)vxx+(cb(x)+2τλ )vx−(λ 2τv+λb(x)−a(x))v= (b(x)+2τλ )ϕ−2cτϕx,
which is equivalent to
(∂x−Aτ(x,λ ))
(
v
vx
)
=
(
Aτ1(x)+2λAτ2(x)
)(ϕ
ϕx
)
.
Generalizing this procedure, we observe that solutions to
(L τ −λ )
(
v j1
v j2
)
=
(
v j−11
v j−12
)
,
for some j ≥ 1, are in one-to-one correspondence to solutions to
T τ(λ )K
(
v j1
v j2
)
= (∂λAτ(x,λ ))K
(
v j−11
v j−12
)
.
We conclude that a Jordan chain for the operatorL τ−λ induces a Jordan chain for
T τ(λ ) with the same block structure and length. uunionsq
Corollary 2. Assume τ > 0. Then for any complex number λ ∈ C there holds
λ ∈ σpt if and only if λ ∈ σpt(L τ),
with the same algebraic and geometric multiplicities (here σpt is the set in Definition
1).
Remark 8. The results of Corollary 1 and Proposition 4 generalize the spectral
equivalence proved in the relaxed Allen-Cahn case (see Section 3 in [19]). It is
remarkable, however, that for the Allen-Cahn model with relaxation the associated
matrixL τ is a first order differential operator, whereas in the present (general) case
the operator is of second order.
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4 Asymptotic limits and the essential spectrum
In this section we analyze the asymptotic equations
Wx = Aτ±(λ )W, (32)
wherupon the asymptotic coefficients are defined in (29), and which will allow us,
in turn, to locate the essential spectrum of our problem.
4.1 The asymptotic equations
Take a look at the asymptotic coefficients (29). Let us denote the characteristic poly-
nomial of Aτ±(λ ) as
pτ±(µ) = det
(
Aτ±(λ )−µI
)
. (33)
Notice that µ is a root of pτ±(µ) = 0 if and only if κ = (1− c2τ)µ is a root of
det
(
κI− (1− c2τ)Aτ±(λ )
)
= det
(
κ −(1− c2τ)
−τλ 2−λb±−|a±| κ+ c(b±+2τλ )
)
= κ2+κc(b±+2τλ )− (1− c2τ)(τλ 2+λb±+ |a±|)
= 0.
Suppose that κ = iξ , with ξ ∈ R. Then the λ -roots of the equation
ξ 2− icξ (b±+2τλ )+(1− c2τ)(τλ 2+b±λ + |a±|) = 0, (34)
define algebraic curves in the complex plane, bounding the essential spectrum. We
denote these curves as
λ = λ±1,2(ξ ), ξ ∈ R. (35)
Equation (34) is the dispersion relation for the wave solutions to the constant
coefficient asymptotic equations.
Remark 9. It is clear that λ = 0 does not belong to any of the algebraic curves (35),
inasmuch as ξ 2− icξb±+(1− c2τ)|a±| has strictly positive real part for all ξ ∈ R.
4.1.1 The case τ = 0
We first analyze these curves in the case when τ = 0. Then the dispersion relation
(34) reads
ξ 2− icξb±+b±λ + |a±|= 0,
and the single root is simply
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λ±0 (ξ ) =−b−1± |a±|+ icξ −b±ξ 2, (36)
for all ξ ∈ R. These curves lie on the stable half plane with Reλ < 0. In fact, there
exist
χ±0 =
1
2 b
−1
± |a±|, (37)
χ0 = min{χ+0 ,χ−0 }> 0
such that
Reλ±0 (ξ )<−χ±0 ≤−χ0 < 0, for all ξ ∈ R.
In other words, there is a spectral gap.
4.1.2 The case τ > 0
We now examine the case when τ > 0. Recall that 0 < τ < 1/c2 thanks to the sub-
characteristic condition. Let us suppose that λ (ξ ) belongs to one of the curves (35)
and let η(ξ ) = Reλ (ξ ), β (ξ ) = Imλ (ξ ). Then, take the real and imaginary parts
of the dispersion relation (34) to obtain
ξ 2+2cτξβ +(1− c2τ)(τ(η2−β 2)+ηb±+ |a±|)= 0. (38)
− cξb±−2cτξη+(1− c2τ)
(
2τηβ +b±β
)
= 0. (39)
Remark 10. Upon inspection of (38) and (39) we notice that if we assume that η =
Reλ = 0 for some ξ ∈R then−cξb±+(1−c2τ)βb±= 0. Since b±> 0 this implies
that β = cξ/(1− c2τ). Substituting into (38) we obtain ξ 2 + τc2ξ 2/(1− c2τ) +
|a±|= 0, which is a contradiction with |a±|> 0, τ > 0, 1−c2τ > 0. This shows that
the algebraic curves never cross the imaginary axis; they remain in either the stable
or the unstable complex half plane.
Notice that equation (39) can be written as
(
β − cξ
1− c2τ
)
(b±+2τη) = 0.
Thus, either
η(ξ ) =−b±
2τ
, (40)
or, β (ξ ) =
cξ
1− c2τ . (41)
First, let us consider case (40). Substituting into (38) yields
τβ 2− ( 2cτξ
1− c2τ
)
β −|a±|+ b
2±
4τ
− ξ
2
1− c2τ = 0. (42)
This equation has real solutions β provided that
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∆1 :=
4c2τ2ξ 2
(1− c2τ)2 −4τ
(
−|a±|+ b
2±
4τ
− ξ
2
1− c2τ
)
≥ 0,
or equivalently,
ξ 2(1− c2τ)−2+ |a±| ≥ b
2±
4τ
. (43)
On the other hand, if we consider case (41) then after substituting into (38) we
obtain
τη2+b±η+ |a±|+ ξ
2
(1− c2τ)2 = 0. (44)
Last equation has real solutions η if and only if
∆2 := b2±−4τ
(
|a±|+ ξ
2
(1− c2τ)2
)
≥ 0,
that is, when
ξ 2(1− c2τ)−2+ |a±| ≤ b
2±
4τ
. (45)
Therefore, clearly, sgn∆2 =−sgn∆1. We consider two cases:
Case (I): Suppose that for a certain parameter value τ > 0 there holds
b2±
4τ
< |a±|, (46)
which means that for both the asymptotic states, or for one of them, τ > 0 is suffi-
ciently large such that (46) is true.
Remark 11. It is to be observed that this case happens in the example when g ≡ 1,
f (u) = u(1−u)(u−1/2) if we take τ = 1, yielding b± = 1, |a±|= 1/2.
Whence, if (46) holds then condition (45) is never satisfied and (43) is always
true. Therefore there are only real solutions for β in (42) inasmuch as ∆1 > 0 for all
ξ ∈ R. This implies that the only algebraic curve solutions λ = λ (ξ ) to (34) are
Reλ (ξ ) = η(ξ ) =−b±
2τ
,
Imλ (ξ ) = β (ξ ) =
cξ
1− c2τ ±
1
2τ
√
∆1(ξ ),
(47)
for all ξ ∈ R. Notice that there exists χ±1 (τ) := b±/(4τ) > 0 such that there is a
spectral gap:
Reλ (ξ )<−χ±1 < 0, ξ ∈ R.
Case (II): Now suppose that for certain parameter values
b2±
4τ
≥ |a±|. (48)
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Remark 12. Notably, this case occurs for systems of Cattaneo-Maxwell type with
f (u) = u(1−u)(u−α), g(u,τ) = 1− τ f ′(u), α ∈ (0,1). Here g(u,τ)> 0 provided
that
0 < τ <
3
1−α+α2 ,
as the reader may easily verify. (This warrants hypothesis (H1) to hold.) Since
g(0,τ) = b− = 1+ τα > 0, g(1,τ) = b+ = 1+ τ(1−α)> 0, then clearly
b2−
4τ
=
(1+ατ)2
4τ
≥ α = |a−|,
b2+
4τ
=
(1+(1−α)τ)2
4τ
≥ 1−α = |a+|,
verifying the two conditions (48).
Assuming (48), let ξ±0 ≥ 0 be the nonnegative solution to
(ξ±0 )
2 = (1− c2τ)2(b2±
4τ
−|a±|
)
.
Henceforth, for every ξ ∈ (−ξ±0 ,ξ±0 ) we have that
ξ 2 < (1− c2τ)2(b2±
4τ
−|a±|
)
,
condition (45) is satisfied, and consequently, ∆2(ξ ) > 0. In that range for ξ the
solutions for β and η are thus given by
β (ξ ) =
cξ
1− c2τ , ξ ∈ (−ξ
±
0 ,ξ
±
0 ),
and by
η(ξ ) =
1
2τ
(
b±±
√
∆2(ξ )
)
, ξ ∈ (−ξ±0 ,ξ±0 ), (49)
respectively. Observe, however, that ∆1(ξ ),∆2(ξ )→ 0 as |ξ | ↑ ξ±0 ; that β (ξ )→
±cξ0/(1−c2τ) as ξ →±ξ±0 , |ξ |< ξ±0 ; and that η(ξ )→−b±/2τ as |ξ | ↑ ξ±0 . This
behavior guarantees the continuity of the algebraic curves at |ξ |= ξ±0 , because the
roots of equation (42) at |ξ |= ξ±0 are
β (ξ0) =
±cξ0
1− c2τ
(as ∆1(ξ±0 ) = 0), and η is constant, given by η = −b±/2τ . Therefore, for values
|ξ | ≥ ξ±0 , ∆1 and ∆2 switch signs, ∆1 is now positive and the solutions for η and β
are given by formulas (47).
Closer inspection of (49) reveals that
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η(ξ ) =−b±
2τ
±
√
b2±
4τ2
− 1
τ
(
|a±|+ ξ
2
(1− c2τ)2
)
≤ −b±
2τ
+
√
b2±
4τ2
− |a±|
τ
< 0,
for all |ξ | ≤ ξ±0 . Therefore, in case (II) there exists
χ±2 (τ) =
b±
4τ
− 1
2
√
b2±
4τ2
− |a±|
τ
> 0,
such that
Reλ (ξ )<−χ±2 < 0, |ξ | ≤ ξ±0 ,
and there is also a spectral gap.
Under these considerations we now define, for each fixed τ ≥ 0,
0 < χ±0 (τ) :=

1
2 b
−1
± |a±|, if τ = 0,
1
2
(b±
2τ
−
√
b2±
4τ2
− |a±|
τ
)
, if b2± ≥ 4τ|a±|, τ > 0,
b±
4τ
, otherwise.
(50)
Thus we have proved the following
Lemma 4 (spectral gap). For each τ ≥ 0, there exists a uniform
χ0(τ) = min{χ+0 (τ),χ−0 (τ)}> 0, (51)
(where χ±0 (τ) are defined in (50)) such that the algebraic curves λ = λ
±
1,2(ξ ), ξ ∈R,
solutions to the dispersion relations (34), satisfy
Reλ±1,2(ξ )<−χ0(τ)< 0, ξ ∈ R. (52)
Remark 13. The significance of Lemma 4 is that there is no accumulation of es-
sential spectrum at the eigenvalue λ = 0, which is an isolated eigenvalue with finite
multiplicity (see Lemma 8 below). Notice that for each finite τ ≥ 0, the bound χ0(τ)
is positive. There could be accumulation of the essential spectrum in the case when
τ → +∞ (for which, it may happen, that χ0(τ)→ 0), but that case is precluded by
our hypothesis (H2), with an upper bound τ < τm < +∞. In the case of the relax-
ation model with Cattaneo-Maxwell transfer law (see equation (3)), the parameter
values are bounded by a characteristic relaxation time associated to the reaction,
τm = 1/maxu∈[0,1] | f ′(u)|.
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4.2 Hyperbolicity and consistent splitting
For a given τ ≥ 0, we define the following open, connected region of the complex
plane,
Ω := {λ ∈ C : Reλ >−χ0(τ)}. (53)
It properly contains the unstable complex half planeC+= {Reλ > 0}. This is called
the region of consistent splitting [37]. Denote Sτ±(λ ) and Uτ±(λ ) as the stable and
unstable eigenspaces of Aτ±(λ ), respectively.
Lemma 5. Given τ ≥ 0, for all λ ∈Ω the coefficient matricesAτ±(λ ) have no center
eigenspace and, moreover,
dimSτ±(λ ) = dimU
τ
±(λ ) = 1.
Proof. Take λ ∈ Ω and suppose κ = iξ , with ξ ∈ R, is an eigenvalue of Aτ±(λ ).
Then λ belongs to one of the algebraic curves (35). But (52) yields a contradiction
with λ ∈Ω . Therefore, the matrices Aτ±(λ ) have no center eigenspace.
Since Ω is a connected region of the complex plane, it suffices to compute the
dimensions of Sτ±(λ ) and Uτ±(λ ) when λ = η ∈ R+, sufficiently large. µ is a root
of pτ±(µ) = det(Aτ±(λ )−µ) = 0 if and only if κ = (1− c2τ)µ is a solution to
κ2+κc(b±+2τλ )− (1− c2τ)(τλ 2+λb±+ |a±|) = 0. (54)
Assuming λ = η ∈ R+, the roots are
κ =− c
2
(b±+2τη)± 12
√
c2(b±+2τη)2+4(1− c2τ)(τη2+ηb±+ |a±|).
Clearly, for each η > 0, one of the roots is positive and the other is negative. This
proves the lemma. uunionsq
The most important consequence of last lemma is the following
Corollary 3 (stability of the essential spectrum). For each τ ≥ 0, the essential
spectrum is contained in the stable half-plane. More precisely,
σess ⊂ {λ ∈ C : Reλ ≤−χ0(τ)< 0}.
Proof. The proof follows standard arguments [15]. Fix λ ∈ Ω . Since Aτ±(λ ) are
hyperbolic, by exponential dichotomies theory (cf. Coppel [4], Sandstede [37])
the asymptotic systems Wx = Aτ±(λ )W have exponential dichotomies in x ∈ R+ =
(0,+∞) and in x ∈ R− = (−∞,0), respectively, with Morse indices
i+(λ ) = dimUτ+(λ ) = 1,
i−(λ ) = dimUτ−(λ ) = 1.
This implies (cf. Palmer [29, 30], Sandstede [37]), that the variable coefficient op-
erators T τ(λ ) are Fredholm as well, with index
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indT τ(λ ) = i+(λ )− i−(λ ) = 0,
showing that Ω ⊂C\σess, or equivalently, that σess ⊂C\Ω = {Reλ ≤−χ0(τ)}, as
claimed. uunionsq
Corollary 4. For every λ ∈ Ω , the eigenvalues of the asymptotic coefficients (29)
are given by
µ±1,2(λ ) =−
c
2(1− c2τ) (b±+2τλ )+ω
±
1,2(λ ), (55)
whereupon
ω±1 (λ ) :=−
1
2
Θ±(λ )1/2, ω±2 (λ ) :=
1
2
Θ±(λ )1/2,
and,
Θ±(λ ) = (1− c2τ)−2
(
c2b2±+4(τλ
2+b±λ +(1− c2τ)|a±|)
)
.
Morever, for every λ ∈Ω ,
Reµ±1 (λ )< 0 < Reµ
±
2 (λ ),
that is, µ+1 (λ ) is the decaying mode at +∞, and µ
−
2 (λ ) is the decaying mode at−∞.
Proof. Since pτ±(µ) = 0 if and only if κ = (1− c2τ)µ is a root of the characteristic
equation (54), then it is clear that for each λ ∈ Ω the eigenvalues of Aτ±(λ ) are
given by (55). A little algebra yields the expression for the discriminant Θ±(λ ), an
analytic function of λ . From the proof of Lemma 5, we know that, for λ ∈ R and
λ  1, the only eigenvalue with negative real part is µ±1 (λ ). Since Ω is connected
and the eigenvalues are continuous (analytic) in λ , we conclude that Reµ±1 (λ )< 0
for all λ ∈ Ω (otherwise, the hyperbolicity, and consequently the consistent split-
ting, would be violated). The same argument applies to µ±2 (λ ) and the conclusion
follows. uunionsq
5 Point spectral stability
This section is devoted to showing that the point spectrum is stable. The proof pre-
sented here makes use of energy estimates and contrasts with the one reported in
[19] for the particular case of the Allen-Cahn model with relaxation. The former
proof was based on a perturbation argument in the vicinity of τ = 0 and a fur-
ther extension to the whole parameter domain. In contrast, here we perform energy
estimates in the frequency regime that require to apply a transformation on the H2-
eigenfunction. Thanks to its decaying behaviour, the transformed eigenfunction also
belongs to H2 and we are able to perform the energy estimates on the new spectral
equation. We close the section by showing that the eigenvalue λ = 0 is simple and
by stating the main result of the paper.
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5.1 Decay of solutions to spectral equations
Lemma 6. Suppose v ∈ H2 is a solution to the spectral equation (25) for some λ ∈
σpt with Reλ ≥ 0 and λ ∈Ω . If we define
w(x) = exp
(
c
2(1− c2τ)
∫ x
x0
b(s)ds
)
v(x), x ∈ R, (56)
then w ∈ H2. Here x0 ∈ R is fixed but arbitrary.
Proof. Since λ ∈ σpt there exists W = (v,vx)> ∈ H1×H1 such that T τ(λ )W = 0.
This implies, in turn, that v ∈ H2 is a solution to the spectral equation (25). To an-
alyze the decaying properties of v (equivalently, of W ) we invoke the Gap Lemma
[8, 16], which relates the decaying properties of the solutions to the variable coeffi-
cient system (27) to those of the solutions of the constant coefficient systems (32),
provided that Aτ(x,λ ) approaches Aτ±(λ ) exponentially fast as x→ ±∞. For the
precise statement of the Gap Lemma we refer the reader to Lemma A.11 in [39], or
Appendix C in [23].
Suppose that c > 0. Since b > 0, it is clear that if x < x0 then |w| ≤ |v| and w
decays like v as x→−∞ Thus, we need to make precise the decaying behaviour of
v as x→+∞. By exponential decay of the profile (22), it is clear that
|Aτ(x,λ )−Aτ±(λ )| ≤Ce−ν |x|,
as x→ ±∞, for some C,ν > 0, uniformly in λ . Then, applying the Gap Lemma
and Corollary 4, the decaying solution W at +∞ to the variable coefficient equation
behaves as
W (x,λ ) = eµ
+
1 (λ )
(
V+1 (λ )+O(e
−ν |x||V+1 (λ )|)
)
, x > 0,
where V+1 (λ ) is the eigenvector of A
τ±(λ ) associated to the eigenmode µ+1 (λ ). This
imples that v and vx decay, at most, as
|v|, |vx| ≤CeReµ+1 (λ )x,
as x→+∞. We then readily see, from Corollary 4, that
|w| ≤C exp
( c
2(1− c2τ)
∫ x
x0
|b(s)−b+|ds
)
×
× exp
((
− cτReλ
2(1− c2τ) −
1
2
√
2
√
ReΘ+(λ )+ |Θ+(λ )|
)
x
)
≤C exp
(
− cτ(Reλ )x
2(1− c2τ)
)
exp
(
− x
2
√
2
√
ReΘ+(λ )+ |Θ+(λ )|
)
→ 0,
as x→+∞, thanks to exponential decay of the profile, which yields
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exp
( c
2(1− c2τ)
∫ x
x0
|b(s)−b±|ds
)
≤C exp(−e−νx)≤C.
This shows that w decays exponentially fast as x→ +∞. Since vx decays as the
same rate as v, it is easy to verify that wx also decays exponentially fast at +∞. We
conclude that w ∈ H1. Upon differentiation one can prove that, in fact, w ∈ H2, as
wxx decays exponentially fast as well at +∞. Details are left to the dedicated reader.
The case c < 0 can be treated similarly, inasmuch as the decay at −∞ of the
eigenfunction W = (v,vx)> is determined by the eigenmode µ−2 (λ ); an analogous
argument applies. This concludes the proof of the lemma. uunionsq
5.2 Energy estimates
Suppose that λ ∈ σpt, with Reλ ≥ 0 (and consequently, λ ∈ Ω ). Then there exists
W = (v,vx)> ∈ H1×H1 such that T τ(λ )W = 0. This is tantamount to have an H2
solution v to the spectral equation (25). Consider the transformation
v(x) = w(x)eθ(x),
where the function θ = θ(x) is to be determined. Upon substitution into (25) we
obtain
λ 2τw−2cλτ(wx+θxw)+λb(x)w = (1− c2τ)wxx+
(
2(1− c2τ)θx+ cb(x)
)
wx+
+
(
(1− c2τ)(θ 2x +θxx)+ cb(x)θx+a(x)
)
w.
Choose θ such that
θx =− c2(1− c2τ)b(x).
This yields
λ 2τw−2cλτwx+ λb(x)1− c2τ w = (1− c
2τ)wxx+H(x)w, (57)
whereupon
H(x) := a(x)− c
2b(x)2
4(1− c2τ) −
1
2 cb
′(x).
If we apply the same procedure to the eigenfunction Ux ∈ H2 associated to the
eigenvalue λ = 0 ∈ σpt, denoting Ux = ψeθ we arrive at
0 = (1− c2τ)ψxx+H(x)ψ. (58)
By monotonicity of the profile, Ux > 0, we know that ψ > 0 and we can solve for H
in (58), yielding
H(x) =−(1− c2τ)ψxx
ψ
.
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Substituting back into (57) we obtain
λ 2τw−2cλτwx+ λb(x)1− c2τ w = (1− c
2τ)
(
wxx− ψxxψ w
)
. (59)
Notice that thanks to Lemma 6, we have that this is an spectral equation for w ∈H2.
We perform standard energy estimates on equation (59). Multiply by w and integrate
by parts in R. The result is,
λτ2‖w‖2L2 −2cλτ
∫
R
wwx dx+
λ
1− c2τ
∫
R
b(x)|w|2 dx =
= (1− c2τ)
(
−
∫
R
|wx|2 dx+
∫
R
ψx∂x
( |w|2
ψ
)
dx
)
Using the identity
ψ2
∣∣∣∣(wψ
)
x
∣∣∣∣2 =−(ψx( |w|2ψ
)
x
−|wx|2
)
,
and substituting, we obtain the estimate
λτ2‖w‖2L2 −2cλτ
∫
R
wwx dx+
λ
1− c2τ
∫
R
b(x)|w|2 dx =
=−(1− c2τ)
∫
R
ψ2
∣∣∣∣∂x(wψ )
∣∣∣∣2 dx. (60)
Lemma 7 (point spectral stability). Suppose τ ≥ 0. If λ ∈ σpt∩Ω then either λ =
0, or Reλ ≤−χ1(τ)< 0, for some uniform χ1(τ)> 0.
Proof. The result is a consequence of the basic energy estimate (60). Indeed, sup-
pose that λ ∈ σpt and Reλ ≥ 0 (and consequently, λ ∈Ω ). Then after the transfor-
mation, w = e−θ v ∈ H2 satisfies (60). Notice that
Re
∫
R
wwx dx = 12
∫
R
∂x
(|w|2)dx = 0.
First, let us assume that τ > 0. For shortness, we denote,
k0 := (1− c2τ)
∫
R
ψ2
∣∣∣∣∂x(wψ )
∣∣∣∣2 dx ≥ 0,
k1 := (1− c2τ)−1
∫
R
b(x)|w|2 dx > 0,
k2 := τ2‖w‖2L2 > 0,
ik3 :=
∫
R
wwx dx,
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with k j ∈R. Notice that k1,k2 > 0 because v is an eigenfunction, τ > 0, and because
of (H2).
Let us denote ζ =Reλ , β = Imλ . Therefore, taking the real and imaginary parts
of (60) yields
(ζ 2−β 2)k2+2cτβk3+ζk1+ k0 = 0,
2ζβk2−2cτζk3+βk1 = 0.
Multiply the first equation by ζ , the second by β , and add them up. The result is,
(ζ 2+β 2)(k1+ζk2)+ζk0 = 0,
or, equivalently,
|λ |2k1+(Reλ )
(
k0+ |λ |2k2
)
= 0.
Since k0 > 0, k1,k2 ≥ 0, this implies that Reλ ≤ 0.
Now, if we assume that ζ = Reλ = 0, from the equations we have that β 2k1 = 0.
Since k1 > 0 we conclude that β = 0 and this implies that λ = 0. On the other hand,
if we assume that β = Imλ = 0, then from the first equation we obtain,
k2ζ 2+ k1ζ + k0 = 0,
or,
ζ = Reλ =− k1
2k2
± 1
2k2
(
k21−4k2k0
)1/2
.
Since k2k0 ≥ 0 we have that Reλ = ζ < 0, a contradiction.
We conclude that the only eigenvalue with Reλ = 0 is λ = 0 and that, for any
other eigenvalue with λ 6= 0 in Ω , there holds
Reλ ≤−χ1(τ)< 0,
for some χ1(τ) > 0. This holds because the set σpt comprises isolated eigenvalues
with finite multiplicity. −χ1(τ) < 0 is actually the real part of the first (isolated)
eigenvalue different from zero. In other words, there is a spectral gap.
In the case where τ = 0, the basic energy estimate (60) yields
λ
∫
R
b(x)|w|2 dx =−
∫
R
ψ2
∣∣∣∣∂x(wψ )
∣∣∣∣2 dx,
which implies, in turn, that λ ∈ R and λ ≤ 0.
Finally, notice that λ = 0 if and only if w/ψ = 0 a.e., which is tantamount to
v =Ux a.e. This concludes the proof of the lemma. uunionsq
As a consequence of the proof of Lemma 7 we have the following immediate
Corollary 5. λ = 0 is an eigenvalue with g.m.= 1.
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5.3 Simple translation eigenvalue
We now show that the eigenvalue λ = 0 is a simple eigenvalue.
Lemma 8. The algebraic multiplicity of λ = 0 ∈ σpt is equal to one.
Proof. From Corollary 5, we know thatΦ =(Ux,Uxx)> ∈H1×H1 is the only eigen-
function associated to λ = 0. Let us denote, for simplicity, φ = Ux ∈ H2, so that
Φ = (φ ,φx)>. Clearly, because of equation (21), φ ∈ H2 is a solution to
A φ := (1− c2τ)φxx+ cb(x)φx+a(x)φ = 0.
This holds upon differentiation (21) with respect to x. The auxiliary operator, A :
L2→ L2 defined above, with domain D(A ) = H2, has a formal adjoint, A ∗ : L2→
L2, given by
A ∗ψ = (1− c2τ)ψxx− cb(x)ψx+(a(x)− cb′(x))ψ, ψ ∈D(A ∗) = H2 ⊂ L2.
Now, for any λ ∈ σpt, the operator T τ(λ ) is Fredholm with index zero. There-
fore, by properties of closed operators [17], we have that
dimkerT τ(λ )∗ = dimR(T τ(λ ))⊥ = codimR(T τ(λ )) = dimkerT τ(λ ).
Since dimkerT τ(0) = 1 we conclude that there exists a unique bounded solution
Ψ = (y,z)> ∈ H1×H1 to the adjoint equation
T τ(0)∗Ψ =−(∂x+Aτ(x,0)∗)Ψ = 0.
From the expression for Aτ(x,0) we observe that (y,z)> ∈ H1×H1 is a solution
to the system
−a(x)z+(1− c2τ)yx = 0,
(1− c2τ)y− cb(x)z+(1− c2τ)zx = 0.
(61)
Since the coefficents are bounded and y,z ∈ H1, by a bootstrapping argument we
can verify from the system of equations that actually y,z ∈H2. Thus, upon differen-
tiation of the second equation and substitution into the first one we obtain
A ∗z = (1− c2τ)zxx− cb(x)z+(a(x)−b′(x))z = 0.
We conclude that z = z(x) is the only bounded H2-solution to A ∗z = 0.
Now, like in [19], let us define the Melnikov integral
Γ := 〈Ψ ,(∂λAτ(x,λ ))|λ=0Φ〉L2×L2 .
It is well-known (see section 4.2.1 in [37]) that Γ decides whether λ = 0 is a simple
eigenvalue: if Γ 6= 0 then its algebraic multiplicity is equal to one (see also [19] and
the discussion therein). From (30) we observe that ∂λAτ(x,λ )
)
|λ=0 = A
τ
1(x), and
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therefore we arrive at
Γ = 〈Ψ ,Aτ1(x)Φ〉L2×L2 =
∫
R
(
y
z
)∗
Aτ1(x)
(
φ
φx
)
dx
= (1− c2τ)−1
∫
R
z
(
b(x)φ −2cτφx
)
dx.
Like in the argumentation leading to the proof of Lemma 3.2 in [19], a direct
computation allows to verify that the only bounded solution to A ∗z = 0 is given by
z = φ/h2, where h is a solution to
hx =− cb(x)2(1− c2τ)h,
that is, h(x) = eθ(x) as in the previous section. By the arguments of Lemma 6 it is
easy to verify that z ∈ H2 inasmuch as φ ∈ H2. Thus, a direct computation yields
A ∗z =
1
h2
(
(1− c2τ)φxx+ cb(x)φx+a(x)φ
)
=
1
h2
A φ = 0,
as claimed. Whence, substituting z = φ/h2 into the expression for Γ we obtain
(1− c2τ)Γ =
∫
R
φ
h2
(
b(x)φ −2cτφx
)
dx
=
∫
R
b(x)
h2
|φ |2− cτ
h2
∂x(|φ |2)dx
= (1− c2τ)−1
∫
R
b(x)
h2
|φ |2 dx,
after integration by parts and substitution of the equation for h. We observe that
Γ = (1− c2τ)−2
∫
R
b(x)
h2
|φ |2 dx > 0,
and the conclusion follows. uunionsq
5.4 Main result
We conclude this section by stating our main theorem.
Theorem 2 (spectral stability with spectral gap). Under assumptions (H1) and
(H2), for each τ ∈ [0,τm) fixed let U =U(x) be the monotone traveling front solution
to (1). Then this front is spectrally stable with spectral gap, more precisely, there
exists a uniform χ(τ)> 0 such that
σ ⊂ {λ ∈ C : Reλ ≤−χ(τ)< 0}∪{0}.
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Moreover, λ = 0 is a simple isolated eigenvalue (with algebraic multiplicity equal
to one) associated to translation invariance.
Proof. The conclusion follows directly by collecting the results of Corollary 3 and
Lemmata 7 and 8. The spectral gap is given by
χ(τ) := min{χ0(τ),χ1(τ)}> 0,
for each fixed τ ∈ [0,τm), where χ0 is defined in (51) and χ1 is the gap defined in
Lemma 7. uunionsq
Notice that if τ > 0 then the statement of Theorem 2 can be recast in terms of the
spectrum of the operatorsL τ defined in (26). Indeed, corollaries 1 and 2 imply that
the spectral stability with spectral gap are also properties of the matrix operators
L τ when τ > 0. Thus, we can state the following
Theorem 3. Under assumptions (H1) and (H2), and for each fixed 0 < τ < τm there
holds
σ(L τ)⊂ {λ ∈ C : Reλ <−χ(τ)< 0}∪{0},
for some uniform χ(τ)> 0. Moreover, λ = 0 is a simple isolated eigenvalue ofL τ
with associated eigenfunction (Ux,−cUxx) ∈ kerL τ .
6 Discussion
In this paper we established the spectral stability with spectral gap of a family of
traveling fronts for nonlinear wave equations of the form (1) when the reaction
function is of bistable type. The equations under consideration are endowed with a
positive “damping” term, g > 0, which generalizes the previous studied case of the
Allen-Cahn equation with relaxation. To that end, we revisited the existence theory
using a dynamical systems approach, more in the spirit of our previous work [19].
Even though existence results are available in the literature [9], here we presented a
different construction which allows us to derive a variational formula for the unique
wave speed and to establish exponential decay of the profile function. Both features
play a role in the stability analysis: the uniqueness of the speed is related to the alge-
braic multiplicity of the zero eigenvalue of the linearized problem around the front,
whereas the exponential decay is crucial to locate the essential spectrum.
Our main result establishes that the spectrum of the linearized problem around
the front is located in the complex half plane with negative real part, except for the
translation zero eigenvalue, which is isolated with finite multiplicity. This property
is also known as spectral stability with spectral gap and prevents the accumulation
of essential spectrum around zero. In this fashion, we generalize the analysis per-
formed in [19] for a particular case (the Allen-Cahn equation with relaxation) to a
wider class of equations. It is important to remark that this result is more general not
only in applicability but also in methodology. Indeed, the present proof makes use of
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energy estimates and works for the whole parameter regime, whereas the previous
argument is of perturbative nature, with an extension to further relaxation times. In
our opinion, the method presented here is more direct.
The establishment of spectral stability is a first step in a more general program
which includes the nonlinear stability analysis of the fronts under small perturba-
tions. Thanks to the location of the spectrum in the complex plane, we conjecture
that the linearized operator around the wave is the infinitesimal generator of a C0-
semigroup. The generation of such semigroup and its decaying properties is a matter
of future investigation. (As additional information, in the Appendix we present how
to establish resolvent estimates in the case of stationary fronts with c = 0, yield-
ing the generation of the semigroup via Lumer-Philips theorem.) Such analysis,
also called linearized stability in the literature [15, 37], is used to prove nonlinear
stability in a key way. There exist results in the literature which guarantee nonlin-
ear stability under the assumption of spectral stability (see, e.g., Rottmann-Matthes
[35, 36]), but they are not applicable to the generic class of equations considered
here, as they are restricted to hyperbolic systems with constant coefficient first order
operators. We regard the nonlinear stability of the hyperbolic fronts of equations
of the form (1) as an important open problem which warrants attention from the
nonlinear wave propagation community.
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Appendix: Resolvent estimates for stationary fronts
Fix τ > 0 and consider the spaceX := H1×L2 endowed with the scalar product
〈(u1,v1),(u2,v2)〉X := Re〈u1,u2〉L2 + τ
−1Re〈∂xu1,∂xu2〉L2 +Re〈v1,v2〉L2 ,
and corresponding norm
‖(u,v)‖
X
=
(
‖u‖2
L2
+ τ−1‖ux‖2
L2
+‖v‖2
L2
)1/2
.
Then, for simplicity drop the τ > 0 from the notation and consider the operator
defined in (26),
L
(
u
v
)
=
(
c∂x 1
τ−1(∂ 2x +a(x)) c∂x− τ−1b(x)
)(
u
v
)
,
as a closed, densely defined operator onX with domain D = H2×H1. This oper-
ator can be conveniently written as
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L =L0+B,
where
L0 :=
(
c∂x 1
τ−1∂ 2x −1 c∂x− τ−1b(x)
)
, B :=
(
0 0
τ−1a(x)+1 0
)
.
We first observe that the operator L0 is dissipative on X since for any w =
(u,v)> ∈D ,
〈w,L0w〉X = Re〈u,cux+ v〉L2 + τ
−1Re〈ux,cuxx+ vx〉L2+
+Re〈v,τ−1uxx−u+ cvx− τ−1b(x)v〉L2
=−τ−1Re〈v,b(x)v〉
L2
≤ 0,
in view of Hypothesis (H2) and having used the fact that Re〈 f , fx〉L2 = 0 for any
f ∈ H1. Since D is dense in X and by dissipativity, thanks to the Lumer-Philips
theorem (see, e.g., Theorem 12.22 in [34]) it suffices to show that L0−λ is onto
for real λ sufficiently large to conclude that L0 is the infinitesimal generator of a
C0-semigroup of contractions, etL0 , satisfying ‖etL0‖ ≤ 1. Clearly,B is a bounded
operator and ‖B‖ ≤O(1+τ−1‖a‖L∞ ); sinceL is a bounded perturbation ofL0, it
is also the infinitesimal generator of a quasi-contractive C0-semigroup, S (t), such
that
‖S (t)‖ ≤ et‖B‖ = etC(1+τ−1‖a‖L∞ ),
for some C > 0 (see Theorem 1.1 in Pazy [31], chapter 3).
We illustrate how to prove thatL0−λ is onto for λ real and large in the case of
a stationary front with c = 0 by establishing a resolvent estimate.
First, note that if c = 0 then the operatorL0 reduces to
L0
(
u
v
)
=
(
0 1
τ−1∂ 2x −1 −τ−1b(x)
)(
u
v
)
. (62)
For given (φ ,ψ)> ∈X suppose that (u,v)> ∈D is a solution to the resolvent equa-
tion
(λ −L0)
(
u
v
)
=
(
φ
ψ/τ
)
,
for some λ ∈ C. This yields the system of equations
λu− v = φ , τλv−uxx+ τu+b(x)v = ψ. (63)
Lemma 9. Let b(x) ≥ b0 > 0 for any x ∈ R. Given (φ ,ψ) ∈ X = H1 × L2, let
(u,v) ∈D = H2×H1 be a solution to system (63). Then for any r > 0, there exists
a constant C > 0 (depending on τ,b0 and r) such that
‖v‖
L2
+‖ux‖L2 ≤C
(
‖ψ‖
L2
+‖φx‖L2 +‖u‖L2
)
(64)
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for any λ with |λ | ≥ r > 0 and Reλ ≥ 0.
Proof. Multiplying the second equation by v¯ we obtain(
τλ +b(x)
)|v|2− (uxv¯)x+uxv¯x+ τuv¯ = ψ v¯.
Since vx = λux−φx, there holds(
τλ +b(x)
)|v|2+ λ¯ |ux|2+ τu v¯− (uxv¯x)x = ψ v¯+ φ¯x ux.
Integrating in R and separating real and imaginary parts, we infer(
τReλ +b0
)‖v‖2
L2
+Reλ‖ux‖2
L2
≤ ‖ψ‖
L2
‖v‖
L2
+‖φx‖L2 ‖ux‖L2 + τ‖u‖L2 ‖v‖L2 ,∣∣Imλ ∣∣ ∣∣∣τ‖v‖2
L2
−‖ux‖2
L2
∣∣∣≤ ‖ψ‖
L2
‖v‖
L2
+‖φx‖L2‖ux‖L2 + τ‖u‖L2‖v‖L2 .
Applying Young’s inequality, we deduce
(
τReλ +b0
)‖v‖2
L2
+Reλ‖ux‖2
L2
≤ 1
b0
‖ψ‖2
L2
+
τ2
b0
‖u‖2
L2
+‖φx‖L2 ‖ux‖L2 +
b0
2
‖v‖2
L2
.
Hence, the following two estimates hold for any choice of λ such that Reλ ≥ 0,
1
2
b0‖v‖2
L2
+Reλ‖ux‖2
L2
≤ 1
b0
‖ψ‖2
L2
+
τ2
b0
‖u‖2
L2
+‖φx‖L2‖ux‖L2∣∣Imλ ∣∣ ∣∣∣τ‖v‖2
L2
−‖ux‖2
L2
∣∣∣≤ ‖ψ‖
L2
‖v‖
L2
+ τ‖u‖
L2
‖v‖
L2
+‖φx‖L2 ‖ux‖L2
(65)
For Reλ ≥ c0 > 0, there holds
b0‖v‖2
L2
+ c0‖ux‖2
L2
≤ 1
b0
‖ψ‖2
L2
+
τ2
b0
‖u‖2
L2
+‖φx‖L2‖ux‖L2
≤ 1
b0
‖ψ‖2
L2
+
1
2c0
‖φx‖2
L2
+
τ2
b0
‖u‖2
L2
+
c0
2
‖ux‖2
L2
.
Thus, we deduce
‖v‖2
L2
+‖ux‖2
L2
≤C
(
‖ψ‖2
L2
+‖φx‖2
L2
+‖u‖2
L2
)
,
for some strictly positive constant C depending on b0,τ and c0.
Next, let λ to be such that |Imλ | ≥ θ0 > 0. Then, from the second bound in (65),
it follows
θ0‖ux‖2
L2
≤ ‖ψ‖
L2
‖v‖
L2
+‖φx‖L2‖ux‖L2 + τ‖u‖L2‖v‖L2 +θ0τ‖v‖
2
L2
≤ ‖ψ‖
L2
‖v‖
L2
+
1
2θ0
‖φx‖2
L2
+
θ0
2
‖ux‖2
L2
+ τ‖u‖
L2
‖v‖
L2
+θ0τ‖v‖2
L2
,
again thanks to Young’s inequality, so that
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‖ux‖2
L2
≤C
(
‖ψ‖2
L2
+‖φx‖2
L2
+‖u‖2
L2
+‖v‖2
L2
)
, (66)
for some strictly positive constant depending on τ and θ0. Hence, from the first
estimate in (65), we deduce for Reλ ≥ 0 and |Imλ | ≥ θ0 > 0, that
1
2
b0‖v‖2
L2
≤ 1
b0
‖ψ‖2
L2
+
τ2
b0
‖u‖2
L2
+‖φx‖L2 ‖ux‖L2
≤ 1
b0
‖ψ‖2
L2
+
τ2
b0
‖u‖2
L2
+
1
2η
‖φx‖2
L2
+
η
2
‖ux‖2
L2
,
for any η > 0. By choosing η sufficiently small and taking advantage of (66), we
deduce
‖v‖2
L2
≤C
(
‖ψ‖2
L2
+‖φx‖2
L2
+‖u‖2
L2
)
,
for some strictly positive constant C > 0 depending on τ,b0 and θ0. uunionsq
Thanks to Lemma 9, it is enough to estimate u in L2. To this aim, we state and
prove the following elementary result.
Lemma 10. Let 0≤ A≤ B with B > 0. Given c0 > 0, set Σ0 := {(x,y) : x≥ 0, |y| ≥
c0}. Then
sup
(x,y)∈Σ0
1+A
√
x2+ y2(
1+Bx
)|y| ≤ A+ 1y0 . (67)
Proof. Fix c0 > 0 and y≥ c0 and consider y such that |y| ≥ y0 We want to prove that
M is such that
F(x) := M
(
1+Bx
)|y|−A√x2+ y2 ≥ 1, ∀x≥ 0.
Since the function F is concave, it is enough to require that the condition F(x)≥ 1 is
satisfied at x = 0 and at x =+∞. The former condition is satisfied if M ≥ A+1/y0;
the latter, if M > A/By0. Since B > A, the first condition implies the second. uunionsq
Lemma 11. Let 0 < b0 ≤ b(x) ≤ b1 for any x ∈ R. Given (φ ,ψ) ∈X = H1×L2,
let (u,v) ∈D = H2×H1 be such that (63) holds. Then there exists M > 0 such that
for any θ0 > 0, there exists a constant C > 0 (depending on τ,b0,M and θ0) such
that
‖u‖
L2
≤C
(
‖φ‖
L2
+‖ψ‖
L2
)
, (68)
for any λ with either Reλ ≥M or |Imλ | ≥ θ0 > 0.
Proof. Multiplying the second equation by u¯ we obtain(
τλ 2+λb(x)+ τ
)|u|2+ |u¯x|2− (uxu¯)x = (b(x)+ τλ )u¯φ + u¯ψ.
Integrating in R and taking real and imaginary parts, we infer
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τ(Reλ )2− τ(Imλ )2+b0Reλ + τ
)‖u‖
L2
≤ (b1+ τ|λ |)‖φ‖L2 +‖ψ‖L2 ,
|Imλ |(2τReλ +b0)‖u‖L2 ≤ (b1+ τ|λ |)‖φ‖L2 +‖ψ‖L2 , (69)
Applying (67), from the second inequality in (69), we infer
‖u‖
L2
≤ 1
b0
(
τ+
b1
θ0
)
‖φ‖
L2
+
1
b0 θ0
‖ψ‖
L2
(70)
for any λ such that |Imλ | ≥ θ0 > 0 and Reλ ≥ 0.
Using relations (69), we deduce(
τ(Reλ )2+b0Reλ + τ
)‖u‖
L2
≤ (b1+ τ|λ |)‖φ‖L2 +‖ψ‖L2 + τ(Imλ )
2‖u‖
L2
≤ 2τReλ + τ|Imλ |+b0
2τReλ +b0
(
(b1+ τ|λ |)‖φ‖L2 +‖ψ‖L2
)
.
For Reλ large and |Imλ | ≤ m0|Reλ |, there holds
‖u‖
L2
≤ C
Reλ
(
‖φ‖
L2
+
1
Reλ
‖ψ‖
L2
)
for some strictly positive constant C > 0. uunionsq
Collecting the statements contained in Lemma 9 and Lemma 11, we deduce the
following result.
Proposition 5. Given 0 < b0 ≤ b(x) ≤ b1 for any x ∈ R, let L0 be the operator
defined in (62) on the spaceX = H1×L2 with dense domain D = H2×H1. Then,
(i) there exists M > 0 such that
{λ ∈ C : Reλ ≥ 0}\ [0,M]⊆ ρ(L0),
where ρ(L0) is the resolvent set ofL0; and,
(ii) for any θ0 > 0, there exists a constant C > 0 for which
‖(λ −L0)−1‖ ≤C
for any λ such that either Reλ ≥M or |Imλ | ≥ θ0 > 0.
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