relationship between the stability margins of a 2-D digital filter (or discrete system) and the norm of the transition matrix of its minimum-norm realization is considered. Upper bounds on parameter variations, which guarantee the stability of a perturbed 2-D digital filter, are then derived in terms of the minimum norm. The results obtained are illustrated by two examples.
I. INTRODUCTION I
N THE DESIGN of two-dimensional (2-D) digital filters and discrete systems in general, the designer is interested not only whether the system is stable or not but also whether the system will remain stable in the presence of system parameter variations. This type of stability analysis can be carried out in terms of stability margins which are measures of the degree to which a system will tolerate system parameter variations without becoming unstable. Such parameter variations may be due to parameter quantization in digital filters or to system uncertainties in control systems.
In [l] , a sensitivity analysis of 2-D systems, including analytical expressions for the variations of the characteristic roots of a 2-D filter, has been presented. The definition and calculation of stability margins as well as the interrelation of stability margins with the settling time of the impulse response have been considered in [2] , [3] . In [4] , lower bounds for the stability margins have been obtained by using the positive-definite solutions of the 2-D Lyapunov equation.
In this contribution, the stability margins defined in [2] are related to the norm of the transition matrix of the state-space minimum-norm realization. Upper bounds on parameter variations, which guarantee the stability of a perturbed 2-D digital filter (or discrete system), are then derived in terms of the minimum norm of the filter. The results obtained are illustrated by two examples.
Minimum-norm realizations are of considerable interest in practice since they lead to 2-D digital-filter implementations which are free of overflow oscillations when implemented using finite-wordlength arithmetic [5] .
Manuscript received January 21, 1985;  revised August 30, 1985 In the rest of the paper, it is assumed that a(~,, z2) and g(zl, z2) in (3.2) are factor coprime and that there exists a block-diagonal positive-definite matrix G = G,@ G, such that (3.10)
The stability margins can now be related to p and ,iI as follows. By applying 2-D similarity transformation T = G'lL, where I z. z, \ G is the positive-definite matrix in (3.4), we obtain lITAT-'11 < 1 (3.9) and, therefore, p < 1. Conversely, since the singular values of a given matrix are continuous functions of its entries, p < 1 implies that there is a nonsingular T = T,@T, such that [[TAT-'/ ~1. In other words, an approximate solution of the optimization problem (3.8) will lead to a state-space realization (AT 6, C) = (TAT-', Tb, CT-') in which I] ATI < 1. Such a realization is free of overflow oscil-
With the minimum norm of a state-space realization defined as in (3.8), stability margin u can be related to p. On the other hand, ui and a2 can be related to parameter ji given by ,ii(a,@ = ~nlldiag(cYI,,PI,) 
i.e., v > p. Therefore, 1 ->p. 1+u By combining this inequality with (3.11a), we have 1 a=--1. El Furthermore, u1 must be the smallest number for which ,G(l + (Y, 1) = 1 since if this were not the case, one would be able to find a point (zl, z2) E vu: such that a(~,, z2) = 0, which contradicts (3.5). Therefore, (3.11b) becomes an equality. A similar argument can be applied to show that (12 =p. The name "minimum norm" originates from the fact that for any fixed square matrix F with eigenvalues {hi, 1~ i Gk}, we have n$$llTFT-'II= I&,,.
(3.13)
In the 2-D case, relation (3.13) no longer holds since the nonsingular transformations are restricted to be block diagonal. Therefore, minimum-norm realizations of system It should be pointed out here that the results presented in Theorem 1 can easily be extended to the N-dimensional case, where N 2 3, provided that the general state-space model proposed in [12] is used.
IV. BOUNDS ON PARAMETER VARIATIONS
In this section we use the concept of the minimum-norm of a 2-D state-space digital filter to obtain an upper bound on parameter variations, which guarantees the stability of a perturbed system. In addition, various special cases are considered in which tighter bounds are possible.
Assume that a stable 2-D digital filter or (discrete-time system) is represented by (3.1) and let (4.1) be variations of the transition matrix A in (3.1), where AA, E RMxM, AA, E RNxN. Such variations occur when a digital filter is implemented by finite-wordlength arithmetic. If, on the other hand, model (3.1) represents a control system, AA may be caused by inevitable errors in estimating the parameters of the system.
As can be seen in Section III, if state-space characterization (3.1) satisfies (3.4), then p ~1 and one can find numerically a nonsingular F= F1@p2 such that ~~~A~-'~~ = p. Denoting the transition matrix of a perturbed 2-D digital filter by A= A + AA, one may observe that and, therefore, the perturbed digital filter is stable. We thus have the following theorem.
Theorem 2
Assume that the 2-D digital filter (or discrete system) represented by (3.1) satisfies (3.4). Any perturbed version of digital filter with A= A + AA will remain stable proCorollary 2.2: If matrix A in (4.6) satisfies (3.4), then the vided that parameter variations AA satisfy (4.4). More-perturbed polynomial ii(z,, z2) in (4.7) remains stable if over, the state-space realization with transition matrix variations AA in (4.8) satisfy inequality (4.4), where p is a FAT-' is free of overflow oscillations. nonsingular block diagonal matrix such that By applying Corollary 1.1, we can prove the following corollary.
Corollary 2.1 If M = N = 1, then any perturbed 2-D digital filter described in Theorem 2 will remain stable provided that parameter variations AA satisfy 'lAA'l < (1+ e;K(F) * (4.9 A 2-D polynomial a(z,, z2) = ; 2 aijz;z:', a,=1 i-0 j-0 is said to be stable if a(~,, z2) # 0 in'U2. One may seek a bound for the coefficient variations of a stable polynomial such that the perturbed polynomial will remain stable. For the transfer function l/a(z,, z2) one can find a controller-form realization with minimal order in which the transition matrix has the form [13] r -alo . . .
-*- The transition matrix of its controller-form realization is sij = sij -siotsoj -( aiosoj + aoj6io).
It is now evident that the following corollary is an immediate consequence of Theorem 2. We now conclude that the first-order filter (4.13) is stable if, and only if, p given in (4.14) is less than one; the state-space realization with transition matrix Corollaries 2.2-2.5 can be used to obtain variation bounds on coefficients a, b, and c. The method is illustrated by Example 2: We now consider a second-order filter designed in [14] and characterized by where r is a nonzero real parameter. Note that the condition number of T is fairly large, i.e., K(T) = 545.016 so that the bound given by (4.10) will be quite conservative. However, one can obtain tighter bounds for many special cases by directly using inequality (4.3). For example, if we suppose that no variations occur except in the coefficient of zfz,' in (4.22) then (4.3) becomes +-f---j+. <l_ p = 0.018 which leads to IS,,1 < 0.0031.
V. CONCLUSIONS
The stability margins defined in [2], [3] have been related to the norm of the state-space minimum-norm realization. The results obtained are given in Theorem 1.
Then by using the concept of the minimum norm of a 2-D state-space digital filter (or discrete system), upper bounds on parameter variations have been derived which guarantee the stability of a perturbed digital filter. The results obtained were illustrated bv considering two low-order 2-D digital filters. They are thought to be of practical significance since minimum-norm realizations are known to be free of overflow oscillations.
The main results presented in this paper can be extended to the N-dimensional case where N > 3 in a straightforward manner, provided that the general statespace model proposed in [12] 
