Abstract-In mobile ad hoc networks (MANETs), nodes move freely and link/node failures are common, which leads to frequent network partitions. When a network partition occurs, mobile nodes in one partition are not able to access data hosted by nodes in other partitions, and hence significantly degrade the performance of data access. To deal with this problem, we apply data replication techniques. Existing data replication solutions in both wired or wireless networks aim at either reducing the query delay or improving the data availability, but not both. As both metrics are important for mobile nodes, we propose schemes to balance the trade-offs between data availability and query delay under different system settings and requirements. Extensive simulation results show that the proposed schemes can achieve a balance between these two metrics and provide satisfying system performance.
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INTRODUCTION
I N mobile ad hoc networks (MANETs), since mobile nodes move freely, network partition may occur, where nodes in one partition cannot access data held by nodes in other partitions. Thus, data availability (i.e., the number of successful data accesses over the total number of data accesses) in MANETs is lower than that in conventional wired networks. Data replication has been widely used to improve data availability in distributed systems, and we will apply this technique to MANETs [1] . By replicating data at mobile nodes which are not the owners of the original data, data availability can be improved because there are multiple replicas in the network and the probability of finding one copy of the data is higher. Also, data replication can reduce the query delay since mobile nodes can obtain the data from some nearby replicas. However, most mobile nodes only have limited storage space, bandwidth, and power, and hence it is impossible for one node to collect and hold all the data considering these constraints. By taking these issues into consideration, we expect that mobile nodes should not be able (or willing) to replicate all data items in the network (more discussions in Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TPDS.2011.222).
One solution to improve the data access performance considering the resource constraints of mobile nodes is to let them cooperate with each other; That is, contribute part of their storage space to hold data of others [2] , [3] . When a node only replicates part of the data, there will be a trade-off between query delay and data availability. For example, replicating most data locally can reduce the query delay, but it reduces the data availability since many nodes may end up replicating the same data locally, while other data items are not replicated by anyone. To increase the data availability, nodes should not replicate the same data that neighboring nodes already have. However, this solution may increase the query delay since some nodes may not be able to replicate the most frequently accessed data, and have to access it from neighbors. Although the delay of accessing the data from neighbors is shorter than that from the data owner, it is much longer than accessing it locally.
In this paper, we propose new data replication techniques to address query delay and data availability issues. As both metrics are important for mobile nodes, we propose techniques to balance the trade-offs between data availability and query delay under different system settings and requirements. Simulation results show that the proposed schemes can achieve a balance between these two metrics and provide satisfying system performance.
The rest of the paper is organized as follows: The next section presents some preliminaries of data replication. In Section 3, we describe the proposed schemes in detail. Section 4 evaluates the proposed schemes through extensive simulations and Section 5 concludes the paper.
DATA REPLICATION
Data replication has been extensively studied in the web environment and distributed database systems (See Appendix B, available in the online supplemental material, for detailed literature review). However, most of them either do not consider the storage constraint or ignore the link failure issue. Before addressing these issues by proposing new data replication schemes, we first introduce our system model.
In a MANET, mobile nodes collaboratively share data. Multiple nodes exist in the network and they send query requests to other nodes for some specified data items. Each node creates replicas of the data items and maintains the replicas in its memory (or disk) space. During data replication, there is no central server that determines the allocation of replicas, and mobile nodes determine the data allocation in a distributed manner.
The MANET studied in this paper can be represented as an undirected graph GðV ; EÞ where the set of vertices V represent the mobile nodes in the network, and E & V Â V is the set of edges in the graph, which represents the physical or logical links between the mobile nodes. Two nodes that can communicate directly with each other are connected by an edge in the graph. Let N denote a network of m mobile nodes, N 1 ; N 2 ; . . . ; N m and let D denote a collection of n data items d 1 ; d 2 ; . . . ; d n distributed in the network. For each pair of mobile nodes N i and N j , let t ij denote the delay of transmitting a data item of unit-size between these two nodes. Similar to [4] , we assume that the delay function defines a metric space; that is, they are nonnegative, symmetric, and satisfy the triangle inequality. Links between mobile nodes may fail and the link failure probability between N i and N j is denoted as f ij , which is equal to f ji as we assume symmetric links. The failed links may cause network partitions. Queries generated during network partition may fail because the requested data items are not available in the partition to which the requester belongs.
Each node maintains some amount of data locally and the node is called the original owner of the data. Each data item has one and only one original owner. For simplicity, we assume that data items are not updated, and similar techniques used in [5] , [6] , and [7] can be used to extend the proposed scheme to handle data update or data consistency issues. To improve the data availability, these data items may be replicated to other nodes. Because of limited memory size, each node can only host CðC < nÞ replicas besides its original data. The data replication problem, either optimizing the query delay or optimizing the availability, has been proved to be a reduction from the metric uncapacitated facility location problem, which is known to be NP-hard (see Appendix C, available in the online supplemental material). Therefore, instead of trying to find a complex algorithm that is not practical to solve or approximate the problem, we use heuristics that can provide satisfying performance with much less computation overhead.
The following notations are used in this paper.
. N : the set of mobile nodes in the network.
. m: the total number of mobile nodes.
. D: the set of available data items in the network.
. n: the total number of data items.
. s i : the size of d i .
. C: the memory size of each mobile node for hosting data replicas. . t ij : the delay of transmitting a data item of unit size between node N i and N j . . f ij : the link failure probability between node N i and N j . . a ij : the data access frequency of node N i to d j .
THE PROPOSED DATA REPLICATION SCHEMES
In this section, we propose several schemes to address the data replication problem based on heuristics. Before presenting these heuristics, we first use an example to illustrate the basic ideas.
A Motivating Example
Suppose a network has only two nodes N 1 and N 2 . These two nodes may access four data items d 1 ; . . . ; d 4 with equal size, and each node only has enough space to host two data items. Similar to [8] , we assume that the access probability of a mobile node to a data item is available. These probabilities are listed in Table 1 .
According to the Dynamic Access Frequency and Neighborhood (DAFN) scheme proposed by Hara [8] , neighboring nodes should try to remove duplicated data items to save storage space and increase data availability. In the first replication step, nodes replicate the data that they are interested in, and hence both nodes replicate d 1 and d 2 locally. In the second step of DAFN, when two neighboring nodes have the same data item d i , the node that has a lower access probability should replace d i with the next most frequently accessed data. Therefore, From this example and verified by simulations in [8] , DAFN is a good scheme because duplicated data can be removed from neighboring nodes and the memory size can be used effectively. However, the data availability may be affected when the link failure probability is high. Fig. 1 illustrates the average data availability as a function of link failure probability. As can be seen, the average data availability of DAFN drops as the link failure probability increases.
To address the weakness of DAFN, we can design a new scheme, denoted as "Our" in Fig. 1 . In our scheme, both N 1 and N 2 host d 1 and d 2 due to their high data access frequency. As shown in Fig. 1 , the data availability in our scheme becomes higher than that of DAFN when the link failure probability is higher than 0.25. Another advantage of our scheme is the low-query delay. Since the data items are buffered locally, the query delay of our simple scheme should be much shorter than that of DAFN when accessing
In this example, the simple solution outperforms the DAFN scheme because DAFN does not consider two important factors: the link stability between mobile nodes and the query delay. Due to the complexity of the data replication problem shown in Appendix C, available in the online supplemental material, we propose some heuristics.
Heuristics. Because mobile nodes have limited memory, it is impossible for them to hold all their interested data items. As a result, they have to rely on other nodes to get some data. If mobile nodes only host their interested data, it is possible that some data items are replicated by every node while some other data items are not replicated by anyone. Therefore, it is important for mobile nodes to cooperate with each other and contribute part of their memory to hold data for other nodes. The problem is to determine the memory space that a mobile node should contribute because bad cooperation may actually degrade the performance, as shown in the above example.
We have the following heuristics: For a mobile node, if its communication links to other nodes are stable, more cooperation with these nodes can improve the data availability; if the links to other nodes are not very stable, it is better for the node to host most of the interested data locally. The above heuristic mainly addresses the issue of data availability. For query delay, it is better to allocate data near the interested nodes. The degree of cooperation affects both the data availability and the query delay. In the following, we propose various schemes to achieve various performance goals.
The Greedy Data Replication Scheme
One naive greedy data replication scheme is to allocate the most frequently accessed data items until the memory is full. However, this naive scheme, referred to as Greedy, does not consider the data size difference between different data items. The data size should be considered because smaller data require less memory space, and hence replicating them can save some memory space for other data items. Therefore, a better greedy scheme is to calculate the data access frequency of a data item d k by normalizing it against the data size, i.e., a ik =s k .
This greedy scheme, referred to as Greedy-S, lets node N i repeatedly pick the data item with the largest a ik =s k value from the data set that has not yet been replicated at N i until no more data can be replicated in the memory. One drawback of the greedy scheme is that it does not consider the cooperation between the neighboring nodes and hence its performance may be limited. We present the performance analysis and numerical results in Appendix D, available in the online supplemental material. The following sections present schemes that apply different levels of cooperation between neighboring nodes following our heuristics.
The One-To-One Optimization (OTOO) Scheme
In this scheme, each mobile node only cooperates with at most one neighbor to decide which data to replicate.
Suppose node N i and N j are neighboring nodes. N i calculates the combined access frequency value of N i and N j to data item d k at N i , denoted as CAF k ij , by using the following function:
Similarly N j calculates its combined access frequency to d k with the following function:
We also need to consider the increased data availability due to neighboring nodes. If the neighboring node N j of N i has already replicated the data and the link failure probability between N i and N j is low, N i is less likely to replicate this data because it can always get the data from N j . However, if the link failure probability is high, N i may like to replicate the data locally. Therefore, we define a priority value for node N i to replicate data d k given its neighboring node N j , denoted as P k ij , by using the following function:
where ! k ij indicates the impact on data availability by the neighboring node and the link failure probability. The value of ! k ij is calculated as follows:
Each node sorts the data according to the priority value P and picks data items with the highest P to replicate in its memory until no more data items can be replicated. The P value function is designed so that 1. it considers the access frequency from a neighboring node to improve data availability; 2. it considers the data size. If other criteria are the same, the data item with smaller size is given higher priority for replicating because this can improve the performance while reducing memory space; 3. it gives high priority to local data access, and hence the interested data should be replicated locally to improve data availability and reduce query delay; 4. it considers the impact of data availability from the neighboring node and link quality. Thus, if the link between two neighboring nodes are stable, they can have more cooperations in data replication.
It is possible that according to OTOO, node N i should host d j but N i is separated from nodes that have d j because of network partitions. In this situation, N i selects the next best candidate (data item) according to the replication scheme. This rule is also applied to other replication schemes proposed in the following. The detailed pseudocode and descriptions of the OTOO scheme and the following schemes are provided in Appendix E, available in the online supplemental material.
The Reliable Neighbor (RN) Scheme
OTOO considers neighboring nodes when making data replication choices. However, it still considers its own access frequency as the most important factor because the access frequency from a neighboring node is reduced by a factor of the link failure probability. To further increase the degree of cooperation, we propose the Reliable Neighbor scheme which contributes more memory to replicate data for neighboring nodes. In this scheme, part of the node's memory is used to hold data for its Reliable Neighbors. For node N i , a neighboring node N j is considered to be N i 's reliable neighbor if
where T r is a threshold value. Let nbðiÞ be the set of N i 's reliable neighbors. The total contributed memory size of N i , denoted as CcðiÞ, is set to be
where is a system tuning factor which affects the memory allocated to itself and its neighbors. Intuitively, N i contributes more memory if its links with neighboring nodes are more stable. The two extreme cases are: 1) when CcðiÞ ¼ C, N i contributes all its memory to hold data for neighboring nodes; 2) when f ij ¼ 1; 8N j 2 nbðiÞ, N i does not contribute any memory. The reason behind the RN scheme is that when links to neighboring nodes of N i are stable, N i can hold more data for neighboring nodes as they also hold data for N i . Because links are stable, such cooperation can improve the data availability. If links are not stable, data on neighboring nodes have low availability and may incur high-query delay. Thus, cooperation in this case cannot improve data availability and nodes should be more "selfish" in order to achieve better performance.
The data replication process works as follows: Node N i first allocates its most interested data to its memory, up to C À CcðiÞ memory space. Then all the rest of the data are sorted according to P to a list called the neighbor's interest list. The P value of N i to d k is defined as
The memory space of CcðiÞ is used to allocate data with the highest P values. There may be some overlap between N i 's interested data and the allocated data interested by N i 's neighbors. If during the allocation, a data item is already in the memory, this data item will not be allocated again and the next data item on the neighbor's interest list is chosen instead.
Reliable Grouping (RG) Scheme
OTOO only considers one neighboring node when making data replication decisions. RN further considers all one-hop neighbors. However, the cooperations in both OTOO and RN are not fully exploited. To further increase the degree of cooperation, we propose the reliable grouping scheme which shares replicas in large and reliable groups of nodes, whereas OTOO and RN only share replicas among neighboring nodes. The basic idea of the RG scheme is that it always picks the most suitable data items to replicate on the most suitable nodes in the group to maximize the data availability and minimize the data access delay within the group.
In the RG scheme, there is no redundant replication until every data item is replicated at least once. Therefore, the maximum degree of cooperation within the reliable group can be achieved. Because the function for selecting the best node to place each data replica considers the access delay between the query node and the nearest replication node in the group, the RG scheme can reduce the number of hops that the data need to be transferred to serve the query.
Due to the page limitation, the detailed protocol description and a comprehensive performance complexity and bound analysis of the proposed schemes are presented in Appendices E and F, available in the online supplemental material.
PERFORMANCE EVALUATIONS
In this section, we evaluate the performance of the proposed schemes: OTOO, RN2 (RN with ¼ 2), RN8 (RN with ¼ 8), RN16 (RN with ¼ 16), and RG by comparing them with the DAFN scheme [8] and the Greedy scheme through extensive simulations.
Simulation Setup
We have developed a simulator based on CSIM 19 [9] to evaluate the performance of the data replication schemes. At the beginning of the simulation, m nodes are placed randomly in a 2;500 m Â 2;500 m area. The radio range is set to be D. If two nodes N i and N j are within the radio range (i.e., Dði; jÞ < D), they can communicate with each other. The communication link between them may fail and the link failure probability f ij is defined as
Equation (6) is adopted according to the facts that the wireless signal strength decreases with a rate between the order of r 2 , where r is the distance to the signal source. For example, if two connected nodes have a long distance, they are easier to disconnect and the link failure probability between them is higher. is used to adjust f ij to a more reasonable value. The proposed schemes do not depend on the failure model in (6) and they are able to work as long as the failure probability between neighboring nodes can be estimated.
Similar to [8] , the number of data items n is set to be the same as the number of nodes m. Data item d i 's original host is N i , for all i 2 ½1; m. The data item size is uniformly distributed between s min and s max . Each node has a memory size of C.
Two access patterns are used in the simulation.
1. All nodes follow the Zipf-like access pattern, but different nodes have different hot data items. This is done by randomly selecting an offset value for each node N i : offset i , which is between 1 and n À 1. The actual access probability of N i to data item d k is given by
This means that the most frequently accessed data item id is moved to be offset i instead of 1; the second frequently accessed data item id is offset i þ 1 instead of 2, and so on. 2. All nodes have the same access pattern and they have the same access probability to the same data item. In order to avoid routing cycles on the query path, a maximal hop count is used to limit the number of hops for each query. It is set to be ffiffi
, where 2,500 is the size of the simulation area.
The performance metrics used in the simulation are mainly data availability and query delay. The amount of query traffic is also evaluated to show the protocol overhead. Here, we note that the amount of query traffic can also be used as a metric of system power consumption. This is because in wireless communication, data transmission is the key factor affecting the system power consumption compared to other factors such as disk or CPU operations [10] . Therefore, if there is more query traffic, more energy consumption is expected. If one replication scheme generates less traffic, it is more power efficient.
When a query for data d k is generated by node N i , if d k can be found locally, or at a node that is reachable through single or multihops, this access is considered successful. The query delay is the number of hops from N i to the nearest node that has d k multiplied by the data size, and query traffic is defined as all messages involved to serve the query. If d k is in the local memory of N i , the query delay and query traffic are both 0. Most system parameters are listed in Table 2 .
Simulation Results
Experiments were run using different workloads and system settings. The performance analysis presented here is designed to compare the effects of different workload parameters such as Zipf parameter, network size, radio range, memory size, and node mobility (due to the space limitation, the effects of different mobility models are provided in Appendix G, available in the online supplemental material). For each workload parameter (e.g., the mean update arrival time or the mean query generate time), the mean value of the measured data is obtained by collecting a large number of samples such that the confidence interval is reasonably small. In most cases, the 95 percent confidence interval for the measured data is less than 10 percent of the sample mean.
Fine-Tuning T r
In Fig. 2 , we evaluate the effects of T r , which affects the number of cooperative neighbors in the RN scheme and the RG scheme. Larger T r results in smaller number of cooperative neighbors, and vice versa. We can see that T r has more significant effects on the performance of RN2 (RN with ¼ 2) than RN8 and RN16, because RN2 contributes the largest portion of the memory size to neighbors. The performance of the RG scheme is also affected by T r , because the change of T r affects the number of nodes in a reliable group. From Fig. 2a , we can see that when T r < 0:4, as long as T r increases, the data availability of RG, RN8, and RN16 are decreasing while the data availability of RN2 is increasing; when 0:4 < T r < 0:6, all schemes have a decreasing trend in data availability as T r increases; similar trend can be found when T r > 0:6. In Fig. 2b , when T r changes from 0.2 to 0.4, RG and RN2 have a large decrease in query delay; however, when T r becomes larger than 0.4, all four schemes have stable and small delay decrease. When T r is around 0.6, all schemes have relatively stable performance, which means the change of T r does not have significant effect on the relative performance of different data replication schemes. Thus, we use T r ¼ 0:6 in the following.
Fine-Tuning
By controlling , the link failure probability can be adjusted. When the link failure probability deceases, data availability increases as shown in Fig. 3 . We choose ¼ 0:95 to achieve a balance among all replication schemes.
As can be seen from the figure, DAFN has high-query delay because it tries to avoid duplicated data among neighboring nodes. Even if a data item is popular among two neighboring nodes, it is still allocated at only one of the neighboring nodes. Therefore, many accesses have to be satisfied by the querying neighboring nodes, which increases the query delay. For similar reasons, the query delay of RG is also high. However, RG considers all nodes in a reliable group during data replication. It organizes data better within each reliable group, which helps RG achieve higher data availability.
Effects of the Zipf Parameter ()
In this section, we evaluate the effects of the Zipf parameter on the system performance. As increases, more accesses focus on hot data items and data availability is expected to increase. Fig. 4 demonstrates the effects of the Zipf parameter on the system performance when nodes have different access pattern. Fig. 4a shows that the proposed schemes outperform the DAFN scheme in terms of data availability in most cases. The reasons are as follows: first, our schemes consider the link failure probability when replicating data (for OTOO and RN) or organizing groups (for RG); second, the OTOO and RN schemes avoid replicating data items that are not frequently accessed by using the P value. On the other hand, the DAFN scheme does not consider the link failure probability and it sometimes replicates data items with low-access frequency instead of frequently accessed data items, as shown in the example in Section 3.1. Fig. 4b shows the query delay of different schemes. The DAFN scheme is outperformed by the proposed schemes in all situations. This shows that our schemes can achieve better performance in terms of data availability and query delay. From Fig. 4b , we can also find that the relation of query delay is RG > RN2 > RN8 % RN16 > OTOO. This shows that when nodes have different interests, to achieve a low-query delay, it is better for them to host the data that they are interested in, and cooperation among them does not show significant advantage. Fig. 5 shows the effects of the Zipf parameter on the system performance when nodes have the same access pattern. We can see from Fig. 5 that all the proposed schemes perform much better than the DAFN scheme in terms of data availability and all the proposed schemes in most situations perform better than DAFN in terms of query delay. Greedy-S performs better than Greedy because it gives higher priority to data items with smaller size, and thus more important data can be replicated and the performance is improved. Comparing RN2, RN8, RN16, OTOO, and RG, we find that the relation of their data availability is RG > RN2 > RN8 > RN16 % OT OO (RG performs the best as expected) while the relations of their query delay is RG > RN2 > RN8 > RN16 > OTOO (OTOO performs the best). This clearly shows the trade-offs between these two performance metrics. Higher degree of cooperation improves the data availability, but it also increases the query delay because more data items need to be retrieved from neighboring nodes. This figure also gives us directions on how to achieve certain performance goals. If high data availability is required, nodes should be more cooperative with neighboring nodes so that more data can be replicated in the network. If low-query delay is more important, nodes should be more "selfish" so that requests can be served locally instead of by neighboring nodes.
Since RN2, RN8, and RN16 exhibit similar performance when other parameters change, to make the simulation figures clear, we will only use RN8 to represent the RN schemes.
Effects of the Number of Nodes in the Network (m)
The number of nodes in the network indicates the node density of the network. When the number of nodes increases, the density of the network increases and it becomes better connected and the data availability increases. Fig. 6 shows the effects of the number of nodes on the system performance. In Fig. 6a , we can see that when there are only 100 nodes in the network, all schemes have relatively lower data availability due to the sparse network connectivity. As the number of nodes increases, nodes have more opportunities to get the data from their neighboring nodes, and all schemes have performance improvements in terms of data availability as expected. When the network density further increases, e.g., in a 500-nodes scenario, the data availability of all schemes approaches to 0.9. Similar observations can be found in Fig. 6b . Therefore, we choose m ¼ 300 as the default setting to see the effects of different schemes on the system performance. Fig. 7 shows the effects of the radio range on the system performance under different access pattern. When the radio range increases, the network is better connected and the data availability is expected to increase. Fig. 7a shows that all schemes perform as expected. The proposed schemes perform much better than DAFN when the radio range is small. When the radio range is very large, different schemes have similar data availability. This is because the network partition is very rare in this situation and most data can be found in a reachable node.
Effects of the Radio Range (D)
Figs. 7b and 7c show that the query delay and query traffic increase as the radio range increases. This is because when the network is better connected, some previously unavailable data can be found at faraway nodes. The proposed schemes always result in lower query delay and traffic than the DAFN scheme. When the radio range is extremely small, the query delay of all schemes reduces to near zero, since it is hard to find a neighbor with such small radio range and almost all requests are served locally.
Effects of Memory Size (C)
In this section, we evaluate the system performance when the memory size (C) changes. As C increases, more data can be hosted by a node and the data availability increases. Similarly, more data can be found locally as C increases and the query delay and query traffic decrease. Fig. 8 shows that when nodes have different access patterns, the proposed schemes increase the data availability while providing lower query delay and query traffic compared to the DAFN scheme. The difference of data availability for OTOO, RN8, Greedy, Greedy-S, and DAFN is not very large because when nodes have different access pattern, they can simply replicate their interested data locally to achieve a high data availability. Thus, the room for improvement is small. RG, however, organizes data replications within each reliable group. It can provide more different data items in each group. Thus, its data availability is much higher than other schemes.
CONCLUSIONS
In MANETs, due to link failure, network partitions are common. As a result, data saved at other nodes may not be accessible. One way to improve data availability is through data replication. In this paper, we proposed several data replication schemes to improve the data availability and reduce the query delay. The basic idea is to replicate the most frequently accessed data locally and only rely on neighbor's memory when the communication link to them is reliable.
Extensive performance evaluations demonstrate that the proposed schemes outperform the existing solutions in terms of data availability and query delay. Results also show that there is a fundamental trade-off between data availability and query delay. Higher degree of cooperation improves the data availability, but it also increases the query delay because more data need to be retrieved from neighboring nodes. Jing Zhao received the BS degree from Peking University, Beijing, China. He is currently working toward the PhD degree in computer science and engineering at the Pennsylvania State University. His research interests include wireless networks, distributed systems, and mobile computing, with a focus on mobile ad hoc networks. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
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