Abstract
Introduction population would track the changing optimum both by adaptation and migration (unless the 148 environment changes too fast in either space or time, leading to extinction). In relation to the static case, we are interested in whether the gradient in trait mean changes, which would lead 150 to a change in size of species range, and if there is any change to the critical gradient, above which the limited adaptation occurs. We address the evolution of genetic variance with a 152 population genetic model, assuming that the quantitative trait under selection is determined by n l loci with approximately additive effects and/or under weak selection. Then genetic 154 variance increases as a function of migration across the spatial gradient and perfect adaptation (in trait mean) to arbitrarily steep gradients is possible, until the population density 156 decreases to zero due to loss of fitness caused by variation around the optimum. Now the sole solution we found has a uniform population density. We are address whether now genetic 158 variance also increases with the rate at which the optimum changes in time; and whether the temporal change can drive limits to the species range (rather than just cause a uniform 160 decrease in density) when the variance can freely evolve.
162
In the first section, we study a quantitative trait using a phenotypic model with fixed genetic variance, using three different forms of density-dependence: simple regulation, where 166 population density is a function of the average growth rate, and two models of joint regulation of trait mean and population density, which we call logarithmic and logistic. In the second 168 part, we address the evolution of variance by finding the uniform solution for the population genetic model, and numerically iterating the evolution of allele frequencies. -here V A is additive genetic variance, V P the phenotypic variance and h 2 is the narrow sense 182 heritability h 2 ≡ VA VP . The predicted effect of selection on phenotype will be accurate only for weak selection as strong selection will generally distort Gaussian distribution of phenotypes 184 (see Bulmer 1980 , Ch. 9; ? ?): in this study, we would expect deviations namely when temporal change induces high fitness cost -due to directional nature of this selection.
186
Simple population regulation 188 We start by following change in the trait mean, whilst population density is a function 190 of mean fitness of the poplation. Throughout the paper, we assume that there is an optimal value θ[x, t] for the trait z[x, t], which is changing at a steady rate through space (x) and 192 time (t):
where b is the gradient of optimum in space and k is the rate of change of the optimum in 194 time. The habitat is one-dimensional, and the position on it is denoted by x.
196
The fitness
is a function of the adaptation of phenotype z at position x at time t and r θ is the fitness 198 when mean phenotype is perfectly adapted. V S is the variance of stabilizing selection around the optimum, the strength of stabilizing selection is 1 VS . As the phenotypic variance V P ≡
200
(z − z) 2 = z 2 − z 2 = (z − θ) 2 − (z − θ) 2 for any θ, the average fitness gives the intrinsic rate of increase of the population:
In the simple regulation we assume that local population density simply grows with the average fitness r[z]:
where K reflects the carrying capacity and 1/γ is the intensity of density-dependent regulation.
206
It follows from the above equations that, just as for a fixed environmental gradient patrick and Barton 1997, Eq. 1), the mean phenotype changes as:
We can immediately see a solution where the population adapts as the optimum moves:
210 the trait mean is z = βx − kt + a, β = b. Substituting this into Eq. 6 reveals that the lag a of the trait mean behind the optimum is a = ) . High genetic variance allows population to maintain 214 its trait mean closer to the changing optimum, but population growth rate also decreases with phenotypic variance (by VP 2VS ), and so there is an optimal variance when population has 216 the highest density: V A = 3 2k 2 h 2 V 2 S . With simple regulation, there is no other solution in which the population adapts to changing conditions.
218
Before embarking on a detailed discussion of the results, and for comparison with more 220 realistic models, it is useful to reduce the number of parameters by re-scaling time, distance and trait. Following Barton (2001) we therefore introduce:
where r * is the strength of density dependence at equilibrium (for simple regulation, r * = 1/γ as explained later in the logarithmic model with joint regulation of trait and density).
224
We then have three parameters A, B and k * .
The scaled growth rate is
The scaled parameters A, B and k * describe the decrease of fitness due to the standing genetic variance, the spatial gradient and the temporal change in the optimum. Specifically,
228
Ar * /2 is the standing genetic load, B 2 r * 2 is the load due to dispersal across the spatial gradient and k * 2 r * /2 is the load due to temporal change in the optimum over the character-
230
istic time ∆t = 1/r * . Relative to the time T = r * t, we get the loads of A/2, B 2 and (over ∆T = 1), k * 2 /2. Note that the lag load is described by the scaled variable a * = a √ r * VS : at 232 equilibrium, the lag load caused by the temporally changing optimum is 1 2 a * 2 r * .
234
Now, the re-scaled trait mean then changes as follows:
we get two locally stable equilibrium solutions for the trait mean Z = β * X − q * T + a * -one with uniform adaptation, where the gradient in trait mean matches the environmental 238 gradient, β * = B, and hence the range is unlimited, and another where adaptation is constrained by genetic variance, the gradient in trait mean is shallower than the environmental 240 gradient, β * < B and species' range is limited. With simple regulation, however, adaptation to temporal change only occurs for the uniform solution. (This is not the case for the joint 242 regulation, assessed later.) As the optimum changes over time, the trait mean changes at the same rate as the optimum (q * = k * ) and lags behind the optimum uniformly by a * = k * A .
244
Population density is uniform at n = e R = e r0− 1 2 (
, where r 0 ≡ r θ r * .
246
In the second solution, the population is adapted on a limited range and the gradient in
is shallower than the environmental gradient (see Table 17 .1 and Appendix).
274

Joint population regulation
276
Logarithmic model
278
It is more realistic to assume that there is a joint regulation of trait mean (Eq. 1) and population density. The population grows locally at rate r and migration is approximated 280 by diffusion with variance σ 2 :
where the growth rate r[n, z] and the intrinsic rate of increase, r[n, z], both depend on the 282 population density and adaptation in the trait:
As before, fitness depends on adaptation in the trait as follows:
First, we assess the logarithmic model, where the growth rate r e declines logarithmically as the carrying capacity is approached, r e = r θ − 1 γ log(
With logarithmic density dependence, the fitness is very high for low densities (n << K), followed by fast regulation. We use the logarithmic model because it converges to the 288 simple regulation near equilibrium (n → K). (Neglecting migration, at equilibrium we have r = r e + r g = 0, and hence using the above formula for logarithmic r e we recover is the density at carrying capacity, i.e. spatially homogenous equilibrium when the optimum is stable in time).
294
It is clearer to describe all solutions when the model is re-scaled as was done for simple 296 regulation (Eq. 7). In addition, we scale the population density so that it is equal to one when trait mean matches the gradient: Then (from Eqs. 1 and 11) for joint regulation of trait mean and logarithmic density-302 dependence we obtain:
These equations correspond to Eqs. 8 and 9 for fixed environmental gradient (k
Barton (2001).
308
We search for an equilibrium solution in the form of a traveling wave:
where U transforms the spatial coordinate according to the changing optimum:
and c * describes the speed of the traveling wave. Now the lag of trait mean behind the opti- In the extension from the simple to joint regulation, and as when the environmental gradient is fixed in time (Kirkpatrick and Barton 1997), we again find two classes of solutions: a 316 uniform adaptation and, when spatial gradient is steep (B > B c ), an adaptation on a limited range. Both solutions can be described jointly by the following formulae.
At equilibrium of joint regulation with logarithmic environmental growth rate, the scaled 320 lag of the trait mean behind the optimum is
where φ ≡ β * B describes the degree of adaptation in the gradient of trait mean. The population 322 density at equilibrium is
where
is the inverse of the variance of population density along U . The trait (e.g. Lande and Shannon, 1996) .
334
The population density is uniform in space, N = e 
Hence when the abundance of resource described by K is fixed, the fitness r as well as the 342 population density n are highest when V A = 3 2k 2 h 2 V 2 S -as with the simple regulation. 
352
Populations with limited adaptation (φ < 1) adapt slower than is the rate at which the 354 optimum changes in time (k * ) -the (scaled) trait mean changes at a rate determined by
. The rate of adaptation always increases with the standing genetic load
356
(Ã) and migration across the gradient (B) and is close to
where the rate of adaptation drops off sharply (see is independent of the rate at which the environment changes in time -the width as given by
380
Logistic density dependence
382
It is useful to understand how robust is the model against different assumptions about density dependent regulation. The logarithmic model leads to high growth rates at low 384 densities, and so we also assess the "logistic" model, with the environmental growth rate defined as r e = r m (1 − n K ). The scaled average growth rate for the logistic model is
. Scaling is the same as for the logarithmic model, described by Eq. 7 and N = 
392
We do not have an exact solution for the logistic model, but can obtain an approximation.
394
The population density at equilibrium is close to
2 )e −U 2 ζ * 2 , the approximate formulas for a * , c * and ζ * at equilibrium are the same as in the logarithmic model (see Eq. 17 396 and below), only the gradient in trait mean differs: now the relative gradient φ follows equa-
2 ), hence depends on the rate of temporal change 398 of the optimum as the lag a * is a function of k * . (To obtain this result, population density in the equation describing density regulation (Eq. 16) is approximated by N ≈ n *
Again, the population range would expand without limits if the scaled environmental 
408
For the equilibrium with uniform adaptation, scaled population density
declines significantly as k * increases and the population goes extinct if selection due to 410 temporal change is large relative to the standing genetic load scaled by the strength of
): a uniformly adapted population would go extinct if the temporal change in the optimum is greater than k e = 2r * VS h 2 V P so that the lag of trait mean behind the opti-414 mum becomes larger than a = √ 2V S r * , same as for unstructured population (see Lynch and
Lande, 1993, Eq. 11). The genetic variance, when the fitness r of the population is highest,
416
does not depend on the environmental growth rate and stays as for the simple regulation at
However, highest fitness does not coincide with highest population density, 418 which requires genetic variance V A = khV S -the density initially sharply increases with V A but drops to zero when phenotypic load is too high, VP 2VS > r m .
420
As the gradient B steepens relative to the scaled variance, A, another solution emerges.
422
The population living on a limited range can migrate towards favourable habitat, but its total population density reflects the rate at which the environment changes in space: the 424 difference between the optimal gradient and the gradient in trait mean increases with B (see 
.) The "extinction" gradient,
428
B e , slowly decreases with the rate optimum changes in time (k) and agrees well to the limit for logarithmic regulation when N tr = e −1 . Re-scaling to original units we obtain that such 430 an "imperfectly" adapted population goes extinct for changes in time, extinction gradient for population constrained by its genetic variance be-
436
In comparison to the static case, though gradients in trait mean stay nearly the same 438 whenever they exist, the faster moving optimum lead to zero densities sooner for uniform adaptation (see Fig. 6 ). Also, though stability of the uniform solution on the infinite range at the centre, adapts in the trait slower than is the rate of temporal change of the optimum, and survives by moving in space towards favourable habitat. The degree of adaption as mea-454 sured by the gradient in trait mean relative to the spatial gradient (which also determines the species range), and the critical gradient, above which the limited adaptation occurs, is 456 independent of the rate at which the optimum changes in time. 
470
Here we only assess the two alleles model, where the trait under selection is determined by n l diploid loci of additive effect with two alleles (with frequencies q i , p i , and effects 
where µ is the mutation rate, which is assumed to be symmetric. Now the genetic variance changes with allele frequency, so we get an extra term pi−qi 2VS arising from ∂r ∂z (using that
The cline shape in a static environment (k = 0) has been derived by Barton (1999 Barton ( , 2001 ), assuming that clines have the same form and are distributed in space so that the trait mean 480 matches the gradient. Then, allele frequencies change as 
488
As the optimum changes in time, allele frequencies will need to move in space. We are −c dp
and where the allele frequency (which was at the time t = 0 centered on u = 0) has a form
. Then dp du = 4 w pq and 
504
We can test the robustness of the predictions by iterating the two-allele model numerically,
506
following joint evolution in clines (and hence mean and variance) and population density, as described by Eq. 22 (Appendix) and 16. Initially, the population has no spatial adaptation:
508 allele frequencies at time zero are uniform in space and almost fixed to zero or one, with uniform distribution of deviations ranging from zero to 0.01. Over time, allele frequencies 510 diversify across the range to match the optimum (see Fig. 8 )
512
The population evolves to be uniformly adapted, with gradient in trait mean matching the optimum and lagging behind by a * = k * A (a = kVS VA in the original units), matching the 514 predictions for phenotypic model (see Fig. 7 and 9, top). Scaled genetic variance V stays very close to the prediction (above), V = B √ 2 ( Fig. 7 and 9 , middle). As genetic variance does 516 not increase above the static equilibrium when optimum changes faster in time, population density decreases towards zero when the loss of fitness due to temporal change is too large 518 relative to the standing genetic variance (Fig. 7 and 9 , bottom). The rate of decrease of population density is the only outcome which quantitatively differs between the logistic and logarithmic model -for logistic model, population density declines faster with k * , leading to extinction at k * ≥ √ 2A.
522
Discussion
524
In an environment which varies both in time and space, populations can survive by adapt- to explain when one or the other regime is likely, and when a population is likely to fail to track the change by adaptation and/or migration.
540
We ignore many complications in the phenotypic and genetic models presented in this specific complex scenarios can be tested.
550
Whether a population can adapt to an unlimited range depends on the dimensionless parameters A, B; its ability to respond to change through time depends on the scaled pa-rameter k * . These three parameters can be thought of as three kinds of genetic loads, each scaled relative to the strength of density dependence, r * . Ar * /2 is the standing genetic load, 554
i.e. loss of fitness due to genetic variance around the optimum; B 2 r * 2 is the loss of fitness when an optimally adapted population shifts by one dispersal range; and similarly, k * 2 r * /2 556 is the loss of fitness when an optimally adapted population shifts through the characteristic time 1/r * .
558
Below, we first outline the general results and then relate them to the real world by dis-560 cussing estimates of the scaled parameters. respectively. When we scale back to the original units, for the logistic model we recover
VS h 2 V P , which agrees with the result for an unstructured population (see (Lynch 604 and Lande, 1993, Eq. 11). Note that since A as a function of additive genetic variance V A only enters as a parameter, we do not get an explicit dependence of scaled population 606 density N on the environmental gradient; but when we scale back to the population density n = N K * , we uncover the trade-off between the standing load caused by genetic variance vs.
608
the increased ability of the population to adapt when additive genetic variance is higher. The "optimal" genetic variance (when the fitness is highest) is V A = 3 2k 2 h 2 V 2 S -again the same 610 as predicted for an unstructured population by Lande and Shannon (1996) . 2VS -both due to the static term, and as the decrease due to temporal change (last term) is smaller.
628
Evolution of variance
630
The equilibrium variance, which determines the rate of response to selection (Fisher 632 (1930)), depends on the shape of fitness as a function of phenotype and space. When optimum moves in time, the equilibrium variance must be also dependent on fitness form; 634 therefore below, we discuss studies of moving optimum of a Gaussian, or approximate Gaus-
), fitness as used in our model, extended with spatial gradient.
636
We can get an idea about the optimal distribution of phenotypes in a single unstructured number of polymorphic clines changes as the optimum moves in time (and we assume that alleles are at linkage equilibrium), the predicted variance stays the same as for the static case.
664
The above predictions can be tested by numerically iterating the two-allele model over 666 time, so that the shape, spacing and number of (variable) allele frequencies are not constrained. The solutions confirm that the variance stays at the same level as maintained by 668 gene flow across the environmental gradient in the static case, even though as k * increases, population density gradually drops to zero (see Fig 7) , and better adaptation would be pos-670 sible if V A was higher. The variance does not increase above the static equilibrium even when we add mutation to the model. We can imagine that if population was age structured this is the scope for a separate paper and we do not elaborate on the topic here.
680
Because genetic variance of an additive trait tends to evolve towardsV = √ 2B; in terms of the original unitsV A = bσ √ V S ), spatial gradient facilitates adaptability in time: we can 682 clearly see from the formula for the fitness maximum at V A = 3 2k 2 h 2 V 2 S that the population grows fastest when bσ ≈ 3 2k 2 h 2 VS , which also gives the highest population density for this dispersal load must be balanced against the increase in relative mean fitness due to selection, which equals the standardized additive variance in fitness (
718
By dispersal of expected distance σ away from the optimal habitat, fitness decreases by ∆r x→x+σ = B 2 r * 2 . The decrement of fitness due to dispersal and mutation (∆log(W ) ≈ ∆r) 720 is at equilibrium balanced by its increase via additive variance in fitness, V W : from Burt's reviews (above) we see that V W ≤ 0.1; if we ignore mutation,B . = 0.15/r * and B ≤ 0.3/r * .
722
How fast might optima change through time? In reality, change may occur over all 724 timescales, rather than as a simple linear change as assumed here. However, fast changes will average out, and slow changes will have negligible effect: we are concerned with changes that 726 occur over the joint evolutionary and ecological timescales. The load from a perfectly adapted population, due to changing optimum over characteristic time 1/r * , is
can get an estimate of a load due to temporally changing environment from the speed of advance of the range due to temporal change in the environment. This speed (in terms of Approximately, the load due to temporally changing optimum is around
equilibrium; using the medians for B and r * we get an upper estimate of k * at about 2.7 (σ is necessarily going to be an underestimate to some extent as migrants long distance away will not be measured and because dispersal may increase during expansion).
740
Finally, the characteristic time is given by the inverse of the strength of density dependence 1/r * , where r * is the rate of return towards the equilibrium at carrying capacity,n m : 
758
The above overview gives estimates for the standing genetic load per trait aroundÃr * /2 . = 760 0.005 (generally smaller than 0.7), the total dispersal load aroundB 2 r * 2 . = 0.02 (generally smaller than 0.1) and the strength of density dependencer * . = 1, mostly smaller than 2.5.
762
From the anecdotic butterfly example we see that some populations can adapt to a large selection due to temporally changing optimum, obtaining the upper indirect estimate of the 764 load due to the temporal change k * 2 r * /2 . = 3.6. Ideally, we would like to get all three loads, and the growth rate r * estimated for one species, as they may well be correlated. We have 766 not find such data, and the above paragraphs are intended to give some idea about the range, possible ways of estimating and illustrate the meaning of the load parameters.
768
There are many studies of and of adaptation to temporally changing environment (see With simple regulation, we only need to follow the evolution of the trait mean, Z (Eq. 798 10). We introduce a perturbation to the equilibrium solution for trait mean, obtaining
. Equilibrium with uniform adaptation has β * = B, a * = k * A , 800 q * = k * and substituting Z ǫ into Eq. 10 leads:
We can immediately see that perfect adaptation is locally stable, as perturbation always 802 decreases over time -without migration, at a rate λ = −A.
804
Perturbation around "imperfect" adaptation, where
B 2 ) and q * = 0 (a * is arbitrary, set to zero*) grows at a rate :
where β * + . The gradient in trait mean is independent on the rate the optimum changes in time, k * , and so is the stability.
818
Joint regulation: stability for k = 0, logarithmic model
820
Under joint regulation, we follow both evolution of trait mean (Eq. 15) and dynamics of 822 the population density (Eq. 16). For uniform adaptation, around equilibrium at k = 0 we
Hence without migration, the perturbation changes at a rate λ 1 = −A and λ 2 = −1. 
830
For adaptation on limited range, around equilibrium we have (for k
and
Under joint regulation, obtaining eigenvalues for nonuniform solution appears intractable 836 even for k * = 0, so we assess the stability using discrete lattice with stepping stone migration. Also, we know that the stability of the equilibrium is sensitive to behaviour on the 838 boundaries, which is easier to address in a stepping stone model. 
where 
854
We follow the population density in the original units, attempting to match the continuous
∂X 2 + Rn -with a stepping-stone model. After selection, the population 856 density is
where the growth rate is either logarithmic,
or logistic,
Migration is after selection (to keep the rate of change consistent with the continuous model,
860
T + δT → T ),
The carrying capacity is set to K = 1 and heritability h 2 = 1; for logarithmic model, 
864
After selection, the allele frequencies are
and after migration,
We use a stepping stone model on a spatial lattice with spacing δX and time step δT , where the migration rate m ≤ 1/2 is scaled according to the spacing, m = ; and as we display the density n(x) in the original units, further parameters are K = 1, r 0 = 0, h 2 = 1. Cline shapes and more details of the equilibrium solution are shown in the appendix (Fig. 9 and 8) . 
