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Abst ract - -we  consider the degree levation and reduction of B~zier curves as the filter bank 
process. The process consists of the synthesis filters and the analysis filters. Using the relationship of 
basis changes, we find what these filters are and how these filters are related. Explicit forms of each 
filter are given and the best degree reduced B~zier curves in the L2-norm, LC~-norm, and Ll-norm 
are obtained easily from the analysis filters. 
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1. INTRODUCTION 
Let Vn be the space consist ing of all (functional) B~zier curves of degree _< n. A basis Bn of V~ 
consists of Bernstein polynomials  
B.~(t)= (n ) t i ( l - t )  i, i=0 ,1 , . . . ,n .  
That  is, Bn -~ {BE(t),  B~( t ) , . . . ,  Bnn(t)}. A B~zier curve fn(t) in Vn is expressed as 
fn(t) = ~ biB,(t), 
i=o 
bi CR. 
The points bi(i = 0, 1 , . . . ,  n) are called the control points of the B6zier curve. We can identify 
the B6zier curve fn(t) with the coordinate vector ( fn)B,  ~ [b0, b l , . . . ,  bn] T. 
The degree reduct ion of B6zier curve fn(t) in Vn is a process which associates a Bdzier curve 
fn- l (t)  in Vn-1 to fn(t) and it amounts to generat ing the coordinate vector ( f~-1)8, ,_  1 from 
the given coordinate vector (fn)B,. The s tandard  approach for generat ing (fn-1)B,,_ l  is to use a 
certain form of fi ltering and downsampl ing on ( f~)~, .  This process can be expressed as a matr ix  
equat ion 
(f'~-1)B,_l = A~(I~)~,~, (1.1) 
where A '~ is an n x (n + 1) matr ix.  Since (fn--1)Bn_ ~ contains fewer control points than (f'~)B .... 
some detai l  may be lost in this fi ltering process. If A n is appropr iate ly  chosen, the lost detai l  can 
be given as 
dn ~- Bn(fn)B,,, (1.2) 
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where B n is a 1 x (n + 1) matrix, which is related to the matrix A ". Such matrices A n and B n 
are called ana lys i s  f i lters. The process of splitting ( f " ) s .  to ( f~- l )B . _  1 and dn is called 
decompos i t ion .  Conversely, (fn)B. can be recovered as 
(fn)B,, = E n (fn-1)B,,_l + Fndn, (1.3) 
where E n is an (n+ 1) x n matrix and F ~ is an (n+ 1) × 1 matrix called synthes is  f i lters. This 
recovering process is called reconst ruct ion .  
The above decomposition process can be applied recursively as follows: 
A n A ~ - 1 A 3 A ~ _ 
------+ "'" (f')t32 (fl)~, 
:.,,., 
dn " "  d3 d2 
Figure 1. Filter bank process for degree reduction. 
This recursive process with the reconstruction process (1.3) is known as a f i l ter bank  process  [1]. 
In this paper, we propose a simple and elegant method to obtain the best (in given norm) 
degree reduced B@zier curve fn - l ( t )  in Vn-1 to a given B@zier curve fn(t) in Vn by means of 
this filter bank process. First, we note that  the synthesis filters E n and F ~ can be obtained 
by a degree elevation process and an approximation theory, respectively. By the relationship 
between the synthesis filters and the analysis filters, we obtain the analysis filters A n and B n 
from E n and F ~ by a simple matrix inversion. The best degree reduced B~zier curve fn - l ( t )  is 
then determined by the analysis filter A n. We actually obtain the analysis filter A~'s for the best 
degree reduction fn - l ( t )  in Vn-1 of the B@zier curve fn(t) in Vn in the L2-norm, L~°-norm, and 
L l -norm. For the previous works on the degree reduction of B@zier curves, see [2-4], etc., where 
more emphasis is given to the algorithms of degree reduction. 
2.  F ILTER BANK AND DEGREE REDUCTION 
The space Vn of all B@zier curves of degree <_ n is an (n + 1) dimensional vector space and 
Vn's are nested as V0 C_ V1 c . . .  c_ Vn-1 C V~. In fact, any lower-degree B@zier curve can be 
expressed as a linear combination of higher-degree Bernstein polynomials by the degree elevation 
algorithm [5]. Therefore, we have the following direct sum representation: 
Vn= Vn-14 
where the dimension of Vn-1 is n and that of Wn-1 is one. 
If e n is a nontrivial function in Wn-1, then Cn {B~- l ( t ) , .  n-1 = .., B _ (t), en(t)} forms another 
basis for Vn. Thus, every curve fn(t) in Vn can also be represented by 
fn(O = fn - l ( t )  + dnen(t), (2.a) 
where fn-1 is in Vn-1 and dn is a constant. 
I f  [I ' [I is a norm on Vn, then the error function e(O = fn(t) - fn - l ( t )  of the approximation 
fn-1 to fn  is measured as 
ll ll = I l l  - In - i l l  
= Idnl ne~n •
Thus, if we take the polynomial en(O as the extremal monic polynomial of degree n which mini- 
mizes the norm Hen[[ on the set of all monic polynomials of degree n, then we shall have the best 
degree reduced approximate curve fn - l ( t )  to the B@zier curve fn(t) in the norm I1" I[ with the 
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error Id~lll:l[. We know that such extremal polynomials are given by constant multiples of Le- 
gendre polynomials, and Tchebycheff polynomials of the first kind, and Tchebycheff polynomials 
of the second kind in the L2-norm, Lee-norm, and LKnorm in Vn, respectively [6]. 
By taking the extremal polynomial en(t) in (2.4), we have for an appropriate constant dn 
: ( t )  = f'~-~(t) + dn : ( t ) ,  (2.5) 
and another basis given by Cn =/3n-z O {e n} for In. If we have appropriate analysis filters A n 
and B n generating (fn-1)t3,_ 1 and dn, respectively, then 
(:n)C, = ( f  )t3.._1 
dn (2.6) 
- B n ( f )~. .  
This shows that the matrix Qn=[AnlB  
is the basis conversion matrix from 13n to Cn. Conversely, the coordinate vector (fn)~., can be 
obtained from (1.3) as 
n--1 1 /(s fin).° = [En F n]L dn (2.7) 
= [E n F"]  ( : )c , , .  
Therefore, it is shown from (2.7) that the matrix pn = [E n F n] consisting of synthesis filters 
is the matrix of the basis conversion from C~ to Bn. We have the following equation from (2.6) 
and (2.7): 
(fn)t~, = E n (fn-1)s,~_~ + F n dn 
n F n B n n = En An ( f )a .  + ( f )~ ,~ 
= [E '~A ,~ + F nB  n] ( fn )B .  
Since ( fn)s .  is an arbitrary vector, we have 
I = [E n F n] Bn 
= p ,~ Q~.  
(2.s) 
(2.9) 
In order to complete our statement, we review a simple fact from the theory of linear algebra 
which gives the relation between coordinates with respect o two different bases in the same 
vector space; see [7]. 
PROPOSITION 2.1. Let V be an n-dimensional vector space and 13 = {Vl,.. •, vn} be a basis of V. 
Suppose C = {wl , . . . ,  Wn } is a new basis given by 
and let 
wj = EP i jV i ,  vj = qijwi, (2.10) 
i=I i=1 
Then P, Q are nonsingular and 
P = [p{j], Q = [q~j]. 
p-1 = Q, Q-I = p. (2.11) 
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Fur thermore ,  i f  v = xxv l  + . . .  + XnVn = y :w:  + " "  + y ,  wn, that  is, 
(v)~=(x:,...,~n), (~)c=(y:,...,un), 
then [:] (:] o[x: 
We note that (2.11) insures the validity of (2.9). From (2.10), we see that pn and Qn in (2.9) 
are obtained by taking entries {p~j} and {q~}, respectively, as in the representations 
B~-:(t) ~ nBn ' t "  = ~_.,Po i t ) ,  
i=0  
n 
en(t)  = EP i~B~(t ) ,  
i=0  
j = 0, 1 , . . . ,n -  1, (2.12) 
(2.13) 
and 
n- -1  
By( t )  = Eq~B~- l ( t )  +q~jen( t ) ,  j = 0,1, . . .  ,n. (2.14) 
i----0 
We know that {p~}(i = 0, 1 , . . . ,  n, j = 0, 1 , . . . ,  n - l )  in (2.12) is obtained by the degree levation 
algorithm, that is, 
1 , i= j ,  
n 
p~= -,i i= j+ l ,  
n 
0, otherwise, 
which is one of synthesis filters, say E n. Another synthesis filter F n is obtained from (2.13). 
Now, we find the analysis filters from the above synthesis filters E n and F n as follows: 
An Qn (2.15) 
B ~ 
= (pn) - :  (2.16) 
= [E '~ f'~] -1 (2.17) 
.n  
n 
1 
n 
0 
0 
0 
0 0 
(~ - 1) o 
n 
2 (n - 2) 
n n 
O . ,  . 
0 0 
o 0 p~. 
0 0 P'~n 
0 0 P'~n 
: : : 
(n- l)  I 
pn~_in n n 
n 
0 - p~ 
n 
(2.18) 
which indicates that the analysis filter A n generating the best degree reduced approximate curve 
is obtained by the inversion of the augmented degree levation matrix in (2.18). 
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We can invert the above sparse matr ix  in (2.18) by Gaussian el imination algorithm. We first 
adjoin the identity matr ix  to the matr ix  in (2.18) to get the following matrix: 
"n  0 
n 
1 (n - 1) 
n n 
2 
0 
n 
0 0 
0 0 
" ' "  0 
" ' " 0 
"°  " 0 
(n - I )  
n 
0 
0 ,3~' 1 0 
0 3~ 0 1 
o ~ o o 
1 
n 3n-1 0 0 
n 
3X o o 
n 
where I is the n + 1 by n + 1 identity matr ix  and 
0 " "  " 
0 
1 
0 " • " 
. °  • 
0 0 
0 0 
0 0 
: : 
0 1 
0 0 
- 
0 
0 = [a~ 
0 
1 
-] Z? i ,  
(2.19) 
3n= n pi,~, i = 0, 1 , . . . ,  n. 
F 1 
By applying row operations to the matr ix lain /3n " I /  to make [a~l diagonal, the matr ix  
in (2.19) becomes 
n 0 0 0 
n 
0 (n - l )  0 . . .  0 
n 
0 0 (n -  2) . . .  0 
n 
: : : " . .  : 
1 
0 0 0 . . . .  
n 
0 0 0 . . .  0 
: 
e8 
1 n 
e'~ - n3O 
2 2 .1  
e~ n - T el~ + n(n - 1-------~ Z8 
~n-1  ~nn--2 + ' ' "  
n n n(n - ~." - ye~_~ + ~.- i l )~."_2 . . . .  
where for i = 0, 1 , . . . ,  n, 
n- i  i j ,  
~.  = ,~ ' ( j=o ,  1 . . . .  ,n - l )  
o, i# j ,  
i i ( i  - 1) ,~ 
Z? n - i + 13in-1 + (n - i + 2)(n - i + 1) 3i -2 
i ( i  - 1)(i - 2) .• .2 .1  -n 
: k z : ,  
~,iJ k=O 
0, i< j ,  
7~ = 1, i = j ,  ( j  = 0, 1 , . . . ,n ) .  
(-1)*+J (~) i > j, 
(,:) , 
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The matrix [c)i ~ /~n " ,~j] is of the form 
"1 0 0 0 ..- * " 1 0 0 -.- 0" 
0 * 0 0 ... * * 1 0 ... 0 
0 0 * 0 ... * x* * 1 ... 0 
0 0 0 0 -.. * * * * ..- 1 
Applying the elementary operations which make the matrix -n -n [ aij fl~] be the identity, we have the 
matrix [~]  on the right side as follows. For i = O, 1, . . . ,  n - 1 and j = O, 1, . . . ,  n, 
{ (-- n+J+l~(n) 
1) na ~ j , 
= 1 i+j (J) 1 '~+J ~ i/n'~ ( - )  a".U)' 
1.  1(.) 
i < j ,  
i> j ,  
Since 
( -1 , i+ J (~) - ( -1 ) '~+J '~(~)  (~) - ( -1 )n+i+J  1 (~')k~.. ° ( ) _ _  _ _ ~  k n n , , (n) = (-1)i+J (n) /~ (~.) (-1) k flk 
-n+'* J  1 (~) { (-1)nflnn - ~'~(-1)k (k )  ~ } =(1)  ann (n---y k=O 
=(1)  an(n) E (-1)k fl~' 
k=i+l  
we have the inverse matrix Qn = [qi~] as follows. For i = O, 1, . . . ,  n - 1 and j = O, 1, . . . ,  n, 
n 7n 
q~ = n -  i ~/ ij 
( _ l )n+i+j+l l  (7 )~t~(_ l )k (  )i lk ' 
= ("7. k 
n+~ " 1 (7) (n )  n (-1) + '~ ~ (-1) k Zk, 
(nT , )  k=i+l k 
n _ ~n 
qnj -- "~rid" 
i< j ,  
i k j ,  
We summarize the consequences in the following theorem. 
THEOREM 2.2. Suppose en(t) is the extremal monic polynomial of degree n which minimizes a
given norm [[ • [[ in the set of a11 monic polynomials of degree n and is given by 
n 
?% Tg • en(t) = E fli B, (t), 
i=0  
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that is, F n = [fl~] is one of the synthesis filters. Then the analysis filters A n = [a~] and B n -- [b~] 
generating the best degree reduced approximate Bdzier curve fn - i  (t) in Vn-1 to the given Bdzier 
curve fn(t)  in Vn and its detail are, respectively, given as follows. For 0 < i < n -  1 and 0 < j <_ n, 
n i 
( l~n+,+j+ 1 1 ( j)  V ' r  .~k(n~nn 
Pn ~ i ) k=O \ '~ /  
a~j ~ n n 
~" 1,n+i+j 1 ( J )  x--" ~" 1,k (n~r~n 
p~ ~ ~ ) k=~+l \~/  
/in 
i< j ,  
i> j ,  
where 
/~n n ---- (--1) n -1  k k" 
k=O 
3. EXAMPLES 
We apply our theorem to the best degree reduction of B6zier curves on L2-norm, L~-norm,  
and LZ-norm and obtain the corresponding analysis filters A n and B n. 
3.1. L2 -Norm 
The extremal monie polynomial of degree n in this norm is given by (~n) - lP~(2t  - 1) where 
Pn(x) is the Legendre polynomial of degree n. Since Pn(2t - 1) is given by 
n () 
72 n 
Pn(2t - 1) = E( -1 )  n+k k Bk (t) (3.20) 
k=O 
(see [8]), we have the synthesis filter F n = [f~] as follows: 
= (2nn), k=O,  1 , . . . ,n .  
Thus, the analysis filters A n -- [a~] and B n = [b~] are given as 
z 
n = (n )  ~ i ) k=o\~/  
ai j  [ n 2 
-1  + 3 _ _ ~  ( )  ,2n\ /n - i ,  E (k  ~ , 
(n )  t ~ ) k= i+ l \  / 
for i =0 ,1  . . . . .  n -  1 and j  = 0,1 . . . . .  n. 
i< j ,  
i>  j, 
3.2 .  L°° -norm 
In this norm, 2-2n+lTn(2t-1) is the extremal monic polynomial where Tn(x) is the Tchebyeheff  
polynomial  of the first kind of degree n. Since we have the following identity: 
n [2n'~ 
Tn(2t - 1) K - ' r _ l~n+k ~2k/~nr,~ (3.21) 
k=O 
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(see [8]), the synthesis filter F n = [fl~] is given by 
Z~- (--l)n+k (~)  
22n-1 (k ) '  
Thus, the analysis filters A n = [as'}] and B n = [b2] are given as 
{ (-1) i+j+l (~_____~) 2n 
• ( 
as ;= ( -1 )  i+j (;) ~ [2n~ 
22n-1 n-1 \ )2k  ' ( i )  k=i+l (°) b j ' 
for i = 0 ,1 , . . . ,n -  1 and j  = 0 ,1 , . . . ,n .  
k = 0 ,1 , . . . ,n .  
i< j ,  
i> j ,  
3.3. L1-Norm 
In this norm, 2-2~Un(2t - 1) is the extremal monic polynomial where Un(x) is the Tchebycheff 
polynomial of the second kind of degree n and the following identity is given in [8]: 
~2k+tJ Br~(t). (3.22) Un(2t -  1)= 2 (~) 
k=0 
Thus, the synthesis filter F n = [fl~] is given by 
(_l)n+k r2n+2~ ~.2k+l/ k = 0, 1, . . . ,  n. 15~= 22n'l- 1 (~) 
The analysis filters A n = [@if and B ~ = [b~] are given as 
i>  j ,  
n-1  \ 1 )  2k+ ' - ( ) 
b2 = ( -1)n+J  (~.) ,  
fo r i  = 0 ,1 , . . . ,n -  1 and j  =0,1  . . . .  ,n. 
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