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Resumo 
O tema desta dissertação é a teoria de álgebras com identidades polinomiais. O texto introduz as 
primeiras definições necessárias para o estudo de tal teoria, bem como alguns dos resultados 
mais importantes que surgiram nas últimas décadas. 
Apresentamos identidades minimais em álgebras matriciais (Teorema de Amitsur-Levitzki). 
Além disso, provamos que o produto tensorial de duas PI álgebras é uma PI álgebra (Teorema de 
Regev), o Teorema da Altura com algumas aplicações e o Teorema de Nagata-Higman sobre a 
nilpotência de nil álgebras. Discutimos também os Problemas de Kurosh e Specht. A maioria 
destes resultados são aplicações de métodos combinatórios (noção de altura, representações do 
grupo simétrico) à teoria de álgebras com identidades polinomiais. 
Abstract 
The subject of this dissertation is the theory of algebras with polynomial identities. The text 
introduces the first definitions that are needed to study this theory, as well as some of the most 
important results that appeared in the last decades. 
We present minimal identities of matricial algebras (Theorem of Amitsur-Levitzk:i). 
Moreover, we prove that the tensor product of any two PI algebras is a PI algebra (Theorem of 
Regev), the Theorem on Height with some of their applications, and the Theorem of Nagata-
Higman about nilpotency of nil algebras. We discuss too the Problems of Kurosh and Specht. 
Most ofthese results are applications of combinatorial methods (notion ofheight, representations 
of symetric groups) to the theory o f algebras with polynom.ial identities. 
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Apresentação 
A teoria de álgebras com identidades polinomiais começou a se desenvolver mais intensamente 
nos últimos cinqüenta anos. Até 1945, havia poucos resultados conhecidos nesta área e um 
escasso número de artigos publicados. Entre eles, destacam-se os trabalhos de M. Dehn 
(1922), W. Wagner (1936) e M. Hall (1943), motivados pela geometria. A. G. Kurosh pu-
blicou em 1941 um artigo que posteriormente estimulou as pesquisas de alguns matemáticos. 
A partir de 1945, aprofundaram-se os conhecimentos sobre as identidades polinomiais em 
álgebras, devido sobretudo aos trabalhos de Nathan Jacobson e Irving Kaplansky. Em 1950, 
foi demonstrado um importante resultado desta teoria: o Teorema de Amitsur-Levitzki. 
Nos anos seguintes, surgiram vários resultados provindos de matemáticos como Higman, 
Nagata, Shirshov, Regev, Razmyslov, Procesi, Rowen, Cohn, Posner, Vaughan-Lee, Herstein, 
Formanek, Kostrikin1 Kemer e Braun, entre outros. 
Quanto ao texto, procurei deixá-lo bastante simples, pensando sempre que poderia servir 
como um primeiro contato com a teoria de identidades polinomiais para aqueles que se inte-
ressassem. Reconheço que em algumas partes, sobretudo dentro de algumas demonstrações, 
cheguei a escrever o óbvio, porém sempre motivado pela idéia de deixar o texto bastante 
claro. As provas de proposições, lemas, teoremas e corolários que são muito triviais foram 
omitidas. 
Gostaria de agTadecer a todos aqueles que me ajudaram na realização deste trabalho. 
Entre outros, agradeço especialmente ao Prof. Plamen Kochloukov, meu orientador, pela 
dedicação e objetividade na condução desta pesquisa. Faço constar também os meus agrade-
cimentos aos amigos Edson Agustini e Fabio Jacon, pelo auxilio na formatação do texto, e 
ao Antonio Batista de Jesus, por vários favores e sugestões referentes a trâmites acadêmicos. 




Neste primeiro capítulo definimos várias estruturas algébricas (grupos, anéis, 
espaços vetoriais, álgebras etc.) utili7.adas posteriormente. O texto é bem sim-
ples, tendo como objetivo apenas deixar claras as características e propriedades 
de cada um destes conjuntos. 
1.1 Estruturas simples 
Definição 1.1.1 Um conjunto não-vazio G, no qual está definida uma operação * de G x G 
em G, é um semigrupo se para quaisquer a, b e c em G a seguinte condição é satisfeita: 
(i) (a•b)*<=a•(b*<). 
Definição 1.1.2 Um conjunto não-vazio G, no qual está definida uma operação* de G x G 
em G, é um monóide se para quaisquer a, b e c em G as seguintes condições são satisfeitas: 
(i) (a. b) *C="* (b *<); 
(ii) existe em G um elemento denotado por e e chamado identidade tal que a* e = e* a = a. 
1.2 Grupos 
Definição 1.2.1 Um conjunto não-vazio G 1 no qual está definida uma operação * de G x G 
em G, é um grupo se para quaisquer a, b e c em G as seguintes condições são satisfeitas: 
(i} (ao b) *C= a* (b *<); 
{ii) existe em G um elemento denotado por e e chamado identidade tal que a* e = e* a = a; 
{iii) existe um elemento denotado por a-1 e chamado inverso de a tal que a-1*a = a*a-1 =e. 
Definição 1.2.2 Um grupo G no qual a* b = b *a para quaisquer a e b em G é chamado 
grupo abeliano ou grupo comutativo. 
Definição 1.2.3 Um subconjunto H de um grupo G é um subgrupo de G se H é um grupo 
sob a operação induzida de G. Escrevemos H.::;; G. 
Proposição 1.2.1 Se H é um subgrupo de um grupo G, então a identidade de H é igual à 
identidade de G. 
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Prova: Sejam e a identidade de G e e' a identidade de H. Como e1 E H, então e' *e = e' E H 
e, conseqüentemente, e'* (e'* e)= e'* e. Escrevendo (e't1 *(e'* (e'* e))= (e')~1 *(e'* e), 
podemos concluir que e' * e = e. Assim, e' = e' * e = e e está demostrado que a identidade 
de H é igual à identidade .de G. • 
Teorema 1.2.1 Se H é um subconjunto não·vazio de um grupo G, então as seguintes afir· 
mações são equivalentes: 
(i)H,;;G; 
(ii} se a e b E H então ab E H e a-1 E H; 
(iii) se a e b E H então a~ 1 b E H. 
Prova: As demonstrações de que (i) implica (ii) e de que (ii) implica (iii) são triviais. Se a 
afirmação (iii) é verdadeira então a~ 1a =e E H para qualquer a E H. Logo, sebE H então 
b~ 1 e = b~ 1 E H. Além disso, se a e b pertencem a H então a~ 1 E H e ab = (a~ 1 )~ 1 b E H. 
Portanto, H é um subgrupo de G. • 
Definição 1.2.4 Sejam G e H dois grupos. Uma aplicação r.p : G -t H é um homomorfismo 
de grupos se para quaisquer a e b em G a seguinte condição ~ satisfeita: 
\D(ab) = \D(a)IO(b). 
Se r.p é bijetora dizemos que é um isomorfismo de grupos e escrevemos G e::; H. 
1.3 Anêis 
Definição 1.3.1 Um conjunto não-vazio R, no qual estão definidas as operações + e ·, 
ambas de R x R em R e chamadas adição e multiplicação respectivamente, é um anel se 
para quaisquer a, b e c em R as seguintes condições são satisfeitas: 
(i) R é um grupo abeliano com relação à adição; 
(ii} a· (b +c)= a· b +a· c e (a+ b) ·c= a· c+ b ·c. 
Definição 1.3.2 Um anel R no qual (a· b) ·c = a· (b ·c) para quaisquer a, b e c em R é 
chamado anel associativo. 
Definição 1.3.3 Um anel R no qual a· b = b ·a para quaisquer a e b em R é chamado anel 
comutativo. 
Definição 1.3.4 Um anel R no qual existe um elemento 1 tal que 1 · a = a · 1 = a para 
qualquer a em R é chamado anel com identidade. O elemento 1 é chamado identidade 
multiplicativa de R. 
Definição 1.3.5 Um anel com identidade R no qual para todo a em R tal que a f O existe 
um elemento a-1 tal que a-1 ·a= a· a~1 = 1 é chamado anel com divisão. O elemento a-1 
é chamado inverso multiplicativo de a. 
Definição 1.3.6 Um anel associativo, comutativo e com divisão é chamado corpo. 
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Definição 1.3. 7 Um subconjunto S de um anel R é um subanel de R se S é um anel sob 
as operações induzidas de R. 
Teorema 1.3.1 Se S é um subconjunto não-vazio de um anel R, então as seguintes afir-
mações são equivalentes: 
(i) S é um subanel de R; 
(ii) S é um subgrupo aditivo de R, se a e b E S então ab E S; 
(iii) se a e b E S então a+ b E S, -a E S e ab E S; 
(iv)sea ebE S então -a+bES eabES. 
Definição 1.3.8 Sejam R um anel e I um subgrupo aditivo de R. Se ax E I para todo 
a E R ex E I, dizemos que I é um ideal à esquerda de R e escrevemos I <leR. Se xa E I 
para todo a E R ex E I, dizemos que I é um ideal à direita de R e escrevemos I <ld R. Se 
ax E I e xa E I para todo a E R ex E J, dizemos que I é um ideal (ou ideal bilateral) de 
R e escrevemos I <l R. 
Definição 1.3.9 Sejam R e S dois anéis. Uma aplicação r.p : R ---+ S é um homomorfismo 
de anéis se para quaisquer a e b em R as seguintes condições são satisfátas: 
cp(a + b) = cp(a) + cp(b) e cp(ab) = cp(a)cp(b). 
Se r.p é bijetora dizemos que é um isomorfismo de anéis e escrevemos R "' S. 
1.4 Espaços vetoriais 
Definição 1.4.1 Seja K um corpo. Um conjunto não-vazio íl, no qual estão definidas uma 
operação+ de V x V em V (chamada adição) e uma operação de K x V em V (chamada 
multiplicação por escalar), é um espaço vetorial sobre K se para quaisquer u, v e w em V 
e a e /3 em K as seguintes condições são satisfeitas: 
(i) V é um grupo abeliano com relação à adição; 
(i i) 1 v = v onde 1 é a identidade multiplicativa de K; 
(iii) (aiJ)v = a(iJv); 
(iv) a(u +v)= au + av; 
(v) (a+ iJ)v = av +$v. 
Observação 1.4.1 Se na definição anterior ao invés de um corpo K colocássemos um anel 
associativo e comutativo com identidade R, então V seria chamado um módulo (à esquerda) 
sobre R. 
Definição 1.4.2 Um subconjunto W de um espaço vetorial V é um subespaço de V se W 
é um espaço vetorial sob as operações induzidas de V. 
Teorema 1.4.1 Se W é um subconjunto não-vazio de um espaço vetorial V, então as 
seguintes afirmações são equivalentes: 
(i) W é um subespaço de V; 
(ii) W é fechado com relação à adição e à multiplicação por escalar. 
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Prova: A demonstração é essencialmente a mesma do Teorema 1.2.1, 
-v= (-l)v para qualquer v E V. 
observando que 
• 
Definição 1.4.3 Sejam V e W dois espaços vetoriais sobre um corpo K. Uma aplicação 
r.p : V --+ W é uma transformação linear se para quaisquer u e v em V e a em K as seguintes 
condições são satisfeitas: 
cp(u +v)= cp(u) + cp(v) e cp(av) = acp(v). 
Se r.p é bijetora dizemos que é um isomorfismo de espaços vetoriais e escrevemos V ~ W. 
Definição 1.4.4 Seja V um espaço vetorial. Uma transformação linear <p : V --+ V é 
chamada operador linear. 
1.5 Álgebras 
Definição 1.5.1 Seja K um corpo. Um espaço vetorial A sobre K, munido de uma operação 
· de A x A em A (chamada multiplicação), é uma álgebra sobre K se para quaisquer a, b e 
c em A e a em K as seguintes condições são satisfeitas: 
(i) a· (b+c) = a·b+a· c e (a+b) ·c= a· c+b-c; 
(ii) a(a · b) = (aa) · b =a· (ab). 
Observação 1.5.1 Se na definição anterior ao invés de um espaço vetorial sobre um corpo 
K colocássemos um módulo sobre um anel associativo e comutativo com identidade R, então 
A seria uma álgebra sobre R. 
Definição 1.5.2 Uma álgebra A na qual (a· b) ·c= a· (b ·c) para quaisquer a, b e c em A 
é chamada álgebra associativa. 
Definição 1.5.3 Uma álgebra A na qual a· b = b ·a para quaisquer a e b em A é chamada 
álgebra comutativa. 
Definição 1.5.4 Uma álgebra A na qual existe um elemento 1 tal que 1 ·a = a· 1 = a para 
qualquer a em A é chamada álgebra com identidade. O elemento 1 é chamado identidade 
de A. 
Definição 1.5.5 Uma álgebra com identidade A na qual para todo a em A tal que a =1= O 
existe um elemento a-1 tal que a-1 ·a = a· a-1 = 1 é chamada álgebra com divisão. O 
elemento a-1 é chamado inverso multiplicativo de a. 
Definição 1.5.6 Um subconjunto B de uma álgebra A é uma subálgebra de A se B é uma 
álgebra sob as operações induzidas de A. 
Teorema 1.5.1 Se B é um subconjunto não-vazio de uma álgebra A, então as seguintes 
afirmações são equivalentes: 
{i) B é uma subálgebra de A; 
(ii) B é fechado com relação à adição, à multiplicação e à multiplicação por escalar. 
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Definição 1.5. 7 Sejam A uma álgebra e I um subespaço de A. Se ax E I para todo a E A 
ex E I, dizemos que I é um ideal à esquerda de A e escrevemos I <le A. Se xa E I para 
todo a E A ex E I, dizemos que I é um ideal à direita de A e escrevemos I <:ld A. Se 
ax E I e xa E I para todo a E A ex E I, dizemos que I é um ideal (ou ideal bilateral) de 
A e escrevemos I <J A. 
Definição 1.5.8 Sejam A e B duas álgebras sobre um corpo K. Uma aplicação r.p: A--+ B é 
um homomorfismo de álgebras se para quaisquer a e b em A e a em K as seguintes condições 
são satisfeitas: 
<p(a + b) = <p(a) + <p(b), <p(a · b) = <p(a) · <p(b) e <p(aa) = a<p(a). 
Se <p é bijetora dizemos que é um isomorfismo de álgebras e escrevemos A c.! B. 
Definição 1.5.9 Seja A uma álgebra. Um homomorfismo r.p : A --+ A é chamado um 
endomorfismo da álgebra A. 
1.6 Módulos 
Definição 1.6.1 Sejam C um grupo, M um espaço vetorial sobre um corpo K e - uma 
operação de G x M em M. O espaço vetorial M é chamado um G-módulo (à esquerda) 
sobre K se para quaisquer g e h em G, m e n em M e a em K as seguintes condições são 
satisfeitas: 
(i) e · m = m onde e é a identidade de G.: 
(ii} (gh)·m=g·(h·m); 
(iii} g · (m + n) = g · m + g · n; 
(iv) g · (am) = a(g · m). 
Definição 1.6.2 Seja G um grupo. Um subconjunto N de um C-módulo M é um submódulo 
de M se N é um C-módulo sob as operações induzidas de M. 
Teorema 1.6.1 Seja G um grupo. Se N é um subconjunto não-vazio de um C-módulo M, 
então as seguintes afirmações são equivalentes: 
(i} N é um subm6dulo de M; 
(ii) N é fechado com relação à adição, à multiplic'ação por escalar e à multiplicação por 
elementos de G. 
Definição 1.6.3 Sejam G um grupo e M e N dois C-módulos sobre um corpo K. Uma 
aplicação r.p : M --+ N é um homomorfismo de módulos se para quaisquer m e n em M, a 
em K e g em G as seguintes condições são satisfeitas: 
<p(m + n) = <p(m) + <p(n), <p(am) = a<p(m) e <p(g · m) = g · <p(m). 
O núcleo de r.p é o conjunto Kerr.p ={mE M : r.p(m) =O} e a imagem de r.p é o conjunto 
<p(M) = {<p(m) :mE M}. Se 'P é bijetora dizemos que é um isomorfismo de módulos e 
escrevemos M ~ N. 
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Proposição 1.6.1 Se G é um grupo e<;; : M --t N é um homomorfismo de C-módulos, então 
Ker<p é um submódulo de Me <p(M) é um submódulo de N. Além disso, se Ker<p ={O} 
então <;; é injetora. 
Prova: As demonstrações de que K er<;; é um submódulo de M e de que cp{M) é um 
submódulo de N são triviais. Se Kercp = {O} e cp(m) = cp(n), com me nem M, então 
cp{m- n) =O e, conseqüentemente, m- n =O, ou seja, m = n. Portanto, cp é injetora. • 
Definição 1.6.4 Sejam K um corpo, A uma álgebra com identidade sobre K, M um espaço 
vetorial sobre K e · uma operação de A x M em M. O espaço vetorial 1\J é chamado um 
A-módulo (à esquerda) sobre K se para quaisquer a e b em A, m e n em M e a em K as 
seguintes condições são satisfeitas: 
(i) 1 · m = m onde 1 é a identidade de A; 
(ii} (ab) · m =a· (b · m); 
(iii} (a+b) ·m=a·m+b·m; 
(iv) a · ( m + n) = a · m + a· n; 
(v) a( a· m) = (ua) · m =a· (am). 
Definição 1.6.5 Seja A uma álgebra com identidade. Um subconjunto N de um A-módulo 
M é um submódulo de M se N é um A-módulo sob as operações induzidas de M. 
Teorema 1.6.2 Seja A uma álgebra com identidade. Se N é um subcon;unto não-vazio de 
um A-módulo M, então as seguintea afirmações são equivalentes: 
(i) N é um submódulo de M; 
(ii) N é fechado com relação à adição, à multiplicação por escalar e à multiplicação por 
elementos de A. 
Definição 1.6.6 Sejam A uma álgebra com identidade sobre um corpo K e M e N A-
módulos sobre K. Uma aplicação <p : M --+ N é um homomorfismo de módulos se para 
quaisquer m e n em M, o: em K e a em A as seguintes condições são satisfeitas: 
<p(m + n) = <p(m) + <p(n), <p(am) = <><p(m) e <p(a · m) =a ·l"(m). 
O núcleo de <p é o conjunto Ker<p ={mE M: <p(m) =O} e a imagem de <p é o conjunto 
<p(M) = {<p(m) : m E M). Se <p é bijetora dizemos que é um isomorfismo de módulos e 
escrevemos M ~ N. 
Proposição 1.6.2 Se A é uma álgebra com identidade e cp : M --t N é um homomorfismo 
de A-módulos, então Ker<p é um submódulo de M e tp(M) é um submódulo de N. Além 
disso, se Ker<p ={O} então <p é injetora. 
Prova: Semelhante à demonstração da Proposição 1.6.1. • 
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Capítulo 2 
Representações de grupos 
Introduzimos os conceitos de representações de grupos, redutibilidade de mó-
dulos e simplicidade de álgebras que são utilizados no Capítulo 6. Na última 
seção é provado o Teorema de Maschke . 
• 2.1 Algebra do grupo 
Definição 2.1.1 Sejam K um corpo e G um monóide. Indicamos K(G) por o espaço veto-
rial sobre K cuja base são todos os elementos de G. 
Se K é um corpo e G é um monóide, então 
K(G) = {Lo:9g: o:9 E K e a 9 /=- O para um número finito de elementos g}, 
gEG 
a soma de dois elementos de K(G) é dada por 
gEG gEG gEG 
e a multiplicação por um elemento de K é dada por 
ó("L: a9g) ~ "L:(óa9 )g, 
gEG gEG 
Teorema 2.1.1 Sejam K um corpo e G um monóide. Se definirmos a multiplicação de dois 
elementos de K(G) por 
gEG geG gEG ab=g 
esta operação está bem definida e K(G) é uma álgebra associativa com identidade sobre K. 
Prova: Trata-se de uma verificação rotineira de propriedades, tomando como identidade 
multiplicativa o elemento le. • 
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Definição 2.1.2 Sejam K um corpo e G um grupo. A álgebra K(G) é chamada álgebra do 
grupo G sobre o corpo K. 
Exemplo 2.1.1 Consideremos o corpo dos números reais R e o grupo simétrico 83 
{ (1 ), (12), (13), (23), (123), (132)}. Neste caso, a álgebra de S, sobre R é dada por 
R(S3 ) = {a1 (1) + a 2 (12) + a 3(13) + a 4 (23) + as(123) + a 6(132): a; E R, 1 :Si :S 6}. 
Talvez, pela definição dada no Teorema 2.1.1, a multiplicação de elementos da álgebra do 
grupo pode não ter parecido muito intuitiva. No entanto, o que devemos jazer é apenas aplicar 
a distributividade ao multiplicar dois elementos. Assim, a multiplicação dos elementos a = 
4(1)- 7(13) + 12(123) e b = 3(12)- 8(132) é dada por 
a· b (4(1) -7(13) + 12(123)) · (3(12)- 8(132)) = 
12(12)- 32(132)- 21(123) + 56(23) + 36(13)- 96(1) = 
-96(1) + 12(12) + 36(13) + 56(23)- 21(123)- 32(132). 
2.2 Alguns homomorfismos e isomorfismos 
Proposição 2.2.1 Sejam V e W espaços vetoriais sobre um corpo K e L(V, W) = {~P : 
V -+ W : r.p é uma transformação linear}. Então L(V, W) é um espaço vetorial sobre K. 
Além disso, se dimK (V) = m e dimK (W) = n então L(V, W) e Mnxm(K) são espaços 
vetoriais isomorfos. 
Proposição 2.2.2 Sejam V um espaço vetorial sobre um corpo K e L(V) = { r.p : V --'1- V : r.p 
é um operador linear}. Então L(V) é uma álgebra associativa com identidade sobre K. Além 
disso, se dim" (V)= n então dimK (L(V)) = n2 e as álgebras L(V) e M.(K) são isomorfas. 
Definição 2.2.1 O grupo das matrizes inversíveis n x n sobre um corpo K é chamado grupo 
linear geral e denotado por GLn(K). 
Proposição 2.2.3 Sejam V um espaço vetorial sobre um corpo K e GL(V) = { <p : V -+ 
V: <p é um isomorfismo}. Então GL(V) é um grupo. Além disso, se dimK (V)= n então 
GL(V) e GL.(K) são grupos isomorfos. 
Definição 2.2.2 Se V é um espaço vetorial sobre um corpo K então GL(V) = {rp: V -'I-
V : 'P é um isomorfismo} é chamado grupo linear geral de V. 
Proposição 2.2.4 Sejam G um grupo, K um corpo e r.p: G --'1- GLn(K) um homomorfismo 
de grupos. Então 'f: K(G)-+ M.(K) dada por 
'f(L:0<9g) = L:a,<p(g) 
gEG gEG 
é um homomorfismo de álgebras. 
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Prova: Basta manipular algumas equações: 
Portanto, 'lj;(a + b) ='I/;( a)+ '1/;(b) para quaisquer a e bem K(G). 
gEG gEG gEG gEG gEG 
Portanto, ,P(>.a) = À'lj;(a) para quaisquer À em K e a em K(G). 
'1/;(l:<>og ·l:fl,g) 
gEG gEG gEG hk=g gEG hk=g 
hEG kEG hEG kEG 
hEG kEG hEG kEG 
'1/;(2: a,g) . '1/;(2: !l,g). 
gEG gEG 
Portanto, 'I/;( a· b) = '1/;(a) · ,P(b) para quaisquer a e bem K(G). • 
Proposição 2.2.5 Sejam G um grupo, K um coryo e 'lj;: K(G) -+ Mn(K) um homomor-
fismo de álgebras. Então '1/;(lg) E GLn(K), para qualquer g em G, e <p: G-+ GLn(K) dada 
por 
<p(g) = '1/;(lg) 
é um homomorfismo de grupos. 
Prova: Como 'lj;(lg) · ,P(lg-1) = '1/;(le) =I, temos que '1/;(lg) E GLn(K), para qualquer g 
em G. Além disso, para quaisquer g e h em G, 
<p(gh) = '1/J(lgh) = '1/J((lg)(lh)) = '1/;(lg),P(lh) = <p(g). <p(h). 
Portanto, r..p é um homomorfismo de grupos. • 
2.3 Representações de grupos 
Definição 2.3.1 Sejam G um grupo e V um espaço vetoriaL Uma representação de G em 
V é um homomorfismo p do grupo G no grupo GL(V). A dimensão de V é chamada grau 
de p. 
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Definição 2.3.2 Seja G um grupo. Uma representação matricial de G em GLn(K) é um 
homomorfismo p do grupo G no grupo GLn(K), para algum n E N e K um corpo. 
Proposição 2.3.1 Sejam G um grupo e V um espaço vetorial sobre um corpo K de dimen-
são n. Existe uma representação de G em V se, e somente se, existe uma representação 
matricial de G em G Ln ( K). 
Observação 2.3.1 No caso de grau finito, não será feita distinção entre representação e 
representação matricial. 
Exemplo 2.3.1 Se K é um corpo, uma representação p do grupo simétrico 83 em GL3 (K) 
de grau 3 é dada por 
p(1) = O ~ D ,p(12) = O ~ D ,p(13) = O ~ D 
p(23) = ( 0~ ~ ~ ) , p(123) = ( ~ ~ ~ ) e p(132) = ( ~ ~ ~ ) . 10 010 100 
Esta representação é chamada de representação natural de grau 3 de S 3 i pois se a E S3 , 
então 
( 
1 ) ( ~(1) ) p(~). 2 = ~(2) . 
3 ~(3) 
Exemplo 2.3.2 Se K é um corpo e existe um elemento w em K tal que w 3 = 1 e w # 1, 
então p: S3 -+ GL2 (K), dada por 
p(1) ( ~ n, p(12) = 0 n, p(13) = ( ~2 n 
p(23) ( ~ ~2 ) , p(123) = ( ~ ~2 ) e p(132) = ( ~2 ~ ) , 
é uma representação de grau 2 de S3 em GL2 (K). Isto demrre dos seguintes jatos: 
{i} S, = ((12), (123)), mais explicitamente, 
1 = (123) 0(12) 0 , (13) = (123)(12), (23) = (123) 2 (12) e (132) = (123)2; 
(ii} a ordem de ( ~ ~2 ) no grupo GLn(K) é 3; 
(iii) p((123)j(12)') = ( ~ ~2 r ( ~ ~ r para o,;; i o e o,;; j,;; 1. 
Exemplo 2.3.3 Se Cn = (g) é o grupo cíclico de ordem n, então a aplicação p: Cn -+C*, 
dada por p(gk) = (e2infn)k para O~ k :Ç n -1, é uma representação de Cn em GL1(C). 
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2.4 Relação entre representações e módulos 
Proposição 2.4.1 Se G é um grupo e V é um C-módulo sobre um corpo K, então as 
seguintes propriedades são válidas para quaisquer v e w em V e g em G: 
{i) 9 ·O= O; 
(ii) se g ·v= g · w então v = w; 
(iii) se g ·v= O então v =O. 
Proposição 2.4.2 Se A é uma álgebra com identidade sobre um corpo K e V é um A-
módulo sobre K, então a· O= O para qualquer a em A. 
Lema 2.4.1 Sejam G um grupo e V um espaço vetorial sobre um corpo K. Então: 
(i) Se existe uma operação · de G x V em V que determina uma estrutura de G-módulo 
em V, então a aplicação p9 : V --t V dada por p9(v) = g ·v é um isomorfismo de espaços 
vetoriais para qualquer g em G e a aplicação p : G -----+ G L(V) dada por p(g) = p9 é uma 
representação de G em V; 
(ii) Se existe uma representação p de G em V, a operação · de G x V em V dada por 
g ·v = p9 (v), onde p9 = p(g), determina uma estrutura de G-módulo em V. 
Prova: Para provar (i), seja g E G e provemos que p9 é um isomorfismo. Para v e w em V 
e À em K, como 
p9 (v + w) = 9 ·(v+ w) = 9 ·v+ 9 · w = p9 (v) + p9 (w) 
e 
p9 (Av) = 9 ·(Av)= A(9 ·v)= Ap9 (v), 
segue que p9 é um operador linear. Se v e w são elementos de V tais que p9 (v) = p9 (w), 
então g ·v= g · w e v= w; logo, p9 é i11jetora. Se v E V então g-1 ·v E V e p9 (g- 1 • v)= v; 
logo, p9 é sobrejetora. Portanto, p9 é um isomorfismo de espaços vetoriais. 
Se g e h são elementos de G, então 
p9.(v) = (9h) ·v= 9 ·(h· v)= 9 · (p,(v)) = p9 (p,(v)) = (p9 o Ph)(v) 
para qualquer v em V. Portanto, p(9h) = p(g) o p(h) e p é um homomorfismo e uma 
representação de G em V. 
Para provar (ii), sejam v e w em V, g e h em G e >. em K. Então: 
1) e· v= p,(v) = id(v) =v, onde e é a identidade de G; 
2) 9 ·(v+ w) = p9 (v + w) = p9 (v) + p9 (w) = 9 ·v+ 9 · w; 
3) 9 ·(Av)= p9 (Av) = Ap9(v) = À(9 ·v); 
4) (9h) ·v= P,.(v) = (p9 o p.)(v) = p9 (p.(v)) = 9 ·(h· v). 
Portanto, a operação · determina uma estrutura de G-módulo em V. • 
Lema 2.4.2 Sejam G um grupo e V um espaço vetorial sobre um corpo K. Então: 
(i) Se existe uma operação· de K(G) x V em V que determina uma estrutura de K(G)-
módulo em V, então a aplicação p9 : V -t V dada por p9(v) = (lg)·v, ondel é a identidade 
de K, é um isomorfismo de espaços vetoriais para qualquer g em G e a aplicação p : G ~ 
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G L(V) dada por p(g) = p9 é uma representação de G em V; {ii} Se existe uma representação p de G em V, a operação· de K(G) x V em V dada por 
CL,ea'-',9) ·v= I:,ea'-' 9 p9 (v), onde p9 = p(g), determina uma estrutura de K(G)-módulo 
em V. 
Prova: Para provar (i), s~ia g E G e provemos que p9 é um isomorfismo. Para v e w em V 
e À em K, como 
p9 (v + w) = (1g) ·(v+ w) = (1g) ·v+ (1g) · w = p9 (v) + p9 (w) 
e 
p9(J\v) = (1g) · (J\v) = J\((1g) ·v)= J\p9(v), 
segue que p9 é um operador linear. Se v e w são elementos de V tais que p9 (v) = p9 (w), 
como (1g-1) · ((1g) ·v)= v e (1g-1 ) · ((1g) · w) = w, temos que v= w; logo, p9 é injetora. 
Se v E V então (1g-1) ·v E V e p9 ((1g-1) ·v)= v; logo, p9 é sobrejetora. Portanto, p9 é um 
isomorfismo de espaços vetoriais. 
Se g e h são elementos de G, então 
p9h(v) = (1gh) ·v= ((1g)(1h)) ·v= (1g) · ((1h) ·v)= p9 (ph(v)) = (p9 o Ph)(v) 
para qualquer v em V. Portanto, p(gh) = p(g) o p(h) e p é um homomorfismo e uma 
representação de G em V. 
Para provar (ii), sejam v e w em V, Z:9ec o:.9g e EueG (39g em K(G) e À em K. Então: 
1) (1e) ·v= 1p,(v) = 1id(v) = 1v =v, onde e é a identidade de G e 1 é a identidade de K; 
2) 
L<>9 p9 (v+w) = La9 p9 (v)+ La9 p9 (w) = 
gEG 9EG gEG 
(La9g) ·v+ (La9g) · w; 
gEG gEG 
3) 
(L a9 g) · (Jiv) =L a9 p9 (Àv) = À L a9 p9 (v) = JI((L a 9g) ·v) 
gEG gEG gEG gEG 
e 
(La9g) · (J\v) = La9 p9 (J\v) = La9 Àp9 (v) = (LJ\a9g) ·v= (JI(La9 g)) ·v 
gEG gEG gEG gEG gEG 
4) 
gEG gEG gEG ab=g gEG ab=g 
L(L(aui1hP9h(v))) = L(a9 LC8hp9 (ph(v)))) = 
9EG hEG geG hEG 
L(a9 p9 (L(!lhph(v))) = (La9g) · (Li1hPh(v)) = 
ueG hEG gEG hEG 




c~:) a,+ fJ,)g). v= ~)a,+ fJ,)p,(v) = 
9EG gEG 
L:a9p9 (v) + Z:::f3,p9 (v) = (Z:::a,g) ·v+ (Z:::f3,g) ·v 
gEG gEG gEG gEG 
Portanto, a operação- determina uma estrutura de K(G)-módulo em V. • 
Corolário 2.4.1 Sejam G um grupo e V um espaço vetorial sobre um corpo K. Então: 
(i} Se existe uma operação · de G x V em V que determina uma estrutura de G-módulo 
em V, então a operação 0 deK(G) xV em V dadapor(L:,ea"o9)0v =L:,eaa9 (g·v) 
determina uma estrutura de K(G)-módulo em V; 
(ii) Se existe uma operação 0 de K(G) x V em V que determina uma estrutura de K(G)-
módulo em V, então a operação· de G x V em V dada por g ·v= (lg) 0 v determina uma 
estrutura de C-módulo em V. 
Proposição 2.4.3 Se G é um grupo e V e W são espaços vetoriais sobre um corpo K, então 
as seguintes afirmações são equivalentes: 
(i) V e W são C-módulos isomorfos; 
{ii} V e W são K(G)-módulos isomorfos. 
2.5 Somas diretas em grupos abelianos 
Definição 2.5.1 Um subconjunto B de um grupo abeliano (A,+) é soma dos subconjuntos 
da fam!1ia F = {E, Ç A : i E I) se E = {I:iEr b, : b, E E, e b, # O para um número finito 
de índices i}. Neate caso, escrevemos que B = l:ieTBi. 
Definição 2.5.2 Um subconjunto B de um grupo abeliano (A,+) é soma direta dos subcon-
juntos da família F= {E, Ç A: i E I} se 
{i} E= I;,E1 E;; (ii) qualquer elemento de B pode ser expresso de maneira única sob a forma de um elemento 
de L:,er E;. 
Neste caso, escrevemos que B = EBierBi. 
Teorema 2.5.1 Sejam (A,+) um grupo abeliano, B um subgrupo de A e F= {Bi ( A : 
i E J} tais que E= l:ieT Bi· As seguintes afirmações são equivalentes: 
(i) E= $;e 1E;; 
(ii) se L:ieT bi E Z::ieT Bi e Eief bi =O, então cada bi =O; 
(iii} para cada j E I, E; n I:;er-{;) E, = {0}. 
Prova: É fácil ver que (i) implica (ii), pois caso contrário, o elemento neutro poderia ser 
expresso de duas maneiras distintas, o que seria um absurdo de acordo com (i). 
Também é fácil ver que (ii) implica (iii), pois caso contrário, o elemento neutro poderia 
ser escrito como uma soma de bi's os quais não são todos nulos. Assim, teríamos uma 
contradição com (ii). 
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Suponhamos que a afirmação (iii) seja verdadeira e que 'Eier ai = 'EieT bi são elementos 
de 'Eier Bi· Seja k E I. Logo, ak- bk = 'Eier-{k} bt.- ai e, conseqüentemente, ak- bk =O, 
ou seja, ak = bk. Portanto, ai= bi para qualquer i E I. Assim, temos que B = Ef\erBi. • 
Observação 2.5.1 Muitas vezes consideramos somas diretas em estrutur-as algébricas que 
são grupos abelianos (tais como anéis, espaços vetarias, álgebras, módulos etc.). 
2.6 Lema de Zorn 
Definição 2.6.1 Uma relação de ordem parcial num conjunto P é uma relação simbolizada 
por s;;; e que para quaisquer x, y e z em P satisfaz as seguintes propriedades: 
(i) x ( x (reflexiva); 
(ii) se x s;;; y e y s;;; z então x s;;; z (transitiva). 
(iii) se x s;;; y e y::;;;: x então x = y (anti-simétrica). 
Um conjunto P no qual está definida uma relação de ordem parcial é chamado um conjunto 
parcialmente ordenado. 
Definição 2.6.2 Dizemos que uma seqüência (ai) num conjunto parcialmente ordenado P 
é uma cadeia ascendente se a1 ~ a2 ~ a3 ~ .... 
Definição 2.6.3 Um elemento x de um conjunto parcialmente ordenado (P, :s;) é chamado 
maximal se sempre que x ( y então x = y, para qualquer y em P. 
Definição 2.6.4 Seja A um subconjunto de um conjunto parcialmente ordenado P. Um 
elemento x em P é chamado um limitante superior de A se a ( x para todo a E A. 
Seguem dois enunciados do chamado Lema de Zorn. É fácil ver que o segundo pode ser 
provado assumindo o primeiro. O Lema de Zom é uma afirmação equivalente ao Axioma da 
Escolha, e portanto, não tem uma demonstração propriamente dita. 
Lema de Zorn Se P é um conjunto parcialmente ordenado no qual toda cadeia ascendente 
tem um limitante superior, então P possui um elemento maximal. 
Lema de Zorn Sey'a A um conjunto e Puma propriedade com relação aos subconjuntos de 
A. Suponha que se P é verdadeira para uma cadeia A1 Ç A2 ç ... de subconjuntos de A, 
então Pé verdadeira para a união U~1~. Então existe um subconjunto B de A para o qual 
P é verdadeira e que é maximal. 
2. 7 Redutibilidade de módulos 
Definição 2. 7.1 Seja A uma álgebra com identidade. Um A-módulo M é dito irredutível 
se os únicos submódulos de M são {O} eM. Caso contrário, M é dito redutível. 
Definição 2. 7.2 Seja A uma álgebra com identidade. Um A-módulo lv! é dito completa-
mente redutível ou semi-simples se M é uma soma direta de alguns dos seus submódulos 
irredutíveis. 
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Observação 2.7.1 A decomposição de um módulo completamente redutível em soma direta 
de alguns dos seus submódulos irredutíveis não é única. Consideremos, por exemplo, R 2 
como um espaço vetorial sobre R, R uma álgebra com identidade sobre R e R2 um R· 
módulo sobre R. Claramente, se S for um subespaço de R 2 com dimensão 1 então S é um 
submódulo irredutível de R 2. Além disso, podemos escrever 
R 2 ={(x,O):xER}EB{(O,x):xER} 
e 
R 2 = {(x,x): x E R} E!) {(x, -x): x E R}. 
Lema 2.7.1 Sejam A uma álgebra com identidade e M um A-módulo. As seguintes afir· 
mações são equivalentes: 
{i) M é uma soma de alguns dos seus submódulos irredutíveis; 
(ii) M é completamente redutível; 
(iii) se N é um submódulo de M então M = N EB N' para algum submódulo N' de M. 
Prova: SejaM= EiET Mi 1 onde cada Mi é um submódulo irredutível de M. Consideremos 
J como um subconjunto maximal de I para o qual a soma M' = E "EJ Mi é direta (a 
existência é garantida pelo Lema de Zorn). Se i E I -J então MinM' = {O} ou MinM' = Mi. 
Portanto, M' = M. Assim, M é uma soma direta de alguns dos seus submódulos irredutíveis, 
ou s~ja, M é completamente irredutíveL 
Sejam M = EEliETMi, onde cada Mi é um submódulo irredutível de M, e Num submódulo 
de M. Consideremos J corno um subconjunto maximal de I para o qual a soma M' = 
N + (ffijEJM1) é direta (a existência é garantida pelo Lema de Zorn). Pelo mesmo raciocínio 
do parágrafo anterior, temos que Mi Ç N + (EB1EJMi) para todo i E J. Portanto, se 
considerarmos N' = EBjeJMi então M = N EB N'. 
Se a afirmação (iii) é verdadeira, provemos que todo submódulo de M contém um sub· 
módulo irredutíveL 
Provemos que se P é um submódulo de M então para qualquer submódulo Q de P existe 
um submódulo Q' de P tal que P = Q E!) Q'. Pela afirmação (iii), existe um submódulo R 
de M tal que M = Q EB R. Assim, tomando Q' = R n P, temos que Q' é um submódulo de 
P e que P = Q E!) Q'. 
Se P é um submódulo de M e P # {0}, escolhemos v E P tal que v # O. Seja Q um 
submódulo maximal de P que não contém v (a existência é garantida pelo Lema de Zorn). 
Pelo que vimos no parágrafo anterior, existe um submódulo Q' de P tal que P = Q EB Q'. 
Além disso, Q' deve ser irredutível, pois caso contrário poderíamos escrever Q' = Q~ ffi Q~ e, 
como v f}_ Q~ ou v 1- Q2, teríamos que Q não é maximal (pois Q Ç Q ffi Q~ e Q Ç Q EB Q2)-
Mas isto é uma contradição. 
Seja M' a soma de todos os submódulos irredutíveis de M. Logo, M = M' EB N para 
algum submódulo N de M. Se N #{O} então N contém um submódulo irredutível, o que 
é uma contradição. Portanto, M é soma de alguns dos seus submódulos irredutíveis. • 
Definição 2. 7.3 Seja G um grupo. Um C-módulo M é dito irredutível se os únicos sub-
mOdulas de M são {O} eM. Caso contrário, M é dito redutível. 
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Definição 2. 7.4 Seja G um grupo. Um G-módulo M é dito completamente redutível ou 
semi-simples se M é uma soma direta de alguns dos seus submódulos irredutíveiB. 
Proposição 2.7.1 Se G é um grupo e V é um espaço vetorial sobre um corpo K, então as 
seguintes afirmações são equivalentes: 
(i) V é redutível (irredutível ou semisimples) como K(G)-m6dulo; 
(ii} V é redutível (irredutível ou semisimples} como G-módulo. 
Definição 2. 7.5 Uma representação p de um grupo G num espaço vetorial V é irredutível, 
redutível ou completamente redutível (semi-simples) se V é irredutível, redutível ou semi-
simples como K ( G)-módulo (ou como G-módulo) respectivamente. 
2.8 Simplicidade de álgebras 
Definição 2.8.1 Sejam A uma álgebra e I um ideal à esquerda (à direita ou bilateral) de A. 
Se não existe nenhum ideal à e.squerda (à direita ou bilateral) de A contido em I e que seja 
distinto de {O} e do próprio I, então I é chamado ideal simples (ou minimal) à esquerda 
(à direita ou bilateral) de A. Escrevemos I <J~ A (I <Jd A ou I <ls A). 
Definição 2.8.2 Uma álgebra associativa com identidade que é uma soma direta de alguns 
dos seus ideais simples à esquerda é chamada álgebra semi-simples. 
Proposição 2.8.1 Se A é uma álgebra associativa com identidade então A é um A-módulo. 
Proposição 2.8.2 Se A é uma álgebra associativa com identidade e I é um subconjunto de 
A então: 
(i) I é um ideal à esquerda de A se, e somente se, I é um submódulo do A-módulo A. 
(ii} I é um ideal simples à esquerda de A se, e somente se1 I é um submódulo irredutível do 
A-módulo A. 
Proposição 2.8.3 Se A é uma álgebra associativa com identidade então as seguintes afir-
mações são equivalentes: 
(i) A é uma álgebra semi-simples; 
(ii) A é um A-módulo completamente redutível. 
Definição 2.8.3 Sejam A uma álgebra e I e J ideais à esquerda de A. Definimos 
n 
IJ = (L:XiYi: x, E J, Yi E J e n E N}. 
i=l 
Definição 2.8.4 Sejam A uma álgebra associativa com identidade, I um ideal à esquerda 
de A, M um A-módulo e m um elemento de M. Definimos 
{i} Im = {x · m: x E I}; 
(ii) IM= {2;=1 Xt · mi: xi E I, miEM e n E N}; 
{iii} AM = {2=~=1 a,· 17/.i: a; E A, m, EM e n E N}. 
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Proposição 2.8.4 Se A é uma álgebra associativa com identidade, I um ideal à esquerda 
de A, M um A-módulo em um elemento de M, então Im, IM e AM são submódulos de 
M. 
Lema 2.8.1 SeJ·am A uma álgebra semi-simples e I um ideal simples à esquerda de A. Se 
M é um A-módulo irredutivel então IM= {O} ou I 9" M (como A-módulos). 
Prova: Como IM é um submódulo de M, temos que IM= {O} ou IM= M. Se IM= M, 
então Im i {O} para algum mE M. Logo, Im = M. Seja <p: I--> M tal que <p(x) = x · m. 
Provemos que tp é um isomorfismo de módulos. Se x e y pertencem a I, >. pertence a K 
(onde K é o corpo sobre o qual A está definida) e a pertence a A, então 
a) <p(x + y) = (x + y) · m = x · m + y · m = <p(x) + <p(y); 
b) <p(Àx) = (>.x) · m = >.(x · m) = À<p(x); 
c) <p(ax) = (ax) · m =a· (x · m) =a· <p(x); 
d) como I é simples temos que Kerr..p ={O} e, portanto, 'Pé injetora; 
e) claramente 'P é sobrejetora. 
Portanto, I 9" M (como A-módulos). • 
Definição 2.8.5 Uma álgebra semi-simples A em que todos os ideais simples à esquerda são 
isomorfos (como A-módulos) é chamada álgebra simples. 
Teorema 2.8.1 Sejam A uma álgebra semi-simples e {li} uma classe de ideais simples à 
esquerda de A tal que 
a) se i i J. então I;~ I; (como A-módulos); 
b) se I <1~ A então I"-' li (como A-módulos) para algum i. 
Se para cada i, Ai é a soma dos ideais simples à esquerda de A isomorfos a h então 
{i) A;A; = {ab: a E A; e b E A;}= {0}, se i i j; 
{ii) {li} é uma classe finita, ou seja, podemos escrever {li}= {h, ... , In}i 
{iii) Ai é uma álgebra associativa com identidade; 
(iv) A; é um ideal bilateral de A; 
(vi) A= Ell;'=1 A,. 
(v) A; é uma álgebra simples; 
Prova: Pelo Lema 2.8.1, podemos concluir que Ai,Aj = {0}, se i -=f j. 
S~ia 1 = Ei €i, onde ei E A,; e ei não é nulo somente para um número finito de índices 
i. Podemos escrever 1 = l:~=l ei, onde cada ei não é nulo se 1 :;;;. i:;;;. n. Se k r:j:_ {1, ... , n}, 
então para cada a E Ak obtemos a= la= (e1 + ... + en)a =O, ou seja, Ak = {0}. Portanto, 
{I;} é uma classe finita e podemos escrever{!;}= {I1 , ... ,Jn}-
Atravês de uma verificação rotineira de propriedades, podemos concluir que Ai é uma 
álgebra a8Sociativa. Além disso, a= la= (e1 + ... +en)a = eia e a= al = a(e1 + ... +en) = aei. 
Portanto Ai é uma álgebra com identidade e ei é a identidade de ~. 
Claramente, AAi = Ai. Por outro lado, temos que ~A= AiC~::::;=l Aj) = Ai~ = ~· 
Portanto, ~ é um ideal bilateral de A. 
Se a 1 + ... + o..n = O, cada ai E ~. multiplicando por ei temos que ai = O. Portanto, 
A= EBf=1Ai· 
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Claramente Ai é uma álgebra semi-simples. Vamos provar que todos os ideais simples 
à esquerda de Ai são isomorfos (como A-módulos). Para isto basta provarmos que todos 
os ideais simples à esquerda de Ai são isomorfos (como A-módulos) a h Suponhamos, por 
absurdo, que I seja um ideal simples à esquerda de A que não é isomorfo (como A-módulo) 
a h Novamente pelo Lema 2.8.1, temos que !Ai= {0}, já que A é soma direta de ideais 
simples à esquerda de Ai isomorfos (como A-módulos) a h Mas isto é um absurdo, pois 
IA;= I. • 
Definição 2.8.6 Consideremos a notação do Teorema anterior. As álgebras simples Ai 
são chamadas componentes simples da álgebra semi-simples A. Se I é um ideal simples à 
esquerda de A e isomorfo (como A-módulo) a li> então dizemos que I está na componente 
simples At-. 
Teorema 2.8.2 (Maschke) Se G é um grupo finito e K é um corpo tais que a característica 
de K não divide a ordem de G, então a álgebra K ( G) é semi-simples. 
Prova: Consideremos K(G) como um K(G)-módulo, sejam M um submódulo de K(G) e 
M' um subespaço de K(G) tais que K(G) = M Ell M'. 
Seja 7r: K(G) -t Ma projeção, isto é, rr(u +v)= u para quaisquer u EM e vEM'. 
Seja rr': K(G)-+ K(G) a transformação linear dada por 
rr'(x) = l~l2:(g- 1rrg)(x). 
gEG 
Provemos que rr1 é uma projeção sobreM. Para isto basta observar dois fatos. Primeiro, 
rr'(x) = x para todo x EM. Segundo, como rr(gx) EM para quaisquer g E G ex E K(G), 
então rr'(K(G)) Ç M. 
Se provarmos que rr' é um homomorfismo de módulos, então, como KeT7r1 = M 1, temos 
queM' é um submódulo de K(G). Para isto basta provar que n'(gx) = gn'(x) para quaisquer 
g E G e x E K ( G). Mas isto decorre do seguinte cálculo 
rr' (gx) 
Como M' ê um submódulo de K(G), pelo Lema 2.7.1, temos que K(G) ê um K(G)-




Algebras com identidade polinomial 
Definimos álgebra livre, identidades polinomiais e FI álgebras. Desenvolvemos 
na última seção um resultado importante relacionando polinômios multilineares 
e identidades polinomiais. 
3.1 Alfabeto, letra e palavra 
Definição 3.1.1 Um alfabeto E é um conjunto não-vazio, cujos elementos são chamados 
letras ou símbolos. Uma palavra sobre E é uma seqüência finita de símbolos de E. O 
conjunto de todas as palavras sobre E é denotado por :E*, ou seja, 
E*= {a1 .•• an: ai E E para i= 1, ... 1 n e num inteiro não-negativo}. 
O número de letras de uma palavra w é denotado por l(w) e é chamado o comprimento de 
w, ou seja, se w = a1 ... an é uma palavra então o inteiro não-negativo n é o comprimento de 
w. A palavra de comprimento zero é denotada por). e é chamada a palavra vazia. 
Exemplo 3.1.1 Se considerarmos o alfabeto :E= {a,b,c}, então w1 = abba, w2 = bcc e 
w3 = bcaca são algumas palavras sobre :E e seus comprimentos são l(w1 ) = 4, l(w2 ) = 3 e 
l(w3 ) = 5. 
Definição 3.1.2 SeJa J.: um alfabeto. Dadas duas palavras v= a1 ••• a, e w = b1 .•• b. sobre 
:E definimos a operação de concatenação de I:* X :E* em :E* por vw = al···Omb1 ... bn. 
Observação 3.1.1 Observemos que l(vw) = l(v) + l(w). 
Proposição 3.1.1 Se :E é um alfabeto então :E* é um mon6ide com relação à operação de 
concatenação, cuja identidade é a palavra vazia >.. 
Definição 3.1.3 A palavra v é uma subpalavra da palavra w se existem palavras w1 e w 2 
tais que w = W1VW2- Dizemos que a palavra w contém a letra a ou f[Ue a é uma das letras 
que compõem w se a é uma subpalavra de w. 
Exemplo 3.1.2 Seja l: = {a, b, c, d, e} um alfabeto. A palabra bd é uma subpalavra de cbdae. 
A palavra vazia >. é uma subpalavra de qualquer palavra. A letra a ocorre em abba, mas não 
ocorre em bcc. 
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3.2 Polinômios 
Definição 3.2.1 Definiremos o alfabeto X como o conjunto enumerável {X1,X2, ... } onde 
cada xi é chamado indeterminada. 
Como X'" é um monóide, sabemos, pelo Teorema 2.1.1, que K(X"'), onde K é um corpo, 
é uma álgebra associativa com identidade sobre K. Assim, faz sentido a próxima definição. 
Definição 3.2.2 Seja K um carpa. A álgebra K {X} ~ K(X') é chamada álgebra livre 
e os seus elementos são chamados polinômios. Um polinômio da forma nw, onde a E K 
e w E X*, é chamado um rnonômio e o elemento a é chamado coeficiente de cr.w. O 
subconjunto de K {X} formado por todos os monômios é denotado por J.t(X). 
A partir de agora, ainda que não seja mencionado, K denotará sempre o corpo sobre o 
qual está definida a álgebra dos polinômios. 
Observação 3.2.1 Se K é um corpo então todo polinômio de K {X} pode ser escrito como 
uma soma finita de monômios de K {X}. 
Definição 3.2.3 Dizemos que X i ocorre num polinômio p se para algum dos monômios aw 
de p, com a #- O, a palavra w contém X i. Escrevemos p(Xi,, ... , Xik) para denotar que 
xi,) ... , xik são as únicas indeterminadas que ocorrem em p. 
Definição 3.2.4 Sejam A uma álgebra associativa sobre um corpo K, p(Xi11 ••• , Xik) E 
K {X} e a1, ... , ak elementos de A. Denotamos por p(a 11 ..• , ak) o elemento de A obtido 
pela substituição de Xij por ai em p{Xi, ... , Xik), para todo j, e realizadas as respectivas 
operações em A. 
Teorema 3.2.1 Sejam A uma álgebra associativa com identidade sobre um corpo K e 
{a1,a2 , ••• } um subconjunto enumerável de A. Então 
(i) existe um única hamamarfisma de álgebras 1jJ: K{X}-> A tal que ,P(X,) ~a, para tado 
i E N; 
(ii) este hamamarfisma 1jJ é dada par ,P(p(X,.,. .. , X,,))~ p(a;,. .. , a,,). 
Prova: Seja a : X ->A uma aplicação tal que a(X;) ~ a; para todo i E N. Podemos 
extender a unicamente a um homomorfismo de monóides cl : X* -+ A, pondo a' ( .,\) = 1 e 
ci(Xh···Xik) = a(XiJ ... a(Xik). Podemos agora extender a um homomorfismo de álgebras 
a": K{X}-> A dado por d'(L:wex· OiwW) ~ L:wex· Oiwd(w). Observemos que a"~ 1jJ e 
portanto é um 1./J homomorfismo de álgebras. 
Por outro lado, seja <p : K {X} -> A um homomorfisma de álgebras tal que <p(X,) ~ a; 
para todo i E N. Logo, 
<p(X,, ... ,X,,) ~ <p(X,, ) ... <p(X,,) ~ a(X,, ) ... a(X,,) ~ a' (X;, ... ,X,,), 
e então 
provando que <p = 1./J. • 
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Definição 3.2.5 O polin6mio Sn(Xl, ... , Xn) = l:uESn ( -lYXu(l)···Xa(n) é chamado polinômio 
"standard'' de grau n. 
Definição 3.2.6 o polinômio Sk(Xll ... , Xn) = El,;il<···<ik,;n xil· .. xikl onde k ::;; n, é 
chamado polinômio simétrico de grau k em n variáveis. 
Definição 3.2.7 O polin6mio [Xi,Xi] = XiXi- XiXi, com i e j em N, é chamado 
polinômio comutador de xi e xj. 
Observação 3.2.2 O polinômio standard de grau 2 é simplesmente o polinômio comutador 
de X 1 e X,, isto é, s,(Xl> X,) = [X1, X,]. 
Definição 3.2.8 O polinômio Sk(Xl, ... ,Xn) = 2.: 1 ::;;i,<...<i~<,;nXi,· .. Xik' onde k ( n, é 
chamado polinômio simétrico de grau k em n variáveis. 
Definição 3.2.9 O polinômio P,(X1, ... ,X.) = (X!)' + ... + (X.)' é chamada soma de 
potências de grau k em n variáveis. 
' 3.3 Algebras com identidade polinomial 
Definição 3.3.1 Sejam A uma álgebra associativa sobre um corpo K e p(Xi,, ... , X in) um 
polin6mio não-nulo de K {X}. Se p(a1 , ... , an) = O para quaisquer a1 , ... , an em A, então p 
é uma identidade polinomial de A, A é uma álgebra com identidade polinomial (ou abrevi-
adamente uma PI álgebra) e A satisfaz a identidade polinomial p. 
Exemplo 3.3.1 Se A é uma álgebra associativa e comutativa, então 
s,(X,X,) = [X1 ,X,] = X1X2 - X 2 X 1 
é uma identidade polinomial de A. Portanto, toda álgebra a.ssociativa e comutativa é uma 
PI álgebra. 
Observação 3.3.1 A cla.sse da.s álgebras associativas que satisfazem um polinômio standard 
é na verdade uma generalização da classe das álgebras associativas e comutativas. 
Exemplo 3.3.2 A álgebra das matrizes de dimensão 2 x 2 sobre um corpo K, denotada por 
M2 (K), satisfaz a identidade de Hall 
p(Xl,x,,x,) = [[X!,x,]',x,] = (xlx,- x,xl)'x,- x,(xlx,- x,x1)2 
Verifica-se facilmente esta identidade observando dois fatos cuja demonstração é bastante 
simples. O primeiro é que se A e B pertencem a Mn{K), n E N, então o traço de [A, B] é 
zero; e o segundo é que se A pertence a M2(K) e o traço de A é zero então A2 =>.I, onde 
.\ E K e I é a matriz identidade 2 x 2. Esta identidade polinomial é conhecida há ba.stante 
tempo, e aparece num artigo de M. Hall [8] de 1g43. 
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Exemplo 3.3.3 A álgebra das matrizes triangulares superiores n x n sobre um corpo K, 
denotada porTn(K), é uma PI álgebra pois satisfaz a identidade 
p(X1 , ... , X,n) = [X,, X,][X,, X,] ... [X,n-b X,n]· 
Isto decorre dos fatos de que se A e B são elementos de Tn (K) então [A, B] é um elemento de 
Tn(K) com a diagonal principal nula; e que o produto de n matrizes triangulares superiores 
n x n com a diagonal principal nula é a matriz nula. 
Definição 3.3.2 Uma álgebra associativa A é chamada nil álgebra se para cada a E A existe 
um número natural n tal que an = O. O menor número n com esta propriedade é chamado 
índice de nilpotência do elemento a. Uma álgebra A é chamada nil álgebra de índice limitado 
n se existe um número natural fixo n tal que an =O, para cada a E A. 
Exemplo 3.3.4 Toda nil álgebra associativa de índice limitado n é uma PI álgebra, pois 
satisfaz a identidade 
p(X1 ) = Xf. 
Definição 3.3.3 Uma álgebra associativa A é chamada nilpotente se existe um número 
natural fixo n tal que o produto de quaisquer n elementos de A é igual a zero. O menor 
número n com esta propriedade é chamado índice de nilpotência da álgebra A. 
Exemplo 3.3.5 Toda álgebra nilpotente é uma PI álgebra, pois satisfaz a identidade 
p(Xt, ... , Xn) = X, ... Xn, 
onde n é o índice de nilpotência da álgebra. 
Após vários exemplos de PI álgebras, uma pergunta natural seria: existem álgebras as~ 
sociativas que não satisfazem nenhuma identidade polinomial? A resposta para esta per~ 
gunta é sim. A álgebra livre K {X}, por exemplo, não satisfaz nenhuma identidade poli-
nomial. Isto pode ser compreendido através de um argumento muito simples. Supon-
hamos, por absurdo, que p(Xi1 , ••• , XiJ ê uma identidade polinomial de K {X}. Logo, 
p(X,, ... ,X,,) = p(p1(X,,), ... ,pn(X,,)) =O, onde p,(X,,) =X,, para 1 :Ç k :Ç n, o que 
ê um absurdo pois p(Xi, ... ,X i,) :f: O. 
Definição 3.3.4 Se A é uma PI álgebra sobre um corpo K, então definimos 
T(A) = {p E K {X} : p é uma identidade polinomial de A}. 
Proposição 3.3.1 Se A é uma PI álgebra sobre um corpo K, então T(A) <l K {X}. 
O próximo lema mostra que toda álgebra de dimensão finita ê uma Pl álgebra. 
Lema 3.3.1 Se A é uma álgebra associativa de dimensão finita n, então A satisfaz a iden-
tidade 
Sn+l(Xl,···,Xn+l) = L (-l)O"Xu(l)···Xu(n+l)· 
uESn+l 
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Prova: Da definição de polinômio standard ê óbvio que ele é igual a 7.ero se dois de seus 
argumentos são iguais. Sejam { e1, ... , en} uma base do espaço vetorial A e a1, ... , an+l ele-
mentos arbitrários da álgebra APodemos representar cada um dos elementos ai na forma 
de uma combinação linear dos elementos e11 ... , en com coeficientes em K. É fácil ver que a 
expressão Sn+I (a1 , ... , an+1) é uma combinação linear de termos da forma sn+l (ei,, ... , ei,.+' ), 
onde cada eik é um elemento do conjunto {e1, ... , en}. Mas então existem dois argumentos 
na expressão sn+l ( ~,, ... , ei,+,) que necessariamente coincidem, e portanto, ela deve ser igual 
a zero. Logo, Sn+ 1 ( ab ... , Un+1) = O. • 
3.4 Polinômios multilineares 
Definição 3.4.1 O grau do monômio o:w, onde a E K, a o:f O, e w E X*, denotado por 
gr(aw), é o comprimento da palavra w. O grau do polinômio p E K{X} é definido como o 
grau máximo de seus monômios. 
Definição 3.4.2 Um monômio o:w, onde a E K e w E X*, tem tipo [n1, n2 , ... , nk] se a 
palavra w contém Xi exatamente ni vezes, nk =J:. O e ni = O para todo i > k. Diremos que o 
número ni é o grau do monômio aw em Xi. Monômios que têm o mesmo tipo são chamados 
monômios do mesmo-tipo. 
Exemplo 3.4.1 O monômio X 1X 2X 2X 1X 4 tem tipo [2, 2,0, 1] e gr(X1X 2X 2X 1X 4 ) = 5. O 
monômio X1X1X2X4X2 tem tipo [2, 2, O, 1]. Portanto, X1X2X2X1X4 e X 1X 1X2X4X2 são 
do mesmo-tipo. 
Observação 3.4.1 Sem é um monômio de tipo [n1,n2, ... ,nk] então gr(m) = 2::~1 ~-
Definição 3.4.3 Um polinómio é chamado polinômio homogêneo em X i com grau ~ se 
todos os seus monómios te_m grau~ em Xi. Um polinômio é chamado polinômio homogêneo 
se todos os seus monômios são do mesmo-tipo. 
Exemplo 3.4.2 O polinômio p(X, X 2 , X 4 ) = 3X1X 1X 2X, + 7X1X 4X,X1 - 5X2X 1X 1X 4 + 
1X1X 1X4X2 é homogêneo, pois cada um de seus monômios tem tipo [2, 1,0, 1]. O polinômio 
p(X1,X2,Xs) = 4X1XlX2-9XlX3Xl +2XtX1 é homogêneo emX1 com grau 2; no entanto, 
não é homogêneo. 
Definição 3.4.4 Seja p um polinômio arbitrário. Se agruparmos os monômios do mesmo 
tipo, o polinômio p pode ser representado como uma soma de polinômios homogêneos. Estes 
polinômios homogêneos são chamados as componentes homogêneas do polinómio p. 
Exemplo 3.4.3 Consideremos o polinômio 
p(X1, X 2 , X 3 ) = 4X1X,X,- 9X1X,X, + 2X2X,X1 + 7X3X, + 5X1X 3 . 
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Definição 3.4.5 Um polinômio homogêneo em Xi com grau 1 é chamado polinômio linear 
em Xi. Um polinômio homogêneo de tipo [n1 , •.. , nk], onde ni = O ou~ = 1 para cada i, é 
chamado polinômio multilinear. 
Exemplo 3.4.4 O polinômio p(X1,X2,X4) = 3X1X 2X 4 + 7X1X4X2- SX2X1X4 é multi-
linear, pois cada um de seus monômios tem tipo [1,1,0,1]. O polinômio p(X1,X2,X3) = 
4X1X2 - 9X1X 3X 2 + 2X1X3 é linear em X 1; no entanto, não é multilinear. 
Definição 3.4.6 Se A= {it, ... , ik} então SA denota o grupo simétrico formado pelas per-
mutações dos elementos de A. 
Proposição 3.4.1 Seja K um corpo. Se p é um polinômio multilinear de K {X} e X i,, ... , Xik 
são as únicas indeterminadas que ocorrem em p, então 
p(Xi, ... ,Xik) =I: a,.XO"(i,)· .. Xub) 1 
uESA 
onde A= {it, ... , ik} e cada a,. E K. 
3.5 Identidades multilineares 
Conforme vimos no Exemplo 3.3.4, toda nil álgebra associativa A de índice limitado n é 
uma PI álgebra, pois satisfaz a identidade p(X1) = Xf. No entanto, o polinômio p não é 
um polinômio multilinear. Na tentativa de encontrar uma identidade polinomial multilinear 
para a nil álgebra A, vamos analisar algumas nil álgebras de índices limitados. 
Se A é uma nil álgebra de índice limitado 2, afirmamos que 
p(X,X,) = X1X, + x,xl = L Xuil)Xu('l 
aES2 
é uma identidade polinomial de A; pois O= (a+ b) 2 = a 2 + ab + ba + fi2 = ab + ba para 
quaisquer elementos a e b de A. 
Se A é uma nil álgebra de índice limitado 3, afirmamos que 
p(X1,X2,X3) =L Xa(l)X0"(2)Xa(3) 
uES3 
é uma identidade polinomial de A. Para obter este resultado basta observar dois fatos: 
O= (x+y)3 = x3 +x'y+xyx+xy2 +yx2 +yxy+y2x+y3 = x'y+xyx+xy'+yx2 +yxy+y2x 
para quaisquer elementos x e y de A e 
O (a+b+c)3 =((a+b)+c)3 
(a+ b)2c +(a+ b)c(a + b) +(a+ b)c2 +c( a+ b) 2 +c( a+ b)c + c2 (a + b) 
- (a' c +aca+ ac' + ca' + cac+c2a) + (b'c+ bcb+ bc2 + cb2 + cbc+Cb) + 
+(abc + acb + bac + bca + cab + cba) 
abc + acb + bac + bca + cab + cba 
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para quaisquer elementos a, b e c de A. 
Estes casos particulares podem servir como motivação para querer encontrar uma iden-
tidade polinomial multinilinear para uma nil álgebra de índice limitado n, ou de forma 
mais genérica, dada uma FI álgebra A qualquer querer encontrar uma identidade polinomial 
multinilinear para A. Esta seção desenvolve algumas ferramentas necessárias e conclui este 
resultado no Corolário 3.5.1. 
Inicialmente introdu.ziremos a seguinte notação: o sinal - sobrescrito a Xi numa soma 
X 1 + ... + Xi + ... + Xn denota que Xi aparece na soma com coeficiente zero, ou seja, 
n 
X1 + ... +X,+ ... + Xn = (L X,) -X,. 
k=l 
Definição 3.5.1 Sejam p = p(X1 , .•. , Xn) um polinômio de K {X} e Y1o ... , Y, E X -
{X1 , ... , Xn}· Para cada i= 1, ... , n definimos um polinômio pLf pela fórmula 
pLf(XI, ... ,Xi-1• Y11 ... , Yk,Xi+l• ... ,Xn) = 
- p(X1, ... , Xi-1, Yí + ... + Yk, Xi+I, ... , Xn)-
k 
- L:p(X~> ... ,Xi-l• Y1 + ... + ~ + ... + Yk, Xi+l• ... , Xn) + 
q=l 
k 
+ L p(Xt. ... , Xi-1, 1'í. + ... + Yq, + ... + ~2 + ... + }k, xi+ll ... , Xn) + 
k 
+ ... + (-1)'-' LP(X,, ... ,x,_,, Y,,x,+,, ... ,Xn) 
q=l 
Proposição 3.5.1 Sejam A uma álgebra associativa sobre um corpo K, P e Q subgrupos 
do grupo aditivo da álgebra A. Se para qualquer polinômio p = p(X, ... ,Xn) E K{X} 
e quaisquer elementos a1, ... ,an em P temos que p(a1, ... ,an) E Q, então para quaisquer 
a1, ... ,ai_1,b1 , ... ,bk,ai+l• ... ,an em P teremos quepLf(ai, .. -,ai-bbl, ... ,bk,ai+l•· .. ,ítn) E Q. 
Em particular, se p E T(A), então pLf E T(A). 
Prova: Verificação direta. • 
Assim o operador Lf transforma uma identidade da álgebra A numa nova identidade da 
álgebra A. A fim de elucidar a mecânica de sua operação, provaremos primeiro um lema. 
Lema 3.5.1 Sejam A uma álgebra sobre um corpo K e F : An -t A uma aplicação em n 




-L F( a1 + ... + âq + ... + ak, ... , a1 + ... + âq + ... + ak) + 
q=l 
k 
+ L: F(a1 + ... + âq1 + ... + âq2 + ... + ak, .•. , a1 + ... + âq, + ... + âq2 + ... + ak) + 
l:~ql<Q2~k 
k 
+ ... + ( -1)'-1 L F(a,, ... ,a,)= 
k =n, 
k > n. 
Prova: Seja k ~ n. Utilizando a linearidade da função F, podemos remover todas as somas 
de dentro dos argumentos desta função. Assim o lado esquerdo da igualdade a ser provada 
fica representada como uma combinação linear de elementos da forma F(aj,, ... ,ain) com 
coeficientes inteiros. Se existem s índices distintos entre j 1 , ..• , Jn e s < k, então o coeficiente 
para F(aj,, ... , ain) é igual â soma alternante 
(k- s) (k- s) (k- s) 1 - 1 + 2 + ... +(-1)'-' k-s' 
que é igual a zero. Observemos que s não excede n, e que k por hipótese não é menor que 
n. Assim s) k ocorre apenas se s = k = n. Neste caso o coeficiente para F(aj,, ... ,aj,J é 
claramente igual a um, e a demonstração do lema está concluída. • 
Proposição 3.5.2 Para quaisquer p e q em K {X} nos quais o operador Lf está definido, 
temos que (p+q)Lf = pLf+qLf. Sep = p(X1 , ••• ,Xm) é um monômio de grau n emXi e q = 
q(X1 , ..• ,Xi-b Z1, ... , Zn,Xi+ 1 , ... ,Xm) é um monômio linear em Z1, ... , Zn E X-{X1, ... ,Xm} 
tais quep(X11 ••• ,Xm) = q(XI, ... 1 Xi_ 1,Xi, ... ,Xi,Xi+h····Xm), então 
pLf(Xll ... , Xi-11 lí_, ... , Yk, Xi+ll ... , Xm) = 
{ LueSn q(Xt, ... , xi-1, Yug), ... , Yu(n), xi+l. ••'1 Xm) , se 
, se 
k =n, 
k > n. 
Prova: A linearidade de Lf é óbvia. Fixando X 1 , ... ,Xi_11 Xi+l• ... , Xn podemos considerar 
o monômio q como uma função das n variáveis Y1 , ... , Yn. Aplicando o Lema 3.5.1, obtemos 
a fórmula para pLf. • 
Exemplo 3.5.1 Vamos calcular pL~ para o monômio p(X1 , X2 ) = X 1X 1X 2X 1 . Consideran-
do o monômio q(Z11 Z2,Z3,X2) = Z1Z2X2Z3 e aplicando a Proposição 3.5.2, temos que 
pLhY11 Y2 1 Yg, X2) é igual a 
Y;Y,X,Y, + Y1Y3X,Y, + Y2Y1X 2Y, + Y,Y3X,Yl + Y,YIX,Y, + Y,Y,X,Y;. 
Exemplo 3.5.2 Vamos calcular pLÍ para o monômio p(XIJX2) = X 1X 1X2X1X1. Con-
siderando o monômio q(Z1 , Z2 , Z3 , Z4 , X 2) = Z1 Z2 X 2 Z3Z4 e aplicando a Proposição 3.5.2, 
temos que 
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Exemplo 3.5.3 Vamos calcular pL?L~ para o monômio p(Xh Xz) = X1X1XzXz. Con-
siderando o monômio q(W1 , W2 , X2 ) = W1 W 2X 2X2 e aplicando a Proposição 3.5.2, temos 
que 
pL((Y,, Y,,X,) = Y,Y,X,X,+ Y,Y,X,X,. 
Considerando agora os monômios r(Y1 , Y2, W11 W2) = Y1Y2W1W2 e s(Y1, Y2, Wt, W2) 
Y2 tí W1 W2, temos que 
e 
(Y,Y,X,X,)Li(Y,, Y,, z,, Z,) = y,y,z,z, + y,y,z,z,. 
Portanto, pLIL~(Y11 Y2, Z1, Z2) = Y1YzZ1Z2 + YíYzZ2Z1 + YzYíZ1Z2 + YzYtZzZI-
Proposição 3.5.3 Se p = p(X11 ... , Xn) é um polinômio homogêneo de tipo [ki. ... , kn.], então 
o polinômio pL~' L~2 ••• L~n é um polinômio multilinear. 
Prova: A demonstração é bastante simples utilizando a Proposição 3.5.2. • 
Definição 3.5.2 Seja p = p(X1 , ... ,Xn) um polinômio homogêneo de tipo [k, ... , kn]. O 
poNnómio multilinear pL~' L~2 ... L!n é chamado a linearização completa do polinômio p. 
Teorema 3.5.1 Sejam A uma álgebra associativa sobre um corpo K e p = p(X1 , ... , Xn) um 
polinômio não-nulo de K {X} que se anula pela substituição de quaisquer elementos de um 
subgrupo P do grupo aditivo da álgebra A. Então a linearização completa de quaisquer das 
suas componentes homogêneas com grau maximal também se anula em P. 
Prova: Seja p = p 1 + ... + Ps uma decomposição do polinômio p numa soma de componentes 
homogêneas, onde o grau de p 1 é maximal. 
Suponhamos que alguma variável X i não aparece em p1 mas aparece em outras compo-
nentes homogêneas. Então o polinômio 
p'(X,, ... , Xn) = p(X, ... , X;-h O, X;+l, ... , Xn) 
também se anula em P, temp1 como componente de grau maximal, mas p' não contém X;. 
Por outro lado, se X i aparece em p1 mas não aparece em qualquer outra componente 
homogênea do polinômio [1, então podemos considerar o novo polinômio 
p'(X,, ... , Xn) = p'(X,, ... , Xn)- p'(X,, ... , X;-t, O, X;+,, ... , Xn). 
Este polinômio também se anula em P, mas X1 agora aparece em todas as componentes 
homogêneas do polinômio rP, e, como anteriormente, p1 é uma componente de grau maximal 
em#'· 
Assim, remunerando as variáveis se necessário, podemos assumir que a componente ho-
mogênea Pl do polinômio p tem tipo [kt, ... , kn], onde ~ =f:. O para i = 1, 2, ... , n, e de-
mais componentes homogêneas (P2 por exemplo) têm tipo [m1, ... , mn], onde mi =f:. O para 
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i = 1, 2, ... , n, e onde a desigualdade mi < k3 mantém-se para algum j. Como mj < kj, 
então p2L~1 L~l ... L~n = O pela Proposição 3.5.2. Conseqüentemente, 
L k, L'' L'" L'' L'' L'" P11 2···n=P1 2···n· 
Pela Proposição 3.5.1, concluímos que a linearização completa 
da componente p1 anula-se em P. 
L''L"' L"" P11 2···n 
Deste teorema decorre um corolário que é o resultado mais importante desta seção. 
• 
Corolário 3.5.1 Se uma álgebra associativa A satisfaz uma identidade polinomial de grau 
n, então A também satisfaz uma identidade polinomial multilinear de grau n. 
Exemplo 3.5.4 Se A é uma nil álgebra de índice limitado n, então 
q(X1, ... , Xn) = L Xa(l) .. ·Xa(n) 
(]'ESn 
é uma identidade polinomial de A, pois é a linearização completa do polinômio p(X1) = Xf, 
o que está de acordo com os casos particulares do início de;;ta seção. 
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Capítulo 4 
Teorema de Amitsur-Levitzki 
Apresentamos uma das provas do Teorema de Amitsur-Levitzki. Este teorema 
afirma que s2n é uma identidade polinomial da álgebra das matrizes de ordem n. 
4.1 Identidades polinomiais na álgebra das matrizes 
Seja K um corpo e num número natural. Denotamos por Mn(K) o conjunto das matrizes nx 
n com entradas no corpo K. Na verdade, Mn(K) é uma álgebra associativa com identidade 
sobre K, conhecida como a álgebra das matrizes de ordem n. Será que Mn(K) é uma PI 
álgebra? Sim, pois Bn2+1(X1,X2, ... ,Xn2+I) é urna identidade polinomial de Mn(K), dado 
que sua dimensão é n 2 . Será que existem outras identidades polinomiais em M11 (K), cujo 
grau seja menor que n2 + 1? O Teorema da Escada, cujo nome torna-se bastante natural 
ao compreendermos sua demonstração, mostra que não existem identidades polinomiais de 
grau menor que 2n em Mn ( K). 
Teorema 4.1.1 (da Escada) Se K é um corpo e n é um número natural, então a álgebra 
Mn(K) não satisfaz nenhuma identidade polinomial de grau menor que 2n. 
Prova: Suponhamos, por absurdo, que exista uma identidade polinomial p de grau menor 
que 2n. Conforme o Corolário 3.5.1, podemos deduzir a existência de uma identidade poli-
nomial multilinear q(X1, ... , X 9 ) cujo grau g é menor que 2n. Podemos assumir também que 
entre os monômios que aparecem em q, temos um monômio a:X1 ... X 9 ,com a =f- O. Substi-
tuamos X1, ... , X 9 por en, e12. e22, e2s, ... , ekk+I se g = 2k é par, ou por eu, e12. e22 1 ezs, ... , ekk 
se g = 2k - .1 é ímpar. É claro que o único produto destes elementos que não é zero é 
eue1zezzez3 ... ekk+1 = e1k+I se g = 2k ou eu, e12, e22, e23, ... , ekk = e1k se g = 2k- 1. Logo, 
q(en, e12, e22, ezs, ... , ekk+I) = a-e1k+l f.= O se g = 2k 
ou 
q(eu, e12, e22, €23, ... , ekk) = a:elk #O se g = 2k- 1, 
o que é uma contradição. • 
Podemos nos perguntar: existem identidades polinomiais em Mn(K) com grau maior que 
2n-1 e menor que n2 + 1? No caso de n = 1, isto é óbvio, pois s2(X1, X2) = X 1X2- X2X1 e 
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a multiplicação no corpo K é comutativa. Na verdade, este resultado pode ser generalizado 
para um número natural n qualquer. Em 1950, S. A. Arnitsur e J. Levitzki I2J provaram que 
L (-1)" Aa(l)···Aa(2n) =O 
aES2n 
para quaisquer matri:;:es A 1, A2 , •.• , A211 em Mn(K). Após a publicação deste teorema, um 
marco na história das Pl álgebras, surgiram outras três provas diferentes para ele, cada ve7. 
mais simples. A primeira foi elaborada em 1958 por E. Kostant {17J. Em 1963, utilizando 
teoria dos grafos, R. G. Swan [36J, {37J apresentou uma nova prova. Por fim, em 1976, S. 
Rosset [31] publicou um artigo de apenas duas páginas com uma demonstração envolvendo 
álgebra exterior. Neste capítulo apresentamos a prova de Swan que pode ser encontrada 
em Procesi !27] e é bastante simples, mas apóia-se num teorema da teoria dos grafos que 
desenvolveremos na próxima seção. No Capítulo 7, apresentamos a prova de Rosset. 
4.2 Um teorema sobre grafos 
Definição 4.2.1 Um grafo orientado G = (V, A, e1 , t:2 ) é uma quádrupla ordenada na qual 
V é um conjunto finito e não-vazio cujos elementos são chamados vértices, A é um conjunto 
finito cujos elementos são chamados arestas, e e1 e .::-2 são funções de A em V. Se a E A 
então ê1(a) é chamado extremo inicial de a e e2(a) é chamado extremo final de a. 
Definição 4.2.2 Um caminho orientado C num grafo orientado G = (V, A, t:11 s2) é uma 
seqüência finita a1, ... , ak de arestas tais que t:2(ai) = é1(ai+I) para i = 1, ... , k- 1. Se 
t:1(a!) = u e e2(ak) =v, dizemos que C é um caminho orientado deu até v. 
Exemplo 4.2.1 Consideremos o grafo orientado G = (V,A,él>é2 ) onde V= {u,v,w,x,y}, 
A= {al,a2,a3,a4,a5,a6,a7}, t:1(a1) = u e é2(a1) =v, s1(a2) = u e e2(a2) = x, ê 1(a3) = x 
e t:z(a,) ~v, e1(a4) =v e t:2(a4) ~ w, e1(a5) ~ w e e2(a5) = y. e,(a6) =v e t:2(a6) = y. 
t:1(a7) = y e e2(a7) = x (veja' a Figura 4.1). Neste grafo orientado, temos, entre outms, o 
caminho orientado C= a1,a4,a5 ,a7 deu até x. 
Definição 4.2.3 Um caminho unicursal C num grafo orientado G é um caminho orientado 
tal que cada aresta de G aparece uma e apenas uma vez em C. Se a seqüência a 1, ..• , ak de 
arestas é um caminho unicursal então existe uma bijeção entre {1, ... , k} e A; numerando 
as arestas de A, podemos considerar cada caminho unicursal como uma permutação do con-
junto {1, ... , k}. Assim, definimos caminho unicursal par como um caminho unicursal cuja 
permutação associada é par e caminho unicursal ímpar como um caminho unicursal cuja 
permutação associada é ímpar. 
Definição 4.2.4 Se G é um grafo orientado e u e v são vértices de G, denotamos por 
n1 ( u, v) o número de caminhos uni cursais ímpares de u até v e por ~( u, v) o número de 





Figura 4.1: Desenho do grafo do Exemplo 4.2.1. 
Exemplo 4.2.2 Consideremos o grafo orientado G = (V, A, CIJ s-2) onde V = { u, v, w, x }, 
A= {a!,a,,a,,a,,a,}, cJ(a!) = u e c2(a1) = w, cJ(a,) = w e t:,(a,) =v, c1(a,) = u e 
e:,(a,) =v, e1(a,) = x e e,( a,)= u, E!(as) =v e e2(as) = x (veja a Figura 4.2). Os únicos 
caminhos unicursais de u até v são C1 = a1, a2, a5 , a4 , a3 e C2 = a3 , a5 , a4 , a11 a2 ; as per-
mutações associadas a eles são respectivamente a1 = (35) e 0'2 = (134)(25) = (14)(13)(25); 






Figura 4.2: Desenho do grafo do Exemplo 4.2.2. 
Definição 4.2.5 Se G = (V, A, e11 c2) é um grafo orientado, definimos para um vértice v os 
números 
s(v) = l{aEA:el(a)=v}l, 
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e(v) = l{aEA:e:,(a)=v}l. 
Além disso, definimos o fluxo e a ordem de um vértice como 
fluxo( v) 
ordem( v) 
s(v)- e( v), 
s(v) +e( v). 
Teorema 4.2.1 Se G = (V, A, c1, e2) é um grafo orientado tal que IAI )> 2IVI, então 
n 1 (u,v) = n2 (u,v) para quaisquer vértices u e v de G. 
Prova: Para provar o teorema vamos primeiro fazer algumas reduções e então prosseguir 
utilizando indução finita. 
Primeira redução: se IAI > 2IVI, seja k = IAI- 2IVI· Vamos modificar o grafo G 
conectando ao vértice u uma cadeia de k novas arestas, ou seja, consideramos o novo grafo 
orientado G1 = (V1, A', t:i, 6'2) onde V'= Vu{ v1, ... , vk}, A'= AU{a1, ... , ak}, êi (a) = t:1(a) e 
t:~(a) = e2(a) se a E A, eí (ai) = vi e e~( ai) = Vi+l para 1 ~ i ~ k -1, Ei ( ak) = vk e e~( ak) = u 
(veja a Figura 4.3). No novo grafo G', IV' I = lVI + k, IA' I = IAI + k e existe nma bijeção 
entre os caminhos unicursais de u até v em G e de Vl até v em a, preservando a paridade. 
Assim é suficiente provar o teorema para G'. Por sua vez, em G1 temos IA' I= 2IV'I, e esta 
é a primeira redução. 
Vg 
Figura 4.3: Desenho de uma parte do grafo G' da primeira redução. 
Segunda redução: Assumamos que em G há pelo menos um caminho uni cursai a 1 , ... , an 
deu até v. Como .s-2 (ai) = s1 (ai+t) para 1 .!Ç i .!Ç n -1, então 
(i) se u =v então jluxo(x) =O para todo vértice x; 
(ii) se u :j:. v então fluxo(x) = O para todo vértice x com exceção de u e v, para os quais 
fluxo(u) = l e fluxo( v)= -l. Neste caso, adicionamos um novo vértice w e duas novas 
arestas b1 e b2 da seguinte maneira: consideramos o novo grafo orientado G' = (V', A', si, s~) 
onde V'= V U {w}, A' =A U {b1, b2}, E:'1(a) = <'1(a) e E:'2(a) = <'2(a) se a E A, <'\(b1) =v 
e c;(bl) = w, <'\ (b,) = w e e;(b,) = u (veja a Figura 4.4). O grafo G' tem IA'I = IAI + 2 
arestas e IV' I = lVI + 1 vértices; novamente, temos IA' I = 2IV'I e existe uma bijeção entre 
os caminhos unicursais de u até v em G e de w até w em G', preservando a paridade. Além 
disso, em G' todos os vértices têm fluxo nulo, e esta é a segunda redução. 
Resumindo nossas reduções, podemos considerar apenas grafos orientados G = (V, A, E 1 , E2 ) 
tais que 
(i) IAI = 2IVI; 
(ii) fluxo(x) =O para qualquer vértice x; 
(iii) u =v (chamaremos este vértice de vértice base). 
Vamos iniciar a prova sob estas hipóteses. Faremos a construção de novos grafos orien-
tados sempre procurando que eles satisfaçam estas hipóteses. Podemos considerar 3 casos: 
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Figura 4.4: Desenho de uma parte do grafo G' da segunda redução. 
Primeiro caso: Suponhamos que o grafo orientado G tem uma configuração formada por 
3 vértices v1,v2 ,v3 e por 3 arestas a1,U:1,aa tais que c1(a1) = v1 e ez(a1 ) = v2 , E1(a2) = Vz 
e E2 (a2) = v2, e1 (a3) = v2 e s 2(ag) = v3 , e ordem(vz) = 4. Se vz é o vértice base então 
qualquer caminho unicursal começa ou termina com az. Invertendo o papel de a2 como 
aresta inicial ou final, temos uma bijeção entre os caminhos unicursais pares e ímpares 
(já que IAI é um número par). Se o vértice base não é 'V2 então todo caminho unicursal 
contém a1a2a3 • Podemos transformar as 3 arestas a 1, a2, a3 em uma eliminando o vértice 
v2 , ou s~la, consideramos o novo grafo orientado G1 = (V',A',c~,sí) onde V'= V- {vz}, 
A' = (A- {a, a2 , a 3}) U {b ), t:\ (a) = t:1 (a) e t:\(a) = t:2 ( a) se a E A- { a1, a2 , a3), e\ (b) = v1 
e cí(b) = v3 (veja a Figura 4.5). Um caminho unicursal no grafo orientado G' é exatamente 
um caminho unicursal em G com a 1a2a3 substituídos por b. O gTafo orientado G' tem 
IV' I = lVI - 1 vértices e IA'I = IAI - 2 aresta.<;, logo IA'I = 2IV'I; além disso, existe uma 
bijeção entre os caminhos unicursais de G e de G' que preserva a paridade. Como G' tem 





Figura 4.5: Desenhos de partes dos grafos G e G' do primeiro caso. 
Segundo caso: Suponhamos que o grafo orientado G tenha um vértice de grau 2. Logo, 
G tem uma configuração formada por 3 vértices vb v2, vs e por k+2 arestas a11 ... , ak, ak+l• ak+2 
tais que E1(ak+l) = V1 e 22(ak+l) == vz, E1(ak+2) = vz e ez(ak+2) = vs, Ez(~) = v1 para 
1 ~i~ k, ordem(v1 ) > 2 e ordem(v2) = 2. Para cada i= l, ... ,k, construímos um novo 
33 
grafo orientado Gi = (V, Ai,ei,e~) onde Ai = (A- {Ui,ak+I}) U {bi,b}, e:i(a) = e1(a) e 
l'j(a) = t 2(a) se a E A- {a;,ak+l}, ej(b;) = E1(a;) e e\(b;) = v2 , <\(b) =v, e ej(b) =v, 
(veja a Figura 4.6). O grafo orientado Gi satisfaz todas as hipóteses e cai no caso anterior. 
Cada caminho unicursal em G gera um caminho unicursal em Gi para algum i e vice-versa, 
preservando a paridade. Assim, caímos no caso anterior. 
b 
ak+2 ~ ak+2 v, v, v, . 
G G, 
Figura 4.6: Desenhos de partes dos grafos G e Gi do segundo caso. 
Terceiro caso: Suponhamos que não ocorra nenhum dos dois casos anteriores. Logo, 
ordem(x) ) 4 para todo vértice x de G. Como Loev ordem(x) = 2IAI = 4IVI então todo 
vértice tem ordem 4. Desde que não temos configurações como a do 1° caso, o grafo orientado 
G deve conter uma configuração formada por 8 vértices w, t, v1 , 'V2, Va, v4 , v5 , v6 e por 7 arestas 
a,al,a2,a3,a4,a5,a6 tais que e1(a) = w e e:2(a) = t, E1(at) = v1 e E"2(al) = w, E1(a2) = v2 
e e,( a,)= w, E1 (a3 ) =te e2 (a3 ) = v3 , e1 (a4 ) =te e2(a4 ) = v4 , t 1 (a5) = w e E:2 (a5 ) = v5 , 
e1 (a6) = v6 e e:,(a6 ) = t (veja a Figura 4.7). 
v, v, 
a, a, 
a5 w a t a6 vs------~----~~--------~~----------~----~------v, 
v, 
Figura 4.7: Desenho do grafo G do terceiro caso. 
Construímos novos grafos orientados G1 = (V, At, e}, eJ) onde A1 = (A-{a, a 1} )u{b, bt}, 
l'l(a) =,,(a) e E:i(a) =<,(a) se a E A- {a, a,}, el(b) =te ei(b) = t, E:l(b,) =v, e Ei(b,) = t 
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a, 
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Figura 4.10: Desenho do grafo G3 do terceiro caso. 
t a, b rl!'--....:.o:---v, 
v, 
Figura 4.11: Desenho do grafo G4 do terceiro caso. 
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e G, = (V, A,, éf,ê~) onde A, = (A- {a, az}) U {b, bz}, c[(a) = t:1 (a) e t:l(a) = &2 (a) se 
a E A- {a, a,}, t:l(b) =te t:\(b) = t, t:i(b2 ) = v2 e cl(b2) = t (veja a Figuras 4.8 e a Figura 
4.9). Qualquer caminho unicursal de G contendo a1a gera um caminho unicursal em G1, e 
um contendo a2a gera um caminho unicursal em G2; além disso, a paridade é preservada. 
No entanto, há caminhos uni cursais em G1 e em G2 que não provém de caminhos unicur-
sais em G, explicitamente são aqueles contendo b1a3 ou b1a4 em G1 e aqueles contendo b2a3 
ou b2a4 em G 2; eles são exatamente os caminhos unicursais nos grafos G3 =(V, A3,sf,e~) 
onde A3 = (A- {a, a3}) U {b, b3 }, <i(a) = t:1(a) e t:l(a) = t:2 (a) se a E A- {a, a3 }, ci(b) = t 
e ê~(b) = t, <I(bs) = w e t:J(bs) = v3 e G, = (V, A,,,f, t:i) onde A,= (A- {a, a4 }) U {b, b4 }, 
t:/(a) = & 1(a) e <i(a) =<,(a) se a E A-{a,a,}, c/(b) =te t:l(b) = t, t:/(b,) = w e t:i(b,) =v, 
(veja a Figura 4.10 e a Figura 4.11). As paridades são preservadas. 
Como o teorema é verdadeiro para G11 G2 , G3 e G4 pelos casos anteriores, é verdadeiro 
~G • 
Observação 4.2.1 A condição \AI ~ 2IV\ é realmente necessária para o Teorema 4.1.1. 
Consideremos o grafo G =(V, A, é'IJ e2) onde V= {VI, ... , Vn}, A= {ai, ... , a2n-d, éi(CLt-) =v~· 
e e2(ai) =Vi+ I se 1 ~i~ n -1, cl(an) = Vn e E'2(an) = Vn, ei(ai) = Vi-n+I e ê2(ai) = vi-n 
se n+1 ~i~ 2n-1 (veja a Figura 4-12). Há apenas um caminho unicursal de VI atév1 . 
Figura 4.12: Desenho do grafo da Observação 4.2.1. 
Exemplo 4.2.3 No Exemplo 4.1.2, n,(u,v) = 2 f O= n,(u,v) pois \AI= 5 < 8 = 2\VI 
e o Teorema 4.1.1 não pode ser aplicado. 
Exemplo 4.2.4 Consideremos o grafo orientado G == (V,A,e1,e2) ande V= {u,v,w}, 
A = {a1,a2,a3,a4,as,a6}, c1(a1) = u e e2(a1) = w, ê1(a2) = w e e2(a2) =v, e1(a3) = 
u e t:,(aa) = v, t:1 (a,) = v e <2 (a,) = u, <1 (a5 ) = u e t:,(a5 ) = u, t:1 (as) = w e 
,,(a6) = w {veja a Figura 4.13}. Como \AI = 6 ( 6 = 2\V\, o Teorema 4.1.1 é váli-
do para G. Escolhendo as vértices u e v, temos que os únicos caminhos unicursais de u 
~v~~=~.-.~.04,%,%,~=%,04,%,~,~.~.~=~,~.~.~.04,%' 
C4 =as, a3, a4, a1, a6, a2; as permutações associadas a eles são respectivamente a1 = (236) = 
(23)(26), "'' = (135624) = (14)(12)(16)(15)(13), "'' = (1542)(36) = (12)(14)(15)(36) e 
"'' = (156234) = (14)(13)(12)(16)(15); portanto, G tem apenos 4 caminhos unicursais deu 
até v, 2 pares e 2 ímpares. 
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Figura 4.13: Desenho do grafo do Exemplo 4.2.4. 
4.3 Teorema de Amitsur-Levitzki 
A seguir, provamos o Teorema de Amitsur-Levitzki pela prova de Swan. 
Teorema 4.3.1 (Amitsur-Levitzki) Se K é um corpo e n um número natural, então s211 é 
uma identidade polinomial de Mn(K). 
Prova: Como s2n é multilinear, é suficiente mostrar que este polinômio se anula quando 
calculado em elementos de uma base de Mn(K). Escolhemos a base usual, formada pelas 
matrizes ~j, nas quais a posição ij é igual a 1 e as demais posições são nulas. Para simplificar 
escreveremos (i,j) ao invés de eü. Tomemos 2n matrizes desta base 
e calculemos s2n(AI> ... , A 2n)- Se Ai :::: Aj para i e j distintos, então s2n(A1 , •.. , A2.,..) =O. As-
sumimos então que as matrizes A1, ... , A2n são distintas. Construímos um grafo orientado cu-
jos vértices são os números 1, 2, ... , n e cujas arestas são os 2n pares ( i 11 j 1), ( i2, j2), ... , ( i2n, )2n); 
definimos também <1 (i,j) =i e <,(i,j) = j. Um produto A.(1)A•(')···Aa(2n) é nãa-nulo se e 
somente se representa um caminho unicursal neste grafo, e ele produz o valor (i, j) se e so-
mente se começa em i e termina em j. Pelo Teorema 4.2.1, (i, j) é obtido o mesmo número 
de ve?.es através de permutações pares e ímpares. Logo, na soma :EaES
2
, ( ~ 1 )u Au(l)···Au(2n) 
as duas contribuições são canceladas. Portanto, s2n(A1 , ••• , A2n) =O. • 
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Capítulo 5 
Teorema de Higman 
Em 1952, G. Higman [10] publicou um artigo provando um teorema, hoje 
conhecido como Teorema de Higman, que ê uma ferramenta importante utilizada 
no Capítulo 6. Espomos este resultado seguindo o artigo original de Higman. 
5.1 Propriedade da base finita 
Definição 5.1.1 Uma relação de quasi-ordem num conjunto P é uma relação simbolizada 
por~ e que para quaisquer x, y e z em P satisfaz as seguintes propriedades: 
(i) x ( x (refiexiva); 
(ii) se x ( y e y ( z então x ( z (transitiva). 
Um conjunto P no qual está definida uma relação de quasi-ordem é chamado um conjunto 
quasi-ordenado. 
Definição 5.1.2 Uma relação de quasi-ordem num conjunto P é chamada uma relação de 
ordem parcial se para quaisquer x e y em P satisfaz a seguinte propriedade: 
{iii} se x ( y e y ( x então x = y (anti-simétrica). 
Um conjunto P no qual está definida uma relação de ordem parcial é chamado um conjunto 
parcialmente ordenado. 
Definição 5.1.3 Uma relação de ordem parcial num conjunto P é chamada uma relação de 
ordem total (ou linear) se para quaisquer x e y em P satisfaz a seguinte propriedade: 
(iv) x ~ y ou y ~ x (x e y são chamados comparáveis}. 
Um conjunto P no qual está definida uma relação de ordem total é chamado um conjunto 
totalmente ordenado (ou um conjunto linearmente ordenado). 
Exemplo 5.1.1 Seja A= {a= (at,a2 , ... ): ai E N para i E N}. Para a= (a1 ,a2 , ... ) e 
b = (b11 ~, •.. ) E A, definimos uma relação de quasi-ordem escrevendo que a~ b se existe 
uma aplicação rp : N ---+ N tal que ai ~ b'P(i) para cada i E N. É fácil ver que esta relação 
de quasi-ordem não é uma relação de ordem parcial. Sejam a = (1, 2, 3, ... ) e b = (2, 4, 6, ... ). 
Considerando as aplicações r.p: N---+ N dada por r.p(n) = 2n e id: N ............, N a aplicação 
identidade, temos que b ~a e a~ b respectivamente. No entanto, a =1- b, mostrando que não 
é uma relação de ordem parcial. 
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Exemplo 5.1.2 Consideremos o conjunto N dos números naturais e definamos m ~ n se 
m divide n. Esta é uma relação de ordem parcial, porém não é uma relação de ordem total, 
porque, por exemplo, 4 não divide 7 e 7 não divide 4-
Exemplo 5.1.3 Consideremos A como o conjunto das letras do alfabeto latino. O conjunto 
p formado por todos os subconjuntos de A onde M ~ N se M Ç N é parcialmente ordenado. 
Porém, P não é totalmente ordenado pois {a,b} não contém {c} e {c} não contém {a,b}. 
Exemplo 5.1.4 Se tomarmos o conjunto dos números inteiros Z ex ~ y com o seu signifi-
cado habitual, teremos um conjunto totalmente ordenado. 
Proposição 5.1.1 Todo subconjunto de um conjunto quasi-ordenado também é um conjunto 
qua.si-ordenado. 
Proposição 5.1.2 Todo subconjunto de um conjunto parcialmente ordenado também é um 
conjunto parcialmente ordenado. 
Proposição 5.1.3 Todo subconjunto de um conjunto totalmente ordenado também é um 
conjunto totalmente ordenado. 
Definição 5.1.4 O fecho de um subconjuntoS de um conjunto quasi-ordenado P, denotado 
por cl(S), é o conjunto de todos os elementos b em P tais que para algum a em S, a~ b. 
Definição 5.1.5 Um subconjunto de um conjunto quasi-ordenado é fechado se ele é igual 
ao seu fecho. Um subconjunto de um conjunto quasi-ordenado é aberto se seu complemento 
é fechado. 
Proposição 5.1.4 Em qualquer conjunto quasi-ordenado P, o conjunto vazio 0 e o conjunto 
todo P são conjuntos fechados. 
Prova: Paxa mostrar que 0 é fechado, precisamos mostrax que para todo elemento a em 0 
não existe um elemento b fora de 0 tal que a ~ b; mas desde que não existem elementos em 
0, este requisito está automaticamente satisfeito. O conjunto P é fechado, pois se a E P, 
então todo elemento b tal que a ~ b é um elemento de P. • 
Corolário 5.1.1 Em qualquer conjunto quasi-ordenado P, o conjunto vazio 0 e o conjunto 
todo P são conjuntos abertos. 
Proposição 5.1.5 Se S é um subconjunto de um conjunto quasi-ordenado P e F é um 
subconjunto fechado de P tal que S ,; F, então cl(S) ,; F. 
Prova: Seja a E cl(S). Logo, existe bem S tal que b ~a. Como b E F e F é fechado, temos 
queaEF. • 
Observação 5.1.1 Expressamos também a proposição anterior dizendo que cl(S) é! o menor 
conjunto fechado que contém S. 
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Proposição 5.1.6 Seja P um conjunto quasi-ordenado. Então 
(i) qualquer união de conjuntos fechados em P é fechada; 
(ii) qualquer interseção de conjuntos fechados em P é fechada. 
Prova: Seja {Fi} uma classe arbitrária de conjuntos fechados em P. 
Para provar {i), devemos mostrar que F= UtFi é fechado. Se {Fi} é vazio, então F é 
vazio, e pela Proposicão 5.1.4, F é fechado. Suponhamos que {Fi} não seja vazio. Logo, 
se a E cl (F) então existe b E F tal que b ~ a. Como b E Fi, para algum i, temos que a E Fi. 
Logo, cl(F) Ç F, ou seja, F= cl(F) e F é fechado. 
Para provar (ii), devemos mostrar que F = niFi é fechado. Se {Fi} é vazio, então 
F= P, e pela Proposição 5.1.4, F é fechado. Suponhamos que {Fi} não seja vazio. Logo, 
se a E cl(F) então existe b E F tal b ~ a. Como b E F't., para todo i, temos que a E Fi, para 
todo i. Logo, cl(F) Ç F, ou seja, F= cl(F) e F é fechado. • 
Corolário 5.1.2 Seja P um conjunto quasi-ordenado. Então 
(i) qualquer união de conjuntos abertos em P é aberta; 
(ii) qualquer interseção de conjuntos abertos em P é aberta. 
Proposição 5.1. 7 Sejam P um conjunto quasi-ordenado, S um subconjunto de P e F um 
subconjunto fechado de P. Então F- S é um subconjunto fechado de P - S. 
Prova: Seja a E P- S tal que existe b E F-Sonde b ~ a. Logo a E F e a cfc S. Portanto, 
a E F- S. Assim, F-Sé fechado em P- S. • 
Proposição 5.1.8 Sejam P um conjunto quasi-ordenado e A e B subconjuntos de P. Então 
(i) cl(A u B) = cl(A) u cl(B); 
(ii) cl(A n B) Ç cl(A) n cl(B). 
Prova: Para provar (i), consideremos a E cl(A u B). Logo, existe b E A ou b E B tal que 
b ~ a. Assim, a E cl(A) ou b E cl(B). Portanto, cl(A u B) Ç cl(A) u cl(B). Consideremos 
agora a E cl(A) U cl(B). Logo, existe b E A ou b E B tal que b ~ a. Assim, a E cl(A u B). 
Portanto, cl(A) U cl(B) Ç cl(A U B). 
Para provar (ii), consideremos a E cl(A n B). ·Logo, existe b E A e b E B tal que b ~ a. 
Assim, a E cl(A) e a E cl(B). Portanto, cl(A n B) Ç cl(A) n cl(B). • 
Observação 5.1.2 Não necessariamente cl(A n B) = cl(A) n cl(B). Se considerarmos o 
conjunto quasi-ordenado Z onde a ~ b se a divide b, temos que cl( {2} n {3}) = cl(0) = 0 e 
cl({2}) n cl({3}) = 6Z. 
Definição 5.1.6 Um conjunto quasi-ordenado P tem a propriedade da base finita se todo 
subconjunto fechado de P é fecho de um conjunto finito. Um conjunto quasi-ordenado com 
a propriedade da base finita é chamado conjunto parcialmente bem ordenado. 
Definição 5.1.7 Dizemos que um subconjuntoS de um conjunto quasi-ordenado P satisfaz 
a condição da cadeia Mcendente se para toda seqüência infinita a1 ~ U2 ~ aa ~ --· em S 
existe n E N tal que an = an+l = an+2 = .... 
41 
Proposição 5.1.9 Seja P um conjunto quasi-ordenado tal que não existe uma infinidade 
de elementos mutuamente incomparáveis em P. Se a1, a2, ... é uma seqüência infinita de 
elementos de P e Oi = {j E N : ai ~ai ou a; ~ai} para cada i em N, então existe io E N 
tal que nio é infinito. 
Prova: Suponhamos, por absurdo, que para qualquer i em N, f!i é finito. Seja b1, b2, ... a 
subseqüência infinita definida por 
b1 = am, onde m1 = 1 e 
bi =Um, onde mi = max(stm,_,) + 1, para i~ 2. 
Logo, os elementos de (bi) constituem uma infinidade de elementos mutuamente incom-
paráveis em P, o que é uma contradição. • 
Proposição 5.1.10 Seja P um conjunto quasi-ordenado tal que não existe uma infinidade 
de elementos mutuamente incomparáveis em P. Então toda seqüência infinita de elementos 
de P tem uma subseqüência infinita com todos os elementos comparáveis. 
Prova: Sejam a 1, a 2, ... uma seqüência infinita de elementos de P e ni = {j E N : ai ~ ai 
ou ai~ ai} para cada i em N. Seja b1 , b2 , ... a subseqüência definida por 
b1 = am1 onde m1 = min( {j E N: O.j é infinito}) e 
bi = Um, onde mi = min( {j E .Qm;_, : .Qj é irrfinito}), para i ;:;::: 2. 
Pela Proposição 5.1.9, esta subseqüência é infinita. Além disso, todos os seus elementos 
são comparáveis. • 
O próximo teorema caracteriza bem os conjuntos parcialmente bem ordenados, apresen-
tando uma várias das suas propriedades. 
Teorema 5.1.1 As seguintes afirmações são equivalentes num conjunto quasi-ordenado P: 
(i) P tem a propriedade da base finita; 
(ii} a condição da cadeia ascendente é mantida para subconjuntos fechados de P; 
(iii) se S é um subconjunto qualquer de P, existe um confunto finito S0 tal que 80 Ç S Ç 
cl{So); 
(iv} toda seqüência infinita de elementos de P tem uma subseqüência infinita ascendente; 
(v) se a1, a2, ... é uma seqüência infinita de elementos de P, existem inteiros positivos i e j 
tais que i < j e~· $; aJ·; 
(vi} não existe uma seqüência infinita estritamente descendente em P, nem uma infinidade 
de elementos mutuamente incomparáveis em P. 
Prova: A prova deste teorema será feita em três etapas. Primeiro, provaremos a equivalência 
das três primeiras afirmações; depois, provaremos a equivalência das três últimas afirmações; 
por fim, provaremos que {iii) implica {v) e que (v) implica (ii). 
Se P tem a propriedade da base finita, suponhamos, por absurdo, que exista uma se-
qüência infinita F1 Ç F2 Ç ... de subconjuntos fechados de P com a propriedade de que para 
todo inteiro positivo i existe um inteiro positivo j tal que Fi está contido propriamente em 
Fj. Pela Proposição 5.1.6, F = u:1 Fi é fechado. Sejam G um conjunto finito tal que 
F= cl(G) e n E N tal que G Ç Fn. Como Fn é fechado, temos que F= cl(G) Ç Fn· Logo, 
F= Fn = Fn+l = ... , o que é uma contradição. Portanto, (i) implica (ii). 
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Se a condição da cadeia ascendente é mantida para subconjuntos fechados de P, vamos 
supor, por absurdo, que exista um subconjunto S de P tal que para qualquer subconjunto 
finito S0 de S temos que S i cl(So). Sejam o1 E Se A1 = {o1}. Logo, existe a, E S tal 
que a2 ~ cl(A1 ); seja A 2 = {a1 , a2 }. Logo, existe as E S tal que as ~ cl(A2); seja As = 
{a1,a2,a3 }. Continuando este processo sucessivamente, teremos uma cadeia de conjuntos 
fechados cl(A1) Ç cl(A2 ) Ç ... Ç cl(An) Ç ... tal que a condição da cadeia ascendente não se 
mantém, o que é uma contradição. Portanto, (ii) implica (iii). 
Se a afirmação (iii) é verdadeira e F é um subconjunto fechado de P, então existe um 
conjunto finito F0 tal que F0 Ç F Ç cl(Fo). Como cl(Fo) Ç F (Proposição 5.1.5), temos 
que F = cl(F0 ) e F é fecho de um subconjunto finito. Portanto, (iii) implica (i) e fica 
demonstrada a equivalência das três primeiras afirmações. 
Se a afirmação (iv) é verdadeira e ab a2, ••• é uma seqüência infinita de elementos de P, 
tomemos uma subseqüência infinita ascendente ai, aj, ... de a11 a2, .... Logo, i < j e ai :( aj. 
Portanto, (iv) implica (v). 
Consideremos que a afirmação (v) é verdadeira. Suponhamos, por absurdo, que exista 
uma seqüência infinita estritamente descendente a1, a2, •.. em P. Logo, existem inteiros 
positivos i e j tais que i < j e Oi ~ aj; como aj ( Di+ll temos que ai ( ai+l• o que é uma 
contradição. Se A é um subconjunto infinito de P, então tomando uma seqüência infinita 
a1 , a2 , ... de elementos distintos em A temos que existem inteiros positivos i e j tais que i< j 
e ai ( aj· Portanto, (v) implica (vi). 
Consideremos que a afinnação (vi) é verdadeira. Seja a 1, a 2 , ... uma seqüência infinita de 
elementos de A. Pela Proposição 5.1.10, existe uma subseqüência b1 , b2, ... de (ai) tal que 
bi ( bj ou bj ( bi para quaisquer i e j em N. Para cada bi, seja ni = {j >i: bi::;;; bj}. Seja 
A = {i E N : ni é finito} e consideremos os dois possíveis casos: 
Primeiro caso: A é finito. 
Seja m1 um índice suficientemente grande tal que i r;j. A se i ;;::: m1 . Logo, ni é infinito se 
i ~ m 1 . Seja c1 , c2 , ... a subseqüência infinita definida por 
C1=bm,e 
Ci = bm,· onde Tni = min( flm,._, ), para i ) 2. 
Como c; ::::;; Ci+I para todo i ) 1, temos que (ci) é uma subseqüência infinita ascendente 
de (a;). 
Segundo caso: A é infinito. 
Seja c11 c2, ... a subseqüência infinita definida por 
c1 = bm1 onde m1 = min(A) e 
Ci = bm; onde mi = min({j >mi-l: j E A- Dm;_J), para i~ 2. 
Como Ci+1 ~ Ci para todo i;::: 1, temos que (c;) é uma subseqüência infinita estritamente 
descendente de (ai), o que é uma contradição. 
Portanto (vi) implica (iv) e fica demonstrada a equivalência dali três últimas afirmações. 
Consideremos que a afirmação (iii) é verdadeira. Sejam a 1, a2, .•• uma seqüência infinita 
de elementos de P e B o conjunto dos elementos desta seqüência. Logo, existe um conjunto 
finito B0 tal que B 0 Ç B Ç cl(Bo). Como Bo é finito, existe um inteiro j tal que todo 
elemento de B0 é um ai com i < j j e como B Ç cl ( B0 ), para algum G.j em B0 temos que 
ai ( aj. Portanto (iii) implica (v). 
Consideremos que a afirmação (v) é verdadeira. Afirmamos que não pode existir uma 
seqüência infinita propriamente ascendente F1 ,F2, ... de conjuntos fechados em P. Pois 
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supondo o contrário, se construirmos a seqüência (<ti) onde ai E F.;+l -- F.;, teremos um 
absurdo. Portanto, (v) implica (ii) e a prova está concluída. • 
Definição 5.1.8 Seja <p : A~ B uma aplicação entre dois conjuntos quasi-ordenados A e 
B tais que a relação de quasi-ordem de A é denotada por ~ e a relação de quasi-ordem de 
B é denotada por =::5. Se a::;;:,;; b implicar <p(a) ~ <p(b) para quaisquer a e bem A, dizemos que 
r.p é um homomorfismo. 
Proposição 5.1.11 Se r.p: A--)- B é um homomorfismo entre dois conjuntos quasi-ordenados 
A e B e F é um subconjunto fechado de B) então r.p- 1(F) é um subconjunto fechado de A. 
Prova: Denotemos as relações de quasi-ordem de A e B por ~ e ~ respectivamente. Se 
a E cl(<p-1 (F)) então existe b E <p-1 (F) tal que b <;;a. Como <p(b) E F e <p(b)"" <p(a), temos 
que <p(a) E F. Logo, a E <p-1 (F) e portanto <p-1 (F) é um subconjunto fechado de A. • 
Teorema 5-1.2 Todo subconjunto de um conjunto parcialmente bem ordenado também é 
parcialmente bem ordenado. Toda imagem homomórfica de um conjunto parcialmente bem 
ordenado é também parcialmente bem ordenada. 
Prova: S~ja S um subconjunto de um conjunto parcialmente bem ordenado P. Pela 
Proposição 5.1.1, S é quasi-ordenado. Seja a1 , a2 , ... uma seqüência infinita de elementos 
de S. Como a1,a2,··· também é uma seqüência infinita de elementos de P, pelo Teorema 
5-1.1, temos que existem inteiros positivos i e j tais que i < j e ai ( a1. Novamente pelo 
Teorema 5.1.1, temos que S tem a propriedade da base finita. Portanto, S é um conjunto 
parcialmente bem ordenado. 
Sejam A um conjunto parcialmente bem ordenado, B um conjunto quasi-ordenado, r.p : 
A ---+ E um homomorfismo e F1 Ç F2 Ç ... uma seqüência infinita de conjuntos fechados de 
r.p(A). Pela Proposição 5.1-11, temos que rp- 1 (F1), rp- 1 (F2 ), •.. é uma seqüência infinita de 
conjuntos fechados de A e, pelo Teorema 5.1.1, temos que existe n E N tal que r.p- 1 (Fn) ;:;:: 
r.p-1(Fn+I) = .... Como r.p(r.p- 1(8)) = S para qualquer subconjunto S de B, temos que 
Fn = Fn+l = .... Assim, novamente pelo Teorema 5.1.1, r.p(A) tem a propriedade da base 
finita. Portanto, r.p(A) é um conjunto parcialmente bem ordenado. • 
Definição 5.1.9 O produto cartesiano de dois conjuntos quasi-ordenados P e Q é o conjunto 
depares ordenados (a,b) com a E A e b E B, munido da relação<;; onde (a,b1) <;; (a,,b2) 
se, e somente se, a1 .:::;; a2 e b1 ~ b2 . 
Proposição 5.1.12 O produto cartesiano de dois conjuntos quasi-ordenados também é um 
conjunto quasi-ordenado. 
Teorema 5.1.3 O produto cardinal de dois conjuntos parcialmente bem ordenados também 
é um conjunto parcialmente bem ordenado. 
Prova: Sejam P e Q dois conjuntos parciamente bem ordenados e (a.;,bi), i E N, uma se-
qüência infinita do produto cardinal de P e Q. Pelo Teorema 5.1.1, temos que a seqüencia 
(ai) possui uma subseqüência infinita ascendente; chamemo-la (aJ)· Tomemos a subseqüên-
cia infinita (aj, bj) de (ai, bi)· Novamente, pelo Teorema 5.1.1, temos que a seqüência (bJ) 
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possui uma subseqüência infinita ascendente; chamemo-la ({3k)- Assim, (ak, {3k) é uma sub-
seqüência infinita ascendente de (ai, bi) e, pelo Teorema 5.1.1, o produto cardinal de P e 
Q é um conjunto parcialmente bem ordenado. • 
Teorema 5.1.4 Seja P(M) uma proposição com relação a um conjunto quasi-ordenado M. 
A proposição P(M) é verdadeira se P(A) é verdadeira para qualquer subconjunto aberto 
próprio A de M. Se M é um conjunto parcialmente bem ordenado então P( M) é verdadeira. 
Prova: Suponhamos, por absurdo, que P(M) seja falsa. Logo, P(A1 ) é falsa para algum 
subconjunto aberto próprio de M, bem como P(A2 ) é falsa para algum subconjunto aberto 
próprio de A1, e assim por diante. Os complementos em M de All A2 , ... formam uma cadeia 
infinita propriamente ascendente de subconjuntos fechados de M. Pelo Teorema 5.1.1, M 
não tem a propriedade da base finita, o que é uma contradição. • 
Teorema 5.1.5 Se M é um conjunto qua.si-ordenado tal que para todo a em M, M -
cl(a) é um conjunto parcialmente bem ordenado, então M é um conjunto parcialmente bem 
ordenado. 
Prova: Sejam F um subconjunto fechado não-vazio de M e a um elemento de F. Pela 
Proposição 5.1.7, F- cl(a) é um subconjunto fechado de M- cl(a). Logo, F- cl(a) é o 
fecho em M- cl(a) de um conjunto finito F0 . Pela Proposição 5.1.8, o fecho de F0 U {a} 
em M é F. Portanto, M é um conjunto parcialmente bem ordenado. • 
Definição 5.1.10 Se (Mi) = (Mo, M1 , ... , Mn) é uma seqüência de conjuntos parcialmente 
bem ordenados, então uma segunda seqüência (M;) é dita obtida da primeira por descendên-
cia se para algum inteiro r, O :::;;_ r :::;;_ n, temos que 
(i) para i> r, M; = Mi; 
(ii) M~ é um subconjunto aberto próprio de Mr; 
(iii) para i < r, M; é qualquer conjunto parcialmente bem ordenado. 
Lema 5.1.1 Se (Mi) = (Mo, M1, ... , Mn) é uma seqüência de conjuntos parcialmente bem 
ordenados, então não existe nenhuma cadeia infinita de seqüências (Mtl), r= 1, 2, ... , tal 
que (M,C11 ) = (M;) e (M,(Hl)) é obtida de (M,<'I) por descendência para todo r. 
Prova: Provemos por indução em n. 
Para n = O, suponhamos, por absurdo, que exista uma cadeia infinita de seqüências 
(M~rl), r = 1, 2, ... , tal que para todo r, (MJr+1)) é obtida de (MJrl) por descendência, ou 
seja, Mrir+I) é um subconjunto aberto próprio de M~r). Os complementos em M~1) de (M~r)) 
formam uma cadeia propriamente ascendente infinita de conjuntos fechados em MJ 11 , o que 
é uma contradição, pois M~1) é um conjunto parcialmente bem ordenado. 
Seja n > O. Suponhamos, por absurdo, que exista uma cadeia infinita de seqüências 
(M(c) MC'I MC'I) 1 2 al d (MC'+'I) ' b .d d (MC'1) 0 , 1 , ... , n , r = , , ... , t que para to o r, i e o t1 a e i por de-
scendência. Como para cada r, M~r+l) = M~r) ou M~r+1l é um subconjunto aberto próprio 
de MAr), temos que MAkl = M~k+l) = ... para um k suficientemente grande. Assim se 
consideramos a cadeia (M~r), Mt1, ... , M~':21 ), r = k, k + 1, ... , temos que ela é uma cadeia 
. fini I d (MCc+ll M(c+li M(c+ll) · b 'd d (MC'l MC'I MC'I ) In ta ta que para to o r, 0 , 1 , ... , n-1 e o ti a e 0 , 1 , ... , n-l 
por descendência, o que é uma contradição segundo a hipótese de indução. • 
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Teorema 5.1.6 Sejam (Mi) = (M0 , M1, ..• , Mn) uma seqüência de conjuntos parcialmente 
bem ordenados e P(Mi) uma proposição com relação à seqüência (Mi)· Se a proposição 
P(M;) é falsa então P(M;) é falsa para alguma seqüência (M;) obtida de (M;) por de-
scendência. Então P(M~) é verdadeira. 
Prova: Suponhamos, por absurdo, que P{Mi) s~ja falsa. Logo, P(MP)) é falsa para alguma 
seqüência (MP)) obtida de (Mi) por descendência, bem como P(Mi(2)) é falsa para alguma 
seqüência (M?)) obtida de (MP)) por descendência, e assim por diante. Estas seqüências 
(M?)) , r= 1, 2, ... ,formam uma cadeia infinita que para todo r, (Mi(r+l)) é obtido de (MY)) 
por descendência, o que é uma contradição com relação ao Lema 5.1.1. • 
5.2 Teorema de Higman 
Definição 5.2.1 Uma álgebra abstrata (A, M) (ou simplesmente uma álgebra) é um par 
ordenado de conjuntos A e M tal que cada 1-l em M é um operador r-ária, para algum inteiro 
não-negativo r, que leva cada seqüência a 1, a2 , .•• ,ar de r elementos de A num único elemento 
p(a1 , a2 , •.• ,a .. ) de A. O conjunto A é chamado de conjunto de elementos e o conjunto M de 
conjunto de operações. 
Notação 5.2.1 Numa álgebra (A, M), denotaremos: 
(i) Mr como o subconjunto de M que contém todas as operações r-árias; 
(ii) j..tU1a2···ar = J..t(a 11 a2,···•<lr) para J..t E Mr e ai E A, 1:::;;; i:::;;; r; 
(iii) as primeiras letra.s do alfabeto, a, b, ... , como elementos de A; 
(iv) as últimas letras do alfabeto, x, y, ... , como seqüências finitas (possivelmente vazias) de 
elementos de A; 
(v) os comprimentos das seqüências de elementos de A sempre jazendo sentido; por exemplo, 
se J.l E Mr, na expressão }.JXay os comprimentos s e t de x e y satisfazem s + t + 1 =r. 
Definição 5.2.2 Uma subálgebra (B, M) de uma álgebra (A, M) é uma álgebra em que B 
é um subconjunto de A. 
Observação 5.2.1 Numa subálgebra abstrata (B, M) de uma álgebra abstrata (A, M), fJX E 
B para qualquer operador r-ária J.t de M e qualquer seqüência x de r elementos de B. 
Definição 5.2.3 Uma álgebra abstrata é chamada minimal se não possui nenhuma subálge-
bra distinta dela própria. 
Proposição 5.2.1 Se (A, M) é uma álgebra e F uma famz'lia de subálgebras de (A, M), 
então {B, M) é uma subálgebra de (A, M), onde B = n(A',M)EPA'. 
Prova: Sejam J.t um operador r-ário de M e a1, ... ,a .. uma seqüência de r elementos de B. 
Como os elementos a11 ••• ,ar pertencem a cada A' em F, temos que J.t(a~, ... ,ar) pertence a 
cada A'. Logo, J..t(a1 , ... ,ar) E B. • 
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Definição 5.2.4 Sejam (A, M) uma álgebra, S um subconjunto de A e B = n(A',M)ePA' 
onde F= {(A',M) subálgebra de (A,M) : S Ç A'}. A subálgebra (B,M) é chamada 
álgebra gerada por S, e o conjuntoS é chamado conjunto gerador da subálgebra (B, M). 
Proposição 5.2.2 Sejam (A, M) uma álgebra e A0 ::::::; {a E A: fJX =a paro algum fJ E Mo 
ex a seqüência vazia}. A álgebra (A, M) é minimal se, e somente se, Ao é um conjunto 
gerador da álgebra (A, M- M0 ). 
Prova: Consideremos que a álgebra (A, M) seja minimal. Suponhamos, por absurdo, que 
A0 não é um conjunto gerador da álgebra (A, M- M0). Logo, existe a E A tal que a f/. A 0 . 
Assim, a álgebra gerada por A0 , com relação a M, é uma subálgebra de (A, M). Portanto, 
(A, M) não é minimal, o que é uma contradição. 
Consideremos agora que Ao é um conjunto gerador da álgebra (A, M- Mo). Seja (B, M) 
uma subálgebra de (A, M). Provemos que (A, M) = (B, M), ou seja, A = B. Claramente, 
A 0 Ç B. Como Ao é um conjunto gerador da álgebra (A, M- M0 ), temos que (A, M) = 
(B, M). Portanto, (A, M) é minimal. • 
Proposição 5.2.3 Toda álgebra (A, M) tem uma única subálgebra mínimal. 
Prova: Sejam Ao = {a E A : Jl-X = a para algum J1, E Mo e x a seqüência vazia} e (B, M) 
a subálgebra gerada por A0 . Como (B, M) não contém nenhuma subálgebra distinta dela 
própria e está contida em toda subálgebra de (A, M), ela é a única subálgebra minimal de 
(A,~. • 
Definição 5.2.5 Uma álgebra (A, M), tal que A é um conjunto quasi-ordenado, é uma 
álgebra ordenada se satisfaz a seguinte propriedade para todo J.L em M e para quaisquer 
a,b,x,y: 
{i) se a ~ b então J-LXUY ~ J-txby. 
Definição 5.2.6 Numa álgebra ordenada (A, M), a relação de quasí-ordem é chamada or-
dem de divisibilidade se satisfaz a seguinte propriedade para todo J1 em M e para quaisquer 
a,x,y: 
{ii) a~ p,xay. 
Uma álgebra ordenada na qual a relação de quasi-ordem é uma ordem de divisibilidade é 
chamada uma álgebra com ordem de divisibilidade. 
Definição 5.2.7 Numa álgebra com ordem de divisibilidade (A, M), tal que cada Mr é um 
conjunto quasi-ordenado, dizemos que a relação de quasi-ordem em A é compatível com as 
relações de quasi-ordem de cada Mr se satisfaz a seguinte propriedade para quaisquer J1 e À 
em Mr e para qualquer x: 
(iii) se..\ ~ fJ então ..\x ~ J-tX. 
Lema 5.2.1 Seja (A, M) uma álgebra com ordem de divisibilidade. Se X é um subconjunto 
fechado de A e (B, M) é uma subálgebra de (A, M) então (B u X, M) é uma subálgebra de 
(A,M). 
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Prova: Sejam JJ um operador r-ária em M, a~, ... , ar elementos de B U X e b = J.tal···ar. Se 
a1 , ••• ,ar pertencem todos a B, então b pertence a B, pois (B, M) é uma subálgebra. Caso 
contrário, existe um ai que pertence a X e, neste caso, b pertence a X, desde que ai ( b em 
qualquer ordem de divisibilidade e X é fechado. Portanto, b pertence a B U X. • 
Teorema 5.2.1 (Higman) Suponha que (A, M) seja uma álgebra abstrata minimal, e que 
Mr, o conjunto de operações r-árias em M, seja um conjunto parcialmente bem ordenado 
para r = 1, 2, ... , n, e seja vazio para r > n. Se (A, M) tem uma ordem de divisibilídade 
compatível com as qua.si-ordens de cada Mr então A tem a propriedade da base finita. 
Prova: Suponhamos, por absurdo, que A não tem a propriedade da base finita. Vamos 
deduzir a existência de uma álgebra abstrata (A', M') com as mesmas propriedades de (A, M) 
e que a seqüência (M~) é obtida de (Mi) por descendência. Assim teremos uma contradição 
com relação ao Lema 1. 
Seja X= {a E A: A- cl(a) tem a propriedade da base finita}. Pelo Teorema 5.1.5, 
X #- A e X não é fechado sob M pois (A, M) é minimal. Assim, existe um jJ em Mr para 
algum r em O :::-;; r :::-;; n, e uma seqüência z = a1 ... ar de elementos de X tais que JJZ = b ~ X. 
Vamos definir M' como 
M; = Mi se i =I= r - 1 e i =f. r; 
M; = M,- cl(11.); M;_1 é um caso um pouco mais complexo. No entanto, basta considerar r ~ 1. Se >. é 
uma operação r-ária, a um elemento de A e s E {1, ... , r}, denotamos por >.(a,s) a operação 
(r- 1)-ária definida como À(a,s)XY = >.xay, onde x tem comprimento s- 1. Seja M;~1 o 
conjunto das operações À(a,s) com À E cl(p) e a E A- cl(a8 ), ordenado como o produto 
cartesiano de cl (JJ) e A - cl (as). Assim, definimos 
M ' - M ( ' M''1 ) r-1 - r-1 u us=l r-1 ' 
sem relações de ordem entre termos diferentes desta união. 
Seja (A', M') a única subálgebra rninirnal de (A, M), conforme a Proposição 5.2.3. 
Provemos que (A', M') tem as mesmas propriedades de (A, M). 
Se considerarmos A' um conjunto quMi-ordenado como um subconjunto de A, não é difícil 
ver que (A', M') é uma álgebra com ordem de divisibilidade e que a relação de quasi-ordem 
de A é compatível com as relações de quasi-ordem de ( M;). 
Se i ::f- r - 1, não é difícil ver que M; tem a propriedade da base finita. Provemos que 
M;_1 tem a propriedade da base finita. Como Mr_1 tem a propriedade da base finita por 
hipótese e cada M;~1 tem a propriedade da base finita pelo Teorema 5.1.3, obviamente a 
união finita de conjuntos com a propriedade da base finita também tem esta propriedade. 
Provemos agora que A' não tem a propriedade da base finita. Podemos provar isto 
mostrando que A1 contém A- cl(b), que por hipótese não tem a propriedade da base finita. 
Nosso método será provar que A'Ucl(b) =A, mostrando que (A'Ucl(b), M) é uma subálgebra 
de (A, M). 
Pelo Lema 5.2.1, A'ucl(b) é fechado sob as operações de M', e então ternos apenas que 
provar que é fechado sob as operações de M que não estão em M', as quais são as operações 
de cl(iJ.). 
Suponha então que os elementos c1, ... , Cr pertencem a A' U cl(b) e que d = À.c1···c,. para 
um À em cl(JJ). Se~:::-;; Ci para todo i, então b = J.WI- .. ar :::-;; >.c1···Cr =de dE cl(b). Mas se 
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(o que ocorre apenas se r~ 1) para algum s, Cs E A- cl(as), então d = À(c3 ,s)X, onde X é 
uma seqüência de elementos de A' U cl(b). Como e A' U cl(b) é fechado sob M', novamente 
temos quedE A' u cl(b). Logo A'u cl(b) é fechado sob M' e (A'Ucl(b), M) é uma subálgebra 
de (A, M). 
Portanto, (A1, M 1) tem as mesmas propriedades de (A, M), e a prova está concluída. • 
Em 1960, J. B. Kruskal [20] melhorou o Teorema de Higman provando que a condição 
Mr = 0 se r > n pode ser substituída por Mn = Mn+l = .... 
Corolário 5.2.1 Seja (A, M) uma álgebra com um número finito de operadores. Se (A, M) 
tem uma ordem de divisibilidade e um conjunto gerador com a propriedade da base finita, 
então A tem a propriedade da base finita. 
Prova: Sejam B um conjunto gerador de (A, M) com a propriedade da base finita e N = {!la 
um operador 0-ário: flaX =a onde x é a seqüência vazia e a E B}. Seja M 1 = M U N. 
Pela Proposição 5.2.2, a álgebra (A, M') é minimal. 
Além disso, como cada Mr é finito, para r~ 1, se considerarmos a ordem trivial (J-1- ~ À 
somente se p, =.X), cada Mr é um conjunto parcialmente bem ordenado. Como M6 = M0UN, 
M 0 é finito e N é um conjunto parcialmente bem ordenado, temos que MO é um conjunto 
parcialmente bem ordenado. Como M é finito, temos que existe um inteiro não-negativo n 
tal que se r > n então Mr é va2.io. 
Não é difícil ver que a quasi-ordem de A é uma ordem de divisibilidade em (A, M 1 ) 
compatível com as quasi-ordens de cada M;. 
Portanto, A tem a propriedade da base finita. • 
5.3 Algumas aplicações combinatórias 
Mostraremos a seguir algumas aplicações do Teorema de Higman em diversas áreas da Com-
binatória. 
Teorema 5.3.1 Se X é um conjunto de inteiros positivos com a propriedade de que em 
qualquer subconjunto infinito de X existem elementos distintos a e b tais que a divide b, 
entiio a mesma propriedade é válida para P(X), o conjunto de inteiros que podem ser escritos 
como produtos de elementos de X. 
Prova: Os conjuntos X e P(X) são quasi-ordenados se considerarmos a ~ b como a divide b. 
Pelo item (vi) do Teorema 5.1.1, temos que X é um conjunto parcialmente bem ordenado. 
Consideremos o operador binário J-1- que associa cada par de elementos de P(X) ao seu 
produto. Claramente (P(X), {!'}) é uma álgebra com ordem de divisibilidade e X é um 
conjunto gerador para esta álgebra. Pelo Corolário 5.2.1, P(X) tem a propriedade da base 
finita. Novamente pelo item (vi) do Teorema 5.1.1, em qualquer subconjunto infinito de 
P(X) existem elementos distintos a e b tais que a divide b. • 
Definição 5.3.1 Se A é um conjunto, definimos 
S(A) = {(a, ... , a,) :ai E A para i= 1, ... , n, e n um inteiro não-negativo}. 
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Definição 5.3.2 Seja A um conjunto quasi-ordenado. Para X= (a1, ... ,ar) e y = (b1, ... , bs) 
em S(A), definimos uma relação de quasi-ordem em S(A) escrevendo que X :::;;; y se existe 
uma aplicação f: {1, ... ,r} ---> {1, ... , s} tal que 
(i) se i< j então f( i)< f(j), para quaisquer i ej em {1, ... ,r}; 
(ii} a,,;: bf(i) para todo i em {1, ... ,r}. 
A relação de ordem :::;;; em S(A) é chamada ordem natural induzida pela ordem de A. 
Exemplo 5.3.1 Se A :::: Z com o ordem usual, temos que (1, 2, 4) ( (5, 2, 3, 1, 7), utilizando 
a função !(1) = 2, f(2) = 3 e f(3) = 5. Por outro lado, (1, 2, 4) f (6, 5, 1, 2, 3, 3, 3, 1). 
Teorema 5.3.2 Se A é um conjunto parcialmente bem ordenado, então S(A) também é um 
conjunto parcialmente bem ordenado. 
Prova: Consideremos o operador binário 11- que associa cada par de elementos de S(A) 
à sua concatenação (justaposição). Claramente (S(A),{Jl.}) é uma álgebra com ordem de 
divisibilidade e A é um conjunto gerador para esta álgebra. Pelo Corolário 5.2.1, S(A) é 
um conjunto parcialmente bem ordenado.. • 
Corolário 5.3.1 Se X é um conjunto qualquer de palavras sobre um alfabeto finito, é pos-
sível encontrar um subconjunto finito X 0 de X tal que, dada uma palavra w em X, é possível 
encontrar w0 em X 0 tal que as letras de w0 ocorrem em w na mesma o·rdem, embora não 
necessariamente consecutivamente. 
Definição 5.3.3 Se A é um CfJnjunto, definimos P(A) como o conjunto dos subconjuntos 
finitos de A. 
Definição 5.3.4 Seja A um conjunto quasi-ordenado. Para R e S em P( A), definimos uma 
relação de quasi-ordem em P( A) escrevendo que R~ S se existe uma aplicação f : R ----* S 
tal que 
(i) f é injetora; 
{ii} a,;: !(a) para todo a em R. 
Exemplo 5.3.2 Se A= Z com o ordem usua~ temos que {1, 2, 4} ( {2, 3, 5, 7}, utilizando 
a função !(1) = 2, f(2) = 3 e f(3) = 5. Por outro lado, {1, 2, 5} ~ {1, 2, 3, 4}. 
Teorema 5.3.3 Se A é um conjunto parcialmente bem ordenado, então P(A) também é um 
conjunto parcialmente bem ordenado. 
Prova: Consideremos o operador binário f-t que associa cada par de elementos de P(A) à sua 
união. Claramente (F( A), {p,}) é uma álgebra com ordem de divisibilidade e A é um conjunto 
gerador para esta álgebra. Pelo Corolário 5.2.1, P(A) é um conjunto parcialmente bem 
ordenado. • 
Teorema 5.3.4 Se X é um conjunto qualquer de palavras formadas a partir de um alfabeto 
finito, é possível encontrar um subconjunto finito X 0 de X tal que, dada uma palavra w em 
X, é possível encontrar w0 em X o tal que as letras de w0 ocorrem em w na mesma ordem, 
embora não necessariamente consecutivamente. 
Corolário 5.3.2 Se w1 , w2, ... é uma seqüéncia ínfinita de palavr~ formadas a partir de um 
alfabeto finito, então existem wi e w;, i < j tais que Wi é obtida a partir de Wj retirando-se 
algumas das letras de Wj. 
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5.4 Um teorema sobre permutações 
Definição 5.4.1 A seqüéncia de números naturais (h, ... , ik) tem altura t se pode ser par-
ticionada em t seqüencias ascendente.s consecutivas {com t tomado o menor possível). 
Exemplo 5.4.1 A seqüência (1, 4, 7, 2, 5, 9, 3, 6, 8, 11, 10) pode ser particionada em (1, 4, 7), 
(2, 5, 9), (3, 6, 8,11), (10), e assim tem altura 4. A seqüência (1, 2, 5, 3) pode ser particionada 
em (1,2, 5), (3), e assim tem altura 2. 
Definição 5.4.2 Se s é uma seqüência de altura t cujos elementos formam o conjunto 
{1, ... , k}, então s pode ser escrita como uma matriz t x k da seguinte maneira. Parti-
cione s em t subseqüências ascendentes consecutivas s1, ... , Sti se j aparece em si, escreva 
1 na posição ij; caso contrário escreva O na posição ij. Esta matriz é chamada matriz 
representação de s. 
' ( 1 o o 1 o o ) Exemplo 5-4,2 A matriz representação de (i, 4, 2, 3, 5, 6) e 0 1 1 0 1 1 . 
Observação 5.4.1 Claramente a matriz representação está bem definida. Além disso, se 
a e T são permutações distintas de Sn e as seqüências (a(l), ... , a(n)) e (7(1), ... , T(n)) têm 
altura t, então obviamente suas matrizes representação são distintas. 
Definição 5-4.3 Seja Pnt ~ {a E Sn : a seqüência (a(l), _.., a(n)) tem altura,;; 1}, e seja 
Pt = u:lPit· 
O próximo teorema é importante, pois será usado no Capítulo 6. 
Teorema 5.4.1 Se (a1,a2, ... ) é uma seqüência infinita de membros de Pt, então existem 
ai E Sn; e ai E SnJ·' com i< j, e existe uma aplicação 1jJ: {l, ... ,fLt}-+ {l, ... ,nj} com as 
seguintes propriedades 
{i) se r< s então .,P(r) < .,P(s) para quaisquer r e sem {1, ._.,n;}; 
(ii) a;(1)a;(2)--.a;(n;) ~ Wo1/J(a;(1))wl.,P(a;(2))wz--·Wn;-11/J(a;(n;))wn, para palavras Wv ad-
equadas. 
Prova: A matriz representação de qualquer elemento de Pnt é uma matriz t x n (se a 
altura for menor que t, basta completar a matriz com linhas nulas), que pode ser vista 
como uma seqüência de n colunas, cada coluna tomada de {0, l}t. Considerando a ordem 
trivial (a~ b somente se a= b) em {O, l}t, como {O, l}t é finito, temos que {0, l}t é um 
conjunto parcialmente bem ordenado. Pelo Teorema 5.3.2, temos que S({O, l}t) é um 
conjunto parcialmente bem ordenado. Pelo Teorema 5.1.1, existem inteiros positivos i e 
j tais que i < j e a matriz representação de O'j é obtida da matriz representação de ai 
inserindo colunas apropriadas em lugares apropriados. Assim, se ai E Bn; e ai E Sni' existe 
uma aplicação 'ljJ: {1, , .. ,n;}-> {1, ... , n;} tal que se r< s então ,P(r) < ,P(s) para quaisquer 
r e sem {1, ._.,n;) e u;(l)a;(2), .. a;(n;) = wo..P(a;(i))wl,P(a;(2))wz .. ,Wn;-11/J(a,(n;))wn, para 
palavras Wu adequadas. • 
51 
Exemplo 5.4.3 Na demonstração do teorema anterior, se 
( 
1 2 3 4 5 6 ) ( 1 2 3 4 5 
a, = 1 4 2 3 5 6 e a; = 1 5 7 2 3 
então as matrizes representação de a 1 e Uj são respectivamente 
( 100100) (100010 011011 e 011101 
6 7 
4 6 
1 o) o 1 . 
A segunda é obtida a partir da primeira inserindo ( ~ ) depois da coluna 1 e ( ~ ) de-
pois da coluna 5. Para obter '1/; devemos ignorar as colunas inseridas (no caso a segun-
da e a sétima) e observar que '1/; envia 142356 em 153468. Assim temos que 15723468 = 
,p ( 1 ),P ( 4 )72<1' (2 ),P( 3) ,P( 5),P( 6). 
52 
Capítulo 6 
PI álgebras sobre Q 
Apresentamos algumas propriedades das PI álgebras sobre Q. Embora este 
capítulo tenha sido baseado em Rowen [32], indicamos os artigos originais dos 
resultados. 
6.1 T-ideais 
Definição 6.1.1 Seja K um corpo. Para cada n E N, definimos Vn como o subespaço de 
K{X} gemdo por {Xa(l)Xa(2)···Xa(n): CJ E Sn) e Vo = K. 
Observação 6.1.1 Vn é o conjunto dos polinômios multilineares de grau n em X~, ... , Xn 
com coeficientes em K, além disso dimK(Vn) = n!. 
Definição 6.1.2 Seja A uma álgebra e I <l A. O ideal I é um T-ideal de A se ,P(I) Ç I 
para todo endomorfismo de álgebras 'lj; de A. Escrevemos I <lr A. 
Agora mostramos que o ideal de todas as identidades polinomiais de uma álgebra ( cf. 
Definição 3.3.4) é um T-ideal de K {X). 
Proposição 6.1.1 Se A é uma PI álgebra com identidade sobre um corpo K, então T(A)<Jr 
K{X}. 
Prova: Sejam ,P um endomorfismo de álgebras de K{X} e f(X1, ... ,Xn) E T(A). Pelo 
Teorema 3.2.1, podemos escrever que 
,P(f(X1o ... , Xn)) = j(,P(X1), ... , ,P(Xn)). 
Como j(a1o ... , a,.) =O para quaisquer a1, ... , an em A é fácil ver que ,P(f(X1, ... , Xn) E T(A). 
Portanto, ,P(T(A)) Ç T(A), ou seja, T(A) é mo T-ideal de K{X). • 
Lema 6.1.1 Sejam K um corpo e I um T-ideal de K{X}. Se p(X;, ... ,X,J E I então 
p(q1, ... , q11 ) E J, para quaisquer Ql, ... , q11 em K{X}. 
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Prova: Pelo Teorema 3.2.1, temos que 'ljJ: K {X} --+ K {X}, dada por 
'1/J(X) = { q, , se i= i, para algum k E {1, ... , n} 
1 Xi , caso contráriO 
é um endomorfismo de K {X}. Logo, 'lj;(p(X,,, ... , X,J) = p(q,, ... , q.) E I. 
Lema 6.1.2 Seja K um corpo. Se I <lr K{X} então I= T(K{X}jl). 
• 
Prova: Sejam p(X,,, ... ,X,,) E I e p1 +I, ... , Pk +I elementos de K {X} /I. Logo 
p(p, +I, ... , Pk +I) = p(p,, ... ,p,) +I. 
Pelo Lema 6.1.1, p(p1 , ... ,p,) E I. Portanto, I Ç T(K{X}jl). 
Sejap(X1, ••. ,X1,) E T(K{X}/1). Como 
temos que p(X,, ... ,X,.) E I. Portanto, T(K {X}/ I) Ç I. • 
6.2 Codimensões 
Definição 6.2.1 Se I é um T-ideal de K {X}, definimos In =In V. e c,(l) = dimK(Vn/In); 
c, (I) é chamada a n-codimensão de I. 
Obviamente In é um subespaço de Vn e en(I) ( n!. 
Qual a importância das codimensões? Veremos adiante que a seqüência {en(J)} fornece 
informações sobre I quando en(J) é bem menor que n!. Em 1972, A. Regev J29) provou que se 
I satisfaz uma identidade polinomial de grau g, então en(I) ~ (3 · 4D-3) 11 • No mesmo ano, V. 
N. Latyshev J21} melhorou este resultado provando que en(J) < (g- 1)271 • Desenvolveremos 
a seguir o método de Latyshev, que se apóia no Teorema de Dilworth. 
Definição 6.2.2 Para a E SnJ definimos p(a) como o maior k para o qual existem i 1 < 
i,< ... < i, E {1, ... , n} tais que a(i1) > a(i2) > ... >a( i,). 
( 12345) -Exemplo 6.2.1 Se a = 5 3 2 4 1 , entao p(a) = 4, porque 1 <2<3<5e 
a(!)> a(2) > a(3) > a(5). 
Definição 6.2.3 Para a E Sn, definimos as tabelas de Amitsur T, (a) = (t1;) e T,(a) = ( u1;) 
da seguinte maneira: t11 = 1 e u11 = a(l). Indutivamente, t 13 (se existir J é o menor k tal 
que t 1,3_ 1 < k ~ n e a(k) > u1J_1; u13 = a(k). Continuamos ao longo da primâra linha 
até onde for possivel e então começamos a segunda linha. Construímos a segunda linha 
escolhendo o menor k que não aparece na primeira linha e definindo t21 = k e u21 = a(k). 
Continuamos como na primeira linha mas ignorando todo k que já aparece em T1 • Assim, 
quando terminadas, T1 e T2 têm cada uma n entradas. 
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(123456) -Exemplo 6.2.2 Se a~ 4 1 5 3 2 6 , entoa p(a) ~ 3 e 
(136) (456) T1 (a) ~ 254 e T2 (a) = \3 . 
Teorema 6.2.1 (Dilworth) p(a) é o número de linhas em T1(a). 
Prova: Seja g o número de linhas em T,(a). Se i, < ... < Ík e a(i,) > ... > u(ik), 
então i 1, ... , ik estão em linhas distintas, implicando p(a) ::; g. Por outro lado, podemos 
construir uma seqüência i9 , ... , i 1 da seguinte maneira: i 9 = t91 e, indutivamente, dado im-t1 
da linha m + 1, definimos im = tmj como j maximal tal que "tmi < im+l· Observe que 
a(im) = Umj > a(im+1), pois caso contrário ao construirmos as tabelas teríamos colocado 
im+l na linha m de T1(a). Assim, i1 < ... < i 9 e a(i1) > ... > a(i9 ), implicando p(a) ( g. 
Portanto, p(a) ~ g. • 
Teorema 6.2.2 (Latyshev) Se I é um T-ideal de K{X) tal que K{X)/I satisfaz uma 
identidade polinomial p de grau g' então Cn (I) .:;; I {a E sn : p(a) < g} I· 
Prova: Sejam S = {Xa(l)···Xa(n): "E Sn e p(a) < g) e A o K-subespaço de K{X} gerado 
por S. Basta provarmos que A +I,. = Vn, pois 
c,. (I)~ dim(Vn/In) ~ dim((A + In)/In) <:; dim(A) ~ ISI. 
Claramente, A + In ç Vn- Suponhamos, por absurdo, que exista algum a E Sn tal que 
m = X.,-(l) ... Xu(n) ~ A + L,.; escolha a tal que m seja minimal segundo a ordem parcial 
definida para monômios. Como p(a) ~ g, existem i1 < ... < i 9 com a(ii) > ... > a(i9 ). 
Podemos escrever m = m1 X(.T(i1)ffi2X.7 (i:!)···mgXu(ig)ffig+l escolhendo apropriadamente cada 
mi E J.L(X). Então m- mlp(Xu(i1 )m2, Xu(h)ms, ... , Xu(ig)ffig+l) é uma soma de monômios de 
ordem menor, e que portanto estão em A+ In. Mas, pelo Lema 6.1.1, 
implicando que m E A+ In, o que é uma contradição. • 
Corolário 6.2.1 Se I é um T-ideal de K{X) tal que K{X)/1 satisfaz uma identidade 
polinomial p de grau g, então c,.(I) < (g -1) 2n. 
Prova: Para cada" E Sn tal que p(a) < g, podemos ver T,(a) e Tz(a) como funções de 
{1, ... , n) em {1, ... , g- 1 }. Como T1(a) e T2 (a) determinam a, eutão 
l{a E Sn: p(a) < g)l < ((g -1)") 2 ~ (g -1)2n. 
Pelo Teorema 6.2.2, ternos que c,.( I)< (g -1)2n. • 
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6.3 Tabelas de Young 
Nesta seção, definimos as tabelas de Young e desenvolvemos algumas de suas propriedades. 
Elas são instrumentos úteis para encontrar identidades polinomiais em álgebras sobre Q 
como veremos mais adiante. 
Definição 6.3.1 Uma partição .\ = ().1, ... , .\u) de um número natural n é uma seqüência 
À1 ~ ... ~ Àu >O de números naturais tal que :L~=l Ài = n. Escrevemos .A f- n. 
Observação 6.3.1 Podemos estabelecer de forma bastante natural uma bijeção entre as par-
tições de n e as estruturas cíclicas de Sn. 
Definição 6.3.2 Seja À = (.\1 , ... , Àu) uma partição de n. O diagrama de Young desta 
partição consiste de u linhas de células tais que a linha i tem Ài células. Uma tabela de 
Young para esta partição é um diagrama no qual estão escritos os númer·os 1, ... , n, um por 
célula. Dada uma tabela t, escrevemos tij para indicar o número que aparece na célula j da 
linha i; os elementos tiJ são chamados as entradas de t. 
Exemplo 6.3.1 As tabelas correspondentes à partição (3, 1, 1) de 5 são da forma 
tu t12 1 t13 1 
~ ~ 
Claramente existem 5! tabelas correspondentes a esta partição. 
Em outras palavras, uma tabela é standard se os números nas linhas e nas colnnas formam 
seqüências crescentes. 
Exemplo 6.3.2 Con.siderando as tabelas 
~~ t1=~ et2 =~ 
verificamos rrue t 1 é standard e h não é standard. 
Por inspeção, vamos contar o número de tabelas standard para o diagrama do Exemplo 
6.3.1. Obviamente tn deve ser 1, e podemos colocar qualquer par de números a.scendentes 
nas outras duas células da primeira linha, determinando uma tabela standard; assim há 
(~) = 6 tabelas standard correspondentes à partição (3, 1, 1). 
Vamos desenvolver agora uma fórmula para calcular o número de tabelas standard cor-
respondentes a uma dada partição. 
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Definição 6.3.4 Suponhamos que temos um diagrama de Young correspondente à partição 
(...\1, ... , Àu) de n. Para a célula na linha i e coluna j definimos o número de gancho 9iJ como 
9ii = l{(i1, /):i~ i1 ~ u, j ~ j' ~ mi, satisfazendo a condição adicional(/= i ou l = j)}l. 
O número de gancho ê igual ao número de células "puxadas com um gancho" para a 
direita e para baixo a partir da célula dada. 
Exemplo 6.3.3 No Exemplo 6.3.1, temos os números de gancho 9n = 5, g12 = 2, g13 = 1, 
g21 = 2 e g31 = 1. No diagrama correspondente à partição (3, 2) de 5, temos os números de 
gancho 9n = 4, Y12 = 3, 913 = 1, 921 = 2 e 922 = 1. 
O próximo teorema determina exatamente o número de tabelas standard para uma dada 
partição. Sua demonstração envolve sobretudo métodos combinatórios e aparece em 132) 
como uma série de exercícios. 
Teorema 6.3.1 (Fórmula do gancho) O número de tabelas standard correspondentes à parM 
tição (...\1, ... , >.u) de n é igual a 
n! 
il{9ii: 1 ~i~ u e 1 ~ j::;; mt} · 
Exemplo 6.3.4 O número de tabelas standard correspondentes à partição (3, 1, 1) é 
5! 
5. 2 -1 . 2. 1 = 3 . 2 = 6' 
o que está de acordo com o resultado obtido anteriormente. O número de tabelas standard 
correspondentes à partição (3, 2) é 
5! 
---,,--:c-,---,- = 5. 
4·3·1·2·1 
Definição 6.3.5 Sejam tJ' E Sn e t uma tabela correspondente à partição >. = {>.1 , ... , >.u) 
de n. Definimos J(t) como a tabela obtida de t trocando cada tiJ por a(tii)· Dizemos que 
tJ' é uma permutação de linha de t se J(tii) E {ti1 , ... , to,J para quaisquer i e j, ou seja, 
a permuta apenas elementos dentro da mesma linha. Analogamente dizemos que tJ' é uma 
permutação de coluna de t se a( ti;) E {t1i, t2i, ... } para quaisquer i e j. Denotamos por Lt o 
conjunto de todas as permutações de linha de t e por Ct o conjunto de todas as permutações 
de coluna de t. O conjunto Lt é chamado estabilizador das linhas de t e Ct é chamado 
estabilizador das colunas de t. 
Proposição 6.3.1 Se t é uma tabela correspondente à partição >. = (...\11 ... , Àu) de n, então 
L, ( 5n, C, ( 5n e L, n C,= {1}. 
Além disso, 
Lt = Sr,, · Sr,2 • ... • Sr,u e Gt = Sc1 • Sc2 • ... • Se,, 
onde Li é o conjunto dos elementos da linha i, CJ é o conjunto dos elementos da coluna j e 
v :::::: >.1 é o número de colunM de t. 
Exemplo 6.3.5 Para a tabela 
t=I1TIJ2] C!IIJ 
temos Rt = s{1,2,4} . s{3,5} e C,= 5{3,4} · 5{1,5) · 5{2)· 
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6.4 Representações de Sn 
Nesta seção, estenderemos a teoria da seção 6.1 quando K = Q, o corpo dos números 
racionais, por motivos de simplicidade. Assim, o corpo em questão será sempre Q e a 
álgebra livre será Q{X}. 
É possível introduzir uma estrutura de Bn-módulo no subespaço Vn de Q{X}, conforme 
o próximo lema. 
Lema 6.4.1 Sejam u E Sn e Xr(l)···Xr(n) E Vn, definimos u-(Xr(l).-·Xr(n)) = Xr(u(l))···Xr(u(n)) · 
Então Vn é um Sn-módulo sobre Q. 
Recordemos que Sn(Q) é a álgebra do grupo Sn sobre o corpo dos números racionais. 
Lema 6.4.2 A aplicação <p' Q(Sn) -+ Vn dada por 
<p( L a.a) ~ L aXu(l) ... Xu(n) 
uESn <:TESn 
é um isomorfismo de álgebras. 
Proposição 6.4.1 Se I é um T -ideal de Q{X}, então In = In Vn é um subm6dulo do 
Sn -módulo Vn. 
7 · p(Xl, ... ,Xn) = L a:O"Xu(r(l))···Xu(r(n)) = p(Xr(l)• ... , Xr(n))· 
crESn 
Pelo Lema 6.1.1, é fácil ver que In é um submódulo de Vn. • 
Teorema 6.4.1 Q(Sn) é uma álgebra semisimples. 
Prova: Aplicação imediata do Teorema de Maschke, pois ISnl = n! < ex:: e a característica 
de Q é zero. • 
Definição 6.4.1 Seja A uma álgebra sobre um corpo K. Um elemento a E A é idempotente 
se a2 = a. Um elemento a E A é semi-idempotente se a2 = aa para algum a E K e a #- O. 
Proposição 6.4.2 Sejam A uma álgebra sobre um corpo K, a um elemento de A e a um 
elemento não-nulo de K. Então a2 = aa se, e somente se, a-1a é idempotente. 
Definição 6.4.2 Dada uma tabela t, definimos o elemento 




Proposição 6.4.3 Se A é uma álgebra e a é um elemento de A, então Aa = {b ·a: b E A} 
é um ideal à esquerda de A. 
Os próximos teoremas descrevem quase completamente a estrutura de Q(Sn) em termos 
de tabelas de Young. Suas provas podem ser encotradas em Miller 124]. 
Teorema 6.4.2 Para qualquer tabela t, et é um elemento semi-idempotente de Q(S.n) e 
[Q(Sn)]et é um ideal simples à esquerda de Q(Sn)· Além disso, as seguintes afirmações são 
equivalentes: 
{i) As tabelas h e t2 correspondem ao mesmo diagrama; 
(ii} [Q(Sn)]e'• e [Q(Sn)]e'' estão na mesma componente simples de Q(Sn); 
(iii) et2 = a- 1éa para algum a em Sn. 
Teorema 6.4.3 Todo ideal simples à esquerda de Q(Sn) é isomorfo (como Q(Sn)-módulo} 
a algum ideal à esquerda [Q(Sn)]e' para alguma tabela standard t apropriada. 
Teorema 6.4.4 Se t é uma tabela de um diagrama d, então dimq([Q(Sn)]e') é o número 
de tabelas standard correspondentes a d. 
Definição 6.4.3 Dada uma tabela t, definimos 
e 
Pt = L { -1 r XToa(l) ... X-roa(n) 
aET-t,TECt 
q, = :~::) -1 )" Xr(l) .. .Xr(n) · 
TECt 
Observação 6.4.1 Se considerarmos o isomorfismo 1..p: Q(Sn) --+ Vn como no Lema 6.4.2, 
então <p( et) = Pt· 
Proposição 6.4.4 Se t é uma tabela então 
Prova: Manipulando algumas fórmulas 
p, = 
concluímos o resultado. • 
Proposição 6.4.5 Seja t uma tabela correspondente à partição À= (À1 , ... , Àu) de n e I um 
T-ideal de Q{X} tal que p, E J. Se '1/J é um endomorfismo de Q{X} tal que ,P(X1,,) =X; 
para todo 1 ~ i:;:;;. u e 1 :;:;;. j :;:;;. Ài, então '1/J(Pt) E J. 
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Prova: Para todo rJ E L, ,P(Xu(t,,J) =X,= ,P(X,,,). Logo, 
(>.l!. .. Àu!),P((Xl···Xn)q,) = (>.d ... >.u!),P(q,). 
Como ,P(p,) E I então ,P(q,) E I. • 
Proposição 6.4.6 Seja t uma tabela. tal que a coluna j de t tem comprimento Qj· Se t tem 
entradas tij = i + L:~: i Qp para quaisquer i e j, então 
um produto de polinômios standard. 
Proposição 6.4. 7 Suponha que I seja um T -ideal de Q{X} e que para algum diagrama d 
temos Pt E I para qualquer tabela t correspondente a d. Suponha também que d tem v colunas 
e que a coluna j tem comprimento qi, 1 ~ j ::::;; v. Então 
Prova: Basta combinar as duas proposições anteriores. • 
6.5 Alguns teoremas de Regev 
Os próximos resultados foram publicados em 1978 por Regev [30]. 
Teorema 6.5.1 (Regev) Seja I um T-ideal de Q{X}. Se existe uma partição(>.,, ... , Ãu) de 
n cujo diagrama d tem mais que en(I) tabelas standard, então In contém todos os Sn-m6dulos 
irredutiveis que corrapondem a d. 
Prova: Seja s o número de tabelas standard correspondentes a d, e seja B o submódulo de 
Vn correspondente a d. Então B é uma soma de submódulos irredutíveis, assim é suficiente 
mostrar que L Ç In para todo submódulo irredutível L de Vn contido em B. Por outro lado, 
se L n In= {O} então 
contrariando a hipótese. • 
Lema 6.5.1 Seja d o diagrama correspondente à partição (.\, ... , .\) de n com u linhas. Seja 
e a base dos logaritmos naturais. Se I é um T-ideal de Q{X} com en(I) ::;;;; an, onde 
(>.u)j(>. + u);;, ecx/2, então d tem mais que en(I) tabelas standard. 
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Prova: Sejam 9ij os números de gancho de d. Então, desde que a média aritmética é maior 
que a média geométrica, temos 
u À u 
(Il9•;l'/n ( (L%l/n =(:LI: (i+ j -1ll/n =(L (i-'+-'(" -1J/2ll/n = 
i,j i,j i=l j=l i=l 
(,\u(u + 1) + >.(,\ -1)u)j2n = (u + -1)/2. 
É fácil ver (através de integração por partes) que 
i n n n(log(n) -1) + 1 = log(x)dx < Llog(i) = log(n!), 1 i=l 
onde log denota o logaritmo natural, então (Àuje)n < n!. Por hipótese, 
"' ( (,\ufe)(2/(,\ + u)) < (n!/IT9;;) 1fn 
i,j 
e então, pela fórmula do gancho, o número de tabelas standard de d é maior que an ;?:: Cn (I) .• 
Teorema 6.5.2 (Regev) Seja I um T-ideal de Q{X} que contém um polin6mio multilinear 
de grau g. Sem eu são números naturais tais que (mu)/(m + u) ;?:: (g- l?e/2, onde e 
é a base dos logaritmos naturais, então In contém o ideal bilateral de Vn correspondente ao 
diagrama retangular deu linhas em colunas; em particular, (su(X11 ... , Xu))m E I. 
Prova: Pelo Corolário 6.1.1, podemos aplicar o Lema 6.3.3, com a = (g- 1) 2 ao 
Teorema 6.5.1 e ao Lema 6.1.2. Assim, obtemos o resultado desejado. • 
Corolário 6.5.1 (Regev) Sejam A uma álgebra associativa sobre Q que satisfaz uma iden-
tidade polinomial p de grau g e {3 = (g -1)2ej2. Sem eu são números naturais tais que 
m > u(Jj(u- (3), então (s,(X1, ... , X,))m é uma identidade polinomial de A. 
Prova: Como 
uf3 . 1. mu (3 m > --
13
- 1mp ICa > , 
u- m+u 
pelo Teorema 6.5.2, temos quepE T(A), ou seja, p é uma identidade polinomial de A. • 
Em 1971, Amitsur [1} provou que se A é uma PI álgebra sobre Q, então A satisfaz uma 
identidade polinomial da forma ( su(X 11 ... , Xu) )m para números naturais m e u apropriados. 
O resultados obtido por Regev é melhor, pois nele m é explicitamente computado. 
6.6 Relações de ordem em X* 
Definição 6.6.1 A relação ( para o conjunto das palavras sobre X é definida da seguinte 
forma: escrevemos Xi, ... Xi~r. ( X i, ... Xi1 se um dos dois casos ocorre: 
{i} Xi, ... Xi,. = Xi, ... Xi11 isto é, k = l e it = Jt para 1 ( t ( k; 
(ii) para algum r E {1, ... ,k} temos que it = ]t se 1 ( t (r -1 e ir< Jr· 
Escrevemos X i, ... Xi,. < Xj, ... Xj1 se Xi, ... Xi,. ( Xj, ... Xi1 e X i, ... Xi~r. =/: Xi,···Xj1• 
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Exemplo 6.6.1 Para as palavras X1X2, X1X3, X2X3X4, X3, temos que X1X2 ~ X1X3, 
xlx3 ~ x2x3x4 e x2x3x4 ~ x3. 
Observação 6.6.1 A relação ~ é uma relação de ordem parcil no conjunto das palavras 
sobre X, mas não é uma relação de ordem total. As palavras X1X2 e X1X2X3, por exemplo, 
não são comparáveis. 
Definição 6.6.2 A ordem lexicográfica (denotada por~) para o conjunto das palavras sobre 
X é definida da seguinte forma: escrevemos X i, ... Xi~< ~ X;, ... X;1 se um dos três casos ocorre: 
{i) Xi, ... Xt~< = X;, ... X;~> isto é, k = l e it = )t para 1 ~ t ~ k; 
{ii) para algum r E {1, ... , k} temos que it = Jt se 1 ~ t ~r- 1 e ir< ir, 
{iii) k < l e it = Jt para 1 :-:; t :-:; k. 
Escrevemos Xt, ... Xi~< -< X;, ... X;1 se X i, ... Xi~< ~ X i, ... X;1 e X i, •. • Xik ;f X1, ... Xi1 • 
• 
Observação 6.6.2 A ordem lexicográfica, embora diferencie-se da ordem :-:; apenas pelo 
acréscimo do caso (iii) na sua definição, é uma relação de ordem total no conjunto das 
palavras sobre X. As palavras X1X2 e X 1X 2X 3, por exemplo, são comparáveis, X1X2 ~ 
X 1X 2X 3 . É interessante observar que a ordem lexicográfica é a relação que ordena as 
palavras, por exemplo, num dicionário, daí o nome lexicográfica. 
Consideremos um subconjuntoS de ,u(X) tal que gr(m) = k para todo monômio m de S. 
É fácil ver que a ordem :::;;;; coincide com a ordem lexicográfica para as palavras que compõem 
os monômios de S. Portanto, fa7. sentido a próxima definição. 
Definição 6.6.3 Se K é um corpo e p é um polinômio multilinear de K {X}, denotamos 
por L(p) o máximo do conjunto das palavras que compõem os monômios de p, com relação 
à ordem~-
Exemplo 6.6.2 Para o polinômio p(X1 , X2, X3) = l4X1X 2X 3 + 8X2X 1X 3 + 5X3X 1X 2 E 
R{X}, temos que L(p) = XaX1X,. 
6. 7 Problema de Specht 
Definição 6.7.1 SejaS um subconjunto de uma álgebra A. O T-ideal gerado por S {deno-
tado por (S)rJ é definido como a interseção de todos os T-ideais de A qu.e contém S. Se S 
é um conjunto finito dizemos que o T-ideal gerado por S é um T-ideal finitamente gerado, e 
denotamos (S)r = (alo ... , a,)r se S = { a1, ... , an}. 
Em 1950, W. Specht [35]levantou a seguinte questão: 
Problema de Specht: Se A é uma álgebra associativa sobre um corpo de característica 
zero, então T(A) é finitamente gerado como T -ideal? 
Alguns dos primeiros exemplos não-triviais de T-ideais finitamente gerados foram dados 
por Yu. P. Ra7.myslov. Entre outros resultados, em 1973 ele provou que T(M,(K)) é gerado 
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por 9 identidades polinomiais, quando a característica de K é zero (ver [28]). Em 1981, V. 
Drensky [4] provou que T(M2 (K)) é gerado por 
{li X, X2] 2 , X 3], s4 (X, X2 , X3 , X4 )}, 
quando a característica de K é :zero. 
Em 1976, Latyshev !22] obteve uma resposta positiva ao Problema de Specht para ál-
gebras associativas sobre Q que satisfazem a identidade polinomial [Xt,X2] ... [X2n-llX2n], 
para algum número natural n. Provaremos nesta seção este resultado de Latyshev que se 
apóia fortemente no Teorema de Higrnan. 
Definição 6. 7.2 Seja w = Xi1 ... Xik uma palavra de X*. A altura da seqüência (it, ... , ik) é 
chamada altura da palavra w. 
Definição 6. 7.3 Sejam K um corpo, p um polinômio multilineor de K {X} e J = (p)r· 
Dizemos que p é um n-polinôroio se para todo T -ideal I que contém J, para cada número 
natural k e paro todo q em h temos que q E J, +{r E h :L( r) ,;; L(q) e L( r) tem altura 
,;; n }. 
Proposição 6.7.1 O polinômio p(X1 , ... , X2n) = [X,, Xz] ... [Xzn~h Xzn] é um 2n-polinômio. 
Prova: Sejam J = ([X,Xz] ... [Xzn~ 1 ,Xzn])y, k E N e I um T-ideal que contém J. Para 9 
em h, escrevemos V(9) = J, +{r E I,: L( r),;; L(p) e L( r) tem altura,;; n}. Suponhamos, 
por absurdo, que exista um g em h tal que g fi. V(g); escolhemos g com L(g) minimal. 
Podemos assumir que o coeficiente de L(g) é L Obviamente1 L(g) tem altura maior que 2n 
então1 escrevendo L(g) = Xa(l)···Xtt(k), temos que existem inteiros 1 ~ i 1 < ... < i 211 < k tais 
que a(iu) > a(iu + 1) para 1 ::=:; u ::=:; 2n. Consideremos i2n+1 = k + 1 e vamos construir os 
monômios Yo, y1 , y2, ... , y2n da seguinte maneira: 
1) Yo = X,.(l)···Xtt(i1-1) (se i1 = 1 então tome Yo = 1); 
2) Y2J-l = Xu(ilJ- 1 ) para 1 ~ j ~ n; 
3) YZJ = Xu(i2J-l+l)···Xu(i2J+1 -l) para 1 ~ j ~ n. 
Seja g' = g- Yo[Yb Yz] ... [Yzn-1 1 Y2n]· Pela construção dos monômios y0, Y1, y2, ... , Yzn, temos 
que 
L(yo[y,, Yz] ... [yzn~l, Y2n]) = L(9) = y,y,y, ... y2n~IY2n; 
logo, L(g') < L(g), e, por hipótese, 9' E V(9') <; V(9). Pelo Lema 6.1.1 temos que 
[y,,y,] ... [yzn~hY2n] E J; 
logo, 
Yo[y,, Yz] ... [Yzn~l, Yzn] E Jk. 
Assim 9 E V(9) + J, = V(9), o que é uma contradição. • 
Para o próximo teorema precisaremos da seguinte proposição: 
Proposição 6.7.2 Seja K um corpo de característica zero. Se I <:lr K{X}, então I é 
gerado como T -ideal por todos os seus polinômios multilineares. 
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Teorema 6. 7.1 Todo T -ideal de Q{X} contendo um 2n-polinômio, para algum n, é finita-
mente gerado como T -ideal. 
Prova: Seja I um T -ideal de Q{X} contendo um 2n-polinômio p. Suponhamos, por ab-
surdo, que I não é finitamente gerado. Vamos formar uma seqüência inflnita de polinômio 
multilineares Pi E I, 1 ~ i < ex::, escolhidos indutivamente como mostramos a seguir. Seja 
p1 = p; dados p17 ••• ,pi tomamos PHI E I- (p1, ... ,pi)r tal que L(PJ+l) é minimal e tem 
altura ~ 2n. Podemos assumir que o coeficiente de L(pi+I) é 1. Aplicando o Teorema 
5.4.1 às matrizes representação de {L(pi): 1 ~ i< ex;}, para inteiros i< j apropriados, 
escrevendo L(pi) = Xu(l)···Xa(k) e L(pi) = X.,-(l)· .. X-r(l)• onde a E Sk e TE Sz, existe alguma 
aplicação ,P ' {1, ... , k} -+ {1, ... , I} tal que ,P(r) < ,P(s) se r < s e 
para palavras Wu adequadas. Então 
pois o monômio líder foi eliminado. Por hipótese, 
p3· - WoPi(X.p(I)Wu-1 (1), X.p(2)WCT-1 (2) 1 ••• , X.p(k)Wu-1 (k)) E (p1, ... , PJ-l)r, 
implicando PiE {p1 , ... ,pj_1)r, o que é uma contradição. • 
Corolário 6.7.1 Todo T-ideal de Q{X} que contém o polinômio p(X1 , ... , X 2n) = [X, X2 ] ... [X2n-1 , X: 
para algum n, é finitamente gerado como T -ideal. 
Exemplo 6. 7.1 Seja A a álgebra das matrizes triangulares superiores n x n sobre Q. Como 
(ver Exemplo 3.3.3}, temos que T(A) é finitamente gerado. 
Em 1987, A. R. Kemer provou que se A é uma álgebra associativa sobre um corpo de 
característica zero, então T(A) é finitamente gerado como T-ideal (ver [15] ou [16]). Dessa 
forma, ele conseguiu uma resposta positiva para o Problema de Specht. O resultado de 
Latyshev é um caso particular do Teorema de Kemer, e foi incluído pois historicamente é o 
primeiro resultado não-trivial nessa direção. Além disso, a prova do Teorema de Kemer é de 
tal extensão que não poderia ser incluso neste trabalho. 
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Capítulo 7 
Produto tensorial de PI álgebras 
Definimos produto tensorial de espaços vetoriais e de álgebras, e provamos 
algumas de suas propriedades. Provamos que o produto tensorial de duas PI 
álgebras é uma FI álgebra e apresentamos a prova de Rosset para o Teorema de 
Amitsur e Levitzki. 
7.1 Produto tensorial de espaços vetoriais 
Sejam A e B espaços vetoriais sobre um corpo K. O produto cartesiano A x E é também 
um espaço vetorial sobre K, considerando a soma como 
(a,b,) + (a2 , b2 ) ~ (a1 + a2 ,b1 + b2 ) 
e a multiplicação por escalar como 
À(a,b) ~ (Àa,Àb). 
Este espaço é chamado soma direta externa de A e B. 
Definição 7.1.1 Sejam A e B espaços vetoriais sobre um corpo K. Indicamos por (A x B)+ 
o conjunto 
{ L: nab (a, b) : nab E Z e nab =f:. O para um número finito de pares ordenados (a, b)}. 
(a,b)EAx R 
Observação 7.1.1 Se definirmos a soma de dois elementos de (A x B)+ por 
(a,b)EAxR (a,b)EAxR (a,b)EAx R 
então (A x B)+ é um grupo abeliano. 
Observação 7.1.2 Cada elemento L:ca,b)EAxRnab(a,b) pode ser e.scrito como L::=1(ai,bi)· 
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Definição 7.1.2 Sejam A e B espaços vetoriais sobre um corpo K. Definimos HAxR como 
o subgrupo de (A x B)+ gerado por todos os elementos dos tipos: 
(i) (a1 + a2 , b1 ) - (a, b1 ) - (a,, b,) 
(ii) (a1 , b1 + b2 )- (a1 , b1)- (a, b,) 
(iii) (Aa, b1)- (a, Ab1) 
para quaisquer a1 e a2 em A, b1 e b2 em B e À em K. Definimos A 0 B == (A X B)+ / HAxR 
como o produto tensorial de A e B. Denotamos por a 0 b cada elemento (a, b) + HAxR de 
A®B. 
Observação 7 .1.3 Obviamente A 0 B é um grupo abeliano. Além disso, cada elemento 
CE(a,b)eAxR nab(a,b)) + HAxR pode ser escrito como 2::=1 ai 0 bi. 
Definição 7.1.3 Sejam A e B espaços vetoriais sobre um corpo K e G um grupo abeliano. 
Dizemos que a aplicação 1./J : A x B --+ G é bilinear se para quaisquer a1 e a2 em A, b1 e b2 
em B e À em K as seguintes condições são satisfeitas: 
(i) ,P(a1 + a 2 , b1 ) = ,P(a1, b1 ) + ,P(a2 , b1); 
(i i) 7/J( a, b1 + b,) = 7/J( a1, b,) + 7/J( a, b,); 
(iii) ,P(Aa,b1 ) = ,P(a,Ab1 ). 
Proposição 7.1.1 Sejam A e B espaços vetoriais e G um grupo abeliano. Se 1./J : AxB --+ G 
é uma aplicação bilinear, então existe um único homomorfismo de grupos 'I/J1 : A ® B -7 G 
tal que ,P'(a ® b) = ,P(a, b) para todo a em A e b em B. 
Prova: A aplicação 1./J pode ser extendida a um homomorfismo de grupos 'ljJ: (A x B)+ -7 G 
definindo 1/JCL::ca,b)EAxRn"o(a,b)) = Lca,b)EAxR,P(n.o(a,b)). Observemos que o subgrupo 
HAxR está contido no núcleo de 1/J. Consideremos a aplicação 1).;': A 0 B -7 G, dada por 
7/J'(x +H Ax R) = ,P(x ). 
Vamos provar que '1/J' está bem definida. Se x + HAxR = y + HAxR então x- y E HAxR· 
Logo, 7/J(x- y) =O implica 7/J(x) = 7/J(y), ou seja, ,P'(x + HAxR) = ,P'(y + HAxR)· 
É fácil ver que 1.j/ é um homomorfismo de grupos e que 1/J' (a ® b) = ~P (a, b) para todo a 
em A e bem B. 
Claramente, '1/J' é único. • 
Lema 7 .1.1 Sejam A, B, A' e B' espaços vetoriais. Se '1/;1 : A -+ A' e 'lj;2 : B --7 B' 
são transformações lineares, então existe um único homomorfismo de grupos, denotado por 
,P1 ®7/J2 : A®B--> A' ®B', tal que ,P1 ®,P2 (a®b) = ,P1 (a) ®7jJ2 (b) para todo a em A e bem 
B. 
Prova: Vamos definir 7/J : A x B --> A' 0 B' por 7/J( a, b) = 7/J1 (a) ® ,P2 ( b). Obviamente, 7/J é 
bilinear. Logo, pela Proposição 7.1.3, existe um homomorfismo de grupos de A 0 Bem 
A' ® B' possuindo a propriedade estabelecida. Claramente, este homomorfismo é único. • 
Teorema 7.1.1 Se A e B são espaços vetoriais sobre um corpo K, então A0B é um espaço 
vetorial sobre K, com multiplicação por escalar definida por À 2:~=1 (ai 0 bi) = 2:~=1 ((Àai) 0 
b;). 
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Prova: Dado À em K, definimos ,PÁ: A--> A por>fJA(a) = >.a. Como ,PÁ é uma tranBformação 
linear, definimos >.2:~= 1 (a; 0 b;) =(,PÁ 0 idR)(I:;n=1 (a; 0 b;)). Logo, À~=1 (a; 0 b;) = 
2:~=' ((>.a,) 0 b,). Como ,PÁ 0 idR está bem definida, temos que o produto por escalar está 
bem definido e A 0 B é um espaço vetorial sobre K. • 
Teorema 7 .1.2 Sejam A, B, A' e B 1 espaços vetoriais. Se 'I/J1 : A -+ A' e 'I/J2 : B ~ B' 
são transformações lineares, então existe uma única transformação linear, denotada por 
7j; 1 0 ,P2 : A 0 B--> A' 0 B', tal que (7/!1 0 ,P2 )(a 0 b) = 7j; 1 (a) 0 7f;2 (b) para todo a em A e b 
emB. 
Prova: Vamos definir 7/J: A x B -->A' 0 B' por 7j;(a,b) = ,P1 (a) 0 ,P2 (b). Obviamente, 
'ljJ é bilinear. Logo, pela Proposição 7 .1.3, existe um único homomorfismo de grupos 
,P': A 0 B--> A' 0 B' tal que ,P'(a 0 b) = ,P(a,b) = ,P1(a) 0 7f;2(b) para todo a em A e bem 
B. Além disso, 
n n n 
,P'(>. 2:)a, 0 b,)) 
i:::l i=l i=l 
n n 
L 7/!,(>.ai) 07/!2(b;) = L(Ã7/!1 (a,)) 07/!2(b;) = 
í=l i=l 
n n 
- L(>-(7/!,(a,) 07/!,(billl = L(.\7/!'(a. 0b,)l = 
i=l i=l 
n n 
À L 7/!'(a, 0 b,) = >.,P'(L a; 0 b;). 
i=l i=l 
Portanto, 'l.f;' é uma transformação linear. Definindo 'I)J1 0 '1/;2 = '1);1 temos a transformação 
linear desejada. Claramente, 'ljJ1 0 1/;2 é única. • 
Teorema 7 .1.3 Se A e B são espaços vetoriais sobre um corpo K, então 
(i) se a 1, •.• , am são vetores linearmente independentes de A e b1 , .•• , bm são vetores de B tais 
que 2::,1 ai 0 bi =O, então bt =O para todo i E {1, ... , m}; 
(ii} se a1 , ... , am são vetores de A e b1, ... , bm são vetores linearmente independentes de B tais 
que 2:::1 a; 0 bi =O, então ai =O para todo i E {1,· ... , m}; 
(iii} se {e11 ... ,em} é uma base de A e {fi, ... , fn} é uma base de B, então { ei®fj : 1 ~ i ~ m 
e 1 ~i~ n} é uma base de A 0 B. Além disso, se a= 2:~1 Cli~ e b = 2::7=1 {3J.fi então 
a 0 b = L::':1 L:7=1 a,f3;(e; ® !;)· 
Prova: Para provar a parte (i), consideremos A um conjunto de vetores linearmente in-
dependentes de A tais que {a1 , ... ,a,.} U A é uma base de A. Seja ,p, : A x B -> B a 
aplicação dada por 'lj;k(a, b) = o:kb, onde o:k é o coeficiente de ak, quando escrevemos a na 
base {a11 ... , am} U A. Claramente, 'lj;k é bilinear. Logo, pela Proposição 7.1.3, existe um 
homomorfismo de grupos 7/J;: AxB-> B tal que 7/J;(a0b) = 7/!,(a, b). Como 2:;':,1 a;0b; =O, 
temos que b, = 7/!',(2::':1 a; 0 b;) = ,p;(o) =O. Portanto, b; =O para todo i E {1, ... , m}. 
Analogamente provamos a parte (ii). 
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Para provar a parte (iii), vamos mostrar que B = {ei ® fJ: 1 ~i~ me 1 ~ j ~ n} é 
uma base de A® B. Suponhamos, por absurdo, que existam coeficientes "'i;• 1 ~ i ~ m e 
1,;; j,;; n, tais que 2:::,':1 CL§~1 1,;(e, 0 !;))=O. Logo, 
mn mn m n 
:L L ,,;(e, 0 !;l =L L(e, 0/,;J;l =L e• 0 (L ,,;J,). 
i=l j=l i=l j=l i=l j=l 
Portanto, para cada i, temos que 2:7=1 ')'ijfJ ::::: O, de onde concluímos que 'Yij = O para 
1 ~ i ~ m e 1 ~ j ( n. Portanto, B é linearmente independente. 
Vamos provar que B gera A 0 B. Sejam a= 2::,1 aiei E A e b = 2:;""1 !3;!; E B. Logo, 
m n m n 
a0b = L"•e•0Lil;f;=L("•e•0Lil;f;)= 
1=1 j=l i=l j=l 
m n m n 
L L(OI,e; 0 !l;f;) =L L 01;;3;(e, 0!;). 
i=l i=l i=l j=l 
Assim, é fácil ver que qualquer elemento l.:f=1 ai®bi de A0B pode ser escrito como uma 
combinação linear de elementos de B. Portanto, B gera A 0 B e ê uma base de A® B. • 
Quando consideramos aplicações bilineares que têm como contra-domínio um espaço ve-
torial (ao invés de apenas um grupo), acrescentando mais uma propriedade na condição (iii) 
da Definição 7.1.3, podemos obter novos resultados. 
Definição 7 .1.4 Sejam A, B e V espaços vetoriais sobre um corpo K. Dizemos que a 
aplicação 'lj; : A x B ---+ V é bilinear se para quaisquer a1 e a2 em A, b1 e b2 em B e À em 
K as seguintes condições são satisfeitas: 
{i} 7);(a1 +a,, b1) = 7j;(a, b1) + 7j;(a,, b1); 
{ii) 7j;(a1, b1 + &,) = 7);(a1, b1) + !J;(a1, b,); 
(iii} 7j;(),a,, b,) = 7j;(a, ),b,) = >.7j;(a, b,). 
Teorema 7.1.4 Sejam A, B e V espaços vetoriais sobre uma corpo K. Se 'lj;: A x B---+ V 
é uma aplicação bilinear, então existe uma única transformação linear '1/J' : A 0 B ---+ V tal 
que 7j;'(a 0 b) = 7);(a, b) para todo a em A e b em B. 
Prova: Pela Proposição 7 .1.3, temos que existe um homomorfismo de grupos '1/J' : A®B ---+ 
V tal que 7);'(a 0b) = 7j;(a,b) para todo a em A e bem B. Se Lf~1 a, 0b, E A ®B e), E K, 
então 
n n n n 
.,&'(.>,L a, 0 b;) 7j;'(L(),a,) 0 b,J =L !/!'((),a,) 0 b,J) =L 7j;(),a,, b,) = 
i=l i=l i=l 
n n n 
L >.7);( a,, b,) = ), L 1/!(a,, b,) = ), L 7);' (a; 0 b;) = 





Portanto, 'lj/ é uma transformação linear. 
Claramente, 'lj;' é única. • 
Teorema 7.1.5 Se A e B são espaços vetoriais sobre um corpo K e T : A x B-+ A 0 B é 
a aplicação dada por T(a, b) =a 0 b, então T é uma aplicação bilinear e o subespaço gerado 
por 7( A x B) em A 0 B é o próprio A 0 B. 
Prova: O fato de que T é uma aplicação bilinear decorre facihnente de alguns cálculos. É 
fácil verificar também que o subespaço gerado por r(A X B) em A 0 B é o próprio A 0 B .• 
7.2 Produto tensorial de álgebras 
Sejam A e B álgebras associativas com identidade sobre um corpo K. O produto cartesiano 
A x B é também uma álgebra associativa com identidade sobre K, considerando a soma 
corno 
(ar, bi) + (a2 , b2 ) = (ar + a,, br + b,), 
a multiplicação como 
(a, lo)· (a,, bz) =(ara,, brbz) 
e a multiplicação por escalar corno 
.\(a, b) =(.\a, .\b). 
Teorema 7.2.1 Se A e B são álgebras associativas com identidade sobre um corpo K, então 
A 0 B é uma álgebra associativa com identidade sobre K, com multiplicação induzida por 
(ar 0 bi}(a2 0 b,) =(ara, 0 brb2 ). 
Prova: Fixando a2 e b2, definimos '1/; 1 e '1/;2 por 'l/;1 (a1 ) = a1a2 e 'l/;2 (b1 ) = b1~ para quaisquer 
a1 em A e br em B. Claramente, 'lj;1 e 'lj;2 são transformações lineares. Logo, 1/J1 ® '1/;2 : 
A 0 B -+ A 0 B define multiplicação à direita por a2 0 ~-
Fazendo isto para todo a2 em A e ~ em B, revertemos o procedimento, fixando x em 
A® 13 e definindo 'lj;2 : A x 13 --> A 0 B por 'lj; 2 (a, b) = x(a 0 b) para qualquer (a, b) em 
A x B. Como 1/Jx é bilinear, pela Proposição 7.1.1, temos que existe um homomorfismo 
de grupos 'lj;~: A®B--> A0B tal que 'lj;~(a0b) = '1/J(a,b) para todo a em A e bem B. A 
aplicação '1/J~ corresponde à multiplicação à esquerda por x. 
É fácil ver agora que A® B é uma álgebra associativa com identidade. • 
Teorema 7.2.2 Sejam A, B, A' e B' álgebras associativas com identidade. Se 1/J1 : A-+ A' 
e '1/;2 : B -+ B' são homomorfismos de álgebras, então existe um único homomorfismo de 
álgebras ..Pr ®'I/J2 : A0B--> A' 0B' tal que (..Pr0'1/J2)(a0b) = .Pr(a) 0,P2 (b) para todo a em 
A e bem B. 
Prova: Varaos definir '1/J : A X B --> A'® B' por '1/J(a, b) = ..Pr (a) 0 'lj;2 (b). Obviamente, 'ljJ ê 
bilinear. Logo, pela Proposição 7 .1.2, existe uma única transformação linear '1/;1 : A® B -+ 
A' 0 B' tal que ..P'(a 0 b) = '1/J(a, b) = ?/Jr(a) 0 'lj;2(b) para todo a em A e bem B. 
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Além disso, 
,P'((a1 0 b,)(a2 0 b2)) (1/! 1 0 ,P2)((a1 0 b1 )(a2 0 b2 )) = (,P1 0 ,P2)(a1az 0 b,b,) = 
1/!1(a1a2) 0,P2 (b 1b,) = ,P1 (a1),P1(a,) 0,P2(bl),P2(b,) = 
(,P1 (a,) 0 ,P1(a2))(,P2(bl) 0 ,P2(b,)) = 
(1/! 1 0 ,P2 (a1 0 b,))(,P1 0 ,P2(a2 0 b,)) = 
- ,P'(a1 0 b1 ),P'(a2 0 b2)). 
Assim, é fácil ver que 'I/J1 é um homomorfismo de álgebras. Definindo 'I/J 1 0 'ljJ2 = 'I/J 1 temos o 
homomorfismo desejado. Claramente, '1/; 1 ® '1/;2 é único. • 
7.3 Teorema do Produto Tensorial 
Provaremos nesta seção o Teorema do Produto Tensorial, o qual afirma que o produto tenso-
ria! de duas PI álgebras é uma PI álgebra. A prova deste teorema, feita em 1972 por Regev 
129], utiliza codimensões e pode ser encontrada em Rowen I32J. 
Lema 7.3.1 (Regev) Se K é um corpo e I e J são T-ideais de K {X} tais que c,(I) ·c.(J) < 
n! para algum n, então (K {X}/ I) 0 (K {X} f J) satisfaz uma identidade polinomial de grau 
n. 
Prova: Consideremos que o espaço Vn/ In é gerado por {Pi(X1, ... , Xn) : 1 ( i ( cn(I)} e que 
o espaço Vn!Jn é gerado por {q;(X~o ... , Xn) : 1 ,;; j ,;; c,(J)}. Para cada CJ E Sn, podemos 
encontrar elementos af e f]j em K, 1 ( i .::::;; Cn (I) e 1 ( j ( Cn ( J), tais que 
Cn(l) 




Xa(l)···Xa(n) =L (3'jq;(X,, ... ,Xn) (mod Jn)· 
j=l 
Queremos encontrar elementos tu em K, a E Sn, tais que o polinômio f{X1 , ... ,Xn) = 
I:ueS, t,Xa(l)···Xa(n) seja uma identidade polinomial de (K {X}/ I) 0 (K {X}/ J). Tomemos 
elementos arbitrários a,, ... , 0n de K {X}/ I e b~o ... , bn de K{X}/ J. Logo, 
cn(T) 








f(a, 0 b,, ... , an 0 bn) 
Cn(T) Cn(J) 
- I:: lu(I:: afp;(a,, ... , an)) 0 (I:: /lj q;(b,, ... , bn)) = 
Cn(T) Cn(J) L L L tuafp;(a,, ... , an) 0 iJ'jq;(b,, ... , bn) = 
uESn i=l j=l 
en(T) cn(J) L L (L t.afilj)P;(aj, ... , an) 0 q;(b,, ... , bnl· 
i=l j=l uESn 
Assim, precisamos apenas encontrar elementos t(T não todos nulos tais que l:uesn tcrai,crfJj,u = 
O para 1 ~i~ Cn(J) e 1 ~ J. ~ cn(J). Observando que isto é um sistema linear e homogêneo 
com c,(J) ·c,( J) equações e n! incógnitas, ele tem solução não trivial pois c,(I) ·c,( J) < n!.• 
Teorema 7.3.1 (do Produto Tensorial) O produto tensorial de duas PI álgebras é uma PI 
álgebra. 
Prova: Sejam A e B duas PI álgebras sobre um corpo K. Consideremos que A possui 
uma identidade polinomial de grau g e que B possui uma identidade polinomial de grau h. 
Notemos que para qualquer k em N, existe n E N com n! > kn. Assim pelo Corolário 
6.2.1, existe n em N tal que 
c,(T(A)) · c,(T(B)) < ((g -1)2 . (h -1)2)n < n!. 
Pelo Lema 7.3.1, a álgebra (K{X}/T(A)) 0 (K{X}fT(B)) satisfa7. uma identidade 
polinomial de grau n; consideremos que esta identidade polinomial seja 
p(X,, ... ,Xn) =L UuXu(l)··.Xu(n)· 
uESn 
Tomemos elementos arbitrários a 1, ... , a.n de A; definamos ai = O para i > n. Pelo 
Teorema 3.2.1, ,P1 : K{X}-+ A dada por ,P1(f(X;, ... ,X;,)) = f(a;, ... ,a;.) é nm ho-
momorfismo de álgebras tal que 'I/; 1(Xi) ::::::: ai para todo i E N. Consideremos a aplicação 
<p1 : K{X}jT(A)-+ A dada por <p1(! +T(A)) = ,P1 (!). Esta aplicação está bem definida, 
pois 
f+ T(A) g + T(A) ='>f- g E T(A) ='> ,P1(!- g) =O='> 
=? ,P1 (!) = ,P1 (g) ='> <p1 (f + T(A)) = <p1 (g + T(A)). 
É fácil ver que <p1 é um homomorfismo de álgebras. 
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Tomando elementos arbitrários b11 .•. , bn de B 1 definindo bi =O para i > n e procedendo 
de modo análogo, temos que existe um homomorfismo de álgebra.s '1'2: K{X}/T(B)--> B 
dado por cp2 (f(X,,, ... ,X,,)+ T(B)) = f(b;,, ... , b,,). 
Pelo Teorema 7.2.1, existe mu homomorfismo de álgebras <p1 ® <p2 : (K{X}/T(A)) ® 
(K {X} jT(B)) -->A® B tal que (cp1 ® cp2)(a ® b) = cp1 (a) ® cp2(b) para todo a em A e bem 
B. Assim1 obtemos 
p(a, ® b,, ... ,"" ® b.) = 2:: "·("·<') ® b,(l)l---("·<·l ® b·<·ll = 
uESn 
- (cp1 ® cp2)(p(X1 + T(A) ®X,+ T(B), ... ,Xn + T(A) ® Xn + T(B))) = 
(cp1 ® cp2 )(0) =O 
Portanto 1 pé uma identidade polinomial de A® B. • 
7.4 Outra prova do Teorema de Amitsur-Levitzki 
Voltemos a considerar o Teorema de Amitsur-Levitzki. Utilizando o Teorema 4.2.1, cuja 
demonstração é um pouco trabalhosa, a prova de Swan torna-se simples e curta. A prova 
que Rosset publicou em 1976 também é interessante pela sua simplicidade, principalmente 
quando comparada com a longa demonstração original proposta por Amntsur e Levit7..ki em 
1950. Apresentaremos a seguir a prova de Rosset, que aparece somente neste capítulo pois 
utiliza, entre outras ferramentas matemáticas, o produto tensorial. Ela pode ser encontrada 
também em Pierce ]25]. Para podermos desenvolvê-la necessitamos de alguns resultados 
auxiliares. 
Lema 7.4.1 Sejam K um corpo, n e r dois números naturais e Ar, ... , Ar matrizes de 
Mn(K). Se r é par, então o traço de sr(A1 , ••• ,Ar) é zero. 
Prova: Se A e B são matrizes de Mn(K), é fácil ver que o traço de AB - BA é zero. 
Seja a E Sr e consideremos a permutação T = a o (123 ... r) E Sr. As paridades de a e 
T são distintas, pois {123 ... r) é uma permutação ímpar. Assim, se definirmos A = Bu(l) 
e B = Bu(2)·-·Bu(r) 1 teremos BA = Bu(2)--·Bu(r)Bu(l) = Br(l)···Br(r)- Logo, o traço de 
( -1)" Ba(l)···Bu(r) + ( -1)' Br(l)··-Br(r) é igual ao traço de ( -1)" AB + ( -1)' BA que é 'era. 
Portanto, o traço de sr(B1 , ..• , Br) é zero. • 
O próximo teorema apresenta um resultado clássico: as Fórmulas de Newton. Sua demon-
stração não é complicada e pode ser encontrada em Kostrikin 118]. 
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Teorema 7.4.1 (Fórmulas de Newton) Sejam K um corpo e n e k dois números naturais. 
Se k ~ n então 
P,- P,_181 +P,_2S2 + ... + (-1)'-1P1S,_1 + (-1)'kS, ~O, 
e se k > n então 
Pk- Pk-lSl + Pk-282 + ... + (-lt-1Pk-n+1Sn-1 + (-ltPk-nSn =O, 
onde, para cada i E N, Pi é a soma de potências de grau i em n variáveis e Si é o polinômio 
simétrico de grau i em n variáveis. 
Lema 7 .4.2 Sejam K um corpo de carar:J.eristica zero e E uma álgebra associativa e comu-
tativa sobre K. Se A E Mn(E) e o traço de Ak é zero para 1 ~ k ~ n, então An =O. 
Prova: Sejam .\1 , ... ,.\nas raízes características de A no fecho algébrico do corpo K. Logo, 
o polinômio característico p de A é dado por 
p(x) det(xl- A)~ 
- x" - 81 ( .\1, ... , .\n)x"-1 + S,(.\1, ... , .\n)Xn-Z + ... + ( -1 )"-1 Bn-1 (.\, ... , .\n)X + ( -1 )" Sn (.\1, ... ,; 
Seja k E {1, ... , n}. Como as raí7.es características de Ak são At ... , À~ e o traço de Ak é 
7.ero, então p(.\1 , ... , Àn) = O. Pelas Fórmulas de Newton, já que a característica de K é 
7.ero, obtemos que Si(.\1, .•• , An) = O para 1 ~ i ~ n. Logo, p(x) = xn, e pelo Teorema de 
Cayley-Hamilton, temos que An =O. • 
Definição 7.4.1 Sejam R um anel associativo com identidade, a um elemento de R, num 
número natural, i e j elementos de {1, ... , n}. Denotamos por [a]ij a matriz de Mn(R) que 
tem a na posição (i, j) e zeros nas demais posições. 
Proposição 7.4_1 Sejam A uma álgebra associativa com identidade de dimensãao n sobre 
um corpo K e {e, ... , en} uma base de A. A transformação linear <P: Mn(A) --> Mn(K) ®A, 
dada por <P([e,],;) ~ [1],; ®e,, é um isomorfismo de álgebras. 
Prova: Prova-se com alguns cálculos que 1> é um homomorfismo de álgebras. Como ~ é 
sobrejetora e 
dim(Mn(A)) ~ n2 · dim(A) ~ dim(M.(K) ®A), 
temos que 1> é um isomorfismo de álgebras. • 
Outro instrumento utilhado na prova de Rosset é o conceito de álgebra exterior, que 
definimos a seguir. 
Definição 7 .4.2 Sejam K um corpo e n um número natural. A álgebra exterior (ou álgebra 
alternante ou álgebra de Grassman) E de um espaço vetorial n dimensional sobre K é 
definida como 
E~ K{X}/I, 
onde I é o ideal de K{Xk} gerado por todos os elementos da forma (aiX1 + ... + O!nXn?, 
onde cada ai E K. Denotamos 1 = 1 + I, ei = X i + I para 1 .:( i ~ n e a multiplicação de 
dois elementos a e b em E por a 1\ b. 
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A próxima proposição descreve uma série de propriedades das álgebras exteriores. 
Proposição 7 .4.2 Sejam K um corpo, n um número natural e E a álgebra exterior de um 
espaço vetorial V de dimensão n sobre K. Então valem as seguintes propriedades: 
{i) ei 1\ ei =O para qualquer i em {1, ... , n}; 
(ii) ei 1\ ei = -ei 1\ ei para quaisquer i e j em {1, ... , n}; 
(iii) B = {ei, 1\ ... /\ eik :O~ k ~ n e 1 ~ i 1 < ... < ik ~ n} é uma base de E (por k =O 
entendemos ei, 1\ ... A eik = 1); 
(iv) para cada k em {0, 1, ... , n }, definimos Ek como o subespaço de E gerado por { eí, A ... Aeik : 
1 ~ i 1 < ... < ik ~ n}. Então E = Eo EB E1 E9 .•. Ee En; 
(v) para cada k em {0, 1, ... ,n}, dimEk = G) e dimE = 2n; 
(vi) E 0 ,...... K (como álgebras) e E1 ~V (como espaços vetoriais); 
(vii) O conjunto Z(E) ~ {a E E' a. b ~ b ·a para todo b E E}, chamado centro de E, pode 
ser escrito como Z(E) = E0 EEl E2 EB E4 EE! ... EB Em, onde m = n (se n é par) ou m = n -1 
{se n é ímpar). 
Demonstramos a seguir o Teorema de Amitsur e Levitzki pela prova de Rosset. 
Prova de Rosset para o Teorema de Amitsur-Levitzki: Como s2n é multilinear, é 
suficiente mostrar que este polinômio se anula quando calculado em elementos de uma base 
de Mn(K). Se escolhermos a base usual, formada pelas matrizes ~1, nas quais a posição ij é 
igual a 1 e as demais posições são nulas, vemos que basta provar o teorema para o subcorpo 
primo de K .Por sua vez, se a característica de K for p então o subcorpo primo de K é 
isomorfo a Q (caso p =O) ou a ZP (caso p seja um número primo). Como Zp é isomorfo a 
um subanel de Q, precisamos provar o teorema apenas quando o subcorpo primo é isomorfo 
a Q. Assim1 podemos considerar que a característica de K é zero. 
Sejam A11 •.. , A2n matrizes de Mn(K) e E a álgebra exterior de um espaço vetorial 2n 
dimensional sobre K. 
Se 
a~ A1 0e1 +A, 0ez + ... + Azn ®e2n E Mn(K) ®E, 
então para todo k ~ 1, 
e em particular, 
a
2
n = S2n(A1, ... , A2n) 0 e1 1\ ... 1\ e2n· 
Se provarmos que a2n = O, a prova está concluída, pois e1 A ... A e2n é um elemento de 
uma base de E e, pelo Teorema 7.1.31 temos que s2n(A1 , ••• 1 A2n) =O. 
Consideremos a transformação linear q, ' Mn(E) -+ M.(K) 0 E dada por </>([e,, 1\ ... 1\ 
ei.Jii) = [1]ii ®ei, 1\ ... Aeik para quaisquer i e j em {1, ... ,n} 1 O~ k ~ n e 1 ~ i1 < ... < 
ik ~ 2n. Pela Proposição 7.4.1, <Pé um isomorfismo de álgebras. Sejam k E {1, ... , 2n} e 
A E M.(E) tal que ql(A) ~a. Assim, 
tr(A2k) ~ 
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Mas pelo Lema 7.4.1, temos que o traço de s2k (;1,:1 , ••• , A,:k) é zero para quaisquer 1 '( i1 < 
... < ik ~ 2n. Portanto, o traço de A2k é zero. 
Observando que A2 E Mn(Z(E)) e que o traço de (A')' é zero para 1 ( k ( n, concluí-
mos, pelo Lema 7 .4.2, que A2n = O. Portanto, a2n = O. • 
É interessante observarmos que toda álgebra exterior é uma PI álgebra. 
Proposição 7.4.3 Toda álgebra exterior satisfaz a identidade polinomial [[X1,X2],X3]. 
Prova: Sejam K um corpo, n um número natural e E a álgebra exterior de um espaço 
vetorial n dimensional sobre K. Como [[X1,X2],X3] é multilinear, é suficiente mostrar que 
este polinômio se anula quando calculado em elementos de uma base de E. Consideremos a 
base B = {ei1 A ... A ei": O~ k ~ n e 1 ~ i 1 < ... < ik ~ n} de E. Sejam a e b elementos 
de B. Se provarmos que [a, b] E Z(E), a prova está concluída. Sejam a' e b' elementos de 
BnZ(E) tais que a= a' Aea e b = b' Aeb onde ea e eb pertencem a {1, e11 •.• , en}· Observemos 
que [e"' e,] E Z(E). Assim, 
[o,b] - a 1\b- b/\a ~(a' /\e0 ) 1\ (b' 1\ e,)- (1/ 1\ eo) 1\ (a' /\e0 ) ~ 
~/\~/\~/\~-~/\~/\~/\~= 
a1 A b' A (ea A eb- eb A ea) =a' A b1 A [ea, eb], 




Teorema da Altura 
Os primeiros resultados deste capítulo apareceram pela primeira vez em dois 
artigos de A. L Shirshov de 1957 (ver ]33] e ]34]). Eles também podem ser encon-
trados em 139]. O Teorema da Altura é um dos principais resultados na teoria 
combinatória das álgebras com identidades polinomiais. Este teorema abrange 
e generaliza vários resultados obtidos por Jacobson, Kaplansky e Levitzki, entre 
outros. O Teorema possui aplicações no caso de álgebras não-associativas (ver 
]39] para mais detalhes). 
8.1 Problema de Kurosh 
Definição 8.1.1 Seja A uma álgebra associativa sobre um corpo K. Um elemento a de A 
é chamado algébrico se existe um número natural n tal que an = E~::-11 aia i, onde ai E K. 
O menor número n para o qual 2·sso ocorre é chamado o índice algébrico do elemento a. A 
álgebra A é chamada algébrica se todos os seus elementos são algébricos. Além disso, se os 
índices algébricos dos elementos da álgebra A são limitados, então a álgebra A é chamada 
uma álgebra algébrica de índice limitado. 
Exemplo 8.1.1 Seja A uma álgebra associativa n dimensional sobre um corpo K. Para 
cada elemento a de A existem elementos a1, ... , O:n, O:n+I em K tais que z=::11 ai ai = O. 
Assim, é fácil ver que A é uma álgebra algébrica de índice limitado por n + 1. 
Proposição 8.1.1 Toda álgebra algébrica de índice limitado é uma PI álgebra. 
Prova: Sejam A uma álgebra algébrica de índice limitado sobre um corpo K e no limite dos 
índices algébricos dos elementos de A. Então para quaisquer a e b em A, o elemento [an, b] 
é uma combinação linear dos elementos [an-1, b], ... ,[a, b] com coeficientes em K, pois an = 
2:~;11 Cl<.jai, onde l".l<i E K.Logo, os elementos [an, b], ... ,[a, b] redm:em o polinômio standard 
sn(X1 , ••• 1 Xn) a zero. Conseqüentemente 
sn([X~, X2], [X~-l ,X2], ••• , ]X1, X2]) 
é uma identidade polinomial da álgebra A. • 
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Proposição 8.1.2 Seja A uma álgebra. A interseção de uma coleção arbitrária de subálge-
bras de A é uma subálgebra de A. 
Definição 8.1.2 Seja S um subconjunto de uma álgebra A. A subálgehra gerada por S é 
definida como sendo a interseção de todas as subálgebras de A que contém S. Se S é um 
conjunto finito dizemos que a álgebra gerada por S é uma álgebra finitamente gerada. 
Observação 8.1.1 Toda nil álgebra é uma álgebra algébrica. Toda nil álgebra de índice 
limitado é uma álgebra algébrica de índice limitado. 
Definição 8.1.3 Uma álgebra A é localmente finita se cada subálgebra finitamente gerada 
de A tem dimensão finita. 
Em 1941 1 A. G. Kurosh p9] formulou a seguinte pergunta: 
Problema de Kurosh: Toda álgebra algébrica é localmente finita? 
Este problema contribuiu muito para o desenvolvimento da teoria das PI álgebras. Em 
1945, N. Jacobson [12] encontrou uma resposta positiva para álgebras algébricas de índice 
limitado. Em 1946, J. Levit?:ki [23] provou que toda PI álgebra finitamente gerada e que é 
nil álgebra é nilpotente. Finalmente, em 1948 L Kaplansky [14] ampliou o resultado obtido 
por Jacobson resolvendo o Problema de Kurosh para PI álgebras. 
Os métodos utilizados por Kaplansky e Levitzki são completamente diferentes. No en-
tanto, A. L Shirshov [34], em 1957, abordando o Problema de Kurosh do ponto de vista 
combinatório, provou o Teorema da Altura e mostrou que os teoremas de Kaplansky e Lev-
itzki são alguns de seus corolários. 
Em 1964, E. S. Golod e L R Shafarevich (ver [7[ e [6], ou [9]) provaram que existem nil 
álgebras finitamente geradas que não são nilpotentes. Pelo Teorema 8.1.1, vemos que isto 
é uma resposta negativa para o Problema de Kurosh. 
Teorema 8.1.1 Toda nil álgebra de dimensão finita é nilpotente. 
Prova: Observemos, em primeiro lugar, que se /1 e h são ideais nilpotentes à esquerda de 
uma álgebra associativa, então {h + J2)n1+n2- 1 = {0}, onde ni é o índice de nilpotência de 
li, 1 :::.;; i ~ 2. 
Seja A uma nil álgebra de dimensão finita n. Se a E A, é fácil ver que Aa = { xa : x E A} 
é um ideal à esquerda de A. Além disso, para a transformação linear Ta : A ---t Aa dada 
por Ta(x) = xa, temos que KerTa =!= {0}, pois (ak-l) ·a= O e ak-l =f- O para algum número 
natural k maior que 1. 
Provemos o teorema por indução finita em n. Se n = 1, então KerTa = A para todo 
a E A, ou seja, Aa = {O} para todo a E A; logo, A é nilpotente. Se n > 1, então Aa # A 
(pois KerT. 'fi {O}) e, conseqüentemente, dim(Aa) < n; por hipótese de indução, Aa é 
nilpotente para todo a E A. Basta provarmos agora que existem elementos a1 , ... , a.m em A 
tais que Aa Ç Aa1 + ... + Ao.m para todo a E A; pois neste caso teremos A2 Ç Aa1 + ... + Allm 
e, além disso, como Aa1 + ... + Aam é nilpotente, as álgebras A2 e A serão nilpotentes. 
Seja a1 E A; se existe a2 E A tal que Aa2 r); Aa1, então Aa2 Ç Aa1 + A~. Se existe 
a3 E A tal que Aa3 Í Aa1 + Aa2, então Aas Ç Aa1 + Aa2 + Aa3. Procedendo desta forma., 
obteremos elementos a1. ... , am em A tais que Aa Ç Aa1 + ... + Aam para todo a E A, pois 
dim(Aa1 + ... + Aa,) < dim(Aa1 + ... + Aa,+l)· • 
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8.2 Lema de Shirshov 
Definição 8.2.1 Definiremos o alfabeto Xn como o subconJ·unto { X1, ... , Xn} de X, para 
cadanEN. 
Definição 8.2.2 Uma palavra w sobre Xn· é chamada: 
(i) Xn-indecomponível se tem a forma w = Xn···XnXi 1 ••• Xi., onde s '?: 1 e it i- n para 
t=l, ... ,s; 
(ii) Xn-fatorável se tem a forma w = Wl---Wn, onde cada wi é uma palavra Xn-indecomponivel; 
dizemos que w1 ... wn é uma Xn-fatoração de w. 
Exemplo 8.2.1 As palavras X3X3X3X1X2 , X3X2 e X3X3X1 são X 3-indecomponíveis. Por 
outro lado, as palavras X 2XgX3X1X2, Xg e X3X2X3 não são Xs-indecomponiveis. A palavra 
w = X3X3X2X3X1 é X 3-fatorável e (X3X3X2)(X3X1) é uma X,-fatoração para w. 
Observação 8.2.1 Uma palavra sobre Xn tem uma Xn-fatoração se, e somente se, ela 
começa com o símbolo Xn e termina com um símbolo diferente de Xn. Além disso, é fácil 
ver que uma palavra Xn-fatorável possui uma única Xn-fatoração. 
Definição 8.2.3 O conjunto das palavras sobre Xn que são Xn-indecompon{veis. é denotado 
por Tn. 
Observação 8.2.2 Se considerarmos Tn como um novo alfabeto, então o conjunto das 
palavras sobre Tn é o conjunto de todas as palavras Xn -fatoráveis. 
Na próxima definição utilizaremos a relação de ordem ~ da Definição 6.6.1. 
Definição 8.2.4 Uma palavra w sobre X é k-particionável se w = w1 •.. WkJ onde cada wi é 
uma palavra sobre X, e Wu(l)···Wu(k) < w, para cada a E sk- {1}. Dizemos que wl···Wk é 
uma k-partição de w. 
Exemplo 8.2.2 A palavra X 3X 1X2X2X 1X 1X 2X 1X 1X 1 é 3-parlicionável e permite várias 




Definição 8.2.5 Definimos uma relação de ordem ::::! no conjunto Tn como sendo: 
escrevemos XnXi,···Xi 1 ~ XnXj,···Xip se um dos tr~s ca.sos ocorre: 
(i) XnXi, ... Xi1 = XnXj,···XiP• isto é, l = p e it = jt para 1 :;:;; t :;:;; l; 
(ii) para algum r t: {1, ... , l} temos que it = it se 1 ~ t ~r- 1 e ir <ir; 
(iii) p < l e it = jt para 1 ( t ( p. 
Escrevemos XnXi, ... Xi 1 <J XnXj, ... Xjp se XnXi, ... Xi1 ::::! XnXj, ... Xip e XnXi, ... Xt1 # 
XnXj,···Xjp· 
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Verifica-se facilmente que (Tn 1 () é totalmente ordenado. 
Observação 8.2.3 Pela definição anterior, se w1 e w2 são elementos de Tn e w1 é um 
segmento inicial de w2 então w2 ::9 w 1. O caso (iii) da definição da relação ::9 é justamente 
o contrário do caso (iii) da definição da relação ~· 
Definição 8.2.6 Definimos uma relação de ordem <« no conjunto das palavras sobre Tn 
como sendo: 
se v e w são palavras sobre Tn e v= v1 .•. v1 e w = w1 ..• Wp são suas respectivas Xn-fatorações, 
escrevemos v <<< w se um dos três casos ocorre: 
(i) v= w; 
(ii} para algum r E {1, ... , l} temos que Vt = Wt se 1 ~ t ( r- 1 e Vr <l wn· 
(iii) l < p e Vt = Wt para 1 ( t ( l. 
Escrevemos v <t: w se v <<< w e v :F w. 
Verifica-se facilmente que (T; 1 <<<)é totalmente ordenado. 
Observação 8.2.4 A relação ~ é na verdade a ordem lexicográfica para as palavras sobre 
o alfabeto Tn com a relação de ordem ~. 
Exemplo 8.2.3 Para as palavras X 3X1, X 3X1X 3X1, X 3X 1X3X2, X 3X1X3X2X1 , temos 
que XaX1X3X2X1 <<< X3X1XaX2, XaX1XaX1 <<< XaX1XaX2X1 e XaXt <<< XaX1X3X2. 
Definição 8.2.7 Uma palavra w sobre Tn é kr-particionável se w = w1 ... Wk, onde cada Wi 
é uma palavra sobre Tn, e Wu(l)···Wu(k) « w, para cada a E sk- {1}. Dizemos que Wl···Wk 
é uma kr-partição de w. 
(x,x,x,) (x,x,) (x,x,x,). 
Além disso, w é 2r-particionável, permitindo duas 2r-partições: 
e (x,x,x,x,X,)(x,x,x,). 
Mas a palavra X3X3X1X3X3X3X2X3X3X2 não é 2r-particionável. 
Lema 8.2.1 Se uma palavra w sobre Tn é kr-particionável, então w é k-particionável. 
Prova: Seja w = w 1 ... wk uma kr-particição da palavra w. Segue da definição de kr-
partição que W 17(l)•••Wcr(k) ~ W para qualquer a em Sk distinto da identidade. É fácil ver que 
Wu(I)···Wa(k) < w. Portanto, w1 .•. wk é uma k-partição de w. • 
Lema 8.2.2 Se uma palavra w sobre Tn é (k- l)r-particionável, então a palavra wXn é 
k-particionável. 
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Prova: Do Lema 8.2.1, segue a existência da seguinte (k -!)-partição da palavra w: 
w = (XnXi, ... Xj, )(XnXi2···Xj2) ... (Xnxik-l ... Xjk_, ), 
onde it =j:. n para t = 1,2, ... ,k -1. 
Vamos provar que a seguinte k-partição é válida para a palavra wXn: 
w = (Xn)(X,, ... X;,Xn)(X,, ... X;,Xn) ... (X,,_, ... X;,_,Xn)· 
Qualquer permutação de subpalavras da palavra wXn que retém o símbolo Xn na primeira 
posição transforma a palavra wXn numa palavra w'Xn, onde w' é obtida por meio de alguma 
permutação das subpalavras da (k- !)-partição referida anteriormente. Logo w' < w, e 
w'Xn < wXn. 
Se considerarmos permutações que retiram o símbolo Xn da primeira posição, então as 
palavras obtidas desta maneira começarão com um número estritamente menor de símbolos 
Xn em comparação com a palavra wXn· Portanto, elas serão estritamente menores que a 
palavra wXn· • 
O próximo lema foi provado em 1957 por Shirshov J33J e é de grande utilidade para 
demonstrarmos o Teorema da Altura. 
Lema 8.2.3 (Shirshov) Para quaisquer três números naturais n, s, k, pode-se encontrar um 
número natural N(n, s, k) tal que qualquer palavra sobre Xn com comprimento N(n, s, k) 
contém s subpalavras iguaú consecutivas ou uma subpalavra k-particionável. 
Prova: A prova será feita por indução finita em k e em n. Se k = 1, é fácil ver que o número 
N(n, s, 1) existe para quaisquer n e s. Suponhamos que o número N(n, s, k -1) exista para 
quaisquer n e s, e vamos provar que N(n, s, k) existe. 
Notemos que o número N(1, s, k) também existe, e isto nos dá uma base para uma 
indução em n. Assim, supomos também que o número N(n -1, s, k) existe e vamos mostrar 
que N(n, s, k) existe. 
Consideremos uma palavra qualquer w de comprimento 
[s + N(n- 1, s, k)][N(kN(n-l,,,k)+•, s, k- 1) + 1]. 
Se no início da palavra w há algum número de símbolos Xi diferentes do símbolo Xn, e 
esse número não é menor que o número N(n-1, s, k), então a hipótese de indução é satisfeita 
com relação à subpalavra w' que está no início da palavra w e contém apenas símbolos de 
Xn-l· Logo, podemos assumir que o comprimento da palavra w' é menor que N(n -1, s, k). 
Se no final da palavra w há uma subpalavra w" = XnXn···Xn, podemos assumir que o 
comprimento de w" é menor que s, pois caso contrário o lema está provado. 
Desconsiderando, caso existam, as palavras w' e w", obtemos uma subpalavra w1 cujo 
comprimento é maior que o número 
[s + N(n -1, s, k)]N(nN(n-l,•,kl+•, s, k -1). 
Para a palavra w1 existe uma Xn-fatoração w1 = wu ... w1m. Podemos assumir que o com-
primento de cada palavra Xn-indecomponivel w1i é menor que o números+ N(n -1, s, k), 
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pois caso contrário tal palavra conteria s símbolos Xn consecutivos ou uma subpalavra de 
comprimento N(n -1, s, k) que não contém o símbolo Xn. Considerando esse limite para o 
comprimento, é fácil ver que não existem mais que nN(n-l,s,k)+s palavras Xn-indecomponíveis 
diferentes. Como m > N(nN(n-l,s,k)+s, s, k- 1), temos que a palavra w1, considerada co-
mo uma palavra sobre Tn, tem comprimento maior que N(nN(n-l,s,k)+s, s, k- 1), e apli-
cando a hipótese de indução concluímos que existem s subpalavras iguais consecutivas ou 
uma subpalavra v (k- 1)r-particionável. Se a segunda conclusão ocorre, então como a 
palavra w1 , considerada como uma palavra sobre Tn, tem comprimento estritamente maior 
que N(nN(n-l,s,k)+s, s, k- 1), podemos considerar que o símbolo Xn segue a subpalavra v. 
Pelo Lema 8.2.2, a subpalavra vXn é n-particionável. Assim, o número 
N(n, s, k) ~ [s + N(n- 1, s, k)J[N(kN(n-l,,,k)+•, s, k- 1) + 1] 
prova o lema. • 
Lema 8.2.4 Seja w uma palavra sobre X de comprimento m que não é representável na 
forma vt, onde v é uma subpalavra própria da palavra w. Então para qualquer número 
natural k ~ m, a palavra w2k contém uma subpalavra k-parlicionável. 
Prova: É possível obter a partir da palavra w, por meio de permutações cíclicas das letras, 
m palavras w = wo, w1, .•• , Wm_ 1. Desde que a palavra w não é representável na forma de 
uma potência de uma subpalavra, é fácil ver que todas as palavras obtidas w0, w1 , ... , Wm_1 
são diferentes. Vamos assumir que Wio > Wi1 > ... > Wim_ 1 • É óbvio que cada uma das 




k = Vi0Ui0 Vio '14o 'l\1 '141 Vi1 tLi1 ··· vik-1 '14k-1 Vik-1 '1.4k-1 · 
Vamos definir w:t = U;1 Vi1 ui1 vit+, para t = O, 1, ... , k - 2, e w~k- 1 = Uik_ 1 Vik_, Uik_ 1• Então a 
palavra w2k pode ser representada na forma w2k = Vi0 W;0 w:1 •.. wik_,. Como o início de cada 
uma das palavras wj coincide com a palavra wj e Wio > Wi1 > ... > Wim-l, é fácil ver que a 
palavra w~0w~1 •.• w~k-l é k-paxticionável. • 
8.3 Teorema da Altura 
Seja K um corpo. Assim como K {X} é o conjunto de todos os polinômios com coeficientes 
no corpo K e indeterminadas em X, vamos definir K {Xn} como o subconjunto de K {X} 
formado pelos polinômios com indeterminadas apenas no conjunto Xn. A fim de definir 
K{Xn} com mais precisão e destacar a sua estrutura de álgebra, lembremos que ~' o 
conjunto das palavras sobre Xn, é um monóide e que pelo Teorema 2.Ll, K(X~) é uma 
álgebra associativa com identidade sobre K. Assim faz sentido definirmos como se segue. 
Definição 8.3.1 Se K é um corpo, definimos a álgebra associativa com identidade K {Xn} = 
K(X~), 
Definição 8.3.2 Sejam 'E um alfabeto e A um conjunto de palavras sobre 'E. Seja w uma 
palavra sobre 'E tal que w = w~1 ••• w~~>, onde cada Wt E A para i E {1, ... ,h} e Wt =ft wi+1 
para i E {1, ···)h- 1}. O menor número h com esta propriedade é chamado a altura de w 
em relação ao conjunto A. 
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Exemplo 8.3.1 Consideremos a palavra w = X1X1X2XlXIX2XtX1X2 sobre X. É fácil 
ver que w tem altura 6 em relação a {X11X2} e altura 1 em relação a {X1X1X2}. 
Definição 8.3.3 Sejam A uma álgebra associativa sobre um corpo K gerada por um conjun-
to finito G = {a1, ... , ak} e P = {p1, ... ,pl} um conjunto finito de polinômios homogêneos de 
K {X,}. Para cada polinômio p = p(X1 , ... , X,) de K {X,}, denotamos p = p(a,. ... , a,). Se 
existe um número h com a seguinte propriedade: para cada monômio m de K {Xk} existem 
monômios Ut. ... , Un em K {Xk} tais que 
{i) m =E~~~ ui(pl,p2, ... ,pl), 
{ii) a altura de cada Ui em relação a Xk é menor ou igual a h, 
{iii) cada ui(Pl, ... ,pt) tem o mesmo tipo quem, 
dizemos que A é uma álgebra de altura limitada em relação a (G,P). O menor número h 
com esta propriedade é chamado a altura da álgebra A em relação a (G, P). 
Recordemos que o tipo de um monômio foi definido na Definição 3.4.2. 
Exemplo 8.3.2 Seja A uma álgebra associativa e comutativa gerada pelo conjunto G = 
{a1 , ... ,ak}· Sem é um monômio de K{Xk} do tipo [it, ... ,ik], então m = o:a~' ... a~", para 
algum a em K. Portanto, a altura de qualquer monômio de K{Xk} em relação a (G,Xk) 
não excede k. Assim, toda álgebra associativa e comutativa finitamente gerada é uma álgebra 
de altura limitada. 
Apresentamos a seguir o importante Teorema da Altura, que foi demonstrado em 1957 
por Shirshov [34]. 
Teorema 8.3.1 (da Altura) Seja A uma álgebra associativa sobre um corpo K gerada por 
um conjunto finito G = { a 1 , ... , ak} e que satisfaz uma identidade polinomial de grau n. Se 
W é o conjunto de todas as palavras sobre Xk de comprimento menor que n e P é o conjunto 
de todos os monômios da forma 1 w onde w E W, então a álgebra A tem altura limitada em 
relação a (G, P). 
Prova: Pelo Corolário 3.5.1, podemos assumir que A satisfaz urna identidade polinomial 
da forma 
X 1 ... Xn = 2::: nuXu(l)···X,-(n)· 
uESn 
u;J.id 
Suponhamos que exista um número M = M(n, k) tal que cada palavra w sobre Xk cuja 
altura em relação a W é maior ou igual a M contém uma subpalavra n-particionável. Se 
isso ocorre a prova está concluída, conforme argumentaremos. Na álgebra A temos que 
onde Gi E K e Wi é uma palavra sobre Xk tal que cada indeterminada de Xk ocorre em 
w e em wi o mesmo número de vezes e, além disso, Wi < w. Se alguma das palavras Wi 
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tem altura maior ou igual a M em relação a W, então continuamos o processo. Devido à 
monotonicidade estrita, teremos por fim que 
onde cada uma das palavras Wi tem altura menor que M em relação a W 
De acordo com o Lema 8.2.3, existe um número N = N(k, 2n, n) tal que cada palavra 
w sobre Xk com comprimento N, que não contém subpalavras n-particioniLveis, contém uma 
subpalavra da forma v2n. Além disso, é possível assumir que a palavra v não pode ser 
representada na forma (v1)k com k > 1. Então pelo Lema 8.2.4, o comprimento l(v) da 
palavra v é menor que n. 
Vamos provar que cada palavra w sobre Xk com altura maior que N + 2 em relação a 
W, e que não contém subpalabvras n-particionáveis, contém uma subpalavra v1 da forma 
v1 = vnv', onde O < l(v') ~ l(v) < n e a palavra v' não é um segmento inicial da palavra 
v. Se w tem altura maior que N + 2 em relação a W, então w tem compiimento maior que 
N + 2. O segmento inicial de comprimento N contém uma subpalavra un, onde l(u) < n; 
logo, w = w0unw~, onde wb tem altura maior que 2. Podemos escrevür w~ = uku'w~ e 
u = u'u" (onde u" não é a palavra vaúa, embora u' possa sê-la), onde wg não começa com 
um segmento inicial deu" e tem altura maior que O (ou seja, não é a palavra vazia). Então 
k n 1 11 k '( n ')n 11 k 1 n 11 W = WoU U U Wo = WoU U U U Wo = W 0U U V W0 , 
onde v = u"u' tem o mesmo comprimento que u e w~ não começa com um segmento inicial 
de v. Tomando V1 como um segmento inicial de w~ de comprimento não-nulo e menor ou 
igual a l (v), teremos a palavra VI = vnv' procurada. 
Desde que o conjunto de subpalavras da forma indicada é finito, para um número natural 
M suficientemente grande cada palavra com altura maior ou igual a M em relação a W, que 
não contém subpalavras n-particionáveis, contém n subpalavras iguais da forma VI = vnv' 
(não necessariamente consecutivas). Em cada palavra podemos encontrar uma subpalavra 
que é n-particionável procedendo da seguinte maneira: 
ou 
( n ' ) ( n-1 ' ') ( ' ) ' v vu1v v vu2v ... vvun ,caso v <v, 
(v'u1vn-1 )(vv'u2vn- 2 ) ..• (vn- 1v'un), caso v'< v. 
Conseqüentemente, cada palavra cuja altura em relação a W é maior que M contém uma 
subpalavra n-particioná vel. • 
Utilizando o Teorema da Altura, podemos provar que os teoremas de Levitzki [23] e 
Kaplansky [14} são simples corolários de um mesmo resultado. 
Corolário 8.3.1 (Levitr.ki) Toda PI álgebra finitamente gerada e que é nil álgebra é nilpo-
tente. 
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Prova: Sejam A uma nil álgebra associativa sobre um corpo K gerada por um conjunto 
finito G = {a1 , ... , ak} e que satisfaz uma identidade polinomial de grau n, W o conjunto 
de todas as palavras sobre Xk de comprimento menor que n e P o conjunto de todos os 
monôroios da forma 1 w onde w E W. Pelo Teorema da Altura, a álgebra A tem altura 
limitada em relação a (G,P). Seja h esta altura. 
Sejam V o conjunto de todos os produtos com menos que n geradores da álgebra A e 
m o máximo dos índices de nilpotência dos elementos do conjunto V. Então a álgebra A é 
gerada como um espaço vetorial por um conjunto finito formado por todos os produtos com 
menos que (m -1) · n ·h geradores. 
Seja M = ( m - 1) · n · h + 1. Se a é um elemento de A que é produto de M elementos 
de G, então podemos escrever 
i=l 
onde cada it <h, cada aij E V e cada ai E K. Como (m -1) · n ·h< Me se i E {1, ... ,p} 
então M < (mi, + ... + mi1) · n, podemos concluir que existe um j em {1, ... , it} tal que 
T'Y4
3 
> m -1. Logo, a= O. E fácil ver agora que todo produto de quaisquer M elementos de 
A é igual a zero. Portanto, A é uma álgebra nilpotente. • 
Corolário 8.3.2 (Kaplansky) Toda PI álgebra finitamente gerada e algébrica tem dimensão 
finita. 
Prova: Sejam A uma álgebra associativa e algébrica sobre um corpo K gerada por um 
conjunto finito G = {a1 , ... , ak} e que satisfaz uma identidade polinomial de grau n, W o 
conjunto de todas as palavras sobre Xk de comprimento menor que n e P o conjunto de 
todos os monômios da forma 1 w onde w E W. Pelo Teorema da Altura, a álgebra A tem 
altura limitada em relação a (G, P). Seja h esta altura. 
Sejam V o conjunto de todos os produtos com menos que n geradores da álgebra A e m 
o máximo dos graus algébricos dos elementos do conjrmto V. Então a álgebra A é gerada 
como um espaço vetorial por um conjunto finito formado por todos os produtos com menos 
que (m- 1) · n ·h geradores. • 
Definição 8.3.4 Uma álgebra A é localmente nilpotente se cada subálgebra finitamente 
gerada de A é nilpotente. 
Corolário 8.3.3 Toda nil álgebra de índice limitado é locamenie nilpotente. 
Definição 8.3.5 Uma álgebra A tem altura localmente limitada se cada subálgebra finita-
mente gerada de A tem altura limitada. 
Corolário 8.3.4 Toda PI álgebra tem altura localmete limitada. 
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Capítulo 9 
• Nilpotência de Algebras Associativas 
Estudamos a questão da nilpoténcia de nil álgebras de índice limitado. Ap-
resentamos o Teorema de Nagata-Higman que é um dos resultados mais impor-
tantes neste estudo. 
9.1 Introdução 
Ao provarmos, como um dos corolários do Teorema da Altura, que toda nil álgebra de índice 
limitado é localmente nilpotente, surge uma pergunta: podemos conseguir um resultado 
mais forte provando que toda nil álgebra de índice limitado é nilpotente? Estudando esta 
questão, M. Nagata !25] publicou um artigo em 1952. Posteriormente, num artigo de 1956, 
G. Higman 111] aprofundou os resultados obtidos por Nagata. A síntese destes dois artigos 
ficou conhecida como Teorema de Nagata-Higman. Um de seus corolários afirma que toda 
nil álgebra de índice limitado n e sem elementos de ordem aditiva menor ou igual a n é 
nilpotente. Assim, impondo uma condição sobre o grupo aditivo destas nil álgebras, obtemos 
uma resposta positiva para a nossa pergunta inicial. Estes resultados podem ser encontrados 
também em 139]. 
Uma curiosidade histórica é que o resultado de Nagata e Higman foi obtido em 1943, 
de forma diferente, pelos russos J. Dubnov e V. Ivanov I5J. No entanto, devido à Segunda 
Guerra Mun<lial, o trabalho deles ficou desconhecido até por volta de 1970. 
Definição 9.1.1 Se A é uma álgebra sobre um corpo K e n é um número natural, definimos 
os seguintes conjuntos 
k 
In(A) =(L:: a;(a;)": k E N, a; E K e a; E A para i= 1, ... , k} 
i=l 
e 
J.(A) = {a E A: (n!)'a E I.(A) para algum inteiro não-negativo k }. 
Observação 9.1.1 Os conjuntos In(A) e Jn(A) são subespaços do espaço vetorial A. 
Lema 9.1.1 Se A é uma álgebra associativa e n é um número natural então Sn(al, ... ,an) E 
In(A) para quaisquer a1, ... , an em A. 
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Prova: Considerando o monômio m(X~, ... , Xn) = X1 ... Xn, vale a igualdade 
s.(x, ... ,X.) = L m(Xu(l)• ... , x.(n))-
11ESn 
Pelo Lema 3.5.1, temos que Sn(a 11 ... , an) é igual a 
m(al + ... + an .... , al + ... + an)-
n 
-L m(a1 + ... + âq + ... + an, ... , a1 + ... + âq + ... + an) + 
q=l 
n 
+ L m( a1 + ... + âq, + ... + âq2 + ... + an, ... , a1 + ... + âq, + ... + âq2 + ... + an) + 
n 




(a1 + ... +a.)"- L(a1 + ... + â, + ... +a.)"+ 
q=l 
n n 
+ L (a,+ ... +â,, + ... +â,+---+a.)"+ ... +(-1)"-'L(a,)". 
q=l 
Portanto, Sn(a1 , ... ,o.n) E In(A) para quaisquer a1 , ... ,an em A. • 
Lema 9.1.2 Se A é uma álgebra associativa e n é um número natural então (n!)2In(A)A Ç 
In(A) e (n!) 2 AI.(A) <:: In(A). 
Prova: Se a e b são elementos da álgebra A, então 
n-l n-1 
S ( b ) - ( -1)1"" '( b) n-1-i- ( -1)1"" 'b n-H- S (b ) n a , a, ... ,a - n . L....J a a a - a n . L....J a a - a n , a, ... ,a , 
i=O i=O 
e, pelo Lema 9.1.1, temos que 
aS.(b, a, ... , a) E ln(A). 
Considerando F(XI. ... , Xn) = X 1Sn(b,X2, ... , Xn), pelo Lema 3.5.1 e pela conclusão 
anterior, temos que 
Logo, 
n 
(n- 1)! I: aiSn(b, a11 ... , fli-1, ai+11 ... , an) E In(A). 
i=l 
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Substituindo a 1 = a e a2 = aa = ... = an = b na última fórmula, obtemos 
(n- l)!aSn(b, b, ... , b) + (n- l)(n- l)!bSn(a, b, ... , b) E In( A), 
e 
(n!) 2ab" E In(A). 
Analogamente provamos que para quaisquer a e b em A 
(n!) 2b"a E In(A). 
Portanto, (n1) 2 In(A)A Ç In(A) e (n!)2 Ain(A) Ç In(A). • 
Lema 9.1.3 Sejam A uma álgebra associativa, num número natural e a um elemento de A. 
Se (n1 ... nr)a E In(A), onde rENe O< n; ~ n para cada i em {l, ... ,r}, então a E Jn(A). 
Prova: Seja k um inteiro não-negativo tal que (n!)k[(n1 ... nr)a] E In(A). 
In(A) e a E Jn(A). 
Logo, (n!)k+ra E 
• 
Corolário 9.1.1 Se A é uma álgebra associativa e n é um número nat·ural então Jn(A) é 
um ideal da álgebra A, e o quociente A/ Jn(A) não contém elementos não-nulos de ordem 
aditiva menor ou igual a n. 
Prova: Como já foi observado, In(A) é um subespaço do espaço vetorial A. Sejam a E Jn(A), 
b E A e k um inteiro não-negativo para o qual (n!)ka E In(A). Pelo Lema 9.1.2, temos 
que (n')'[(n!)'a]b E In(A) e (n!) 2 b[(n')'a] E In(A), e conseqüentemente (n!)k+ 2ab E In(A) e 
(n!)k+'ba E In(A). Portanto, Jn(A) é um ideal da álgebra A. 
Suponhamos, por absurdo, que exista um elemento não-nulo a+ ln(A) de A/ ln(A) cuja 
ordem aditiva é um número natural k '( n. Logo, k(a + Jn(A)) =O+ J,(A) e ka E Jn(A). 
Assim, a E Jn(A) e a+ Jn(A) =O+ Jn(A), o que é uma contradição. Portanto, A/Jn(A) 
não contêm elementos não-nulos de ordem aditiva menor ou igual a n. • 
9.2 Teorema de Nagata-Higman 
Teorema 9.2.1 (Nagata-Higman) Se A é uma álgebra associativa então para qualquer número 
natural n 
A'"- 1 Ç Jn(A). 
Prova: Provaremos o teorema por indução finita em n. Se n = 1, então o resultado é óbvio; 
suponhamos que o teorema seja válido para n - 1 e vamos prová-lo para n > 1. Devido ao 
fato de que Sn(b, a, ... , a) E In(A), para quaisquer a e bem A temos que 
n-1 
~ a'ban-1-i E Jn(A). 
i=O 
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Sejam a, b, c elementos arbitrários da álgebra A. Consideremos a soma 
n~l n~l n-1 n-1 n-1 n-1 L L an~l-icfiiaibn-1-i 'L: 'L: an-1-icfla'bn-1-j = 'L:('L: an-1-i(c~)a')bn-1-j = 
i=l j=l j=1 i=1 
n-1 n-2 n-1 n~2 
'L:('L:a'(c~)a•-1-i)b"-1-; = 'L:('L:a'(c~)a"-1-i)b"-H = 
j::::l i::::O f=1 i=O 
n-1 n-1 
~)(~a'(cb')a"-1-i)- a•-1(c~))bn-1-i = 
j::::l i::O 
n-1 
k- L an-lcJiibn-1-j = 
j=l 
n-1 
- k- Lan-lcbn-l = k- (n-l)an-lcbn-l, 
j=l 
onde k E Jn(A). Por outro lado, manipulando a mesma soma obtemos 
n-1 n-1 L L an-1-icb-'~aibn-1-j 
i=l j::::l 
n-1 n-1 L an-1-ic L: tla'~bn-l-j = 
i=l j=l 
n-l n-1 
z::::an-1-ic(L!Jiaibn-1-j _ aibn-1) = 
i=1 j=O 
n-1 n-1 
kl _L an-1-icaibn-1 = kt _ 2: an-l-icaibn-1 + an-lcbn-l = 
i=l i=O 
onde k1 e k2 pertencem a Jn(A). Combinando os dois resultados temos que 
na11- 1cbn-l E Jn(A). 
Como os elementos a, b, c são arbitrários, segue que 
e além disso 
ln-1(A)AJn-1(A) Ç ln(A). 
Pela hipótese de indução A2n-'-I Ç }11_ 1(A), e conseqüentemente 
A'"-1 = A2H_1 AA'"-'-1 Ç ln-1(A)AJn-1(A) Ç ln(A), 
provando o teorema. • 
Agora estamos em condições para provarmos o resultado que motivou o desenvolvimento 
do presente capítulo. 
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Corolário 9.2.1 Toda nil álgebra de índice limitado n, e sem elementos de ordem aditiva 
menor ou igual a n, é nilpotente, com índice de nilpoténcia menor ou igual a 2n - L 
Prova: Seja A uma nil álgebra de índice limitado n. Logo, In(A) = {0}. 
Vamos provar que Jn(A) = {0}. Seja a um elemento não-nulo de A. Se n > 2, então 
2a =f O. Se n > 3, então 3(2a) = (3\)a f. O. Repetindo este processo até n, obtemos que 
(n!)a =f O. Por indução finita em k, provamos facilmente que (n!)ka =I O para todo inteiro 
não-negativo k. Portanto, a 'fc Jn(A). Assim, In(A) = {0}. 
Logo, A2"-1 C {O} e A é uma álgebra nilpotente com índice de nilpotência menor ou 
igual a 2n - 1. • 
Corolário 9.2.2 Se A é uma álgebra associativa e n é um número natural então existe um 
número natural k tal que para qualquer a E A2"-l, temos que 
' 
(n1) 1a = L"'•(a,)", 
i=l 
para algum r E N, ai E K e ai E A onde i = 1, ... , r. 
Prova: Considerando a álgebra K {X}, pelo Teorema de Nagata-Higman, temos que 
X1X2 ... x,"_1 E Jn(K {X}) 
e conseqüentemente, para algum k, 
' 
(n!)1 x1x, ... x,"-1 =L "'•(p,)", 
i=l 
para algum r E N, ai E K e Pi E K{X} onde i= 1, ... ,r. 
número procurado. 
Assim, é f:ácil ver que k é o 
• 
Consideremos f: N-+ Na aplicação onde, para cada n E N, f(n) é o menor número 
natural tal que Afln) Ç Jn(A). Pelo Teorema de Nagata-Higman, sabemos que f(n) ( 2"-1. 
Será que f ( n) = 2n - 1? A resposta dessa pergunta é negativa, pois um resultado de Higman 
mostra que A6 Ç J3(A). Assim 2n-1 não é exatamente f(n), mas apenas tun limite superior. 
Razmyslov provou que f(n) ~ n2 e Kuz'min que f(n) ;): n(n+1)/2. Portanto, o que sabemos 
sobre a aplicação f é que n(n + 1)/2 :S: f(n) :S: n2 . 
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