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Abstract; It is noted that Filon’s rule for integrating the product of a smooth function with a sine or cosine of small 
period can be used to set up a product rule with an exponential-wiight function. Some computational experience is 
reported and the results compared with a heuristic error analysis. 
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1. Introduction 
In a recent investigation of a certain 
kernel by computing certain terms of the 
and 
integral equation [l] it was necessary to evaluate the 
form 
(1.1) 
Since the parameters a and ( y - 1) could range from lo- ’ up to 10’. and the functions +, and 
& had to be evaluated many times it was highly desirable to obtain some efficiency with the 
computation. Asymptotic expansions of these integrals are possible but they only provide good 
accuracy when (Y and (y - 1) are very large or very small. (In the context of [l] present 
considerations relate to the case when ays is large and while the singularity at t = 1 must not be 
ignored it does not enter into those aspects of the problem considered here.) 
The approach adopted was to use a product rule with the term en.\-’ as the weight factor. i.e. in 
evaluating 
Z(f) =Jhf(x)e’“.‘dx 
(I 
the function f is approximated by a piecewise polynomial (say) and the product of the 
approximant and exponential evaluated exactly. If an odd number of equally spaced points are 
chosen then taking the points 3 at a time a composite Simpson type rule is obtained. This 
quadrature rule need not be set up from scratch. it can be derived by taking linear combinations 
of Filon’s rule [2], a product rule in which the factors cos( wx) and sin( wx) appear. 
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It is the purpose of this note to record this observation and report on some computational 
experience obtained using the rule. The results are given in detail in section three. they show that 
significant savings can be achieved in the evaluation of integrals such as $,(s) or C&(X). If 
accuracy approachin g 15 decimal digits is sought then there is often little improvement over the 
conventional Simpson’s rule, simply because in either case the number of quadrature points 
required counteracts the weighting effect of the exponential factor. An error analysis which 
predicts this behaviour is presented in section two where the derivation of the quadrature rule is 
also outlined. 
2. The quadrature rule and its error 
We have 
J 
h 
e-“-‘f(x) dx =lh(cos(ikx) + i sin(ikx))f(x) dx, (2.1) 
Cl U 
and by applying Filon’s rule as given by Davis and Rabinowitz [2] to the right hand side of (2.1), 
the resulting formulae may be reduced to 
Z(f) =lheP”.‘7(1) dx = Z,,(f) = h[aE, + PE,,, + YE~,~_,] (2.2) 
u 
where 
h=(h-a)/n. E, =f( h)eeAh -f( u)e-‘“, (2.3a) 
Ez, = if( a)e-‘” + f( a + 2h)e-“‘“““’ + . . . +f( h - 2h)e-“h-‘“’ + if( h)eCAh. 
(2.3b) 
El,_, =f(a + h)e-“(“+“) + . . . +f( ,g + (17 - l)h)e-“‘“+(“-I)“‘, 
and 
(Y = (2 sinh’X - X cash h sinh X - X’ )/A3, 
p = 2(2 sinh h cash X - X)((l + cosh’X))/A’, 
y = 4( A cash h - sinh X )/A-‘. 
where h = kh. 
(2.3~) 
(2.4a) 
(2.4b) 
(2.4~) 
It is a routine matter to show that as k --* 0, a + 0, j3 -+ $ and y + f . thereby recapturing 
Simpson’s rule. Since we only consider values of h of order unity and less, no problem arises with 
the calculation of the weights. 
The formal derivation of the quadrature rule cannot be applied to obtain an error formula 
without careful consideration of the complex valued quantities which are introduced when the 
right hand side of (2.1) is used. We can however show that the error is bounded by a quantity of 
order h3 and an heuristic based on the error estimate for the trigonometric rule suggests that for 
kh small the error is 0( kh4). 
Since a translation of origin in the independent variable does not affect the analysis we first 
apply quadratic interpolation to f at the points - h, 0 and h and obtain 
/ 
hhe-*‘f(t)dr=/” e-h’q,(r)dl+jl’,,e-“f[-h.O, h, t]t(t*-h*)dt 
-h 
(2.5) 
where q2( t) is the interpolant and f[r,. t2, t3. t4] is the third divided difference of f on t,. r,. t3. 
t,. Thus the error in the three point contribution can be estimated by 
-“If[ -h. 0. h. t] t(? - 17’) dt 
I/ 
0 < _he-i’Z[ ]t(r---ii’)dt~+lJ”e-ii... dri. (2.6) 
0 
Now the function 
e-“‘t( tz - h2) 
is of one sign on each of the intervals ( - II. 0) and (0. h ),. thus a standard estimate based on using 
the second mean value theorem for integrals enables each term of (2.6) to be estimated. Assuming 
also that f”‘(t) is continuous and bounding the exponential terms by unity. it follows that 
4 lf’3’b) I 
IZ-Z,l<2 % 3, . 
i i 
(2.7) 
Now when (2.7) is applied repeatedly to the composite rule we obtain 
IZ(f)-Z,(f)/ b(h-a)maxlf’3’(t)1hi/12. 
This simple approach merely provides an upper bound on the error and the results in Section 3 
show that the error ultimately depends on h4. To understand this behaviour recall that the error 
for the sine weight function in Filon’s rule given in [2] is 
(b-a)Z1~sin(kh/2)If’~‘(t)I{l -l/(16 cos kh)}/12 
and note that this can be applied to the cosine weight function by a change of variable. Thus 
provided kh is small, this is approximately 
(6- a)kh4(1 - l/(16 cos kh)) If’“‘(s) l/24. (2.8) 
When k is replaced by ik the term cos( kh) would become cosh( kh), but unless were large 
this would not affect the value of (2.8) substantially. Thus it seems reasonable to expect that the 
error for the exponential version will be 0( kh4) for kh small, and this is consistent with the 
calculations summarised in Section 4. 
3. Numerical results 
The quadrature rule was tested on the examples (i) e’, (ii) sin hr, h = HIT and 121~. (iii) 
(x - l)‘O, on the interval (0, 1). The range of examples is not claimed to be exhaustive, however 
the application to the integral equation in [l] only involves smooth functions with steadily 
varying slopes, and within that context the examples are more than sufficient. (Some runs were 
also made with f(x) = x1”‘, these confirmed. as expected, that the singularity in f negates the 
advantages of the product rule.) 
The values of k were taken as 5, 20 and 80. While values of k larger than this do occur, when 
f is O(l), since exp( - 80) 2: 0(10P3’) the effect of increasing k further nullifies the contribution 
to Z,? from the right hand end of b) essentially reduces the range of integration. 
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Table 1 
Absolute error in the exponential Filon rule compared with Simpson’s rule for f( .u) = e’ and various parameter values. 
(u( - h) means a X 10mh.) 
x=5 
exact value = 2.454210903( - 1) 
k = 20 
exact value = 5.263157865( - 2) 
k = 80 
exact value = 1.2658227X5( - 2) 
n exponential Simpson II exponential Simpson n exponential Simpson 
Filon error error Filon error error Filon error error 
- 4 9.5 ( - 5) 1.2(-3) 4 3.3 (-5) 3.4 ( - 2) 16 1.1 (-7) 8.8 (-3) 
6 1.9 (-5) 2.6 ( - 4) 6 9.8 (-6) 1.3 (-2) 24 3.4 ( - 8) 3.3(-3) 
8 6.2 (-6) 8.3 ( - 5) 8 3.8 (-6) 5.4(-3) 32 1.4(-8) 1.5 (-3) 
12 1.2 (-6) 1.7 (-5) 12 48 
16 3.9 ( - 7) 5.3 (-6) 16 3.1 (-7) 5.0 (-4) 64 1.2(-9) 1.4(-3) 
24 7.8 ( - 8) l.O(-6) 24 6.6 ( - 8) 1.1 (-4) 96 2.5( - 10) 3.0 - 5) ( 
32 2.5 ( - 8) 3.3 (-7) 32 2.1 (-8) 3.5 ( - 5) 128 8.3( - 11) 9.8 (-6) 
48 4.9 ( - 9) 48 4.2 (-9) 7.0 (-6) 192 1.8(-11) 2.0 ( - 6) 
64 1.6 (-9) 2.1 (-8) 64 1.4 (-9) 2.2 (- 6) 256 7.1( - 12) * 6.3 (-7) 
128 1.2( - 10) 1.3 (-9) 128 8.3( - 11) 1.4(-7) 512 4.0 - 8) ( 
256 2.8(-11) * 6.0(-ll)* 256 2.9( - 12) * 8.9 ( - 9) 1024 2.5 - 9) ( 
512 5.6( - 10) 2048 1.5( - 10) 
1024 3.7( - 11) 4096 7.8( - 12) * 
2048 4.6( -12) * 
Tables l-4 compare the absolute error, 
IW-L(f)l 
obtained using the exponential Filon rule and Simpson’s rule. The examples were run on the 
Table 2 
Absolute error in the exponential Filon rule compared with Simpson’s rule for f(x) = (x - 1)” and various parameter 
values. (a( - h) means LI X 10-h.) 
k=5 
exact value = 6.371275444( - 2) 
k = 20 
exact value = 3.295020710( - 2) 
k = 80 
exact value = 1.109713272( - 2) 
n exponential Simpson II exponential Simpson n exponential Simpson 
Filon error error Filon error error Filon error error 
4 1.3 (-2) 2.5 ( - 2) 4 4.9 ( - 3) 5.1 (-2) 4 4.6 ( - 3) 7.2 ( - 2) 
6 4.3 (-3) 7.8 ( - 3) 6 2.4 ( - 3) 2.4 ( - 2) 8 2.2 (-4) 3.1 (-2) 
8 1.6(-3) 3.0(-3) 8 1.2 (-3) 1.2(-2) 16 5.3 ( - 5) l.O(-2, 
12 3.7 (-4) 6.9 ( - 4) 12 32 8.1 (-6) 1.9(-3) 
16 1.2 (-4) 2.4 ( - 4) 16 1.4(-4) 1.6(-3) 64 7.5 (- 7) 1.9(-4) 
24 2.6 (- 5) 4.8(-5) 24 3.3 (-4) 3.7 (-4) 128 5.3 (-8) 1.4(-5) 
32 8.2 (-6) 1.5(-5) 32 1.1 (-5) 1.3 (-4) 256 3.5 (- 9) 9.3 (-7) 
64 5.2 (-7) 9.7 (-7) 64 7.4 ( - 6) 8.4 ( - 6) 512 2.1( - 10) 5.6(-S) 
128 3.3 (-8) 6.1 (- 8) 128 4.7 (- 8) 5.4 ( - 7) 1024 l.l(-11) 3.7 ( - 9) 
256 2.0 ( - 9) 3.8 (-9) 256 3.0 (-9) 3.4 ( - 8) 2048 2.2( - 12) * 2.3( - 10) 
512 1.3( - 10) 2.4( - 10) 512 1.8(-10) 2.1 (-9) 4096 l.l(-11) 
1024 7.9(-12) * 1.6(-11) 1024 5.4( -12) * 1.3( - 10) 8192 2.1( - 12) * 
2048 1.7( - 12) * 2048 2.0(-12)’ 
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Table 3 
Absolute error in the exponential Filon rule compared with Simpson’s rule for f( _v) = sin(3z.x.) and various parameter 
values. (a( - h) means u X lo-‘.) 
k=5 
exact value = 8.335744883( - 2) 
x = 20 
exact value = 1.928041779( - 2) 
k = 80 
exact value = 1.452462637( - 3) 
II exponential Simpson n exponential Simpson I1 exponential Simpson 
Filon error error Filon error error Filon error error 
8 1.7(-3) 1.6 (-3) 8 1.5 (-3) 6.3(-3) 8 2.7 (-4) 1.5 (-3) 
12 3.6 (-4) 9.0 (-6) 12 16 7.7 ( - 5) 1.1 (-3) 
16 1.2 (-4) 6.7 (- 6) 16 2.0 ( - 4) 7.3 (-4) 24 2.6(-5) 
24 2.3 (- 5) 1.8 (-6) 24 4.4 ( - 5) 16-4) 32 1.1 (-5) 3.6 (-4) 
32 7.4 ( - 6) 6.3 (- 7) 32 1.5 (-5) 5.3 (-5) 64 9.7 ( - 7) 4.5 (-5) 
64 4.6 (- 7) 4.2 ( - 8) 48 3.0 (-6) l.O(-5) 128 6.6 (- 8) 3.5 (-6) 
128 2.9 ( - 8) 2.7 ( - 9) 64 9.5 ( - 7) 3.4 ( - 6) 256 4.9 ( - 9) 2.3 ( - 7) 
256 1.7( - 10) 128 6.0 ( - 8) 2.2 ( - 7) 512 2.7( - 10) 1.4(-X) 
512 l.l(-10) 9.5( - 12) * 256 3.7 ( - 9) 1.4(-7) 1024 1.7(-11) 9.1( - 10) 
1024 4.9(-12)* 512 2.3( - 10) X5( - 10) 2048 9.X(-13)* 5.7(-11) 
1024 9.9( - 12) * 8.0( - 12) * 4096 3.7( - 12) 
8192 3.4( - 13) * 
Liverpool University IBM 4341 in double precision arithmetic (with a relative machine precision 
of 10-15). Consistent with the eventual aims of devising a scheme which would achieve something 
close to single precision accuracy, the value of I(f) was supplied to ten decimal digits. the 
asterisked results are those for which ten digit accuracy was attained. 
The general trend is clear: as k increases the exponential Filon’s rule becomes the more 
accurate. The point at which the superiority is observed depends on the slopes of the function 
concerned, thus for f(x) = e’ the better performance is evident for all k, i.e. for k >, 5. When 
f(x) = (x - 1)” the superiority is evident at k = 20 and more markedly so for li = 80. In the case 
of the sine functions Simpson’s rule gives the better accuracy for smaller X- and remains 
Table 4 
Absolute error in the exponential Filon rule compared with Simpson’s rule for f(y) = sin(12q.y) and various 
parameter values. (a( - h) means a X IO-/‘.) 
k=5 Ii = 20 k =80 
exact value = 2.589164766( - 2) exact value = 2.0699Xx742( - 2) exact value = 4.X20104436( - 3) 
n exponential 
Filon error 
32 3.4 ( - 4) 
64 1.9(-S) 
128 1.2 (-6) 
256 7.3 ( - 8) 
512 4.5 ( - 9) 
1024 2.8( - 10) 
2048 1.5( -11) 
4096 5.8(-12) * 
Simpson tt exponential 
error Filon error 
3.1 (-4) 32 4.2 ( - 4) 
1.7 (-5) 64 2.9 ( - 5) 
1.1 (-6) 12x 1X-6) 
6.5 ( -X) ‘56 1.1 (-7) 
512 7.2 ( - 8) 
1024 4.5( - 10) 
204X 2.X( - 11) 
4096 1.4( - 12) * 
Simpson 
error 
3.8 (-5) 
1.7 (-6) 
1.6 (-7) 
1.1 (-8) 
6.7( - 10) 
4.2( - 11) 
2.6( - 12) * 
I1 exponential 
Filon error 
Simpson 
error 
32 3.7 ( - 4) 
64 5.0(-5) 
128 3.7 ( - 6) 
256 2.4 ( - 7) 
512 1.5 (-8) 
1024 9.4( - 10) 
2048 5.Y( - 11) 
4096 4.0( - 12) 
8192 6.3( - 13) * 
1.6(-3) 
1.X (-4) 
1.3 (-5) 
X.6 ( - 7) 
5.4(-X) 
3.4 ( - 9) 
2.1( - 10) 
1.3( - 11) 
4.3( - 13) * 
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competitive through to h- = 80. For f(s) = sin(l2 ITX) the exponential Filon rule is just superior 
when li = 80. 
The pattern of these results can be accounted for on the basis of the error formulae for, 
respectively. the exponential Filon rule 
E Ezpfi, = (b - a)k1z4(1 - 1/16(cosh kh) 1 f’“‘(s) l/24, (3.1) 
and Simpson’s rule 
E s,mp=(h-a)h4)F’4’(~)l/180. (3.2) 
(here F( 1) = e-“‘f( I)). 
Provided 1 fc4’ ( is O(1) and k is large, Fc4’ - k4fc4’, and so 
E EqdESimp - 180/24x-‘. (3.3) 
However when f(x) = sin (YX. then 1 f’“’ 1 = 0( a4) while I Fc4’ I = 0(( (Y* + I?*)*) and the ratio 
becomes 
EExpfi,/ES,mp - 180ka4/24(a2 + k’)*. (3.4) 
Thus, until k becomes substantially greater than (Y this ratio will be greater than unity; in 
particular taking (Y = 12n and k = 80 the ratio equals 20, while for cx = 3a and k = 20 the ratio is 
4.5. The corresponding results in Tables 3 and 4 are therefore a little fortuitous, however as 
observed earlier the trend of the results presented in Tables l-4 does follow this analysis. 
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