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In this paper we consider a dissipative damped wave equation with non-autonomous damping
of the form
utt + β(t)ut = ∆u+ f(u) (1)
in a bounded smooth domain Ω ⊂ Rn with Dirichlet boundary conditions, where f is a dis-
sipative smooth nonlinearity and the damping β : R → (0,∞) is a suitable function. We
prove, if (1) has finitely many equilibria, that all global bounded solutions of (1) are backwards
and forwards asymptotic to equilibria. Thus, we give a class of examples of non-autonomous
evolution processes for which the structure of the pullback attractors is well understood. That
complements the results of [Carvalho & Langa, 2009] on characterization of attractors, where it
was shown that a small non-autonomous perturbation of an autonomous gradient-like evolution
process is also gradient-like. Note that the evolution process associated to (1) is not a small
non-autonomous perturbation of any autonomous gradient-like evolution processes. Moreover,
we are also able to prove that the pullback attractor for (1) is also a forwards attractor and
that the rate of attraction is exponential.
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1. Introduction
Consider the following non-autonomous damped
wave equation{
utt + β(t)ut = ∆u+ f(u) in Ω
u(x, t) = 0 in ∂Ω,
(2)
where Ω ⊂ Rn is a bounded smooth domain. As-
sume that f ∈ C2(R) satisfies the following growth
and dissipativeness conditions
|f ′(s)| 6 c(1 + |s|p−1), lim sup
|s|→∞
f(s)
s
6 0, (3)
with c > 0 and p < nn−2 .
Assume that β : R → R is bounded, globally
Lipschitz, and that
β0 6 β(t) 6 β1 for some β0, β1 ∈ (0,∞). (4)
Let X = H10 (Ω) × L2(Ω), for ut = v and w =
( uv ), we rewrite (2) as
wt = C(t)w + F (w), t > τ,
w(τ) = w0 =
(
u0
v0
)
∈ X, (5)
where
C(t)=
(
0 I
−A −β(t)I
)
, F (w)=
(
0
f(u)
)
, (6)
and A = −∆ with Dirichlet boundary condition.
Note that, if
L(ϕ, φ) = 1
2
|ϕ|2H10 (Ω) +
1
2
|φ|2L2(Ω) −
∫
Ω
G(ϕ), (7)
with (ϕ, φ) ∈ X, G(r) = ∫ r0 f(θ)dθ, and w = (uut
)
a regular solution of (5), then
d
dt
L(u, ut) = −β(t)|ut|2L2(Ω).
Hence L : X → R is a continuous function which
is decreasing along solutions of (5). In addition, if
t 7→ L(w(t)) is constant in a non-trivial interval of
R, then w(t) is an equilibrium.
This means that L is a Lyapunov function
for (5). Nonetheless, we cannot say that the so-
lutions of (5) have properties similar to those of
gradient autonomous evolution processes (e.g. are
backwards and forwards asymptotic to equilibria,
[Hale, 1988; Lemma 3.8.2], [Ladyzhenskaya, 1991],
[Robinson, 2001],[Sell &You, 2002] or [Temam, 1988])
since the usual proofs are strongly tied to the prop-
erties of the autonomous evolution processes.
The aim of this paper is to show that, under
certain assumptions, the solutions of (5) are back-
wards and forwards asymptotic to equilibria and
homoclinic structures are not present; that is, the
evolution process associated to (5) is gradient-like
in the sense of [Carvalho & Langa, 2009], conclud-
ing that the associated pullback attractor is char-
acterized as the union of the unstable manifolds of
equilibria. We also show that the pullback attrac-
tor associated to (5) is an exponential forwards at-
tractor. Note that, in general, there is no relation-
ship between pullback and forwards attraction (see
[Cheban et al., 2002] or [Langa et al., 2007]).
2. Gradient-like evolution processes
Let X be a Banach space. A nonlinear evolution
process is a family of continuous maps {T (t, τ) :
t > τ} from X into itself such that
1) T (τ, τ) = I,
2) T (t, σ)T (σ, τ) = T (t, τ), for each t > σ > τ, and
3) (t, τ) 7→ T (t, τ)z0 is continuous for t > τ, z0 ∈ X.
A continuous function z : R → X is a global
solution for {T (t, τ) : t > τ} if T (t, τ)z(τ) =
z(t), for all t > τ . If a global solution is constant,
it is called an equilibrium and the set of equilibria
is denoted by E .
A semigroup is a family {S(t) : t ≥ 0} with the
property that {T (t, τ) = S(t− τ) : t > τ ∈ R} is an
evolution process. In this case {T (t, τ) : t > τ} is
called an autonomous evolution process, otherwise
it is called a non-autonomous process. Recall that a
set A is invariant under a semigroup {S(t) : t > 0}
if S(t)A = A for all t > 0.
Since a fixed set A in X will not, in general, be
fixed by a non-autonomous process, invariance for
a process is defined as:
• A family {A(t) ⊂ X : t ∈ [σ,∞)} is invariant
under {T (t, τ) : t > τ} if T (t, τ)A(τ) = A(t)
for all t > τ .
Definition 2.1. A family of compact sets {A(t) ⊂
X : t ∈ R}, with ∪s6tA(t) bounded for each t ∈ R,
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is a pullback attractor for {T (t, τ) : t > τ} if it is
invariant and attracts all bounded subsets of X ‘in
the pullback sense’, that is,
lim
τ→−∞dist(T (t, τ)B,A(t)) = 0, ∀t ∈ R.
Furthermore, for each t ∈ R, A(t) is characterized
by
A(t) = {ξ(t) ∈ X : ξ ∈ C(R, X) is a global
bounded solution for {T (t, τ) : t > τ}}. (8)
For an autonomous evolution process, the con-
cept of a pullback attractor coincides with the con-
cept of global attractor. The characterization in (8)
shows that, in a certain sense, this notion is a ‘natu-
ral’ generalization of the notion of global attractors
to processes. We observe that the pullback attrac-
tor will not necessarily posses any kind of forwards
attraction.
Definition 2.2. The unstable set of an equilib-
rium y∗0 ∈ E for a semigroup {S(t) : t > 0} is defined
by
W u(y∗0) = {z ∈ X : there is a global solution y(t)
for {S(t) : t > 0} satisfying y(0) = z and
such that limt→−∞ ‖y(t)− y∗0‖X = 0}.
Definition 2.3. A semigroup {S(t) : t > 0} is gra-
dient if there exists a continuous function V : X →
R (a Lyapunov function) such that
• t 7→ V (S(t)z) : [0,∞) → X is non-increasing
for each z ∈ X.
• If ξ(·) : R → X is a global solution and
V (ξ(t)) = V (ξ(0)) for all t ≥ 0 or for all t ≤ 0,
then ξ is an equilibrium.
The following characterization result is well
known (see [Hale, 1988]):
Theorem 2.4. If {S(t) : t > 0} is a gradient semi-
group with a global attractor A and a finite set of
equilibria E = {y∗1, · · · , y∗p}, then
A =
p⋃
i=1
W u(y∗i ).
Furthermore, if V : X → R is the Lyapunov func-
tion associated to {S(t) : t > 0}, for each global
solution y(·) : R → X in A, there are 1 6 i, j 6 p
with V (y∗i ) < V (y
∗
j ), such that
lim
t→−∞ y(t) = y
∗
j and lim
t→+∞ y(t) = y
∗
i .
The extension of the notion of gra-
dient semigroups to processes is done in
[Carvalho & Langa, 2009], where the notion of
gradient-like evolution processes is introduced.
That extension corresponds, in the case of semi-
groups, to the decomposition of the flow as a
gradient part and a chain recurrent part (Morse
Decomposition). To that end we need the following
definitions.
Definition 2.5. Let {T (t, τ) : t > τ} be a process
and {Ξ(t) : t ∈ R} be an invariant family for it. The
set Γ = ∪{Ξ(t) : t ∈ R} is called trace of Ξ. If there
exists δ > 0 such that any global solution ξ : R→ X
with ξ(t) ∈ Oδ(Γ) := {z ∈ X : dist(z,Γ) < δ}
for all t ∈ R, must satisfy ξ(t) ∈ Ξ(t), for all t ∈
R, then we say that {Ξ(t) : t ∈ R} is an isolated
invariant family. S = {Ξ∗1, · · ·Ξ∗n} is said a set of
isolated invariant families if each Ξ∗i is an isolated
invariant family and there exists δ > 0 such that
Oδ(Γ∗i ) ∩ Oδ(Γ∗j ) = ∅, 1 6 i < j 6 n, where Γ∗i is
the trace of Ξ∗i .
Let {T (t, τ) : t > τ ∈ R} be a nonlinear evolu-
tion process with a pullback attractor {A(t) : t ∈
R} which contains a finite set of isolated invariant
families S = {Ξ∗1, · · ·Ξ∗n}.
Definition 2.6. A homoclinic structure in {A(t) :
t ∈ R} is a sequence {Ξ∗`i : 1 6 i 6 p} in S and a
sequence of global solutions {ξi : 1 6 i 6 p} such
that ξi
t→−∞−→ Γ∗`i , ξi
t→∞−→ Γ∗`i+1 and Ξ∗`1 = Ξ∗`p+1 =
Ξ∗, where Γ∗`i is the trace of Ξ
∗
`i
.
Definition 2.7. Let X be a Banach space and
{T (t, τ) : t > τ} be a nonlinear evolution process in
X with a pullback attractor {A(t) : t ∈ R}. We say
that {T (t, τ) : t > τ ∈ R} is a gradient-like process
if the following two hypotheses are satisfied:
(H1) There is a finite set S = {Ξ∗i : R → X :
1 6 i 6 n} of isolated invariant families in
{A(t) : t ∈ R} with the property that any
global solution ξ : R → X in {A(t) : t ∈ R}
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satisfies
lim
t→−∞dist(ξ(t),Γ
∗
i ) = 0
and
lim
t→∞dist(ξ(t),Γ
∗
j ) = 0,
for some 1 6 i, j 6 n.
(H2) S = {Ξ∗1, · · · ,Ξ∗n} does not contain any ho-
moclinic structure.
Definition 2.8. Let {T (t, τ) : t > τ ∈ R} be an
evolution process. The unstable set of an isolated
invariant family Ξ∗ with trace Γ∗ is the set
W u(Ξ∗) = { (τ, ζ) ∈ R×X : there is a global
solution ξ : R→ X such that ξ(τ) = ζ
and limt→−∞ dist(ξ(t),Γ∗) = 0}.
Also, W u(Ξ∗)(τ) :={ ζ ∈ X : (τ, ζ) ∈W u(Ξ∗)}.
It is observed in [Carvalho & Langa, 2009]
that, for an autonomous evolution process, the
above definition of unstable set coincides with the
usual definition of an unstable set of an invariant
set. That may not be the case for non-autonomous
evolution processes. Nonetheless, they coincide if
the following condition, which is automatically sat-
isfied for autonomous evolution processes, holds
• If a solution ξ(t) stays inside a suitably small
neighborhood of Γ∗i for all t in an inter-
val of the form (−∞, t0] (respectively, of the
form [t0,∞)), then dist(ξ(t),Ξ(t)) t→−∞−→ 0
(respectively, dist(ξ(t),Ξ(t)) t→∞−→ 0).
With these definitions, the following result is
proved in [Carvalho & Langa, 2009]:
Theorem 2.9. Let {Tη(t, τ) : t > τ ∈ R} be
an evolution process in X with pullback attractor
{Aη(t) : t ∈ R}, η ∈ [0, 1]. Assume that
a) ∪η∈[0,1] ∪t∈R Aη(t) is compact.
b) T0(t, τ) = S(t−τ), t> τ and {S(t) : t> 0} is
a gradient-like semigroup with isolated invari-
ant sets {Γ∗1,0, · · ·Γ∗n,0}.
c) {Tη(t, τ) : t > τ} has a finite set of isolated
invariant families Sη = {Ξ∗1,η, · · · ,Ξ∗n,η} with
traces {Γ∗1,η, · · · ,Γ∗n,η}, η ∈ [0, 1] such that
sup
16i6n
[dist(Γ∗i,η,Γ
∗
i,0) + dist(Γ
∗
i,0,Γ
∗
i,η)]
η→0−→ 0.
d) ‖Tη(t+τ, τ)u−T0(t+τ, τ)u‖X η→0−→ 0 uniformly
for τ ∈ R, (t, u) in compact subsets of [0,∞)×
X.
e) there are δ > 0 and η0 ∈ (0, 1] such that,
if η < η0, ξη : R → X is a global
solution in {Aη(t) : t ∈ R}, t0 ∈ R
and dist(ξη(t),Γ∗i,η) < δ for all t 6 t0
(t > t0), then dist(ξη(t),Ξ∗i,η(t))
t→−∞−→ 0
(dist(ξη(t),Ξ∗i,η(t))
t→+∞−→ 0).
Then, there exists η0 > 0 such that, for all η 6 η0,
{Tη(t, τ) : t > τ ∈ R} is a gradient-like nonlinear
evolution process. Consequently, there exists η0 > 0
such that
Aη(t) =
n⋃
i=1
W u(Ξ∗i,η)(t), (9)
for all t ∈ R and for all η 6 η0.
This result shows that any non-autonomous
perturbation of a gradient-like nonlinear semigroup
becomes a gradient-like evolution process. Thus,
it gives a natural way to construct examples of
non-autonomous gradient-like evolution processes
as small non-autonomous perturbations of gradient-
like semigroups with all equilibria being hyperbolic
and the isolated global solutions will be hyperbolic
bounded global solutions.
Theorem 2.9 is also interesting even in the
purely autonomous cases and yet, it provides ex-
amples of non-autonomous gradient-like evolution
processes.
The important question to address next is
the possible existence of gradient-like evolution
processes which are not given as a small non-
autonomous perturbations of a gradient-like semi-
group.
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3. On the characterization of the pullback
attractor
The existence of the pullback attractor for (2) has
been recently proved [Caraballo et al., preprint]. In
this Section we want to describe in detail the geo-
metrical structure of the pullback attractor asso-
ciated to (2). To this end, we firstly need some
auxiliary results on the regularity of this family of
compact sets.
3.1. Regularity of the pullback attractor
Now we prove that the pullback attractor {A(t) :
t ∈ R} is such that ∪t∈RA(t) is a bounded subset
of X1 = (H2(Ω) ∩ H10 (Ω)) × H10 (Ω). To that end,
let ξ : R→ X be a global bounded solution of (2).
Then, the set {ξ(t) : t ∈ R} is a bounded subset of
X = H10 (Ω)× L2(Ω).
For each initial value w0 ∈ X and each initial
time s ∈ R, system (5) possesses a unique solution
which can be written as
S(t, s)w0=L(t, s)w0+U(t, s)w0=
(
u(t, s, w0)
ut(t, s, w0)
)
, (10)
where L(t, s) is the solution operator for wt =
C(t)w, and
U(t, s)w0 =
∫ t
s
L(t, τ)F (S(τ, s)w0)dτ. (11)
It is proved in [Caraballo et al., preprint] that
the non-autonomous process associated to (2) has
a pullback attractor {A(t) : t ∈ R} with⋃
t∈R
A(t) bounded in X. (12)
It is also proved in [Caraballo et al., preprint] that
Theorem 3.1. {U(t, s) : t > s} is compact and
there are constants K > 0, α > 0 such that
‖L(t, s)‖ 6 Ke−α(t−s), t > s.
The constants K and α depend on β0 and β1 but
are independent of the choice of the function β sat-
isfying (4).
Hence, if ξ(·) =
(
u(·)
ut(·)
)
: R → X is such that
ξ(t) ∈ A(t) for all t ∈ R, then
ξ(t) = L(t, s)ξ(s) +
∫ t
s
L(t, θ)F (ξ(θ))dθ,
and, using Theorem 3.1, we have that it can be
written as
ξ(t) =
∫ t
−∞
L(t, θ)F (ξ(θ))dθ. (13)
Consider, for w0 = ξ(s),
U(t, s)w0 =
(
w(t)
wt(t)
)
=
∫ τ
s
L(τ, θ)F (S(θ, s)w0)dθ
and note that,{
wtt + β(t)wt = ∆w + f(u(t, s;w0)),
w(s) = wt(s) = 0.
(14)
To estimate the solution of (14), for w0 in a
bounded subset B of X, we consider, for b > 0, the
energy functional for (ϕ, φ) ∈ X
V (ϕ, φ) =
1
2
|∇ϕ|2L2+2b〈ϕ, φ〉L2+
1
2
|φ|2L2 , (15)
to obtain that
d
dt
V (w(t), wt(t))
= −(β(t)− 2b)‖wt‖2L2 − 2b‖∇w‖2L2
+ 2b
∫
Ω
wf(u)− 2bβ(t)
∫
Ω
wwt +
∫
Ω
wtf(u)
6 −β0
2
‖wt‖2L2 − b‖∇w‖2L2 + C,
where we have used (12), the fact that f takes
bounded subsets of H10 (Ω) into bounded subsets of
L2(Ω) (from the growth condition in (3)) and a cho-
sen value of b suitable small. From this we obtain
that⋃
s6τ6t
U(τ, s)B is a bounded subset of X. (16)
Hence, if v = wt,
vtt + β(t)vt = ∆v − β′(t)v
+ f ′(u(t, s;u0))ut(t, s;u0)
v(s) = 0, vt(s) = f(w0).
(17)
Proceeding as in [Babin & Vishik, 1992] we de-
fine, for ² > 0, Y ² = D((−∆) ²2 ) with the graph
norm and Y −² = (Y ²)′. Now, to estimate the so-
lution of (17) we consider, for b > 0, the following
energy functional for (ϕ, φ) ∈ Y 1−² × Y −²
V²(ϕ, φ) =
1
2
|ϕ|2Y 1−²+2b〈ϕ, φ〉Y−²+
1
2
|φ|2Y−² . (18)
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Using (12) and (16) we have that, for ²1 =
(p−1)(n−2)
2 < 1 and for some constant K > 0,
‖f ′(u)ut‖Y −²1 6 c‖f ′(u)ut‖
L
2n
n+2²1
6 ‖ut‖L2‖f ′(u)‖
L
n
²1
6 c‖ut‖L2(1 + ‖u‖p−1
L
2n
n−2
)
6 K.
(19)
Also
d
dt
V²1(v(t), vt(t))
= −(β(t)− 2b)‖vt‖2Y −²1 − 2b‖v‖2Y 1−²1
− (2bβ(t) + β′(t))〈v, vt〉Y −²1 − 2bβ′(t)‖v‖2Y −²1
+ 2b〈v, f ′(u)ut〉Y −²1 + 〈vt, f ′(u)ut〉Y −²1
6 −(β0 − 2b)‖vt‖2Y −²1 − 2b‖v‖2Y 1−²1
+ (2bβ1 + L)‖v‖Y −²1‖vt‖Y −²1 + 2bL‖v‖2Y −²1
+2b‖v‖Y −²1‖f ′(u)ut‖Y −²1+‖vt‖Y −²1‖f ′(u)ut‖Y −²1
6 −β0
2
‖vt‖2Y −²1 − b‖v‖2Y 1−²1 + C,
where we used (19), (16), (12) and chosen b suitable
small. From this, from (13) and from (8) we obtain
that⋃
t∈R
A(t) is bounded in Y 2−²1 × Y 1−²1 . (20)
Using (20) and reestarting from (19) with ²2 =
(p+ 1)²1 − p we obtain that
⋃
t∈R
A(t) is bounded in Y 2−²2 × Y 1−²2 . (21)
Iterating this procedure a finite number of
times, we obtain that⋃
t∈R
A(t) is bounded in Y 2 × Y 1. (22)
and (22) implies that
sup
ξ∈A
sup
t∈R
{‖ξ(t)‖X , ‖ξ(t)‖X1 , ‖ξt(t)‖X} <∞, (23)
where A is the set of global bounded solutions for
(2).
3.2. Structure of the attractor
Let {A(t) : t ∈ R} be the pullback attractor for
(2), and assume that there are only finitely many
solutions {u∗1, · · · , u∗p} of{
∆u+ f(u) = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω. (24)
Denote by E = {e∗1, · · · , e∗p} where e∗i =
(
u∗i
0
)
.
Under this assumption, we prove in this section that
the evolution process {S(t, s) : t > s} associated to
(2) is gradient-like; that is, conditions (H1) and
(H2) in Definition 2.7 are satisfied. As a conse-
quence, we will get that
A(t) =
p⋃
i=1
W u(e∗i )(t), for all t ∈ R. (25)
We first observe that the function in (7) is such
that, given a solution ξ : [0,∞)→ X of (2), then
[0,∞) 3 t 7→ L(ξ(t)) ∈ R
is decreasing. In addition, if L(ξ(t)) is constant
in a nontrivial interval of R, then ξ must be an
equilibrium.
These considerations imply that L : X → R is a
Lyapunov function for (2) and that, in E , there is no
homoclinic structure. The remaining of the paper is
dedicated to show that all solutions in the pullback
attractor of (2) are forwards and backwards asymp-
totic to equilibria. These two conditions ensure that
{S(t, s) : t > s} is a gradient-like evolution process.
Clearly, if β is a positive constant or, as a con-
sequence of Theorem 2.9, if β is uniformly close to a
positive constant, {S(t, s) : t > s} is gradient-like.
Our goal is to show that even if β is not uniformly
close to a constant, the process associated to (2)
is still gradient-like and, therefore, the pullback at-
tractor is still given by (25).
Let {tn}n∈N be a sequence in R. For each
n ∈ N, let βn : R → R be the function defined
by βn(t) = β(tn+ t). Under these assumptions, the
family {βn}n∈N is uniformly bounded and uniformly
equicontinuous. Consequently, it has a subsequence
(which we denote the same) and a globally Lips-
chitz and bounded function γ : R → [0,∞) such
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that βn(t)
n→∞−→ γ(t) uniformly in compact subsets
of R.
Now consider the sequence of linear problems
utt + β(t)ut −∆u = 0, in Ω
u = 0 in ∂Ω,
u(s) = u0 ∈ H10 (Ω), ut(s) = v0 ∈ L2(Ω).
(26)

utt + βn(t)ut −∆u = 0, in Ω
u = 0 in ∂Ω,
u(s) = u0 ∈ H10 (Ω), ut(s) = v0 ∈ L2(Ω).
(27)
and
utt + γ(t)ut −∆u = 0, in Ω
u = 0 in ∂Ω,
u(s) = u0 ∈ H10 (Ω), ut(s) = v0 ∈ L2(Ω).
(28)
Denote by L(t, s), Ln(t, s) and L∞(t, s) the pro-
cesses associated to (26), (27) and (28) in X =
H10 (Ω)× L2(Ω), respectively.
Clearly, from Theorem 3.1, there are constants
M > 1 and ω > 0 such that
‖L(t, s)‖L(X) 6Me−ω(t−s), t > s,
‖Ln(t, s)‖L(X) 6Me−ω(t−s), t > s,
‖L∞(t, s)‖L(X) 6Me−ω(t−s), t > s.
Also, L(tn + t, tn + s) = Ln(t, s). In fact, (26)
can be rewritten as
d
dt
(
u
ut
)
=
(
0 I
∆ 0
)(
u
ut
)
−
(
0
β(t)ut
)
,(
u
ut
)
(s) =
(
u0
v0
)
,
and writing
L(t, s)U0 =
(
`1(t, s)U0
`2(t, s)U0
)
,
U0 =
(
u0
v0
)
and C =
(
0 I
∆ 0
)
we have, by the variation of constants formula, that
L(tn + t, tn + s)U0
= eC(t−s)U0
−
∫ tn+t
tn+s
eC(t+tn−θ)
(
0
β(θ)`2(θ, tn + s)U0
)
dθ
= eC(t−s)U0
−
∫ t
s
eC(t−θ)
(
0
βn(θ)`2(tn + θ, tn + s)U0
)
dθ
= Ln(t, s)U0
Now,
[Ln(t, s)− L∞(t, s)]U0
=
∫ t
s
eC(t−θ)βn(θ)
(
0
(`2)n(θ, s)U0−(L2)∞(θ, s)U0
)
dθ
+
∫ t
s
eC(t−θ)[βn(θ)− γ(θ)]
(
0
(`2)∞(θ, s)U0
)
dθ,
and a simple application of Gronwall’s inequality
yields that, for each T > 0
sup
t−T6s6t
‖Ln(t, s)− L∞(t, s)‖L(X) n→∞−→ 0. (29)
Now, let ξ : R → X be a global bounded solu-
tion of (5) and recall that, from (23),
sup
t∈R
{‖ξ(t)‖X , ‖ξ(t)‖X1 , ‖ξt(t)‖X} <∞.
Thus, by the Arzela`-Ascoli Theorem, we have that
the sequence ξn in C(R, X) defined by ξn(t) =
ξ(tn + t) has a subsequence which converges uni-
formly in compact subsets of R to a continuous
function ζ : R→ X.
Now, as
ξ(t) =
(
ξ1(t)
(ξ1)t(t)
)
= L(t, s)ξ(s) +
∫ t
s
L(t, θ)
(
0
f(ξ1(θ))
)
dθ
(30)
we also have that
ξ(t) =
∫ t
−∞
L(t, θ)
(
0
f(ξ1(θ))
)
dθ,
and, consequently,
ξ(t+ tn) =
∫ t+tn
−∞
L(t+ tn, θ)
(
0
f(ξ1(θ))
)
dθ
=
∫ t
−∞
L(tn + t, tn + θ)
(
0
f(ξ1(θ + tn))
)
dθ
=
∫ t
−∞
Ln(t, θ)
(
0
f(ξ1(θ + tn))
)
dθ.
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From this and (29), it is not difficult to see that
ζ(t) =
∫ t
−∞
L∞(t, θ)
(
0
f(ζ(θ))
)
dθ
and, in particular, ζ : R → X is a global bounded
solution of{
utt + γ(t)ut −∆u = f(u) in Ω
u = 0 in ∂Ω.
(31)
To that end, we consider the Lyapunov function
in (7). Then R 3 t 7→ L(ξ(t)) ∈ R is non-increasing
and the only global solutions ξ where V is constant
are the equilibria in E . Since {ξ(t) : t ∈ R} lies in a
compact set in X, there are real numbers ςi and ςj
such that
ςi
t→−∞←− L(ξ(t+ r)) t→∞−→ ςj
for all r ∈ R.
If tn
n→∞−→ ∞, taking subsequences, if necessary,
β(tn + r)
n→∞−→ γ(r) uniformly in compact subsets
of R, ξ(tn + r)
n→∞−→ ζ(r) in X, uniformly for r in
compact subsets of R, and (ζ(t), ζt(t)) is a global
solution of the problem{
utt + γ(t)ut −∆u = f(u), in Ω,
u = 0 in ∂Ω,
(32)
with the property that L(ζ(t), ζt(t)) = ςj , for all
t ∈ R. Hence
(
ζ(t)
ζt(t)
)
= e∗j . Taking t˜n
n→∞−→ −∞ we
obtain an analogous result.
Suppose that there are sequences {tn}n∈N and
{t¯n}n∈N with tn+1 > t¯n > tn, n ∈ N, such that
ξ(tn)
n→∞−→ e∗k and ξ(t¯n)
n→∞−→ e¯∗k. Now, given ² > 0,
there exists n² ∈ N such that V (ξ(t)) ∈ (ςj−², ςj+²)
for all t ∈ [tn, t¯n]. If τn ∈ (tn, t¯n), τn n→∞−→ ∞ and
(taking subsequences if necessary), β(τn + r)
n→∞−→
γ¯(r). We have that ξ(τn + r)
n→∞−→ ζ¯(t), which is a
solution of{
utt + γ¯(t)ut −∆u = f(u), in Ω,
u = 0 in ∂Ω,
(33)
with L(ζ¯(t), ζ¯t(t)) = ςj for all t ∈ R, and, conse-
quently, ζ¯(t) ≡ e∗m with L(e∗m) = ςj . That leads
to a contradiction with the fact that there are only
finitely many equilibria.
Form the fact that the evolution process
{S(t, s) : s 6 t} associated to (2) has a Lyapunov
function (see (7)), (H2) is automatically satisfied.
We can resume all our previous analysis in the fol-
lowing theorem,
Theorem 3.2. Suppose that there are only finitely
many solutions {u∗1, · · · , u∗p} of (24), (with isolated
invariant families {Ξ∗j ≡ e∗j}). Then the evolu-
tion process {S(t, s) : t > s} associated to (2) is
gradient-like and, as a consequence, we can write
the pullback attractor {A(t) : t ∈ R} as in (25).
4. Exponential Regular Pullback Attrac-
tors
In this section we consider the situation in which
(2) possesses an exponential pullback attractor. As
we will see, the characterization of the pullback at-
tractor and the ideas in Sec.3.2 play a fundamental
role in the proof of the exponential attraction.
Hypothesis 1. Let f ∈ C2(R) and β ∈ C1(R) be
such that conditions (3) and (4) are satisfied, and
assume that (24) has a finite number of solutions
E = {e∗1, · · · , e∗p} where e∗i =
(
u∗i
0
)
.
From the results of Sec.3.2 we have that the
process associated to (2) has a pullback attractor
{A(t) : t ∈ R} which is characterized by (25).
Consider the linear process {Li(t, s) : t > s}
associated to
utt + β(t)ut = ∆u+ f ′(u∗i )u, t > 0, x ∈ Ω,
u(t, x) = 0, t > 0, x ∈ ∂Ω
u(0, ·) = u0 ∈ H10 (Ω), ut(0, ·) = v0 ∈ L2(Ω).
(34)
Definition 4.1. We say that the linear evolution
process {Li(t, τ) : t > τ ∈ R} has exponen-
tial dichotomy with exponent ω and constant M
if there is a family of bounded linear projections
{Qi(t) : t ∈ R} in X such that
1. Qi(t)Li(t, s) = Li(t, s)Qi(s), for all t > s.
2. The restriction Li(t, s)|R(Qi(s)) , t > s is an iso-
morphism from R(Qi(s)) into R(Qi(t)); we
denote its inverse by Li(s, t) : R(Qi(t)) →
R(Qi(s)).
3. There are constants ω > 0 and M > 1 such
that
‖Li(t, s)(I −Qi(s))‖L(X) 6Me−ω(t−s) t > s
‖Li(t, s)Qi(s)‖L(X) 6Meω(t−s), t 6 s.
(35)
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When {Li(t, τ) : t > τ ∈ R} has exponential di-
chotomy, we say that e∗i is a hyperbolic equilibrium
point.
Hypothesis 2. Assume that all equilibria in E are
hyperbolic.
Remark 4.2. We remark that, when β is indepen-
dent of t, an equilibrium e∗ of (2) is hyperbolic
if and only if zero is not an eigenvalue of A(A =
∆+ f ′(e∗)I with homogeneous Dirichlet boundary
conditions). Unfortunately, the case when β is time
dependent is much more difficult and cannot be
easily obtained from the knowledge of the spectrum
of A. We conjecture that, under our assumptions,
e∗ is hyperbolic if and only if 0 /∈ σ(A).
The following lemma can be seen in
[Carvalho & Langa, 2007], for example.
Lemma 4.3. Assume that Hypothesis 1 and Hy-
pothesis 2 are satisfied. If {Qi(t) : t ∈ R} is the
family of projections given in Definition 4.1, for
each 1 6 i 6 p, there is a neighborhood Vi of e∗i
and a function Σi : R(Qi(t)) → Ker(Qi(t)) such
that
W u(e∗i )(t)∩Vi = {e∗i+Qi(t)u+Σi(Qi(t)u) : u ∈ X}∩Vi,
(recall that {S(t, s) : s 6 t} is a gradient-like evo-
lution process, so the above intersection is the local
unstable manifold) and there exists γ > 0 such that,
for any u0 ∈ Vi, and as long as S(t+ s, s)u0 ∈ Vi,
sup
s∈R
‖(I −Qi(t+ s))S(t+ s, s)u0
− Σui ((Qi(t+ s)S(t+ s, s)u0))‖X 6Me−γt.
(36)
It is easy to see that {S(t, s) : t > 0} is Lip-
schitz continuous, that is, given a bounded sub-
set B of X, there are constants c = c(B) and
L = L(B) > 0 such that, for all u, v ∈ B
sup
s∈R
‖S(t+s, s)u−S(t+s, s)v‖ 6 ceLt‖u−v‖. (37)
In what follows, based on the results of
[Carvalho & Langa, 2009], [Babin & Vishik, 1992]
or [Vishik & Zelik, preprint], we show that the pull-
back attractor {A(t) : t ∈ R} of the evolution pro-
cess associated to (2) under Hypothesis 1 and Hy-
pothesis 2 is also an exponential pullback attractor.
Theorem 4.4. There exists γ > 0 and, for each
bounded subset B ⊂ X, there exists a constant
c(B) > 0 such that, for all u0 ∈ B
sup
s∈R
sup
u0∈B
dist(S(t+s, s)u0,A(t+s))6c(B)e−γt. (38)
To prove this theorem we need the following
important lemmas (which extend the corresponding
results in [Carvalho & Langa, 2009] where they are
proved for processes which are a small perturbation
of autonomous evolution processes).
Lemma 4.5. Assume that Hypothesis 1 and Hy-
pothesis 2 are satisfied. If {S(t, s) : t > s} is
the evolution process associated to (2), given δ <
1
2 min{‖e∗i − e∗j‖X : 1 6 i, j 6 k, i 6= j} and a
bounded set B ⊂ X, there is a positive number
T = T (δ,B) such that {S(t + s, s)u0 : 0 6 t 6
T} ∩ ∪ni=1Bδ(e∗i ) 6= ∅ for all u0 ∈ B and for all
s ∈ R.
Proof: We argue by contradiction. Assume that
there is a sequence uk in B, and a sequence of po-
sitive numbers tk
k→∞−→ ∞, and a sequence of real
numbers sk such that {S(t+sk, sk)uk : 0 6 t 6 tk}∩
∪ni=1Bδ(e∗i ) = ∅. Extracting subsequences we have
that there is a function γ : R→ [β0, β1] and a global
solution ξ : R → X of (31) such that S(t + tk2 +
sk, sk)uk → ξ(t) uniformly in compact subsets of
R. Clearly, from its construction, ξ(t) /∈ ∪ni=1Bδ(e∗i )
for all t ∈ R and this contradicts (25).
Lemma 4.6. Assume that Hypothesis 1 and Hy-
pothesis 2 are satisfied. If {S(t, s) : t > s} is the
evolution process associated to (2), given 0 < δ <
1
2 min{‖e∗i − e∗j‖X : 1 6 i, j 6 k, i 6= j}, there
is a δ′ > 0 such that, if for some 1 6 i 6 n,
‖u0 − e∗i ‖X < δ′ and, for some t1 > 0, ‖S(t1 +
s, s)u0 − e∗i ‖X > δ, then ‖S(t+ s, s)u0 − e∗i ‖X > δ′
for all t > t1 and for all s ∈ R.
Proof: Assume that, for some 1 6 i 6 n, there
is a sequence uk in X with ‖uk − e∗i ‖X < 1k and
sequences sk ∈ R, and 0 < tk < τk such that
‖S(tk+sk, sk)uk−e∗i ‖X > δ and ‖S(τk+sk, sk)uk−
e∗i ‖X < 1k . Clearly tk is bounded from below and
that contradicts the fact that E does not contain
any homoclinic structure.
Proof of Theorem 4.4: To prove (38) we first
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choose δ < δ0 such that Bδ(e∗i ) ⊂ Vi and Vi is the
neighborhood given in Lemma 4.3 for e∗i . From
Lemma 4.6, for all suitably small δ, there exists
δ′ = δ′(δ) < δ such that, if u0 ∈ Bδ′(e∗i ) and for
some t1 > 0
S(t1 + s, s)u0 /∈ Bδ(e∗i ),
then
S(t+ s, s)u0 /∈ Bδ′(e∗i ), for all t > t1.
Now, let B be a bounded subset of X and B0
be a closed ball centered at u = 0 that contains B
and ∪{Bδ(u) : u ∈ A(t), t ∈ R}. From Lemma 4.5,
there exists T = T (δ′, B0) such that, for all u0 ∈ B0
S(t+ s, s)u0 ∈ Oδ′ =
n⋃
i=1
Bδ′(e∗i )
for some t 6 T and ∀s ∈ R.
Thus, given u0 ∈ B0, there are sequences
{ti−}Mi=0 and {ti+}Mi=0, M 6 n and {e∗i }Mi=1 such that
t0− 6 T, ti−−ti−1+ 6 T, 1 6 i 6M tM+ = +∞
for which S(t+ s, s)u0 ∈ Oδ(e∗i ), for all t ∈ [ti−, ti+],
s ∈ R, and i ∈ {1, . . . ,M}. Then, by Lemma 4.3,
sup
s∈R
dist(S(t+ s, s)u0,A(t+ s)) 6 c0(B0)e−γt,
for all t ∈ [ti−, ti+]. On the other hand, for t ∈
[ti−1+ , ti−], t = σ + t
i−1
+ , for some σ 6 T, and us-
ing (37) we have that
dist(S(t+ s, s)u0,A(t+ s))
= dist(S(σ + ti−1+ + s, s)u0,A(t+ s))
= dist(S(σ + ti−1+ , t
i−1
+ )S(t
i−1
+ + s, s)u0,
S(σ + ti−1+ , t
i−1
+ )A(t+ s))
6 c1(B0)ekTdist(S(ti−1+ + s, s)u0,A(t+ s))
6 c1(B0)ekT c0(B0)e−γt
i−1
+
= c(B0)e−γt.
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