ABSTRACT Semi-supervised extreme learning machine (SS-ELM) has been applied to many classification and regression assignments with high performance, in which both the labeled and unlabeled data are exploited to enhance accuracy and computation efficiency. The Laplacian manifold regularization method has been incorporated to explore the geometry of the underlying manifold structure. However, the Laplacian manifold regularization lacks the extrapolating ability and biases the solution to a real constant function. In this paper, we propose a novel algorithm, the Laplacian-Hessian regularization SS-ELM (LHRSS-ELM), to enhance the performance of conventional SS-ELM. The main advantages of LHRSS-ELM are as follows: 1) LHRSS-ELM exhibits the learning capability and computational efficiency of traditional SS-ELMs; 2) LHRSS-ELM algorithm combines both Laplacian and Hessian term to enhance the extrapolating power, accuracy, and robustness and also show significant performance in multiclass classification tasks; and 3) for the purpose of pursuing the best pair of hyperparameters to establish a comparable model, we dynamically update them from sequences. The proposed algorithm is evaluated on publicly available data sets and further applied for the state classification of superheating degree in the aluminum electrolysis process. The experimental results demonstrate that the proposed mechanism is superior to the existing state-of-the-art semi-supervised learning algorithms in the matter of accuracy and robustness.
I. INTRODUCTION
The ELM has been extensively applied in many domains as an efficient and fast training algorithm for a singlehidden feedforward network (SLFN) [1] . Most of the existing mechanism, such as back-propagation algorithm [2] and the Levenberg-Marquardt algorithm [3] , utilize gradient descent optimization to update the weights and biases of the neurons at both hidden and output layers of the network. However, gradient based method and other iteration-based such as evolutional algorithm and gentic algorithm which cannot guarantee to converge a global optimal solution and introduce high computation cost. Support vector machine (SVM),
The associate editor coordinating the review of this manuscript and approving it for publication was Chaoyong Li. a maximal margin classifier constructed under the framework of structural risk minimization, which is considered a successful algorithm to train SLFN. SVMs have been successfully adopted in many applications due to the dual problem of SVM is a quadratic problem which can be solved conveniently and simplicity.
Recently, Huang et al. [1] , [4] , [6] proposed ELM as a new training algorithm for training SLFN. Compared with conventional approaches, ELM only needs solve a analytic matrix about the output weights between the output layer and hidden layer, while the input weights and hidden neurons are randomly generated. By utilizing the squared loss of the prediction, the output weights training process translated into a regularized least problem (or ridge problem), and of which solution is a closed form. Many recent studies indicate that ELM has comparable or even better performances in many classification and regression tasks compared to SVM [4] . ELM also is extended to many specific assignments with high efficiency and generation performance [9] - [13] .
Though ELM is considered a fast and efficient algorithm in a wide range of domains, supervised learning is still the focus which needs a lot of labeled examples for the training process of classification tasks. However, it is practically cumbersome to obtain a large amount of labeled data as it is both expensive and time consuming while collecting unlabeled data is more available and easier. Many semi-supervised algorithms which take advantage of both labeled and unlabeled data have been introduced to circumvent the problem [12] , [14] , [15] . To fully incorporate labeled data and unlabeled data structure, approaches based on manifold regularization have been widely utilized in semi-supervised learning algorithms [16] , [22] , [23] , [25] . Manifold regularization tried to extract the geometry structure information in the input data space. Laplacian regularization is one of the most popular manifold regularization, utilizing graph Laplacian to determine the geometry of the underlying manifold, has been successful used in semi-supervised tasks [19] , [34] , [35] , [37] , [38] . However, if only a few of labeled data available that the performance will be worsen due to lacking of extrapolating power, biased the solution towards a constant function and cannot preserve the local topology architecture [26] , [25] . Another regularization manifold called Hessian regularization can make the learned functions whose values vary linearly along the data manifold, while the Hessian operator is time-consuming and not have efficient results, and it is not robust and feasible in computation cost.
Inspired by the above analysis, a novel regularization that integrates Laplacian and Hessian are introduced to ELM to deal with semi-supervised learning assignments. Unlike Laplacian regularization, we propose a weighted assembled regularization term to enhance the performance of ELM in semi-supervised tasks and inherit the computation efficiency and learning ability of original ELM. We evaluate our algorithm with the recent most state-of-the-art algorithm by conducting experiment in several standard data sets, the result indicates that the proposed algorithm enhances the accuracy and stability against other semi-supervised algorithms such as semi-supervised SVM or manifold regularization least square based algorithms for multi-class classification problems. Further, SD classification in industrial aluminum electrolysis also shows that the algorithm is better than other classification methods such as ELM, SS-ELM, and HSS-ELM.
The next part of this paper is organized as follows. In Sect. II, we give a description of ELM, Laplacian regularization and Hessian regularization. In Sect. III, we introduce the proposed LHRSS-ELM algorithm. The public dataset experimental results and SD classification in industrial aluminum electrolysis process are presented in Sect. IV and Sect. V, respectively. Sect. VI concludes the paper.
II. RELATED WORK
In this section, we first analyze the latest work in Laplacianbased semi-supervised learning models and manifold regularization learning, and then we present a brief introduction of ELM, Laplacian manifold learning, which lay the foundation for our research.
A. ANALYSIS ON LAPLACIAN-BASED MODELS
Recently, Qing et al. [21] propose a novel hierarchical semisupervised ELM for the application of multiclass classification in electroencephalography (EEG) data with high classification accuracy and faster training speed. In the model, the hierarchical is first employed to perform feature learning and the high-level features are then applied to classification. Zhao et al. [36] applied the semisupervised learning method to the field of pattern recognition with L 1 Graph, which is robust against noise and has a sparse solution. However, the result of the method is greatly influenced by the L matrix and the building of graph is time-consuming. To sum up, Laplacian regularization utilized in this model will result in that the solution beyond the underlying manifold space is always a constant function. Thus, the learning performances and generation ability based on Laplacian models may sharply decrease when only few amount of labeled data available [16] , [40] , [47] . Some recent researches have focus on the regularization Hessian, which is due to the advantage of Hessian has a richer null space than Laplacian and which can extrapolate linearly even when the solution is beyond the training data manifold geometry [25] . This is the reason that Hessian can extrapolate better than Laplacian and Hessian-based semisupervised learning models can achieve better performance than Laplicain-based models. However, the stability of Hessian is lower than Laplacian and the estimation of result depend largely on the quality of local manifold geometry, which leads to the inaccuracy especially when the function is heavily oscillating [25] . Liu et al. [21] briefly introduces the Laplacian-Hessian regularization for semi-supervised classification, However, the training process is time-consuming so we extend the Laplacian and Hessian term to semi-supervised ELM for obtaining less complexity, superior accuracy rate and robustness.
B. EXTREME LEARNING MACHINE
ELM is an efficient learning algorithm proposed by Huang et al. [1] , [6] for solving the parameters of SLFN. In a supervised learning mechanism, a training data set with N examples are defined by
. Here x i ∈ R n i is input variables, and y i ∈ R n o is the responding class label. Where n i and n o represent input dimensions and output dimensions. ELM aims to learn an approximate function or decision rules based on the training data to estimate the value of Y. In general, the training of ELM consists of two stages: the random mapping and the parameters solving. The first step is to construct the hidden layer with a fixed number of randomly generated neurons, which can be conducted through Sigmoid function and Gaussian function:
where θ = {w, b} are the parameters of the mapping function and · denotes the Euclidean norm. A notable advantage of ELM is that the parameters of the hidden weights between input layer and hidden layer can be randomly generated by utilizing a continuous probability distribution. Such as the uniform distribution on (-1,1) . The rest parameters, the output weight, can be analytically computed by solving a regularized least square problem. Which is more efficient than training artificial neural networks and other learning mechanisms with back-propagation algorithm.
We denote the output vector of the hidden layer as J(x i ) ∈ 1×n h ,where n h is the number of hidden neurons. With output weights β ∈ n h ×n o that connect the hidden layer and output layer, the output layers of the network can be described as follows:
In the second step, the output weights are obtained by minimizing the following unconstrained formulation:
where
The first term in (4) is the regularization term against over-fitting, and the second term is the error part, where C is the penalty coefficient. By setting the gradient of ELM with respect to β to zero, we can get the following equation:
If the number of training samples is larger than the number of hidden neurons, which usually the case the hidden matrix J is full column rank, (5) can be computed by a close-form solution as follows:
where I n h is the identity matrix of dimension n h . On the other hand, if the number of the hidden neurons is large than the training examples, which means that J is full row rank, the solution form is:
where I N is the identity matrix of dimension N . Therefore, we use (6) to calculate the output weights when the number of training patterns is larger than the number of hidden neurons, otherwise (7) is utilized.
C. LAPLACIAN MANIFOLD LEARNING
The traditional extreme learning machine is mainly focus on the supervised learning domains, which only the labeled data information are used in the model training while a lot of information contained in unlabeled data are discarded. Semisupervised learning framework is built on the following two assumptions:
• Both labeled data X l and unlabeled data X u are drawn from the same marginal distribution P x .
• The conditional probabilities of P(y |x 1 ) and P(y |x 2 ) should be similar if the two points x 1 and x 2 are close to each other. The latter assumption is widely known as smooth assumption and is widely applied in machine learning domains. We get the objective regularization function by using the smoothness assumption on the data:
where u ij measures the pair-wise similarity between two samples x i and x j . The similarity weights which are usually computed by using the Gaussian kernel function exp(− x i − x j 2 /2σ 2 ) or fixed to 1.
Eq. (8) can be further transformed into the following matrix form:
where tr(·) denotes the trace of a matrix. L=D − U is graph Laplacian, and D is a diagonal matrix with its diagonal ele-
u ij . We can also normalize the Laplacian by
to replace it by the degree of integer p based on some prior knowledge.
III. PROPOSED FRAMEWORK A. HESSIAN REGULARIZATION
Hessian regularization, which is defined by Kim et al. [27] . Given a smooth manifold M ⊂ n and the local tangent space
is a mapping function than can produce the predictive label of x i , then the Hessian energy E H (ϕ) can be written:
where ∇ a ∇ b ϕ represents the second covariant derivative of ϕ and dV (x) is the natural volume element [25] . The Hessian energy function in Eq.(10) can be evaluated quite easily by transform into a normal coordinate system on M . In a normal coordinate x r is centered x i ,we have:
Therefore, the norm of the second covariant derivative at a given point x i is just the Frobenius norm of Hessian of ϕ in normal coordinates. N k (x i ) is the set of k nearest neighbors of x i , we perform PCA on the points in N (x i ), and then l leading eigenvectors correspond to an orthogonal basis of T x i M , one can determine the normal coordinates x r of a point
The Hessian of ϕ at x i can be approximated as follows:
rst is a local Hessian operator of pattern x i in the normal coordinates x r of a point x t ∈ N k (x i ) that can be calculated by fitting a second-order polynomial using linear least squares.
Finding a second-order polynomial q(x) in normal coordinates to ϕ(x t ) k t=1 ,and we get:
where the zero-order term is fitted at ϕ(x i ), the second-order Taylor expansion of ϕ around x i , q (i) (x), in the limit as the neighbor size tends to zeros:
where N rs = N sr . In order to fit the polynomial we utilize standard linear least squares:
where ψ ∈ k×P is the design matrix with P = l + l(l + 2)/2. The corresponding basis function γ is monomial of the normal coordinates of
and ψ + denotes the pseudo-inverse of ψ.
Let ϕ(x α ) = f α ,an approximate representation of the Frobenius of the Hessian of ϕ at x i can be given:
rsβ and the finally Hessian energy can be approximated:
H (i) and n is the number of training data [27] , [29] , [30] .
B. LHRSS-ELM FORMULATION
While Laplacian regularization had achieved good results, the solution of Laplacian method was biased towards a constant and lacked of extrapolating power [34] . Regularization based on estimation of the Hessian favors mapping functions whose values vary linearly along the geodesic distance and it preserves the local manifold structure better than Laplacian. However, Hessian regularization is not robust for many semisupervised tasks. Especially, due to the result of sampling datasets is usually not dense which lead to inaccurate estimation [26] . In this section, we present the LHRSS-ELM algorithm in detail, which integrates the Laplacian and Hessian regularization term that takes advantage of manifold structure of the data space to improve the performance of traditional ELM. We can rewrite (4):
where L ∈ (l+u)×(l+u) , H ∈ (l+u)×(l+u) is Laplacian and Hessian matrix derived from both labeled and unlabeled data respectively.Ŷ is the output matrix and β ∈ n h ×no represents the output weights while λ 1 and λ 2 are tradeoff parameters. In our framework, different coefficient C i are associated on the predictions error respect to examples from skewed classes. As studied in Huang et al. [38] and Zong et al. [26] , we enhance the generation performance by using the penalty coefficient of C i =C 0 /N t i . where C 0 is a user-defined parameter as in conventional ELM and N t i is the number of training patterns in class t i . So the samples from the dominant classes will not be overfitted, and the patterns from a less class examples will not be neglected at the same time.
By substituting the constraints into the objective function, we can rewrite (18) as a matrix form:
whereŶ ∈ (l+u)×n o is a augmented training target whose first l rows equals Y l and the rest rows are set to 0. C is a diagonal matrix of (l + u) × (l + u) with its first l diagonal elements [C] ii = C i and the remains equals 0. By setting the gradient of (19) to 0, the output weights of LHRSS-ELM can be calculated as follows:
where I n h is an identity matrix of dimension n h × n h . When the number of labeled data is less than the hidden neurons, the alternative solution of LHRSS-ELM can be given:
where the I (l+u) is an identity matrix with (l + u) × (l + u) dimension. J and Y are augment matrix whose first l rows equals J and Y with the last u are set to 0. If we set λ 1 = λ 2 = 0 in (20) and (21), LHRSS-ELM reduced to a traditional ELM. The detailed algorithm procedure and flowchart of LRHSS-ELM is stated in Algorithm 1 and Fig.1 .
Algorithm 1 LHRSS-ELM Algorithm
Input:
; Penalty coefficient C 0 and trade-off parameter sequence λ; Output: The mapping function of LHRSS-ELM f : R n i → R n o ; step 1: Construct the Laplacian term L and Hessian operator H from both labeled and unlabeled X ; step 2: Initiate an ELM framework of n h hidden neurons with random weights and biases; step 3: Calculate the output of the hidden neurons J ∈ (l+u)×n h ; step 4: If n h ≤ N compute the output weights β using (20);
Else compute the output weights β using (21); step 5: Whether the recent model is best model: a) yes, compute the mapping function f (x) = J(x)β; b) no, update λ and go back to step 3; return The mapping function f (x) = J(x)β; Considering the time complexity of the proposed algorithm is mainly decided by Hessian term, when the number of training samples is larger than the number of hidden neurons + n h N 2 .
IV. EXPERIMENT RESULTS FOR PUBLIC DATASET
In this section, we conducted several experiments of LHRSS-ELM algorithm on a wide range of semi-supervised tasks to evaluate the performance of our algorithm against the state-of-the-art algorithms, such as transductive SVM (TSVM) [20] , LapSVM [20] , LapRLS [16] , HesSVM [27] , SS-ELM [38] .
A. DATA SETS AND EXPERIMENT SETUP
We evaluate the LHRSS-ELM on five popular standard data sets that are widely used for conducting semi-supervised learning tasks [34] , [48] , [35] . The details of these data are described as follows.
1) The G50C is a benchmark binary data set of which each class is generated by a 50-D multivariate Gaussian distribution with true Bayes error is 5 %. 2) The Columbia object image library (COIL20) contains 1440 gray-scale images of 20 different objects which usually be used to evaluate multiclass classification tasks. The COIL20(B) is a binary dataset which is built by allocating the first 10 digits to class 1 and the rest of digits to class 2.
3) The USPST dataset is a handwritten data set collected from USPST postal system. The USPST(B) is a binary dataset by grouping the first five objects to class 1 and the last digits to class 2. The same experiment criterion is utilized as reported in Melacci and Belkin [46] , in order to test these semisupervised algorithm performance. Notably, we conduct a 4-fold cross-validation in which one of fold is used for testing (denoted as T ) and the remaining used for training. Then the training data is divided into a labeled set L, unlabeled set U , and validation V . V was only for model parameters finetuning. The details of the data described as Table 1 after three random fold generation. Sigmoid function was utilized as a activation function for LHRSS-ELM. A normal distribution of (−1, 1) was adopt to generate the input weights and bias for initializing the LHRSS-ELM algorithm. All the experiments algorithms were implemented utilizing MATLAB2016a with 3.6-GHz i5 CPU with 32GB RAM. Considering the both cases with N ≤ n h and N ≥ n h . In the first case when N ≤ n h , the number of hidden neurons was set to 1000 for G50C data set and 2000 for the remains [38] . For the other case when N ≥ n h , the n h is set to 100 for G50 and 500 for the rest of datasets. The hyperparameters were chosen from an exponential sequence of and based on the error of validation data set respectively. The detailed λ 1 and λ 2 is tuned from the Algorithm 2. In the tuning algorithm, k 1 and k 2 denote the number of elements in the λ 1 and λ 2 candidate set, respectively. The number of tuning k 1 × k 2 and with time complexity O (k 1 × k 2 ). 
B. COMPARISON WITH RELATED ALGORITHMS
The tuning process for obtaining the best pair of hyperparameters {λ 1 , λ 2 }, we conducted the Algorithm 2 in G50C data sets, and the detailed tuned results are given in Table 2 . The result shows that when the tradeoff parameters influence the weight of Hessian regularization and Laplacian term. Algorithm 2 Algorithm 2 for Tuning λ 1 and λ 2 Input: λ 1 candidate set with k 1 elements;λ 2 candidate set with k 2 elements; Penalty coefficient C 0 ; Output: The tuned best pair of hyperparameters λ * 1 , λ * 2 ; step 1: Initiate the hyperparameters λ * 1 = 0, λ * 2 = 0; step 2: For i = 1 : k 1 do step 3:
Keep the λ 1i , and search the best hyperparameter λ 2 for the candidate set with LHRSS-ELM algorithm in G50C dataset; step 5:
Update λ 1 , λ * 2 ← λ 1i , λ 2j : step 6:
Update j = j + 1, break. step 7: Update λ * 1 , λ 2 ← λ 1i , λ 2j with LHRSS-ELM algorithm. step 8: Update j = j + 1, break; step 9: Update λ * 1 , λ * 2 ← λ * 1i , λ * 2j . return The tuned pair of hyperparameters λ * 1 , λ * 2 .
Furthermore, when both the λ 1 and λ 2 is small and the accuracy in G50C is not satisfied because the LHRSS-ELM gradually decreases to traditional ELM. The pair of hyperparameters 10 −2 , 10 −1 is the optimal value is and which is the baseline for the later experiments. C and N are from the criterion in [26] and [48] , respectively. For further evaluating the performances of our proposed LHRSS-ELM, two supervised algorithms, SVM and ELM, was selected as the baseline classifiers. The following semisupervised algorithms were also used: TSVM, LapRLS, LapSVM, and LHRSS-SVM.
Classification error rate (standard deviation) was used to evaluate the performances of these algorithms. The results for ELM, SVM, TSVM, LapRLS, LapSVM, and SS-ELM were adopted from Huang et al. [38] . All the experiment results are described in Table 3 . Results show that LHRSS-ELM had better performance than SVM and ELM in all data sets, which also indicate that our proposed algorithm is able to fully leverage the unlabeled data to enhance the performances when compared to other supervised algorithms. Table 4 presents the training time for LHRSS-ELM, HesSVM. This shows that the training time is slower than SS-ELM, LapRLS, LapSVM, HesSVM, and this is due to the hessian matrix operator is time-consuming. However, the variance is less than other algorithms such as SVM, ELM, TSVM, LapRLS and SS-ELM, which means that LHRSS-ELM is more robust and greater generation performance.
C. PERFORMANCE WITH DIFFERENT NUMBER OF LABELED AND UNLABELED DATA
As reported in Huang et al. [38] , we use the same setup to evaluate the performance of LHRSS-ELM, SS-ELM, ELM with different number of labeled data. Fig 2 shows that, with only a few amount of labeled data available, the performance that LHRSS-ELM outperforms SS-ELM and ELM greatly. This reveals that the proposed algorithm is better than Laplacian regularization and Hessian regularization. Fig 2 shows the performance of LHRSS-ELM, SS-ELM, ELM with different proportion of unlabeled data. We continuously added the unlabeled set (U) in increments 10%, while the labeled set (L), test set (T), validation set (V) remains unchanged. We can found that the test error drops significantly when more unlabeled patterns are added to the unlabeled set (U). Because data distribution information in unlabeled data fully mined and utilized in the LHRSS-ELM. LHRSS-ELM performs better than ELM even without any labeled data. Traditional ELM is a supervised learning algorithm and so the experimental result is not satisfied when only unlabeled data available, and LHRSS-ELM can fully excavate all the training data and learning the distribution geometry for the training process. So the proposed LHRSS-ELM get the better performances than other supervised learning models.
V. APPLICATION ON SD CLASSIFICATION IN INDUSTRIAL ALUMINUM ELECTROLYSIS CELL
The SD is an influential index derived from aluminum electrolysis production process. The situation of SD is the difference between the electrolyte temperature and the liquidus temperature. Maintaining a suitable SD situation plays an important role in sustaining the physical field of the electrolytic cell, enhancing the current efficiency and lifespan of the electrolytic cell. However, in real process, the liquidus temperature is measured through offline laboratory analysis with high cost and a long period chemical analysis. Realtime measure and classification recognition of SD is still a challenge beyond solution.
In order to demonstrate the effectiveness of the proposed LHRSS-ELM for superheat classification in aluminum electrolysis cell. 13 process variables have been selected according to technicians and experts operation experiences. They are most relevant variables SD described as Table 5 .
Before training our algorithm, 12 input process variables was normalized (-1,1) and output variables about SD are classified low,normal,high. When the degree of superheat is 8 • C to 15 • C, the aluminum electrolytic cell is a 'normal' label; when the degree of superheat is 2 • C to 8 • C, the aluminum reduction cell is defined a 'low' label; when the SD is greater than 15 • C, the aluminum reduction cell is 'high' label. 300 labeled patterns were collected from databases,100 of them are used for training models, 100 of them are utilized for acquiring the best model hyperparameters, and the rest 100 are testing patterns. The parameters λ 1 and λ 2 are set based on the performances on the validation set. The different hyperparameter λ 1 and λ 2 is conducted on the same with the public datasets, and the detailed identification results is described as Fig 3. The result shows that the proposed LHRSS-ELM has better accuracy rate than existing state-ofthe-art algorithm such as SVM, ELM, SS-ELM, HesSVM and HSS-ELM. Furthermore, the training time is still more than SS-ELM due to the Hessian operator while still less than HSS-ELM. Our statistical results are shown in Table 6 .
As another comparison, the LHRSS-ELM is also conducted on the same condition while incrementally add the number of unlabeled data, the result is presented in Table 5 , where N u denotes the number of unlabeled patterns. We can observe that the accuracy rate is still in enhancing with the increasing number of unlabeled patterns and the variance is decreasing at the same time, which means that the performance and robustness is improved with the additional unlabeled training data. The almost same results can also be seen in the comparison in the basic ELM, SVM, LapSVM, LapELM and SS-ELM. This is because when there are no unlabeled training data, LHRSS-ELM degenerates to a universal ELM. Besides, the training time is almost larger due to the Hessian and Laplacian operators is time-consuming. The result demonstrates that LHRSS-ELM can extrapolate better than Laplacian and Hessian based Semisupervised learning models can achieve better performance than Laplicain-based models.
VI. CONCLUSIONS
In this paper, we proposed a novel algorithm LHRSS-ELM for semi-supervised tasks. Compared to the existing stateof-the-art SS-ELM, LHRSS-ELM inherits almost all the advantages of SS-ELM such as the exceptional training efficiency and a straight implementation for multiclass tasks. Additionally, LHRSS-ELM integrated both Laplacian and Hessian term to enhance the extrapolating power and robustness in SS-ELM. To obtain the superior LHRSS-ELM model, we have proposed a pair of trade-off parameter sequence to update the hyperparameters. Experimental results of public dataset has demonstrated that LHRSS-ELM outperforms the other supervised algorithms (SVM, ELM) and other semisupervised algorithms (LapSVM, LapRLS and SS-ELM) in accuracy and robustness on these multiclass classification tasks. We also applied LHRSS-ELM to SD classification task in an industrial aluminum electrolysis process, the results have demonstrated that LHRSS-ELM gives favorable performance and stability. The extension in LHRSS-ELM can be further applied to multiclass classification or regression problems which can provide new insights into semi-supervised extreme learning domains.
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