Abstract. We investigate the statistics of the transformation-strains that arise in random martensitic polycrystals as boundary conditions cause its component crystallites to undergo martensitic phase transitions. In our one-dimensional polycrystal model the orientation of the n grains is given by an uncorrelated random array of the orientation angles θ i , i = 1, . . . , n. Under imposed boundary conditions the polycrystal grains may undergo a martensitic transformation. The associated transformation strains ε i , i = 1, . . . , n depend on the array of orientation angles, and they can be obtained as a solution to a nonlinear optimization problem. While the random variables θ i , i = 1, . . . , n are uncorrelated, the random variables ε i , i = 1, . . . , n may be correlated. This issue is central in our considerations. We investigate it in following three different scaling limits: (i) Infinitely long grains (L = ∞); (ii) Grains of finite but large height (L = L ≫ 1); and (iii) Chain of short grains (L = l 0 /(2n), l 0 ≪ 1). With references to de Finetti's Theorem, Riesz' rearrangement inequality and near neighbor approximations, our analyses establish that under the scaling limits (i), (ii) and (iii) the arrays of transformation strains arising from given boundary conditions exhibit no correlations, long-range correlations and exponentially decaying short-range correlations, respectively.
Introduction.
We investigate the statistics of the transformation-strains (misfits) that arise in random martensitic polycrystals as boundary conditions cause its component crystallites to undergo solid-to-solid (martensitic) phase transitions. Martensitic transformations are shape-deforming phase transitions that can be induced in certain alloys as a result of changes in the imposed strains, stresses or temperatures. These transitions occur when a crystalline solid transforms between its parent phase (austenite) and any of a number of variants of the product phase (martensite). We focus on a setting that, while sufficiently simple to allow for a complete analytical treatment, provides significant insights on the problem: we study laminated polycrystals that consist of sequences of n of grains of rectangular cross-section-of base 1/n and height L = L(n), so that a complete polycrystal is an infinite parallelepiped with rectangular cross-section of base 1 and height L. The goal of this work is to provide a rigorous probabilistic theory for the misfit statistics in such polycrystals and, in particular, to provide a rationale for the approximations implicit in the numerical algorithms [6, 7] for polycrytalline phase transitions in two-and three-dimensional space.
The microstructure in a laminated polycrystal is described by a sequence of the orientation angles θ i , i = 1, . . . , n: θ i represents the orientation of the two-dimensional lattice structure in the i-th grain. We assume θ i is a sequence of n independent identically distributed (i.i.d.) random variables. The transformation in the i-th grain gives rise to a strain-tensor, the transformation strain ε T i , (i = 1, . . . , n), which is constant and it takes one of three admissible values: no deformation (the original square lattice remains square), or deformation into one of two rectangular crystalline lattices parallel to the original square lattice. The phase transition in the polycrystal gives rise to a sequence of transformation strains ε T i , i = 1, . . . , n obtained by the minimization of the elastic misfit energy among all admissible configurations.
We briefly explain the concept of misfit using a simple example of a polycrystal with two grains. Assume a rectangular single-crystalline grain, considered separately, can undergo a stress-free (two-dimensional version of the) cubic-to-orthorhombic phase deformation into shapes depicted on Figure 1.1. A polycrystal with two square grains can undergo deformations as depicted on Figure 1 .2. The elastic energy of the former transformation is zero, because it is stress-free. In contrast, the latter transformation requires some elastic misfit energy, that arises because when two crystallites are combined in a polycrystal, their boundaries must remain coherent after the transformation. In general, minimization of misfit energy leads to interactions amongst all of the grains in a 2 L.BERLYAND, O.BRUNO, A.NOVIKOV
FIG. 1.1. A reference crystallite undergoes stress-free transformations: atomic view(left), macroscopic view(right).

FIG. 1.2. One of two grains undergoes a stress-free transformation.
polycrystal. Our probabilistic setup allows to provide a rigorous description of this phenomenology.
The main results of this paper characterize the probability distribution of the random variables ε T i that results as minimizers of the overall elastic energy for a given i.i.d. distribution of the angle sequence θ i . Such results are provided in three different cases according to whether the grains are 1) infinitely long (L = ∞); 2) of finite but large height (L = L ≫ 1); and 3) short height (L = l 0 /(2n), l 0 ≪ 1). In case 1) our treatment applies to arbitrary i.i.d. probability measures ρ defining the distribution of angles, in cases 2) and 3), in turn, we restrict consideration to i.i.d. distribution of angles with Bernoulli probability measures ρ. Our main results can be briefly described as follows:
The results 2 and 3 can be explained as follows. The cornerstone of our study is the maximization of an integral energy functional (see (3.4) below) of the form K L (x − t)f (x)f (t)dxdt. Its integral kernel K L (x) decays on different length scales for long and short grains. For long grains it decays on the length scale of the composite (on O(1) scale), while for short grains it decays on the length scale of a grain (on O(1/n) scale). Maximization with respect to this integral kernel leads to long-range and short-range correlations for long and short grains, respectively. Formally, correlations arise because grains that undergo the stress-free transformation tend to "group together" on the scale of the decay of the integral kernel. We justify this heuristic idea in case of long grains (see Section 6) by applying a randomized version of the Riesz rearrangement inequality. In the case of short grains (see Section 7) we show the transforming grains group together-by applying an isoperimetric inequality. The paper is organized as follows: after describing in section 2 our model of the polycrystal, in Section 3 we solve an auxiliary linear elasticity problem and we obtain an explicit expression for the stored elastic energy for a fixed admissible array of transformation strains. In Section 4 we describe our probabilistic model. Our main results are then established in the next three Sections, where the nonlinear minimization problem for a random polycrystal is solved. The cases concerning infinitely long grains, finitely long grains, and short grains are studied in Sections 5, 6 and 7, respectively.
Formulation.
Stress-free transformation.
A two-dimensional polycrystal is a collection of grains. In our model, each grain is a single crystal (a crystallite) which can undergo a shape-deforming phase transition that results in a transformation strain. An untransformed grain with a horizontal-vertical square lattice (angle θ = 0) may either elongate in the horizontal direction and remain unchanged in the vertical direction (the upper right state on Figure 1 .1); it may elongate in the vertical direction and remain unchanged in the horizontal direction (the lower right state on Figure  1.1) ; or, finally, it may not transform at all and thus have its size unchanged (the left state on Figure 1 .1). These states correspond to the transformation strains:
The first and the second state correspond to a non-trivial transformation. The null strain ε 0 0 , corresponds to absence of transformation.
Mathematical model of a laminated polycrystal.. Grains in a polycrystal have a varying orientation of the crystalline lattices. We consider a rectangular polycrystal Figure 2 .1) partitioned into n vertical rectangular layers (the grains) of width 1/n and height 2L
Each grain Π i L is occupied by a crystallite obtained by rotation by the orientation angle
of the reference crystallite (see Figure (2.1) ).
The array of crystallites' orientations, is completely determined by the vector of the orientation angles
Using the matrix of rotation by an angle θ
we see that the stress-free transformation strain for the grain Π i L must lie in the set
where
The superscript t stands for the matrix transpose. The set of all sequences of strains that are admissible for some sequence of angles is denoted byΩ n :
The set of all sequences of strains that are admissible for a given sequence θ will be denoted bỹ
Linear elasticity equations for given transformation strains. For a given sequence of the orientation angles θ = {θ i , i = 1, . . . , n} there are up to 3 n corresponding sequences ε T = {ε T i , i = 1, . . . , n} in the classΩ n (θ) defined in (2.6). Here we introduce the relevant elasticity PDEs on the domain Π L for a given such ε T . We assume that each grain can be described by isotropic elasticity equations with elastic moduli given by
where λ and G are the Lamé constants [18] .
As an applied displacement is imposed, our polycrystal may acquire microscopic strains ε which contain combined contributions of elastic and stress-free transformations (see [8] ):
Then Hooke's law σ ij = c ijkl ε elastic kl yields the stress-strain relation of linear elasticity under a given transformation strain ε
Here the strain tensor ε kl is determined by the displacement vector u = (u 1 (x, y), u 2 (x, y)):
The stress-tensor satisfies the elasticity equations
The above equation is to be understood in the distributional sense, thus the traction must be continuous across the interfaces between grains:
For such a given admissible configuration ε T i , we assume a given imposed displacement that is chosen in the direction transversal to the laminates 1 : 13) together with the zero-traction boundary conditions
It is easy to check that, for a fixed admissible configuration ε T , equations (2.11), (2.13), and (2.14) are the EulerLagrange equations for the minimizer of the elastic energy
is the 2-dimensional Young modulus. Thus it can be verified that the boundary value problem (2.11), (2.13), (2.14) admits a unique solution.
Overall polycrystalline energy. As a displacement (2.13) is imposed on the polycrystal, each grain may undergo a stress-free transformation into one of the three possible stress-free states. The overall energy W n (U, θ) in the polycrystal is determined by global minimization of the misfit energy W (U, ε T ) of the polycrystal over all admissible configurations [8] W n (U, θ) = min
the (possible non-unique) array(s) of transformations strains that arise in the polycrystal is (are) the minimizer(s) in equation (2.17) .
Simplifying assumptions of our model. The model introduced in this work captures many of the essential features of the general physical phenomenon of misfit and, at the same time, is amenable to rigorous analytical treatment.
Clearly, however, our model is too simple to reflect the rich phenomena that occur in actual three-dimensional polycrystals. For example, we consider isotropic elasticity, whereas typically, the crystalline lattice of each of the martensite variants has less symmetry than that of the austenite. Further, for sufficiently large grains, the lattices associated with the various martensite variants could be combined, giving rise to twins and/or higher-rank laminates of two or more different variants of martensite within each grain [4, 5, 14, 16, 20] -an effect that our model does not allow. We also note that, in general, a stress-free transformation is a time-dependent process that involves energy dissipation. Our study assumes that the final state of a polycrystal is determined by minimizers of a time-independent, dissipation-free misfit energy (see e.g. [6] [7] [8] and references therein). Importantly, however, we do not assumec that the grains in the polycrystal transform without elastic stresses (self-accommodation); see e.g. [2, 3] and references therein.
Although not explicitly considered in this work, related phenomena, including electrical and magnetic polarizations in electro-and magneto-rheological materials and the combined elastic and magnetic-electric misfits arising from magnetostriction and electrostriction in composite materials, could be treated by similar methods.
Elasticity kernel.
In this section we give a representation for the elastic energy W (U, ε T ) in terms of a certain integral kernel K L ((x − t)), and we then present asymptotics of this kernel under two regimes that are relevant in our studies of the statistics of transformation strains in Sections 5, 6 and 7. Denote spatial averages as
It turns out that the most convenient mathematical formulation of the elastic energy is in terms of
and the volume fraction of grains that undergo a phase transition 2 f = I , I = ε
2 Since the transformation strains defined in equation (2.4) satisfy ε 1 11 + ε 1 22 = 1, ε 2 11 + ε 2 22 = 1, and ε 0 11 + ε 0 22 = 0, it follows that the quantity f equals the volume fraction of grains that undergo a phase transition.
Then the elastic energy
where K L is an integral kernel whose Fourier coefficientŝ
are explicitly given in Appendix A.1 by formulas (A.4), (A.3).
The idea of the proof of (3.4) is to decompose the solution u = (u 1 , u 2 ) of the boundary value problem (2.11), (2.13), (2.14) in the form u =ũ +ū, whereũ solves the elasticity equations (2.15) for infinitely long grains (L = ∞) and the remainderū is the correction for finite L. It turns out thatũ is a piece-wise linear function of the form
andū satisfies the boundary value problem where
Both functions can be computed explicitly:ũ is obtained from direct computations andū is found by the Airy function method. A detailed proof is provided in Appendix A.1. The asymptotics of the convolution kernel in two important limiting cases, in turn, are summarized in the following two lemmas. The proofs of the Lemmas are provided in the Appendices A.2 and A.3, respectively.
We now consider polycrystals for which the height is commensurate with the grain widths. The parameter l 0 is the height-to-width ratio. In particular, when L = 1/(2n)-such polycrystals can be viewed as chains of square grains.
and
We will find it useful, especially for chains of rectangular grains, to identify sequences (vectors) (f 1 , . . . .f n ) (of real number, matrices, etc.) with the corresponding piecewise constant (real valued, matrix valued, etc.) functions defined in the interval [0, 1] that take the values
, which is a matrix-valued function defined in the interval [0, 1], will often be replaced by a sequence of n matrices (ε
As another example, note that the dependence on n of the quantity on the left hand side of equation (2.17) arises merely from the fact that ε T on the right-hand-side of that formula is a piecewise constant function determined by sequence of n matrices. For a function f defined by a sequence (f 1 , . . . .f n ) the spatial average (3.1) is
Further, on the space of the piece-wise constant functions the integral representation of the misfit energy (3.4) can be viewed as an algebraic non-negative definite quadratic form:
for piece-wise constant functions s = (s 1 , . . . , s n ).
As an immediate consequence of Lemma 3.2 we can estimate decay of the coefficients
By (3.13) for a chain of rectangular grains λ i−j (n, L) can be accurately approximated by a (truncated) Toeplitz matrix by setting λ k (n, L) ≡ 0, for |k| > k 0 , and the misfit energy is approximately
where, we define s i+k for i + k > n by periodicity
The approximation (3.14) provides a justification, in a one dimensional context, of numerical schemes which are used in practical evaluation of the misfit energy [6] [7] [8] . The approximation (3.14) takes into account only interaction with the nearest neighbors. Hence we call (3.14) k 0 -nearest neighbors energy. The next Theorem shows that for any finite value of n and finite k 0 , this k 0 -nearest neighbors approximation has an exponential in k 0 error. Therefore the computational complexity of finding the misfit energy can be significantly reduced if (3.11) is replaced by (3.14) . In [6] [7] [8] this truncation was implemented for general two-and three-dimensional polycrystals and the convergence was verified numerically. The following Proposition justifies this convergence analytically in the case of chains of rectangular grains, and provides an explicit exponential error estimate.
PROPOSITION 3.3. For a given U and a given vector of orientation angles
given by (3.14) . Then there is a universal constant c, independent of n, such that, calling W n (U, θ) is the minimum of the misfit energy (3.11) then we have
A proof the theorem is given in Appendix A.4. Finally, applying Proposition 3.3 and Lemma 3.2, the misfit energy (3.4) of a chain of short grains becomes
where λ 0 > 0, B > 0 3 . Thus, when l 0 ≪ 1, the misfit energy is approximated by the nearest neighbor energy.
A probabilistic model.
Our probabilistic model will be defined to describe energy minimizers within a random setting. In detail, letting Ω θ = [0, π/2], we assume a probability space of sequences of orientation angles
where σ θ n and ρ n are the product σ algebra and measure arising from a given sigma algebra σ and a given measure ρ on Ω θ . The associated probability space of arrays of transformation strains (ε
that arise from a given applied deformation U :
HereΩ T is the set of 2 × 2 matrices that equal one of the three values (2.4) for some θ ∈ [0, π/2],σ T n is the Borel σ-algebra inΩ T n , andμ n is a probability measure, which we will define next.
Probability measure in the space of transformation strains. For a fixed sequence of orientation angles θ, there are up to 3 n different admissible arrays of transformation strains (ε
, T = 0, 1, 2; see (2.6). Some of these arrays, say a number k of them, minimize the misfit energy (3.4) amongst all admissible arrays. We assume, as it may indeed be natural from a physics perspective, that each of these energy minimizing arrays occurs with equal probability. In other words, we will define the probability measureμ n in such a way that the conditional probability measureμ n ((ε
where k is the number of minimizers of the misfit energy (3.4) for the fixed θ. The probability measureμ n on the sequences of the transformation strains is thus defined bŷ
for any Borel set A ∈σ
Due to representation (3.4) the misfit energy depends only on s i = ε T 22,i and
. . , n. Therefore we will study a probability measure µ n on the set of pairs {(s i , I i )}, i = 1, . . . , n where I i = 0 or I i = 1, and s i = sin 2 (θ i ) or s i = cos 2 (θ i ); the probabilityμ n (.|θ) and, thereforeμ n itself can be reconstructed once µ n (.|θ) is known. In the rest of this paper we will utilize µ n instead ofμ n as the basis of the discussions since use of the former measure leads to simpler notations.
To produce µ n we define the space Ω T as a projection ofΩ T on (s, I):
and, using this projection, the probability space
we define
This can alternatively be defined by an expression similar to (4.1):
where k is the number of minimizers of the misfit energy (3.4) for the given θ and where ℓ is the number of transformation strains ε T such that (s, I) = P(ε T ).
The measure µ n describes statistics of the transformation strains; the main objective of this paper is to describe it in detail for n ≫ 1 and for various polycrystal configurations.
Distribution of angles.
In the remainder of this paper we will assume that the angles θ i are independent and identically distributed with probability measure ρ-although other types of angle distributions could be considered within the present context. In other words the probability measure ρ n on the sequences of the orientation angles will be taken to be a product measure of the form
where ρ is a given fixed measure in the interval [0, π/4]. (Since sin(π/2 − θ) = cos θ and cos(π/2 − θ) = sin θ, we may and do assume that θ ∈ [0, π/4]: the orientation of a square crystalline lattice can be described uniquely by a value θ ∈ [0, π/4].) In particular, to illustrate our theory we will consider two specific probability distributions ρ: 1) the uniform distribution, in which ρ is proportional to the Lebesgue measure, and 2) the Bernoulli trials model for which ρ is concentrated in two θ values θ i = α, with probability q, β, with probability 1 − q, (4.5)
Statistics of asymptotic energy minimizers 1: Infinitely long grains (L = ∞).
The main theorem.
Suppose the grains are infinitely long (L = ∞). Then, by Lemma 3.1 the misfit energy for a given admissible sequence of transformation strains on the array of n grains is given by
The sequence of measures (4.3) contains convergent subsequences [17] ; each such limit µ lim is a measure on the set of infinite sequences of transformation strains, the limits along various subsequences may, in principle, not all coincide. In fact,in all cases we consider, however, all such limits do coincide, and the full sequences (4.3) are convergent. For the sake of simplicity, in the subsequent analysis we assume this is the case and we denote µ lim = lim n→∞ µ n .
As we shall show the limits µ lim are convex combinations of product measures. This is a consequence of the de Finetti's representation Theorem (see [12] for a general version of this Theorem). In order to motivate the advantages of this observation in our context we first consider one such limit µ lim and we assume (this may or may not be true!) that 1) For each finite n the minimizers are unique, and 2) The measure µ lim is given by a product of the form
for a certain measure µ so that, according to µ lim , the random variables Hence, we can define a function κ(θ), κ(θ) = 0 or κ(θ) = 1 such that
By the law of large numbers, as n → ∞ we have for the misfit energy (5.1)
) and where we have set
Clearly, in the present context the limiting values of the energy function W n (U, ε T ) are determined uniquely by the functions κ(θ) and χ(θ). Since µ lim is the limit of probability measures {µ n } (4.4) with (5.1), it follows that the measure µ in (5.2) must minimize (5.4). In other words, under the assumption (5.2), the overall minimization problem has been reduced to the following minimization problem for the functions κ(θ) and χ(θ):
One can anticipate that, generally, the assumption (5.2) does not hold. Indeed, even working under the assumption (5.2), we note that a solution µ (i.e. (κ, χ)) to the minimization problem (5.6) may not be unique. If there are two such solutions µ 1 and µ 2 to this problem, then the corresponding infinite productsμ 1 andμ 2 could, conceivably, equal to the limit of a subsequence of µ n . As shown in Theorem 5.2, however, in general µ lim will equal a convex combination of such infinite products. The following definition will be useful in these regards. 
where S is the set of product measures:μ = Π ∞ i=1 µ, and each µ is defined by
where κ(θ) and χ(θ) are minimizers of
If the minimizer of (5.8) is unique, then transformation strains in different grains are independent identically distributed, that is µ lim is a product measure µ lim = Π ∞ i=1 µ. Proof. A key property of the energy W n (5.1) in the case of infinitely long grains is that it is invariant under permutations; e.g., for a three-grain polycrystal, if (s 1 , I 1 ), (s 2 , I 2 ), (s 3 , I 3 ) is a minimizing sequence for I 1 ), (s 3 , I 3 ) is a minimizing sequence for the angles (θ 2 , θ 1 , θ 3 ) with the same probability. More generally, The form of the misfit energy and our assumption (4.4) imply that the probability measure µ n (defined by (4.4), (4.2), (4.3)) on the minimizers must be symmetric 4 , that is for any finite permutation τ ∈ S(n)
As n → ∞, the probability measure µ n converges to a certain µ ∞ . Clearly, µ ∞ must be symmetric as well: for any n and τ ∈ S(n)
Hence, we can apply the de Finetti's representation Theorem [12] , and µ ∞ must be a convex combination of product measuresμ:
Let us now show that
The key issue here is classical: given that µ n → µ ∞ weakly, we cannot, in general, conclude convergence of W n dµ n . In our case, however, we can, because the measures µ n are symmetric. It follows that for the an n-grain sample, the functions {(s i , I i )} n i=1 satisfy, for any i, j, 1 ≤ i, j ≤ n,
and similar equalities hold for s i I j , and (U − I + s i ) 2 . Therefore W n can be written as
where both functions F (U, s 1 , I 1 , I 2 ) and G(s 1 , I 1 , I 2 ) depend continuously (they are quadratic polynomials) on the values of s i and I i only in two grains i = 1, 2 (and, thus, do not depend on n) and they are explicitly given as
4 Sometimes the term exchangeable is used instead of symmetric.
Therefore
Hence it only remains to show that
The last equality is obtained by explicit computations provided in Appendix B.1. The proof of the identity (5.10) is now complete.
Further, up to a set of ν-measure zero, each µ must minimize (5.8). Otherwise, we can choose a δ > 0 such that the set
has positive measure: ν(A) > 0. Then, if ν(S \ A) = 0 we define a new measureν bỹ
which contradicts the assumption that ν yields limit of minimizers of the misfit energy (5.8) as indicated in (5.11). If ν(S \ A) = 0, in turn, we can select a single minimizer and assignν measure 1 to it, arriving again to a contradiction.
To establish (5.9), note that for a minimizer µ of (5.6), the µ probabilities conditional to a given angle θ and to I = 1 , satisfy
Hence κ(θ) takes only the values 0 and 1 and (5.9) holds.
Finally, suppose (5.8) admits a unique minimizer µ. Since, as established above, the limit µ ∞ must be a convex combination of product measures that minimize (5.8), in the case of uniqueness of solution to (5.8), µ ∞ must be the product measure µ ∞ = Π ∞ i=1 µ, as claimed. A few remarks about Theorem 5.2 are in order. Firstly, we are aware of some examples when the minimization problem (5.8) has more than one solution. One of these examples is to consider a deterministic sequence θ i = 0 and U = 1. Then there are two solutions κ 1 ≡ 0, χ 1 ≡ 1, and κ 2 ≡ 0, χ 2 ≡ 0 to the minimization problem (5.
In view of our symmetrization assumption 4.1, the limit of µ n exists and it is equal to a convex combination of product measures as implied by Theorem (5.2) ; the convex combination is given byμ 1 /2 +μ 2 /2. We expect that generically the minimization problem (5.8) has a unique solution. We give two explicit examples when this measure is unique: Bernoulli trials, Lemma 5.3 and Uniform distribution, Lemma 5.6 in Section 5.2.
Secondly, in principle, the (unique) solution to the minimization problem (5.
Finally, if we do not assume the uniform conditional probability (4.4), then µ ∞ may not be unique even if the minimizer of (5.8) is unique. We discuss this issue for Bernoulli trials after the proof of Corollary 5.4 below.
Motivated by the above remarks, we next investigate in more detail how measure µ(γ), a solution to the minimization problem (5.8) depends on the underlying probability measure ρ for two specific probability measures ρ: the Bernoulli trials model and the uniform distribution of θ. 
Bernoulli trials and
12)
, and s(α), s(β) are defined by s(θ) = sin 2 θ or s(θ) = cos 2 θ. In particular, the minimization with respect to χ is reduced to determining the proportions q α and q β of grains with angles α and β that do not undergo a stress-free transformation. Moreover, by Theorem 5.2 it also follows that the minimizer µ = µ(γ) is determined by a unique product measure. and χ depends on U and can be described as follows. For a given U the total proportion of grains that undergoes a stress-free transformation f = f (U ) is a (deterministic) nondecreasing function of U . For a given f we have several cases
A proof of the Lemma is in Appendix B.2.
COROLLARY 5.4. The probability distribution
, with probability q, q ≥ 1/2 0, with probability 1 − q,
is an example, where the minimizer (κ, χ) of (5.12) is unique, but
Indeed, in this case
Note that if we do not assume the uniform conditional probability (4.4), then µ ∞ may not be unique even if the minimizer of (5.12) is unique. It depends on whether χ takes more than two values, that is, on whether χ : [0, π/4] → K, but K = {0, 1}. For example, consider the Bernoulli trials with 0 < q α < q. Then one can choose the grains with θ i = α, that do not undergo a stress-free transformation, arbitrarily, provided that their total proportion is q α . Thus, if we remove our assumption of equal probability (4.1), in the case of infinitely long grains there are many minimizers of the misfit energy in addition to minimizers described in Theorem 5.2. Hence, it is possible to construct such µ ∞ so that it is not a product measure. Moreover, actual construction of the exact minimizers ε T of the energy (5.1) (for a given sequence {θ i } n i=1 ) in practice [6] [7] [8] is done numerically. Thus it typically results in finding an almost minimizerε T , such that
Thus, it is natural to ask which characteristic properties of exact minimizers are approximated by characteristic properties of almost minimizers. The property that µ ∞ is a product measure is not characteristic, but the proportion of grains that undergoes a stress-free transformation is such property. For example, for Bernoulli trials, q α (θ) characterizes the proportion of grains with θ i = α, i = 1, . . . , n, which undergo a stress-free transformation (grains for which I = 1), and we have the following immediate result. 
where q α (θ) andq α (θ) correspond to the exact and almost minimizers, respectively (q β (θ) andq β (θ) are defined analogously).
Analogous to the Bernoulli trials model, direct computations show the following result for the Uniform distribution. LEMMA 5.6. For the uniform distribution of θ ∈ [0, π/4] the minimizer (κ, χ) of (5.12) is unique. For the minimizer κ(θ) ≡ 1, hence 18) and χ depends on U and can be described as follows. For a given U the total proportion of grains that undergoes a stress-free transformation f (U ) is a (deterministic) nondecreasing function of U given by
where the small correction g(U ) is concave and it satisfies g(0) = f (1/4 + 2/π) = 0 −.055 < g(U ) ≤ 0. For a given f < 1 
. For Bernoulli trials and uniform distribution the unique minimizing sequence of transformation strains is i.i.d, and, in particular, it is uncorrelated.
Statistics of asymptotic energy minimizers 2: Thin long grains (finite L ≫ 1).
Basic definitions and formulation of the main theorem.
In contrast to the case of infinitely long grains, if L is large but finite, then each grain may undergo a stress-free transformation which, as we show in this section, is correlated to stress-free transformations of other grains. In particular, for Bernoulli trials in case 1 (L = ∞, n → ∞) the minimizers are shown to be i.i.d. (see Corollary 5.7), whereas in case 2 (n → ∞, followed by L → ∞) the minimizers are no longer i.i.d. (see Theorem 6.4 below) 5 .
By Lemma 3.1 the misfit energy for L ≪ 1 has the following asymptotic representation (up to higher order terms)
2) 5 In this sense, we prove that the limits for large n and large L do not commute.
For L ≫ 1 the second term on the right-hand-side of equation (6.1) amounts to a small correction to the misfit energy of infinitely long grains (5.1) (the first term in (6.1)), a situation that bears connections with the concept of almost-minimizers (5.17) introduced in the previous section. In the present context we have: A proof of Lemma 6.4 is in Appendix C.1. As we pointed out after Corollary 5.4, when L = ∞ and 0 < q α < q or 0 < q β < 1 − q there is an ambiguity: the solution to the minimization problem (5.1) (the first term in (6.1)) is not unique. We now show that the second term (6.2) plays a role of regularization -it resolves this ambiguity by reducing the number of minimizers, and it gives rise to correlation of transformations in different grains of a laminated polycrystal. In the next definition we consider all possible minimizers of the misfit energy of infinitely long grains (5.1) (the first term in (6.1)).
DEFINITION 6.2. An asymptotic energy minimizer is a pair of piece-wise constant functions
(s(x), I(x)) = (s i , I i ) if x ∈ i − 1 n , i n , i = 1, 2, ..n, s(x), I(x) ∈ H n ,
that maximizes (6.2) (the second term in (6.1)) amongst all minimizers of the misfit energy of infinitely long grains (5.1) (the first term in (6.1)).
We denote by µ a n the corresponding probability measure. The correlations arise from maximization ofW (note the negative sign in front of the second term in (6.1)). It is convenient here to parametrize µ n by the spatial variable x ∈ [0, 1]: µ n = µ n (x). The behavior of the asymptotic energy minimizers for the Bernoulli trials (4.5) model (with probabilities q and 1 − q) will be described by the Riesz symmetrically-rearranged minimizer which we define as follows. DEFINITION 6.3. Denote by q α and q β the proportion of grains for which I = 1 with θ = α and θ = β, respectively:
A Riesz left-rearranged sequence of transformation strains is a pair of (random) functions
Similarly, a Riesz right-rearranged sequence (s r (x), I r (x)) ∈ H n is determined by
We denote by µ The rearranged minimizers quantitatively describe the rise of correlations for asymptotic energy minimizers (Definition 6.2), because, as we prove in the Lemma 6.7, the asymptotic and rearranged minimizers coincide in the limit as n → ∞. In other words, Definitions 6.2 and 6.3 characterize the same measure as n → ∞. Moreover, the following theorem shows that the minimizer probability measure of the full misfit energy (6.1) converges to the Riesz symmetrically-rearranged minimizer probability measure when we let n → ∞, and then let L → ∞. 
Riesz rearrangement inequalities and proof of Theorem 6.4.
The key idea of the proof comes from the classical Riesz rearrangement inequality, see e.g. [11] , [13] . In particular, this inequality motivated the name for minimizers in Definition 6.3. The simplest form of this inequality, which is sufficient for our purposes is as follows. 
is an even positive locally-integrable periodic function on R that decays on [0, 1]:
where the equality holds only in the following two cases
Moreover, for any δ > 0 there exists δ ′ > 0 so that if min(e 1 , e 2 ) ≥ δ ′ ,
We assumed in this Lemma that the functions are bounded from above by one. This assumption can be replaced by any positive number with obvious modifications of the results. The proof of Lemma 6.5 follows from considerations similar to those found in [1] . It basically says that among all possible functions 0 ≤ f (x) ≤ 1, 0 ≤ g(x) ≤ 1 on a circle [−1, 1] (where the endpoints x = ±1 are identified) the maximum of the integral
is achieved on characteristic functions of the intervals of length 2p 1 and 2p 2 . The reason why the intervals centered at x = 0 and x = 1 is due to our assumption that f (x) and g(x) are even. In order to explain how Lemma 6.5 must be modified and applied for our case we decompose
where χ α and χ β , χ α + χ β = 1 are (random) characteristic functions of the angle distributions θ = α and θ = β, respectively;χ α andχ β are the characteristic function of the grains with θ = α and θ = β, respectively, for which I = 1.
The term (6.2) (the second term in (6.1)) equals
Each of the three integral terms in (6.13) has the form described in the previous Lemma 6.5, because by Lemma 3.1 the integral kernel K ∞ = − ln | sin(πx/2)|, and hence it satisfies all the conditions (6.7). As in Lemma 6.5 we need to maximize the integral (6.13) by varying the characteristic functionsχ α andχ β . The only difference is the additional constraint that χ α and χ β are random characteristic functions. This additional constraint, loosely speaking, requires that the maximizers of (6.13) are "random intervals" still centered at x = 0 or x = 1. More precisely, note that the values of the characteristic functionsχ α andχ β in (6.13) is important only where χ α = 1 and χ β = 1, respectively. Hence for a sequence of Bernoulli random variables θ i , i = 1, . . . , n we can define characteristic functions of random intervals of length 2q α on [−1, 1] centered at x = 0 and x = 1 as a product of two characteristic functions χ α (x)χ 1 qα (x) and χ α (x)χ 2 qα (x), respectively, where
(6.14)
Similarly, functions χ α (x)χ 1 qα (x) and χ α (x)χ 2 qα (x) are random intervals of length 2q β centered at x = 0 and x = 1 where
For an illustration see Figure 6 .1. The above discussion is made rigorous by LEMMA 6.6. Randomized Riesz rearrangement inequality. Consider Bernoulli trials (4.5) . Suppose χ α and χ β , χ α + χ β = 1 are (random) characteristic functions of the angle distributions θ = α and θ = β, respectively. Let q α (θ) and q β (θ) be random variables of θ with values
Suppose K(x) satisfies (6.7). Then for every δ > 0 there exists δ ′ > 0 so that if
for some fixed q α and q β , then almost surely as n → ∞ the maximizers of
where 
with equal probability 1/2.
Proof. By Lemmas 5.3 and 5.5, depending on U , the minimizer of the first term in (6.1) satisfies (5.15) or (5.16) for almost every θ as n → ∞. Since the condition (6.16) of the randomized Riesz rearrangement inequality is satisfied for any δ > 0, we have that for almost every θ, lim n→∞ min (e 1 , e 2 ) = 0, where
→ 0 as n → ∞. Hence µ n and the Riesz symmetrically-rearranged measure µ s n have the same limit as n → ∞.
End of proof of Theorem 6.4. Again, by the symmetry of the problem with respect to reflection about the point x = 1/2, µ n also must be similarly symmetric. By Lemma 6.1 the minimizer of (6.1) is an almost minimizer, i.e. for any δ > 0 there is L 0 so that the condition (6.16) of the randomized Riesz rearrangement inequality holds. Hence it implies that for sufficiently large L 0 the minimizing sequences for any L > L 0 are arbitrarily close to the Riesz symmetrically-rearranged minimizing sequences, namely either
with equal probability 1/2 as n → ∞. If L 0 → ∞, then δ → 0, and this completes the proof.
Note that in the limit L → ∞ we have that q α and q β are fixed (nonrandom) numbers. This immediately implies that there is no short-range correlations. Riesz rearranged measure is correlated on the large-scale: for example, suppose q α = q and q β < 1 − q, then for the right-rearranged measure:
, with probability q, (sin 2 β, 1), with probability 1 − q, if 1 − The long-range correlation of transformation strains for the symmetrically-rearranged minimizer probability measure can be read off the formulas (6.20), (6.21).
Statistics of asymptotic energy minimizers 3:
Chain of short grains.
Basic definitions and ideas.
In this section we will show how exponentially decaying correlations arise when the scaling of the polycrystal is such that L = l 0 /(2)n, l 0 ≪ 1 (short grains). By estimate (3.16) the misfit energy for l 0 ≪ 1 is given (up to higher order terms) by the nearest neighbor energy
where B > 0, λ 0 > 0. In this case, we show that for Bernoulli trials (4.5) exponentially decaying correlations arise when n → ∞, followed by L → ∞.
Qualitatively, the misfit energy W 1 n (U, ε T ) has three terms which are analogous to the case of thin long grains (6.1). The minimization of the first two terms
determines, as in Lemma 5.3, q α and q β , the total amount of the grains that undergo a stress-free transformation. The minimizers of (7.2) are, in general, not unique. The third term provides a small correction to (7.2), and, as in Section 6, plays a role of regularization, that is it selects the unique minimizer of (7.2) that maximizes
Analogous to Definition 6.2, the above considerations motivate the following definition DEFINITION 7.1. For a fixed sequence θ i , i = 1, . . . , n, the asymptotic energy minimizer of the nearest neighbor model (7.1) is the sequence (s i , I i ), i = 1, . . . , n such that it minimizes (7.2), and maximizes (7.3) among minimizers of (7.2). 
4)
and as n → ∞,
The values q α and q β are determined as follows. For a given U the total proportion of grains that undergoes a stress-free transformation f = f (U ) is a (deterministic) nondecreasing function of U . For a given f we have several cases
There are values of α, β and U for which 0 < q β < 1 − q or 0 < q α < q.
The proof this Lemma is analogous to Lemma 5.3. Clearly, the function f (U ) in Lemma 7.2 is different from the one for the infinitely long grains in Lemma 5.3. However, the characteristic property of the measure that it is determined by q α and q β with either (7.5) or (7.6) still holds. One of the consequences of the previous Lemma is that there are, again, some values q α and q β that determine the proportion of grains that undergo a stress-free transformation and they satisfy q α = 0 or q β = 1 − q. This is exactly the characteristic property, that we need to be able to prove exponential decay of correlations by applying the isoperimetric inequality (7.8) to the sequences described in definition 7.1. Following the logic in Section 6, we obtain that asymptotic energy minimizer of the nearest neighbor model (7.1) arises in the limit n → ∞, followed by l 0 → ∞. The proof of this statement is similar to the proof of the analogous statement in case 2, see end of proof of Theorem 6.4 in Section 6.2. Hence we only need to find a statistical characterization of maximizers of (7.3). for fixed q α and q β found from Lemma 7.2. This is given in Theorems 7.4 and 7.5 below. (7.3) . Here, it is convenient to characterize any point in the composite x ∈ [0, 1] as a point that belongs to a (maximal) uninterrupted string of identical values of θ. 
Isoperimetric inequalities and characterization of maximizers of
Recall our notation
By lemma 7.2, we have two cases: either q β = 1 − q, and thenχ β ≡ 1, or q α = 0, and thenχ α ≡ 0. Let us study these two cases separately.
Suppose q α = 0. Let us look at maximization of
only. Each of s i (up to the constant sin 2 β) is either 1 or 0, therefore the maximization of the nearest neighbors term (7.7), can be understood as the minimization of the boundary of a set with constant area:
Then the usual isoperimetric inequality implies that the maximizer of (7.7) is such that the grains with θ i = β undergo a stress-free transformation, if they belong to a "long" uninterrupted sequence θ m β of the grains with the same θ = β. If θ i = β belongs to a "short" uninterrupted sequence θ m β , then it does not undergo a stress-free transformation. Hence there should be short-range correlations. The notion of short and long sequences is relative to the value of the total number of grains, that must undergo a stress-free transformation. The above ideas are formulated more precisely in the next theorem. THEOREM 7.4. Consider the Bernoulli trials (4.5). Denote byχ α andχ β the characteristic function of the grains with θ = α and θ = β, respectively, for which I = 1. Suppose U is such that the minimizer of the first term in (7.1) satisfies q α = 0. Then in the limit n → ∞ the sequence (s i , I i ), i = 1, 2, . . . , n, . . . is a stationary process with exponentially decaying short-range correlations; long-range correlations are zero; andχ α ≡ 1. Moreover, almost surely as n → ∞ the minimizer of the nearest neighbor model (7.1) satisfies 9) and r is found from
Proof. By the law of the large numbers,χ α = 0 and q β (θ) → q β almost surely, therefore it is sufficient to study (7.7), or, equivalently, (7.8) . By the isoperimetric inequality for every θ the functionχ β (x) must be such that if θ Hence if the total proportion of grains that undergoes a stress-free transformation is q β , we must have, as n → ∞
where, due to our assumption of equal probability (4.1), r is the probability thatχ( (7.9) , and r is found from (7.10).
Since θ m α , θ m β are independent random variables the limiting process has exponentially decaying short-range correlations. It implies simultaneously two results: long-range correlations are zero, and short-range correlations decay exponentially with k. These correlations are not zero and can be computed explicitly.
Suppose q β = 1 − q. This case is slightly more technically complicated, but the methods are the same as in the case q α = 0. The main new issue is that s i may now take three values, and, therefore, we have to account for three possible different interfaces. Direct computations show that we have here three different situations, depending on the relative value of α and β. If sin 2 α > 2 sin 2 β, then the maximizer of (7.7) is such thatχ α (x) = 1 if x belongs to the longest (maximal) uninterrupted strings θ m α . If, however, sin 2 α < 2 sin 2 β, thenχ α (x) = 1 if x belongs to to the shortest uninterrupted strings θ m α . If sin 2 α = 2 sin 2 β, then there is no difference, and the only statement, that is possible to make here is thatχ α (x) =χ α (y), if x and y belong to the same uninterrupted string θ m α . Due to our assumption of equal probability (4.1), it is possible to conclude that if sin 2 α = 2 sin 2 β, then there is no correlations at all, therefore we will omit the discussion of this case. Combining these arguments with the arguments in the proof of Theorem 7.4 we have the following result. THEOREM 7.5. Consider the Bernoulli trials (4.5). Denote byχ α andχ β the characteristic function of the grains with θ = α and θ = β, respectively, for which I = 1. Suppose U is such that the minimizer of the first term in (7.1) satisfies q β = 1 − q. Then in the limit n → ∞ the sequence (s i , I i ), i = 1, 2, . . . , n, . . . is a stationary process with exponentially decaying short-range correlations; long-range correlations are zero; and χ β ≡ 1. Moreover, almost surely as n → ∞, the minimizer of the nearest neighbor model (7.1) satisfies: if sin 2 α > 2 sin 2 β, thenχ
where k = max(m) such that, q α < q m , and r solves
where k = max(m) such that, q − q α < q m , and r solves q − q α = r(1 − q)q k − q k+1 .
Appendix A. Proofs for Section 3.
A.1. Proof of formula (3.4) . To obtain the representation (3.4) we begin by decomposing u = (u 1 , u 2 ) of the boundary value problem (2.11), (2.13), (2.14) in the form u =ũ +ū, whereũ solves (3.6). The constants a i , c i , d, f i and g i are chosen to satisfy the continuity of the displacementũ and traction (condition (2.12)) and, denotingσ
, the boundary conditions
The stresses areσ
where the constant can be found from the condition that the displacement of the right boundary is U :
Finally,
Setting σ 22 = 0 we have
The values of f i and g i are unimportant for our analysis, and we omit them. We havẽ
where the Young's modulus E c is given by (2.16). The elastic misfit energy associated withũ is
Sinceσ 12 ≡ 0,σ 11 =const andσ 22 is mean-zero, the above equation becomes
which is the first term in (3.4).
Let us now findū. It solves (3.7) on a bounded domain Π L . A useful periodic setting for (3.7) is obtained by assuming this equation is posed on an infinite strip ] − ∞, ∞[×[−L, L] with data that is even and periodic in x:
Thus,ū equals to the restriction of the solution of (3.7) on an infinite strip
with periodicity conditions defined by (A.2). Sinceσ 22 (x, ±L) is a periodic, mean-zero, even function, it can be represented as a cosine Fourier series. The solution on the infinite strip with a sinusoidal symmetric stress cos(kπx) at y = ±L can be computed explicitly for any k by the Airy function method. Namely, since we are given that σ 22 (x, ±L) is a periodic, mean-zero, even function, it can be represented as
where c k are the corresponding Fourier coefficients of ε T (x). The solution for the infinite strip with a sinusoidal symmetric stress cos(kπx) at y = ±L is given (see [18] ) by the Airy function
This Airy function gives rise to the following stresses Therefore the total stresses are
where in the last equation cos(kπx) arises, because (see (A.1))
c k cos(kπx). As n → ∞ the Fourier coefficientsK(a), a = l 0 πk/n, k ∈ Z converge to the Fourier transform, which we, with slight abuse of notation, also denoteK(a). SinceK(a), is smooth, applying the Fourier transform we obtain (3.9). Direct evaluation of formula (A. There is no solution of the last equation in (A.9) at least in the strip |Im(a)| ≤ π , which can be rewritten as k ≤ n/l 0 . Therefore, by Paley-Wiener Theorems, (3.10) holds.
By definition
W = 1 E c 1 4L L −L 1 −1 1 E c ((σ 11 ) 2 + (σ 22 ) 2 ) − 2 λ 4G(λ + G) σ 11 σ 22 + 1 2G (σ 12 ) 2 dxdy. Since 1 −1 cos(kπx) cos(mπx)dx = δ km W (U, ε T ) = (U − f + ε T 22 ) 2 + ∞ m=1 c 2 mKL (m) whereK L (m) = 1 4L L −L (d m 11 ) 2 + d m 22 (d m 22 − 2) − 2λd m 11 (d m 22 − 1) λ + 2G + 2(λ + G)(d
A.4. Proof of Proposition 3.3.
For any U and ε T we can estimate the error of the truncation (3.14) as By definition of the minimizer W n (U, θ) ≤ W n (U, ε T ). This implies (3.15).
Appendix B. Proofs for Section 5.
B.1. Verification of (5.11). For a given product measureμ we have 
B.2. Proof of Lemma 5.3.
The proof is the direct evaluation and comparison of all possible scenarios in (5.12). Using (5.12), we simply consider four functions of U , q, q α and q β : W 1 = (U − q α − q β + cos 2 α) 2 q α +(U − q α − q β + cos 2 β) 2 q β + (U − q α − q β ) 2 (1 − q α − q β ), W 2 = (U − q α − q β + cos 2 α) 2 q α +(U − q α − q β + sin 2 β) 2 q β + (U − q α − q β ) 2 (1 − q α − q β ), W 3 = (U − q α − q β + sin 2 α) 2 q α +(U − q α − q β + cos 2 β) 2 q β + (U − q α + q β ) 2 (1 − q α − q β ),
and compare their values for each fixed U and q, where q α and q β are in the range (5.13). It is easy to check that the minimum is always achieved for W 4 , hence equation (5.14) is satisfied.
C.2. Proof of Lemma 6.6. Suppose (6.18), (6.19) do not hold. It means that there exists δ > 0 such that for every δ ′ > 0 there is a sequence of sets A n k ∈ σ θ n k , {n k } → ∞ with probability ρ n k (A n k ) > 2C > 0 such that for every fixed θ ∈ A n k (or, equivalently, (χ α , χ β ) ∈ A n k ) there is a (at least one) maximizerχ α ,χ β of (6.17) such that By the law of the large numbers, for any δ 2 > 0 there isĀ n k ∈ A n k , ρ n k (A n k ) > C so that for every θ ∈Ā n k (or, equivalently, (χ The classical Riesz rearrangement inequality (6.11) implies that when δ 1 and δ 2 are sufficiently small, there is δ ′ > 0 so that for every θ ∈Ā n k (aε α (x) + bε β (x))(aε α (t) + bε β (t))K(x − t)dxdt Hence we have thatχ α ,χ β with (C.1), (C.2) cannot be maximizers of (6.17) . This leads to contradiction with our assumption that (6.18), (6.19) do not hold.
