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Abstract—In this paper, we consider a cellular-based Internet
of things (IoT) network consisting of IoT devices that can
communicate directly with each other in a device-to-device (D2D)
fashion as well as send real-time status updates about some
underlying physical process observed by them. We assume that
such real-time applications are supported by cellular networks
(owing to their ubiquity) where cellular base stations (BSs) collect
status updates over time from some of the IoT devices in their
vicinity. For this setup, we characterize two performance metrics:
i) the network throughput which quantifies the performance of
D2D communications, and ii) the average Age of Information
(AoI) which quantifies the performance of the real-time IoT-
enabled applications. Concrete analytical results are derived
using stochastic geometry by modeling the locations of IoT
devices as a bipolar Poisson point process (PPP) and that of
the BSs as another Independent PPP. Our results provide useful
design guidelines on the efficient deployment of future IoT
networks that will jointly support D2D communications and
several cellular network-enabled real-time applications.
Index Terms—AoI, cellular networks, D2D communication,
IoT networks, and stochastic geometry.
I. INTRODUCTION
IoT networks are growing at a remarkable rate with the
deployment of a massive number of smart devices that would
enable real-time applications across many industry verticals,
such as healthcare, vehicular networks, and smart homes. One
important overlooked feature of the IoT networks is the het-
erogeneity of traffic, due to the fact that different devices can
be associated to applications with different performance re-
quirements. Two relevant applications for the setup considered
in this paper are proximity-based D2D communications and
monitoring random processes in the environment by generating
status updates. From the perspective of D2D communication,
it is beneficial to maximize the D2D network throughput.
However, in status updating systems, data freshness is more
important than the commonly used performance indicators,
such as data rate or delay [1]. In this work, we study the inter-
play between D2D and AoI-based transmissions in large-scale
IoT networks by developing a novel analytical framework.
Related work. We utilize the concept of AoI to quantify
the freshness of information at the BSs regarding random
processes monitored by IoT devices. The authors of [2] first
introduced AoI and characterized average AoI under various
queue disciplines for a single source-destination (SD) pair. A
series of works then focused on characterizing the average
AoI and other age-related metrics for different variations of
queue disciplines [3]. Another important line of research is the
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AoI-optimal transmission and scheduling policies in order to
effectively utilize the resources in a variety of communication
networks including, D2D communications [4], [5], broadcast
networks [6], [7], and IoT networks [8]–[14]. In [15], a joint
AoI and throughput optimal transmission policy is presented
for the coexisting IoT and WiFi networks. These works
consider simpler models disregarding interference, which is a
ley performance degrader in modern wireless networks. While
interference is considered in the joint AoI and throughput
charaterization for heterogeneous traffic in [5], it is limited
in scope to a fixed networks setting.
Given the uncertainty in the wireless node locations,
stochastic geometry tools have received significant attention
for the modeling and performance analysis of wireless net-
works [16]. Recently, stochastic geometry tools have also been
used to perform AoI analysis for D2D communication [17],
[18] and cellular-based IoT networks [19]. Specifically, the
authors of [17], [18] modeled the locations of D2D pairs using
bipolar PPP and derived bounds on average AoI [17] and peak
AoI [18] by incorporating system modifications to deal with
the issue of correlated queues. The authors of [19] presented
the analysis of peak AoI for a cellular-based IoT network
under different traffic models while modeling the locations of
the IoT devices and BSs using independent PPPs. In contrast
to these analyses, this paper presents joint stochastic analysis
of AoI and throughput for the cellular-based IoT network.
Contributions. We present a stochastic-geometry-based
analysis of the cellular-based IoT networks which includes:
i) the D2D communications between IoT devices, and ii) the
transmission of status updates from the IoT devices to the BSs
regarding the random processes they are sensing. We assume
that the locations of the IoT devices follow a bipolar PPP
and the locations of the BSs follow an independent PPP. For
this setup, we first derive the moments of the transmission
success probabilities for both the D2D communication and the
status update links. Next, we characterize the D2D network
throughput and the moments of the mean AoI as a function of
maximum allowed BS-device distance. Our numerical results
validate the analytical findings and also highlight the impact
of maximum allowed BS-device distance on the mean AoI for
different system design parameters.
II. SYSTEM MODEL
We consider a cellular-based IoT network wherein the IoT
devices can exchange messages in a D2D fashion and also
send status updates regarding some random process to their
associated BSs. The D2D links of IoT devices are assumed to
be randomly distributed according to a homogeneous bipolar
PPP wherein the transmitting IoT devices form a PPP Φd
with intensity λd. Their designated receiving IoT devices are
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independently located at distance Rd in uniformly random
directions. The locations of the BSs are also assumed to follow
an independent homogeneous PPP Φb with intensity λb.
The status updates from the IoT devices contain times-
tamped measurements of independent random processes ob-
served in their vicinity (i.e., each IoT device will have a
separate AoI process associated with its measurments). While
considering the maximum mean signal strength based associ-
ation policy, we assume that each IoT device sends updates
to its nearest BS. Therefore, the IoT devices associated with
a given BS at x ∈ Φb lie within its Poisson Voronoi (PV) cell
which is given by
Vx = {y ∈ R2 : ‖x− y‖ ≤ ‖z− y‖, z ∈ Φb}.
To alleviate interference caused by D2D communication,
we consider that the IoT devices (those are not scheduled for
the status updates) choose to transmit regular packets with
probability qd in a given time slot. Further, we assume that
each BS schedules its associated IoT devices for status updates
in a uniformly random fashion across the transmission slots
to avoid the collision at the BSs. Let Ψb and Ψd denote the
sets of the locations of active IoT devices transmitting status
updates and regular messages, respectively, in a given time
slot. Therefore, we have
Ψb = {U(Vx ∩ Φd) : x ∈ Φb}, (1)
where U(A) represents the point selected uniformly at random
from the set A. We assume λd  λb to avoid the event of Vx∩
Φd = ∅ for ∀x ∈ Φb. Because of the stationarity of PPP, the
points within the set Vx ∩Φd are uniformly distributed in Vx.
Therefore, Ψb represents the Type I user point process defined
in [20]. From Slivnyak’s theorem, we know that conditioning
on a point of PPP at x is equivalent to adding the point x to the
PPP. Therefore, we focus on the analysis of the status update
received at the typical BS placed at the origin o of the BS PPP
Φb ∪ {o} and thus the PV cell Vo represents the typical cell.
Let y ∼ U(Vo) denote the location of the typical IoT device
scheduled for the status update and let Rb = ‖y‖ denote its
distance from the typical BS placed at o. This construction
facilitates the analysis of AoI of the status updates from the
perspective of the typical BS which is significantly different
than the perspective of the typical IoT device as it is expected
to reside in the bigger PV cells (refer to [21] for more details).
Similarly, we perform the D2D network throughput analysis
from the perspective of the typical designated receiving IoT
device placed at o by including an additional transmitting IoT
device at z ≡ (Rd, 0) (paired with the typical designated
receiver) to the PPP Φd. For the ease of exposition, we focus
on the interference-limited scenario. The signal-to-interference
ratios (SIRs) at the typical designated IoT receiver and the
typical BS become
SIRd =
hoR
−α
d Pd
Id
and SIRb =
hoR
−α
b Pb
Ib
,
where Is =
∑
x∈Φd
hx‖x‖−α[Pd1(x ∈ Ψd) + Pb1(x ∈ Ψ)],
such that Ψ = Ψb for s = d and Ψ = Ψ˜b = Ψb\{y} for s = b
and y ∈ Vo is the location of the typical scheduled IoT device.
Pb and Pd represent the fixed power levels for the transmission
of a status update and a regular packet, respectively. Note that
α denotes the path-loss exponent and hx denotes the fading
coefficient associated with the link from IoT device at x. By
assuming independent Rayleigh fading, we model {hx} as
independent unit mean exponential random variables.
A. Performance Metrics
The IoT devices are assumed to transmit the information
packets, containing either regular messages or status updates,
in time slotted manner over the same frequency band. This
paper is focused on the characterization of achievable D2D
network throughput and the average AoI of the status updates
observed at the typical BS. The AoI of received status updates
at the BS is defined by the elapsed time from the generation
of the latest received status update [2]. Thus, for the random
process monitored by each IoT device, the AoI measured by
the BS at time slot k is
A(k) = k − Sk, (2)
where Sk represents the time stamp of the generation of
the latest received update until time slot k. We assume
that an IoT device always generates a fresh status update
upon getting scheduled by its associated BS. Thus, the status
update transmitted at time slot k is generated right before
the transmission; in case of a transmission failure, the packet
is dropped. As a result, the AoI drops to one whenever a
successful transmission occurs.
Note that the scheduling probability of an IoT device in Vo
is equal to 1KVo where KVo is the number of IoT devices
associated with the typical BS placed at o. Since the IoT
devices and BSs follow independent PPPs, the probability
mass function (pmf) of KVo can be tightly approximated by
[22]
P[KVo = k] =
Γ(k + c)
Γ(k + 1)Γ(c)
cc (λd/λb)
k
(c+ λd/λb)
k+c
, (3)
where c = 3.575. Next, we present the success probabilities for
the transmissions of regular D2D messages and status updates
in the following section which are then used to analyze the
above performance metrics in Section IV.
III. SUCCESS PROBABILITY ANALYSIS
A. Success probability for the typical D2D link
The success probability of the regular transmission on D2D
link is defined as the probability that SIR is above a threshold
βd. Thus, the success probability for the typical designated
D2D receiver can be determined as
pd = P[SIRd > βd] = EId [exp (−βdRαd Id/Pd)] .
Recall that the point process Ψb of IoT devices with active
status updates is selected conditioned on the BS PPP Φb. Thus,
one can interpret Ψb as the dependent thinning of the PPP Φd
for given Φb. Despite this dependent thinning, the process of
remaining points in Φ′d = Φd \Ψb can be accurately approx-
imated using homogeneous PPP with density λ′d = λd − λb
because of the assumption λd  λb. The exact distribution
of Ψb is difficult to derive because of the dependent thinning.
However, one can see that Ψb is equal in distribution with the
point process obtained by the uniformly random displacement
of points x ∈ Φb within their PV cells Vx. Therefore, using
this argument and the stationarity of Φb, one can approximate
Ψb with a homogenous PPP of density λb. As we will discuss
in Section III-B, handling Ψb in the analysis of the success
probability for the typical BS is a lot more complicated. This is
because of the need to separately characterize the serving link
distance and the interference power. Unlike the well-known
downlink analysis of a cellular network, where the setup can
be simplified using Slivnyak’s theorem, we need to develop
an appropriate approximations in this case. Further, the point
process Ψd can be directly interpreted as the unconditional
thinning of point process Φ′d with probability qd. Thus, Ψd will
also closely resemble PPP with density qdλ′d. Using the above
arguments, the point processes Ψb and Ψd can be considered
as independent of each other. We can segregate the interference
power as Id = IΨd + IΨb where
IΨd =
∑
x∈Ψd
hx‖x‖−αPd and IΨb =
∑
x∈Ψb
hx‖x‖−αPb.
Since Ψd and Ψb are considered to be independent, we can
evaluate the success probability as
pd = LIΨd (βdRd/Pd)LIΨb (βdRd/Pd), (4)
where LX(·) is the Laplace transform (LT) of random variable
X . The LT of IΨd can be determined as
LIΨd (s) = EΨd
∏
x∈Ψd
1
1 + sPd‖x‖−α ,
where the above equality follows due to the independent
Rayleigh fading. Further, using the probability generating
functional (PGFL) of the PPP Ψd, we can obtain
LIΨd (s) = exp
(
− 2piqdλ′d
∫ ∞
0
1
1 + (sPd)−1rα
rdr
)
,
= exp
(
− piqdλ′d
(sPd)
δ
sinc(δ)
)
,
where δ = 2α . Similarly, we can obtain
LIΨb (s) = exp
(
− piλb (sPd)
δ
sinc(δ)
)
.
The following lemma provides the success probability of
regular transmission which we obtained by substituting the
LT of both IΨd and IΨb at s = βdRd/Pd in (4).
Lemma 1. The success probability of the typical D2D link is
pd = exp
(
− piqdλ′d
βδdR
2
d
sinc(δ)
− piλb (βdPb/Pd)
δR2d
sinc(δ)
)
. (5)
B. Success probability for the typical BS
The success probability of the status updates is defined as
the probability that SIRb is above a threshold βb. Similar to
the analysis presented in Section III-A, this success probability
can be derived by averaging over the space. However, this
spatially averaged success probability is not very useful to
characterize the performance of non-linear metrics, such as
AoI, as will be evident shortly. For this reason, the distribution
of the conditional success probability, termed meta distribution
[23], is required. Therefore, we derive the moments of meta
distribution in the following. Given Φ = Φd ∪ Φb, the
conditional success probability of the update from the IoT
device at y ∈ Vo is
pb(y,Φ) = P[SIRb > βb|y,Φ] = exp (−βbRαb Ib/Pb) .
While y is already included in Φ, we explicitly condition
pb on y to indicate the IoT device at y is scheduled for the
status update. Given Φ, the conditional success probability
requires the joint characterization of evolution of Ψd and Ψ˜b.
However, given the complexity of characterizing Ψ˜b even for
a fixed time instance, as presented in [20], it is reasonable
to presume that it is difficult to analytically model the joint
evolution of Ψd and Ψ˜b. Therefore, we perform the conditional
success probability analysis by considering the interference
powers received from the IoT devices belonging to Ψd and
Ψ˜b separately (independently) for a given serving link distance
Rb. Because of this, the random activities of an IoT device
at x ∈ Φd for transmitting the status updates and the regular
messages can be modeled independently of each other.
Let Φ˜d = Φd\(Φd∩Vo). Recall that each BS is assumed to
schedule its associated users uniformly at random in a given
slot. This implies that the probability of an IoT device at x ∈
Vz transmitting a status update is qb(Vz) = K−1Vz for z ∈ Φ˜d.
Since Vo ∼ Vz, the expected status update activity of a typical
IoT device in Φ˜d can be obtained as
qb = E[K−1Vo ],
which can be evaluated using the pmf of KVo given in (3).
The IoT devices (not scheduled for status update) assumed
to transmit regular messages with probability qd. Hence, to
accurately capture this, we consider that the IoT devices in Φd
transmits regular messages with probability q′d = qd(1− qb).
Using these arguments, we can obtain the conditional success
probability as
pb(y,Φ) =
∏
x∈Φ˜d
(
qb
1 + βbRαb‖x‖−α
+ 1− qb
)
×
∏
x∈Φd
(
q′d
1 + βbRαb‖x‖−α PdPb
+ 1− q′d
)
.
Since it is difficult to directly derive the meta distribution, we
determine its b-th moment as Mb =
Ey,Φ[pb(y,Φ)b] = ERb
[
E
∏
x∈Φ˜d
(
1− qb
1 + β−1b R
−α
b ‖x‖α
)b
︸ ︷︷ ︸
A(Φ˜d)
× E
∏
x∈Φd
(
1− q
′
d
1 + β−1b R
−α
b ‖x‖α PbPd
)b
︸ ︷︷ ︸
B(Φd)
]
. (6)
Using [23, Theorem 1], we obtain
B(Φd) = exp
(
− piλd (βbPd/Pb)
δR2b
sinc(δ)
∞∑
k=1
(
b
k
)(
δ − 1
k − 1
)
q′d
k
)
.
To evaluate A(Φ˜d), we require the distribution of Φ˜d as seen
from the typical BS at o. In [20], the pair correlation function
(pcf) for the interferers of point process defined in (1) (i.e.
Ψ˜b) with respect to the typical BS placed at o is derived as
g(r) = 1− exp(−pic1λbr2)
where c1 = 125 . Similar to [24], we use this pcf to approximate
Φ˜d using non-homogenous PPP with density λdg(r). Thus,
using the PGFL of this non-homogenous PPP Φ˜d, we can obtain
A(Φ˜d) = exp
(
−2piλd
∫ ∞
0
(
1− exp(−pic1λbr2)
)
(
1−
[
1− qb
1 + β−1b R
−α
b r
α
]b)
rdr
)
.
The distribution of Rb can be accurately approximated as
fRb(r) = 2pic2λb exp(−pic2λbr2),
where c2 = 97 [25]. Finally, by substituting A(Φ˜d) and B(Φd)
in (6) and then averaging over the above distribution of Rb,
we obtain the b-th moment of pb(y,Φ) as presented in the
following lemma.
Lemma 2. The b-th moment of the conditional success prob-
ability observed by the typical BS is Mb =∫ ∞
0
2pic2λb exp
(
− pic2λbr2 − piλdG(r, b)
)
rdr, (7)
where G(r, b) = r2 (βbPd/Pb)
δ
sinc(δ)
C(b, q′d) + 2
∫ ∞
0
(1−
exp(−pic1λbv2))
(
1−
[
1− qb
1 + β−1b r−αvα
]b)
vdv,
and C(b, q′d) =
∑∞
k=1
(
b
k
)(
δ−1
k−1
)
q′d
k.
IV. THROUGHPUT AND AVERAGE AOI
In this section, we characterize the D2D network throughput
and the average AoI seen at the typical BS using the success
probabilities derived in the previous section.
A. Network Throughput
The network throughput is measured by the average num-
ber of successfully delivered information bits per unit area
per second per Hertz (bit/s/Hz/m2). Note that the effective
probability of an IoT device transmitting the regular messages
is q′d = qd(1− qb). Therefore, for the given density λd of the
IoT devices, the throughputs of the typical D2D link and the
D2D network can be determined as
TL = q′d log2(1 + βd)pd and TN = λdTL
where pd is the success probability presented in (5).
B. Average AoI
In this section, our goal is to derive the moments of
(location-dependent) mean AoI for the typical IoT device-BS
link. Fig. 1 depicts a representative sample path of the AoI. Let
Yk and Xk denote the sum of AoI (i.e., area of shaded region)
and the time difference between the successful reception of the
k-th and the (k+ 1)-th updates. Thus, by definitions, we have
Yk =
tk+1∑
k=tk
A(k) and Xk =
M∑
i=1
Ti, (8)
where Ti denotes the time between two consecutive scheduling
instances and M denotes the number of attempted transmis-
sions between two successfully received status updates. The
mean AoI is charaterized here similarly to [26] wherein the
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Figure 1. Sample path of A(k). The red upward and blue downward arrows
show the transmission attempts and successful transmissions, respectively.
authors determine mean AoI for the case of a single point-to-
point link. For a period of N time slots where K successful
updates occur, the average AoI can be computed as
∆N =
1
N
N∑
k=1
A(k) =
1
N
K∑
k=1
Yk =
K
N
1
K
K∑
k=1
Yk.
Using lim
N→∞
K
N =
1
E[X] and limK→∞
1
K
K∑
k=1
Yk = E[Y ], we get
∆ = lim
N→∞
∆N =
E[Y ]
E[X]
.
It is not difficult to obtain the relation between Yk and Xk as
Yk =
Xk∑
m=1
m =
1
2
Xk(Xk + 1).
Finally, we obtain
∆ =
1
2
E [Xk(Xk + 1)]
E[X]
=
E[X2]
2E[X]
+
1
2
. (9)
Thus, it is sufficient to know the first two moments of Xk to
evaluate the mean AoI. However, the distribution of Xk is not
identical for the IoT devices spread across the network for the
following reasons. The distribution of Xk of an IoT device-
BS link is primarily subjected to its scheduling and success
probabilities. In particular, for a given Φ = Φb ∪ Φd and
the IoT device at y ∈ Vo, the scheduling probability 1/KVo
and conditional success probability pb(y,Φ) charaterize the
distributions of Ti and M , respectively, which essentially
determines its mean AoI through Xk. This implies that the
mean AoI observed at an IoT device-BS link is conditioned
on the locations of the IoT devices and the BSs. Hence, we
refer to this mean AoI as the conditional mean AoI denoted
by ∆(y,Φ). Our focus is to derive the distribution of the
conditional mean AoI.
1) Conditional Mean AoI
For IoT device at y given Φ, the probability that the
attempted status update is successful is pb(y,Φ) and the
probability that it is scheduled for the status update is ζVo =
1/KVo . Therefore, the pmfs of Ti and M becomes
P[Ti = t|Φ] = ζVo [1− ζVo ]t−1,
and P[M = m|y,Φ] = pb(y,Φ)[1− pb(y,Φ)]m−1,
for 1 ≤ m, t, respectively. Since Tis are independent and
identically distributed, we can apply the Wald’s identity to
(8) and obtain the mean of Xk as
E[X] = E[T ]E[M ] =
1
ζVopb(y,Φ)
. (10)
Now, we obtain the second moment of Xk. From (8), we have
X2k =
(
M∑
i=1
Ti
)2
=
M∑
i=1
T 2i +
M∑
i=1
M∑
j=1,j 6=i
TiTj .
Note that Ti and Tj , for i 6= j, are independent because of each
BS schedules its associated IoT devices uniformly at random
in a given slot. Thus, for M = m, we get E[X2|M = m] =
mE[T 2] +m(m− 1)E[T ]2 = m1− ζVo
ζ2Vo
+m2
1
ζ2Vo
Now, by averaging over the pmf of M , we obtain
E[X2] =
1− ζVo
ζ2Vo
E[M ] +
1
ζ2Vo
E[M2]
=
1− ζVo
ζ2Vo
1
pb(y,Φ)
+
1
ζ2Vo
2− pb(y,Φ)
pb(y,Φ)2
. (11)
Finally, by substituting (10) and (11) into (9), we obtain the
conditional mean AoI as given in the following lemma.
Lemma 3. Given Φ = Φb ∪ Φd, the conditional mean AoI
measured by the typical BS of the updates from the IoT device
at y ∈ Vo is
∆(y,Φ) =
1
ζVopb(y,Φ)
. (12)
2) Moments of conditional mean AoI
It is well-known that the correlation between pb(y,Φ)
and KVo for given Φ is difficult to capture in the spatio-
temporal analysis of cellular networks. Hence, similar to the
existing stochastic geometry based analyses (refer to [27] for
an example), we rely on the assumption of independence of
these two quantities. Thus, it is apparent from Lemma 3 that
the n-th moment of ∆(y,Φ) is equal to the product of (−n)-
th moments pb(y,Φ) and ζVo which can be directly obtained
from Lemma 2 and the pmf of KVo given in (3), respectively.
However, it may be noted that ∆n = E[∆(y,Φ)] =∞ because
of the fact that pb(y,Φ) → 0 as ‖y‖ → ∞. To tackle this,
we evaluate the moments of ∆(y,Φ) under the condition of
Rb < R in the following theorem.
Theorem 1. The n-th moment of the conditional mean AoI
measured at the typical BS of the status updates generated
from the IoT devices within distance R is
∆n(R) =
2pic2λbEKVo [K
n
Vo
]
1− exp(−piλbc2R2)∫ R
0
exp
(
− pic2λbr2 − piλdG(r,−n)
)
rdr, (13)
where G(r,−n) is given in Lemma 2.
Proof. Using the assumption of independence of ζVo and
pb(y,Φ) and Lemma 3, the n-th moment of the conditional
mean AoI can be obtained as
∆n(R) = Ey,Φ[∆(y,Φ)n|Rb ≤ R],
= EKVo [K
n
Vo ]Ey,Φ[pb(y,Φ)
−n|Rb ≤ R].
Thus, we arrive at (13) by plugging the (−n)-th moment of
pb(y,Φ) from Lemma (2) with the condition Rb ≤ R.
V. NUMERICAL ANALYSIS AND DISCUSSION
For the numerical analysis, we consider the system param-
eters as λb = 10−4 BSs/m2, λd = 20λb devices/m2, Pd = 30
dBm, Pb = 100Pd, α = 4, qd = 0.1, and Rd = 10 m, unless
mentioned otherwise. First, we verify the success probabilities
derived in Section III through simulation results in Fig. 2. The
curves correspond to the analytical results whereas the markers
correspond to the simulation results. Fig. 2 (left) presents the
success probability observed by the typical D2D link and Fig.
2 (right) presents the mean and variance of conditional success
probability observed by the typical BS both match closely with
the simulation results.
Fig. 3 (left) shows the mean AoI at the typical BS and
the throughput of the D2D network. Note that the mean AoI
is evaluated for the maximum IoT device-BS link distance
R = 120 m for which P[Rb ≤ R] ≈ 0.99. The figure shows
that both the throughput of D2D network and the mean AoI
at the typical BS increase with the increase of density ratio
Rλ =
λd
λb
which is expected. It is also apparent form the figure
that ∆1 → E[KVo ] ≈ Rλ for smaller βb (i.e. when the success
probability is almost one) and ∆1 → ∞ for larger values
of βb (i.e. when the success probability is almost zero). Let
T ∗N = λdT ∗L and T ∗L = maxβd TL be the optimal throughputs
of the D2D network and typical D2D link, respectively, with
respect to βd. Fig. 3 (middle) shows the behaviour of T ∗N and
T ∗L with respect to the density ratio Rλ. T ∗N initially increases
with Rλ (due to the increase in transmission of D2D links)
and then start to decrease with further increase of Rλ (due to
severe interference from D2D links).
Fig. 3 (right) depicts the mean AoI of status updates
observed by the typical BS from the IoT devices within
distance R. It is natural that the mean AoI increases with
R because it includes more IoT devices with lower success
probabilities. In addition, the mean AoI also increases with
both βb and Rλ since these two parameters negatively affect
the success probability of the status update. This conditional
mean AoI is important from the perspective of devising a
strategy for the collection of status updates such that the mean
AoI remains below some threshold. For instance, the figure
indicates that updating the status from the IoT devices within
distance 66 meters from the BSs (which are around 83% of
total IoT devices) can bound the mean AoI below 100 slots
when βb = 3 dB and Rλ = 20. These numerical results
provide useful insights for maximization of the D2D network
throughput such that the mean AoI is within a limit.
VI. CONCLUSION
This paper considered a cellular-based IoT network wherein
the IoT devices can communicate in a D2D fashion and
also send status updates to BSs regarding some time-sensitive
applications. The throughput and average AoI performance
metrics were used to characterize the quality of the D2D link
and the freshness of status updates, respectively. We presented
a stochastic geometry-based analysis of these metrics by
assuming that the locations of IoT devices and BSs follow
a bipolar PPP and an independent PPP, respectively. We first
derived the success probability for the D2D link to obtain the
achievable network throughput. Next, we derived the moments
of the success probability of the status updates, from which the
moments of mean AoI were obtained. Our numerical results
demonstrated that limiting the IoT device-BS link distance is
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Figure 2. Left: success probability of regular message. Right: mean and variance of conditional success probability of status update. The curves correspond
the analytical results whereas the markers correspond to the simulation results.
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Figure 3. Left: mean AoI and D2D network throughput. Middle: optimal D2D network throughput for qd = 0.5. Right: mean AoI conditioned on the BS-IoT
device link distance Ra < r for qd = 0.1.
necessary to keep the mean AoI below a threshold. They also
revealed the impact of the ratio of densities of IoT devices and
BSs on the achievable network throughput and average AoI.
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