Multiresolution molecular-dynamics approach for multimillion atom simulations has been used to investigate structural properties, mechanical failure in ceramic materials, and atomiclevel stresses in nanoscale semiconductor/ceramic mesas (Si/Si3N4). Crack propagation and fracture in silicon nitride, silicon carbide, gallium arsenide, and nanophase ceramics are investigated. We observe a crossover from slow to rapid fracture and a correlation between the speed of crack propagation and morphology of fracture surface. A 100 million atom simulation is carried out to study crack propagation in GaAs. Mechanical failure in the Si/Si3N4 interface is studied by applying tensile strain parallel to the interface. Ten million atom molecular dynamics simulations are performed to determine atomic-level stress distributions in a 54 nm nanopixel on a 0.1 µm silicon substrate. Multimillion atom simulations of oxidation of aluminum nanoclusters and nanoindentation in silicon nitride are also discussed. §1. Introduction
§1. Introduction
Advanced materials with nanometer grain sizes are being developed to achieve higher strength and toughness. 1) Below 100 nm, however, continuum description of materials and devices must be supplemented by atomistic models. This is because in this length-scale regime material properties are no longer reducible to a small set of constitutive relations. Rather, defects, surfaces and other microstructures affect the material performance fundamentally. In addition, the inhomogeneous nature of stresses at nanoscales acquires a critical role in the design of optimal nanostructures.
Current state-of-the-art molecular dynamics (MD) simulations involve 10-100 million atoms.
2) Petaflop computers (1 Pflops = 10 15 floating point operations per second), anticipated to be built around year 2010, will enable direct atomistic simulations of realistic nanostructures involving up to 10 12 atoms with the total system size well beyond 1 µm. Multiresolution algorithms are key to achieving scalable applications up to petascales. Not only do these algorithms extend the scope of simulations in terms of the number of atoms and simulated times, but they are also ubiquitous in all aspects of parallel scientific computing including load balancing, data management, and visualization.
In this paper, we describe the research being conducted at the Concurrent Computing Laboratory for Materials Simulations at Louisiana State University. We first describe multiresolution MD algorithms for multimillion-atom simulations. We then discuss our large-scale MD simulations of a variety of nanostructures including ceramics (silicon nitride, silicon carbide, silica), metals (aluminum), semiconductors (silicon, gallium arsenide), and composites of these materials. These include:
• Universal morphology of fracture surfaces;
• Nanophase ceramics;
• Interfacial fracture;
• Amorphization during nanoindentation;
• Environmental effects on fracture. §2. Multiresolution algorithms Molecular-dynamics simulations have played a key role in our understanding of properties and processes of various nanostructured materials.
3) In the MD approach, one obtains the phase-space trajectories of the system (positions, r i , and velocities, dr i /dt, of all atoms at all time) from the numerical solution of Newton's equations, 4) 
where m i is the mass of the i-th atom and V is the interatomic potential energy.
Interatomic potential models
Accurate atomic force laws are essential for realistic simulation of materials. Mathematically, a force law is encoded in the interatomic potential energy, V , in Eq. (1). In the past years, we have developed many-body interatomic potentials for a number of materials, 5) including ceramics such as silica (SiO 2 ), 6) silicon nitride (Si 3 N 4 ), 7) and silicon carbide (SiC), as well as semiconductors such as gallium arsenide (GaAs), aluminum arsenide (AlAs), and indium arsenide (InAs). Interatomic potential energy for these materials consists of two-and three-body terms, 5)
where r ij = r i − r j . Physically, the two-body terms, u ij , represent steric repulsion and electrostatic interaction due to charge transfer between atoms, and charge-dipole and dipole-dipole interactions that take into account the large electronic polarizability of negative ions. The three-body terms, v jik , take into account covalent effects through bending and stretching of atomic bonds. These many-body potentials have been validated through comparison of simulation data with various experimental quantities. Theoretical results are in good agreement with experimental lattice constants, cohesive energy, elastic constants, melting temperature, fracture energies, phonon dispersion, x-ray and neutron static structure factor of amorphous state, and high-pressure structural transformation.
In order to study more complex systems such as heterostructures and alloys, we have also developed schemes in which potentials depend on the local chemical composition. To study Si 3 N 4 /Si interfaces, for example, charge transfer between atoms obtained from electronic-structure calculations based on the LCAO (linear combination of atomic orbitals) scheme has been used to calibrate the classical interatomic potential for MD simulations. 8) In other applications involving Ga, In, and As, we have used an interpolation scheme to combine interatomic potentials of binary GaAs and InAs systems. To validate this scheme, we have calculated structural correlations in Ga 1−x In x As pseudobinary alloy. Both GaAs and InAs form the zinc-blende structure at low pressures. Due to the large (∼ 7%) lattice mismatch, the volume of Ga 1−x In x As alloy is an increasing function of x. However, both GaAs and In-As bond lengths change very little as a function of x, as observed in the EXAFS (extended x-ray absorption fine structure) experiments. 9) These behaviors are well reproduced in our MD simulations as well as in ab initio electronic structure calculations.
Conventional interatomic potential functions are often fitted to bulk solid properties, and they are not transferable to systems containing defects, surfaces, and interfaces. In these systems, partial charges and other chemical properties of atoms vary dynamically according to the change in the local environment. Transferability of interatomic potentials is greatly enhanced by incorporating variable atomic charges, which dynamically adapt to the local environment. Recently a simple semiempirical approach has been developed in which atomic charges are determined to equalize electronegativity. 10) This variable-charge MD scheme is "reactive" such that chemical reactions such as oxidation can be described. Recently we have used this scheme to successfully study oxidation dynamics of metallic nanoclusters 11) and dielectric properties of high-k oxides. 12) Another reactive potential scheme has been developed by D. W. Brenner for hydrocarbon systems in order to simulate chemical vapor deposition (CVD) of diamond films. 13) This reactive bond order potential (REBOP) treats covalent bonding in molecular and solid-state structures with a single classical expression. Moreover, the potential can describe chemical processes such as covalent bond formation and breaking. The strength of chemical bonding depends on the number of neighbor atoms. The REBOP has been used for million-atom simulations of fracture in graphite. 14) A more accurate but compute-intensive scheme explicitly deals with electron wave functions and their mutual interactions in the framework of the density-functional theory and electron-ion interaction using pseudopotentials. 15) In this ab initio MD method, not only accurate interatomic forces are obtained from the HelmannFeynman theorem, but also electronic information such as charge distribution and electronic density-of-states can be studied. Due to its high computational complexity, however, practical applications of this method have been limited to relatively small (< 1, 000 atoms) systems.
Parallel multiresolution algorithms
Efficient algorithms are key to extending the scope of simulations to larger spatial and temporal scales that are otherwise impossible to be simulated. These algorithms often utilize multiresolutions in both space and time.
The most computationally intensive problem in an MD simulation is the computation of the electrostatic energy for N charged atoms. Direct evaluation of all atomic-pair contributions requires O(N 2 ) operations. In 1987, Greengard and Rokhlin discovered an O(N ) algorithm called the Fast Multipole Method (FMM). 16) The FMM groups atoms together as a cluster and calculates intercluster interaction using the truncated multipole expansion and the local Taylor expansion of the electrostatic potential field. By computing both expansions recursively for a hierarchy of clusters, the electrostatic energy is computed with O(N ) operations.
Many important physical processes are slow and are characterized by time scales that are many orders-of-magnitude larger than the unit MD time step, ∆t. For long-time MD simulations, we have used the multiple time-scale (MTS) method, 17) which uses different ∆t for different force components to reduce the number of force evaluations. To further speed up simulations, we have used a hierarchy of dynamics including rigid-body (or fuzzy-body) motion of atomic clusters.
18)
Our multiresolution molecular-dynamics (MRMD) algorithm 3) combining the FMM and MTS has been implemented on a number of parallel computers. The MRMD algorithm is highly scalable: For a 332-million-atom SiO 2 system, one MD step takes only 18.8 seconds on 512 Cray T3E nodes (see Fig. 1(a) ). The parallel efficiency of this algorithm-machine combination, defined as a speedup divided by the number of processors, is 0.97. Figure 1 also shows the performance of our ab initio MD program within the framework of the density functional theory, in which the local density approximation is used for the exchange-correlation energy. For electron-ion interaction, we use norm-conserving pseudopotentials.
19) The code utilizes the real-space grid-based approach with high-order finite difference methods for the kinetic energy operator. 19) In this approach, all the operations are inherently short ranged, and therefore parallelization of the computer code is facilitated.
Although the parallel ab initio MD program is highly scalable (see Fig. 1 (b)), its use is currently limited to systems containing less than 1,000 atoms. (Note that with classical interatomic potentials, simulations containing over 100 million atoms are currently performed.) It is therefore desirable to embed an ab initio MD code to describe a subset of atoms in a large MD simulation. 20) Hybrid schemes based on linear combination of quantum and classical Hamiltonians seem to be promising, since they require minimal modifications of exiting codes. 21) Many MD simulations are characterized by irregular atomic distribution. One practical problem in simulating such irregular systems on parallel computers is that of load imbalance. Suppose that we partition the simulation system into subsystems of equal volume. Because of the irregular distribution of atoms, this uniform spatial decomposition results in unequal partition of workloads among processors. As a result the parallel efficiency is degraded significantly. We have developed a load- The system is a 1,000-atom GaAs supercell.
balancing scheme based on "computational-space decomposition". 22) This scheme partitions the system not in the physical Euclidean space but in a computational space, which is related to the physical space by a curvilinear coordinate transformation. (The computational space shrinks where the workload density is high, so that the workload is uniformly distributed.) The optimal coordinate system is determined to minimize the load-imbalance and communication costs. We have found that wavelet representation leads to compact representation of partition boundaries and accordingly the fast convergence of the optimization procedure. A serious technological gap exists between the growth in processor power and that of input/output (I/O) speed. The I/O (including data transfer to remote archival storage devices and visualization platforms) has thus become the bottleneck in our large-scale MD simulations. We address the I/O problem using a scalable data-compression scheme. It uses octree indexing and sorts atoms accordingly on the resulting fractal-like space-filling curve. 3) By storing differences between successive atomic coordinates, the I/O requirement reduces from O(N log N ) to O(N ). This, together with a variable-length encoding to handle exceptional values, reduces the I/O size by an order of magnitude with a user-controlled error bound. §3. MD simulation of fracture
Universal morphology of fracture surfaces
Molecular-dynamics simulations have played a key role in understanding dynamic fracture, which is one of the most complex, nonlinear phenomena (see Fig.  2 ). 2) In recent years roughness of fracture surfaces has drawn a great of experimental attention. Measurements on a variety of brittle and ductile solids have revealed that the widths of fracture profiles scale with the lengths as w ∼ L ζ . 23) For out-of-plane fracture profiles, the roughness exponent, ζ, above a certain length scale has a "universal" value of 0.8 for a three-dimensional system and 0.7 for a two-dimensional system. Many experiments also indicate that these values of ζ may be independent of the material (metals, semiconductors, and ceramics) or the mode of fracture. Furthermore, there are two regimes for dynamic fracture -at small length scales or when the crack front propagates quasi statically, the roughness exponent has a value of ∼ 0.5 which crosses over to the larger value of 0.8 for faster moving crack. What is most remarkable, however, is that the "universal" roughness exponent characterizing fracture surfaces seems to be valid for a very wide range of length scales from hundreds of meters for earthquakes to the nanometer length scale as determined in atomistic fracture simulations of graphite, 14) ceramics, 24) and nanophase materials.
7)
We have performed MD simulations of fracture in amorphous silicon nitride films. 24) Well-thermalized amorphous films were subjected to uniaxial tensile loads. To investigate crack propagation, we insert a notch in a uniaxially stretched film by removing atoms. Figure 2 shows a snapshot of the amorphous silicon nitride film. We observe the formation of voids in front of the crack tip. These voids grow and form a secondary crack, and eventually the secondary crack and the primary crack coalesce. The resulting crack surface is very rough, and its morphology exhibits a striking similarity to an experimental observation in a very different material (titaniumaluminide-based alloy) as shown in Fig. 2 .
We have calculated the height-height correlation function g(r) of the crack surface from the height profile, h(r), of the surface,
where f (r ) denotes the average of a function f (r ) over lateral coordinate, r . To analyze surfaces with branches and overhangs, we also use a return-probability, P (r), that the height profile comes back to the original height after a distance r. 14) P (r) is just a pair-correlation function along a line parallel to the surface. For a self-affine surface, we expect the scaling relation, g(r) ∼ r ζ and P (r) ∼ r −ζ . We found two well-delineated regimes in g(r). 24) In early stage of crack propagation, we observe a crack surface with a smaller roughness exponent. We obtain a roughness exponent of 0.44 ± 0.02 for r < 2.5 nm. Beyond 2.5 nm, the surface has a larger roughness exponent, ζ = 0.82 ± 0.02. Detailed analysis reveals that the smaller exponent corresponds to "slow" crack propagation inside microcracks, while the larger exponent is due to coalescence of microcracks, which causes rapid propagation. The MD results support the theoretical model of crack propagation via microcrack formation and coalescence.
Calculating fracture toughness
Designing materials with high fracture toughness is one of the central issues in materials research. Recently, a reliable method has been developed to calculate the fracture toughness using a strip geometry.
25)
Recently we have applied this method to investigate dynamic fracture in crystalline GaAs at various temperatures using large-scale MD simulations (see Fig. 3 ). The simulation sample is a gallium arsenide strip of 100 million atoms. After inserting a notch, the system is heated gradually to 300 K and then a constant strain is applied in the x direction by displacing atoms in the y-z plane that are within 0.5 nm from the boundaries of the system. For the strip geometry, the mechanical energy release rate, G, of the system can be calculated from the knowledge of the applied strain, , and the value of the stress, σ, far ahead of the crack tip: G = W σ /2, where W is the width of the strip. 25) In addition to the mechanical energy release rate, we monitor the crack-tip velocities and local stress distributions at various temperatures. At low temperatures, the critical energy release rate at which crack propagation initiates is G c = 1.7 J/m 2 for the (110) surface, which agrees well with experimental values (1.52 -1.72 J/m 2 ). Fig. 3 . 100-million-atom MD simulation of fracture in gallium arsenide. Shear stress distribution near the crack tip in a thin-film strip at low temperature.
26)

Sintering and fracture in nanophase ceramics
In recent years a great deal of progress has been made in the synthesis of ceramics that are much more ductile than conventional coarse-grained materials.
1) These so called nanophase materials are fabricated by in-situ consolidation of nanometer size clusters. Despite a great deal of research, many perplexing questions concerning nanophase ceramics remain unanswered. Experiments have yet to provide information regarding the morphology of pores or the structure and dynamics of atoms in nanophase ceramics. As far as modeling is concerned, only a few atomistic simula- tions of nanophase materials have been reported thus far. This is due to the fact that these simulations are computationally very demanding: A realistic simulation of a nanophase solid requires 10 5 -10 6 time steps for processing and at least ∼ 10 6 atoms since each nanocluster itself consists of 10 3 -10 4 atoms. We have performed large-scale parallel MD simulations to investigate sintering, structure, and mechanical properties of nanophase silicon nitride, 7) silicon carbide and nanophase silica, 6) see Fig. 4 . In addition, a neutron scattering experiment has been performed at the Intense Pulsed Neutron Source Division (IPNS), Argonne National Laboratory to investigate the sintering behavior of nanocrystalline silicon carbide.
Experimental and MD results for the sintering of nanophase silicon carbide (nSiC) are compared. The MD simulation is able to provide detailed picture of the onset of sintering through a dramatic change in the rate of bond formation around the experimental sintering temperature of 1500 K. Both MD simulation and neutron scattering data indicate that the sintering temperature in n-SiC is considerably lower than that (2100 -2400 K) for coarse-grained SiC.
There has been considerable debate over the atomic configuration in the vicinity of grain boundaries of consolidated nanophase materials. While some experiments concluded that atoms in the grain boundary region were gas-like showing no organized structure, other experiments claimed the presence of short-range order similar to that in liquids or amorphous solids. To address these issues we have performed a complete structural characterization of nanophase silica glasses at various densities. 6) We find that in nanophase silica glasses the short-range order (SRO) is similar to that of bulk silica glass. Both the nanophase and bulk silica glass contain cornersharing Si(O 1/4 ) 4 tetrahedral units. Dramatic changes in the first sharp diffraction peak (FSDP) in the neutron-scattering static structure factor, S n (k), are observed for nanophase silica glasses. The FSDP yields information about the intermediaterange order (IRO) in glasses, and in the past decade it has been the focus of many experimental and computer simulation studies. The height of the FSDP in the bulk silica glass is 15% higher than that of the nanophase glasses. Additionally, the position of the FSDP in nanophase silica glasses shifts toward smaller k with respect to the bulk. We find that the Si-O partial static structure factor is largely responsible for the change in the height of the FSDP in the nanophase glasses at different densities. The behavior of the FSDP position in the nanophase glasses is reflected in the Si-O and O-O partial static structure factors. Understanding the role of microstructures in fracture is one of the most challenging problems in materials science. Nanophase materials are ideal systems to examine this issue at the atomistic level since microstructures in these materials are only a few nanometers in dimension. We have investigated the morphological and dynamic aspects of fracture in nanophase silicon nitride using 1.08 million particle MD simulations. 7) To study fracture in the consolidated nanophase system, periodic boundary conditions -which are used during the process of consolidation under pressure -are removed and the system was relaxed with the conjugate-gradient approach. Using the MD method, the system was thermalized at a temperature of 300 K and then subjected to an external strain. Initially a tensile strain of 5% was applied. After relaxing the system for several thousand time steps with the MD approach, a notch of length 2.5 nm was inserted. Figure 5 shows snapshots of the crack front at various values of the external strain. The snapshots have been obtained by dividing the system into 0.4 nm cube voxels and then identifying connected clusters of empty voxels as pores. This method of analysis removes all the atoms from the picture and only the topology of empty space, i.e., connected pores are displayed. The crack front consists of pores connected (shown in orange) in the strained nanophase system: (a) Initial notch with crack branches and pores in the system under an applied strain of 5%; (b) the primary crack front after the strain is increased to 11%; and (c) the primary and secondary crack fronts at 14% strain on the system.
to the notch (shown in magenta; the remaining disconnected pores are shown in orange). Figure 5 (a) shows a snapshot taken 10 ps after the notch is inserted. We observe initial development of the crack front and the growth of a few crack branches in the system. These local branches and nanoclusters tend to arrest the motion of the crack front, and further crack propagation is only possible if additional strain is applied. Figure 5 (b) shows a snapshot of the crack front in the nanophase system under 11% strain. Comparing with Fig. 5(a) , it is evident that the crack front has advanced significantly and coalesced with the pores in the center. We also observe that pores and interfacial regions allow the crack front to meander and form a branched structure. Figure 5 (c) shows a crack-front snapshot 10 ps after the system was strained to 14%. At this time a secondary crack (top left hand corner of the figure) with several local branches merges with the primary crack. With further increase in the strain the secondary front advances toward the initial notch while the crack keeps growing laterally. When the strain reaches 30%, the crack finally separates the material into two disconnected parts and the system is now completely fractured. It should be noted that the critical strain (30%) at which the nanophase system fractures is enormous (an order of magnitude) compared to what the crystalline silicon nitride system can sustain (3%). This is due to: i) multiple crack branching; ii) plastic deformation in interfacial regions; and iii) deflection and arrest of cracks by nanoclusters. None of these mechanisms are operative in the crystalline system. This demonstrates the dramatic effect of nanostructures on fracture. §4.
Semiconducting nanostructures
Stresses induced by surfaces, edges and interfaces are the major sources of defects and inhomogeneities in semiconductor devices. Effects of such stresses become increasingly significant for pixel sizes in the nanometer range. Atomistic simulation of stresses may be used as a tool to develop and validate continuum models. In addition, the effect of stresses on defect formation and interface structure may also be studied.
Dislocation activity at Si/Si 3 N 4 interface
During the production and operation of silicon devices, high stresses may develop at interfaces, because of differences in thermal and mechanical properties. This can result in dislocation emission as well as crack initiation and propagation. Molecular dynamics is used to investigate mechanical behavior of a Si(111)/Si 3 N 4 (0001) interface. Crack initiation and its propagation are studied by applying uniaxial strain parallel to the interface, i.e. in the [1210] direction for silicon nitride and in the [211] direction for silicon until it fails (see Fig. 6(a) ). At 9% strain, a crack initiates at the top surface of the silicon-nitride layer and it propagates through the whole silicon-nitride layer. The crack does not propagate into Si, but instead emits dislocations. Figure 6 (b) visualizes the emitted dislocation in Si by showing only those Si atoms whose energies are higher than the average Si energy by 0.35 eV. A dislocation loop is formed in a (111) plane, and it grows till it reaches the silicon surface at the bottom.
Atomic-level stresses in Si/Si 3 N 4 nanopixel
Recently, we have performed a 10-million-atom MD simulation of atomic-level stress distribution in a Si/Si/Si 3 N 4 nanopixel.
8) The simulation involves a 54 nm ×33 nm×1 nm Si mesa on top of a 108 nm×65 nm×26 nm Si(111) substrate. The top surface of the mesa is covered with an 8 nm-thick Si 3 N 4 film. We have studied both crystalline(0001) (Fig. 7(a) ) and amorphous ( Fig. 7(b) ) films. Due to the 1.1% lattice mismatch of the Si(111)/Si 3 N 4 (0001) interface, a tensile stress well is formed in Si (see Fig. 7(a) ). Stresses are highly concentrated at the edges of the pixel. In the case of an amorphous Si 3 N 4 film, lateral stress domains on the scale of 30 nm are observed as shown in Fig. 7(b) . As PECVD (plasma enhanced chemical vapor deposition) Si 3 N 4 films are polycrystalline, such lateral inhomogeneity in stress is a serious problem for the electronic transport properties of nanoscale devices. §5. Nanoindentation Nanoindentation testing is a unique local probe of mechanical properties of materials at surfaces and multilayered structures. 27) This technique is especially useful in testing surfaces and thin films in microelectronics industry. For example, it is used for measuring critical stresses for dislocation generation in semiconductor devices. The importance of atomic-level understanding of indentation processes is widely recognized.
Using MD simulations, we have investigated nanoindentation in Si 3 N 4 .
27) The nanoindentation simulation is performed on the (0001) surface of a 60 nm×60 nm ×30 nm crystalline α-Si 3 N 4 slab consisting of 10 million atoms (see Fig. 8 ). The sample is indented using a pyramid indenter with a load ∼ 10 µN and indentation depth ∼ 10 nm. From the load-displacement curve, hardness value is estimated to be of 50.3 GPa. (We have also calculated the hardness of amorphous Si 3 N 4 to be 31.5 GPa using a similar geometry.) Our simulations reveal significant plastic deformation and pressure-induced amorphization under the indenter. The simulations also exhibit anisotropic fracture toughness: Indentation cracks are observed along the [1210] direction, which coincides with one of the diagonal directions of the indenter, but not for the other diagonal direction, [1100] . §6.
Oxidation of aluminum nanoclusters
Reactive processes such as oxidation have deleterious effects on the physical and mechanical properties of materials, including premature failure of otherwise properly designed systems. Using the MD approach, we are studying effects of oxidation on fracture in aluminum (see Fig. 9 ). This requires models of interatomic potentials that are much more refined than those used in conventional MD simulations. We use a variable-charge interatomic potential because it can handle bond formation and bond breakage. 10) Using the variable-charge MD method, we have recently performed the first MD simulation of oxidation of an aluminum nanocluster (Fig. 9) . 11) With constanttemperature MD, we observe a formation of an amorphous oxide layer with 4 nm thickness during 466 ps of simulation time, see Fig. 9 . The MD simulation reveals that large negative pressure from electrostatic forces due to charge transfer is the major driving mechanism for oxide growth. The negative pressure causes aluminum to diffuse towards the surface and oxygen to diffuse towards the interior of the cluster. The diffusion is subsequently suppressed by the formation of tetrahedral Al(O 1/4 ) 4 networks, causing a self-limiting growth behavior. §7. Conclusion
In the time frame of years 2007-2010, we expect to be using petaflop computers to perform trillion-atom MD simulations to include the effects of microstructures spanning diverse length scales up to the mesoscale regime above micron. Within the same timeframe, interatomic potential models used in the MD simulations will be refined with inputs from quantum-mechanical calculations of electronic structures. These atomistic simulations will further be combined with continuum schemes based on finite-element methods to model truly macroscopic dynamic fractures at all length scales in a seamless manner.
