Abstract. It is well known that an invertible matrix admits a factorization as a product of a lower triangular matrix L and an upper triangular matrix U if and only if all the principal minors of the matrix are non-zero. The corresponding problem for singular matrices is much more subtle. We study this problem in the general setting of a reductive monoid and obtain a solution in terms of the Bruhat-Chevalley order. In the process we obtain a decomposition of the big cell B − B of a reductive monoid, where B and B − are opposite Borel subgroups of the unit group.
Preliminaries
Let k be an algebraically closed field. By a reductive monoid M we will mean an irreducible linear algebraic monoid M defined over k such that the unit group G is reductive; cf. [4] , [9] . The multiplicative monoid M n (k) of all n × n matrices over k is an example. More generally the Zariski closure in M n (k), of a reductive group in GL n (k), is a reductive monoid. Let T be a maximal torus contained in opposite Borel subgroups B, B − of G. Let W = N G (T )/T denote the Weyl group of G and let S denote the generating set of simple reflections of W . By the Bruhat decomposition,
The Bruhat-Chevalley order on W is defined as:
As is well known, this is equivalent to x being a subword of a reduced expression
The length (y) is defined to be m. It is well known that for x, y ∈ W , 
It is also easily seen that
For I ⊆ S, let W I denote the parabolic subgroup of W generated by I and let
If w 0 , v 0 are respectively the longest elements of W and W I , then
Now for monoids. The idempotent set E(T ) of T is a finite lattice isomorphic to the face lattice of a rational polytope. The cross-section lattice Λ of M is defined as:
Here as usual, e ≤ f means ef = e = f e. For e ∈ Λ,
By [6] the Bruhat decomposition (1) extends to M as:
where R = N G (T )/T is the Renner monoid. W is the unit group of R and
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Let e ∈ Λ. Then
where
We call this the standard form of σ. The order (3) on W extends naturally to R if we define:
If σ = xwey, σ = x w e y are in standard form, then by [2] ,
If σ = xwey, σ = x w ey in standard form, then (20) simplifies to:
For the combinatorial properties of this order on W eW , see [5] . By [7] , [8] , the length (σ) is defined as
where σ = xwey in standard form and v 0 , w 0 are as in (10). This agrees with the length function given by the order of W eW .
Triangular monoids and LU decomposition
In this section we study the triangular monoids B and B − . As noted in [6] , the decomposition (13) leads to the decomposition:
for a suitable submonoid R + of R. Similarly,
for a suitable submonoid R − of R. 
By (i), σ ∈ R − if and only if
This is equivalent to y −1 v 0 ≤ xwv 0 . This is in turn equivalent by (10) to y
(iii) Suppose first that w = w 1 w 2 with w 1 , w 2 ∈ W (e),
Hence we can assume without loss of generality that σ
Next we obtain a decomposition of B − B, the monoid analogue of Chevalley's big cell B − B of G. We note that for M n (k), this consists of (possibly singular) matrices admitting a factorization into a product of a lower triangular matrix and an upper triangular matrix.
By (23) ∈ D(e) we see by (11) that
By (13), σ = x 1 ez 1 z 2 ey 2 . Hence x = x 1 , y = y 2 , z 1 z 2 ∈ W (e) and we = z 1 z 2 e. By (7), w = u 1 u 2 with
By Theorem 2.2, σ ∈ R − R + . This completes the proof.
The Bruhat decomposition (1) and the Bruhat-Renner decomposition (13) lead respectively to the closure orders (2) and (19) on W and R. In the same way the decomposition in Theorem 2. 
