Interactive audio-video applications over IP networks have subjective tradeoffs between fidelity and latency owing to packet buffering at the receiver. Increasing the buffering time improves the fidelity, whereas it degrades the latency. This paper makes the subjective tradeoff between fidelity and latency clear in a quantitative way. In addition, we examine the effect of tasks on the subjective tradeoff. In evaluating the effect of tasks, we use two tasks according to ITU-T Recommendation P.920. An experiment was conducted to measure user-level QoS of an interactive application with the psychometric methods. We then investigate the subjective tradeoff quantitatively by QoS mapping. The experimental results confirm that there exists the buffering time which makes user-level QoS the highest. The results also show that the optimum buffering time depends on the kind of task. key words: user-level QoS assessment, interactive audio-video application, subjective tradeoff
Introduction
In audio-video transmission over IP networks, its temporal structure can be easily disturbed by delay jitter of packets. The disturbance decreases fidelity of the audio-video stream.
The impairment of the fidelity can be remedied by a playout buffer in the receiver; packets which arrive at the receiver are stored in its buffer so that the delay jitter can be absorbed. We refer to the packet delay caused by the playout buffer as the buffering time. To absorb larger delay jitter, more buffer space is required.
On the other hand, the utilization of the playout buffer increases latency because of the buffering time. The latency is the difference between the time when media are generated at the sender and the time when the media are output at the receiver. The increase of the latency causes degradation of interactivity between users in interactive audio-visual applications, such as TV conferences. Thus, larger buffering time does not always contribute toward improving quality in those applications.
In interactive audio-visual applications, users' subjective quality is important. It is affected by the fidelity and the latency. Increase of the buffering time improves the fidelity, while the latency rises. That is, in the interactive audio-visual applications, there exists a subjective tradeoff between the fidelity and the latency by the buffering control. Therefore, regardless of a buffering control scheme, it is important to find appropriate buffering time which makes subjective quality high in the interactive audio-visual applications. The subjective quality corresponds to user-level QoS in the context of the network architecture.
In general, QoS has a layered structure. For example, Tasaka and Ishibashi [1] identified six levels of QoS: physical-level, node-level, network-level, end-toend-level, application-level and user-level. The userlevel QoS is subjective one. On the other hand, the fidelity and the latency are application-level QoS.
We can find many studies on application-level QoS for audio only or video only in interactive applications. For example, see [2] through [7] . In the great majority of papers, however, buffering control is the main subject; they do not assess user-level QoS.
On the other hand, few researches report the effect of buffering control on user-level QoS of both audio and video transmission. Even, these researches treat only the fidelity. For example, Kouvelas et al. [8] showed that a reconstruction buffer must be added to a video system for lip synchronization. In [8] , the effectiveness of lip synchronization is confirmed by subjective assessment. Steinmetz [9] assumed that audio and video are individually buffered to absorb delay jitter; he investigated the tolerance of skew, which is difference between audio delay and video one caused by buffering control.
Thus, in the literature, we had found no study that treats the subjective tradeoff between the fidelity and the latency caused by buffering control in interactive audio-visual applications.
Then, the authors addressed themselves to this problem and showed the subjective tradeoff between fidelity and latency in [10] . However, in [10] , the tradeoff is not clarified enough. Moreover, the study treats only one specific task.
The purposes of the paper are two-hold: One is to show the subjective tradeoff between fidelity and latency clearly. The other is to investigate the effect of tasks on the tradeoff. In order to assess the user-level QoS, we utilize the psychometric methods [11] . The psychometric methods have been proposed in the psychological field and are effective in assessment of human subjectivity. Moreover, to investigate the tradeoff quantitatively, we utilizes QoS mapping from application-level to user-level. As a QoS mapping method, we use the multiple regression analysis.
The rest of the paper is organized as follows. Section 2 introduces a method of assessing user-level QoS with psychometric methods. Section 3 describes application-level QoS parameters we use in this paper. Section 4 explains our experiment. We show our results and consideration in Sect. 5.
Psychometric Methods for User-Level QoS Assessment

Four General Classes of Measurement Scales
Before we explain the psychometric methods, let us consider four general classes of measurement scales which represent human subjectivity. In general, we can define four basic types of the measurement scales according to the mathematical operations that can be performed legitimately on the numbers obtained by the measurement; from lower to higher levels, we have nominal, ordinal, interval and ratio scales [11] . In the nominal scale, we use a number only as a label for a class or a category. The numbers assigned in the ordinal scale have the property of rank order. In the interval scale, numerically equal distances stand for empirically equal distances in some psychological aspect of objects. However, the origin and the unit of the interval scale are meaningless. In the ratio scale, the unique origin can be determined in addition to the property of the interval scale. Since almost all the statistical procedures can be applied to the interval scale and the ratio scale, it is desirable to represent the user-level QoS by an interval scale or a ratio scale. In this paper we utilize an interval scale since it is generally easier to calculate an interval scale than a ratio scale.
Psychometric Methods
In [10] , [12] and [13] , to obtain an interval scale as user-level QoS parameter, we adopted two psychometric methods: the method of paired comparisons and Thurstone's law of comparative judgment [11] and the method of successive categories [11] . Reference [12] assesses the user-level QoS of audio-video transmission by the method of paired comparisons and Thurstone's law of comparative judgment. References [10] and [13] utilize the method of successive categories. The method of paired comparisons and Thurstone's law of comparative judgment can give more accurate values of the interval scale but takes longer experimental time than the method of successive categories. In this paper, we utilize the method of successive categories. The method of successive categories is introduced in the next subsection.
Method of Successive Categories
In the method of successive categories, a subjective score is measured by the rating-scale method [11] . In the method, experimental subjects (or observers) classify each stimulus into one of a certain number of categories. Note that a stimulus means an object, such as audio and video, for evaluation. Each category has a predefined number. For example, "excellent" is assigned 5, "good" 4, "fair" 3, "poor" 2 and "bad" 1. However, the numbers assigned to the categories only have a greater-than-less-than relation between them, that is, the assigned number is nothing but an ordinal scale. Therefore, it is not desirable to use the assigned number for obtaining the user-level QoS parameter. In order to obtain an interval scale as the userlevel QoS parameter, we first measure the frequency of each category with which the stimulus was placed in the category by the rating-scale method. With the law of categorical judgment [11] , we can translate the frequency obtained by the rating-scale method into an interval scale. We can apply almost all the statistical operations to the scale.
The Law of Categorical Judgment
The law of categorical judgment makes the following assumptions. Let the number of the categories be m + 1. When stimulus j(j = 1, · · · , n) is presented to a subject, a psychological value designated by s j occurs on a psychological continuum, which is an interval scale, in him/her. j is classified into category g. The categories can be arranged in a rank order, in the sense that each stimulus in category g is judged to have a psychological value which is "less than" the one for any stimulus in category g + 1. This statement holds for all values of g from 1 to m. The variable c g is normally distributed with mean t g and standard deviation d g . Also, the variable s j is normally distributed with mean R j and standard deviation σ j . Then, we can consider R j as an interval scale. In this paper, we refer to the obtained interval scale as psychological scale and treat it as a user-level QoS parameter.
Since the law of categorical judgment is a suite of assumptions, we must test goodness of fit between the obtained interval scale and the measurement result. Mosteller [14] proposed a method of testing the goodness of fit for a scale calculated with Thurstone's law of comparative judgment [11] , which we use in [12] . The method can be applied to a scale obtained by the law of categorical judgment. In this paper, we use Mosteller's method to test the goodness of fit.
Application-Level QoS Parameters
In this paper, we consider the fidelity and the latency as application-level QoS. Thus, in order to treat them quantitatively, we need to express them in terms of some application-level QoS parameters.
In this paper, we assume that the fidelity indicates how exactly the temporal structure of media is preserved. Therefore, the fidelity relates to media synchronization quality [1] . The media synchronization is defined for multimedia in general. In this paper, however, we treat only two types of media: audio and video.
The media synchronization for audio and video can be classified into intra-stream synchronization and inter-stream synchronization [15] . The former indicates the continuity of a single stream (audio or video), while the latter is synchronization between an audio stream and the corresponding video one. We consider measures of media synchronization quality as application-level QoS parameters about the fidelity.
In order to represent media synchronization quality, reference [12] uses nine application-level QoS parameters. We use seven application-level QoS parameters out of the nine in [12] . First, we adopt the coefficient of variation of output interval, which is defined as the ratio of the standard deviation of the MU output interval of a stream to its average. MU stands for "media unit", which indicates an information unit for media synchronization. This parameter is denoted by C a for audio and by C v for video. Second, we use the MU loss ratio for audio L a and that for video L v , which are the ratio of the number of lost MUs to the total number of generated MUs. Third, we treat the mean square error of intra-stream synchronization, which is defined as the average square of the difference between the output interval of MU at the destination and the generation one at the source. We denote it by E a for audio and by E v for video. These six parameters indicate the intrastream synchronization quality.
The QoS parameter for the inter-stream synchronization is the mean square error E int , which is defined as the average square of the difference between the output-time difference of the audio and corresponding video MUs and their timestamp difference. We use the seven application-level QoS parameters introduced so far as the fidelity measure.
Note that, in [12] , the average MU rate for audio or that for video, which is defined as the average number of (either audio or video) MUs output in a second at the destination, is adopted. Since the MU loss ratio highly correlates with the average MU rate, we do not treat the average MU rates in this paper.
For the purpose of examination of the applicationlevel QoS from a latency point of view, we evaluate two application-level QoS parameters which are used in [10] : the average MU delay of audio and that of video. The average MU delay is the average time in seconds from the moment an MU is generated until the instant the MU is output. We denote it by D a for audio and by D v for video.
EXPERIMENTS
Experimental Environment
This paper sets up an experimental environment shown in Fig. 1 . In the experimental environment, a pair of subjects sit in front of their terminals, and each terminal transmits a pair of audio-video streams of the subject to each other over a network emulator which produces delay jitter. The subjects assess the output audio-video stream subjectively. Each terminal can perform the buffering control. By adjusting the buffering time at the terminals, we can realize the tradeoff between the fidelity and the latency. If we increase the buffering time, the fidelity improves, but the latency rises. Conversely, if we reduce the buffering time, the latency decreases, but the fidelity deteriorates. The audio-video streams are encapsulated in UDP datagrams. The media specifications of the audio-video streams are shown in Table 1 . To investigate the effect of tasks on the subjective tradeoff between the fidelity and the latency, we gave orders for the subjects to perform two tasks in the subjective assessment of the audio-video streams. Considering ITU-T Recommendation P.920 [16] , we selected two tasks: Task 1 and Task 2. In Task 1, each pair of subjects take turns in counting. In Task 2, one subject imitates the motion of the other. They change their roles alternately. Task 1 is performed to evaluate the effects of speech delay on communication quality. Task 2 is to evaluate the effects of audiovisual delay and/or transmission errors on communication quality.
The subjects assess their subjectivity of the audiovideo stream with the rating-scale method. In this method, we use five categories (i.e., m = 4) of impairment:"imperceptible" assigned integer 5, "perceptible, but not annoying" 4, "slightly annoying" 3, "annoying" 2, and "very annoying" 1.
Two terminals are connected to each other via a network emulator (NistNet) [17] . The network emulator can delay packets according to a specified probability distribution.
In this experiment, we delayed packets according to Pareto-normal distribution to emulate packet delay of the Internet. Reference [18] shows that Pareto distribution is the most appropriate model of tail-parts of packet delay distributions in the Internet. It also indicates that the normal or the log-normal distribution is an appropriate model of the entire packet delay distribution in the Internet. Therefore, we have chosen Pareto-normal distribution, which is the normal distribution with Pareto tail, as the distribution of delay.
We set the mean of delay to 50, 100 and 150 ms. Also we chose 20, 40 and 60 ms as the standard deviations of delay. It should be noted that NistNet delays packets according to a specified distribution. When the value of the random variable for the distribution becomes negative, NistNet sets the actual delay to 0. As a result, if the frequency with which the value of the random variable becomes negative increases, the distribution of delay is extremely distorted compared with the expected distribution. Therefore, we should utilize the distribution whose probability of being negative is sufficiently small. Thus, we set the standard deviation of delay so that it does not exceed half of the mean. For example, when the mean of delay is 50 ms, we set the standard deviation of delay to only 20 ms. If the mean of delay is 100 ms, we set the standard deviation of delay to 20 and 40 ms. Consequently, we utilized 6 combinations of the mean and the standard deviation.
Scheme for Buffering Control
In order to change the buffering time at the terminals in our experimental environment, we utilize a simple buffering control scheme, which is introduced below.
For a description of the scheme, we define the following notations for stream j (j = 1 for audio, and j = 2 for video). Firstly, we let T (j) n (n = 1, 2, · · ·) denote the timestamp of the n-th MU in stream j, which is attached when it generates, and define σ
Secondly, let J max be an estimate of the maximum network delay jitters. In order to absorb delay jitters at the receiver, we set the initial buffering time to J max . Thirdly, let A First, we determine the output time of the first MU in each stream, which is also used to obtain the timeorigin for output control at the destination. Defining
and
, we set the output time of the first MU in stream j (j = 1 and 2) to
Next, we define the ideal target output time x
n of the n-th MU in stream j as
We calculate the output time of each MU with the ideal target output time.
n . Otherwise, the n-th MU in stream j is dropped.
In our experiment, we vary the initial buffering time, which is set to J max , to change the buffering time. We chose ten values from 0 ms to 2000 ms as those of the initial buffering time.
Subjects
We used 50 subjects in the subjective assessment. The subjects were non-experts in the sense that they were not directly concerned with audio and video quality as a part of their normal work. They are male and female, and their ages were between 20 and 25. It took about thirty minutes for a subject to finish all assessment. two figures are different. From Figs. 2 and 3 , we find that increase of the initial buffering time decreases the MU loss ratio for audio and that for video. The MU loss ratio for video takes higher value than that for audio. This is because a video MU consists of more than one IP packet while one IP packet composes an audio MU. Moreover, when the initial buffering time exceeds 300 ms, both MU loss ratio for audio and that for video are 0.
EXPERIMENTAL RESULTS
Results of Application-Level QoS Assessment
Figures 4 and 5 denote the mean square error of intra-stream synchronization for audio versus the initial buffering time and that for video, respectively. They show that the mean square error of intra-stream synchronization of audio and that of video decrease as the initial buffering time increases. When the initial buffering time is 300 ms or more, both mean square errors of intra-stream synchronization are very small; they are less than 20.
The coefficients of variation of output interval of audio and that of video are indicated in Figs value of the coefficient decreases as the initial buffering time increases. They also show that the coefficient of variation of output interval for video takes larger values than that for audio. This was caused by the difference in MU size between audio and video. An audio MU can be transmitted with a single IP packet while a video MU consists of a few IP packets. Note that even if only one of the packets which compose a video MU arrives late, the output of the MU must be delayed. Figure 8 indicates the mean square error of interstream synchronization versus the initial buffering time. From Fig. 8 , we find that the mean square error of indicate that the average MU delay, that is, the latency, increases linearly as the initial buffering time rises. Therefore, we can confirm that the increment of the initial buffering time improves the fidelity but increases the latency. Tables 2 and 3 indicate the measurement result for Task 1 and that for Task 2, respectively, by the rating-scale method. Note that Category 5 corresponds to "imperceptible" impairment, Category 4 "perceptible, but not annoying", Category 3 "slightly annoying", Category 2 "annoying" and Category 1 "very annoying", as already stated in Sect. 4.2.
Calculation of User-Level QoS Parameter
Each entry in this table represents the number of subjects who classified the stimulus into the entry.
From Tables 2 and 3 , we calculated psychological scales, that is, user-level QoS parameter, with the law of categorical judgment. To know the detail of the calculation of psychological scale with the law of categorical judgment, see [10] and [13] . Table 4 displays obtained the psychological scale, that is, the value of the user-level QoS parameter.
To verify the obtained psychological scale, we have performed Mosteller's test. As a result of Mosteller's test, the null hypothesis that the obtained interval scale fits the observed data cannot be rejected at significance level 0.05. That is, if the hypothesis is right, the probability that the hypothesis is rejected by mistake is less than 0.05. Therefore, we consider that the obtained scale is appropriate for the user-level QoS parameter.
We plot the calculated user-level QoS parameter for Task 1 and that for Task 2 in Figs. 11 and 12 , respectively. Note that, in an interval scale, we can select an arbitrary origin and any unit of scale. For convenience, then, we set the smallest value of the user-level QoS parameter to the origin. From Figs. 11 and 12 , we see that the value of the user-level QoS parameter first grows as the initial buffering time increases. Then, the value of the user-level QoS parameters begin to decrease. From Figs. 2 through 10 , we have found that application-level QoS about the fidelity improves but that about the latency deteriorates with the increment of the initial buffering time. Therefore, we confirm the subjective tradeoff between the fidelity and the latency caused by the buffering control. Moreover, from these figures, we find that the buffering time which makes the user-level QoS parameter value the highest for Task 1 is smaller than that for Task 2 for each delay distribution. This means that Task 1 requires higher interactivity than Task 2. These figures also show that longer mean delay degrades user-level QoS more.
QoS Mapping
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In this case, we must consider 7 × 2 combinations of application-level QoS parameters as predictor variables. We try to select one combination of the application-level QoS parameters whose contribution rate adjusted for degrees of freedom is the highest. The contribution rate adjusted for degrees of freedom indicates goodness of fit of the obtained multiple regression line. However, in order to compare two QoS mapping lines for Task 1 and Task 2 directly, we use the same parameters as predictor variables, though the combination does not provide the highest contribution rate. Tables 5 and 6 show contribution rates adjusted for degrees of freedom for the 14 combinations of the application-level QoS parameters for Task 1 and those for Task 2, respectively. From Table 6 , we find that two combinations, (D a , E v ) and (D v , E v ) have the highest value of the contribution rate for Task 2. In this paper, we select a parameter regarding audio and one concerning video. Therefore, we choose (D a , E v ) as predictor variables for Task 2. On the other hand, Table  5 shows that the combination (D a , E v ) also have high value of the contribution rate for Task 1, though it is not the highest. Then, we regard (D a , C v ) as predictor variables for Task 1 and Task 2.
As a result of multiple regression analysis, we have the multiple regression lines as follows:
where S 1 and S 2 are estimate of the user-level QoS parameter for Task 1 and that for Task 2, respectively. From Eqs. (4) and (5), we find the following. When we increase the initial buffering time, for example, we suppose that the values of D a and E v increase by ΔD a and ΔE v , respectively. The negative value of ΔE v means that the fidelity improves by the increment of the buffering time, while the positive value indicates that the fidelity deteriorates. In the same way, the negative value of ΔD a indicates the decrease of the latency, while the positive one stands for the increase of the latency. For Task 1, if 1.701 × 10 −3 ΔD a + 1.510 × 10 −3 ΔE v takes a negative value, the user-level QoS parameter of Task 1 will gain by increasing the initial buffering time. Otherwise, we should not increase the initial buffering time. Comparing Eqs. (4) and (5), we see that the absolute value of the coefficient of D a in Eq. (4) is larger than that in Eq. (5). This means that large latency causes subjective degradation for Task 1 more than Task 2. This has been shown in Sect. 5.2. 
Conclusions
In this paper, we investigated the subjective tradeoff between the fidelity and the latency in an interactive audio-video application. By experiment, we changed the initial buffering time while assessing the user-level QoS with the method of successive categories for two tasks. As a result, we clarified the subjective tradeoff between the fidelity and the latency. We also showed that the tradeoff is affected by the task. We have some issues to be investigated as our future work. First, we will treat other tasks than those in this paper. Second, we will try other environments than that in this paper. Especially, we will perform experiments in actual networks, such as the Internet. Finally, it seems feasible to utilize the subjective tradeoff between the fidelity and the latency for QoS control. We will study schemes for it and implement them.
