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In the minutes immediately preceeding the rupture of a soap bubble, distinctive and repeatable
patterns can be observed. These quasi-stable transient structures are associated with the instabilities
of the complex Marangoni flows on the curved thin film in the presence of a surfactant solution. Here,
we report a generalised Cahn-Hilliard-Swift-Hohenberg model derived using asymptotic theory which
describes the quasi-elastic wrinkling pattern formation and the consequent coarsening dynamics in a
curved surfactant-laden thin film. By testing the theory against experiments on soap bubbles, we find
quantitative agreement with the analytical predictions of the nucleation and the early coarsening
phases associated with the patterns. Our findings provide fundamental physical understanding
that can be used to (de-)stabilise thin films in the presence of surfactants and have important
implications for both natural and industrial contexts, such as the production of thin coating films,
foams, emulsions and sprays.
The Marangoni effect inherently produces non-linear
structures within fluid flow, the formation of these struc-
tures will inevitably lead to symmetry breaking within
the system. The premise of symmetry breaking is present
in a wide range of phenomena, not least in the interfacial
fluid context; from the Higgs mechanism [1] in particle
physics, to solid crystallisation [2] and to the functions
of the cell structure [3]. The analysis of these symmetry-
breaking phenomena typically involve a reduction of the
complex system into field variables, which then form an
effective field theory. The Ginzburg-Landau theory of
phase transitions [4], the Cahn-Hilliard (CH) of phase
separation [5], the Swift-Hohenberg (SH) of convective
instability [6] and the Turing description of reaction-
diffusion patterns [7] are some examples of this approach
which identifies local and generic structures within the
system. However, the systematic derivation of nonlinear
field theories remains challenging; not only is reproduc-
ing macroscopic behaviours from microscopic patterns
difficult, but bridging the gap between macro- and mi-
croscopic dynamics is also non-trivial. Instead, abstract
symmetries and bifurcation methods are often used to
derive the effective field equations with a large number
of undetermined parameters [8], which limit comparisons
with experimental data. Nonetheless, under certain lim-
its of hydrodynamic motion they remain effective at pre-
dicting the formation of local structures which typify a
certain configuration of field variables.
In the absence of fluid flow, quasi-static patterns can
form on thin films of condensed materials, as can be seen
through the buckling and wrinkling of soft elastic mem-
branes [9]. There are numerous biological examples of
these patterns, e.g. the cortical convolutions of the brain
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[10], fingerprint [11] and skin wrinkling [12]. The pres-
ence of curvature in biological thin film wrinkling sys-
tems, together with applied stresses can induce morpho-
genesis [13] and indeed scalar field equations can be de-
rived in cases of quasi-static morphogenesis on soft elas-
tic membranes [9] to predict transitions and symmetry-
breaking patterns quantitatively. This thus enables tar-
geted engineering of pattern formation on nanosurfaces
[14] and advances in microlens array fabrication [15]. In
the presence of fluid flow, the governing Navier-Stokes
equation and the associated pattern formation dynamics
admit complex nonlinearities (Supplementary Video 1).
Here we systematically derive and experimentally test
an effective asymptotic field theory which predicts quan-
titatively the surface-pattern formation in a curved thin
film fluid system embued with surface-active materials.
Using asymptotic expansion methods under the thin-film
lubrication approximation allows for a detailed quan-
titative analysis of the morphogenesis process as well
as predictions of symmetry-breaking and transitional
behaviours. A generalised fourth-order hybrid Swift-
Hohenberg-Cahn-Hilliard (SHCH) equation for the nor-
mal displacement field of an arbitrarily curved thin liquid
film is derived to the leading order.
Due to the transient nature of the morphogenic pro-
cess (see Supplementary Video 2), in the long-term the
system can be observed [16] to tend to either a SH-like
hexagonal dot or labyrinth-patterned stable state, simi-
lar to the quasi-static [9] case, or alternatively tending
towards a black Newtonian film after undergoing a CH-
like coarsening process. In the SH-dominant regime, a
weakly-nonlinear analysis yields a stability criteria for
the steady state patterns. In the CH-dominant regime,
fractal dimensional analysis on the simulation results pro-
vide a direct quantitative agreement with experiments of
pattern formation on curved soap films and bubbles. In
both regimes, a useful feature of the asymptotic expan-
2FIG. 1. Notation and experimental system. a. Schematic of a curved spherical thin film of radius R and film thickness 2h. The
air pressure difference between the interior and the exterior of the bubble is given by ∆p = pe − pi and g is the gravitational
acceleration. b. The film is driven towards an instability pattern with wavelength λ with height displacement ζ in the radial
direction. c-d. Convex and concave hemispherical geometries with the experimental images overlayed at the position where
they are observed.
sion is the ease of extension to arbitrarily higher orders
and therefore provides a natural framework for future
studies of similar transient morphogenic phenomena in a
thin liquid film in bio-physical systems.
THEORY OF PATTERN FORMATION ON
THIN-FILMS
Starting from the time-dependent Stokes’ equation un-
der thin-film conditions, i.e. film thickness h≪ 1, we ob-
tain the amplitude equation through an asymptotic ex-
pansion in the limit ǫ→ 0, where ǫ is the non-dimensional
distance to the critical excitation wavenumber. In the
presence of the fluid flow, the resulting amplitude equa-
tion derived under the assumption of quasi-static flow
offers an insight into the transient pattern formation pro-
cesses we observe experimentally.
To match our experimental conditions, which are
shown in figure (1), we consider two cases: a convex
and a concave hemispherical geometry as in figure (1c-
d) with R/h ≫ 1, where R is the radius of the hemi-
sphere. Decomposing the liquid surface, we consider
a wave-form F (x, y, z, t) = z − ζ(x, y, t), where ζ(t) is
the time-dependent wave amplitude which satisfies the
small-amplitude condition that ζ ≪ λ = 2π/k and
dζ/dt ≪ vc = ω/k, where λ, k, ω, vc are the wavelength,
wavenumber, frequency and the phase velocity, respec-
tively. Assuming an overall overdamped region for ω, i.e.
Re(ω) = 0, we obtain at the leading order the amplitude
equation
∂τζ = ∆2
(
c1ζ + c2ζ
2 + c3ζ
3 + c4∆2ζ
)
+ c5ζ + c6ζ
2 + c7ζ
3, (1)
where ∆2 is the 2-dimensional Laplacian operator, τ
is the non-dimensional time, ci ∈ R for i = 1, . . . , 7
are coefficients which depend on the Laplace number
La = ρσh0/µ
2 and the velocity-independent Marangoni
number M = ρ(∆σ)h0/µ
2, where ρ, σ, h0, µ are fluid
density, surface tension coefficient, reference film thick-
ness and dynamic viscosity, respectively. The (c1, c2, c3)-
terms describe the nucleation and the coarsening pro-
cesses of the instability, typical of the CH-type equation,
the (c5, c6, c7)-terms describe dynamics affected by con-
vection, usually present in the SH-type equation, and the
c4 bi-Laplacian term is common to both type of equa-
tions. Due to the fluid nature of the system, obtaining
the coefficients ci for i = 1, . . . , 7 is a non-trivial pro-
cess. However, under the quasi-static assumption which
is valid near the onset of instability and corresponds with
the experimental cases under consideration, we can ob-
tain the coefficients c1, . . . , c7 analytically using the lu-
brication approximation in the thin-film fluid dynamics.
The detailed derivation of the asymptotic expansion
under the limit ǫ → 0 can be found in the Supplemen-
tary Material, combined with the systematic analysis
which enables us to express the coefficients in equation
(1) in terms of the non-dimensional parameters La and
M, which denote the effect of curvature and the localised
strength of the gradient of the surface tension coefficient,
respectively. The surface tension near the onset of insta-
bility for the initial time is assumed to follow the linear
Henry isotherm σ = σ0 − αΓ, where α = −|∂σ/∂Γ| for
surfactant concentration Γ and initial surface tension σ0.
In absence of surfactants, the critical damping wave-
length, where the wave transitions from an underdamped
to an overdamped regime occurs, is given by λwc =
2πlvc/ǫ
⋆2 [17], where lvc = µ
2/(ρσ) is the viscocapil-
lary lengthscale and ǫ⋆ is the largest positive root [17]
of f(ǫ) = 11ǫ6− 18ǫ4− ǫ2 − 1 . For soap films under con-
sideration, the presence of the surfactant solution damps
the surface waves of the system [18] and thus propels the
3value of λwc to within the range of the interferometry tech-
niques employed to measure the thickness of thin films
and, indeed, the experimentally observed film thickness
in the current study.
Since the existence of real coefficients in the ampli-
tude equation (1) is a necessary condition for the insta-
bility dynamics to manifest itself physically, this suggests
the pattern-forming region overlaps with the overdamped
capillary wave regime. In this overdamped regime, we
require iω ∈ R where the general complex frequency
ω = ω1 + iω2 ∈ iR appears in the dispersion relation
of a viscous system with non-trivial surface tension and
gravity [17, 19–22] given by
ω20 + (iω + 2νk
2)2 − 4ν2k4
(
1 +
iω
νk2
)1/2
= 0, (2)
where ω20 = σk
3/ρ + gk. For regions where iω ∈ R, the
viscous effects of magnitude νk2 dominates the restor-
ing effects of the surface tension (σk3/ρ)1/2 and, hence,
surface fluctuations are found [21] to be exponentially
damped with ω2 ∼ k and ω1 = 0.
Under the overdamped capillary wave regime assump-
tion for the dynamics of the pattern formation, we conjec-
ture that the wavelength of the pattern-forming instabil-
ity λ is proportional to the critical damping wavelength
λwc . This provides the relevant lengthscale for the criti-
cal wavelength λc at the inception of the pattern-forming
instability, with λ ∼ λwc . To relate the pattern-forming
wavelength with the normal surface displacement ampli-
tude, we consider that under the quasi-static assumption
where the fluid velocity lengthscale U ≪ 1 and using the
symmetry of the system, the boundness condition (see
Supplementary Material) on the vertical velocity w as
the film height z → 0 leads to the power-law relation
λ¯ ∼ ζ¯2/3, (3)
where the non-dimensional normal displacement ampli-
tude and the wavelength of the pattern-forming instabil-
ity are given by ζ¯ = ζ/ζ0 and λ¯ = λ/λ0, respectively,
where ζ0 is the reference normal displacement amplitude
and λ0 is the initial wavelength. This relation links ζ
and λ, which suggests that results from the experimental
thin-film interferometry technique can be used directly
to probe the lengthscale of the instability wavelength.
Finally, we derive the real coefficients in the amplitude
equation in the Supplementary Material, which is shown
in table (1). These coefficients together with equation (1)
give a complete leading-order description of the transient
pattern-forming dynamics in the overdamped capillary
wave regime under quasi-static fluid flow.
STABILITY AND HYSTERESIS
The pattern selection and coarsening at the onset of
the instability are nonlinear processes and thus cannot
be derived by a linear stability analysis. Furthermore,
c1 =
2
15
Mˆ− Lˆ
c2 = −
3
4
Lˆ
c3 =
117
80
− Lˆ
c4 = −
38
75
+ 6
15
Lˆ
c5 =
1
3
Mˆ
c6 =
1
4
Mˆ
c7 =
19
45
Mˆ + 2
5
Lˆ − 28
75
TABLE I. List of normalised parameters for equation (1),
where Lˆ = La−2 and Mˆ = M−2
the pattern instability is highly transient and numeri-
cal simulations of equation (1) in the parameter space
of M and La do not yield steady states, but transitions
from the hexagonal dots to the labyrinth phases or the
intermediate mixture phase where hexagonal dots and
labyrinths coexist. The transition can be understood to
be the consequence of terms with even parity in equa-
tion (1) breaking the invariance of the solution under
the reflection map Θ(ζ) = −ζ. The coefficients of the
symmetry-breaking terms, under the overdamped thin-
film approximation, are shown in table (I) to depend on
La and M, and thus we can expect a role for both cur-
vature and Marangoni effect in the symmetry-breaking
transition. In similar symmetry-breaking behaviour in
the classical SH-type systems [9, 23, 24] where the in-
clusion of similar terms destroy the Θ-invariance of the
solution, a qualitative comparison suggests small values
of the curvature La and the surface tension gradient M
would result in a hexagonal dot phase, while larger values
of La and M would yield a labyrinth phase.
The amplitude equation (1) can be recast in the normal
form of a mixed SHCH-type system as
A˙ = −∆df(A)
dA
+∆2A− αA− βA2 −A3, (4)
where ˙ = 4c4/c
2
1∂τ , A = ζ(4c4c7/c
2
1)
1/2, α = 4c4c5/c
2
1,
β = 2c6/c1
√
|c7|/c4 and ∆ = ∆2/k2c for kc = |c1|/2c3.
We note that ∆ terms are characteristic of a CH coars-
ening system [5] and the polynomial terms appear in
SH systems [23]. For CH-terms to dominate the SH-
terms requires the 2
15
Mˆ + 3Lˆ≪ 37
40
, where Lˆ = La−2 and
Mˆ = M−2. In high Mˆ, Lˆ regions, the CH terms in the am-
plitude equation dominate over the SH terms (henceforth
called the CH-regime) and vice-versa for low Mˆ, Lˆ regions
(the SH-regime). In our experiments, the CH-regime oc-
curs for a concave hemisphere, such as those shown in
figure (2), and the SH-regime occurs for a convex hemi-
sphere, such as the case shown in figure (4). Moreover
in the SH-regime, weakly-nonlinear stability analysis [24]
can yield exact regions of the non-dimensional parame-
ters Lˆ and Mˆ for which different patterns are stable. By
comparing the SH-terms of the amplitude equation (4),
i.e. neglecting the CH-terms, with a standard SH system,
one finds the stability criteria
4FIG. 2. Experimental images a-d and simulation results e-h of pattern formation on a concave thin film near rupture. Subfigures
i-l show the numerical fractal dimensions of subfigures a-h where the y0 and y1 are the y values for the top and bottom edge,
respectively. The contours around the curve denote the standard deviations (sd) of the fractal dimension, with the deepest
colour showing the bounds of 1
2
sd and the faded colour giving the 1sd bounds.
Hexagonal dots:− 1
15
β2 < 1− α < 4
3
β2 (5)
Mixed dots/Labyrinth: 4
3
β2 < 1− α < 16
3
β2 (6)
Labyrinth: 16
3
β2 < 1− α (7)
where
α = 4
3
Ξ2Mˆ, (8)
β = ΞMˆ
(
13
15
Mˆ + 4
15
Lˆ + 56
225
)−1/2
, (9)
for Ξ2
(
2
15
Mˆ−Lˆ)2 = − 38
75
+ 6
15
Lˆ. This criteria is visualised
in figure (5a). In addition, the stability criteria in the
SH-regime predicts the existence of two hysteresis cycles.
With comparison to similar studies on the hysteresis of
51− α
A
−
1
15
β2 0 4
3
β2
Hexagons
a.
1− α
A
0 4
3
β2 16
3
β2
Hexagons
Labyrinth
b.
FIG. 3. a. The first hysteresis cycle for the amplitude equa-
tion near 1−α = 0. The undisturbed state transforms into a
hexagonal state at 1− α = 0. b. The second hysteresis cycle
for the amplitude equation near 1−α = 4
3
β2 and 1−α = 16
3
β2
where the hexagonal state turns into the labyrinth state.
the SH system [9, 25, 26], we consider the amplitude of
the stationary solution in terms of the parameter 1− α.
The first hysteresis cycle occurs near the transcritical bi-
furcation point 1 − α = 0 and encompasses the subcrit-
ical hexagaonal (hysteresis) region − 1
15
β2 < 1 − α < 0
as shown in figure (3a). Within the subcritical hysteresis
region, we observe experimentally in Fig. (4) the possible
stable co-existence of both the hexagonal dot state and
the no pattern state. For the labyrinth state, we con-
sider the stationary solution of the SH equation with the
monoharmonic approximation [24] to yield the amplitude
A = 2√
3
√
1− α, (10)
which is independent of β. This amplitude solution (10)
sets up the second hysteresis cycle in the range 4
3
β2 <
1− α < 4
16
β2 as shown in figure (3b).
COMPARISONS WITH EXPERIMENTS
Using the amplitude equation (1), we can identify
and graphically quantify the pattern-forming behaviours
within the nonlinear system. In particular cases, we can
apply the stability criteria in equations (5-7) directly to
anticipate the dynamics of the pattern formation and
verify with experiments using the metric of local frac-
tal dimension. In figure (2), we have a localised sys-
tem of a concave thin-film configuration, whereby there
is a gradient of film thickness formed by the gravita-
tional drainage flow (see Supplementary Video 2). We
observe that the theory closely mimics the experimental
data qualitatively in terms of the onset and initial evo-
lution of the dot pattern. This suggests that while the
amplitude equation (1) is a leading-order approximation
of the system, it nonetheless captures the key behaviour
of the system where the diffusional CH-terms dominate
over the convectional SH-terms in the amplitude equa-
tion (see Supplementary Video 4). We see in (2d,h) that
the theory starts to deviate from the experimental results
as the higher-order behaviours and convection flows due
to localised gradients become relevant. To show the finer
differences between the experimental image and the sim-
ulation result in figures (2e-l) in a quantitative manner,
we obtain numerically the fractal (Minkowski-Bouligand)
dimension (FD) [27] of the image divided into N verti-
cal segments, where the FD of a region Ω ∈ R is defined
by limδ→0 logNδ/ log(1/δ), for Nδ is the minimum num-
ber of sets with diameter of at least δ required to cover
Ω. Figures (2k,l) show a consistent difference in FD be-
tween the experimental and simulation results later in
the pattern-forming evolution. This quantifies the differ-
ences between the full nonlinear system and the leading-
order asymptotic model, which captures all but the finest
details of the microscale behaviour in the pattern forma-
tion dynamics. It is expected that this difference vanishes
upon the consideration of higher-order asymptotics. An-
other feature of note is that the standard deviation of the
FD in experimental images (with the exception of the
initial condition) is smaller than that of the simulated
results. This suggests that the higher-order asymptotic
terms contribute also towards the stability of the FD met-
ric.
A particular case in which the CH- and SH-terms are
of a comparative magnitude is shown in figure (4) in a
convex hemispherical thin-film system. Under this inter-
mediate CH-SH regime, we observe multiple instability
fronts where the pattern formation switches from a con-
figuration of uniform hexagonal dots to one of labyrinth
state (see Supplementary Videos 3 and 4). We deduce
from this that even though the film thickness is a factor
in the onset of the pattern-forming instability, the stabil-
ity criteria in equations (5-7) still governs the state of the
instability, i.e. the local pattern formation is not only a
function of the film thickness initial condition but also the
local values of the Marangoni (M) and Laplace (La) num-
bers. Assuming the local curvature does not deviate from
6FIG. 4. Experimental a-d and simulation e-h images of pattern formation on a curved thin film with associated i-l plots of
the Marangoni number and the Marangoni field m-p on the hemisphere, where y0 and y1 are the left- and right-most y values
of the cross-section shown in m.
the initial condition in the particular case as shown in fig-
ure (4a-d), then the Marangoni number is an indicator of
the state of the pattern formation. We consider here the
Marangoni number calculated from the simulation result
in figures (4i-l). Moreover, a slice of the Marangoni num-
ber across the hemisphere from the simulation in figures
(4i-l) shows that the peak values of the M correspond
to regions of labyrinth behaviour, whereas trough values
denote hexagonal states. Physically, this suggests that a
greater local variation of the surface tension neccessar-
ily leads to a more disordered and symmetry-breaking
pattern formation, whereas a smaller local perturbation
in the local surface tension creates the more orderly and
symmetrical hexagonal state of pattern formation.
Another case of the convex hemispherical thin-film sys-
tem under the intermediate CH-SH regime, now with pat-
tern formation predominantly in the labyrinth state, is
shown in figure (5b-e) and Supplementary Videos 3 and 4.
More particularly, we observe in both figures (4a-b) and
(5b-e) the appearance of a circular “black hole” region at
the topmost part of the hemisphere, corresponding to the
thinnest portion of the whole system. We denote this the
black-film region C in figure (5a), wherein the molecules
at the interface are in a close packing configuration [28].
Locally, this close packing correlates to a fully-adsorbed
interface which results in the homogeneous condition that
there is negligible Marangoni gradient, i.e. M ≪ 1. In
terms of the amplitude equation, the black-film region
C admits a U-shaped quadratic energy functional in the
CH-terms of the amplitude equation (1), which can be
linearised to the Helmholtz form (∆2 + Ω
2)ζ = 0, where
the film thickness ζ can be interpreted in this case as the
amplitude of time-harmonic solutions to the wave equa-
tion ηtt = ∆η, with frequency Ω given by Ω
2 = c5/c1
for η = ζ exp(−iΩt). The boundary condition is given
by the thickness-wavelength relation in equation (3) that
limζ→ζc η(rc, θ, t) = 0, where ζc ∼ (λwc )3/2 and rc is the
radius from the apex where the film has thickness ζc. The
simulation in figures (5f-i) takes into account this black-
hole region by imposing an additional Gaussian decay ini-
tial condition on the top-most spherical cap with radius
rǫ ≪ 1. As ζ → ζ+c , M = O(1), the patterns correspond
to the peaks of the Marangoni number plot, also referred
to as the pattern-forming region A in figure (4k) and (5a),
and evolve according to the amplitude equation (1) with
a W-shaped quartic energy potential f(A). Lastly, in the
thin-film region B the dominant dynamics is the thin-film
fluid flow rather than the pattern-forming instability and
7FIG. 5. a. Plot of the stability diagram, where (A) denotes regions of pattern formation, and (B) and (C) denote the thin-film
flow and the black-film regions, respectively. b− e. Experimental images of the labyrinth state on a convex hemispherical
thin-film system. f − i. FEM simulation of the amplitude equation (4) in region (A).
this is shown as M reaches a trough in figure (4k). Op-
posite to the black-film region C, the local Marangoni
gradient is negligible due to a lack of coverage of surfac-
tant on the interface as the fluid flow transports surface
materials along the interface. Correspondingly in figures
(4m-p), we observe this interfacial transport process con-
gregates the surfactants near the top of the hemisphere
as time increases, reinforcing the idea of a two-regime
dynamics, where the surfactant-concentrated region ex-
hibits quasi-elastic [9] patter-forming behaviours whilst
thin-film fluid flow is the dominant dynamics for regions
where surfactant concentration is low.
CONCLUSIONS AND OUTLOOK
We demonstrated that an effective field theory derived
systematically using asymptotics provides a good quasi-
quantitative description of the surface pattern formation
in non-planar viscous thin liquid films in the presence of
a surfactant solution. Systems which exhibit similar pat-
tern forming capabilities can be found across different
lengthscales but the underlying principle of symmetry-
breaking in the field equation is a common mechanism
by which patterns form on the surface of a homogeneous
film, and the presence of surfactants along with geomet-
ric curvature provides inputs and enables a more sys-
tematic classification of the overall wrinkling process in
a dynamic situation. Thus, the proposed analytical ap-
proach can help us to recognise more quantitatively pat-
tern formation processes beyond a static situation and is
a significant step towards characterising completely the
complex dynamic behaviour of the thin film near the pro-
cess of rupture to the leading order.
An interesting result of this analytical work is that
the thin-film naturally yields a power-relation relation
between film thickness and the instability wavelength λ
through the requirement that local fluid velocities are fi-
nite. Moreover, the proximity of the critical instability
wavelength λc to critical damping wavelength of the cap-
illary wave, λwc , as observed experimentally with interfer-
ometry, together with previous analytical work on cap-
illary waves in the presence of surfactants [17] prompts
a conjecture between the two quantities. We expect the
capillary wave theory together with a more sensitive anal-
ysis of transient film compositions to be instrumental in
understanding film behaviour and the nucleation of black
spots [29] near the rupture process and that the capillary
wave theory provides a useful vehicle through which we
can understand the damping behaviours and the rough-
ness of the interface in the neighbourhood of the onset
of the pattern-forming instability. We are encouraged by
recent results in pattern formation for stationary elas-
tic spherical objects [9] and we anticipate that our ana-
lytical theory leads to further experimental work in the
measurement of the relevant quantities in transient and
fluidic pattern-forming phenomena.
ALGORITHM
The simulation of the amplitude equation in equation
(4) is non-trivial. While the double-well potential is rem-
iniscent of the Cahn-Hilliard (CH) equation, the polyno-
mial terms are a feature of the Swift-Hohenberg equa-
tion, coupled with the fourth-order bi-Laplacian opera-
tor. This presents challenges within the finite element
method. To employ a Galerkin-method requires either
a piecewise smooth and globally C1-continuous element
for a basis function or a mixed formulation which by-
8passes the C1-continuous requirement by introducing an
auxiliary field to recast the fourth-order equation of mo-
tion into two coupled second-order equations. Here we
used the mixed formulation which has been shown, for
CH-class equations [30, 31], to be less computationally
expensive with a comparable accuracy to C1-continuous
methods. To realise the finite element formulation, the
solution of a system state is given via the interpolation
function A(x) =
∑N
i=1AiNi(x), where Ni are the finite-
element basis and Ai are the coefficient for each trian-
gular elements with index i = 1, . . . , N . The mesh used
for the Galerkin projection is a triangulation of the inter-
face with 97, 000 elements for the (convex) hemispherical
case and 87, 000 elements for the (quasi-)planar concave
case. The FEM package FENiCs [32] is used for the cal-
culation, whereby integrals over the manifold mesh are
reduced to integrals over the surface facets of a mesh
[33]. The Crank-Nicolson method is used for the discreti-
sation in time and the Newton-Krylov solvers based on
PETSc’s SNES module is used with the discretisations in
space and time solved using the general minimal residual
method (GMRES). Each iteration is solved to a relative
tolerance of 10−6. The solution process scales well with
multiple cores using the MPI routine.
EXPERIMENT
The concave hemispherical soap films were created and
stabilised on a bath of diluted liquid detergent solution
(Fairy liquid, Procter & Gamble) to allow a natural and
undisturbed formation of a spherical geometry. The ef-
fective radius of the concave hemispherical membranes
were chosen to be 5cm 6 Rconcave 6 8cm such that we
can neglect any edge and contact line effects. The con-
vex thin film was formed on a apparatus with a spherical
gap. The radius was fixed at Rconvex = 2.5 cm. The ex-
perimental images were taken using a Nikon DSLR with
a 105mm macro lens at 1:1 magnification. More details
of the experiment can be found in the Supplementary
Material.
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