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This paper discusses the methodologies that can be used to optimize a logistic process of a
supply chain described as a scheduling problem. First, a model of the system based on a real-
world example is presented. Then, a new objective function called Global Expected Lateness
is proposed, in order to describe multiple optimization criteria. Finally, three diﬀerent optimiza-
tion methodologies are proposed: a classical dispatching rule, and two soft computing tech-
niques, Genetic Algorithms (GA) and Ant Colony Optimization (ACO). These methodologies
are compared to the dispatching policy in the real-world example. The results show that dis-
patching heuristics are outperformed by the GA and ACOmeta-heuristics. Further, it is shown
that GA andACO provide statistically identical scheduling solutions and from the optimization
performance point of view, it is equivalent to use any of the meta-heuristics.
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The present-day industrial world is characterized by an increasing number of
manufacturers that purchase from other companies most of the components of their
products. Production lines are world-wide networks of suppliers, warehouses and
distribution centers, rather than traditional sets of machines in factories. These net-
works are called the supply chain. Its most important characteristic is the ability to
quickly respond to market changes [2].
Logistics can be deﬁned as the sub-process of the supply chain that deals with plan-
ning, handling and control of the storage of goods between the manufacturing point
and the consumption point. In the past, goods were produced, stored and then deliv-
ered on demand. Nowadays, many companies do not work with stocks, using instead
cross-docking centers, which are facilities with very limited storage capacity (or none),
like airports or harbors, where goods can be deposited for short periods of time before
being picked-up [38]. The goods are transported from the suppliers to these cross-
docking centers, stored, and then shipped to the costumers. The lack of storage
may increase the delivery time, but it reduces considerably the volume of invested cap-
ital and enlarges the ﬂexibility of the supply chain. The key issue is to deliver the
goods on time, in order to ensure costumer satisfaction and at the same time minimiz-
ing the stocks. Therefore, the control of a logistic process is a scheduling problem.
Scheduling theory is concerned with the optimal allocation of scarce resources to
activities over time [40]. Over the last decades, a large number of methodologies has
been developed to solve diﬀerent scheduling problems, which are usually NP-hard
problems: dispatching rules [3], bottleneck heuristics [1], and local search methods
or meta-heuristics [29]. Pinedo [28] presents the state-of-the-art scheduling tech-
niques, more focused on job-shop problems, but this survey is valid for scheduling
problems in general. Nowadays, meta-heuristics are considered to be the most pow-
erful scheduling techniques [14], mainly the ones using evolutionary metaphors, like
genetic algorithms [13,7]. However, many other heuristics have been also successfully
applied, like simulated annealing [15,16], tabu search [12,17,26] or ant colony opti-
mization [9,4,22].
The scheduling problem in supply chain systems is a recent problem in scheduling
theory. Shen and Norrie [32] present a review on the methods used to solve this prob-
lem. The problem has been tackled mainly by the multi-agent community [2,27].
These works use very simple approaches that revealed limitations to cope with the
complex supply chain optimization problems. However, those limitations can be ad-
dressed using soft computing techniques, such as GA or ACO.
In this paper, we propose and discuss optimization methods for the scheduling of a
logistic process in a supply chain framework. The motivation is the optimization of a
real-world logistic sub-process at Fujitsu-Siemens Computers (FSC) [33]. In real-
world applications, it has been proved that the classical dispatching methods are
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tion. However, many companies are still reluctant to replace the robust, simple and
therefore attractive dispatching rules. They need to be sure about the beneﬁts of
applying new sophisticated scheduling methods, comparing the costs of the change
to the added value provided by this change. Here, we compare the actually used
scheduling method at FSC with three others: a dispatching rule, a genetic algorithm
and ant colony optimization approach. The objective is to discuss how the methods
ﬁnd the solution, to point out the resemblances and the diﬀerences between them, to
ﬁnd out in what aspects they perform better than the others and at the end, what
method should be used. A brief study on this subject was presented previously in a
conference paper [34]. This paper deﬁnes a more general cost function for the logistic
problem and simulates a new instance, in order to make a thorough analysis of the
results, and redraw important conclusions regarding the optimization methods pro-
posed in this paper.
The outline of this paper is as follows. The logistic process is described in Section
2 and the optimization problem is presented in Section 3. The diﬀerent scheduling
methods considered are explained in Section 4. Section 5 presents and discusses
the simulation results. Finally, Section 6 concludes the paper, giving the guidelines
for future work.2. The logistic process in a supply chain
In the logistic process of FSC [33], computers and hardware solutions are sold but
not manufactured in-house. All components are bought from external suppliers, col-
lected at docking-centers and then delivered to the clients. This supply chain frame-
work allows FSC to sell clients the newest solutions or the fastest components, just
by working with several diﬀerent suppliers. In this way, the client has a wider range
of oﬀers, and FSC can maintain or even extend its market position.
This paper considers the simulation of a logistic process that closely resembles the
real-world logistic sub-process at FSC. This section presents a description of the lo-
gistic system and a model of the logistic process as a birth-and-death process [31].
With this model, it is possible to understand how the proper choice of a scheduling
method is able to improve the logistic process. The simulation environment is also
constructed based on this model.2.1. Description of the logistic process
Fig. 1 presents a schematic representation of the logistic process. This process can
be divided into ﬁve sequential steps:
(1) Order arrival. Let the product needed by the client be called an order oj. At each
day, the logistic system has a order list O of m orders waiting to be delivered,
i.e., oj 2 O with j = 1, . . . ,m. An order oj is a set of n diﬀerent types of items,
Fig. 1. General representation of a logistic process.
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order can be deﬁned as an n-tuple oj = (q1j, . . . ,qij). For example, o1 = (3,0,2) is
the order j = 1 that consists of three items of component c1 and two items of
component c3. When a new order oj arrives, it receives two labels: the arrival
date or release date rj and the desired delivery date or due date dj, which is
the date when the client wishes to receive the order. The order is delivered at
the completion date Cj.
(2) Component request. For every order accepted by the system, a purchase list with
the diﬀerent components and their quantities is built and these components are
demanded from external suppliers. Each type of component ci is characterized
by a production time pi, which is the time that the supplier needs to deliver the
component to the system. An order oj is expected to be completed at ~Cj ¼
rj þmaxðpiÞ, i.e., after the component with the highest production time is deliv-
ered at the cross-docking center.
(3) Component arrival. The components are delivered from the suppliers to the
cross-docking centers, after the production time pi. The system maintains a
stock list Q = (q1, . . . ,qn), which is a list with the type of components and their
quantity already in the system. These components are ready to be assigned to
the orders waiting in the orders list O.
(4) Component assignment. The decision process occurs at this step. The system has
to observe the stock list and the orders list, and check which orders have all the
components available to be delivered. It has also to check the due date dj, to see
when it is supposed to deliver the orders. The objective is to match the delivery
or completion date Cj with the due date dj. The diﬀerence between the comple-
tion date and the due date of the order oj is called the lateness Lj. The orders
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the objective is to have Lj = 0 for all orders. This decision step is done once per
day, either by some dispatching rule or by some other optimization procedure.
(5) Order delivery. After the selection of the orders to be delivered has been per-
formed by the decision process, a transportation facility picks up the compo-
nents at the docking-center, and the orders are delivered to the clients. After
that, the stock list and the order list are updated.
We consider two types of disturbances that negatively inﬂuence the system:
• disturbances in the suppliers production times pi. Sometimes the components
enter the system before the expected date, and at other times later (which is the
most common situation);
• disturbances on the delivery due date dj. The system might accept desired delivery
dates diﬀerent from the expected delivery date, because a client is very important
and the order cannot be lost to a competitor.
These disturbances will aﬀect the component assignment step: if the components
arrive at the cross-docking center before expected, the order might be delivered earlier
than desired (Lj < 0); if the components arrive later than expected, the orders might be
delivered later than desired (Lj > 0). To minimize the eﬀects of such disturbances, it is
reasonable to oblige the system to retain the orders that are going to be delivered ear-
lier until the correct delivery date. Of course this will imply an increase in the stock
size, but this can be done if the number of orders ready to be delivered before the de-
sired date is much smaller than the total number of orders in the system. In practice,
this means that in our system, we will never have orders with negative lateness
(Lj < 0), improving automatically in this way the systems performance. This can be
also deﬁned as optimizing the logistic process based on the orders tardiness
Tj = max(0, Lj). In this paper we maintain the lateness deﬁnition, as it is more general.
2.2. Modeling the logistic process as a birth-and-death process
Considering that both the stream of demands by the costumers and the handling
of orders (service rate) by the company are exponentially distributed (as observed in
the experimental data from FSC [33]), the generated stochastic process can be mod-
eled as a Markov process [31], in particular, a birth-and-death process [36].
The arrival process or birth process, is described by a Poisson distribution. This
discrete probabilistic distribution is used to model the number of orders entering
the system within a time interval t and is given by
pðx; ktÞ ¼ ðktÞ
x
x!
ekt; ð1Þ
where x is the random variable representing the number of orders in the logistic pro-
cess and kt is the parameter that indicates the probability of this event to occur with-
in a certain time interval t. This process can also be described by an exponential
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variance of the distribution p(x, kt).
The exponential distribution is used to model the service process, which is also
called death process. This is a continuous distribution given by
pðt; t0; lÞ ¼ lelðtt0Þ; ð2Þ
where l is the service rate (death rate) of the process. This distribution shows how
likely an order is to be ﬁnished within a time interval Dt = t  t0, and accounts
for the time interval needed for a certain event to occur [31]. The random variable
Dt is memoryless, which means that the number of orders delivered by the system
does not depend on the number of orders that are still in the system. The parameter
1/l is the mean of the exponential distribution p(t, t0, l), and represents the average
service time ts that an order stays in the system.
The logistic system is then deﬁned by a queue of orders arriving at a k birth rate
waiting to be processed by a system with a l service rate. This queue is sorted using
some queue discipline (scheduling method). The average number of orders in the sys-
tem m is given by Littles law [39] (usually represented as L in the literature), valid for
all kinds of queuing processes:
m ¼ k  ts. ð3Þ
The average number of orders m in a birth-and-death process is also given by
m ¼ q
1 q ; ð4Þ
where q = k/l denotes the utilization or traﬃc intensity [39]. The system is stable only
if q 6 1. This means that the average number of customers in a system is determined
only by the utilization q. A change of the queue discipline within a particular queue
does neither change the average number of orders m nor their average waiting time
in the queue. However, the distribution, and with this, the variance of the waiting
time of customers in the queue, can be inﬂuenced by an appropriate choice of the
queue discipline. The individual service rates l can be increased if it is possible to
exchange information, services, or components between the particular queuing sys-
tems. This may cause a drop of waiting times and a decrease of numbers of custom-
ers in the queues.
The service rate l plays the role of a control variable. Therefore, the scheduling
problem of a logistic system consists of ﬁnding an optimal schedule of components
to orders that: (1) ensures the delivery of the orders on the correct day; (2) maintain
the stock size as small as possible; (3) if possible, reduce the average service time 1/l
of the logistic process.3. The scheduling problem
The optimization of a logistic process can be seen as a special instance of the Gen-
eralized Assignment Problem (GAP) [21], which in turn is a particular case of the
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items to m knapsacks at minimum cost (with h P m), such that each item is assigned
to exactly one knapsack, regarding the capacity constraints on the knapsacks. This
problem is NP-hard [25] and it models many real life applications, e.g., resource
scheduling, vehicle routing problems or others [6]. Some of the algorithms presented
in the literature to solve GAP are exact tree search algorithms [21], heuristic solutions
[6,25] or meta-heuristics like genetic algorithms [19] or ant colony optimization [20].
In the logistic system the orders can be seen as knapsacks and the components as
the items to be assign to the knapsacks. There are m orders oj in the set O of orders
waiting to be delivered and h ¼Pni¼1qi; qi 2 Q items to be assigned to the orders.
Consider the set OD  O the subset representing the orders that are actually deliv-
ered and let the subset of orders that are not delivered be the complementary set
OD  O, such that OD [ OD ¼ O. The objective is to ﬁnd the set of orders (knapsacks)
that can be ﬁlled with the available items, i.e., the set of delivered orders OD, such
that a certain cost function f is minimized.
A classic objective function f in scheduling problems is to assume the minimiza-
tion of the sum of the lateness absolute values of all the delivered orders, i.e.,P
j2OD j Lj j. However, with this function a low global lateness value could mask
the fact that no orders are delivered at the correct date, although all of the orders
are delivered with small lateness. Moreover, this objective function does not consid-
ers information about the lateness of the orders that are not delivered
P
l2OD j Ll j.
Imagine that an order is not delivered and has already a considerable lateness; if
the scheduling solution proposes to deliver this order, the solution would have a
worse value than a solution where the order is not delivered. All the orders already
with high delays would most probably never be delivered.
Therefore, this paper proposes a new cost function called Global Expected Late-
ness (GEL), which accounts for all these diﬀerent aspects and is given by
f ¼
P
j2O j Lj j þ#ODðLl > 0Þ
#ODðLj ¼ 0Þ þ  ; ð5Þ
where
P
j2O j Lj j accounts for the minimization of the lateness of the total set of or-
ders in the system O;#ODðLl > 0Þ refers to the minimization of the number of orders
that are not delivered and are already delayed (positive lateness); and ﬁnally
#OD(Lj = 0) +  accounts for the maximization of the number of orders delivered
at the correct date. The  is a small constant that avoids the inﬁnity value when
no orders are delivered at the correct date.
The logistic problem has however two constraints. The ﬁrst one is the capacity
constraint. This means that each knapsack is either empty or completely full. To
deliver an order oj, the system must have the complete set (q1j, . . . ,qnj) of items,
i.e., the cardinality # of the n-tuple oj must be equal to the sum of all the necessary
components to deliver that order, i.e., #oj ¼
Pn
i¼1qij. The second constraint is the
availability constraint and it refers to the fact that to ﬁll completely a knapsack with
a certain type of component, enough components of the same kind must be available
in the stock list Q.
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minimize f ðcostÞ
subject to: oj 2 OD iff #ðojÞ ¼
Xn
i¼1
qij ðcapacity constraintÞ; ð6Þ
qij 6 qi 2 Q ðavailability constraintÞ.
The optimal solution for this problem is to have f = 0, which happens when the late-
ness of the orders in the system is zero, i.e.,
P
j2O j Lj j¼ 0. Notice that this solution
implies that no orders with lateness greater than zero remain in the system, i.e.,
#ODðLl > 0Þ ¼ 0.
This formulation describes the optimization problem on a daily basis, because this
is the common procedure in real-world logistic processes due to the use of cross-
docking centers. However, the optimization of logistic processes is in fact a dynamic
succession of daily optimization problems, that are treated independently, even
though they are not. The one-day problem solution determines the initial conditions
of the next-day problem and therefore diﬀerent solutions for the same daily problem
originate diﬀerent next-day scheduling problems. Thus, the performance of the sys-
tem must be analyzed considering longer time units, such as weeks, months or years.4. Diﬀerent methodologies to solve the scheduling problem
In this section, we present the methodology used at FSC to schedule the logistic
process, called pre-assignment (PA) strategy and then we propose and compare three
diﬀerent approaches: a dispatching rule called First Desired First Served (FDFS), a
genetic algorithm approach (GA) and an optimization method based on ant colony
optimization (ACO).
4.1. Pre-assignment
An easy, safe, fast (runs in O(m) time, where m is the number of orders waiting to
be delivered) and thus common policy to schedule logistic processes within a supply
chain framework, is to follow a pre-assignment strategy. This means that when the
components of an order are purchased, they are assigned to that speciﬁc order
and thus cannot be used by any other order. This strategy has proven to be insuﬃ-
cient to face the dynamic behavior of a logistic process. As an example, imagine an
order o1 that has to be delivered tomorrow and needs one component c1 and one c2,
which are already in the stock, but waiting for tomorrow to be sent to the client.
There is also an order o2, that has to be delivered today. This order needs one com-
ponent c2, which is not yet in the stock because there was a delay, but it will arrive
tomorrow. Following the PA strategy, orders o1 and o2 will be both delivered tomor-
row, but order o2 will be one day delayed. However, if the component c2 assigned to
order o1 is instead assigned to order o2, this order will be delivered on time (today)
and order o1 will probably be delivered on time too, because a new component c2 is
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the objective of minimizing the stocks, since components assigned to orders that are
not complete, even if only one component is missing, have to remain in the stock. It
also fails the objective of delivering goods in time, because it is not robust to distur-
bances, such as delays on the arrivals of the components or changes made by clients.
More eﬀective strategies have to allow the exchange of components between orders,
even if this higher degree of freedom increases the complexity of the scheduling
problem.4.2. First desired ﬁrst served
A dispatching rule consists of assigning a priority index to an activity (perform a
task, produce a job, deliver an order), based on an optimality criterion, and then sched-
uling the activities according to the priority index. This typically gives a simple sched-
uling algorithm that runs in O(m logm) time. The main property is the fact that the
priority of an activity is determined without reference to other activities. There are sev-
eral dispatching rules that can be used in our problem [36]. Since our objective function
is to minimize the lateness of the delivered orders as deﬁned in (5), the most obvious
dispatching rule to be used is the one where the priority index is the order lateness
Lj. In this way, the orders with the highest positive lateness will be the ﬁrst to be deliv-
ered (since we consider that orders with negative lateness are not delivered). This
means that the orders with the earliest desired date are the ﬁrst to be served. In man-
ufacturing systems, this dispatching rule is usually calledEarliestDueDate (EDD) [28].
This approach may not work well [28,14]; dispatching rules can be optimal for
simple scheduling environments, with one single objective, but for many problems
they do not yield good schedules, particularly those with precedence and release date
constraints [28]. Dispatching rules, as deterministic rules, originate only one sched-
uling possibility and therefore miss other possible and more optimal solutions in
the complex scheduling environment, as it is shown later with a simple example in
Section 5. In order to search the space of possible solutions until a scheduling is
found that best satisfy the goals and constraints of the problem, we might consider
more sophisticated scheduling approaches. These algorithms have to take into ac-
count all the other orders when making a decision about the assignment of compo-
nents. Both GA and ACO approaches have the property of building solutions as a
group of activities, so when a solution is built by either of these methods, the orders
are intrinsically observed as a part of a larger set, rather than a single individual ob-
ject as with the dispatching rules.4.3. Genetic algorithms
Genetic Algorithms (GA) are an adaptive method to solve search and optimization
problems, based on the principles of natural evolution. Introduced by Holland [13]
they are part of a broader class called Evolutionary Computation techniques [24]. In
the scheduling optimization ﬁeld, we ﬁnd the work of Lawton [18] as an introductory
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ciﬁc area.
The evolutionary mechanisms that inspired evolutionary computation are the ge-
netic mechanisms through which species have survived and adapted to the environ-
ment: selection, recombination and mutation. Selection increases the proportion of
better adapted individuals in the population; recombination, also called crossover,
hybridizes diﬀerent genetic material in order to integrate the advantageous features
of parents into oﬀsprings; the role of mutation is the random variation of the existing
genetic material. All these properties are based on the individuals ﬁtness. This ﬁtness
describes how well adapted the individual is to the environment and how well it per-
forms as a member of the species. In this way, the evolutionary process can be seen
as a natural optimization problem to ﬁnd the ﬁttest individuals.
GA is a methodology that applies the three genetic operations, selection, cross-
over and mutation, to a population of individuals (solutions). The ﬁttest individuals
to the environment (optimization problem) have a higher chance of surviving (selec-
tion) and mating (crossover). Some of the elements suﬀer mutations. These opera-
tions generate a new population of individuals that will replace the ones that did
not survive. The new elements can be more ﬁtted than the parents, improving the
population, or less ﬁt and with a higher probability of dying. The solutions can be
improved using some type of local heuristic. This process is carried on throughout
several generations (iterations) until a suﬃcient ﬁtness is achieved. Usually, the stop-
ping criterion is deﬁned by a maximum number of iterations.
The pseudo-code for implementing GA is presented in Fig. 2. The algorithm runs
for O(g · N)  O(N2) time, where N is the maximum number of iterations allowed
and g is the size of the population.
To implement this scheme on an optimization problem, there are three main as-
pects to take into account:
(1) Coding—consists of ﬁnding a suitable representation of the solutions as a chro-
mosome (sequence of genes).
(2) Fitness function—this function determines how well ﬁtted an individual is to the
environment.Fig. 2. GA pseudo-code.
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can be done in various ways, and has been subject of intensive studies in the
last decade. The way the operations are executed can inﬂuence the eﬃciency
of the algorithm signiﬁcantly. Many parameters have to be tuned, such as
the size of the population, crossover and mutation rates, etc.
In the next sections, we will describe how we implemented the GA to solve the
problem described in Section 3. The chosen GA is rather simple, since we are looking
for a robust and versatile implementation.
4.3.1. Encoding the possible solutions
Historically, GA solutions have been represented by binary strings [13] and even
today they are still frequently used when the problem to solve is naturally discrete.
They are the easiest way to implement the genetic operations, such as mutation, which
consists of changing a gene from 0 to 1 or vice-versa. In the logistic scheduling prob-
lem, the use of binary encoding is suitable, since the problem is intrinsically discrete
and the {0,1} pair can simply represent the fact that an order is delivered or not.
In this way, a solution is a binary vector with the size of all the orders waiting to
be delivered, m, with a 0 value if the order is not delivered, and the value 1 if the
order is delivered. Fig. 3a represents an example of two solutions, A and B, in a small
example instance of the optimization problem considering seven orders. Solution A
represents that orders 1 and 3 will be delivered and solution B represents that orders
1, 2 and 7 will be delivered. The population is initialized as random binary strings.
Due to the constraints present in our problem, not all the solutions are feasible. A
feasible solution is a solution that is part of the solution space and respects the con-
straints, while an infeasible one belongs to the solution space but does not respect the
constraints. In the example in Fig. 3a, assume that the orders o1, o2 and o3 need 1
component of type c1, and order o7 needs 1 component of type c2. Imagine that
the stock contains only q1 = 3. In this case, orders o1 and o3 can be delivered, which
makes solution A feasible. On the other hand, order o7 is impossible to deliver,
because there are no components c2 available (q2 = 0), which makes solution B infea-
sible. Thus, the availability constraint determines the feasibility of the solutions.
This feasibility issue is present in almost every optimization problem and has been
always subject of discussion. Two approaches are possible: considering only feasibleFig. 3. GA implementation to solve the logistic process: (a) encoding of two diﬀerent solutions, (b) one-
point crossover between solutions A and B, resulting in two new members A 0 and B 0 and (c) mutation
suﬀered by oﬀspring A 0.
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solutions is presented in [24]. In the present implementation, if an infeasible solu-
tion is created after the genetic operations are applied, the infeasible solution is
repaired into a feasible one before the algorithm proceeds to the next iteration.
The transformation of an infeasible solution into a feasible one consists of checking
if there are enough components in the stock to deliver this order or not. If yes the
gene remains 1, the stock is updated and the algorithm proceeds to the next gene.
If there are not enough components in the stock, the gene is changed from 1 to 0.
The solution depends on the sequence by which the genes are individually checked.
In principle it should be used a random sequence. However, since we do not want
orders to be delivered with delay, we use the FDFS heuristic to deﬁne the sequence
by which the genes are checked, introducing in this way a local heuristic. This
means that the genes are checked in ascending order of desired delivery date, i.e.,
the gene that represents the order with the closest desired date is the ﬁrst one to
be checked.4.3.2. Fitness function
The ﬁtness function of a solution is given by the objective function of the sched-
uling problem f, as proposed in (5).4.3.3. Operations over the population
The selection is the process of choosing the individuals allowed to survive and
mate. The probability of selecting an individual of the population is calculated based
on the its ﬁtness, according to the roulette wheel method to join the survivors group
[23]. The eliminated population is replaced by the new oﬀsprings. Further, the GA
implementation in this paper is elitist, since the best individuals within the popula-
tion are maintained.
The new oﬀsprings are generated by the crossover operation, which consists of
mating the surviving individuals and create the new members of the population.
In this paper, two parents generate two diﬀerent oﬀsprings, using the traditional
one-point crossover. This method consists of aligning both parents A and B, ran-
domly choose a crossover section, and then swapping the segments located to the
right of the crossover, resulting in two new oﬀsprings A 0 and B 0, as shown in Fig.
3b. Note that often the crossovers are not done between all parents, but only on a
subset of the parents—this deﬁnes the crossover rate. In this case, the rest of the par-
ents simply generate direct copies of themselves. There are also other possible cross-
over techniques, such as two-point crossover or uniform crossover [23]. The oﬀsprings
will replace the eliminated population.
The mutation is applied to a subset of oﬀsprings after the crossover step. It ran-
domly changes each gene with a small probability. Fig. 3c shows how the oﬀspring
A 0 suﬀered a mutation onto A00. The mutation rates are usually very low. Consider-
ing that in this case the mutation had a beneﬁcial eﬀect on the solution A00 and that
this was the best solution found by the GA, the scheduling solution would be to de-
liver orders OD = {1,3,4,7}.
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Ants live in colonies and all their actions are towards the survival of the colony as
a whole, rather than the beneﬁt of a single individual of the society. Individual ants
have no special abilities. They communicate between each other using chemical sub-
stances; the pheromones. This type of communication allows the entire colony to
perform complex tasks, such as establishing the shortest route paths from their nests
to feeding sources. Dorigo et al. presented an optimization algorithm called the Ant
System (AS) [9]. This algorithm tried to mimic the foraging behavior of real ants, i.e.,
the behavior of wandering in the search for food. Even though they are blind or al-
most blind, ants can always ﬁnd the shortest path between the nest and the food
source.
When an ant is searching for the nearest food source and arrives at several pos-
sible trails, it tends to choose the trail with the largest concentration of pheromones
s, with a certain probability p. After choosing the trail, it deposits more pheromone,
increasing the concentration of pheromones in this trail. The ants return to the nest
using always the same path, depositing another portion of pheromone in the way
back. Imagine then, that two ants at the same location choose two diﬀerent trails
at the same time. The pheromone concentration on the shortest way will increase fas-
ter than the other: the ant that chooses this way will deposit more pheromone in a
smaller period of time, because it returns earlier. If a whole colony of thousands
of ants follows this behavior, soon the concentration of pheromone on the shortest
path will be much higher than the concentration in other paths. Then the probability
of choosing any other way will be very small, and only very few ants among the col-
ony will fail to follow the shortest path. There is another phenomenon related with
the pheromone concentration. Since it is a chemical substance, it tends to evaporate,
so the concentration of pheromones vanishes with time. In this way, the concentra-
tion of the less used paths will be much lower than that of the most used ones, not
only because the concentration increases on the other paths, but also because its own
concentration decreases.
The artiﬁcial ants mimic this behavior in a graph environment, with nodes and
arcs between the nest and the food source. They can be uploaded with more charac-
teristics, as e.g., memory and heuristic information of the problem. Thus, the phero-
mone expresses the experience of the colony in the job of ﬁnding the shortest path,
and memory and heuristic information express useful heuristic knowledge about the
problem the ants are solving.
The artiﬁcial ants have been successfully used to solve the Traveling Salesman
Problem (TSP) [11], as well as other NP-hard optimization problems [10]. Scheduling
problems, as one family of NP-hard problems with practical interest, were already
the subject of many diﬀerent research works where artiﬁcial ants were used as an
optimization heuristic, mainly in the manufacturing systems domain [5]. In general,
ACO algorithms are a very interesting approach to solve problems that can be trans-
lated into seeking the minimum cost of a graph structure [8], especially when the con-
nection costs can change over time, i.e., when problems are dynamic. Moreover, the
ACO is an algorithm where local searches are very easy to incorporate, since it
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ACO meta-heuristic to schedule the processes described in Sections 2 and 3, as ex-
plained in the next section.
4.4.1. Implementation in scheduling
In the scheduling problem, the orders waiting to be delivered are the nodes of the
graph, and the role of the ants is to ﬁnd the minimum cost path connecting the orders
that should be delivered. The objective function to be minimized by each ant k, is the
one deﬁned in (5), and is denoted by fk. One important aspect of the problem is the
fact that the number of visited nodes may not be the same from one ant to another
(e.g., in TSP the number of nodes to visit is ﬁxed and equal to the number of cities
to visit [9]). We consider that each ant is traveling with a bag with the available stocks
and is distributing the stocks between the orders that it is visiting. It only visits orders
which is possible to deliver: e.g., if an order needs 2 components ci, and the ant only
has one (qi = 1), it will not visit that order. In this way, the ACO only builds feasible
solutions. When the stock bag is empty or the remaining components are not enough
to deliver any missing order, the search for this ant is ﬁnished. Therefore, the algo-
rithm will not have a constant number of iterations, since the number of orders visited
by each ant is diﬀerent. Since the path is not closed, the initial starting point for each
ant assumes an important role. Fig. 4 represents schematically the optimization
graph. The ants have found a good schedule, delivering orders (4,1,3,7) and an alter-
native schedule (4,1,3,6), assuming 4 as the starting node. Notice that the notation
change from set notation {,} in the GA, to vectorial notation (,) in ACO. The
ACO solution indicates also the sequence in which the orders should be scheduled.
In this way, for an ant k in the graph, the probability of choosing the next order to
deliver is given by
pkijðtÞ ¼
saijg
b
ijPm
j 62Cs
a
ijg
b
ij
if j 62 C;
0 otherwise;
8<
: ð7ÞFig. 4. Disjunctive graph representing the scheduling problem with seven orders solved by the ACO. The
pheromone trails have diﬀerent intensities: strong (—), medium (  ) and weak (- - -).
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and C is a tabu list.
The pheromone trails sij are restricted to the interval [smin, smax], with smin = 0
and smax = 1. Initially, all the pheromones track are initiated with the value smax/2.
The heuristic function g in this case is the lateness of the order: if an order has
already a positive lateness the ant will feel a stronger attraction to visit it, because
the order is already delayed. Since it depends only on the node, gij = g = j. Notice
that this is again the FDFS heuristic. However, we deﬁne the heuristic function here
as an exponential function in the interval [0, 1] where the value 0 is for the order that
has the minimum lateness Lmin and 1 is for the most delayed order Lmax. The objec-
tive is that the orders already delayed attract ants much more than the orders not yet
delayed
g ¼ e
LjLmin
LmaxLmin  1
e 1 . ð8Þ
The tabu list C is the list of orders already delivered by the ant and also the orders
which are not possible to visit due to lack of stocks. The parameters a and b measure
the relative importance of trail pheromone (experience) and local heuristic (knowl-
edge), respectively.
Let the tour be the route made by one ant until it empties the stock bag and an
iteration be the set of the tours performed by al the g ants. The update of the phero-
mone concentration in the trails is done at the end of each iteration and is given by
sijðt þ 1Þ ¼ sijðtÞ  ð1 qÞ þ
Xg
k¼1
Dskij; ð9Þ
where q 2 [0, 1] expresses the pheromone evaporation phenomenon, and Pgk¼1Dskij
are pheromones deposited in the trails (i, j) followed by all the g ants after a complete
tour, which are deﬁned as
Dskij ¼
1
fk
if arc ði; jÞ was used by the k ant;
0 otherwise;

ð10Þ
where fk is the value of an evaluation function for each k ant in a minimization prob-
lem. With real ants, time acts as a performance index, but artiﬁcial ants use all the
same time to perform the task, whether they choose a short path or not. In this
way, the global update is biased by the solution found by each individual ant. Notice
that the time interval taken by the g ants to complete all tours is at most m · g. In
every Nth of the N maximum number of tours, a new ant colony is released. The
algorithm runs for O(m · g · N)  O(N3) time. The algorithm for the ant colonies
on the logistic optimization problem is described in Fig. 5.
Our implementation in the scheduling problem follows closely the Max–Min Ant
System (MMAS) [37], although we do not use the trail smoothing feature, in order to
keep the algorithm as simple as possible. Moreover, we also restrain the heuristic
function values gij to the interval [0, 1], as introduced in [34], to make a more com-
prehensive weighting of the weights a and b.
Fig. 5. Ant colonies optimization algorithm for the logistic scheduling problem.
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In order to compare the methods described in Section 4 concerning their suitabil-
ity to solve optimization problems like those described in Section 2, we consider here
a simpliﬁed simulated logistic process, simple but complex enough to generalize the
conclusions to real-world logistic processes. This logistic process is based on a real-
world example, and it is representative for a large number of logistic systems.
5.1. Simulation environment
We consider a process where the number of arriving orders each day follows a
Poisson distribution [31], with kt = 20. Each order is a set of 1 up to 10 diﬀerent
types of components, and each type of component within an order can have a max-
imum quantity of 20. The suppliers service for each type of component were chosen
from a uniform distribution in the interval [1,7] days. The suppliers services are con-
sidered to be constant throughout the simulation with some disturbance. If no dis-
turbances exist, the PA method is able to deliver all the orders with Lj = 0.
Therefore, we add some noise to the suppliers service which follows a normal distri-
bution with average n = 1 and standard deviation r = 1, simulating the fact that
some of the components will miss the expected supplier delay (and in this case usu-
ally later). The desired delivery date is considered to be equal to the largest supplier
delay of components within the order, but it has also some noise associated, which
follows a normal distribution with average n = 0 and standard deviation r = 1. This
simulates the fact that some of the clients wish the orders delivered at a diﬀerent date
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tem retains the orders in case they are ready to be delivered before the desired date.
As the ﬁrst step, the system is simulated using the pre-assignment (PA) scheduling
method over a period of two months. We start our simulation on the (ﬁctive) date of
January 1st. The simulations starts with empty orders and stock lists. At February
28th, the system is in a stationary condition, see Fig. 6a, which represents the evolu-
tion of the stocks and the queue of orders in the system. The average stock size is
2400 components and the average number of orders per day waiting to be processed
by the system is 220. By Littles formula (3), since the incoming rate is k = 20 orders
per day, it is expected an average time in the system for each order of ts = 11 days,
but the average service time 1/l in the system is 15 days. Since our simulator ac-
counts the weekend days as non-working days, and in 15 days there are at least 4
weekend days, we can estimate the real time in the system for one order as 11 work-
ing days, which conﬁrms the time predicted by Littles formula.
Fig. 6b represents the histogram of the lateness. Note that with the disturbances,
the majority of the orders are delivered with positive lateness (i.e., too late). Table 1
quantiﬁes the histogram. This table shows the distribution of the lateness L after two
months using the pre-assignment strategy PA: the number of orders delivered on the
correct date (Lj = 0) and the number of orders delivered after the due date (Lj > 0);
the mean lateness n(Lj) of the orders when they are delivered with some delay, as well
as the maximum lateness max(Lj) of those orders as an indicator of the variance. The
table presents also the index #ODðLl > 0Þ, which is the number of orders waiting toFig. 6. Logistic process at 28th of February: (a) evolution of orders (  ) and stock size (—) and (b)
histogram of lateness.
Table 1
Logistic system conditions at 28th February (initial conditions for comparison)
Scheduling #(Lj = 0) #(Lj > 0) n(Lj) max(Lj) #ODðLl > 0Þ 1l
PA 233 386 2.48 14 38 15.3
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the system, i.e., the average number of days that an order stays in the system.
From February 28th on, the diﬀerent scheduling methods can be compared. The
initial conditions presented in Table 1 will be the starting point of the discussion on
the scheduling methods.
5.2. Parameter tuning
The parameter tuning of the algorithms is an important task of the optimization
procedure. The FDFS has no parameters to tune. On the contrary, the GA and ACO
have many parameters to be tuned. There are some empirical rules on the values and
correlation of the parameters, but they only give an indication of the balance be-
tween the values. The trial-and-error method, i.e., try diﬀerent possible settings
and decide for the one that performs better, still seems to be the best technique to
tune the heuristic performances and this was the method used in this paper to choose
the values of the parameters indicated in Section 4.
For the GA method, we used the following parameters set: the selection rate is 0.5
and the crossover rate is 1. The mutation rate is 0.1. The population size is g = 50.
For the ACO we use a colony of size g = 10 and the values a = 0.5 and b = 5: since
both s and g are deﬁned in the [0,1] domain, a small value of a will indicate a higher
relative weight to the pheromones trail. The pheromone evaporation is q = 0.1. For
both methods, the maximum number of iterations is N = 200.
5.3. Optimization results
To choose which scheduling method to use, one has to know how the algorithm
behaves for a large time window, as explained in Section 3. In this way, we simulated
each method for one month, until the 31st of March. The results are presented in
Table 2. This table also presents the statistical results for 30 diﬀerent runs of the opti-
mization problem from March 1st until March 31th, in terms of best result, mean
result and standard deviation. The table shows two important aspects: (1) both
GA and ACO clearly outperform FDFS and PA strategies; (2) GA and ACO results
are very similar, except for the maximum lateness of a delivered order, max(Lj); (3)
The results show further that both the GA and ACO are individually quite robust
methods when applied to this problem, since the mean result for each method is very
near its best result and the standard deviation is not very high.Table 2
Solutions for the problem at 31st of March
Method #Lj = 0 #Lj > 0 n(Lj) max(Lj) #ODðLl > 0Þ 1l
PA 149 265 2.3 15 38 15.2
FDFS 274 170 0.77 8 8 14.7
GA(best) 388 60 1.62 20 4 14.6
GA (n, r) (383.4,3.44) (64.8,4.01) (1.62,0.005) (19,0.71) (3.8,0.84)
ACO(best) 387 62 1.62 13 3 14.5
ACO (n, r) (382.8,2.95) (66,2.74) (1.62,0.003) (11.8,0.84) (3.2,0.45)
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among the orders, it is able to face the systems disturbance. This explains why the three
proposed strategies are better than the PA, since they all workwith a common stock list
rather than a large set of small ﬁxed stocks (see Section 4). It is also clear that the FDFS
performs worse than the GA or ACO in terms of orders delivered at the correct date
and orders delivered with delay. However, FDFS is the best performing method for
mean and variance of lateness, as expected, since that is its only optimization criterion.
The service time has also been reduced for all the three proposed methods.
The second conclusion is that the GA and the ACO methods perform equally
well, i.e., the diﬀerences between the optimization results is not statistically signiﬁ-
cant, except for the maximum variance max(Lj). This conclusion is based on a t-test
[30], a statistical test to determine whether two diﬀerent approaches lead to the same
solution or not. The results for this test are presented in Table 3. We tested the
hypothesis that the results for all the diﬀerent variables of the GA and the ACO
methods belong to the same population, for a level of signiﬁcance of 0.05, i.e., we
want the hypothesis to be accepted only if the conﬁdence is higher than 95%. It is
visible that the hypothesis of the GA and ACO solutions belonging to the same pop-
ulation is accepted, i.e., in general they ﬁnd the same optimization solution. How-
ever, for the maximum variance of the lateness max(Lj) the methods present
diﬀerent results. Looking back to Table 2, we see that for this parameter, the
ACO method performed slightly better than the GA; for the ACO the variance of
the lateness is much smaller than with the GA method. This means that the GA solu-
tions sometimes retain delayed orders for a very long time. Notice however that the
max(Lj) parameter is a deceiving parameter, since it might be caused by a single case
where an order was delivered with a high delayed, although the mean lateness is low
(n(Lj)) and similar to the ACO case, as it can be seen in Table 2.
From the computational eﬀort point of view, it was observed that, for the same
number of total iterations N, GA take around 10 s to ﬁnd the optimal solution
for one single day problem, while the ACO take around 100 s to ﬁnd a solution
for the same problem. This conﬁrms, as referred in Section 4, that the computational
eﬀort of the GA O(N2) is one order of magnitude lower than the computational ef-
fort of the ACO O(N3).
From this analysis we can conclude the following:
• GA and the ACO are robust algorithms in the sense that they yield always a good
solution;
• GA and ACO achieve similar optimization results (as proven by the t-test);
• The GA is computationally faster than the ACO.Table 3
t-test probabilities pt, considering a signiﬁcance level of 0.05
#Lj = 0 #Lj > 0 n(Lj) max(Lj) #ODðLl > 0Þ
t-test 0.39 0.29 0.26 <0.05 0.097
If pt > 0.05, it is accepted the hypothesis that both data sets belong to the same population.
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This paper has two aims: the ﬁrst is to present the management of the logistic sub-
system of supply chains described as a classical scheduling optimization problem,
and the second objective is to discuss the optimization methodologies that can be
used to solve this scheduling problem. The scheduling of the logistic system is a par-
ticular case of the General Assignment Problem. This problem is NP-hard and soft
computing methods like GA and ACO proved to be successful to search for optimal
solutions in the optimization surface of the problem.
We used three methodologies to improve the performance of the system and com-
pare them with the method used in the real-world problem we have based on. We
tested these new strategies considering disturbances in the arrival of components
and disturbances in the desired date. The dispatching rule FDFS presents a fairly
good performance but it is not robust to the disturbances. The GA and the ACO
strategies present very good and similar performances, although GA is worse in
the maximum lateness. On the other hand, GA is faster than ACO. Note, however,
that the computational eﬀort is not an issue in this application. The optimization has
to be done only once a day and the computational eﬀort of the most consuming
method, the ACO (around 100 s), is very small. The authors believe that nowadays,
for many other optimization problems, GA or ACO or other meta-heuristics can
achieve similar optimization performances and therefore, the choice upon which
methodology should be used has to consider more variables.
As future work, we are interested in comparing the performance of the GA and
the ACO for the logistic problem, from the algorithm perspective: computational ef-
fort; convergence analysis both on the daily problem and on the long-term problem;
and specially at the information level. The ACO algorithm computes more informa-
tion and keeps it, which makes the ACO to present a grey-box type of solution, while
the GA presents a black-box type of solution. This information might be important
to deal with the problem dynamics or if the logistic process is integrated in a supply
chain, managed by a multi-agent framework. A ﬁrst study on this subject was pro-
posed in [35].References
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