We consider a two machine 3 step re-entrant line, with an infinite supply of work. The service discipline is last buffer first served. Processing times are independent exponentially distributed. We analyze this system, obtaining steady state behavior and sample path properties.
Introduction
We consider a production system with two machines, and a 3 step production process, where each part is processed first by machine one for the first step, then by machine two for the second step, and finally again by machine one for the third step, before leaving the system. The processing times for each of the 3 steps are independent sequences of independent identically distributed random variables, with means m i and rates µ i = 1/m i , i = 1, 2, 3. This system is the simplest example of a re-entrant line (as defined by Kumar [6] ), which in turn is a special case of a multi-class queueing network (as described by Harrison [4] ). This particular system has previously been studied in [10, 3, 1] .
It is known that if parts arrive at this system in a renewal stream, at rate α, then under the condition ρ 1 = α(m 1 + m 3 ) < 1, ρ 2 = αm 2 < 1 the queues of parts waiting for each step (buffer levels) are stable, and in fact the system is positive Harris recurrent, for any work conserving policy (Dai and Weiss [3] ). It is also known that any re-entrant line with ρ i = α k∈C i m i < 1, i = 1, . . . , I (where the steps are k = 1, . . . , K, and steps k ∈ C i are performed at machine i) has stable queues, and is positive Harris recurrent, under the LBFS (Last Buffer First Served) policy (Kumar and Kumar [7] and Dai and Weiss [3] ).
If however the arrival rate α is high enough to equal the bottleneck processing rate, i.e., max{α(m 1 + m 3 ), αm 2 } = 1, then the system is weakly stable but not stable: The departure rate from the queues is equal to α, but as time increases, the queue length at some of the buffers will converge weakly to infinity. Thus such a system cannot work at a rate max{ρ 1 , ρ 2 } = 1, without accumulating unbounded queues.
In this note we consider a different situation, which is typical of manufacturing systems. We assume that there is an infinite supply of work available, so that there are always parts ready for processing step 1. In that case machine 1 will always be busy. We investigate the stability of this system under LBFS policy: Last buffer first served means here simply that machine 1 gives priority to parts in buffer 3 over parts in buffer 1. We assume that this priority is preemptive -whenever a part arrives in buffer 3, machine 1 will preempt the part in buffer 1 and start processing the part in buffer 3, and it will resume work on the part in buffer 1 only when buffer 3 is empty.
In this paper we consider only the case that m 2 < m 1 + m 3 . In this case, if machine 1 works all the time and the system is weakly stable, then machine 2 will have a traffic intensity of . Hence it does not make sense for machine 1 to work all the time, and a sensible policy is to idle machine 1 if buffer 3 is empty, and buffer 2 is above a certain threshold level. This will always result in a departure rate < 1 m 2 from the system, although it can be made arbitrarily close to 1 m 2 if the threshold is raised. On the other hand, when buffer 2 is below a certain level, and buffer 3 is not too full, it may be sensible to stop serving buffer 3 and serve buffer 1 to replenish buffer 2 to avoid future starvation of machine 2. Thus one could have a switching curve, S(n 3 ) where n 3 = 0, 1, . . . is the level of buffer 3, and S(n 3 ) is a decreasing function of n 3 , so that the policy is to serve buffer 1 if buffer 2 is below S(n 3 ), and serve buffer 3 or idle if buffer 2 is at or above S(n 3 ). It would be interesting to analyze such a system and choose a suitable switching curve -we leave this for future research.
We focus on the case that all the processing times are exponentially distributed. In this case the system can be described by a continuous time discrete state space Markov chain. In a recent paper Weiss [12] has shown that this chain is positive recurrent under the condition that m 1 + m 3 > m 2 . In the present paper we provide a more detailed analysis: We obtain the steady state distribution of the chain, derive sample path properties, and analyze how the values of the parameters influence system performance.
Our results have some practical applications in job-shop scheduling heuristics; for further explanations and numerical experiments, see [11, 8] .
Definition of the system and summary of results
Our re-entrant line manufacturing system is described schematically in Fig 1. Processing times There are always parts available for processing of step 1. When parts finish processing step 1 by machine 1, they queue in buffer 2 where they remain until they are processed by machine 2 for step 2, and then they move to buffer 3, where they remain until they are processed by machine 1 for step 3, at which time they leave the system. Each buffer is processed in FIFO order. Processing is non-idling, that is, a machine will always process a part when there is work. We assume that machine 1 gives preemptive priority to buffer 3: Whenever there are parts in buffer 3, machine 1 will work on the first of them. When buffer 3 empties, machine 1 will immediately resume processing of a part in step 1. This is possible by the assumption that there is an infinite supply of work. We can think of it as if buffer 1 has an infinite queue of parts waiting for step 1. We call such a buffer a virtual infinite queue. The queue is virtual, because in practice buffer 1 need not contain many parts, but it needs to be monitored so it will never be empty. If during the processing of step 1 a part arrives from buffer 2 into buffer 3, machine 1 will preempt its work at buffer 1, and immediately start processing buffer 3.
Since the processing times are exponential we can describe this system as a discrete state continuous time Markov jump process, with the state given by the number of parts in buffers 2,3, denoted n 2 , n 3 . The state of the system at time t is Q(t) = (Q 2 (t), Q 3 (t)) = (n 2 , n 3 ), t ≥ 0. The transition rates of Q(t) are presented in Fig. 2 . They are:
In the remaining three sections of this paper we investigate this system. In Section 3 we obtain the steady state distribution of the system. It is quite close to a product form 
Figure 2: Transition rates for the Markovian states of the re-entrant system distribution, in fact for n 2 , n 3 > 0:
, n 2 , n 3 = 1, 2, . . . .
(2.2)
The marginal steady state distributions of both Q 2 and Q 3 are that of a GI/M/1 system, which is intriguing, since the arrival streams into Q 2 and into Q 3 are not independent.
In Section 4 we derive sample path properties of the process: Machine 1 will undergo cycles of work on buffer 1, which we call push periods, and work on buffer 3, which we call pull periods. Machine 2 will alternate between busy and idle periods. We derive properties of the length of these periods, and of the state of the system at the start and the end of these periods.
In Section 5 we analyze the dependence of system performance on parameter values. For m 2 
, n 2 = 0 and n 3 > 0, (3.1) where:
2)
Proof. The balance equations for the steady state probabilities are:
We first solve the equations (3.4, 3.5), for all n 2 > 0, n 3 ≥ 0. We use as trial solution: α , and substituting in (3.5) and cancelling α n 2 −1 2 , we get two equations for α 2 , α 3 :
From (3.9) we get α 2 in terms of α 3 :
Note from (3.10) that:
Substituting (3.10) in (3.8), and multiplying by µ 1 + µ 2 − µ 3 α 3 we get a cubic equation for α 3 , one of whose roots is
If we take the derivative of f (α 3 ) and evaluate it at the root α 3 =
we get:
Hence for the case that m 1 + m 3 > m 2 the remaining two roots of the cubic equation are both of them real, one of them smaller and one of them larger than the root at
. Since we are only interested in 0 < α 2 < 1 we will choose the smaller of these roots,
It is also easily seen from (3.18) that α 3 < 1. Substituting (3.18) in (3.10) we get, after some manipulations:
We now need to consider the balance equations (3.6), at n 2 = 0, n 3 > 0. Note that none of P (0, n 3 ), n 3 > 0, appear in the equations (3.4, 3.5) for P (n 2 , n 3 ), n 2 > 0, n 3 ≥ 0. To solve (3.6) for P (0, n 3 ), n 3 > 0, we now substitute the solution:
, n 3 > 0:
This is a simple difference equation, for which we try the solution cα n 3
3 . Substituting this trial solution, and cancelling α
we get an equation for the value of c:
from which (by the use of (3.19)):
Note that cα 3 is the only convergent solution. The remaining P (0, 0) appears in equation (3.5) for P (1, 0), and in equation (3.7). From the former we get:
from the latter equation we get:
These two expressions for P (0, 0) can be seen to agree, in view of (3.9) . This is as expected by a well known general result, since one of the equations in the full set of balance equations is redundant.
We have derived a complete non-negative and convergent solution for the balance equations:
and it remains to calculate the value of C which will normalize the sum of the probabilities to 1. Adding up we get:
from which we get, after using (3.19) and (3.14):
The last expression for the normalizing constant can also be verified indirectly. Summing up (3.25) over n 2 for n 3 = 0 we get:
But the steady state probability that Q 3 (t) = 0 is the long term fraction of time that buffer 3 is empty, and this is exactly the fraction of time that machine 1 is working on buffer 1, which for a stable system equals
This completes the proof. Immediately from the steady state distribution we get the following facts:
Marginal Steady State Distributions
Here the steady state probability that Q 3 = 0 equals the fraction of time that machine 1 is working on buffer 1. The steady state probability that Q 2 = 0 equals the fraction of idle time of machine 2 which results from m 1 + m 3 > m 2 . The tails of the marginal distributions are geometric. We recall that this is exactly the steady state distribution of a GI/M/1 queue, where the probability that the queue is empty is 1 minus the traffic intensity, and the probability of the queue length when it is not empty is geometric with parameter α which is the solution of the equation α = E(e −(1−α)A ) where A is the inter-arrival time random variable, see [2] . This is intriguing, because the queues at buffers 2 and 3 are not GI/M/1 -in fact the input streams into the buffers are far from GI inputs.
Conditional Joint Distributions
Conditional on both Q 2 > 0 and Q 3 > 0, the joint steady state distribution of the queues in both stations has the product form:
(3.30)

Moments of the Steady State Distributions
In steady state we have:
Sample path properties
Push and pull periods
The process proceeds alternately through periods in which n 3 = 0 and machine 1 is processing buffer 1, and periods in which n 3 > 0 and machine 1 is processing buffer 3. We call the latter pull periods, in which the total number of parts in the system decreases, and the former push periods, in which the total number of parts in the system increases. Of course, in steady state
Define as B n the number of parts in buffer 2 at the beginning of the nth push period. Define as C n the number of parts in buffer 2 at the end of the nth push period, just before a part moves from buffer 2 to buffer 3.
Clearly, {B n , n = 0, 1, . . .} and {C n , n = 1, 2, . . .}, are Markov chains, and the sequence B 0 , C 0 , B 1 , C 1 , . . . is a Markov chain with alternating transition probabilities. Let B = (b ij ) be the transition probabilites from B n to C n , and C = (c ij ) be the transition probabilites from C n to B n+1 .
Proposition 4.1
Proof. If B n = 0, then the push period will start with machine 2 idle until machine 1 completes the processing of one part out of buffer 1. The remainder of the push period consists of the processing time of one part by machine 2. During that time machine 1 will complete the processing of an additional L parts, where L is a geometric random variable,
This proves (4.1).
If a push period ends with i parts, then the pull period starts with i − 1 parts in buffer 2 and 1 part in buffer 3 (the part that finished processing in buffer 2 and moved to buffer 3, thus starting the pull period). At this point buffer 3 acts like an M/M/1 queue, and the pull period corresponds to a busy period of that queue, truncated by the total number i. Let K be the number of customers served in a busy period of an M/M/1 queue, with arrival rate µ 2 , and service rate µ 3 . Then (see [9] , Section 2.3.1 or [2] §II2.2, eq. 2.43):
If a push period ended with i and the busy period serves k then at the end of the pull period there will be j = (i − k) + parts left in buffer 2. This proves (4.2). Fig 3 illustrates the push and pull periods. Against the horizontal time axis we plot the level of buffer 2 on the positive side , and the level of buffer 3 on the negative side.
Steady state distribution at beginning and end of push period
We can easily obtain the steady state distributions of B n and C n from the steady state distribution of (Q 2 , Q 3 ). Proof. Consider first the end of a push period. The system always enters a pull period from state (Q 2 (t), Q 3 (t)) = (k, 0), k > 0 when machine 2 completes the processing of a part. The steady state rate at which this happens is µ 2 P (k, 0). Hence, the steady state rate at which the system enters pull periods is µ 2 ∞ j=1 P (j, 0), and the steady state rate at which the system enters a pull period from a push period which ended at the level C n = k is µ 2 P (k, 0). Hence the long term fraction of push periods which end at level C n = k is µ 2 P (k, 0)/µ 2 ∞ j=1 P (j, 0). This long term fraction is the steady state probability of C n = k.
Using the steady state probabilities (3.1),
and (4.4) follows immediately. Consider next the beginning of a push period. The system always enters a push period from state (Q 2 (t), Q 3 (t)) = (k, 1), k ≥ 0 when machine 1 completes the processing of the last part in buffer 3. The same argument as for C n shows that the steady state probability of B n = k is µ 3 P (k, 1)/µ 3 ∞ j=0 P (j, 1), where
Hence, we get that the steady state probability that B n equals 0 is:
. It is now a matter of simple algebraic manipulations to show that this equals 1 − 
Steady state duration of push and pull periods
We denote by T Push 
We consider now the pull periods. A pull period which starts with C n = k consists of a busy period of the M/M/1 queue with input rate µ 2 and service rate µ 3 , truncated by a total number of arrivals which does not exceed k. The distribution of this conditional duration of a pull period is not straightforward, and not very illuminating.
Instead we will calculate the steady state distribution of pull periods, i.e., the n → ∞'s pull period. This steady state pull period will start from C ∞ which is ∼ geometric(1 − α 2 ) (see (4.4)). We need then to consider a pull period which starts with K parts, and is therefore truncated at K services, where K is a random variable, with geometric distribution with parameter 1 − α 2 .
This K truncated busy period can be presented somewhat differently: Consider the M/M/1 queue in buffer 3, with input rate µ 2 and service rate µ 3 , while the input source (buffer 2) is not yet empty. Then one of the following can happen: Either buffer 3 completes a service, with rate µ 3 , and the queue in buffer 3 decreases, or an input occurs out of buffer 2 into buffer 3, which increases the queue in buffer 3 by 1. In the latter case, buffer 2 will decrease by 1. Since it started off with K parts, and was not empty before, there is a probability of α 2 that it is still not empty, and a probability 1 − α 2 that the part that moved to buffer 3 was the last part, and buffer 2 is now empty. These two distinct events occur with rates µ 2 α 2 and µ 2 (1 − α 2 ). We can then describe the state of the queue of buffer 3 by the number of parts in the buffer, plus an indicator of the state of buffer 2. This indicator is 1 if buffer 2 is still not empty and is 0 if buffer 2 is empty. The transition rates of this process are:
For the continuous time Markov jump process defined by (4.6) we can define return times T (n 3 , i) as the time to return to states (0, 0) or (0, 1) when buffer 3 is empty, starting from state (n 3 , i). In particular, the steady state pull period is the mixture random variable T given by
We can now set up difference equations for the Laplace-Stieltjes transform (LST) of these return times,T (n 3 , i) (which is a function of a variable s but we drop s to simplify notation), 
Figure 4: Transition rates for the marked buffer 3 process in a pull period
and thus obtain the LST of the steady state pull period duration. We can then invert the LST and obtain its distribution. The system (4.6) stays in state (k, 1) for a duration ∼ exp(µ 2 + µ 3 ), and then transits to one of the states (k − 1, 1), (k + 1, 1), (k + 1, 0). From each of those it will then have an independent remaining return time, hence:
Hence the difference equations for the LSTs are: 
Standard technique leads to the solution of these:
where
Note that α 3 λ is exactly the LST of the busy period of an M/M/1 queue with arrival rate
and service rate µ 3 α 3 , see eq. 5.144 in [5] . We therefore have: (4.12) and the density function of the steady state distribution of a pull period is: 
Proposition 4.4 The LST of the stationary pull period is:
with I 1 (·) denoting the modified Bessel function of the first kind of order one.
Machine 2 idle and busy period cycles
We denote by T Busy n and T Idle n the duration of the nth Busy period and the nth Idle period of machine 2. We first consider the idle periods. Along the same lines as in the proof of Proposition 4.2 it follows that the steady state distribution of the level of buffer 3 at the beginning of an idle period of machine 2 is ∼ geometric (1 − α 3 ). Thus the time needed to empty buffer 3 is exponential with parameter (1 − α 3 )µ 3 and then, after a part has finished processing in buffer 1, the idle period of machine 2 ends. Hence we find:
Proposition 4.5 The steady state distribution of an idle period of machine 2 is
(4.14)
Now we consider the busy period of machine 2. It is, however, (too) hard to find its steady state distribution. Therefore we only derive the mean busy period duration, which immediately follows from the relation
Proposition 4.6
The steady state mean idle period and mean busy period of machine 2 are:
Monotonicity results
Having analyzed this simple 2 machine 3 buffer re-entrant line, we now investigate how system performance changes as a function of its parameters.
We consider first fixed m 1 , m 3 , and discuss how the performance of the system is affected by varying the value of m 2 in the range 0 < m 2 < m 1 + m 3 . We start with an informal discussion, based on insights from Section 4. Assume that m 2 is close to zero. Then typically, when a part will complete step 1, it will pass to buffer 2, but will only stay there for a short delay, and before another part arrives from buffer 1 the part will move to buffer 3. At that time machine 1 will switch to buffer 3 and will process the last step of this part. The part will then leave the system, and machine 1 will start to process step 1 of the next part. Hence, departures of parts from the system will be approximately the event times of a renewal process which is the convolution of the exp(µ 1 ) and exp(µ 3 ) processing times of steps 1 and 3, and buffer 2 will be empty almost all the time. On the contrary, if m 2 is close to m 1 + m 3 then the traffic intensity of buffer 2 will be close to 1, and therefore buffer 2 will have a large number of parts in it. Because buffer 2 is rarely empty, we will then have that buffer (ii)
Proof. From (3.29) we have
Straight forward calculus and algebraic manipulations show that
< 0 which proves that α 3 increases in m 2 = 1/µ 2 . It is also straightforward to show that α 3 converges to 0 when m 2 0, and that it equals
To show that this is increasing in m 2 for every value of n 2 , we show that α 2 is increasing with m 2 . Straightforward though lengthy calculus and algebraic manipulations show that
< 0 which proves that α 2 increases in m 2 = 1/µ 2 . Substituting m 2 = 0 we get α 2 = 0, and substituting m 2 = m 1 + m 3 we get α 2 = 1.
We provide the detailed proof in the Appendix.
We next consider fixed a 1 = m 1 + m 3 and fixed m 2 , where a 1 > m 2 , and we discuss how the system performance varies as we let m 3 increase from 0 to a 1 (while m 1 decreases from a 1 to 0). We again start with an informal discussion, based on insights from Section 4. Assume that m 3 is close to zero. In that case parts that leave buffer 2 experience very little delay (short pull periods), and machine 1 is processing step 1 of new parts most of the time (push period), hence buffer 3 is almost always empty, and buffer 2 behaves like an M/M/1 queue with input rate µ 1 ≈ 1/a 1 and service rate µ 2 .
Assume at the other extreme that m 3 is close to a 1 , so that m 1 is close to zero. Now we will have in particular that m 3 > m 2 . Hence buffer 3 will behave like an unstable M/M/1 queue, while supplies of parts from buffer 2 last. At the same time input from buffer 1 to buffer 2, when buffer 3 is empty, will be very fast and so buffer 2 will experience highly bursty input. Typically, when both buffers are empty, buffer 2 will fill up with an initial burst (of duration ∼ exp(µ 2 )), and then there will be a geometric number of terminating busy periods of buffer 3 (where buffer 3 empties before buffer 2 runs out of parts), separated by similar bursts of parts moving from buffer 1 into 2. Eventually, processing in buffer 3 will fall behind the processing in buffer 2, and in a very long busy period buffer 2 will drain to zero. At this point buffer 3 will contain approximately a fraction 1 − m 2 /m 3 of all the parts which were produced out of buffer 1 since the last time that buffer 2 was empty. Buffer 3 will continue to process those remaining parts until it is empty, and during this period buffer 2 will be empty. When both buffers are empty the same cycle will repeat.
For all intermediate values of 0 < m 3 < m 1 + m 3 , buffer 2 has input rate 1/(m 1 + m 3 ) and service rate µ 2 but as m 3 increases the input is more bursty, which, as we shall see, increases the queue lengths at buffer 2. Naturally the queue length at buffer 3 increases with m 3 . 
has regeneration instances where (Q 2 (t),Q 3 (t)) = (0, 0), at which a vertical jump occurs inQ 2 , which is of size Y ∼ exp( 
Proof.
To prove (i) we express α 2 , α 3 in terms of a 1 , m 2 , m 3 , and calculate derivatives with respect to m 3 . After straightforward though lengthy calculus and algebraic manipulations, in which we use a 1 > m 2 , we obtain that these derivatives are > 0. Substituting m 3 = 0 we get α 2 = m 2 a 1 , α 3 = 0 which proves (ii). We provide the detailed proof of parts (i), (ii) in the Appendix We now prove (iii): We consider small m 1 and m 3 ≈ a 1 > m 2 . We wish to analyze a single cycle, starting from Q 2 = 1, Q 3 = 0, and until we get back to Q 2 = Q 3 = 0. First there is a push period of length ∼ exp(µ 2 ) in which a large number of jobs arrive from buffer 1 to buffer 2. At the end of this time buffer 3 has a single part in it. Buffer 3 now behaves like an unstable M/M/1 queue, with input rate µ 2 and service rate µ 3 . Such an M/M/1 queue has a geometric number of finite busy periods, followed by an infinite busy period. Let K be the total number of busy periods, including the infinite one. It is known that the probability that a busy period will be finite (the random walk will return to 0) is
The number of the finite busy periods, and their total duration is independent of m 1 . If m 1 is small enough then with very high probability buffer 2 will not be empty during all of these busy periods.
Assuming this is the case, arrivals from buffer 1 to buffer 2 occur during the K buffer 2 processing intervals, each of which has duration ∼ exp(µ 2 ). The sum of this geometric number of exponential durations is ∼ exp(µ 2 − µ 3 ). Hence N , the total number of arrivals in the whole cycle has P(N = n) = 1 −
, with expected number
. We now scale time by 1/m 1 , and let m 1 → 0. Then the scaled duration in which input to buffer 2 occurs is 0. The scaled total number of arrivals is Y ∼ exp(µ 2 − µ 3 ). In the remaining duration of the cycle buffer 2 drains to 0 along the straight line Y − when m 2 = m 1 + m 3 . We take the derivative of α 3 w.r.t µ 2 :
which proves that α 3 increases in m 2 = 1/µ 2 . We substitute µ 2 = 1/m 2 to get:
This is seen to converge to zero as To show that this is increasing in m 2 for every value of n 2 , we show that α 2 is increasing with m 2 . We will also show that α 2 equals 0 when m 2 = 0, and it converges to 1 when m 2 m 1 + m 3 . We take the derivative of α 2 w.r.t µ 2 :
Multiplying this by 2µ 2 2 µ 3 µ 1 (µ 1 + µ 2 + µ 3 ) 2 − 4µ 1 µ 3 , which is a positive quantity, we get, after collecting terms:
This is obviously negative if µ 1 < µ 3 . If µ 1 > µ 3 we have a difference of a positive and negative term. Taking squares of both terms we get:
so the previous expression is negative also when µ 1 > µ 3 . Hence α 2 is decreasing in µ 2 , and so it is increasing in m 2 . We substitute µ 2 = 1/m 2 in α 2 to get: we get after elementary calculations that α 2 = 1.
Proof of Proposition 5.2, parts (i) and (ii).
To prove (i) we will again show that α 2 , α 3 are increasing as m 3 increases. We write α 3 in terms of a 1 , m 2 , m 3 :
We take a derivative of this w.r.t. m 3 , to obtain: We now show this is positive. We multiply this by the positive square root term, and obtain positive term times a square root minus a second term. If the second term is negative, we are done. If it is positive, then the whole expression is positive only if the difference of the two squares is positive. We write that out now: 
