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This thesis presents an algorithm for simulating the equations of ideal magnetohydro-
dynamics and other systems of differential equations on an unstructured set of points rep-
resented by sample particles. Local, third-order, least-squares, polynomial interpolations
(Moving Least Squares interpolations) are calculated from the field values of neighboring
particles to obtain field values and spatial derivatives at the particle position. Field values
and particle positions are advanced in time with a second order predictor-corrector scheme.
The particles move with the fluid, so the time step is not limited by the Eulerian Courant-
Friedrichs-Lewy condition. Full spatial adaptivity is implemented to ensure the particles
fill the computational volume, which gives the algorithm substantial flexibility and power.
A target resolution is specified for each point in space, with particles being added and
deleted as needed to meet this target. Particle addition and deletion is based on a local
void and clump detection algorithm. Dynamic artificial viscosity fields provide stability to
the integration. The resulting algorithm provides a robust solution for modeling flows that
require Lagrangian or adaptive discritizations to resolve. The code has been parallelized
by adapting the framework provided by GADGET-2. A set of standard test problems, in-
cluding one part in a million amplitude linear MHD waves, magnetized shock tubes, and
Kelvin-Helmholtz instabilities are presented. Finally we demonstrate good agreement with
analytic predictions of linear growth rates for magnetorotational instability in a cylindrical
geometry.
We provide a rigorous methodology for verifying a numerical method on two dimen-
sional Kelvin-Helmholtz instability. The test problem was run in the Pencil Code, Athena,
Enzo, NDSPMHD, and Phurbas. A strict comparison, judgment, or ranking, between
codes is beyond the scope of this work, although this work provides the mathematical
framework needed for such a study. Nonetheless, how the test is posed circumvents the
issues raised by tests starting from a sharp contact discontinuity yet it still shows the poor
performance of Smoothed Particle Hydrodynamics. We then comment on the connection
between this behavior and the underlying lack of zeroth-order consistency in Smoothed
Particle Hydrodynamics interpolation.
In astrophysical magnetohydrodynamics (MHD) and electrodynamics simulations, nu-
merically enforcing the divergence free constraint on the magnetic field has been difficult.
We observe that for point-based discretization, as used in finite-difference type and pseudo-
spectral methods, the divergence free constraint can be satisfied entirely by a choice of in-
terpolation used to define the derivatives of the magnetic field. As an example we demon-
strate a new class of finite-difference type derivative operators on a regular grid which has
the divergence free property. This principle clarifies the nature of magnetic monopole er-
rors. The principles and techniques demonstrated in this chapter are particularly useful for
the magnetic field, but can be applied to any vector field.
Finally, we examine global zoom-in simulations of turbulent magnetorotationally un-
stable flow. We extract and analyze the high-current regions produced in the turbulent flow.
Basic parameters of these regions are abstracted, and we build one dimensional models
including non-ideal MHD, and radiative transfer. For sufficiently high temperatures, an in-
stability resulting from the temperature dependence of the Ohmic resistivity is found. This
instability concentrates current sheets, resulting in the possibility of rapid heating from
temperatures on the order of 600 Kelvin to 2000 Kelvin in magnetorotationally turbulent
regions of protoplanetary disks. This is a possible local mechanism for the melting of
chondrules and the formation of other high-temperature materials in protoplanetary disks.
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Chapter 1
Introduction
We possess two main lines of evidence about the conditions in an early solar system.The
first comes from astronomical observations of disks around young stars, and the second
comes from analysis of solid material in our own solar system. Our discussion is framed
by a central concept that evidence from both represent the same type of system.
One class of materials which we can observe both in other solar systems and our own is
silicate gains. Silicate grains falling from the star-forming molecular cloud into the presolar
nebula or any other protoplanetary disk are thought to be almost entirely amorphous, like
those observed in the interstellar medium (Henning 2010). We would naively expect to
find amorphous silicate grains in the outer regions of the disk where they have always
been cool; locally condensed crystalline grains in the hottest inner part of the disk, and
annealed crystalline grains in between where formerly amorphous interstellar grains have
been heated long enough to crystallize (Gail 2004; Henning 2010). However, crystalline
silicates are found in comets, which must be accreted at the low temperatures compatible
with ices, far too cold to anneal silicates (Hanner 1999). One particular example is the
ISO observations of comet Hale-Bopp (Crovisier et al. 1997). This is significant because
the same satellite instrument observed crystalline silicates in the warm regions of disks of
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surrounding Herbig Ae/Be stars (Bouwman et al. 2001; Meeus et al. 2001). Recent multi-
epoch observations have found crystalline silicates being formed on the surface of a disk
of the young sun-like star EXLupi by outbursts from the central star (A´braha´m et al. 2009).
Radially inward surface flows on the disk may explain the observed decrease in the degree
of crystallinity over a period of decades (A´braha´m et al. 2009).
Many Stardust mission samples from Comet 81P/Wild2 are either chondrules or chondrule-
like fragments (Nakamura et al. 2008), and several calcium-aluminum rich inclusion (CAI)
like grains have been found (Brownlee et al. 2012). Although Comet 81P/Wild2 originates
from the outer solar system beyond Neptune, the majority of samples show a presence of
crystalline olivine (Zolensky et al. 2006). One CAI fragment (Matzel et al. 2010), and a
chondrule fragment (Ogliore et al. 2012) were found to lack a 26Mg excess which suggets
formation very early, before any 26Al was injected into the solar system, or that direct for-
mation of CAIs is possible at large radii, or that these grains were transported for a period
of at least 1.7 Myr after the formation of meteoritic CAIs from radii of∼ 1 AU to∼ 30 AU
in the solar nebula (Matzel et al. 2010; Ogliore et al. 2012; Brownlee et al. 2012).
One way to explain the presence of materials that require high temperature processing
far out in a protoplanetary disk is for them to be transported from hot inner regions to
cold outer regions. A persistent suggestion for how this might occur is by way of outward
meridional flows at the disk midplane (ex: Urpin 1984; Keller & Gail 2004; Ciesla 2007;
Nuth & Johnson 2012; Ciesla & Sandford 2012). These meridional flows are found in
two dimensional (radius-elevation) steady-state solutions of a viscous disk model, where
the flow is taken to be laminar. Inner and outer radial boundary conditions are set to a
specified steady accretion flux, and the vertical boundary is closed. The viscosity is most
commonly specified with a Shakura & Sunyaev (1973) α-disk model, that is, the viscosity ν
is specified as ν = αcs(r)H(r) where cs(r) is the sound speed as a function of radius only,
H(r) is the pressure as a function of radius only, and α is a dimensionless parameter < 1.
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This set of choices yields a steady state solution with an outward flow at the disk midplane,
and an inward flow on the surface. With such flows, if solid material can settle towards the
midplane, it will be preferentially transported outwards. Materials which cannot efficiently
settle will be well mixed radially within the disk.
Meridional flows at the midplane, moving material outwards, are often taken as an in-
evitable consequence of the conservation of angular momentum (e.g. Nuth & Johnson
2012). In particular, the assertion that meridional flows are simply a consequence of an-
gular momentum conservation in Nuth & Johnson (2012) is somewhat misleading. The
configuration of the meridional flows in an α-disk model is due to the assumed proportion-
ality between stress and position (Urpin 1984). The evidence for outward meridional flows
comes solely from laminar viscous disk models which specify the vertical dependence of
the angular momentum transporting stress as a model input (Bockele´e-Morvan et al. 2002;
Keller & Gail 2004; Ciesla 2007, 2009, 2010a). With the viscous laminar disk framework,
and the boundary conditions assumed, it is possible, while conserving angular momentum,
to produce disk models with no meridional flow through a choice of the spatial dependence
of the angular momentum transporting stress.
In an attempt to use a more self-consistent stress, a second type of simulation directly
models the turbulence in the disk and the instability which drives it. These models invoke
magnetorotational instability (Balbus & Hawley 1991, 1998) to sustain magnetohydrody-
namic turbulence. The quasi-global (non-isolated) models of magnetorotationally turbulent
disks by Fromang et al. (2011) and Flock et al. (2011) have failed to show meridional flow
patterns, instead showing strongly fluctuating flows with no detectable net circulation. Be-
yond determining the angular momentum transporting stress self-consistently from first
principles, the quasi-global turbulent models have two notable difference from the viscous
disk models. First, the boundaries assumed in the quasi-global turbulent models are differ-
ent from those in the viscous model. Second, the turbulent stress is stochastic and varies at
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each location in time, whereas the viscous stress at each point is constant in time.
In the viscous models, steady-state accretion boundaries are assumed, with no outflow
from the surface of the disk (closed vertical boundaries). In the quasi-global turbulent
models, the radial boundaries are reflecting, and the vertical boundaries are either open
or closed. This can be an important difference, as in the viscous, steady state models the
choice of boundary conditions provides the forcing to the flow which drives the circula-
tion, but the global models forbid net accretion. In this sense, it is understandable that the
quasi-global turbulent models may not agree, as they do not assume the same forcing of the
flow on the boundaries. However, both approaches are fundamentally flawed. Real astro-
physical protoplanetary disks do not have neatly drawn and specified boundaries. Instead,
the vertical and outer boundaries are defined by a decrease in the gas density towards the
surrounding interstellar medium. This is a critical difference, as the forcing of the disk inte-
rior flow by this loosely specified boundary may be quite different, and will be determined
by the state of the disk flow itself. In this sense, quasi-global models, i.e. models with
boundaries near or in the protoplanetary disk, are fundamentally lacking in that they can-
not capture self-consistent boundary behavior. Only a truly global model, where the disk
flow is effectively isolated in a well resolved volume, can determine if large scale radial
flows exist in protoplanetary disks.
It is possible to construct a viscous model which permits radial transport but suppresses
meridional flows by working in a one dimensional thin disk approximation (Pringle 1981;
Bockele´e-Morvan et al. 2002; Cuzzi & Hogan 2003; Ciesla 2010b). One can then also
treat the time evolution of the disk structure. As mass is accreted, angular momentum must
be transferred outwards. In a disk with a finite radius, the outside edge must then move
outwards as it gains angular momentum. Hughes & Armitage (2010) explored the ability
of such a model to explain the outward transport and diffusion of material in an expanding
early solar nebula, as a source for the observed high temperature materials in the Stardust
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Comet 81P/Wild2 samples. They suggested that if the initial disk is sufficiently compact,
then the presence of minerals processed at high temperatures can be explained by having
the materials form at small radii and high temperatures, and then be dragged with the radial
expansion of the disk to their final positions.
A further significant manner in which the viscous disk models of Bockele´e-Morvan
et al. (2002); Keller & Gail (2004); Ciesla (2007, 2009, 2010a) are incomplete is the spatial
dependence of the angular momentum transporting stress. If the angular momentum trans-
porting stress is due solely to magnetorotational instability driven turbulence, then where
the disk has very low ionization (“dead zone”) the angular momentum transporting stress
will be small (Gammie 1996; Fleming & Stone 2003; Hirose & Turner 2011). Taking dead
zone formation into account in a one dimensional spreading viscous disk model, Jacquet
et al. (2011) argued that the formation of the dead zone after early rapid expansion of the
early solar system disk is key to the sharp cutoff in CAI formation times. Hence, a model of
a protoplanetary disk should aim to self-consistently determine the distribution of angular
momentum transporting stress.
As an alternative to transport in the disk, the X-wind model of Shu et al. (1996) pro-
posed to produce the melted chondrules and CAIs in chondritic meteorites, may not be a
viable mechanism (Desch et al. 2010). Examination of the chondrules and matrix in sev-
eral chondritic meteorites has shown that the two constituents are complementary in that
although the fractional abundance of each varies, the bulk compositions of chondrites re-
flect the elemental ratios of the sun (Hezel & Palme 2008; Bland et al. 2005). This implies
that the melted chondrules and unmelted matrix grains in a chondrite are formed from the
same, solar reservoir of material (Bland et al. 2005). However, the chondrule heating can-
not immediately coincide with the parent body accretion, as at least some chondrules show
evidence of multiple heating events, such as multiple igneous rims (Krot & Wasson 1995;
Ebel et al. 2008).
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The end point of this discussion of the current state of controversy and modeling in
the question of transport of high temperature materials found in the outer regions of pro-
toplanetary disks is that a significant numerical advance is required to properly resolve the
problem. The global flow patterns can only be found through the construction of a model
where the disk is well isolated from the boundaries.
As noted in the discussion of viscous disk models, a protoplanetary disk model should
aim to self-consistently determine the distribution of angular momentum transporting stress.
To do this, the processes which create this stress need to be faithfully modeled. In proto-
planetary disks, this stress is thought to primarily be magnetorotational instability driven
turbulence (Armitage 2011). This in turn establishes three key requirements: to use a nu-
merical approximation which correctly captures the behaviors in magnetohydrodynamics
(Flock et al. 2010); to have sufficient resolution in each part of the disk to reasonably re-
solve the turbulent stresses (Sorathia et al. 2012); and to determine the correct ionization
state of the gas. The last requirement, determining the ionization of the gas, is the most
difficult. Ionization is strongly linked to temperature, the gas/dust composition, and the
radiative transfer in the disk. A strategic approach, then, is to attempt to meet the first two
requirements directly, and to provide a framework for approaching the last.
Large scale radial flows are only one solution to the problem of the origin of high tem-
perature materials in protoplanetary disks. There is a second possible class of mechanisms,
in which the high temperature materials are formed in situ at large radii instead of being
transported out. It is also possible that some materials are formed in situ (such as chon-
drules) and that some materials are transported radially from hot inner regions (such as
CAIs). A significant constraint in the large scale transport is the chondrule-matrix comple-
mentarity (Ebel 2006).
We may then seek to understand processes which might obviate the need for large scale
radial transport. These hypothetical processes would be more local in nature than global
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radial transport, and they may in many cases be studied in a local or quasi-global context.
However, as the heating rate per mass of the disk will be lower at larger radius (due to lower
shear in the orbiting flow), processes which form high temperature products in the colder
outer regions must provide focused conversions of energy to heat. Hence, small scales will
be important to these heating mechanisms, so spatial adaptivity is important in attempts to
model them. These processes are for example shock heating (Wood 1963), current sheets
(Joung et al. 2004), and electrical shorts in reconnection regions that are hypothesized as
mechanisms for producing high temperature materials.
One of the most widely discussed and viable mechanisms for the formation of chon-
drules is heating in shocks (Wood 1963; Desch & Connolly 2002; Desch et al. 2005; Con-
nolly et al. 2006; Morris et al. 2012). Desch & Connolly (2002) examined heating and
cooling timescales, and suggested gravitational instability as the source of the shocks. This
mechanism only works when the disk is gravitationally unstable and heavy enough to drive
the needed shocks, limiting the time span over which it can form chondrules. Hood (1998)
suggested heating in the bow shocks of eccentrically orbiting planets. Morris et al. (2012)
have refined this suggestion to specify eccentric planetary embryos, including the increased
practical pressure of volatiles provided by the tenuous atmosphere of the embryo and ar-
gued that a small number (1-10) of eccentrically orbiting planetary embryos can melt all
the chondrules which evidence suggests existed in the inner solar system.
It has also been suggested that the needed shocks could be driven by energy released in
violent small scale magnetic reconnection events (King & Pringle 2010). Similarly, temper-
atures sufficient to anneal silicates or form silicates in the crystalline state could be attained
in shocks at larger radii (Harker & Desch 2002), but again the difficulty is in driving suf-
ficiently strong shocks when the disk is not wildly gravitationally unstable. Alternatively,
direct heating to chondrule forming temperatures in current sheets was suggested by Joung
et al. (2004). In this mechanism, ambipolar diffusion steepens the current sheet, increasing
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the local heating rate and temperature.
Chapter 6 presents a study of a new mechanism in the class of mechanisms which can
locally heat materials, alleviating the need for large scale radial transport. In this scenario,
magnetic reconnection regions in magnetorotational instability driven turbulence directly
heat chondrule precursors. It is proposed that the increasing thermal ionization with rising
temperature in the current sheet can result in what is analogous to an electrical short circuit,
Beyond the study of the earliest and smallest solids in the solar system, global models
with the ability to resolve local processes have significant use in addressing hypotheses such
as the collapse of bound gravitationally unstable disk fragments to planets (Boss 1997), and
the swarming and collapse of boulders to planetesimals (Johansen et al. 2007).
The core of this thesis is the development a method which will tackle the problem
of building truly global protoplanetary disk simulations, while at the same time enabling
treatment of very localized processes in a global context.
1.1 Numerical Methods for Modeling Protoplanetary Disks
Two difficulties arise when attempting to globally model protoplanetary disks with conven-
tional grid based numerical methods. First, it is difficult to match the grid spacing to the
spatial demands of the disk. For this purpose, an adaptive mesh in Cartesian coordinates
would have an advantage, but the circular flow is most naturally mapped to a cylindrical
coordinate system, where properties such as angular momentum conservation are better
behaved. Cylindrical and spherical coordinate systems, however, suffer from coordinate
singularities at the origin, necessitating the use of an inner boundary to exclude this physi-
cal region from the simulation.
The second difficulty is the Courant-Friedrichs-Lewy (CFL) stability condition limit on
the time steps used. Since a protoplanetary disk typically has an aspect ratio (vertical to
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horizontal scale height) on the order of 0.1 (D’Alessio et al. 1998), the orbital velocity is
an order of magnitude above the sound speed. Since the CFL condition time step limit is
∝ 1/(cs + v) where cs is the maximum signal speed and v is the speed of the fluid, the
resulting limit can be dominated by the motion of the fluid across the grid when it is much
larger than the signal speed. If the orbital motion is aligned with the grid and predictable,
this limit can be alleviated by splitting the orbital motion off of the fluid velocity (Masset
2000; Sorathia et al. 2012). This technique is in practice limited to the midplane of the
disk, as the circular velocity of the flow at high elevation (elevation & radius) is poorly
described.
These two difficulties can be avoided if a meshless or unstructured mesh Lagrangian or
quasi-Lagrangian method is employed. The central property is the use of a method where
the resolution elements are in some approximate sense comoving with the flow, which is
what is meant by a Lagrangian method. If this is the case, then the local time step for each
resolution element is ∝ 1/(cs), independent of the bulk flow velocity. Choosing to make
the resolution elements comoving with the flow comes with a difficulty however, that if
the resolution elements are arranged on a grid, the grid will become twisted and stretched
over time so that it no longer reflects the spatial neighbor relationship of the points. Thus,
a method which uses a moving mesh where the neighbor relation is fixed is limited to fol-
lowing compression and dilation movements, and can either not follow twisting and shear
at all, or do so only for a limited time (e.g. Pen 1998). To circumvent this, there are two
possibilities. Either an unstructured mesh can be employed, with the mesh updated as the
points move (‘mesh reconnection’) or a method which is purely based on points within
some spatial neighborhood can be designed (a meshless method). A way to implement an
unstructured mesh with mesh reconnection has been developed based on Voronoi tessella-
tions, by Springel (2010a). In these methods, spatial adaptivity can be simply achieved by
splitting Voronoi cells in half or merging cells when needed. In a meshless approach, the
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most popular class of methods are Smoothed Particle Hydrodynamics (SPH) (Lucy 1977;
Gingold & Monaghan 1977). SPH is Lagrangian but is not adaptive. If unequal mass parti-
cles are introduced in traditional SPH, new unphysical instabilities arise (Abel 2011). The
root cause of the difficulties with SPH lie in the lack of zeroth-order consistency of SPH
interpolation. As this property is not commonly discussed in the astrophysical literature,
the following subsection is devoted to reviewing it.
1.1.1 Zeroth-Order Inconsistency in SPH
SPH uses a function interpolation scheme which lacks zeroth-order consistency. This is
discussed in some detail in Sections 2.1.2 and 4.8. Here, we review the underlying mathe-
matical property in an algebraic manner.




A(xb)W (xb − xa)mb
ρb
(1.1)
where the value of A is specified at the particle positions xb, mb and ρb are the mass and
density of particle b, and W is the SPH smoothing kernel function. In this discussion, the
important properties of the kernel function are that it is normalized
∫
W (x− x′)dx′ = 1 (1.2)
and only a function of radius. The approximation of the gradient of A from this represen-
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Wb(xa) = 1. (1.8)
This is the zeroth-order consistency condition (Liu et al. 1995; Belytschko et al. 1996; Liu
et al. 2003; Quinlan et al. 2006), and we have used the notationWb to denote the smoothing
kernel centered on particle b. One simple case where the contradiction can be seen is if we
take our constant function A as being represented in a volume where ρ = 1 and the particle
massesmb = 1. Then, the zeroth-order consistency condition simplifies to
∑
bWb(xa) = 1
(a discrete version of Equation 1.2). This will only be satisfied for special choices of the
particle positions xa. If there is something so simple as a linear shear present in the flow, the
particles will move out of positions where
∑
bWb(xa) = 1 is true. SPH interpolation fails
to reproduce the constant function - the interpolation does not possess even zeroth-order
consistency, so we refer to it as zeroth-order inconsistent.
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In SPH hydrodynamics, the main way this zeroth-order inconsistency corrupts the so-
lution is though causing spurious pressure gradients, which then translate into spurious
velocities and density fluctuations. A second and similar problem can also effect SPH
models. With disordered particles, as inevitably occur in a Lagrangian treatment of a flow,
the SPH estimate of density derived from the particle masses and positions will have spu-




W (xb − xa)mb (1.9)
where the symbols have the same meaning as Equation 1.1 (Price 2012, their Equation 2).
For equal mass particles arranged in an irregular manner this expression will not be con-
stant for all particle positions xa. If the particles are moving, even in a simple shear flow,
they cannot maintain a regular arrangement, and finite density fluctuations will result. It is
possible for these fluctuations themselves to seed nonphysical instabilities. If the number
of particles is increased, and the spacing decreased, the density fluctuations have a shorter
wavelength, but have the same amplitude. That is, increasing the ‘resolution’ in an SPH
simulation does not make the size of these density errors smaller. This means that a res-
olution study on an instability seeded by these fluctuations (such as a thermal instability)
performed by increasing the number of particles does not form a convergence test in the vi-
tal sense that the numerically approximate equations do not converge to the exact equations
in the limit of infinite resolution (ex: Kaufmann et al. 2006, their Figure 10).
In addition to Chapter 4, where zeroth-order inconsistency is examined in relation to
subsonic Kelvin-Helmholtz instability in SPH, Bauer & Springel (2012) have described
the effect of zeroth-order inconsistency on isothermal subsonic turbulence. The zeroth-
order inconsistency in SPH is a fundamental difficulty with this popular meshless method,
and this motivates an attempt to build alternate methods to attack the problem of global
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simulations of protoplanetary disks.
1.2 Parts of this Work
The remainder of this thesis contains four chapters of numerical work, one chapter on
magnetic reconnection in protoplanetary disks, and a brief chapter of general conclusions.
The main chapters are as follows:
1.2.1 Chapter 2: Phurbas: An Adaptive, Lagrangian, Meshless, Mag-
netohydrodynamics Code. I. Algorithm
We present an algorithm for simulating the equations of ideal magnetohydrodynamics and
other systems of differential equations on an unstructured set of points represented by sam-
ple particles. Local, third-order, least-squares, polynomial interpolations (Moving Least
Squares interpolations) are calculated from the field values of neighboring particles to ob-
tain field values and spatial derivatives at the particle position. Field values and particle
positions are advanced in time with a second order predictor-corrector scheme. The parti-
cles move with the fluid, so the time step is not limited by the Eulerian Courant-Friedrichs-
Lewy condition. Full spatial adaptivity is implemented to ensure the particles fill the com-
putational volume, which gives the algorithm substantial flexibility and power. A target
resolution is specified for each point in space, with particles being added and deleted as
needed to meet this target. Particle addition and deletion is based on a local void and
clump detection algorithm. Dynamic artificial viscosity fields provide stability to the inte-
gration. The resulting algorithm provides a robust solution for modeling flows that require
Lagrangian or adaptive discretizations to resolve. This chapter derives and documents the
Phurbas algorithm as implemented in Phurbas version 1.1.
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1.2.2 Chapter 3: Phurbas: An Adaptive, Lagrangian, Meshless, Mag-
netohydrodynamics Code. II. Implementation and Tests
We describe the implementation and test of the algorithm described in Chapter 2. We have
parallelized the code by adapting the framework provided by GADGET-2. A set of stan-
dard test problems, including 10−6 amplitude linear MHD waves, magnetized shock tubes,
and Kelvin-Helmholtz instabilities is presented. Finally we demonstrate good agreement
with analytic predictions of linear growth rates for magnetorotational instability in a cylin-
drical geometry. This chapter documents the Phurbas algorithm as implemented in Phurbas
version 1.1.
1.2.3 Chapter 4: A Well-Posed Kelvin-Helmholtz Instability Test and
Comparison
Recently, there has been a significant level of discussion of the correct treatment of Kelvin-
Helmholtz instability in the astrophysical community. This discussion relies largely on how
the KHI test is posed and analyzed. We pose a stringent test of the initial growth of the in-
stability. The goal is to provide a rigorous methodology for verifying a code on two dimen-
sional Kelvin-Helmholtz instability. We ran the problem in the Pencil Code, Athena, Enzo,
NDSPMHD, and Phurbas. A strict comparison, judgment, or ranking, between codes is
beyond the scope of this work, though this work provides the mathematical framework
needed for such a study. Nonetheless, how the test is posed circumvents the issues raised
by tests starting from a sharp contact discontinuity yet it still shows the poor performance
of Smoothed Particle Hydrodynamics. We then comment on the connection between this
behavior and the underlying lack of zeroth-order consistency in Smoothed Particle Hydro-
dynamics interpolation. We comment on the tendency of some methods, particularly those
with very low numerical diffusion, to produce secondary Kelvin-Helmholtz billows on sim-
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ilar tests. Though the lack of a fixed, physical diffusive scale in the Euler equations lies at
the root of the issue, we suggest that in some methods an extra diffusion operator should
be used to damp the growth of instabilities arising from grid noise. This statement applies
particularly to moving-mesh tessellation codes, but also to fixed-grid Godunov schemes.
1.2.4 Chapter 5: An Exact ∇ · B = 0 Discretization for Magnetohy-
drodynamics
In astrophysical magnetohydrodynamics (MHD) and electrodynamics simulations, numer-
ically enforcing the ∇ · B = 0 constraint on the magnetic field has been difficult. We
observe that for point-based discretization, as used in finite-difference type and pseudo-
spectral methods, the ∇ · B = 0 constraint can be satisfied entirely by a choice of inter-
polation used to define the derivatives of B. As an example we demonstrate a new class
of finite-difference type derivative operators on a regular grid which has the ∇ · B = 0
property. This principle clarifies the nature of ∇ · B 6= 0 errors. The principles and tech-
niques demonstrated in this chapter are particularly useful for the magnetic field, but can
be applied to any vector field. This chapter serves as a brief introduction to the method and
demonstrates an implementation showing convergence.
1.2.5 Chapter 6: Reconnection in Magnetorotational Instability Driven
Turbulence
We examine global zoom-in simulations of turbulent magnetorotationally unstable flow.
These simulations demonstrate the advantages of the Phurbas code developed in Chapters
2 and 3. We extract and analyze the high-current regions produced in the turbulent flow.
Basic parameters of these regions are abstracted, and we build one dimensional models
including non-ideal MHD, and radiative transfer. For sufficiently high temperatures, an
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instability resulting from the temperature dependence of the Ohmic resistivity is found.
This instability concentrates current sheets, resulting in the possibility of rapid heating from
∼ 600 K to ∼ 2000 K in MRI turbulent regions of protoplanetary disks. This is a possible
local mechanism for the melting of chondrules and the formation of other high-temperature
materials in protoplanetary disks (Ebel 2006).
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Chapter 2





Our understanding of many astrophysical systems relies on the simulation of magnetized
plasmas. As a result, much effort has been made to develop tools to efficiently perform
high-fidelity simulations of them. Some of these tools have found broad application in
other fields of physics and engineering as well.
Many early methods for solving the equations of magnetohydrodynamics (MHD) were
1A phurba is a ritual daggar used in Tibetan buddism. Its relevant properties are that it is used to drive
away demons, is sometimes fashioned from meteoritic iron, and having a mind of it’s own will attack an un-
skilled monk who attempts to use it. The American Museum of Natural History has several in the collections.
The name Phurbas is pluralized because the code is parallel.
2This chapter and appendix was originally published as Maron et al. (2012)
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based on fixed grids. Discretizing the equations of hydrodynamics or MHD on a fixed grid
leads to an Eulerian method, or a method written in terms of Eulerian derivatives. Popu-
lar publicly available codes with methods based on point values such as the Pencil Code
3 (Brandenburg & Dobler 2002) and finite volumes, such as ZEUS (Hayes et al. 2006),
FLASH (Fryxell et al. 2000), or Athena (Stone et al. 2008) use such methods. Eulerian
methods share the common property that the discretized form of the governing equations
is not Galilean invariant. Though they still converge to the correct solution, this does lead
to two limitations at any finite resolution. First, the explicit integration time step constraint
from the Courant-Friedrichs-Lewy (CFL) condition depends on both the signal speed and
the flow velocity relative to the grid, not just the signal speed. Second, the numerical diffu-
sion of the scheme, usually highly nonlinear, also depends on the flow velocity relative to
the grid.
A fixed grid approach thus has disadvantages particularly where there are high-velocity
bulk flows, collapsing flows, or flows that generate localized fine structure. For the latter
cases, adaptive mesh refinement (Berger & Oliger 1984) has been a successful approach.
This method, while still Eulerian, uses refined meshes to allow the spatial and temporal
resolution to vary. However, for problems with significant bulk flows, it is of no help, as the
same problems of time step limitation and numerical diffusion apply as with uniform grids.
A numerical viscosity dependent on the bulk flow can be significant, because the growth
of instabilities from a marginally resolved mode in a method lacking Galilean invariance
will depend on the bulk velocity of the flow across the grid. The effects of this can be
seen, for example, in Chiang (2008) and Johansen et al. (2009). To circumvent the time
step limit in disks treated with cylindrical or spherical coordinates or in a shearing-sheet
approximation where the bulk flow is largely Keplerian and aligned with the grid, it is
3See http://www.nordita.org/software/pencil-code/
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possible to add a separate transport step to the method (Masset 2000). While this extra
transport step improves the problems with numerical diffusion, it does not fully cure the
issue (Johansen et al. 2009; Stone & Gardiner 2010).
To escape these limits, it is necessary to move to a method formulated in terms of
Lagrangian (also known as covariant, comoving, convective, advective, substantive, or ma-
terial) derivatives.4 In contrast to Eulerian formulations, Lagrangian methods have three
advantages. Foremost, for problems with significant bulk flows, a purely Lagrangian for-
mulation has a significantly less stringent time step constraint from the signal speed (the
CFL condition). This is because the time step in an Eulerian method depends on the max-
imum of the signal speed and the flow speed, whereas in a purely Lagrangian method the
time step depends only on the local signal speed. Relaxing this constraint becomes par-
ticularly important in the case of an extended disk with supersonic differential rotation,
where in an Eulerian formulation the quickly orbiting inner regions constrain the time step
severely. A second advantage of a Lagrangian method lies in the Galilean invariance of the
inevitable effects of numerical diffusion. Though Galilean invariance itself can formally
be achieved in an Eulerian method (Springel 2010a; Robertson et al. 2010), a Lagrangian
formulation can reduce the diffusivity further because it uses fewer time steps. Finally,
Lagrangian methods naturally focus resolution into regions of fluid concentration, which
are often, though not always, the regions of greatest interest. (We note that the adaptive,
Lagrangian method we describe here can also focus resolution to other, arbitrary regions of
interest.)
It is possible to write a comoving discretization in two ways. First, one can discretize
the governing equations directly in terms of Lagrangian time derivatives. Second, one
can discretize in terms of partial time derivatives around moving interfaces. Historically,
4 Methods that solve Eulerian problems in a local frame chosen to be comoving with the fluid in a locally
average sense also share in some of the advantages of this formulation.
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the most popular approach has been the first, particularly when used to build a meshless
method. Recently, the second has been used, with techniques based on a moving unstruc-
tured mesh with mesh reconnection.
One of the earliest and most popular meshless schemes is Smoothed Particle Hydrody-
namics (SPH; Lucy 1977; Gingold & Monaghan 1977). SPH quickly gained popularity as
the advantages in numerical diffusion, local resolution scales, and local time step were real-
ized (Steinmetz & Mueller 1993). However, the basic SPH algorithm has many shortcom-
ings. The foremost and most fundamental is the lack of discrete, zeroth-order consistency
in the SPH representation of a function. SPH interpolation fails to reproduce even a con-
stant function. The importance of this consistency property in general meshless schemes
has been pointed out by Liu et al. (1995). This insight has been applied to analysis of SPH
by Dilts (1999); Liu et al. (2003); Fries & Matthies (2004) and Quinlan et al. (2006), among
others. They find that the lack of zeroth-order consistency can cause substantial gradient
and value errors that do not converge with increased particle number alone. The inability of
SPH to effectively model subsonic turbulence has been blamed on this lack of consistency
by Bauer & Springel (2012), though the behavior in this regime depends strongly on, and
can be significantly improved by using a more modern formulation of the SPH artificial
viscosity (Price 2011a).
Resolution in SPH is further limited by constant particle masses. Some attempts at
adaptive particle masses have been made (Kitsionas & Whitworth 2002) but these suf-
fer from difficulties in specifying a well-posed scheme. SPH in general handles differing
particle masses poorly, as the pairwise interparticle interactions allow heavy particles to
penetrate though the fluid in a nonphysical manner. Similarly, the spatial resolution in SPH
is locally isotropic, even when the particle and mass distribution is anisotropic. Attempting
to relax this constraint leads to the adaptive SPH scheme of Shapiro et al. (1996) and Owen
et al. (1998).
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A grid that is both Lagrangian and has logically Cartesian structure is a simple choice,
and a logically Cartesian moving (Lagrangian) mesh has also been used to attempt to min-
imize numerical diffusion (Norman et al. 1980; Fiedler & Mouschovias 1992). Gnedin
(1995) and Pen (1998) used a moving, logically Cartesian mesh to provide adaptivity in
collapsing flows. However, this approach falls victim to several limits. In many flows the
cells eventually become long and thin, leading to large errors. Also, the grid cannot follow
rotation or turbulent flows as it becomes tangled.
Unstructured, moving mesh methods with mesh reconnection have recently been intro-
duced in astrophysics. The methods of Springel (2010a), Pakmor et al. (2011), Duffell &
MacFadyen (2011), and Gaburov et al. (2012) are finite volume methods based on Voronoi
tessellations. The mesh is defined by the Voronoi tessellation of a set of points that move
approximately with the mean motion of the fluid in the cell (though formally any motion
can be chosen). These methods can be described as Lagrangian though they calculate
inter-cell fluxes with Eulerian Riemann problems stated in a locally comoving frame. The
connectivity of the mesh is dictated by the Voronoi neighbor relation. Fluxes between cells
are calculated across the moving cell faces. Springel (2010a) and Pakmor et al. (2011) de-
scribe a Galilean invariant method. The method of Duffell & MacFadyen (2011) is not fully
Galilean invariant, but this is due to the formulation chosen for the slightly more compli-
cated relativistic hydrodynamic equations. Both methods use an approximately comoving
formulation in a significant sense.
This chapter describes an adaptive, Lagrangian, meshless, collocation scheme for MHD
or similar sets of equations based on a point (not finite volume or mass) discretization. In
what follows, we refer to the discretization points as particles, following the historical us-
age. However, these discretization points do not in any sense represent identifiable masses
or volumes of the fluid. They are simply moving points sampling continuous field variables.
In the next subsection we discuss prior work on related methods to solve the MHD
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equations. We then describe our algorithm, starting with an overview (Section 2.2) and
then discussing specific numerical aspects, such as the modeling of the function and the
time update (Section 2.3), adaptive addition and deletion of particles (Section 2.4), explicit
time step limits (Section 2.5), and magnetic divergence correction (Section 2.6.2). Finally
we draw these together with a summary of the algorithm (Section 2.7). In the next chapter
we present implementation details and present the results of a suite of gas dynamical and
MHD tests of the algorithm.
2.1.2 Prior MHD Methods
Several attempts have been made to design an SPH-type scheme for MHD. The most suc-
cessful and recent work by Price & Monaghan (2004a,b, 2005), and Price (2010) resulted in
an SPH MHD based on a form of the MHD equations that is consistent with∇·B 6= 0 and
a set of artificial dissipation terms. Rosswog & Price (2007) developed a variation based on
representing the magnetic fields though Euler angles, which allows a guaranteed∇·B = 0
at the cost of disallowing tangled field geometries (Brandenburg 2010), severely limiting its
applicability. Dolag & Stasyszyn (2009) implement an SPH MHD in GADGET-3, without
any constraint on∇ ·B, but subtracting the numerical contribution of∇ ·B to the momen-
tum equation. We refer the reader to Price (2012) for a further overview of the attempts to
design an SPH MHD method.
Unfortunately all these SPH MHD methods suffer from the fundamental drawback of
SPH, that the SPH interpolant does not have a zeroth-order consistency property. This
zeroth-order inconsistency means that for a disordered set of SPH particles, a constant
function cannot be reproduced by the SPH representation of that function. As the SPH rep-
resentation of even a constant function has significant positive and negative errors, it also
has significantly non-zero derivatives. These errors make formulating an SPH MHD diffi-
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cult. Modifications of SPH to solve or work around the zeroth-order consistency problem
have been proposed. Børve et al. (2001) and Børve et al. (2006) developed an extension to
SPH using a remapping strategy to increase the accuracy of SPH estimates through regular-
izing the particle distribution, and applied it to MHD shocks. For hydrodynamics, Morris
(1996) and Abel (2011) have proposed working around the effects of the zeroth-order con-
sistency problem for pressure forces only, with an alternative derivation of the SPH pressure
force. This comes at the price of sacrificing the local momentum conservation enjoyed by
the classical formulation. This also only treats the problem of spurious pressure forces
arising from the zeroth-order inconsistency, and does not lead to a consistent interpolation
of the pressure field or other fields.
It is also possible to construct a SPH MHD scheme using a Godunov approach. Go-
dunov SPH was originally proposed for hydrodynamics, using Riemann problems to solve
for the particle interactions. Godunov SPH uses SPH interpolation for density (see Eq. 6
and Eq. 21 of Inutsuka 2002, and Eq. 29 of Iwasaki & Inutsuka 2011) 5. A Godunov SPH
MHD implementation using Powell-type source terms and a tensile correction was imple-
mented by Iwasaki & Inutsuka (2011). They point out that all SPH-based MHD schemes
that avoid tensile instability do not exactly conserve momentum, energy, or both. Similarly,
Gaburov & Nitadori (2011) constructed an SPH-like scheme (a weighted particle method)
with a consistent second order accurate formulation for derivatives, coupling this with a
pairwise Riemann-solver based interaction between particles to yield an MHD scheme. A
Galilean invariant form of the Dedner et al. (2002) hyperbolic-parabolic cleaning scheme
was used to handle∇·B errors.
However, these SPH-based methods again suffer from the zeroth order inconsistency
of the SPH interpolant, even though methods with a renormalized first derivative estimate
5An earlier usage of Riemann solvers coupled with SPH is given by Parshikov et al. (2000).
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have a consistent first derivative. This means that SPH interpolated fields (such as the den-
sity values) have significant noise. To reduce the amplitude of the noise it is necessary to
increase the number of neighbors used in the kernel, which greatly increases the compu-
tational cost. This means that rigorous convergence studies, even in smooth flow, are not
feasible with methods based on SPH-type estimates. In addition, SPH Riemann methods
suffer a higher computational cost in comparison to moving unstructured mesh Godunov
schemes, because of the requirement of a much higher number of Riemann problem solu-
tions per particle.
Duffell & MacFadyen (2011) implemented a MHD scheme in their Voronoi tessellation
method, using a Dedner type hyperbolic divergence cleaning method, but found it difficult
to manage ∇·B errors when the mesh topology changes. Pakmor et al. (2011) used a very
similar approach, with apparently much greater success in managing∇·B errors. Gaburov
et al. (2012) add a source term to the induction equation to restore Galilean invariance if
∇·B 6= 0 and claim this greatly improves stability.
The method we describe here was inspired by the Gradient Particle Method of Maron
& Howes (2003), but removes the underlying instability present in that method (described
in Appendix A). A method particularly similar to Maron & Howes (2003), but limited
to hydrodynamics using a moving-least-squares fit was proposed by Dilts (1999, 2000).
Numerous related methods have been described in the literature on meshfree or meshless
methods. The most closely related method is the Finite Pointset Method (FPM) described
by Kuhnert (1999, 2002), which is not to be confused with either the similarly named Finite
Point Method of Onate et al. 1996, or the equally similarly named Finite Particle Method
of Liu et al. 20056. FPM has limited adaptivity, is first order, and uses an upwinded formu-
lation for hydrodynamics. Similar to the method we describe, it is meshless, Lagrangian,
6The authors are of the opinion that enough numerical schemes have been named FPM, and as the names
are getting confusing the practice should cease.
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has particle addition and deletion, and uses moving least squares interpolation.
2.2 Algorithm
For specificity, we focus on using our method to solve the equations of MHD. These can
be expressed using Lagrangian time derivatives Dt, as
DtVj = −ρ−1∂jP
+ ρ−1εjabεacd(∂cBd)Bb +Gj, (2.1)
DtBj = Bi∂iVj −Bj∂iVi, (2.2)
Dtσ = −(σ + P )∂iVi (2.3)
Dtρ = −ρ∂iVi, (2.4)
where V is the velocity, B is the magnetic field, σ is the internal energy volume density, P
is the pressure, ρ is the density, Gj is a vector component of a body force, and the Einstein
summation rule is assumed. We note that Phurbas is relatively insensitive to the exact
form of the equations solved and variables chosen. For example, energy variables other
than the internal energy per volume could be used. In Appendix C we give the second
time derivatives of these equations for use in the time update. These equations require the
addition of an equation of state, such as a gamma-law P = (γ − 1)σ, though the equation
of state is arbitrary.
The MHD equations (2.1)–(2.4) are solved on an adaptive set of particles, each particle
carrying values for the field variables ρ,V,B, and σ. Particles move in the frame of the fluid
with the local fluid velocity V. Field variables evolve in the frame of the particle, so the
evolution equations are most naturally expressed using the Lagrangian form for the time
derivatives in the MHD equations.
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The equations of MHD as just stated are ill suited to the numerical scheme we will use.
For the discretization used in Phurbas, we require a system of equations in which short
wavelength perturbations decay. Appendix A demonstrates this for a model advection-
diffusion equation. To ensure decay of such perturbations, we introduce artificial dissipa-
tion terms to the analytic form of the equations before discretizing. These modifications are
in the form of a bulk viscosity, and mass and thermal diffusions. Formally, it is this modi-
fied version of the MHD equations from which Phurbas computes approximate numerical
solutions. The MHD equations, reiterated with the addition of the stabilizing terms, and
associated fields are:
DtVj = −ρ−1∂jP + ρ−1εjabεacd(∂cBd)Bb
+Gj + ∂j ((ζs + ζl)∂iVi) , (2.5)
DtBj = Bi∂iVj −Bj∂iVi + ξj, (2.6)





Dtρ = −ρ∂iVi +Hρ∂i(ζs∂iρ), (2.8)
















a is the maximum signal speed, where cs
is the sound speed and va is the Alfve´n speed. Bulk viscosity fields ζl and ζs are introduced
to handle the general flow (ζl), and shocks and other discontinuities (ζs). The action and
parameterization of these fields are described in Section 2.6.1. Hσ andHρ are constants that
specify the strength of mass and thermal conductivities in continuity and energy equations,
while ξj is the term representing diffusion of magnetic divergence defined in Section 2.6.2.
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To evolve the field variables in time, we evaluate Equations (2.1)–(2.4) for the time
derivatives, requiring values for the field variables and their spatial derivatives at the po-
sition of each target particle. We obtain this information by fitting a third-order, three-
dimensional (3D) polynomial to the set of values carried by the neighboring particles,
using the procedure described in Section 2.3. The resulting polynomial coefficients al-
low us to compute the field value and its first, second, and third derivatives at the position
of the particle, enabling evaluation of the Lagrangian time derivatives. Those in turn are
used to update the field variables with a predictor-corrector time step scheme described in
Section 2.3.3.
A particle-based algorithm such as this one has a dynamically evolving spatial resolu-
tion. It turns out to be central to the stability and accuracy of the method that the particle
distribution not have voids within which the fields cannot be accurately fit. We create and
delete particles as necessary to eliminate such voids, while avoiding particle clumps. This
further allows us to adaptively satisfy any user-specified physical resolution requirement,
as well as to eliminate unnecessary particles (Section 2.4). We force the resolution to al-
ways exceed a spatially and temporally variable target resolution λ(x, t). Effectively, the
particles can represent the field variables in the same manner as a grid with effective resolu-
tion λ at each point. The resolution requirement can be specified depending on the physics
requirements of the problem at hand, so long as it remains reasonably smooth.
The Phurbas discretization is based on point values, not finite volumes or finite masses.
As such, the discretization used to calculate spatial derivatives and advance the solution in
time does not define a value for volume-integrated quantities, including volume-integrated,
conserved quantities. To define these quantities, another discretization would need to be
added to obtain a multidimensional quadrature from the unstructured set of samples. For
example, Voronoi cell volumes could be used to calculate a nearest-grid-point interpolation
for a Riemann-sum approximation to a volume integral. Alternatively, using a point density
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approximated from the number of neighboring points in some small radius as a weighting,
a Monte-Carlo type volume integral approximation could be used.
As the magnetic field evolves, discretization error generates spurious magnetic diver-
gence ∇·B. By dropping the physically vanishing term −∇·B when deriving the La-
grangian induction equation from the usual Eulerian form expressed with a partial time
derivative, we have made any ∇·B present in the field into a passively advected scalar.
A consequence of this choice of the canonical Lagrangian form is that our MHD equa-
tions, by omitting a term that is physically zero, are precisely the same as a form that is
claimed in other works to include an extra source term: the same result has been proposed
with a source term by Janhunen (2000), and derived from the relativistic form of energy-
momentum conservation and relativistic electromagnetic theory by Dellar (2001). In the
latter paper, the Lagrangian form of the induction equation given in Equation 2.2 is shown
to be the Galilean invariant momentum and energy conserving form for the MHD equations
in the case when∇·B is present. We note that∇·B of nonphysical origin is easier to handle
numerically in the Lagrangian form of the MHD equations, as the presence of ∇·B errors
does not feed back into violations of energy and momentum conservation by itself. Unlike
in SPH MHD (Price 2012), we do not require source terms in the momentum and energy
equations, as our discretization does not suffer from the tensile instability as in SPH. The
diffusive correction described in Section 2.6.2 adds a term to the magnetic equation that
diffuses∇·B.
2.3 Time Evolution
We evolve the field variables forward in time by evaluating the MHD equations (2.1)–(2.4)
at the position of each particle. We do this by constructing a local approximation of the
field variables at that position, derived from a spatial fit to the values of the field variables
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on neighboring particles (Section 2.3.1). This allows us to compute the values and spatial
derivatives of the field variables at the position of the particle. We choose for the form of
the continuous approximation a 3D, third-order, polynomial. We further develop a system
of particle weights that enhances the accuracy of the fit (Section 2.3.2). Once we have
evaluated the Lagrangian time derivatives from the MHD equations, the field variables and
particle positions are updated in time with a predictor-corrector method (Section 2.3.3).
2.3.1 Moving Least Squares Procedure
Phurbas uses a moving least squares fitting procedure in two versions. First, to approxi-
mate derivatives of the dynamical field variables on the right hand sides of the governing
equations, moving least squares interpolants are used. These are polynomial approxima-
tions that are forced through (interpolate) the central particle value. Second, Phurbas uses
moving least squares fits to initialize newly created particles. These are polynomial ap-
proximations that are not forced through any particle values, and hence provide a smooth
approximation to the field values where no particle currently exists.
In the language of Lancaster & Salkauskas (1981) the first version is an Interpolating
Moving Least Squares procedure, and the second is a Moving Least Squares procedure. In
addition to Lancaster & Salkauskas (1981), discussion at length can be found, for example,
in Belytschko et al. (1996), Dilts (1999), or Fries & Matthies (2004).
For the purposes of Phurbas, we can follow the description by Liszka et al. (1996),
which leads to what has become known as a Generalized Finite Difference Method (Liszka
& Orkisz 1980). Phurbas uses both the Nodal Approximation described in Liszka et al.
(1996, section 2.1.1) and the Pointwise Approximation in Liszka et al. (1996, section 2.1.2).
We briefly expand on those descriptions here for clarity.
In one dimension, we start with a function that we wish to discretize, defined at some
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set of points g = g(x). To approximate the function at a point x0, we select a set of nearby





so that q(x) ≈ g(x). If the functions pi are selected as polynomials,
p(x) =
[
1, x, y, z, x2, y2, z2, xy, xz, x3, ...
]
(2.12)
then this approximation is a Taylor series about x0, as in Equation (2.11) we have shifted the
polynomials p to be centered on x0. The coefficients ai are then the value and derivatives
(multiplied by a Taylor series coefficient) of the approximation q(x).
If the function g is defined at x0 we can reduce the approximation to a special case,
called the Nodal Approximation by Liszka et al. (1996, section 2.1.1). If we fix the coef-
ficient a0 = g(x0) = q(x0), then only the coefficients ai for i ≥ 1 need to be determined,
and the approximation becomes




We choose to use a number of neighboring points n greater than the number of undeter-
mined polynomial coefficients m. As Equation (2.13) is then overdetermined, we seek a





W (xj − x0) (g(xj)− q(xj))2 , (2.14)
where W is a weight function described below. We can rewrite this set of equations in
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matrix form by defining
gT = [g(x1)− g(x0), g(x2)− g(x0), g(x3)− g(x0), ...] , (2.15)
P =

p1(x1 − x0) p2(x1 − x0) . . . pm(x1 − x0)
p1(x2 − x0) p2(x2 − x0) . . . pm(x2 − x0)
...
... . . .
...






W (x1 − x0) 0 . . . 0
0 W (x2 − x0) . . . 0
...
... . . .
...
0 0 . . . W (xn − x0)

. (2.17)
Then Equation (2.14) can be written
J = (Pa− g)TW(Pa− g). (2.18)
If we define
A = PTWP (2.19)
B = PTW (2.20)
then minimizing J as in Belytschko et al. (1996) we obtain
a = A−1Bg (2.21)


















gives the derivatives of the interpolating moving least squares approximation.
The second form, the Pointwise Approximation, is defined everywhere, not just where
there is a particle. This form is used when adding new particles. The coefficient a0 is left
free, the approximation is Equation (2.11), and now at an arbitrary point x the approxima-
tion yields:
gT = [g(x0), g(x1), g(x2), g(x3), ...] , (2.23)
P =

p0(x0 − x) p1(x0 − x) . . . pm(x0 − x)
p0(x1 − x) p1(x1 − x) . . . pm(x1 − x)
...
... . . .
...






W (x0 − x) 0 . . . 0
0 W (x1 − x) . . . 0
...
... . . .
...
0 0 . . . W (xn − x)

. (2.25)


















The coefficients vector has either 19 or 20 coefficients, depending on the approximation,
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so the solution requires inversion of either a 19 × 19 or 20 × 20 matrix A. We use an LU
decomposition and back substitution procedure (e.g. Press et al. 1992, p. 32) to solve
Equation (2.21). The derived polynomial coefficients yield the values of the field variables
and their derivatives of first, second and third order, from which we construct the first- and
second-order time derivatives of the field variables.
We have experimentally found that the number of particles included in the evaluation
sums for the matrix coefficients should comfortably exceed the number of terms in the poly-
nomial. The choice of how many particles to include is based on a compromise between
lack of statistical significance and computational impracticality. The radius rf of the sphere
encompassing the particles included should also be large enough to justify a third-degree
interpolation, about twice the characteristic inter-particle separation λ. For a uniform par-
ticle density of one particle within each volume λ3, a sphere with rf = 2λ encloses ∼ 34
particles. However, this leaves little room to account for non-uniform particle densities. A
sphere with rf = 3λ encloses ∼ 110 particles, which weighs on the cost of calculating the
matrix coefficients. A radius as large as this also invites higher-order structure to erode the
interpolation. In the end we choose to use
rf = 2.3λ, (2.27)
corresponding to ∼ 51 particles. We have not yet derived a rigorous lower bound to the
required number of neighbors to use. For computational cost, we find that a third-order fit
has computational cost comparable to the other operations that occur in the time step, while
a fourth-order fit is substantially more expensive. We term the sphere of radius rf around a
fit center the neighbor sphere.
The target resolution λ(x, t) is a property of the location of the fit center, which may or
may not be centered at the location of a particle. In practice, as the interpolation is centered
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at the location of an existing particle, then λ for the interpolation is taken as the λ of that
particle. If a fit is being used to generate new values for the addition of a particle, the λ of
the particle that triggered the creation of the new particle is used.
2.3.2 Weights
In the moving least-squares procedure, each neighbor particle j has a weight Wj . There
is significant freedom to choose the form of the weights Wj , and no rigorous theoretical
framework exists under which an optimal choice can be made. As a first approximation,
we choose weights that emphasize particles close to the center of the neighbor sphere, so
that the local least squares approximation varies more smoothly as the target position is
changed. The weighting function is a piecewise linear function of the distance of particle j
from the fit center rj , given as:
Wj =








if rw ≤ rj ≤ rf ,
(2.28)
where rw = 32λ. Wj has a nonzero value at the edge of the neighbor sphere so as to not
exclude any particles from the fit.
2.3.3 Time Update
The field variables are evolved in time with a Hermite predictor-corrector scheme based
on the first- and second-order Lagrangian time derivatives. A derivation of the scheme is
presented in Appendix B, as it has not previously been described in the literature. The
interpolation procedure in Section 2.3.1 for time step i+ 1 is done on the predicted values
qp,i computed in time step i, yielding the time derivative values Dtqp,i and Dttqp,i needed
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for the correction in time step i, as well as for the prediction of time step i+ 1.
We begin by extrapolating forward from time ti to time ti+1, over the time interval
∆t = ti+1 − ti, to make a prediction





based on a Taylor series expansion around qp,i, using the corrected value from the previous
time step qc,i. We then evaluate the time derivatives by interpolation on the predicted fields









The particle positions x are evolved using third-order time information Dtttx = DttV
as well. This allows us to use a third-order predictor of the form
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2.4 Regularizing the Particle Distribution
Our algorithm relies on discretization over Lagrangian sample points. These points are not
arrayed on a grid, nor are they connected by mesh edges as in the AREPO code (Springel
2010a), so this is a meshless method. During evolution, we require that the particles should
maintain a distribution such that there are no voids larger than the target local resolution
λ(x, t) and no excessive point concentrations within the scale λ. The requirement of no
voids is introduced to ensure that every fit sphere of radius rf has enough points to perform
the moving least-squares procedure and that the fit spheres overlap sufficiently so that the
set of fit spheres covers the entire simulation volume. The requirement of no point concen-
trations requires the removal of excess points. We implement these requirements by adding
and deleting particles as needed. Satisfying these requirements confers the great benefit of
making the code fully adaptive, since the user can dynamically choose the function λ(x, t)
as required by the physics of the problem, so long as it is reasonably smooth in space and
time.
The addition and deletion algorithm begins with the assembly of all neighbors i within
the neighbor sphere of radius rf around a particle j, along with their associated target res-
olutions λi. Voids within the neighbor sphere are identified using the method described in
Section 2.4.1. Any voids identified are reported as candidates for particle creation. Con-
versely, if a particle j has a mutual nearest neighbor that is too close (see Section 2.4.2),
one of the two particles is deleted. Duplicate voids and clumps are pruned from the global
list prior to the particle creation and deletion described in Section 2.4.3.
2.4.1 Voids
To check for a void at a point in space with position x, we identify the nearest particle i,
which is located at position xi and has a resolution scale λi. The distance between x and
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As a resolution condition, we then choose the condition that if
xvoid > cvoid, (2.34)
for a constant cvoid, the space around x is indeed too sparsely populated, indicating a need
for particle addition.
To heuristically derive cvoid, we consider an arrangement of particles on the hexagonal
lattice representing the tightest possible packing of spheres centered on the particles. If the
particle density is one particle per volume λ3, then the spheres’ centers will be separated
by a distance dp = 21/6. This represents the most efficient possible filling of the region
with particles. Since any real, fluctuating, particle distribution will require more particles
to fully resolve the field, we set
cvoid = 0.73dp (2.35)
so that with a disordered particle set we sample more density than would be required with
the ideal ordered particle set.
To identify unique voids, we first identify the most egregious void within the neighbor
sphere of each particle, and then check to see if that void violates the condition given by
Equation (2.34). If it does we add a particle as described below in Section 2.4.3. We begin
by examining the space in the vicinity of existing particles. We construct a 3D cubic grid
with side length 2rf containing 9×9×9 grid points, centered on the target particle position
xj . This grid covers the volume of the neighbor sphere. For each grid point, the normalized
distance xvoid to all neighboring particles can be calculated using Equation (2.33) and the
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minimum value chosen. If the maximum value on the grid of xvoid > cvoid, the position of
the grid point with the maximum value is reported as a candidate void for particle creation.
To speed up the calculation, we sieve the grid points lying within the neighbor sphere.
We begin the search by initializing a large value on each grid point for the minimum value
of xvoid for that grid point. We then proceed by selecting each particle i in turn, and looping
over all grid points. For each grid point, we calculate the normalized distance xvoid to the
particle i. If its value for the grid point is less than the current minimum value on that
point, we replace it with the newly calculated value for particle i. If the new value is
less than cvoid, that grid point can be eliminated from the active list of candidates for void
identification. We then move to the next particle and calculate its distance to the remaining
active grid points, repeating the above procedure. After all particles have been sieved, if
any grid points remain as void candidates, we report the one with the maximum xvoid as a
candidate for void creation. To hasten the operation, we first sieve the particles within λ
from the target position, then those within (3/2)λ, and then the remaining particles, where
λ is the value for the target position.
2.4.2 Clumps
As the particles move, random fluctuations will move them closer or farther from their
neighbors. If two particles approach each other too closely compared to λ, they are essen-
tially sampling the same field variable information, and so are redundant. Because there
are no restoring forces in the algorithm to separate nearby particles, we instead remove
any particle clumps of this sort, saving the computational cost of evolving the redundant
particles. The question then remains of how to determine when a clump has formed.
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The nearest neighbor i to the target particle j is determined. In turn its nearest neighbor is
found. If they are mutual nearest neighbors and if
rij < cclump (2.37)
they are candidates for deletion. We find that a value of
cclump = 0.12dp (2.38)
is suitable to prevent over-resolution. Among those two particles, we delete the one which
was more recently created, retaining the particles with longer history to minimize the nu-
merical diffusion from adaption.
If particles are to be deleted, this is done so without considering whether that particle
triggered the proposed addition of a particle (that is, whether it is in a clump on the edge
of a void). However, any proposed addition resulting from the processing of that particle is
still considered.
2.4.3 Particle Creation and Deletion
The first examination of all the active particles results in a proposed list of positions re-
quiring particle addition, accompanied by the radius of the void detected. These proposals
overlap, as each void may be detected by more than one particle. The list is exchanged by
processes handling neighboring spatial domains, so that each process has a list of all the
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proposed additions within a distance rf of its boundary. The proposed addition list is then
pruned, to select one position in which to add a particle within each void radius. To do
this, each particle addition proposal is compared to all other proposals within that spatial
domain. If any other proposed location lies within its void radius, the values of the void
radii are compared, and the proposal with the smaller void radius is rejected.
We then create particles at the successfully proposed positions. Particles in this algo-
rithm represent sample points, not discrete parcels of gas. When we add particles, we are
just sampling the continuous field variables at new positions. Therefore, considerations
of conservation do not enter this process, unlike in particle-splitting methods used in SPH
(e.g. Kitsionas & Whitworth 2002).
The task of creating new particles needs to be load balanced among processors in order
to handle situations where the memory required for new particles represents a large fraction
of the total free memory in the particle arrays. The new particles are then initialized in free
spaces, on the processors to which they have been assigned by the addition load balance
procedure. As we have now deleted some particles, and added others to essentially random
processors, a new load balance may be calculated among all particles, and the neighbor
search data structure must be updated. Doing this on the entire particle list brings the new
particles to optimal positions on the processors and provides neighbor information for the
subsequent processing stages.
New particles are initialized using a third order moving least squares fit, as opposed to
an interpolation (Section 2.3.1). This fit is centered on the position of the new particle.
2.5 Time Steps
The time step for each particle is set by taking the minimum of five criteria. These are
evaluated at the phase where new time derivatives are computed. The basic limit is the
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CFL condition for the stability of a forward-time-centered-space discretization. It is used
here without explicit derivation as the general principle applies that the maximum stable








where ∆tCFL is the CFL time step, CCFL is the Courant number, which we usually take to
be 0.3, cs is the sound speed, and vA is the Alfve´n speed. Note that, unlike an Eulerian
code, the flow velocity does not enter this equation.
The use of the bulk viscosity fields ζs and ζl require an appropriate time step constraint





Another time step constraint of the same form is applied based on the need for a sufficient
number of time steps during a compression or expansion to allow for particle addition and





where CVC is a constant, which we usually take to be 2. The arbitrary form of the constant
term pi2C2VC comes from an analogy with the form of the von Neumann time step constraint
by considering the von Neumann term
C2VCλ
2(−∇ · V)+(−∇ · V) (2.42)
where ()+ denotes that the expression is zero if the term contained is negative, as a diffusion
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operator and following the time step constraint from Maron & Mac Low (2009, Eq. 8).
We also introduce a similar constraint based on the shear of the flow to allow for needed






The factor 10pi2C2VC is an ad-hoc scaling that in practice has been found to be sufficient.
The time step limit assigned for a particle is
∆t = min(∆tCFL,∆tζ ,∆tVC,∆tVR). (2.44)
Each particle has an individually assigned time step. To tailor the algorithm to parallel
implementation, a block time step scheme can be adopted. For such a time step scheme,
the time steps actually used are rounded down to the nearest block time step interval.
It is also necessary to ensure some degree of spatial coherence to the time steps, so that
disturbances propagate from short-time step particles to long-time step particles smoothly.
At the end of the time update procedure for a particle, after the assignment of the new time
step for a particle, if any of the neighbor particles has an end time greater than the target
particle’s new end time, a time step limit propagation procedure is triggered for the target
particle. The target particle’s end time propagates to its neighbors, and if any neighbor’s
end time is further from the current time than twice the interval to the target particle’s end
time, then the neighbor’s end time is set to this limit.
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2.6 Artificial Diffusion
Three types of artificial diffusion terms are used to stabilize the solutions to the equations
modeled in Phurbas. These are terms acting as bulk viscosity, mass and internal energy dif-
fusion terms, and a term acting to diffuse magnetic monopoles. We find that these terms are
sufficient to damp small scale fluctuations that would otherwise make the scheme unstable.
2.6.1 Bulk Viscosities
We use two bulk viscosity fields. The first, ζl, quenches small scale compressive mo-
tion in all areas of the flow, and evolves according to Equation (2.9). The second, ζs,
is a shock and discontinuity viscosity that evolves according to Equation (2.10). Equa-
tions (2.9) and (2.10) each consist of three terms, a diffusion term, a source term, and a
decay term. This configuration ensures that the bulk viscosity fields vary smoothly in time
and space.
The diffusion operator on the bulk viscosity fields κζ = 0.15λcmax is chosen to place
a time step limit less stringent than the Courant limit from the hyperbolic part of the
MHD equations. The bulk viscosity fields have source and decay terms and these terms
have associated timescales. For the ζl field the source and decay term timescales are the
same, τl = λ/cmax. The ζs field is designed to fall off more slowly than it rises, which
is particularly advantageous in calming post-shock oscillations, so τs− = 20λ/cmax and
τs+ = λ/cmax. The use of a diffusion equation with source and decay terms to derive the
artificial viscosity field here is analogous to the design in a discontinuous Galerkin method
by Barter & Darmofal (2010) and the slow decay of the shock viscosity achieves a similar
effect to the bulk viscosity prescription used by Morris & Monaghan (1997).
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The first term has the form of the conventional von Neumann artificial viscosity, with
CV N = 2. The second term responds to changes in the specific internal energy, in a manner
similar to the dissipation introduced by Price (2008). This form is a trigger on the size
of the second derivative of the specific internal energy, and Ce = 0.1. The third term is
constructed analogously to the second, but using the Laplacian of density and Cρ = 1.0.
The final term is again constructed analogously to the second, but using the Laplacian of
pressure and CP = 3.0. The constants CV N , Ce, and CP can be tuned for a particular
problem, with smaller values being preferable, but the values given here have proven to be
sufficient for most problems.
The mass and internal energy diffusion terms are coupled to the ζs field, with a strength
set by the constants Hρ = Hσ = 5 × 10−4. For stability, it would be preferable to have a
small scale mass and internal energy diffusion (such as a hyperdiffusion) active everywhere
in the flow, but we have not found a formulation of such a term that is sufficiently accurate
to yield reasonable mass conservation results.
2.6.2 Magnetic Divergence Diffusion
As Phurbas solves the equations of MHD, the issue of magnetic monopole errors must be
treated. The primary problem caused by monopole errors in schemes of this type is nu-
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merical instability. The interpolating moving least squares derivative estimates may return
derivatives of the magnetic field that do not satisfy∇·B = 0. Over several time update cy-
cles, these estimates may lead to the local creation of a net magnetic monopole character to
the field. In practice we have found that a diffusive (or parabolic) correction is sufficient to
prevent the growth of this monopole character of the magnetic field (see tests in Chapter 3).
For each particle, a∇·B field is defined. The value is simply reset each time step to the
value of ∇·B derived from the fit to the magnetic field. The derivatives of the ∇·B field
derived from the fits are then used to diffuse ∇·B, generally resulting in a reduction of its
value. These fitted values and derivatives of∇·B are less noisy than values and derivatives
of∇·B derived directly from fits to the magnetic field.
The diffusion term for particle j is
ξj = ηmax∇(∇ ·Bj), (2.46)





from Maron & Mac Low (2009, Eq. 8). The term given by Equation (2.46) is added to the
right hand side of the induction equation (Equation 2.2) in the first time derivatives used
in the second-order predictor-corrector scheme for the evolution of the magnetic field. The
effect of this is that the ∇·B diffusion operator is integrated with a first-order predictor-
corrector scheme. The ∇·B diffusion ηmax is computed each time the fields are fit, which
occurs at times that are the end of one time step and the beginning of the next. The time
step used to define ηmax is the time step that has its end at the instant ηmax is calculated, i.e.
the previous time step. Thus, the ηmax used in the predictor stage of the time integration
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of a particular step is different from the ηmax later used in the corrector stage of the same
time step. This diffusion is not conservative, but the Phurbas discretization only preserves
the conservation in the MHD equations to truncation error levels, and the∇·B operated on
by this diffusion is, by definition, only created below truncation error levels. We find that
since the canonical form of the Lagrangian MHD equations that we use treats ∇·B as a
passively advected scalar, the presence of small amounts of ∇·B does not destabilize the
solution.
2.7 Summary and Discussion
2.7.1 Summary of the Algorithm
We now summarize the conceptual steps of the algorithm. The operations described here
are actually often broken into multiple phases to enable efficient parallelization. Future
implementers of the algorithm should consider the specific needs of each operation when
designing data structures and communication patterns.
• Build the neighbor-finding data structure, such as a particle tree.
• Balance particles among processors.
• Identify target particles for evolution.
• Use the tree to assemble all neighbors within a radius rf of the target particles.
• Check for voids. Complete particle addition for qualifying voids (Section 2.4.1).
• Check if there are mutual nearest neighbor pairs that are too close. Delete one (Sec-
tion 2.4.2).
• Evaluate the polynomial fit weights (Section 2.3.2).
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• Compute the local polynomial fit to derive values and spatial derivatives at the loca-
tion of each particle (Section 2.3.1).
• Use the polynomial coefficients to evaluate the MHD equations for the Lagrangian
time derivatives including diffusivity terms (Section 2.2).
• Use the polynomial coefficients to evaluate the governing equations of the bulk vis-
cosity fields ζl and ζs for the Lagrangian time derivatives (Section 2.2).
• Use the time derivatives to correct the previous time step (Section 2.3.3).
• Evaluate the resolution scale λ for each particle position (Section 2.2).
• Evaluate the size of the next time step (Section 2.5).
• Use the time derivatives to predict forward in time to the next time step (Section 2.3.3).
• Restrict local time step variations (Section 2.5).
2.7.2 Effective Resolution
To understand the effect of varying the effective resolution parameter λ on the numerical
resolution, consider a one-dimensional uniform grid with a grid spacing of unity, initialized
with a field variable having values given by the Fourier mode sin(pikx). The maximum
wave number k of this mode that can be expressed on this grid is k = 1, the Nyquist
wave number. In order to be able to calculate realistic derivatives with finite differences, k
must be less than unity, and the precision increases as k decreases. Maron et al. (2008) and
Maron & Mac Low (2009) evaluate the effective precision of finite difference schemes with
varying stencil sizes. They find that for a stencil radius of {1, 2, 3, 4}, finite differences
can be calculated with a relative precision of ∼ 1 percent up to a wave number of k ∼
{1/8, 1/4, 2/5, 1/2}. Given that derivatives are more easily calculated on a grid than for
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irregular particles, we take this as an upper limit for what we can expect from particles.
Since a 3D, third-order, polynomial corresponds to a 5-point (or stencil radius 2) 1D finite-
difference scheme, we expect k ∼ 1/4 to be the limit of resolution, corresponding to a
wavelength of ∼ 8λ.
2.8 Conclusion
We have described Phurbas, an adaptive, Lagrangian, meshless algorithm for MHD. The
algorithm is described for the specific case of the MHD equations, but can be easily gen-
eralized to other hyperbolic systems, as the fitting, time integration, and stabilization pro-
cedures do not rely on particular properties of the MHD equations. The central principle
of the algorithm is that the solution and its spatial derivatives are derived from a high-
order, interpolating, polynomial fit to a set of particles that are merely Lagrangian sample
points in the flow, not mass elements as in SPH or finite volume methods. This allows for
significant flexibility in the design of the algorithm, and the implementation of additional
physical processes. Particle addition and deletion is required to prevent the growth of voids
or clumps. This naturally allows the numerical resolution to be fully adaptive based on user
specified criteria. The Lagrangian nature of the code means that particles can be evolved
with time steps dependent only on the nature of the local flow, and that numerical diffusion
is Galilean invariant. The version described here is just one subset of the many available
options. Chapter 3 describes a parallel implementation and tests of Phurbas that demon-
strate accuracy comparable to that of third order grid codes on subsonic and supersonic
problems.
A few theoretically desirable improvements to the scheme can already be identified.
Though the ζl field is sufficient to modify the equations to give reasonable results in tests,
it would be preferable to only use stabilizing viscosities that scale as λ2 or a higher power
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(hyperviscosities) to give faster convergence of the modeled equations to the limit of ideal
MHD. Possible avenues though which such an effect could be achieved are use of a differ-
ent interpolation scheme than moving least squares, and/or a time or spatially dependent
version of ζl so that it couples only to the shortest wavelength or shortest timescale mo-
tions. Kuhnert (1999) showed methods for introducing upwinding into a scheme similar
to Phurbas, a modification that may reduce the need for ζl. Additionally, in defining ζs we
have used a simple formulation where the effects decay on the same timescale and reflect
the effects of discontinuities (shocks and otherwise) through the same parameter. In SPH,
Price (2012) and Rosswog (2009) have found that separate parameters for each disconti-
nuity are useful. Analogously in the framework here, ζs could be broken into three fields,
though this would come at some cost.
The second order Hermite predictor-corrector scheme is particularly useful as it only
requires computations of spatial derivatives at the beginning of each time step, and the
predictor half of the integration can be done without knowing the end-time of the time step.
It has the drawback however, that first and second time derivatives of the field variables
must be obtained. In general, these analytic expressions could be very complicated. A time
integration scheme, such as a Runge-Kutta method, that uses only first time derivatives may
be preferable in this sense.
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Chapter 3
Phurbas: An Adaptive, Lagrangian,
Meshless, Magnetohydrodynamics Code.
II. Implementation and Tests1
3.1 Introduction
In Chapter 2 we described an adaptive, Lagrangian, meshless, method for magnetohydro-
dynamics (MHD). We now describe the parallel implementation of this algorithm and its
tests, and discuss its practical properties. The test problems used are selected from the
accepted ones in the literature; many follow those documented for Athena2 (Stone et al.
2008), and those used by To´th (2000), and Ryu & Jones (1995). The three goals of the tests
are to verify the convergence to smooth solutions of the MHD equations, demonstrate the
global conservation properties and shock errors, and finally to verify the ability of Phurbas
to correctly model the linear growth of magnetorotational instability.
1This chapter and appendices were originally published as McNally et al. (2012)
2https://trac.princeton.edu/Athena/
CHAPTER 3. PHURBAS II 51
In Section 3.2.1 we describe how we have implemented our algorithm into a parallel
code called Phurbas using the GADGET-2 code3 (Springel 2005) as a basis. We describe
the tests that we have performed with this implementation in Section 3.3. We summarize
the results of the tests, and discuss the implications and future prospects for Phurbas-like
methods in Section 3.4.
3.2 Implementation of the Algorithm
Phurbas is a parallel code using the Message Passing Interface, following the patterns of
the GADGET-2 code (Springel 2005), which originally combined a smoothed particle hy-
drodynamics (SPH) treatment of gas dynamics with a tree solution of the Poisson equation
to follow N-body dynamics. The serial particle update module described in Chapter 2 has
been incorporated into a modified version of GADGET-2 that has been re-purposed to
serve as a parallel framework. We refer to the version documented in this work as Phurbas
version 1.1 to allow for the differentiation of future modifications to the algorithm and the
code. (We note that tests of Phurbas 1.0 were described in the first submitted version of
this paper, posted to ArXiv as version 1 of this paper.)
We summarize here the algorithm described in detail in Chapter 2. Phurbas solves the
equations of ideal MHD, expressed in terms of Lagrangian time derivatives. The equations
are discretized on an adaptive set of particles that carry values of the field variables (density
ρ, velocity V, magnetic field B, and internal energy density σ). The particles move with
the velocity V that they carry, making the Lagrangian formalism the natural description of
the time evolution of the field variables. The evolution equations relate time derivatives of
the field variables to their spatial derivatives. To calculate the spatial derivatives, Phurbas
uses a local, third-order, polynomial, moving least squares interpolation, using neighbor
3http://www.mpa-garching.mpg.de/gadget/
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particle values drawn from a sphere of radius rf,i = 2.3λi about particle i, where λi is
the effective resolution parameter. A second order predictor-corrector scheme is used with
the time derivatives obtained by applying the MHD equations to the approximate spatial
derivatives to advance the particle positions and variable values.
Particles are added and deleted, filling voids and destroying clumps, to ensure that each
sphere of radius rf is well sampled. On average, the particle creation and deletion results
in at least one particle per volume λ3. The resolution parameter λ need not be constant in
space or time, and each particle has an individual time step. In this sense Phurbas is fully
adaptive both spatially and temporally. The time steps are independent of the bulk velocity
of the flow. Spatial variation of the time steps is limited to prevent the penetration of short
time step particles into regions of long time step particles.
To obtain numerical stability, Phurbas integrates a modified version of the ideal MHD
equations including a bulk viscosity. The bulk viscosity coefficient is broken into two scalar
fields. The first is scaled so that motions near the grid scale are always damped. The second
adapts to provide damping in regions with large change, such as shocks and contact dis-
continuities. A diffusive correction term in the induction equation locally diffuses nonzero
∇·B away.
3.2.1 GADGET-2 Based Implementation
In this section we outline the changes made to GADGET-2 to adapt it to Phurbas, which
serves also to highlight the differences in the infrastructure needed to support SPH and
Phurbas. The largest modifications are the removal of the SPH algorithm for evaluating the
spatial derivatives, the addition of data passing and elements in the data structures needed
for the Phurbas MHD algorithm, the modification to support addition and deletion of gas-
type particles, the addition of magnetic field variables, and a new main time advance loop.
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Additions to the input-output routines and global statistics were also made.
In GADGET-2 SPH, the sums required for value and gradient evaluation are computed
in a distributed manner. The contribution to each sum from a set of neighbor particles can be
computed on the processor where those neighbors reside, so that only the total value need
be communicated. For the Phurbas particle update, the values for all particles within rf,i of
particle i must be communicated to the process hosting particle i. Particles are updated in
batches, so within groups of∼ 5, 000–10,000 particles duplicate neighbor communications
can be avoided.
Phurbas requires only a strict radius-based neighbor search, unlike in GADGET-2 SPH
where a mutual neighbor relation is required to achieve symmetric interparticle forces. The
Phurbas neighbor search is also performed on a fixed radius volume, so it does not need
iterative refinement like the GADGET-2 SPH neighbor search, which adapts the neighbor
search radius to include a target number of neighbors. In Phurbas, the moving least squares
interpolation and the particle adaption algorithm require information from the neighbor
particles of particle i to be retrieved to the host process of particle i. The set of particles
used for these three procedures is the same, the particles within rf .
Compared to GADGET-2 SPH particles, Phurbas particles use somewhat more mem-
ory. Phurbas uses 56.5 eight byte variables per particle as opposed to the 36.5 used by
GADGET-2 in double precision mode. We retain the basic structures of GADGET-2 in
that the variables required for the neighbor tree construction are stored in a separate array
from the fluid quantities. As the memory required to complete the retrieval of neighbor
information can be much larger than in GADGET-2 SPH, and dynamically varies, we dy-
namically allocate buffers as needed to complete this step and free the memory after the
process is finished. Compared to GADGET-2 SPH, we have modified the code to avoid
persistent allocation of memory, which in particular alleviates problems with computing
the domain decomposition with large numbers of parallel processes.
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The void search in Phurbas described in Chapter 2 relies on computing distances to
neighbor particles placed on a 93 grid. This procedure gains in computational speed if the
three-dimensional grid is implemented as a one-dimensional list in memory that is short-
ened each time a grid point is eliminated from consideration as a nearest neighbor. This
minimizes the number of times each grid point must be accessed, while keeping the values
arranged compactly in memory. We have implemented this strategy by simply replacing
the coordinates of any eliminated point with the coordinates of the current last point on the
list and shortening the length of the list.
GADGET-2 does not support dynamic particle addition and deletion. In Phurbas, we
first perform a load balance on the list of particles to add to voids, in order to distribute them
among processes evenly. The particles are created in free memory spaces on the processors
where they are moved to by the load balance algorithm. Particles in clumps are deleted
from the processors they are resident on.
As we have now deleted some particles, and added others to essentially random pro-
cessors, we perform a new global GADGET-2 load balance calculation, followed by a
Peano-Hilbert ordering and tree build, as in the standard GADGET-2 algorithm (Springel
2005). Doing this on the entire particle list brings the new particles to optimal positions on
the processors and provides neighbor information for the subsequent processing stages.
The restriction of local time step variations only requires information from particle i to
be sent to the host processes of the neighbors of particle i. Time steps are rounded down
to powers of two in order to use the GADGET-2 binary block time step scheme (Springel
2005), and the increase in time step is limited with the GADGET-2 synchronized time step
scheme.
The most significant optimization made has been for the assembly of the left hand side
matrix for the least squares fitting problem used in the polynomial interpolation. This has
been explicitly loop-unrolled into very simple FORTRAN designed to maximize the ability
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of the compiler to pipeline the instructions and optimize cache use. Despite the increased
memory use compared to GADGET-2 SPH, our experience has been that simulations are
computation limited rather than memory limited.
Compared to dark matter dominated, cosmological, N-body problems, pure MHD fluid
problems intrinsically require more work per particle per time step. For the highest res-
olution run in the cylindrical geometry MRI test in the following section, we used ∼ 106
particles on 48 cores, 95% of which were typically active, non-boundary particles. This was
run on the Texas Advanced Computation Center Lonestar cluster, which consists of nodes
with dual Xeon Intel, hexacore, 3.33 GHz, 64-bit, Westmere processors (13.3 GFLOPS per
core) interconnected with InfiniBand QDR. Phurbas took an average∼ 1.3×10−4 seconds
for the serial procedures per particle (void and clump checks, moving least squares interpo-
lations, time derivative calculations, and time integration corrector step). We note that the
performance of this section of the code depends highly on the compiler and optimization
settings used. The wallclock time per step was∼ 5 seconds for a step involving∼ 9.1×105
active particles, giving a speed of ∼ 2.6× 10−4 seconds per particle or 3.8× 103 total up-
dates per core per wallclock second, including adaptivity involving ∼ 1500 additions and
deletions. It should be noted that Phurbas version 1.1 code has not yet been heavily opti-
mized, so we believe the parallel overhead can be further reduced.
For a given application to be suitable for simulation with Phurbas, the Lagrangian na-
ture, adaptivity, and individual time steps of Phurbas must offer a significant advantage on
a problem. Otherwise a high-order, grid-based method such as the Pencil Code (Branden-
burg & Dobler 2002) is a more efficient choice, as it computes more than 102 times more
updates per core per second.
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3.3 Tests
We present in this section a series of tests that serve to verify the performance of Phurbas,
and illustrate its abilities and limitations. These include linear waves (Sec. 3.3.1), circularly
polarized Alfve´n waves (Sec. 3.3.2), hydrodynamical and MHD shock tubes (Sec. 3.3.3),
Kelvin-Helmholtz instabilities (Sec. 3.3.4), and cylindrical magnetorotational instability
(Sec. 3.3.5).
As Phurbas is meshless, it is an intrinsically three-dimensional algorithm. The perfor-
mance and design criteria are different in different numbers of dimensions. Hence, even
when tests have symmetries such that they could be stated in a lower number of dimen-
sions, we perform them in fully three-dimensional domains to achieve results reflective of
the true capabilities of the code.
It is important to use realistic particle distributions for these tests. Though perfectly
gridded particle distributions would yield good results for some tests, as has been demon-
strated in the literature, such well arranged distributions cannot be expected in a general
flow. Instead, we realize cubes of relaxed, glassy particle distributions using several itera-
tions of Phurbas’s void and clump detection algorithms, and then tile these distributions to
fill the problem domain. This also ensures that initially, no particle adaption occurs until
the particles move far enough to justify it. This allows both the use of a realistic particle
distribution and makes it possible to create a set of predictably refined initial conditions for
convergence studies. Irregular initial particle distributions also remove the need to set up
tests at odd angles to prevent aligning waves and shock fronts with a grid.
3.3.1 Linear Waves
To verify the convergence of the scheme and its accuracy in the linear domain, three MHD
waves are modeled. The three waves are a magnetoacoustic wave propagating perpen-






















































Figure 3.1: Convergence of linear waves. Points show the relative L1-norm errors derived
from the comparison of Phurbas results to solutions of the MHD dispersion relation includ-
ing the stabilizing bulk viscosity (see Appendix D). The slopes plotted show second-order
convergence.
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dicularly to the background magnetic field, a shear Alfve´n wave propagating along the
background field, and a sound wave propagating in an unmagnetized medium. We com-
pare the results with solutions of the dispersion relation for the MHD equation, including
the bulk viscosity ζl. The solutions for the magnetoacoustic and sound waves are derived
in Appendix D.
To set this problem up, we use a cubic domain, with side length 1.0, is initialized
with density ρ = 1, pressure P = 1/γ, and adiabatic index γ = 5/3, in which the waves
propagate in the x-direction. For the magnetoacoustic wave the magnetic field isB =
√
3zˆ,
for the Alfve´n wave it isB = 1.0xˆ, and for the sound wave the magnetic field is set to zero.
The initial condition is generated from a relaxed particle distribution so that no particle
deletion or addition initially occur. For runs with resolution higher than the lowest value,
the same set of particles used in the lowest resolution test is scaled and tiled to fill the
computational volume. The wave is propagated one wavelength, and then the L1-norm
error is summed across all fields. We analyze the convergence of the relative L1 error,
dividing the absolute error by the amplitude given by the linear analysis in Appendix D,
as for the waves with a compressive nature (sound and magnetoacoustic), the analytical
solution varies with resolution. All the waves are observed to converge with at least second
order accuracy, as shown in Figure 3.1.
3.3.2 Circularly Polarized Alfve´n Wave
For our next test of MHD, we run finite-amplitude, circularly polarized, Alfve´n plane waves
using the parameters from To´th (2000) in a cubic domain with periodic boundary condi-
tions, with the propagation direction parallel to the x-axis. This is equivalent to α = 0 in
the formalism of To´th (2000). Specifically, the initial conditions are ρ = 1.0, Vx = 0.0,
Bx = 1.0, Vy = 0.1 sin(2pix) = By, Vz = 0.1 cos(2pix) = Bz, P = 0.1, and γ = 5/3.
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Figure 3.2: Circularly polarized Alfve´n waves after five box crossings with resolutions
given by the legend. Note the rapid convergence of the higher resolution models.













Figure 3.3: L1-norm errors for circularly polarized Alfve´n waves run with resolution λ
after five box crossings. The plotted reference slope is 2.
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Table 3.1: Shock Tube Left and Right States
Test ρ Vx Vy Vz P Bx By Bz
Sod Left 1 0 0 0 1 0 0 0
Sod Right 0.125 0 0 0 0.1 0 0 0
Brio-Wu Left 1 0 0 0 1 0 1 0
Brio-Wu Right 0.125 0 0 0 0.1 0 -1 0














RJ4d Left 1 0 0 0 1 0.7 0 0
RJ4d Right 0.3 0 0 1 0.2 0.7 0.7 1
F6 Left 0.5 0 2 0 10 2 2.5 0
F6 Right 0.1 -10 0 0 0.1 2 2.5 0










The wave is propagated five wavelengths, returning to its original position. The solutions
shown in Figure 3.2 show that at low resolution, the wave is strongly damped, while as res-
olution increases the wave rapidly converges. Figure 3.3 shows the L1 norm errors, which
converge faster than second order.
3.3.3 Shock Tubes
To test performance on supersonic and super-Alfve´nic problems, we set up several shock
tube problems. We used the parameters given in Table 3.1 on long rectangular domains
with periodic boundaries. A spatially constant resolution criterion λ allows comparison
to grid based codes, while an appropriately density dependent resolution criterion allows
comparison to other Lagrangian methods. For the constant λ tests we denote the distance
along the long axis of the domain in units of λ.
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Figure 3.4: Sod (1978) shock tube, run with mass-based refinement, equivalent to a La-
grangian method such as SPH. The x-axis is denoted in units of λ of the initial left state
density. Phurbas result in black, reference solution in gray.
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Figure 3.5: Sod (1978) shock tube run with constant spatial resolution. Phurbas result
shown in black, reference solution in gray.
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3.3.3.1 Sod Shock Tube
We first run the classic Sod (1978) shock tube, in gas with γ = 7/5 on a domain of size
64 × 1 × 1 units. A smooth transition between the left and right states with a width of
0.3 units is described with a fifth-order spline. In the first version of this test we use a
refinement criterion λ = 0.125ρ1/3 that yields a constant mass per resolution element (that
is, per region with volume of 4/3piλ3). This is in effect the resolution criterion used by SPH.
In Figure 3.4 the solution at time t = 13.8 is shown. For this test the x axis on the plot is
denoted in units of λ in the left initial state. Unlike SPH, Phurbas supports more general
refinement criteria. As a simple example, we ran the same Sod test problem with spatially
constant resolution λ = 0.125. Figure 3.5 shows the result at time t = 15. The result
is generally very similar to the result with mass-based refinement, with the main change
being that the shock is thinner, as the local resolution is higher in the constant-refinement
case. In either case, the shock speed is reasonably well reproduced.
3.3.3.2 MHD Shock Tubes
We next perform a suite of MHD shock tube tests, selecting from the large set of standard
MHD Riemann problems used in the literature. To tabulate reference solutions, we have
used Athena (Stone et al. 2008) at high resolution in 1D. The first test we show is the clas-
sical Brio-Wu 1988 shock tube test, which is a standard problem, though not particularly
stringent. The test shown in Figure 2a of Ryu & Jones (1995, denoted RJ2a) provides a
more complete test of the appearance of the various possible MHD discontinuities. Ryu
& Jones (1995) in their Figure 4d show a test (denoted RJ4d) of other discontinuities.
The problem described by Falle (2002) in his Figure 6 (denoted F6) is specifically used to
demonstrate shock errors in non-locally-conservative methods. Finally, the test shown in
Figure 6 of Dai & Woodward (1994), as well as in Figure 1a of Ryu & Jones (1995, de-
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Figure 3.6: Brio-Wu 1988 shock tube solution with Phurbas solution in black, and high-
resolution Athena solution in gray. Lower right panel: One in ten unbinned values of ∇·B
as grey points, binned values as black steps.
noted RJ1a) is commonly used as a stringent test of ∇·B errors in shocks, and in the case
of Phurbas demonstrates the effects of local non-conservation errors associated with strong
MHD shocks. Note that with the exception of the Brio-Wu test, all these MHD shock tube
tests use an adiabatic gas with γ = 5/3.
Brio-Wu The Brio-Wu 1988 shock tube (see Table 3.1) is an MHD analog to the Sod
shock tube problem. We set up this test in gas with γ = 2, on a fully periodic domain of
128×1×1 units, with constant resolution λ = 0.125. A smooth transition between the left
and right states with a width of 3 units was produced with a cosine function. The width of
the transition region was chosen to avoid excessive start-up transients.
As the problem was run in two mirror images in a periodic volume, only half of the
periodic volume used is shown in Figure 3.6, with the x-axis labeled in λ units, at time
t = 7.3. The solution captures the fundamental features of the problem, including, from
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left to right, the rarefaction fan, the compound wave, the contact discontinuity, the slow
shock, and the fast rarefaction wave.
The final panel of Figure 3.6 shows a measure of the effect of ∇·B. Here the quantity
λ(∇·B)/|B| is the fractional magnetic field error on the scale of λ. Grey points in this
panel show the raw values of this quantity, with maximum magnitude 10−3. However, the
scatter is very symmetric, indicating that most of it can be attributed to the truncation error
in the approximation of ∇·B itself. To extract the coherent skew from zero, we plot the
data binned in bins with width λ as the black step curve, demonstrating that the normalized
∇·B errors are less than 10−4.
The Athena solution that we compare our result to, as well as the usually accepted
numerical solutions to the Brio-Wu problem, both show a compound wave structure, seen
at x ≈ −25 in Figure 3.6. This structure should not formally exist (Falle & Komissarov
2001), but most multidimensional numerical methods, including Phurbas, show it as part
of the solution.
RJ2a The test shown in Figure 2a of Ryu & Jones (1995) (also see Dai & Woodward
(1994) Table 3a) is shown in Figure 3.7 at time t = 12. Initial conditions for this test
are listed in Table 3.1 as RJ2a. This test is otherwise set up in the same manner and
on the same domain as the Brio-Wu test. A high resolution solution was computed with
Athena for comparison. As Stone et al. (2008) point out, this test is particularly interesting
because it requires modeling a fast magnetosonic shock and a rotational discontinuity in
each direction of propagation, as well as a contact discontinuity in the center. No visible
ringing is seen at the shocks. The largest coherent ∇·B errors are also seen near the fast
shocks, but the largest scatter in particle∇·B values is located at the contact discontinuity.
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Figure 3.7: Ryu & Jones (1995) test from their Figure 2a (model RJ2a). High resolution
Athena solutions are shown in gray, while the normalized ∇ · B is shown as gray points,
and the binned values are shown in black steps. One in ten particles is plotted in the ∇·B
scatter.
Figure 3.8: Ryu & Jones (1995) test from their Figure 4d (model RJ4d). High resolution
Athena solution shown in gray, while the normalized∇·B is shown as gray points, and the
binned values are shown in black steps. One in ten particles plotted in∇·B scatter.
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Figure 3.9: Falle (2002) test from their Figure 6 (our test F6), which was used to demon-
strate an error in the ZEUS algorithm. High resolution Athena solution shown in gray,
while the normalized ∇·B is shown as gray points, and the binned values are shown in
black steps. One in ten particles is plotted in∇·B scatter.
RJ4d The test shown in Figure 4d of Ryu & Jones (1995) is shown in Figure 3.8 at
time t = 11.5. This test was run with the same computational domain and resolution as
the previous test but with the left and right states listed in Table 3.1 as test RJ4d. A small
overshoot can be seen on the leftmost rarefaction wave. This is a result of the bulk viscosity
of the scheme.
F6 The test shown by Falle (2002) in his Figure 6 is shown in Figure 3.9 at time t = 2.9.
This test was used to show an error in the ZEUS (Stone & Norman 1992) solution. The
initial states are listed in Table 3.1 as test F6 and the problem was run in a domain of
64 × 1 × 1 units with λ = 0.25. Fixed boundaries were used in the x direction and
periodic boundaries in the y and z directions. Compared to the nonconservative ZEUS
result shown in Falle (2002) the slow shock is captured more accurately. At this resolution,
the slow shock and the contact discontinuity directly behind it have not yet separated, and
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Figure 3.10: Riemann problem test shown by Ryu & Jones (1995) in their Figure 1a, run
without elliptic projection∇·B correction. High resolution Athena solution shown in gray,
while the normalized ∇·B is shown as gray points, and the binned values are shown in
black steps. One in ten particles is plotted in the∇·B scatter.
the bulk viscosity of the scheme is causing an undershoot in density at the foot of the
contact discontinuity. The left-going features also show overshoots in density and specific
internal energy that are initial transients caused by the bulk viscosity. These effects are not
however due to significant nonconservation errors.
RJ1a The test shown by Dai & Woodward (1994) in their Figure 6, is shown in Fig-
ure 3.10 at time t = 3.5. This test also appears in Ryu & Jones (1995) in their Figure 1a,
in Table 6 of To´th (2000), and in Mignone et al. (2010). In the latter two it is used as a
demonstration of∇·B errors. We show this problem here as a test of the technique used in
Phurbas to handle ∇·B, though we expect that the strength of the shocks in this problem
lies outside of the intended use regime of Phurbas. A computational volume 64 × 1 × 1
units was used, with fixed value boundaries in the x direction, and periodic boundaries in
the y and z directions with left and right states listed in Table 3.1 as test RJ1a. As Dai &
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Woodward (1994) show, the solution consists of a right going fast shock with Mach number
6.54, a left going fast shock with Mach number 2.54, a slow shock, a slow rarefaction, and
a contact discontinuity. Phurbas shows a ∇ · B error of a few parts in 104 in the region
lying between the two fast shocks.
3.3.4 Kelvin-Helmholtz Instability
As an example of multidimensional smooth flow with bulk motions, we demonstrate the
performance of Phurbas on three-dimensional Kelvin-Helmholtz instability. Recently Kelvin-
Helmholtz instability has attracted significant discussion following the demonstration by
Agertz et al. (2007) that some SPH formulations fail to show the growth of the instability in
a particular test problem. A number of works have discussed aspects of Kelvin-Helmholtz
instability in numerical methods used in astrophysics, particularly in Lagrangian schemes
(Price 2008; Wadsley et al. 2008; Cha et al. 2010; Heß & Springel 2010; Springel 2010a;
Read et al. 2010; Junk et al. 2010; Valcke et al. 2010; Springel 2010b; Robertson et al.
2010; Springel 2011).
In the terminology of Robertson et al. (2010) and Springel (2010b) we use a smoothed
interface initial condition. However, unlike Springel (2010b) we choose a smoothing of the
interface such that a closed-form algebraic expression can be computed for the first order,
linear, perturbation theory prediction for the growth rate in an incompressible flow on an
infinite domain. Wang et al. (2010) have derived such an analytic treatment, providing an
exact analytic benchmark for the first time. From that work, we select an initial condition
with an exponential smoothing. The initial condition for the Kelvin-Helmholtz test is as
follows in coordinates where x is parallel to the direction of flow, and z is in the direction
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of slab symmetry. Density is given by
ρ =

ρ1 − ρme y−1L if 1 > y > 0
ρ2 + ρme
−y+1
L if 2 > y > 1
ρ2 + ρme
−(3−y)
L if 3 > y > 2
ρ1 − ρme−(y−3)L if 4 > y > 3,
(3.1)
where ρ1 = 1.0, ρ2 = 1.1, ρm = (1/2)(ρ1−ρ2), and L = 0.025. The velocity field is given
by a similar smoothed profile with a perturbation in the x direction
Vx =

U1 − Ume y−1L if 1 > y > 0
U2 + Ume
−y+1
L if 2 > y > 1
U2 + Ume
−(3−y)
L if 3 > y > 2
U1 − Ume−(y−3)L if 4 > y > 3,
(3.2)
where U1 = 0.5, U2 = −0.5, Um = (1/2)(U1 − U2), and a perturbation in the y direction
Vy = δv sin(4pix)

exp(4pi(y − 1)) if 1 > y > 0
exp(4pi(−y + 1)) if 2 > y > 1
exp(4pi(−(3− y)) if 3 > y > 2
exp(4pi(−(y − 3)) if 4 > y > 3,
(3.3)
where δv = 0.01. Pressure is set to 2.5, and γ = 5/3.
To extract the growth of the velocity perturbation, we use a discrete convolution over
the particles. We use this technique, as opposed to a discrete Fourier transform on gridded
values, as the discrete convolution maps more directly to the meshless Phurbas discretiza-
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where all the sums run over N particles, and
si =
 Vy sin(4pix) exp(−4pi|y − 1|) if y < 2Vy sin(4pix) exp(−4pi|(4− y)− 1|) if y > 2, (3.5)
ci =
 Vy cos(4pix) exp(−4pi|y − 1|) if y < 2Vy cos(4pix) exp(−4pi|(4− y)− 1|) if y > 2, (3.6)
di =
 exp(−8pi|y − 1|) if y < 2exp(−8pi|(4− y)− 1|) if y > 2. (3.7)
(3.8)
The domain is 4 × 1 units with thickness 1/32, 1/64, or 1/128, simulated with uniform
target resolutions λ = 1/64, 1/128, and 1/256.
In Figure 3.11 the developed state of the highest resolution run is shown, while Fig-
ure 3.12 shows the growth of the unstable y-direction velocity mode and the maximum
y-direction kinetic energy. The linear perturbation theory predictions from Wang et al.
(2010) for the growth rate of the mode amplitude and the maximum y-direction kinetic en-
ergy are also plotted as a guide, but due to the periodic domain, compressibility, and finite
perturbation magnitude we cannot expect the result to exactly follow this curve. How-
ever, clear convergence toward the linear theory can be seen as resolution increases. A
more sophisticated, multiple code verification study, circumventing the limitations of the
incompressible theory comparison for a similar problem, will be presented in Chapter 4.
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Figure 3.11: Kelvin-Helmholtz instability test presented at the highest resolution used here
(λ = 1/256). A density slice is shown at t=2.52.
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Figure 3.12: Left: Kelvin-Helmholtz instability mode growth for models with λ = 1/64
(dashes), 1/128 (tight-spaced dashes), and 1/256 units (dotted), compared to the predicted
growth rate (solid) from the linear, incompressible theory derived by Wang et al. (2010).
Right: Maximum y-direction kinetic energy for the same runs, again compared to the pre-
dicted growth rate from linear, incompressible theory.
3.3.5 Magnetorotational Instability in a Cylinder
The magnetorotational instability (MRI; Balbus & Hawley 1991) is thought to be an im-
portant mechanism for driving turbulence in protoplanetary disks (Balbus & Hawley 1998).
We have performed a test similar to one done by Flock et al. (2010) to examine the growth
rate of MRI during its linear phase. For this test, we remove the background Keplerian
shear flow from the velocity field, and evolve only the perturbations to the initial steady
state velocity. That is, the velocity field we evolve and fit in this test is V′ = V − Ωrφˆ
where r is the cylindrical radius from the point (0.5,0.5), Ω = r−1.5 is the Keplerian angu-
lar velocity and φˆ is the unit vector in the azimuthal direction. Additionally, to ensure that
the magnetic field configuration we study is consistent between resolutions, we solve only
for perturbations from the initial magnetic field configuration. Solving only for the pertur-
bations is particularly useful here as the MRI grows fastest where the orbital timescale is
smallest.
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The magnetic field configuration used in this test, an annulus of uniform vertical field,
is chosen to artificially cut off the growth of MRI at a finite radius. Ensuring that the
MRI is cleanly shut off and that the annulus is represented in a constant manner allows
clearer measurements of the convergence of the growth rate in the magnetized annulus.
The domain is an annulus with radius ranging from 0.08 to 0.32 and height 0.0375 units.
The vertical boundaries are periodic. The inner and outer radial boundaries are fixed-value,
arranged by preventing time evolution for particles with radius greater than 0.3 or less than
0.1. The initial density is 1.0 everywhere. A vertical magnetic field is imposed with radial
















which gives a magnetized annulus. The sound speed in the magnetized annulus was set to
cs = 0.824, and the internal energy in the non-magnetized region adjusted so that the total
pressure (thermal plus magnetic) is constant. The radial velocity is perturbed with
Vr(z) = 10
−5csbp(r) cos(2piz/0.1). (3.10)
Spatially constant resolutions of λ = 1/240, λ = 1/320, and λ = 1/400 were used
corresponding to λ = 1/9λMRI, λ = 1/12λMRI, λ = 1/15λMRI where λMRI = 0.0375 is
the wavelength of the fastest growing MRI mode at r = 0.17.
We then measure the growth of the most unstable mode at r = 0.17. Figure 3.13
shows the radial magnetic field configuration achieved at time 0.94 (or 2.13 orbits at r =
0.17) for all three resolutions. To calculate the mode amplitude M , we use a convolution
defined directly on the particles, instead of gridding and Fourier transforming the data. The
motivations are the same as when this procedure was used for the Kelvin-Helmholtz test.













where all sums run over the N points, and

































The chosen width of the convolution σ = 2.7 × 10−6 minimizes the radial range that
influences the measurement, while still giving sufficiently low sampling noise.
We plot the evolution of the mode amplitude in Figure 3.14 together with the maximum
growth rate of exp(0.75Ω) predicted by a linear perturbation analysis of vertical field MRI.
The modeled growth rates are reasonably consistent with the prediction from the linear
analysis for the fastest growing mode. Importantly, in the context of the findings of Flock
et al. (2010), where spuriously high growth rates were observed, we find growth rates
slightly lower than the theoretical maximum value.
3.4 Summary and Discussion
3.4.1 Effective Resolving Power
To determine if Phurbas can be used for practical computations, we need to establish some
guidelines for its relative ability to resolve particular phenomena. This should be done
cautiously, as different classes of algorithms have different properties in each flow regime.
An equivalence or difference between algorithms in one regime may not hold across dif-
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Figure 3.13: Linear phase growth of MRI shown via azimuthal field slices at time 0.94 for
resolutions (from top to bottom) of λ = 1/160, 1/240, 1/320, and 1/400.
ferent regimes. In any case, it is expected that an unstructured mesh or unstructured mesh-
less method will have a lower effective resolution than a structured mesh method. This
is because a given number of resolving elements can represent the largest possible set of
wavelengths when they are arranged in a regular manner. Given these caveats, we can
compare the test results that we have presented here to examples computed with Eulerian,
mesh-based schemes.
The first example is the circularly polarized Alfve´n wave test. The lowest resolution,
three-dimensional, Athena results in a rectangular domain published in Stone et al. (2008,
Fig. 33) correspond to 20 and 39 cells per wavelength, computed with third order spatial
reconstruction and HLLD fluxes. The Phurbas results on this test at λ = 1/8 and λ = 1/16
of a wavelength appear to roughly equal the accuracy of the 20 and 39 cells per wavelength
Athena results in the sense that the final amplitude of the wave in the Phurbas results is
closer to the analytically correct value even though there are fewer resolution elements
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Figure 3.14: Linear phase growth of MRI shown for the mode amplitude given by equa-
tion (3.11) at r = 0.17 for the resolutions λ given in the legend, compared to the growth
rate predicted by linear theory.
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used per wavelength. This result should be interpreted cautiously, as the two codes have
different and nonlinear numerical dissipation. Nevertheless, this can be interpreted to mean
that the Phurbas effective resolution λ is roughly equal to two Athena cells as a measure of
resolution. (On average, there should be one particle in each volume of radius λ.) In this
sense Phurbas with a third-order polynomial fit is competitive with a spatially third-order
grid code.
A possibly more operationally useful comparison can be drawn from the results of the
linear phase MRI growth test. Flock et al. (2010) claim that in the code Pluto (Mignone
et al. 2007) with piecewise linear reconstructions and an HLLD Riemann solver, 10 cells
per wavelength are required to resolve the growth of MRI. Our test in section 3.3.5 shows
Phurbas requires ∼ 9 λ per MRI wavelength to resolve the growth. Thus, for this test we
can say that one cell ≈ 1λ. The algorithm used by Flock et al. (2010) has a stencil size of
five cells, while Phurbas can be said to have a stencil size of 2rf = 4.6λ, so the same rough
proportionality holds between the two algorithms when expressed in terms of stencil size.
3.4.2 Advantages and Disadvantages
The main advantage of Phurbas is its Lagrangian nature. Eulerian codes suffer from nu-
merical dissipation that varies with the speed and direction of the flow across the grid.
Phurbas’s formulation cleanly avoids this behavior. For systems where the bulk velocity
varies as a multiple or large fraction of the wave speeds, this means Phurbas can capture the
flow with more uniform fidelity across the domain. Techniques that add an extra advection
step to an Eulerian method (e.g. Masset 2000; Johansen et al. 2009) can only efficiently
handle simple flow geometries. Moreover, in Phurbas, the time step is only dependent on
Galilean-invariant quantities. For flow with bulk velocities greater than the signal speeds
that determine the Courant time step limit, Phurbas has a significant advantage in the num-
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ber of time steps that must be computed to reach a given physical time.
The resolution criterion in Phurbas is spatially continuous, unlike in adaptive mesh
refinement techniques, so there are no abrupt resolution jumps that can lead to undesirable
artifacts. Also, due to the Lagrangian and meshless nature of the code, refined regions can
be arbitrarily shaped and follow the flow with minimal creation and deletion of resolution
elements.
As Phurbas formally computes strong solutions to the governing partial differential
equations using a method-of-lines type approach, it is relatively simple, compared to Go-
dunov methods for example, to switch to an alternate set of variables or even alternate
equations. The central limitation is only that the equations should be amenable to the ex-
plicit Hermitian time integration used. However, changing the time integration scheme
would not fundamentally alter the method.
A moving unstructured mesh or meshless method must win in terms of the Galilean
invariance of the numerical diffusion, adaptivity, and the time step advantages, since the
quality of the spatial derivatives on an unstructured set of discretization points is lower than
for equivalent fits on a grid of points. For problems where the Lagrangian and adaptive
nature of Phurbas is of no significant advantage, a grid-based method such as the Pencil
Code (Brandenburg & Dobler 2002) remains substantially more efficient.
3.4.3 Future Prospects
Several enhancements to Phurbas can be made, which we briefly mention here.
• The Phurbas discretization is very flexible in how it can incorporate governing equa-
tions other than ideal MHD. Implementing non-ideal MHD is relatively simple with
forward-time-centered-space viscosity and resistivity operators.
• Self-gravity can be implemented using the existing GADGET-2 tree algorithm and
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particle masses derived from a local Voronoi tessellation.
• Passive tracer particles and interacting dust particles can be added in a straightfor-
ward manner, using the spatial fitting and time integration methods used for gas par-
ticles.
• In the moving least squares procedure the choice of least squares error and Cartesian
polynomial functions for the fitting procedure is not obviously the ideal choice, and
alternate fitting procedures should be explored. These could include those with a ba-
sis that can be used to minimize the variation or oscillation of the fitted function, and
fitting the magnetic field using a set of divergence-free basis functions (Chapter 5).
• Least-squares minimization itself does not appear to be a unique choice, and less
computationally intensive gradient approximation procedures could be used.
• Non-Lagrangian particle trajectories can be added, using similar logic to the steering
of Voronoi cell generating centers in Springel (2010a). This could reduce the number
of particle additions and deletions, and hence diffusivity in shear flows.
• An improved void check algorithm could reduce the number of redundant particle
creation requests, minimizing the potentially expensive step of pruning of the pro-
posed particle addition list.
• A diffusion with properties similar to a hyperdiffusion would be of great advantage
if applied to the density and internal energy fields to smooth out the smallest scale
structures. The challenge of this enhancement is to find an approximation with suffi-
ciently robust conservation properties.
Evidently, there are many possible alterations and extensions that can be made to Phurbas
that will significantly alter both the nature of the scheme and the capabilities of the code.
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We believe that Phurbas is not just a new method for MHD, but one of the first practical
examples of a new class of schemes for mathematical modeling of similar physical prob-
lems.
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Chapter 4
A Well-Posed Kelvin-Helmholtz
Instability Test and Comparison 1
4.1 Introduction
Kelvin-Helmholtz instability (KHI) is the name given to the primary instability that occurs
when velocity shear is present within a continuous fluid or across fluid boundaries. The
shear is converted into vorticity that, subject to secondary instabilities, cascades generat-
ing turbulence. The KHI is one of the most important hydrodynamical instabilities and
plays a significant role in various parts of astrophysics. It is thought to be responsible for
additional mixing in differentially rotating stellar interiors (Bru¨ggen & Hillebrandt 2001),
and to keep a finite-thickness layer of dust around the midplane of protoplanetary disks
(Dubrulle et al. 1995; Johansen et al. 2006). It also contributes to convective mixing in any
deep stellar interior at the stiff convective boundaries, for instance in asymptotic giant stars
(Herwig 2006) or novae (Casanova et al. 2011). Moreover, KHI can lead to the destruc-
tion of cool gravitationally bound objects moving in a hot ambient medium (Murray et al.
1This chapter was originally published as McNally et al. (2011)
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1993) such as galaxies in the intracluster medium (Nulsen 1982; Mori & Burkert 2000),
substellar companions engulfed by a giant star and comets entering a planetary atmosphere
(Mac Low & Zahnle 1994). KHI plays a role in the interactions of the magnetopause and
solar wind (Miura & Pritchett 1982) and has been observed in the solar corona (Ofman
& Thompson 2011). In order to understand these phenomena and their implications, it is
therefore important to define a well-posed method to quantify how accurately KHI can be
modeled by different numerical techniques.
Verifying the correct treatment of KHI has attracted increased interest following the
conclusions made by Agertz et al. (2007) including vigorous discussions of KHI in La-
grangian schemes. The main conclusion reached was that Smoothed Particle Hydrodynam-
ics (SPH) fails to resolve KHI due to a surface tension effect between the SPH particles at
the shear interface. However, the test was done at a sharp shear and contact discontinu-
ity. Price (2008) attempted to address the problem with KHI growth from a sharp contact
discontinuity in Agertz et al. (2007) by adding an artificial thermal conductivity to SPH.
A prescription achieving a similar end by adding a diffusion motivated by a subgrid turbu-
lence model to SPH was proposed by Wadsley et al. (2008). In a case where traditional SPH
largely fails to reproduce KHI at a sharp interface, Cha et al. (2010) demonstrated by using
a Godunov-SPH formulation with zeroth and first order consistency that growth of KHI can
be obtained. Using a Voronoi-mesh based scheme Heß & Springel (2010) showed improve-
ment over SPH in a sharp contact discontinuity KHI test, but compared the compressible
solution to the growth rate for an incompressible flow and did not perform a convergence
study. With the AREPO Voronoi-mesh Godunov code Springel (2010a) ran a sharp contact
discontinuity KHI test and pointed out the difference seen in the secondary instabilities de-
veloped when the mesh was given a motion following the flow (a quasi-Lagrangian motion)
or kept fixed. In Springel (2011) the same code is used for an extended discussion, with
both a sharp contact discontinuity KHI test and a smooth transition test, but comparing both
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of the compressible results to the growth rate for an incompressible sharp contact continu-
ity initial test. Read et al. (2010) pointed out the zeroth-order inconsistency in SPH, and
designed a kernel to minimize these effects, achieving better qualitative results on a sharp
contact discontinuity KHI test. Zeroth-order inconsistency is the inability of SPH interpo-
lation to reproduce a constant function at any finite resolution (Liu et al. 1995; Dilts 1999;
Liu et al. 2003; Fries & Matthies 2004; Quinlan et al. 2006). A quantitative analysis of the
growth of KHI from a sharp contact discontinuity was performed by Junk et al. (2010) with
SPH and grid-based Godunov codes. With a focus on SPH, Valcke et al. (2010) argued that
a sharp contact discontinuity KHI test is not ideal, and propose an alternative SPH smooth-
ing kernel which yields improved results. Hubber et al. (2011) compared qualitatively a
grid based method and SPH using both a cubic and quintic kernel on a sharp contact dis-
continuity KHI test, finding that the choice of a quintic kernel improved the SPH results
significantly. One of the only well posed convergence tests for KHI was done in Robert-
son et al. (2010), but that was in a study of Galilean invariance restricted to fixed-mesh
schemes. The test by Springel (2010b) is a well posed problem influenced by Robertson
et al. (2010), but the evaluation of the SPH result was done by comparison to an analytic
solution for a sharp transition initial condition and incompressible flow in an infinite do-
main, not for the problem posed with a softened transition in compressible flow in a finite
periodic domain.
The commonly used solution for the KHI growth rate in numerical tests is for a sharp
transition at the shear interface (Chandrasekhar 1961, sec. 101). However, for numerical
approximations the interface should be smoothed to yield an initial value problem with
finite spatial derivatives, as argued by Robertson et al. (2010). For a sharp interface, the
initial approximation of the derivatives across the interface does not converge with resolu-
tion. To obtain convergence a smooth interface must be used. We pose the problem in such
a way that the analytic result for the incompressible limit is known for an infinite domain,
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as this type of analytic result is usually used to compare numerical results. However, a dif-
ficulty with Kelvin-Helmholtz problems is that the unstable modes are global, so solutions
in a finite periodic domain, as commonly tested, are different from the solution in an infi-
nite domain. To circumvent this difficulty, we perform an exhaustive convergence study to
establish a fully compressible nonlinear solution with a very small and rigorously derived
uncertainty.
In the following discussion, we will refer to different types of discretizations used for
numerical solutions to the chosen governing equations of hydrodynamics or magnetohy-
drodynamics. To clarify, most fixed grid (or structured mesh) codes use a square Eulerian
grid as a basis for either a point-value (values of the fields at grid points) or volume-average
(average volume of the field in a grid cell) discretization. The distinction here is that a finite-
volume scheme can be arranged to solve the integral form of the governing equations, and
the point-value discretization can only solve the differential form of the equations. Un-
structured mesh discretizations do not pose the restriction of the discretization mesh being
a regular grid, however the nodes are logically connected by edges, and the mesh cells
form a tessellation on the computational volume. Moving-mesh Voronoi tessellation dis-
cretizations have begun to appear in astrophysical applications (Springel 2010a; Duffell &
MacFadyen 2011). These are a case of an unstructured mesh, where the mesh is defined by
the Voronoi tessellation of a set of mesh generating points. The mesh cells may be used to
define a finite-volume discretization. When the mesh generating points are allowed to move
in time to make a moving-mesh discretization, the Voronoi mesh will be recalculated on the
new point distribution at every step yielding a new set of cells and new mesh edges connect-
ing them. The mesh movement can be arbitrary, but a quasi-Lagrangian mesh movement
is a particularly good choice as this minimizes numerical errors associated with advection
across the grid. It is also possible to define meshless discretizations that represent the fields
on a set of points or particles without specifying a set of mesh edges to connect these points.
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Meshless discretizations then do not form a strict tessellation of the computational volume.
These discretizations are commonly used to define Lagrangian methods, in the sense that
the points or particles are comoving with the fluid. If finite-mass particles are used, then
the particles form a partition of the total computational mass, and the form of discretization
used in SPH is obtained and the integral form of the governing equations can be solved.
However, if the meshless points carry only field values at those points, then a point-value
type discretization is obtained and the differential form of the governing equations must be
solved.
In Section 4.2 we give the problem setup used and in Section 4.3 we discuss the meth-
ods used to extract measured quantities from the results. The codes used in this chapter
are listed in Section 4.4. The detailed convergence study used to generate the reference
compressible solution is presented in Section 4.5. The results and comparison from several
codes with different underlying algorithms and discretizations are presented in Section 4.6.
We discuss the various results and implications in Section 4.7. Extended discussion of the
SPH results and analysis of extra experiments is in Section 4.8. In Section 4.9 we discuss
secondary instabilities arising from the problem setup in this work, and the difficulty of
determining if they are produced in a physically meaningful manner. Our conclusions are
summarized in Section 4.10.
4.2 Setup
Our motivation in choosing the initial condition is that the initial conditions are smooth,
reflect as closely as possible a configuration that can be treated analytically, and can be
represented easily in a wide variety of codes. In all codes, we will solve the inviscid
compressible Euler equations. The setup we use is chosen to be a periodic version of that
used in the analysis of Kelvin-Helmholtz instability in Wang et al. (2010): the domain is
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Figure 4.1: Density and velocity initial conditions used for density and velocity for the KHI
test in this work.
1 unit by 1 unit in the x and y directions if two-dimensional, and an arbitrary thickness in
the z direction if needed for a three dimensional code. Runs with resolutions of 128× 128,
256× 256, and 512× 512 cells, or equivalent were used in the comparison. All boundaries
are periodic. The initial condition is smooth and periodic, as illustrated in Figure 4.1. The
density is given by:
ρ =

ρ1 − ρme y−1/4L if 1/4 > y ≥ 0
ρ2 + ρme
−y+1/4
L if 1/2 > y ≥ 1/4
ρ2 + ρme
−(3/4−y)
L if 3/4 > y ≥ 1/2
ρ1 − ρme−(y−3/4)L if 1 > y ≥ 3/4
(4.1)
where
ρm = (ρ1 − ρ2)/2 (4.2)
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U1 − Ume y−1/4L if 1/4 > y ≥ 0
U2 + Ume
−y+1/4
L if 1/2 > y ≥ 1/4
U2 + Ume
−(3/4−y)
L if 3/4 > y ≥ 1/2
U1 − Ume−(y−3/4)L if 1 > y ≥ 3/4
(4.3)
where
Um = (U1 − U2)/2 (4.4)
with U1 = 0.5, U2 = −0.5, and L as in the density so that the smooth transition in density
and velocity occurs over the same interval. The background shear is perturbed by adding
some velocity in the y-direction with the form
Vy = 0.01 sin(4pix). (4.5)
An ideal gas equation of state with γ = 5/3 is used. The internal energy is set such that
pressure is initially uniform with value 2.5. The problem is run till at least time t = 1.5.
Analysis is done on snapshots spaced at a minimum of ∆t = 0.02. However, in most
cases the snapshots will not be spaced exactly as codes often do output or analysis on
an approximate interval, e.g. at the first time step after the specified snapshot or analysis
time. The test can be run in two dimensions in a structured grid code, but for unstructured
meshes or mesh free methods two dimensional and three dimensional simulations may
yield slightly different results depending on how the resolution elements are arranged in
the initial condition. For unstructured mesh methods and meshless methods the results will
differ for a disordered node distribution and a regularly gridded one.
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4.3 Analysis
To quantitatively describe the growth of the Kelvin-Helmholtz instability, we use two mea-
surements, the amplitude of the y-velocity mode of the instability, and the maximum y-
direction kinetic energy density. These two quantities are a useful pair, as the mode am-
plitude is a smoothed quantity and the maximum y-direction kinetic energy density is very
sensitive to noise in the computed velocity field.
As a loose guide, the analysis of Wang et al. (2010) treats a non-periodic incompress-
ible version of the problem studied in this chapter. Their linear perturbation theory yields
growth rates for the two quantities studied in this work, in the infinite domain and incom-
pressible flow limit. However, as we run our test in periodic boundaries with a compressible
flow we must go further than their analysis.
The maximum y-direction kinetic energy is the simplest of the two quantities to com-
pute. This quantity is the maximum value of 1/2ρV 2y computed for all resolution elements
(cells, points, or particles) in the computation volume at each time. In the non-periodic,
incompressible limit, the growth of this quantity should be ∝ exp(2 × 4.384 × t) (Wang
et al. 2010, Equation 18). In practice, the growth will start from a finite perturbation, will
reflect erroneous velocities occurring both at the interface due to unbalanced pressures at
the cell scale, and any velocity and density noise in the bulk flow. It is also important that
the test posed here, and those commonly used in other works, are actually posed in a peri-
odic domain with a compressible flow. To obtain a basis for comparison we use a numerical
reference solution to the problem as posed and establish the uncertainty on this reference
solution in a rigorous manner in Section 4.5.
To extract the amplitude of the y-velocity mode of the instability a more involved cal-
culation is required. We wish to define the measurement in a manner that can be made
consistent across different types of discretizations. A simple Fourier transform defined
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on a grid would be entirely appropriate for point-based finite difference schemes or pseu-
dospectral schemes, but is somewhat less well motivated for finite-volume schemes, and
inappropriate for meshless or unstructured mesh schemes. To state the analysis in a man-
ner that is straightforward to describe for all codes, which treats all results in the same
manner, we use a discrete convolution. For the case of a uniform grid this amplitude M is
given by:
si =
 Vy sin(4pix) exp(−4pi|y − 0.25|) if y < 0.5Vy sin(4pix) exp(−4pi|(1− y)− 0.25|) if y ≥ 0.5 (4.6)
ci =
 Vy cos(4pix) exp(−4pi|y − 0.25|) if y < 0.5Vy cos(4pix) exp(−4pi|(1− y)− 0.25|) if y ≥ 0.5 (4.7)
di =











where i ranges over all grid points or cell centers (N total grid points or cell centers) and
the positions (x, y) are grid points or cell centers. This expression can be used in two or
three dimensions. The mode amplitude M is calculated at each time snapshot.
For SPH simulations, each particle needs a different weighting in the sums as the par-
ticle density varies. In the case of variable smoothing length SPH where the smoothing
length is set to encompass a fixed number of neighbors, we can use the smoothing length
hi for particle i to do this weighting. In the following formulas p is the number of dimen-
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i sin(4pix) exp(−4pi|y − 0.25|) if y < 0.5
Vyh
p





i cos(4pix) exp(−4pi|y − 0.25|) if y < 0.5
Vyh
p





i exp(−4pi|y − 0.25|) if y < 0.5












The quantities si and ci are defined for each particle i = 1..N , from the position (x, y)
and the y-velocity Vy of that particle. An advantage of the definition used here is that we
can directly analyze the SPH particle values as simulated without introducing an additional
interpolation to a fixed grid. This feature follows over to a unstructured mesh or meshless
code.
For an unstructured mesh code, or a meshless code that defines quadrature volumes for
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the points the appropriate general form would be:
si =
 Vywi sin(4pix) exp(−4pi|y − 0.25|) if y < 0.5Vywi sin(4pix) exp(−4pi|(1− y)− 0.25|) if y ≥ 0.5 (4.14)
ci =
 Vywi cos(4pix) exp(−4pi|y − 0.25|) if y < 0.5Vywi cos(4pix) exp(−4pi|(1− y)− 0.25|) if y ≥ 0.5 (4.15)
di =











where wi is the area or volume of cell or the quadrature volume for point i and the positions
are the cell centers or point positions.
For an infinite domain with incompressible flow, the growth of the velocity mode M
should be ∝ exp(4.384 × t) (Wang et al. 2010, Eq. 18). The growth rate for a Kelvin-
Helmholtz instability with these two conditions has been used before as a comparison for
results obtained in periodic domains with a compressible flow, but the two problems are
formally different, and depending on the parameters the growth rates may vary. Again, to
circumvent this difficulty, we compare results to the numerical solution of the test problem
specified, and establish the uncertainty on this reference solution in a rigorous manner in
Section 4.5.
4.4 Codes
In this chapter, we compare the results from six codes to the reference solution, which itself
is produced with the PENCIL CODE.
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Table 4.1: Simulation Prefixes and Codes
Prefix Code Variation
Pe Pencil 6th order space, 3rd order time accuracy, 6th-order hyperviscosity
Ep Enzo 3rd order reconstruction, directionally split, two-shock Riemann solver
At Athena 3rd order reconstruction, unsplit integrator, HLLC Riemann solver
Ne NDSPMHD 2D cubic kernel
Nc NDSPMHD 2D cubic kernel, no artificial conductivity
No NDSPMHD 2D quintic kernel
Ph Phurbas 3D, λ = cell length in 2D codes
The PENCIL CODE2 is a fixed Eulerian mesh, non-conservative, finite-difference, MHD
code that uses sixth order centered spatial derivatives and a third order Runge-Kutta time-
stepping scheme, being primarily designed for weakly compressible turbulent hydromag-
netic flows. For the problem in question, in order to keep the Reynolds number low at the
grid scale while keeping the integral and intermediate scales nearly inviscid, explicit sixth-
order hyperdiffusion and hyperviscosity are added to the mass and momentum equations
as specified in Lyra et al. (2008) 3.
The other codes, Enzo, Athena, NDSPMHD and Phurbas are introduced below.
Enzo is a three-dimensional, Eulerian adaptive mesh refinement hybrid (hydrodynamics
+ N-body) grid-based code (Bryan & Norman 1995; O’shea et al. 2005)4. For this problem
the Euler equations are solved using a third-order piecewise parabolic method (PPM) with
the two-shock approximate Riemann solver. Time-stepping is constrained by a Courant
condition for the gas with a Courant factor C=0.4. The run-time PPM diffusion, flattening,
and steepening parameters were set to zero. Enzo version 1.5 was used.
2See http://www.nordita.org/software/pencil-code
3For reproducibility purposes, we quote the hyperviscosity type, value, and the svn revision num-
ber of the PENCIL CODE version used. The version was r17470 or thereabouts, the diffusion was set to
idiff=‘‘hyper3-mesh’’, with hyperdiffusion coefficient diffrho hyper3 mesh=20. The viscos-
ity type was set to ivisc=‘‘hyper3-mesh’’ with hyperviscosity coefficient nu hyper3 mesh=20.
The coefficients are inversely proportional to the grid Reynolds number.
4http://enzo-project.org/
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Athena is a three dimensional Eulerian grid code that (among other algorithms) imple-
ments a higher order Godunov method for hydrodynamics (Stone et al. 2008). Specifically,
we have used the third-order cell reconstructions with the HLLC approximate Riemann
solver and the unsplit corner-transport-upwind (CTU) second order time integration algo-
rithm. Otherwise the options used were as specified in the two-dimensional test problem
supplied with the code, with a Courant number C = 0.8. We used Athena version 4.1
obtained from the project website5.
NDSPMHD is a one, two, and three dimensional reference implementation of SPH and
a platform for experimentation (Price 2012). We obtained NDSPMHD version 1.0.1 from
the author’s website6. NDSPMHD was run on this problem in two dimensions, using both
the cubic and quintic kernel options. The cubic kernel is the conventional choice for SPH,
whereas the quintic kernel delivers higher accuracy at the cost of computational expense.
Price (2012) describes the NDSPMHD implementation of SPH as converging as higher
order kernels are used. That is, the result on the test problem shown here should converge
with the combination of using more particles and using a higher order kernel. NDSPMHD
also supports the artificial thermal conductivity described in Price (2008). The results of
SPH simulations may depend strongly on the initial particle distribution used. To generate
the initial condition, we relaxed a set of equal mass particles to an approximate equilibrium
with an artificially imposed pressure field which produced the required density profile.
The particles settle into a roughly hexagonal grid, although with dislocations required to
produce the spatially varying density. The number of particles used at each resolution
matched the number of cells or points used for the grid code (1282, 2562, 5122). Otherwise,
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Figure 4.2: Density in the highest resolution Pencil Code simulation used for the reference
solution, grid size 40962 output at time t = 1.5.
Phurbas is a meshless, adaptive, Lagrangian code for magnetohydrodynamics (Chap-
ters 2 and 3). Phurbas uses third order least square fits to derive spatial derivatives, and
a second order scheme for time integration. Stabilization is achieved through an artificial
bulk viscosity. It is run here in three dimensions, using volumes with height 1/64, 1/128,
and 1/256 in thickness in the z-direction. Phurbas does not use a grid, so instead we use
spatially constant resolution and set the resolution parameter λ to the cell size used in the
grid codes. To produce the initial particle distribution, we first used a tiling procedure as
in Chapter 3 and then further relaxed the distribution to one that would arise naturally in
a shearing flow by running the problem to t = 1.5 and restarting the test with the initial
condition defined on resulting particle distribution. Because the disordered particle distri-
bution is inherently three dimensional, the results at a given resolution cannot be strictly
compared to the two-dimensional runs performed in other codes here.
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Figure 4.3: Pencil Code apparent method order/rate of convergence measured over each set
of three resolutions as denoted in the legend. The apparent order converges towards 1.75.
CHAPTER 4. WELL-POSED KELVIN-HELMHOLTZ INSTABILITY TEST 98



































Figure 4.4: Pencil Code result at 4096 × 4096 grid points, and uncertainty derived by
Richardson Extrapolation based Grid Convergence Index.
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Figure 4.5: Differences in y-velocity between sucessively finer resolutions in one quadrant
of the convergence study performed with the Pencil Code at time t = 1.5. Color bars show
range of y-velocity differences, and axes are in units of grid points in the lower resolution
for each plot. Differences shown are: Upper Row: 1282-2562 and 2562-5122 Middle Row:
5122-10242 and 10242-20482 Lower Row: 20482-40962
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Figure 4.6: Differences in density between successively finer resolutions in one quadrant
of the convergence study performed with the Pencil Code at time t = 1.5. Color bars show
range of density differences, and axes are in units of grid points in the lower resolution
for each plot. Differences shown are: Upper Row: 1282-2562 and 2562-5122 Middle Row:
5122-10242 and 10242-20482 Lower Row: 20482-40962
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4.5 A Reference Solution of Known Quality
To produce a solution to the full nonlinear, periodic, compressible case as run in this work,
we performed an extensive convergence study with the Pencil Code. This convergence
study allows us to establish not only a very high quality reference solution, but also a
notion of the uncertainty in this reference solution. The importance of the unusual step of
establishing the uncertainty of the reference result is that we can then assert with confidence
that the differences seen between other lower quality results and this reference result are
overwhelmingly due to errors in the lower quality solutions. In the results in Section 4.6 the
Pencil Code is shown to be well suited to the smooth, subsonic problem posed here. We use
grids of 128×128, 256×256, 512×512, 1024×1024, 2048×2048, and 4096×4096 points,
specified so that every second grid coordinate overlaps on successive refinements, and with
the time stepping scheme in the Pencil Code modified to provide outputs at exact ∆t = 0.02
time unit intervals. This set of outputs enables a resolution study at each output time for the
convergence of the mode amplitude. Establishing the empirical rate of convergence of the
mode amplitude M allows a Richardson extrapolation-based estimate of the uncertainty in
the most resolved measurement. Hence, we are able to make comparisons of the results
from other codes to the highest resolution Pencil Code result while knowing in a rigorous
manner that the errors in this reference result are negligible.
First, we can calculate the empirical rate of convergence p of the mode amplitudes








where f3 is the value of the mode amplitude on the coarsest grid and f2, f1 are the values
on the medium and finest grid respectively (Roache 1998, Equation 5.10.6.1). This rate
of convergence tells us how fast the series of values from each resolution is converging
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towards the correct result. Once we have identified the convergence rate of the series of
results, we can apply a generalized form of Richardson extrapolation to estimate the con-
verged result, and hence derive an indication of the uncertainty in our highest resolution
result. This indication of uncertainty is the Grid Convergence Index (GCI, Roache 1998),




from Roache (1998, Equation 5.6.1). The value of the safety factor Fs we use is 1.25. This
value is that suggested by Roache (1998, Section 5.9) as being appropriate when the rate
of convergence is explicitly determined with a convergence study, as in this work.
A density plot at time t = 1.5 from the highest resolution (40962) calculation is shown
in Figure 4.2. The results of evaluating Equation 4.18 for each set of three resolutions is
shown in Figure 4.3. This figure shows that the convergence rate settles at approximately
1.75 for most of the time interval t = 0 − 1.5 when the highest resolution results are
considered. Using the observed rate of convergence at each time, we can assign the uncer-
tainty on the result with Equation 4.19, which is shown in Figure 4.4. The high resolution
results used are necessary to establish a well behaved convergence in Figure 4.3, which
means that the uncertainty is only well known when the uncertainty itself is very small. To
demonstrate more explicitly the convergence behavior, and the magnitude of the changes
between successive resolutions we have plotted the differences in the y-velocity values be-
tween successive resolutions in one quadrant of the domain in Figure 4.5. The greatest
changes between successive resolutions are localized to the density change interface, and
show no suggestion of the presence of secondary instabilities. A similar plot for the density
is shown in Figure 4.6, again showing no suggestion of secondary instabilities.
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4.6 Results
The simulations are identified by a two letter prefix as outlined in Table 4.1 and the resolu-
tion (1282, 2562, 5122). Results for the y-velocity unstable mode amplitude itself, and the
growth of that quantity for all codes are plotted in Figure 4.7. Figure 4.8 gives the results
for all codes for the minimal y-direction kinetic energy. The following two subsections
discuss these two measured quantities.
4.6.1 y-Velocity Unstable Mode Amplitude
In interpreting the y-velocity unstable mode amplitude (Figure 4.7) it is important to note
that a relative comparison of the solution quality of the codes cannot be made exactly. For
the unstructured mesh and meshless methods, the code performance in two dimensions
and three dimensions is expected to differ notably as the possible arrangements of cells
and particles differs. A strict comparison between Phurbas and the other codes cannot
be drawn as Phurbas was run in three dimensions not two. For Eulerian grid codes, the
problem is grid-aligned, and performance will differ as it is rotated against the grid. With
these caveats, we proceed to comment on the results obtained.
The results for the growth of the y-velocity unstable mode amplitude in the Pencil Code,
Enzo, and Athena are very similar at the level of this comparison. Here, the main differ-
ence is a variation between the codes of the growth rate at the lowest resolution. Reassur-
ingly, the 1282 resolution mode amplitude growth curves from the two piecewise parabolic
method variations used in Enzo and Athena resemble each other more than they do the re-
sult from the Pencil Code. These results demonstrate that the Pencil Code reference result
is reasonable.
For Phurbas unstable mode amplitudes converge with increasing resolution from below
the reference value, but at the 5122 resolution the growth rate at late times exceeds the
















































































































































































































Figure 4.7: Mode growth in all codes.
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reference value for the growth rate while the amplitude stays below the reference value. In
comparing the absolute values from Phurbas to the other codes one shall have to remember
that the Phurbas simulation is in three dimensions with a unstructured particle distribution.
However, at low resolutions the results for the growth rates are definitely lower than that
obtained in the grid codes. As the resolution is increased a definite convergence towards
the reference result is observed.
From the mode amplitude plotted for NDSPMHD and notwithstanding the aforemen-
tioned limitations to making comparisons in two dimensions, it is clear that the cubic-kernel
SPH is the least accurate method for the problem studied in this work. The result given here
is however for a single initial arrangement of SPH particles. Results with SPH do depend,
and in this problem depend strongly, on the initial particle arrangement. In general, the
NDSPMHD simulations show value and growth rates for the y-velocity unstable mode
amplitude which are too small. At the lowest resolution (1282) the simulation with artifi-
cial thermal conductivity (Ne) gives a slightly improved result over the simulation without
that addition (Nc), but the dependence is minimal and more so at the higher resolutions.
The cubic-kernel SPH results do not depend strongly on the use of a thermal conduc-
tivity term unlike the sharp transition KHI test specified by Agertz et al. (2007). This is
demonstrated by the Nc simulation where the thermal conductivity was turned off, yielding
results very similar to the Ne simulation. This illustrates that the artificial conductivity is
not so much a patch for correcting Kelvin-Helmholtz in SPH, but for ensuring that contact
discontinuities stay well resolved. Quintic kernel SPH, labeled as simulation No, uses a
larger number of neighbors and has smaller zeroth-order SPH inconsistencies. This gives
a more accurate result than cubic-kernel SPH for the same number of particles. The pair
of NDSPMHD results Nc and No demonstrate that SPH converges in a limit that is a
combination of increasing particle number and neighbor number. The importance of using
the quintic kernel over simply increasing the number of SPH neighbor particles is to avoid
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particle clumping, which would effectively lower the resolution, undermining the intent of
a convergence study (Price 2012). Unlike in Springel (2010b) we do not see SPH starting
at an acceptable growth rate at low resolutions and converging to a lower growth late at
high resolution. We observe a much less surprising behavior wherein the growth rate at
low resolutions is too low, and the solution appears to improve with increasing resolution,
though the absolute error is significant.
4.6.2 Maximum y-Direction Specific Kinetic Energy
The behavior of the maximum y-direction kinetic energy is qualitatively different from
the mode amplitude as this measurement tracks the maximal value, not a smooth average.
Maximum y-direction specific kinetic energy histories are shown for all simulations in Fig-
ure 4.8. Here the velocity noise in SPH resulting from pressure force errors can be seen
clearly in the overview figure, while all other codes behave in a roughly similar manner.
The convergence study does not establish an uncertainty on the maximum y-direction ki-
netic energy, but the highest resolution Pencil Code result plotted as the reference curve
can be taken as a useful indicator of the correct nonlinear solution.
In Pencil, Enzo, Athena, and Phurbas, at times roughly in the range 0.4 to 1.0 at low
resolution, when the unstable velocity mode value is low, the maximum y-direction kinetic
energy is also low. This is the opposite of the situation found in NDSPMHD, where at
late times at low resolution the unstable velocity mode value is low, but the maximum
y-direction kinetic energy is too high.
At lower resolutions in Phurbas the influence of velocity noise at the interface can be
clearly seen. At early times the maximum y-direction kinetic energy is too high and the
unstable mode amplitude is too low. Pencil does not suffer from this to the same extent.
Enzo and Athena have the best initial behavior at the interface as they are finite-volume


























































































































Figure 4.8: Maximum y-direction kinetic energy in all codes.
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schemes and hence the initial pressure equilibrium is well represented across the interface.
The initial maximum kinetic energy and the initial mode amplitude are both too low at low
resolution in these codes.
The resolution dependence of the velocity noise is illustrated for the cubic-kernel SPH
with artificial conductivity (Ne). Neglecting the artificial conductivity yields virtually the
same result as shown in Figure 4.8 (simulation Nc). Quintic kernel SPH, with smaller
zeroth-order inconsistency errors than cubic-kernel SPH, does show smaller velocity noise,
but it is still very large (simulation No).
4.6.3 Density at t = 1.5
We show gray scale slices of the density field at t = 1.5 in Figure 4.9. All the images
have the same limits on the grey scale between density of 0.9883 and 2.0320, the density
extremes in the highest resolution result in the Pencil Code convergence study. The results
for Pencil, Enzo, and Athena are largely similar, as at high resolution these codes agree
well with each other and with the reference result. Though the result with Phurbas strongly
resembles the reference result, it clearly shows more diffusion. The SPH results from ND-
SPMHD (only Ne and No shown) reflect the slow growth of the unstable y-velocity mode
already discussed. The simulation No result using quintic-kernel SPH shows less diffu-
sion than simulation Ne using cubic-kernel SPH. Especially in simulation Ne, secondary
features of a filamentary appearance can be seen along the interface, and these are less
apparent in the simulation No result. The quintic kernel result (No) overall shows better
agreement with the reference than the cubic kernel result (Ne).
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Figure 4.9: Density at resolution 5122 and time t = 1.5. Upper Row: Pencil, Athena
Middle Row: Enzo, Phurbas Lower Row: NDSPMHD cubic kernel, NDSPMHD quintic
kernel
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4.7 Discussion
Overall, the grid based codes Pencil Code, Athena, and Enzo had very similar performance.
For these codes, the test problem in this work (run to t = 1.5) confirms their correctness.
This shows that the test as outlined here can be used to discriminate among numerical
schemes. In this test, we demonstrated that Phurbas and NDSPMHD, while both using
meshless Lagrangian schemes, give significantly different convergence behaviors. Though
Phurbas was run in three dimensions, and NDSPMHD in two, the strikingly different qual-
itative behavior bears some explanation. A primary observation is that Phurbas differs from
NDSPMHD in that Phurbas uses a third order accurate and consistent spatial discretiza-
tion, while NDSPMHD uses an SPH discretization which has zeroth-order inconsistency.
This issue is sufficiently complex that it is discussed in a separate section (Section 4.8). We
also note that no code developed obvious signs of secondary instabilities in the solution by
time t = 1.5, in agreement with the findings of the convergence study performed on the
reference result. How, and when, secondary instabilities may arise in a KHI test such as
this is discussed in Section 4.9.
4.8 The Behavior of SPH
The results for the maximal y-direction kinetic energy in Section 4.6.2 show significant
noise appearing in the velocity in the SPH simulations Ne, Nc, and No. This section is
devoted to exploring the source and behavior of this noise. It has been argued that main-
taining particle order is vital to achieving good results with SPH (Price 2011b). Particle
ordering in SPH can be expressed as a condition that the Lagrangian of the system of par-
ticles is minimized (Price 2011b, Section 2.5). To seek this minimum, the particles must
have some re-meshing motion in addition to the pure fluid motions (Price 2012, Section
CHAPTER 4. WELL-POSED KELVIN-HELMHOLTZ INSTABILITY TEST 111


































Figure 4.10: y-direction kinetic energy in iso-density SPH, with a Athena result for com-
parison. Upper: Cubic kernel SPH with NDSPMHD Lower: Quintic kernel SPH with
NDSPMHD
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Figure 4.11: y-direction kinetic energy in pure shear flow. Upper: Cubic kernel SPH with
NDSPMHD Lower: Quintic kernel SPH with NDSPMHD
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5.2). These re-meshing motions mean that in SPH one always has some motions which are
not physical, but purely related to the SPH particles attempting to relax to an ordered state
(Price 2012, Section 5.2). These re-meshing motions are also shown in the post-shock state
in Price (2012, Figure 10). The re-meshing motions are provided by the linear errors in the
SPH pressure forces, which are in turn a result of the zeroth-order inconsistency of SPH
interpolation. That is, the zeroth-order inconsistency in SPH interpolation provides a linear
error in the pressure force which causes two particles which approach each other to repel.
Re-meshing motions created by this repulsion are in turn damped by the artificial viscosity
to encourage the particle distribution to relax. In this way, the zeroth-order inconsistency in
the pressure estimate is vital to maintaining particle order, and the artificial viscosity cannot
simply be disabled. Further, though more advanced artificial viscosities can be designed,
the identification of the particle velocity with the fluid velocity means that the need for
motions preserving particle order will necessarily corrupt to some degree the fluid velocity
itself. The root cause that creates this situation is the zeroth-order inconsistency in SPH in-
terpolation, so the parameter which we vary is the one which varies this error: the choice of
SPH smoothing kernel. As the change from the cubic kernel to the quintic kernel decreases
the size of the zeroth order inconsistency, the re-meshing pressure forces are smaller, and
the resulting velocities are smaller. Consequently, the level of y-direction kinetic energy
noise seen in the simulation No is smaller than that seen in the simulation Ne.
Recently Cha et al. (2010) and Read et al. (2010) have connected zeroth-order incon-
sistency in SPH to poor results for related KHI test problems, and Bauer & Springel (2012)
have demonstrated the connection in the context of low mach number turbulence. In this
work we have demonstrated this connection by first showing that on a smooth test problem
the artificial conduction of Price (2008) does not significantly affect the results. Then, we
have demonstrated that when the quintic kernel is used, with smaller inconsistency errors
than the cubic kernel, the test results improve significantly. The sizes of the inconsistency
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errors are reflected in the maximal y-direction specific kinetic energy statistic, as pressure
gradient errors drive spurious particle motion. Finally, Phurbas, while being meshless and
Lagrangian like SPH, uses a third-order consistent interpolation. The consequence of this
for the test in this chapter is that it performs much better than SPH, as the pressure forces
are accurate enough to keep the velocity and density noise much smaller than in SPH.
Hence, Phurbas has a qualitatively different behavior on this test, and convergence does
not depend on varying the number of neighboring particles used in the interpolation.
To demonstrate that the velocity noise behavior seen in this work is general, we have run
a series of additional tests. The first test is a version of the KHI setup in Section 4.2 with a
uniform density of 1.0. For SPH, this is a particularly simple choice as a uniform hexagonal
close packed grid of particles is the unique relaxed distribution in two dimensions. Hence,
initially the setup does not suffer from any velocity noise. Figure 4.10 shows that regardless
of this initially relaxed distribution, the maximal y-direction kinetic energy still reflects the
growth of the velocity noise. Again, as in the previous tests the noise grows sooner at
higher resolutions.
We note that the velocity noise in the highest resolution quintic kernel case of our
isodensity test appears to be triggered by the growth of the primary KHI instability. To
simplify the setup further, we remove the y-direction velocity perturbation from the initial
condition, yielding a smooth unperturbed shear flow. For the maximum y-direction specific
kinetic energy measurement, the trivial analytic solution for this problem is a value of
zero for all times. Figure 4.11, upper panel, shows that in this setup, run with the cubic
kernel, the maximal y-direction kinetic energy grows to the same level as before in the
isodensity KHI test, although it takes longer. This growth happens at earlier times for
higher resolutions. Figure 4.11, lower panel, displays the same behavior for the quintic
kernel, although the timescales involved are longer. These simulations are stopped abruptly
when they succumb to particle pairing instability (Price 2012, Section 5.4) and two particle
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approach within 10−8 length units. Some recent proposed modifications to SPH reduce or
eliminate this instability for large kernels (Read et al. 2010; Read & Hayfield 2012; Dehnen
& Aly 2012). With each kernel choice, the time interval until the velocity noise jumps is
shorter as the number of particles is increased, but for a given number of particles the time
interval until the velocity noise jumps is longer if the quintic kernel is used. That is, the
results converge towards to analytic solution as the zeroth-order inconsistency in the SPH
interpolation is reduced.
4.9 Secondary Instabilities
We have shown that given a convergence test stated in a well posed manner, all the methods
tested appear to converge towards the correct result for the growth of the primary instability.
Recent discussion of Kelvin-Helmholtz tests has broadened to include secondary instabili-
ties. Springel (2011) shows secondary instabilities developing from a similar initial condi-
tion. The reference solution we compute shows no indication of these structures. Springel
(2011) suggested that their moving-mesh code is able to resolve secondary KHI billows
which cannot be resolved in their fixed-mesh code because it was too diffusive. Though the
solutions in a fixed mesh and moving mesh code should not be expected to be equivalent
at any finite resolution, that a given code does not develop secondary Kelvin-Helmholtz
instabilities is not simply a function of the diffusivity of the code, it is also dependent on
the seeding of such instabilities.
In general, we can categorize the possibilities for why our reference case and the tests
done at lower resolutions in this work do not show the development of any secondary
instabilities in three cases:
1. The secondary billows should grow physically, either due to the nature of the initial
perturbation fed into the problem or the interaction between some combination of
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Figure 4.12: Density in Athena at time t = 3.0 at three resolutions, zoom-in on one primary
KHI billow. Greyscale same as Figure 4.9. Top: 10242 Middle: 20482 Bottom: 40962
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Figure 4.13: Density in Athena at time t = 3.2 at three resolutions, zoom-in on one primary
KHI billow. Greyscale same as Figure 4.9. Top: 10242 Middle: 20482 Bottom: 40962
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Figure 4.14: Magnitude of the density gradient in Athena at time t = 3.0 at three resolu-
tions (denoted int the legend) at y = 0.125 and x position as denoted on axis.
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the initial perturbation and modes of the instability directly seeded by the initial
perturbation. In this case the secondary billows should eventually show up at some
resolution in any convergent code, but should arise at a particular location and time.
2. The secondary billows grow due to the balance of numerical perturbations and nu-
merical diffusion. In this case the billows seen at some time should disappear at some
resolution in any convergent scheme as the significant power in the numerical per-
turbations should eventually move to spatial scales too small to seed the secondary
instability efficiently.
3. The slight differences between the setup of Springel (2011) and our setup mean the
difference between seeing physical growth of secondary billows and failing to pro-
duce them.
In the first case, developing the secondary instabilities is merely a matter of using a suffi-
ciently large resolution. At lower resolutions a resolution study should still suggest a sig-
nificant uncertainty or change between simulations of different resolution as the secondary
billows are damped less and less. In the second case, the resolution necessary to make
the secondary billows disappear may be quite large, as a numerical mechanism introducing
noise at a small scale may still have significant power at larger wavelengths depending on
the spatial correlation of the mechanism introducing the noise. However, the resolution
study performed with the Pencil Code to much higher resolution shows no indication that
these modes grow. The third case cannot be ruled out explicitly, as Springel (2011) does
not specify the exact details of the setup used. However, we can show that for our problem
the secondary instabilities that do develop are of a purely numerical origin. This strongly
suggests that the secondary billows seen in Springel (2011) are a numerical artifact, so the
observation that a fixed grid code does not develop these on the same problem does not
imply that the fixed grid code is too diffusive to support the modes.
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To demonstrate how numerical effects can seed secondary KHI we have performed
a test with Athena. We ran the KHI test at resolutions of 10242, 20482 and 40962 until
t = 4. In Figure 4.12 the density in a region centered on a single primary KHI billow
is shown at time t = 3. Secondary KHI billows can be seen growing in the 10242 case,
and this pattern is successively suppressed at the higher resolutions, suggesting it is an
artifact of the finite resolution and is converging away. However, in the 20482 resolution,
a different set of secondary instabilities can be seen growing at much shorter wavelengths
in the central winding of the primary billow. As the resolution is increased, the numerical
seeding of the secondary instabilities changes, and the secondary modes which are excited
change. Figure 4.13 shows the same region at time t = 3.2. By this point, the secondary
instabilities in the 40962 resolution simulation have become apparent. Surprisingly, a new
set of secondary billows has appeared on the outer winding of the primary billow. We
cannot reach well justified conclusions about a particular mode of the secondary instability
from this study as we cannot reproduce the same instability at two different resolutions.
Though the growth of secondary instabilities is likely a physical reality at the Reynolds
numbers involved in astrophysical problems, relying on numerical effects to seed them will
not result in a true physical model of the phenomena as the seeding, and hence growth of
these instabilities, will be inherently dependent on parameters such as resolution. Models
relying on numerically seeded instabilities, even if the presence of the instability is phys-
ical, make it difficult to seperate numerical effects from physical behavior, which is turn
makes it difficult to come to strong conclusions about the effect of the instability. Conclu-
sions about the instability must consist of a measurement and some manner of characteri-
zation of the error in that measurement. In order to characterize the error in the model of
the instability, a convergence study must be performed. To perform this convergence study,
a fixed seeding of the instability must be possible across all resolutions. If the seeding is
a numerical effect caused by the finite resolution, it will not be fixed between two resolu-
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tions. Hence, the tests in this work do not show that any code used cannot, at any of the the
resolutions tested, resolve secondary Kelvin-Helmholtz instabilities as these have not been
seeded in a controlled way or even in an avoidable manner.
From the results of the convergence study in Section 4.5 we propose that if a code
develops secondary Kelvin-Helmholtz billows in this test by t = 1.5, it is due to the growth
of numerical perturbations. The less rigorous study performed with Athena suggests that
the same conclusion should hold to at least t = 2.5. In the limit of infinite resolution, any
convergent code should reproduce the correct result. However, if at finite resolution a code
shows a tendency to produce secondary instabilities, then the scheme can be improved by
adding a diffusive operator to damp the noise leading to the instability. Particularly with
respect to moving-mesh tessellation codes, Kelvin-Helmholtz tests are not the only case
where behavior suggests that some additional numerical diffusion should be used to damp
grid scale noise.
Development of secondary Kelvin-Helmholtz instability after t = 1.5 may be due to
the presence of spurious noise in the solution. For example, in the preparation of this
work, we discovered that the evolution of the test problem here differed greatly at high
resolution (40962) between Enzo versions 1.5 and 2.0. In Enzo 2.0, a bug existed that
caused slightly incorrect pressure reconstructions. This caused small sound waves to launch
from the interface, and propagate though the periodic domain interacting with themselves
and forming small short-wavelength perturbations. The discovery of this bug was fortuitous
however, because it demonstrates again how artificial, numerical perturbations can give
rise to secondary Kelvin-Helmholtz in this test problem if they are able to overwhelm the
dissipation of the scheme.
The underlying cause of the tendency of many schemes to develop secondary KHI in
this test problem is that the shear interface becomes increasingly steep as it stretches in the
primary KHI billow. Eventually, the width of the interface approaches the grid scale and
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it become susceptible to numerically seeded secondary instabilities. This behavior is also
commonly seen in the initial evolution of grid-aligned sharp transition versions of the KHI
test. Two examples are Junk et al. (2010, Figure 13) and Springel (2011, Figure 8, upper
right panel). We suggest then that even fixed-grid finite volume Godunov schemes may be
improved in pathological cases of unresolved shear interfaces by the addition of a diffusive
flux. This flux should be chosen to spread the interface over enough grid cells to suppress
the numerically seeded instabilities.
Another lesson to be derived here is a cautionary one. Not all new instabilities seen
as resolution is increased when solving the discretized Euler equations are physically real.
New numerical instabilities can reveal themselves as resolution is increased, as the flow
can enter into new regimes where it is more sensitive to the inevitable numerical noise
in a method. In the high resolution set of Athena simulations, this can be seen in the
magnitude of the density gradients. In Figure 4.14 the density gradient in a slice through
a primary billow at time t = 3.0 in the three Athena simulations used in this section is
plotted, calculated with a four point second-order finite difference stencil. As the resolution
is increased, the maximum gradient achieved increases. Mathematically, when solving the
Euler equations, this behavior arises because the modified equations that are actually solved
by the method change as resolution is increased - the diffusive effects become smaller.
One route around this difficulty can be to solve the Navier-Stokes or Boltzmann equations
instead with a fixed viscosity or particle mean free path. Since these equations have a
physical scale where diffusion dominates dynamics, the reliable elimination of numerically
generated instabilities for arbitrarily long run times can be obtained by fixing the physical
diffusive scale and reducing the grid scale far below the diffusive scale.
The same point illustrates how the transition to turbulence and mixing must be studied
when the Euler equations are used. To produce the secondary instabilities that break up
the flow, the nonlinear interaction or modes or seeding of secondary instabilities must be
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done on a controlled manner. This job cannot be left to the numerical noise, or the time
and manner in that the flow breaks up will be a reflection of numerical issues and not of
physical reality.
Finally, we suggest that it is possible to produce a controlled test of the growth of
secondary billows from definite perturbations, similar to the study performed by Fontane
& Joly (2008) in an incompressible flow. Such a setup could be useful in determining the
appropriate and minimal diffusion to add to a scheme to suppress the numerical seeding of
secondary instabilities in given conditions.
4.10 Conclusions
We have constructed a reference solution with a well characterized uncertainty, along with
defining a general manner by which the test can be analyzed. This methodology was ap-
plied to example codes from the major families of numerical techniques used in astro-
physics. All codes tested showed convergence towards the reference result when the res-
olution was increased in the appropriate manner. For SPH, the use of an artificial thermal
conductivity does not significantly affect the results, but using a higher-order kernel (and
hence a larger number of neighbors) does improve the results. We conclude that the fun-
damental reason for poor performance of SPH in KHI is the zeroth-order inconsistency of
SPH interpolation. Visually, to time t = 1.5 in the test problem there are no secondary
instabilities that arise in the reference solution. By examining the relative behavior of dif-
ferent types of code, we argue that the presence of secondary instability on this test is
caused by having a numerical diffusion that is very low compared to the grid noise in the
method. Hence, we propose that it is advantageous in some methods, particularly moving-
mesh tessellation methods, but also in fixed-grid Godunov schemes, to include an extra
diffusion operator to smooth the solution such that grid noise does not drive small scale
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instabilities.
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Chapter 5
An Exact∇ ·B = 0 Discretization for
Magnetohydrodynamics 1
5.1 Introduction
As originally laid out by Brackbill & Barnes (1980), failing to obey the∇·B = 0 constraint
in magnetohydrodynamics may lead to numerical instability and unphysical results. This
has been an issue which has attracted much attention in computational astrophysics (ex:
Brackbill & Barnes 1980; Balsara & Kim 2004; Price 2010; Dolag & Stasyszyn 2009).
To elucidate what ∇ · B = 0 means, specifying the manner in which B is represented
is essential. In a numerical method, the vector fields are represented by a discrete set
of values. Two classes of discretizations are popular in astrophysical applications, finite-
volume and point values. Finite volume discretizations store the volume-average of the field
over some cell. These volume averages constrain the possible divergence of a vector field
interpolating these values, and hence the Constrained Transport method (Evans & Hawley
1988) can be applied to conserve this divergence throughout the simulation. However,
1This chapter was originally published as McNally (2011)
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when the magnetic field is represented by point values, the divergence of the interpolated
field is not constrained by the point values, so some extra freedom exists. Two classes of
approaches have been used. The first class is to admit∇·B 6= 0 errors, and then attempt to
manage the consequences. Methods of this type include the 8-wave scheme (Powell 1994;
Powell et al. 1999), and diffusion method (Dedner et al. 2002). The Smoothed Particle
Hydrodynamics schemes of Price & Monaghan (2004a,b, 2005) and Børve et al. (2001);
Dolag & Stasyszyn (2009) also fall into this class, as the former uses a formulation of
the MHD equations which is consistent even in ∇ · B 6= 0, and the latter removes the
∇·B 6= 0 contributions to the momentum equation. The second class of methods constrain
the derivatives of the interpolated field. The projection method, used in finite-difference
(Brackbill & Barnes 1980), and pseudo-spectral methods, constructs an interpolation of
the magnetic field and then modifies the point values so that with the given interpolation
scheme they produce a divergence-free continuous field. It is also possible to store and
evolve point values of the magnetic vector potential, interpolate this vector potential, and
find a value and derivatives of the magnetic field from this interpolation. This approach
is used in the PENCIL CODE2. The vector potential approach always yields a magnetic
field which is ∇ · B = 0. Some of the disadvantages of this method are that it has the
property that more than one vector potential configuration leads to the same magnetic field
configuration, boundary conditions may be difficult to arrange, and compared to evolving
B directly an extra level of spatial derivatives needs to be evaluated.
The Smoothed Particle Method (SPH) attempts at MHD are notable in that SPH is a
non-polynomial method used for approximating derivatives. In this context, in addition
to the aforementioned methods following the strategy of admitting ∇ · B 6= 0, a method
based on the Euler angles formulation has been proposed by Price & Bate (2007); Rosswog
2http://pencil-code.googlecode.com/
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& Price (2007) which by construction yields ∇ · B = 0 , but Brandenburg (2010) has
observed that this approach is not sufficient for realistic MHD as it severely constrains
the allowed magnetic field geometries. Additionally, Price (2010) explored the use of the
vector potential strategy in SPH, but found it to be unworkable.
In this chapter, we describe a principle that if adhered to allows point-value methods
to evolve the magnetic field directly, while maintaining formally ∇ · B = 0 . Although
throughout this chapter we refer to magnetic fields, the principles and methods can apply
to any vector field.
5.2 A Principle
Since the discrete point values of the magnetic field do not have a defined derivative, the
problem of∇ ·B = 0 lies entirely in the method used to produce the continuous represen-
tation of the magnetic field from which derivatives are taken. Thus, to produce a∇·B = 0
method, it is sufficient to define an interpolation (or quasi-interpolation) which is restricted
to producing only ∇ · B = 0 fields. A concrete example of such a method is provided
by divergence-free matrix valued radial basis function interpolation (Narcowich & Ward
1994; Lowitzsch 2002, 2005). The following two sections of this chapter are devoted to a
summary of this technique, and its use to construct finite-difference like operators.
Radial Basis Function (RBF) Interpolation is an alternate method to polynomial basis
interpolation for constructing functions which interpolate some discrete set of values. In-
stead of using a set of functions with a different polynomial form all mentored at the same
place (a Taylor Series), RBF uses shifted versions of a one-parameter function. Further,
these functions are shifted to be centred on each interpolating point. For a set of scalar
valued samples {xj, dj}Nj=1 where xj is the position of each point and dj is the value of the
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where s(x) is the interpolant, ψ is a radial basis function, and cj are a set of coefficients.
These coefficients {cj}Nj=1 are such that
s(xk) = dk for all 1 ≤ k ≤ N. (5.2)
Solving for these coefficients is done by solving the equation Gc = d where the matrix
entries Gi,j = Ψ(‖xi − xj‖). The remarkable ability of RBF interpolation is that if ψ
has certain properties, this equation has a unique solution for any set of points {xj} in any
number of dimensions. The reader is encouraged to refer to Wendland (2005) and Buhmann
(2003) for the mathematical details of the theory of radial basis function interpolation.
Beyond scalar fields, it is possible to construct a RBF interpolation for a vector field
such as the magnetic field. If the RBF is chosen appropriately, this interpolation can be
constrained to produce ∇ ·B = 0. Given a set of point values {xj,dj}Nj=1 where xj is the
position of each point and dj is the value of the vector field to be interpolated at that point,





where {cj}Nj=1 are such that
s(xk) = dk for all 1 ≤ k ≤ N (5.4)
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The matrix valued radial basis function Φ is constructed by
Φ(x) = {∇∇T −∇2I}ψ(x) (5.5)
where ψ is a scalar valued radial basis function and I is an identity matrix. If a numerical
method is built using this representation for the magnetic fields, then the results will be free
of ∇ · B 6= 0 errors. This use of a ∇ · B = 0 interpolation basis is a general principle, it
could apply to other classes of basis, and spectral basis.
5.3 Demonstration
In a manner similar to Taylor-series based finite difference stencils, we can build gener-
alised finite difference stencils using radial basis function interpolation. The procedure is
the same as for Taylor-series based finite differences. We interpolate the data at a local
set of points, then take derivatives of the interpolant. Like with Taylor-series based finite
differences, the resulting scheme will not in general conserve mass, linear momentum, or
energy to machine precision. These quantities will usually only be conserved to the level
of the truncation error of the scheme. One can look to the body of work produced with the
PENCIL CODE, a high order finite difference scheme, to see examples of a successful
approach based on a non-conservative method (ex: Johansen et al. (2007); Babkovskaia
et al. (2011)). Scalar value radial basis function finite difference stencils have been studied
in Bayona et al. (2010) for the case of the multiquadric radial basis function. The radial ba-
sis function finite difference approach (RBF-FD) has also been applied to convection-type
PDEs in Fornberg & Lehto (2011).
To illustrate this construction, we must choose a radial basis function, in this case a
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Figure 5.1: The x vector field component of eq. 5.7 with  = 3.5, the y component is the
same rotated 90 degrees.
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N = 8 3× 3
N = 8 5× 5
N = 64 3× 3












Figure 5.2: Upper: Alfven wave solutions at two resolutions, grid size N × N with 3 × 3
and 5× 5 point stencils. Lower: Convergence of Alfven wave solution to analytical result.
Results from 3×3 stencils plotted with + and from 5×5 stencils plotted with×. The solid
line marks a slope of 1. The 3 × 3 stencil error saturates at a larger value than the 5 × 5
stencil error.





where  is a constant called the scaling factor. The scaling factor can be adjusted depend-
ing on the interpolation point distribution. Other radial basis functions can be used (see
Wendland 2005 or Buhmann 2003, and recent results on the near equivalence of some
common RBFs Boyd 2010), but the Gaussian gives the simplest algebraic expressions in
the following.
To construct a divergence free matrix valued basis function from ψ(r), we apply equa-
tion 5.5 in two dimensions with r2 = x2 + y2, yielding:





Φ22 = −(42x2 − 2)e−(x2+y2)
The combinations (Φ11,Φ12) and (Φ21,Φ22) are divergence-free vector fields. Figure 5.1
shows the two components. One component resembles a dipole field in the x direction,
and the other a dipole field in the y direction. In essence the method interpolates only
∇ · B = 0 fields because the field is built entirely from shifted and normalised versions
of these dipole components. To build up an interpolation of some point-sampled field with
these as the basis functions, it is necessary to solve the set of linear equations:
Ac = d (5.8)
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For N interpolation points the matrix A has entries:
A1:N,1:N → Ai,j = Φ11(rij) (5.9)
AN+1:2N,1:N → Ai,j = Φ12(rij) (5.10)
A1:N,N+1:2N → Ai,j = Φ21(rij) (5.11)
AN+1:2N,N+1:2N → Ai,j = Φ22(rij) (5.12)
Each sub-matrix of A has entries corresponding to an entry in Φ. The vector d has entries:
d1:N → di = Bi,x −Bx0 (5.13)
dN+1:2N → di = Bi,y −By0 (5.14)
A is the interpolation matrix, and d is the values being interpolated. Bi,x and Bi,y are the
components of the vector field being interpolated. Bx0 and By0 are constant background
field components, which may be chosen to be the field at the interpolation point where the
derivatives are being calculated. This subtraction of the background constant component of
the field increases the accuracy of the radial basis function approximation as this component
is not in the space spanned by the interpolation basis. This background component is
irrelevant to the ∇ · B = 0 constraint and to the determination of derivatives. The vector
c is composed of the interpolation coefficients in eq. 5.3. To find the derivatives of the













which yields the radial basis function estimate of the derivative at the point x0. This gives us
a method of finding the derivatives of a∇·B = 0 magnetic field from point values. The in-
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Table 5.1: Linear momentum errors in the magnetised blast problem
Error N = 32 N = 48 N = 64 N = 96
ρvx 5.6× 10−6 5.7× 10−7 1.2× 10−8 1.5× 10−12
ρvy 1.5× 10−4 3.8× 10−6 5.9× 10−8 3.0× 10−17
terpolation points chosen can be arbitrary, but for the purposes of building finite-difference
like derivative operators a set of nearest neighbouring points is the natural choice. In the
following, we demonstrate the use of 3× 3 (9 point) and 5× 5 (25 point) stencils, centred
on x0, in two dimensions to solve the equations of magnetohydrodynamics.
The equations solved are those for viscous, resistive, compressible isothermal magne-
tohydrodynamics in two dimensions:
∂ρ
∂t
= −∇ · (ρv) (5.16)
∂ρv
∂t
= v · ∇(ρv)−∇P + (∇×B)×B+ ν∇2(ρv) (5.17)
∂B
∂t
= ∇× (v ×B) + η∇2B (5.18)
with the equation of state P = c2sρ where ρ is the density, v is the velocity, P is pressure,
B is the magnetic field, ν is the dynamic viscosity, and η is the magnetic diffusivity. The
equations are spatially discretized on an evenly spaced square grid with periodic boundary
conditions. Spatial derivatives are estimated using the radial basis function methods on
3×3 stencils as outlined above, and explicit time integration is performed with the forward
Euler method. Both the derivatives of the scalar fields (ρ,P , components of v) and the
vector field B are taken with scalar and vector RBF interpolations. This method is chosen
so that the resulting code is as simple as possible to facilitate the reader’s understanding.
The source code in Python is available on the author’s website3.
3 http://www.astro.columbia.edu/∼colinm/dfi/
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Figure 5.3: Magnetised blast problem Left: Kinetic energy density Middle: Magnetic en-
ergy density Right: Mass density























Figure 5.4: Magnetised blast problem total mass error for two grid resolutions N = 48 and
N = 96
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ρvx N = 48
ρvy N = 48
ρvx N = 96
ρvy N = 96
Figure 5.5: Magnetised blast problem momentum errors for two grid resolutions N = 48
and N = 96
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Since the method is ∇ · B = 0 by construction, we need only demonstrate that the
solution converges as ∇ · B 6= 0 errors cannot occur. A suitable test is the evolution
of a damped Alfven wave for finite ν and η, the analytical solution for which is given in
Chandrasekhar (1961), section 39. The experimental convergence of the numerical solution
to the analytical result for an Alfven wave is shown in Figure 5.2 with  = 1/64, ν =
µ = 0.001. Note that the error saturates in this test for the 3 × 3 stencil. As the RBF
interpolation used does not reproduce a first-order polynomial exactly, the approximation
effectively stops improving below some grid spacing. To obtain further convergence, a
larger stencil must be used. The L1 error when the 5 × 5 point stencil is used decays at a
rate of 1.0, which is the limit set by the first order time integration scheme.
As a further demonstration, the result of a magnetised blast problem, starting for an
initial over density in the centre of the box is shown in Figure 5.3. The initial condition of
this problem is ν = η = 0.005, cs = 0.4082, ρ = 99e−((x−0.5)
2+(y−0.5)2/0.122)2 + 1, v = 0,
Bx = cos(2pi/21), By = sin(2pi/21) in an area 1 × 1 with a 96 × 96 grid with periodic
boundary conditions. The output is shown at t = 0.2. The 3× 3 stencil was used with  =
1/16. A similar problem is shown in Stone et al. (2008). We note the the intermediate shock
can be seen in the solution on the axis of the blast along the magnetic field (Ferriere et al.
1991). The time history of the absolute error in total mass in the magnetised blast problem
is shown in Figure 5.4 for two resolutions. The error is at the limit of numerical precision
for all resolutions. Evidently the scheme used here is in fact mass-conserving even though
it was not explicitly constructed to be so. The error in linear momentum is limited by
truncation error, Figure 5.5 shows the time evolution of the absolute momentum error for
two resolutions. Table 5.1 lists the momentum errors at t = 0.2 in the blast problem for
four grid resolutions N . The momentum error can be seen to converge towards zero as
the resolution is increased. Energy conservation errors are not treated as the discussion is
limited to isothermal magnetohydrodynamics.
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The stability of this scheme is not explored here as the method is presented only as a
demonstration of the use of these radial basis function based derivative operators. The com-
putational cost of a RBF based finite difference scheme for a derivative is the same as that
for a polynomial based scheme with the same number of stencil points, as the only differ-
ence is in the stencil coefficients. However, with RBF based schemes the well-motivated
stencils may not be the same shape and size as for polynomial based finite differences -
for example the square 3 × 3 stencil used here is not a popular choice when used with
polynomial based schemes. In contrast to the most directly comparable polynomial based
finite difference scheme yielding ∇ ·B = 0 ( the vector potential method), the RBF based
approach has the advantage of requiring fewer derivative stencils to be computed as the
magnetic field is obtained directly not computed from derivatives of the vector potential.
5.4 Extensions
The method for constructing RBF based derivative approximations has no dependence on
regularly placed points or the existence of mesh edges. Hence, these methods are easily
used in a mesh-free context. Also, though in radial basis function interpolation theory
the interpolation points are chosen to be the radial basis function centres, in practise the
approximation matrix can still be inverted if the interpolation points do not coincide with
the radial basis function centres. Furthermore, fewer radial basis functions can be used than
interpolation points are specified - in this case a∇·B = 0 least squares approximation can
be computed. The divergence-free basis used as an example in this work is not orthonormal.
If an orthonormal basis were specified, it would be possible to preform divergence-free
pseudo-spectral simulations with B, which may be of particular use in general relativistic
MHD and force-free electrodynamics simulations.
Other constraints beyond divergence-free can be placed on the vector field. For ex-
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ample, Lowitzsch (2005) observed that ∇ × B = 0 type vector fields can be interpolated
in a similar manner to that shown here. This suggests the possibility of satisfying more
complicated, though homogeneous, constraints.
5.5 Conclusion
In a point-value method, ∇ · B = 0 can be satisfied by the correct choice of interpola-
tion scheme. Matrix-valued radial basis functions provide such an interpolation scheme.
Finite-difference-like∇·B = 0 derivative operators can be constructed from matrix-valued
radial basis function interpolations, and their use in the solution of magnetohydrodynamics
problems has been demonstrated. Further exploration of the stability properties, accuracy,
and computational cost of schemes based on these operators is warranted. The underlying
principle of the choice of a∇·B = 0 interpolation also applies to pseudo spectral methods,
and in general can be applied to any vector field where such a constraint is required.
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Chapter 6
Reconnection Heating in Protoplanetary
Disks
6.1 Introduction
It is thought that protoplanetary disks, such as the early solar nebula, have significant re-
gions where the gas flow can be modeled as magnetorotational instability (MRI) driven
turbulence (Armitage 2011; Bai 2011a). The MRI (Balbus & Hawley 1991) leads to the
amplification of any seed magnetic field, and in the saturated state at late times drives an-
gular momentum transport through a combination of magnetic and hydrodynamic stresses
(Balbus & Hawley 1998). In numerical simulations, the magnetic component of the angu-
lar momentum transporting stress is typically found to be four to five times higher than the
hydrodynamic stress (Pessah et al. 2006; Davis et al. 2010). Thus, in the MRI turbulent
region of a protoplanetary disk, the dominant mechanism through which the gravitational
potential energy is tapped is by way of the magnetic fields threading the disk. This energy
is continuously supplied to the disk matter as it accretes, and must be dissipated to thermal
energy to keep the disk in a quasi-steady state. The physical mechanism by which this dis-
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sipation takes place will have a significant effect on the details of the temperature structure
of the disk, especially if this mechanism is highly localized.
The chemical and mineralogical evolution of a protoplanetary disk may be significantly
affected by local heating processes. The presence of chondrules is a particular case which
appears to demand a localized heating mechanism. The basic challenge in producing chon-
drules is to bring precursor grains with radius ∼ 1 mm from temperatures < 650 K to
at least 1500 − 1800 K and then cool them at rates of ∼ 100 − 1000 K/hour, which is
significantly slower than expected for such grains freely radiating to a cold background
(Hewins & Radomsky 1990; Lofgren & Lanier 1990; Connolly et al. 1998; Scott & Krot
2005; Ebel 2006). To form barred textures in chondrules it has been suggested that heating
to ∼ 2000 K, and then cooling to 1500 − 1800 K at ∼ 5000 K/hour is necessary (Con-
nolly et al. 2006). Low starting temperatures are required to retain the observed sodium
and other volatile elements in chondrules. Examination of the chondrules and matrix in
several chondritic meteorites has shown that the two constituents are complimentary in that
though the elemental makeup of each varies, the bulk compositions of chondrites reflect
the elemental ratios of the sun (Kornacki & Wood 1984; Bland et al. 2005; Hezel & Palme
2008, 2010). This implies that the melted chondrules and unmelted matrix grains in a chon-
drite are formed from the same body of material and that body of material then formed the
meteorite parent body. However, the chondrule heating cannot immediately coincide with
the parent body formation, as at least some chondrules show evidence of multiple heat-
ing events (Connolly et al. 2006). Grains from other stars (presolar grains) and insoluble
organic matter in the matrices of most primitive chrondrites could not have survived the
heating experienced by chondrules (Connolly et al. 2006). Historically, a leading model
for the formation of chondrules was the X-wind model of Shu et al. (1996). This has been
shown to not be a viable mechanism (Desch et al. 2010).
One of the main dissipative mechanisms limiting where MRI occurs in a protoplanetary
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disk is Ohmic resistivity, which is in turn a function of the degree of ionization of the gas.
The ionization of a protoplanetary disk is far from simple. Over much of the disk, estimates
suggest that the ionization is insufficient for the Ohmic resistivity in the plasma to be low
enough for the flow to be MRI-unstable, and hence it is expected that magnetically inactive
‘dead zones’ exist when the disk is dense, cool, and almost entirely neutral (Gammie 1996).
The most common treatment of ionization of a protoplanetary disk includes two main com-
ponents, thermal ionization of alkali metals (most importantly potassium) and nonthermal
ionization from radiation (stellar x-rays, cosmic rays, and radionuclides)(Balbus & Haw-
ley 1998; Armitage 2011). It has also been proposed that non-ideal MHD effects beyond
Ohmic resistivity limit MRI in various regions of the disk (Bai 2011a) and that the smallest
dust grains can themselves be the dominant charge carriers in the outer disk (Bai 2011b).
The basic process by which Ohmic resistivity will lead to dissipation of magnetic en-
ergy is through heating in high current regions. In the turbulent flow, it is possible that
a significant fraction of the energy can be dissipated at magnetic reconnection regions,
where the effect of resistivity is to make the field lines change topology, as opposed to
simply straightening out. Magnetic reconnection as a source of heating for the formation
of chondrules has been considered by King & Pringle (2010), though the mechanism pro-
posed is an indirect one. The magnetic reconnection events heat a small volume of gas
enough to drive hydrodynamic shocks which then heat the chondrule precursor solids in
the shock-driven chondrule formation model of Desch et al. (2002). This model relies on
a particular model of the magnetic dynamo active in the protoplanetary disk, following the
flux rope dynamo concept of Baggaley et al. (2009, 2010). In the flux rope dynamo model,
the dissipation of magnetic energy necessary to sustain the dynamo in a saturated state is
accomplished only at very small scales, which should lead to sporadic and energetic re-
connection events. Magnetic reconnection heating of chondrule precursors has also been
considered by Lazerson (2010), where a multifluid model of a dusty plasma (dust carrying
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charge) was used to probe the heating of dust at a current sheet. The main effect found was
frictional heating of dust from collisions with neutrals due to the high dust-neutral veloc-
ity contrast in the reconnection region. Joung et al. (2004) proposed that current sheets in
MRI turbulence could steepen though the effects of amibipolar diffusion, and the increased
heating rate and temperatures could melt chondrule precursor grains.
This chapter provides a study of heating by magnetic reconnection in protoplanetary
disks though purely Ohmic magnetic resistivity. In Section 6.2 we examine reconnec-
tion regions in a global model of a MRI-driven turbulent flow with simplified physics and
zoom-in simulations. We then abstract the conditions surrounding reconnection regions,
and apply these results as initial conditions to spatially simplified (one dimensional) but
physically sophisticated models in Section 6.3. Finally, we draw conclusions about the
ability of reconnection regions to heat, and an instability present where thermal ionization
dominates, in Section 6.4.
6.2 Global Disk Model
We produce a cylindrical-global analogue of the midplane of a protoplanetary disk to pro-
vide a consistent model of the turbulent context in which magnetic reconnection occurs in a
protoplanetary disk. The base simulation provides a globally self-consistent saturated MRI
turbulent state. From this, we analyze the structure around high current regions (current
sheets) where magnetic field reconnection is presumed to take place. To accomplish this,
localized regions of higher resolution are introduced, which follow the orbital motion of
the disk and allow smaller scale structures to form. We refer to these simulations as zoom-
in simulations. Comparative analysis of the structures formed in the base and zoom-in
simulations produces constraints on the nature of the boundary conditions for current sheet
dynamics. This informs the choice of initial conditions for the one dimensional simulations
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in Section 6.3.
These simulations are run in Phurbas 1.1 (Chapters 2, 3, and Maron et al. 2012; Mc-
Nally et al. 2012), a meshless, adaptive, Lagrangian code for magnetohydrodynamics. The
gas flow is modeled with ideal, isothermal MHD, so the resistivity included is purely nu-
merical in origin. Our model is a cylindrical, unstratified flow analogous to the midplane
of a protoplanetary disk.
6.2.1 Setup
The limited physics included is such that the simulation can be rescaled to any desired
physical size, its purpose is to provide a simplified physical analogy of an astrophysical
disk. The computational volume has size 20 × 20 × 0.2 and the cylindrical disk potential
is centered at (x, y) = (10, 10), both in code units. As only a cylindrical potential is
considered, the vertical boundary is periodic. Horizontal boundaries are periodic, and this
choice is made consistent with the rotation flow by isolating the disk in the center of the






where r is the cylindrical position vector centered at (x, y) = (10, 10) and g = 0.01. An















if r ≥ 5
(6.2)
where s = 0.1 and cs0 = 0.1. This choice of sound speed corresponds to a disk with aspect
ratio 0.1. Using a locally isothermal equation of state means that no heating will occur in
current sheets. Hence we will not attempt to draw conclusions about the detailed internal
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This is chosen so that the initial vertical critical wavelength of the MRI, given by
λBH = 2pivA,z/Ω, (6.5)
where vA,z = |Bz|/√ρ, is one quarter of the domain height. The tanh dependencies of the
initial magnetic field turn it off at small and large radii, where we do not wish to initially
drive MRI, to limit the computational cost from small time steps. As the initial magnetic
field is purely vertical, it is divergence-free.
Three simulations are run. Only the first, the base simulation, starts from time t = 0.




(0.3− 0.137 (1 + tanh(5(r − 1.8)))) (6.6)
At time t = 13pi we restart the simulation from the base simulation, with two different
modified Nyquist length specifications. Figure 6.1 shows the resolution parameter of the
second zoom-in simulation λzoom2 at time t = 13.9pi. λbase is similar, with the exception of
the crescent-shaped high resolution region. For the first zoom-in simulation (zoom1), the
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Figure 6.1: Variation of the resolution parameter λzoom2 in the second zoom-in simulation


































To make the high resolution patch follow the orbital motion, the distance d is defined from
a point which orbits at angular velocity Ωz = 2.961, which is the measured average angular
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velocity of gas at r = 0.5 in the base simulation at t1. The distance d is given by
d(r, θ, t) =
[
(r − 0.5)2 + (0.5 min(a(r, θ, t), 2pi − a(r, θ, t)))2]1/2 (6.9)
a(r, θ, t) = (Ωz(t− t1) mod 2pi)− θ (6.10)
for a point at cylindrical position (r, θ) measured from the x = 10, y = 10 axis where






enhancement in the zoom-in simulations smoothly in time. We ran the base simulation
until t = 13pi = t1, and then split the run into the continued base simulation, and the
two zoom-in simulations. Time t1 corresponds to 13.4 orbits at r = 0.5. The zoom-in
simulations have high resolution regions at the smallest radius where the flow in the base
simulation reasonably resembles that expected for saturated MRI turbulence.
6.2.2 Results
To describe the evolution of the base simulation we calculate several standard diagnostics
used in MRI turbulent models of accretion disks. These show at what time and at what
radius the base simulation has attained a state suitable for the use of the zoom-in technique
to study small scale structures.
The overall evolution of the density in the base simulation is shown in Figure 6.2.
Density is plotted on a slice through the midplane of the simulation volume with nearest
grid point interpolation. In the range shown (x, y) = ([8, 12], [8, 12]) the innermost and
outermost parts of the disk do not become turbulent. The innermost part is stable due to the
softening of the gravitational potential (Equation 6.1) and the outermost part is stable due
to the very low resolution (and hence high numerical resistivity) used (Equation 6.6). In
the early orbits, the density contrast is very large. This is due to the initial growth of MRI
allowing large magnetic pressures. As the turbulent state develops, these flows become less
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t = 0pi t = 4pi
t = 6pi t = 8pi
t = 10pi t = 12pi
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log(ρ)
Figure 6.2: Density slice of the inner region [8, 12] × [8, 12] of the total [0, 20] × [0, 20]
simulation volume in the base simulation at two times.
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Figure 6.3: Current density at two times in the three global simulations, just after the
introduction of the high resolution region at t = 13.1pi in the zoom-in simulations, and
roughly a local orbit later. Top Row: Base simulation Middle Row: zoom1 simulation
Bottom Row: zoom2 simulation. The resolution function λzoom2 in the lower right panel is
as shown in Figure 6.1.
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organized and the density contrast falls.
An overview of the effect of the high-resolution zoom-in regions is shown in Figure 6.3.
This figure shows the base, zoom1, and zoom2 simulations just after and approximately
1.2 local orbits after introduction of the high resolution regions. The spatial dependence
of the resolution in simulation zoom2 in Figure 6.3, lower right panel, is that displayed
in Figure 6.1, left panel. It takes some time for the structure in the high resolution region
of the zoom-in simulations to fully develop, the zoom-in simulations cannot be analyzed
immediately after the introduction of the high resolution region. We have chosen to wait
for longer than a local orbit at the high resolution region’s center position to begin analysis
of this flow.
In Phurbas, a meshless code, it is not trivial to obtain spatially integrated quantities.
For the analysis used here, we wish to obtain surface integrals over surfaces at constant
radius. To do this efficiently and in an unbiased manner we use a sampling of the field on
a cylindrical (azimuthal-vertical) grid with even spacing. This grid has 30 points vertically
and 300pir points azimuthally, where r is the radius of the cylinder. At each grid point,
nearest neighbor interpolation is used to assign values to the grid points with a kd-tree
nearest neighbor search. An unbiased approximate average of the interpolated field over the
cylindrical surface can then be obtained from the mean of the grid values. This technique
has been used to calculate averages on cylindrical surfaces for the following quantities.
The angular momentum transporting stress at a given radius is calculated from two
components, the magnetic stress M as
M = −〈BθBr〉 (6.11)
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where the average is over azimuth and elevation, and the hydrodynamic stress R as
R = 〈ρδVθδVr〉 (6.12)
where the averages are the same, and δVθ = Vθ − 〈Vθ〉, δVr = Vr − 〈Vr〉. The average total
stress at a given radius is then
T = 〈ρδVθδVr −BθBr〉. (6.13)




for the total α. The time evolution of αT and the total stress T in the base simulation is
shown at various radii in Figure 6.4. At r = 0.4 and greater, αT peaks as the linear phase
of the MRI saturates, and decreases as the nonlinear, turbulent state sets in. Average total
stress T, shown in the lower panel of the same figure does not show the same rapid decrease
as αT at small radii, as this quantity has not been divided by the average pressure. At small
radii the nature of the angular momentum transporting stress may not be a pure MRI driven
turbulent stress. This is to be expected as MRI should not be active all the way to r = 0 as
the gravitational force Equation 6.1 causes the differential rotation to be less than Keplerian
at small radii.
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the hydrodynamic stress. The time history of these quantities, with M and R are plotted
in Figure 6.5 and Figure 6.6 respectively. Most notably, at r = 0.3, the relative behavior
of αM and M , and αR and R is unlike that at larger radii, which behave in the manner
expected for MRI driven turbulence.
Finally, we compute the volume average tilt angle introduced by Guan et al. (2009)
θB = arcsin(αMβ)/2 (6.17)
and the volume average β = 2P/B2 at several radii in Figure 6.7. The magnetic tilt
angle corresponds to the characteristic angle between the magnetic field and the azimuthal
direction. In the local models of Guan et al. (2009) it is noted that the tilt angle corresponds
well to the major axis of the radial-azimuthal two-point magnetic field correlation function.
The magnetic field structure found there has thin filaments with a spiral trailing structure,
with a pitch angle of θB. Figure 6.7 can be usefully compared to Sorathia et al. (2012)
their Figure 11, their simulations BzN8 and BzN16. The average beta of ∼ 5 − 10 agrees
well with expectations from Sorathia et al. (2012). A θB value somewhat below 15◦ is
expected in the saturated state of unstratified net vertical magnetic field unstratified MRI
driven turbulence.
The behavior of the base simulation only begins to agree marginally with expectations
for saturated MRI turbulence near r = 0.4, so the zoom-in simulations have high resolution
regions centered slightly outside this at r = 0.5, extending inwards to r = 0.4 and out to
r = 0.6.
Though Phurbas does not evolve conserved quantities directly, we monitored approx-
imations of these quantities as a measure of the quality of the solution. To approximate
a volume integrated conserved quantity from the particle values, we calculate a Voronoi
mesh using the particle positions as the generating points, and then approximate the vol-
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Figure 6.4: αT and total stress T at several radii in the base simulation.
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Figure 6.5: αM and magnetic stress M at several radii in the base simulation.
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Figure 6.6: αR and hydrodynamic stress R at several radii in the base simulation.
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Figure 6.7: Magnetic field tilt angle and average β at several radii in the base simulation. at
and beyond r = 0.5 the base simulation behaves as expected for saturated MRI turbulence.
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Figure 6.8: Momentum, total mass, and total angular momentum sampled with Voronoi
cells over the base simulation.
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Figure 6.9: Histograms of nearest-neighbor sampling of current density and mass density
in the base simulation and zoom-ins at t = 13.7pi.
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Figure 6.10: Histograms of nearest-neighbor sampling of current density and mass density
in the base simulation and zoom-ins at t = 13.9pi
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ume integral of a quantity by taking the value at the particle position to be the average
over its Voronoi cell. In Figure 6.8 the time history of the total mass, components of linear
momentum, and angular momentum are shown. Over the length of the base simulation, the
mass rises by 4%. The variations in the other quantities suggests that the uncertainty in the
approximate sums preclude concluding that any secular trend exists.
A grid at constant radius r = 0.5 with 1570 points azimuthally and 100 points vertically
is used to sample the nearest the Phurbas particle values. This provides a spatially unbiased
sampling, unlike using the particle values themselves. To allow the comparison of the set
of samples across resolutions, only grid points where the nearest particle had a λzoom2 less
than 2.2 × 10−4 in the zoom2 simulation are used in the analysis. Figures 6.9 and 6.10
show the probability density functions (PDFs) obtained at two late times in the zoom-in
simulations with the sampling of the same positions from the base simulation. It can be
seen that the density PDF is reasonably well converged - although a high density structure
(a spiral arm) has developed in the relevant region of the base simulation and produced
extra samples in the high density tail. The current density PDFs show however that the
high current tail grows significantly as the resolution is locally increased. Also, the peak of
the current density PDF also shifts slowly to higher values and the low density tail drops as
the resolution is increased. The behavior occurs in the current density PDF as the scale of
current sheets in these simulations is set only be the numerical resistivity of Phurbas. As the
resolution is increased (Phurbas Nyquist length λ is decreased), the current sheets become
thinner, and the current within them higher. Furthermore, as the resolution is increased
the turbulent flow can build smaller structures, so that the fraction of the volume filled by
moderate currents is higher - shifting the peak and low current tail of the current density
PDF.
Due to the limited physics included in these simulations, we cannot come to strong
conclusions about the internal structure of the current sheets themselves. We can however
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characterize the environment between and surrounding the current sheets, which provide
boundary conditions for modeling the current sheets themselves. To this end, we analyze
in individual current sheets in three dimensions. Defining and identifying a reconnection
event is difficult as there is some current density everywhere in the flow, and many local
maxima, Which maximum in current density correspond to the structure we phenomeno-
logicallly call current sheets is, so far, qualitative.
To analyze the results from our meshless simulations, we resample onto a fixed three
dimensional grid with spacing 12/7680 with nearest point interpolation. This grid size is
dictated by memory limitations, for the zoom2 simulation a finer grid may be preferable
for nearest point interpolation. This fixed grid data was read into a conventional visual-
ization package. We have used ParaView1. In the case of a zoom2 simulation, a threshold
is applied to retain only grid points where the interpolated λzoom2 field is small (0.0018
with the global minimum λzoom2 being 0.0015). An isosurface is drawn to show contours
of high current density. This reveals sheets of high current density, extended in a roughly
azimuthal direction (with a trailing spiral pitch). We identify a selection of these regions,
and calculate a set of magnetic field lines, with starting points distributed on a line roughly
perpendicular to the current isosurface. The images resulting from this analysis are com-
piled in Appendix E. These magnetic field lines reveal that the current sheets are typically
formed between regions of positive and negative azimuthal field, where the total magnetic
field is dominantly azimuthal. Analysis of the plasma β parameter on these field lines re-
veals that the β is typically high near the high current isosurface, and drops to near unity
on either side in the large azimuthal field regions. Hence, we conclude that the high current
isosurfaces do correspond to the strongest magnetic reconnection events in the simula-
tion domain. Most importantly, many of these events occur at the meeting points between
1http://www.paraview.org/
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β ∼ 1 opposite signed and azimuthally oriented magnetic flux tubes. We proceed to use
this observation of the context of the events as input to one dimensional models of these
reconnection regions.
Computationally, the base simulation comsumed 207360 CPU hours on 360 cores of
TACC Lonestar (described in Chapter 3) with 13× 106 particles. For the zoom-in simula-
tions, to evolve the zoom-in patch through one local orbit at r = 0.5 comsumed 34560 CPU
hours on 360 cores with 17× 106 particles for the first zoom-in, and 115200 CPU hours on
480 cores with 33 × 106 particles for the second zoom-in. In practice, the computation is
dominated by < 1% of particles which have the smallest time-step, typically set by the ar-
tificial bulk viscosity. These particles must be updated twice as often as any other particles,
but provide little computational work and limit the efficiency of the parallelization.
6.3 Reconnection Heating
To study the behavior of current sheets in detail, we resort to using a one dimensional model
which is able to include more of the relevant physical effects. We wish to include in our
formulation resistive MHD with temperature dependent resistivity and accurate radiative
transfer. Radiative transfer is critical to the evolution of reconnection heating in protoplan-
etary disks as this is the primary way in which the current sheet will cool. Furthermore,
if the current sheet heats enough to pass though the sublimation temperature of a signif-
icant grain type, a sharp transition in the opacity will occur. It is therefore important to
use a radiative transfer approximation which behaves well in the optically thin, thick, and
transition regimes. In this case, the most popular radiative transfer technique for hydrody-
namics, Flux Limited Diffusion, is inappropriate, and ray tracing is a more suitable choice
(Nordlund 2011).
CHAPTER 6. RECONNECTION HEATING IN PROTOPLANETARY DISKS 163
6.3.1 Numerical Method
We physically model single-fluid resistive MHD with radiative transfer. The physical sys-
tem is:
∂tρ = −∇ · u (6.18)




(B · ∇)B (6.19)







∇ · (u/ρ) + η
4piCTρ
(∇×B)2 + ∇ · F
CTρ
(6.20)
∂tB = ∇× (v ×B)−∇× (η∇×B) (6.21)
in CGS units, with ρ being density, v velocity, u = ρv momentum, P thermal pressure,
T the temperature (in Kelvin), CT = kB/(µmP (γ − 1)) the factor converting temperature
in Kelvin to specific internal energy, mP the mass of a proton, γ = 7/5, µ the mean
molecular mass, kB the Boltzmann constant, F the radiative flux, and η the resistivity.
Physically, magnetic reconnection leads to heating though the term + η
4piCT ρ
(∇×B)2 which
is proportional to the square of the current density J = ∇×B. The MHD system solved in
our model is reduced to one dimension along the x direction and uses an ideal gas equation
of state. It is written as:
∂tρ = −∂xux (6.22)
∂tux = −∂x(u2x/ρ)− ∂xP −
1
4pi
(∂xB)B + ρ∂x(ζs∂xvx) (6.23)
























P = (γ − 1)CTTρ (6.26)
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where B is the only nonzero component of magnetic field and is in the y direction, and F
the one dimensional radiative flux. The shock viscosity ζs is given by
ζs = Cs max(−∂xvx∆x2)+ (6.27)
where Cs is usually taken as 10, vx is the velocity, ∆x is the grid spacing, and max()+
denotes taking the maximum value over five cells if it is positive and zero otherwise. We
take the mean molecular mass µ to be 2.33.
We derive the resistivity from the electron fractions, as given by the Spitzer resistivity





In the lowest temperature thermally ionized region of a protoplanetary disk the most sig-
nificant source of electrons should be potassium (K) atoms (Fromang et al. 2002). The
electron fraction from a Saha equation relation for the neutral and singly ionized state of
potassium is given by
n2e










with the charge conservation constraint
n2e =
n2e
nnK − nennK −
n2e
nnK − nene, (6.30)
where nK = 10−7nn is the total number of potassium atoms, nn is the total number of
gas molecules, nnK is the number of neutral potassium atoms, the statistical weights of the
levels are g1 = 1 and g0 = 2, 1 = 4.314 eV is the first ionization energy of potassium, kB
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In our models we assume this solar-like value for the abundance of potassium. This
thermal ionization has a strong temperature dependence, but is only dominant above ∼
900 K. In colder regions of a protoplanetary disk, the dominant ionization is nonthermal
ionization from cosmic rays, stellar x-rays, or the decay of radionuclides (Armitage 2011).












where ζ is the nonthermal ionization rate, and assuming the recombination rate βr = 3 ×
10−6T−1/2 cm2s−1 gives the final form (Armitage 2011).
The divergence of the radiative flux which appears in the energy equation (Equation






dνχν(Sν − Iν) (6.34)
where χν is the opacity, Sν is the source function, and Iν is the intensity, all at frequencies
ν. The integrals run over frequency and ray propagation direction. In one dimension this
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whereQup andQdown are cooling rates due to rays in the positive and negative x directions.
This form lends itself to a ray-tracing type solution. The definition of the Q’s comes from
Heinemann et al. (2006)
∂τQ = ∂τS −Q (6.36)
where S is the source function and the derivative is with respect to the optical depth τ . We
assume local thermodynamic equilibrium conditions so that S = σBT 4 where σB is the
Stefan-Boltzmann constant. The opacity χ is defined as
χ = ρκr, (6.37)
where κr is the Rosseland mean opacity, and hence the optical depth τ is given by
dτ = χdx. (6.38)
Given these conditions, a numerical procedure to solve for ∂xF is given in Heinemann
et al. (2006) Appendix A. The radiative transfer boundary condition is Q = 0, or that the
boundary does not heat or cool. This is appropriate and naturally satisfied if the boundary
is many optical depths from the heated current sheet.
The Rosseland mean opacities κr have been kindly supplied by Paola D’Alessio, and
are an updated version of the D’Alessio et al. (2001) model. Importantly, they incorporate
a distribution of dust particles comprised of ice, organic, and silicate components. The
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sublimation temperatures are taken to be independent of the grain size, so that the opacity
has a sharp transition downwards when these temperature are attained. Grains are taken to
have a number density n(a) ∝ a−3.5 by radius a. We use tables where the maximum grain
radius is 1 mm, appropriate for chondrule forming regions. The silicate dust to gas mass
ratio is 4× 10−3, for organics the dust to gas mass ratio is 2.5× 10−3, for water ice the dust
to gas mass ratio is 4.7× 10−3, and the total dust to gas mass ratio is 1.21× 10−2. As part
of the opacity model, a material model includes a calculation of the mean molecular mass.
These values are not exactly the constant µ = 2.33 taken in these calculations, but we find
over the range of temperatures and pressures produced that the variation is < 3%.
To integrate the system of equations 6.22-6.26 we use sixth order spatial derivatives on
a logarithmically spaced grid assuming mirror symmetry about x = 0. Time integration
is performed with a time-adaptive fully implicit method provided by the CVODE package
(Hindmarsh et al. 2005). This allows time steps to be chosen automatically based on a local
error estimate. The finite-difference grid is logarithmically spaced, the position xi of grid
point i is
xi = exp ((i− 0.5)L/np) (6.39)
where np is the number of points and L is the scale of the grid.
6.3.2 Initial Condition
We use an initial condition which reproduces the salient features of the conditions around
the current sheets observed in the global Phurbas simulations. The magnetic field across the
current sheet is taken as a tanh profile scaled so that the minimum plasma beta is ∼ 1− 5.
A constant background temperature and density are specified far from the current sheet.
Across the current sheet, the temperature and density are modified to maintain hydrostatic
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equilibrium as the magnetic pressure drops while maintaining an adiabatic condition. As
the inflow velocity to the current sheet may be poorly constrained, we adopt uniformly
vx = 0 in the initial conditions.
The current sheet is formed by specifying the magnetic field B as
B = B0 tanh(CBx) (6.40)
where B0 is the magnetic field strength far from the current sheet, and CB is then the
inverse of the length scale of the current sheet. We specify B0 by way of specifying β =
(8pi(γ − 1)ρCTT )/B2 far from the current sheet.
To specify the initial temperature structure of the current sheet, we assume that the cur-
rent sheet is in hydrostatic equilibrium, and the gas in the low magnetic pressure region has
been heated adiabatically (fast compared to its cooling time). This choice yields a temper-
ature enhancement in the current sheet. The temperature and density initial conditions for



















where ρ0, T0, B0 are the background values of density, temperature, and magnetic field.
These initial conditions reproduce the main features of the current sheets seen in the
global simulations, that they form in subsonic flows, where large β ∼ 1 flux tubes of
positive and negative azimuthally directed magnetic field reconnect.







































































































































































































































































Figure 6.11: A current sheet with background T = 200 K and β = 2 and adiabatic-
hydrostatic initial condition. Upper panel shows full physical model, middle panel shows
result with radiative transfer disabled, and lower panel shows result without resistive heat-
ing or radiative transfer. The initial current sheet simply diffuses away, leaving some cur-
rent heating, and some compression heating necessary to maintain the approximate hydro-
static equilibrium.
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6.3.3 Weakly Temperature Dependent Resistivity
With temperatures . 900 K non-thermal ionization must dominate to allow MRI to be
active. This ionization has a very weak temperature dependence. We will first explore
the behavior of a current sheet with weak background magnetic field and at low enough
background temperature that it is well into the nonthermal ionization dominated regime.
In Figure 6.11 we evolve an initially adiabatic-hydrostatic current sheet with bounding
β0 = 2, ρ0 = 10−11 g/cm3, T0 = 200 K, and CB = 1/(2.5 × 1010 cm). The nonthermal
ionization rate ζ = 10−15 s−1 is an optimistic estimate of the unshielded stellar x-ray
ionization rate. The grid has 800 points, with L = 9.6× 108 cm.
In the limit of very high opacity (or with radiative transfer disabled), the temperature
increases seen are to a significant extent due to compression (or lack of rarefaction) of
gas to maintain hydrostatic equilibrium in the region as the magnetic field diffuses away.
Hence, the temperature increases are limited by the β in the surrounding flux tubes. As β is
typically on the order of a few, and most often less than one, the increase in specific thermal
energy is less than 100%, and a value less than 5 − 50% could be reasonably expected as
an upper limit, depending on conditions. Thus, if the background temperature of the disk
is locally 200 K, then Ohmic reconnection with a weakly temperature dependent ionization
would not be expected to heat the gas over 400 K, and typically less than 300 K. Heating in
this case occurs on the Ohmic diffusive timescale of the reconnection region. However, if
the resistivity has a strong temperature dependence a different phenomenology can occur.
We note that the situation encountered in the interior of a protoplanetary disk is very
different from magnetic reconnection in the solar corona. In the solar corona, the plasma
β  1 (Low 1996). Thus, the energy which can be released by reconnecting the magnetic
field in a given volume is much greater than the preexisting thermal energy in that volume,
giving a very large rise in temperature of the plasma.
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6.3.4 Strongly Temperature Dependent Resistivity
The induction equation (Equation 6.25) contains the resistive term
−∂x (−η∂xB) . (6.43)
carrying through the partial derivative, the two resulting terms are
+∂xη∂xB + η∂xxB. (6.44)
The second term simply diffuses the magnetic field, but the first may have a very different
effect. Take the situation that across a current sheet, B monotonically increases from a
negative value to a positive value from left to right. Inside the current sheet, the temperature
will be hotter than outside. If the resistivity η results from thermal ionization, then η will
decrease as the temperature increases. On the left side of the current sheet, B is increasing,
and η is decreasing, so ∂xη∂xB is negative. Conversely, on the right side, B and η are
both increasing, so ∂xη∂xB is positive. If |∂xη∂xB| > |η∂xxB| this effect dominates the
evolution of B, and the value of B at this location will change in the direction which
steepens the gradient and the current sheet will narrow. As the heating in the current sheet
is proportional to (∂xB)2 the temperature will rise more rapidly in the current sheet as it
narrows, which may amplify the steepening effect. Narrowing of the current sheet allows
a greater heating at the center of the current sheet. This is not a rigorous analysis of the
instability, which we leave to another work (Hubbard et al. 2012).
The pair of simulations HOT1 (Figure 6.12) and HOT2 (Figure 6.13) are a resolution
study (200 and 400 points) of a solution for an initial condition which is hot enough to
be subject to the temperature dependent resistivity instability, with parameters listed in
Table 6.1. The solution exhibits a rapid narrowing of the current sheet and rapid heating.
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Table 6.1: High Temperature Runs
Label β0 ρ0 [g/cm3] T0 [K] CB [cm−1] ζ [s−1] L [cm] np
HOT1 5 10−9 900 1/(2.5× 108) 10−17 6× 105 200
HOT2 5 10−9 900 1/(2.5× 108) 10−17 6× 105 400
HOT3 1.5 10−9 800 1/(5× 108) 10−17 1.6× 107 200
HOT4 1.5 10−9 800 1/(5× 108) 10−17 1.6× 107 400
HOT5 1.5 10−9 800 1/(5× 108) 10−17 1.6× 107 800

















































































































































Figure 6.12: Simulation HOT1, the sharp edge of the optically thin (low χ) bubble is poorly
resolved.

















































































































































Figure 6.13: Simulation HOT2. Note only the inner region is shown - on this scale the
initial current sheet is very wide. The current sheet rapidly narrows, reaching its thinnest
extent at time approximately 3 × 102 s. This high current provides rapid heating and an
optically thin bubble is formed around the current sheet where dust gains have sublimated.







































































































































Figure 6.14: Simulation HOT3, 200 grid points, the physical parameters are common to
HOT3, HOT4, HOT5.
The grid for HOT1 has 200 points, and for HOT2 has 400 points, and the solution does
depends slightly on resolution, in that the sharp edge of the optically thin region (low χ) is
poorly resolved in HOT1. The heating rate between 1200 K and 1500 K is 6788 K/hour in
HOT2.
At lower background β0, we can produce the narrowing behavior with faster heating.
A set of runs HOT3, HOT4, HOT5, with parameters given in Table 6.1 forms a resolution
study on an initial configuration with β0 = 2 and T0 = 800 K. The solutions are plotted in
Figures 6.14, 6.15, and 6.16. Examining the time histories of the maximum temperature,
minimum density, and minimum opacity are shown in Figure 6.17, the late time maximum
temperatures for runs HOT3 and HOT4 closely bracket the values for HOT5, suggesting
these solutions are reasonably well resolved. The heating rate between 1200 K and 1500 K




































































































































Figure 6.15: Simulation HOT4, 400 grid points, the physical parameters are common to
HOT3, HOT4, HOT5. The result is very similar to the result in HOT5 with twice the
resolution.







































































































































Figure 6.16: Simulation HOT5, 800 grid points, the physical parameters are common to
HOT3, HOT4, HOT5.




















































Figure 6.17: Extreme values in simulations HOT3, HOT4, HOT5. The final temperatures
of HOT3 HOT4 bracket that of HOT5.




































































































































Figure 6.18: Simulation HOT7. A current sheet with β0 = 1 and background T0 = 600 K
which attains temperatures hot enough for chondrule formation.
is 1702 K/hour in HOT5. We find at the end of the HOT5 simulation that the region at
∼ 2000 K is ∼ 50 km wide.
For a given background β, the initial current in the reconnection region will be larger
and hence the heating rate faster. If we take parameters such that the initial condition
is sufficiently thin, and the background β0 is small enough, we can produce heating to
chondrule peak temperatures (∼ 2000 K) from a background temperature low enough that
volatiles should be present in the precursor grains (< 650 K). The simulation HOT7, with
parameters given in Table 6.1, is an example of such a solution, displayed in Figures 6.18
and 6.19. The ionization in HOT7 is provided by a combination of nonthermal and thermal
ionization. Nonthermal ionization is needed at the low background temperature to ensure
the activity of MRI and hence the existence of the current sheets. Still, the peak current




















































Figure 6.19: Extremes in simulation HOT7. Note that the initial temperature maximum is
hotter than the background temperature due to the adiabatic compression assumed in the
formation of the current sheet.
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sheet temperatures in HOT7 are very similar to HOT1 and HOT2, despite the variation
of parameters. The saturation temperature in these models occurs where the current sheet
stops narrowing, when the instability ceases to act as the spatial gradient of resitivity is
small. This in turn occurs when the temperature dependence of the resistivity weakens,
which occurs when the potassium becomes completely ionized above 2000 K.
6.4 Conclusions
We have described the conditions surrounding reconnection regions from a resolution study
on a localized comoving volume in a MRI turbulent disk model. We find that reconnection
regions are commonly bordered by azimuthally opposed flux tubes with magnetic fields
strong enough to approach equipartition with the thermal energy. Taking into account tem-
perature dependent ionization and radiative transfer we find that these reconnection regions
can quickly attain ∼ 2000 K temperatures if they can be brought to temperatures high
enough that thermal ionization of potassium is dominant. This heating is facilitated by a
instability resulting from the strongly temperature dependent resistivity resulting from the
ionization of potassium. Given sufficient parameters, and assuming an initially adiabatic-
hydrostatic model for the current sheet, heating from < 650 K background temperatures
is possible. Thus we suggest that the heating for chondrule formation can be provided by
magnetic reconnection in MRI driven turbulence.
There are a number of significant shortcomings in the current model. Primarily, one
dimensional simulations do not allow for the full three dimensional flow in the reconnec-
tion region. The exhaust from the region may trigger secondary instabilities, leading to
increased turbulent resistivity. The current sheet itself ought to be more prone to buckling
motions as the current is increased and the sheet narrows. Radiative transfer will behave
differently in multiple dimensions, forming a smooth bubble of low optical depth regardless
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of buckling of the current sheet. A more complete model of the ionization would include
effects beyond potassium and a nonthermal ionization. This may be important to deter-
mining the minimum length scale of the current sheet narrowing and the peak temperature.
Chondrule formation occurs in a dusty plasma. Therefore, a treatment with a multifluid
formulation where additional nonideal effects can be taken into account is justified.
To derive some estimate of the scales for the onset of the narrowing of current sheets,
and to check for any possible effect on the formation of current sheets from the temperature
dependant resistivity, it would be useful to run a local shearing box, with MRI driven
turbulence, a limited temperature dependant resistivity, an ideal gas equation of state, and
a constant-cooling-time term. This combination is a tractable way of producing of a quasi-
steady-state, including heating in current sheets, and testing the changes to the occurance
of current sheets with temperature dependant resistivity turned on and off.
The opacity tables used here assume typical values of the dust to gas ratio for observed
protoplanetary disks. For sufficient partial pressure of volatiles in the vapor phase around
melted chondrules to fit constraints of isotopic fractionation, much higher dust to gas ratios
may be necessary (Alexander et al. 2008). This alteration should only make attaining high
temperatures easier, as the opacity in any situation should be much higher. Our opacity
formulation also assumes that all grains sublimate at the same temperature, regardless of
their size. However, this cannot strictly be the case in chondrule forming regions or the
chondrule precursors themselves would vaporize.
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Chapter 7
Concluding Remarks
This thesis has presented the need for an adaptive, Lagrangian method for MHD as a basis
for understanding the mechanisms which form and process solid material in protoplanetary
disks. A numerical method, Phurbas, fitting this specification using a meshless approach
has been designed (Chapter 2) and implemented (Chapter 3). It was shown that Phur-
bas improves on the subsonic behaviors of the most popular meshless, Lagrangian non-
adaptive method used in astrophysics (SPH) in Chapter 4. Two methodological concerns
were addressed at length: the design of a Kelvin-Helmholtz Instability test, including a
demonstration of how the uncertainty on a numerical solution may be derived (Chapter 4),
and a new understanding of the importance of distinguishing between point and volume
discretizations of vector fields leading to a new treatment of the divergence-free magnetic
field constraint in numerical magnetohydrodynamics (Chapter 5).
In Chapter 6 it was demonstrated that Phurbas is useful for significant problems in
protoplanetary disks. The ability to refine continuously in space in a comoving frame
makes efficient studies of local mechanisms in a global disk possible.
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7.0.1 Caveats
An important choice was made at the outset of this research to design an adaptive, La-
grangian method for MHD in the framework of a meshless method based on point values.
This choice does not easily lead to a method which satisfies a local, discrete conservation
principle as the basic discretization does not define a set of control volumes which form a
partition of the computational volume. The lack of an exact discrete conservation principle
does not formally mean that such a numerical method cannot be used to find accurate so-
lutions. However, for some problems, the solutions will eventually suffer from too large an
error to be useful.
In Chapter 6, when Phurbas was applied to a limited version of the full problem envi-
sioned in the introduction to this thesis, the violation of mass conservation was acceptable,
but large enough to conclude that there is a significant risk that an attempt to produce truly
global protoplanetary disk simulations with such a method will fail due to conservation
errors. Assessing this risk remains difficult as there is significant uncertainty in the origin
of the mass conservation error. Unfortunately, tracking the location and severity of the
conservation errors is equivalent to being able to enforce a conservation principle. We are
forced to ask whether the choice of a meshless method over a volume method is wise. This
question cannot be answered definitively, as the answer depends on the simulation, and
the results obtained from attempting to run methods from each class. Although there is an
argument that non-conservative methods are risky, their use in numerical magnetohydrody-
namics in astrophysics is not likely to end for this reason.
Strategically however, it is likely wise to amend the specification given in the introduc-
tion to this thesis, to an adaptive, Lagrangian, locally conservative method for MHD.
Beyond the choice of a meshless method, the choice of a viscosity-stabilized method
has also had important consequences. Although it has been relatively straightforward to
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introduce individual time steps in Phurbas, and this realizes a significant savings in com-
putational cost, in practice the smallest time steps are associated with the stabilizing bulk
viscosity. The range of time steps in a simulation, and what fraction of the work is associ-
ated with the smallest time steps is critical in determining the ability of a code to scale to
very large simulations on large numbers of processors. If a small number of points or cells
in the simulation have time steps on the finest level, then it becomes increasingly difficult to
load balance the work associated with updating these elements, which is critical because on
half of the time updates they will be the only active elements. In the models in Chapter 6,
with 3×107 particles, often fewer than 105 were on the finest time step. Thus, parallelizing
such a simulation between 105 or more processes efficiently is extremely difficult. Methods
such as Godunov methods, which do not have a time step limit associated with the diffusive
stabilizing features may have a significant advantage in this regard as the time steps become
purely physical, without an extra requirement from a stabilizing viscosity which can form
a very small minimum time step set.
7.0.2 Further Directions
The electrical short-like current sheet instability illustrates that the dissipation mechanisms
in MHD turbulence can be important not just for understanding the dynamo action in pro-
toplanetary disks, but the details may be vital to the evolution of the solid component of the
early solar system. This gives new significance to the question of dissipation of magnetic
energy in MHD dynamos which has heretofor been mainly of mathematical interest.
The study of local heating though reconnection regions presented in Chapter 6 reveals
that there is a significant need for a unified material model for protoplanetary disk mat-
ter. Ionization, the equation of state, internal energy/temperature relations, and opacity are
all properties of the same protoplanetary disk material, so the changes in each should be
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properly correlated. Present day models of protoplanetary disks which include radiative
transfer and ionization resort to independent and inconsistent parameterizations of material
properties (Hirose & Turner 2011; Flaig et al. 2010). A regime where material properties
may become particularly important is in the outer disk, where the tiniest dust grains play a
critical role in sustaining the ionization (Bai 2011b).
The aspect where Phurbas shows the greatest promise is in the flexibility of the simple
formulation to sets of equations other than ideal MHD. Since the time integration is accom-
plished simply by using the approximate spatial derivatives to turn the partial differential
equations into ordinary differential equations, altering the equations is relatively straight-
forward. To enhance this property, altering the differential equation integration scheme
used for the time integration to one which does not require second time derivatives would
be advantageous. Supporting a split implicit/explicit time integration scheme would also be
a useful advance in this regard, an example application being varying the magnetic Prandtl
number in resistive MHD. In this regard, to reiterate the final point of Chapter 3, Phurbas is
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Appendix A
Stability of a Model Scheme
To determine the stability requirements for our meshless method, we here present a stability
analysis for a simple model that captures the essential points of our algorithm. We analyze







We discretize u(x) on a grid with spacing ∆x. To find derivatives of u we use a moving
least squares approximation. Shifting the origin to grid point x0 the polynomial approxi-






The coefficients ap are determined by minimizing the sum of the square of errors E2 at




(uj − U(xj))2. (A.3)
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which is a system of equations for q = 0..P that can be solved for the polynomial coeffi-
cients ap. The second derivative of the polynomial Equation (A.2) at x = 0 is 2a2. So, we
can write a scheme to update the solution to Equation (A.1) as
un+10 = a0 + 2Da2∆t, (A.6)
where u0 = u(x0). In each step we replace the value un0 with the fit a0 and use the second
derivative of the moving least squares fit to construct a forward-Euler type time update.
This is a Maron & Howes (2003) type scheme for solving the diffusion equation. As an
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Figure A.1: Von Neumann stability analysis of model schemes, showing the amplification
factor |ξ| as a function of perturbation wavelength k and time step ∆t, both appropriately
normalized to the grid. The unstable region with values of |ξ| > 1 is shown in white. Left:
the Maron & Howes (2003) type scheme for the diffusion equation. Note the instability of
low wavenumber perturbations k∆x . 0.4. Middle: Least squares interpolant scheme for
the diffusion equation. Right: Least squares interpolant scheme for the advection-diffusion
equation. Both the latter schemes show a region of stability at small enough time step for
all wavenumber perturbations.
To perform a von Neumann stability analysis, we substitute un` = ξ
























We can evaluate this expression numerically, plotting the amplification factor |ξ| for each
wavenumber k∆x and time step D∆t
∆x2
. This is shown in Figure (A.1). The fundamental
trouble with Maron & Howes (2003) type schemes using a moving least squares fit is the
region at low wavenumbers and small time steps where the magnitude of the amplification
factor is greater than unity. In this region the scheme is unstable.
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If instead we use a moving least squares interpolant instead of just a fit, the system of
equations for the coefficients is given by
N∑
j=−N







for q = 1, 2, 3. Here we have eliminated the coefficient a0 by forcing the moving least
squares approximation to interpolate u0. Then we can write a forward-Euler type scheme
using the second derivative of this interpolant as
un+10 = u
n
0 + 2Da2∆t. (A.11)
For p = 3 and N = 4 this gives the scheme
















j2 (uj + u−j) . (A.13)














The magnitude of ξ in this case is shown in the center panel of Figure (A.1) for the case
D = c∆x. In stark contrast to the Maron & Howes (2003) type scheme constructed with a
non-interpolating, moving least squares fit, a significant region of stability (|ξ| < 1) exists
at small timestep for all wavenumbers k∆x.
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we can write the scheme
un+10 = u
n
0 + c∆ta1 + 2ca2∆x∆t. (A.16)
Here we have set the diffusion parameter to be scaled by the grid resolution ∆x. With the
























j2 (uj + u−j) (A.17)
























Note that the second term is imaginary, arising from the advection operator, so if the con-
tributions from the diffusion operator, the part of the first term, and the final term, were
dropped, the scheme for the pure advection problem would be unconditionally unstable.
We plot the magnitude of the amplification factor |ξ| in Figure (A.1). The addition of the
diffusion operator has stabilized the advection problem for sufficiently small time steps
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c∆t/∆x.
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Appendix B
Time Integration
Time integration proceeds using a system of Hermite predictor-corrector formulas for field
variable and position updates. This scheme is a lower order version of that presented in
Nitadori & Makino (2008). As it is has not previously been described in the literature, we
present here a brief derivation of the integration method.
We predict field values qp,i+1 at time t+∆t using a Taylor series expansion around their
values at time t incorporating their time derivatives calculated after the prediction phase of
the previous time step, giving





where qc,i is the corrected field value from the previous time step at time t. After calcu-
lating the values of qp,i+1, we use them to calculate Dtqp,i+1 and Dttqp,i+1, as given by
Equations (2.5)–(2.10), and those in Appendix C. These derivatives will be used in the cor-
rector stage of the current time step and in the predictor stage of the next time step. The
stabilizing diffusion terms, linked to the ζs and ζl fields are proportional to the resolution
parameter λ. As asymptotically, the time step varies as λ itself due to the CFL limit, we
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only integrate these terms to first order in time, so the combined space-time error is second
order in λ.
By using higher time derivatives, a Hermite scheme of time integration depending only
on field variable values from the previous time step can be constructed. This saves stor-
age, avoids complex start up procedures, and simplifies the use of individual particle time
steps in comparison to predictor-corrector schemes based on Newton interpolation (such as
Aarseth and Adams-Bashforth-Moulton schemes) that require storage of field values from
earlier time steps. The Hermite corrector stage is constructed as




We choose the function fc(τ) to be a Hermite interpolation, that is, a polynomial that
interpolates Dtq and Dttq at each end of the time step. We further choose to simplify the
formalism by designing the polynomial to be time symmetric about t+ ∆t/2, so that
















We determine the coefficients f0, f1, f2, f3 by using four constraints: at τ = 0, fc(τ)
must have a value of Dtqp,i, and a time derivative Dttqp,i; while at τ = ∆t the value and the
derivative must be Dtqp,i+1 and Dttqp,i+1, respectively. However, evaluating the integral
in Equation (B.2), the time symmetry we chose yields the simple result that the f1 and f3
terms integrate to zero regardless of the values of their coefficients. Performing the integral
in Equation (B.2) yields a correction stage







Velocity V is treated as an independent set of field variables, so for particle positions
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x there are three time derivatives of information available, as well as corrected values of
velocity from the beginning and end of the current time step. Therefore, for the predictor
stage for the position we use a third order Taylor series incorporating the best information
available at time t,









Similarly to the field variable integration we choose a time-symmetric, Hermite interpolat-
ing function, so that the corrector stage is




The function gc(τ) is again a polynomial centered on t + ∆t/2, that now interpolates
through Vc,i, DtVp,i, and DttVp,i at τ = 0, and through Vc,i+1, DtVp,i+1, and DttVp,i+1
at τ = ∆t. (The availability of Vc,i+1 occurs because we have, at this point, already up-
dated the field variables.) Applying these constraints allows us to evaluate the coefficients
in the interpolating polynomial
gc(τ) = g0 + g1(τ − ∆t
2
) + g2(τ − ∆t
2
)2 + g3(τ − ∆t
2
)3 + g4(τ − ∆t
2




Evaluating the integral in Equation (B.6), the g1, g3, and g5 terms are zero due to the choice
of time symmetry, and so the correction stage for particle positions is
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It can be useful to split the integration into a background flow and perturbations, for
example in computing the dynamics of a steady-state cylindrical flow. In this case we
define the perturbation velocity field as V′ = V − Ωrφˆ where r is the two-dimensional
radius from the center of the cylinder, and Ω(r) is the angular velocity of the background
flow. We denote the components of the circular radius to the point (xc,i, yc,i) as rc,i,x, rc,i,y,
and the angular velocity of the background flow at this radius is Ωp. Then, the predictor
step with the background flow separated from the perturbation velocity V′ is






























We then add the background flow state back into the field variables used in Phurbas to
calculate time derivatives for all fields in the usual inertial reference frame with V not V′.














p,i+1,x = DttVp,i+1,x − Ω3prp,i+1,y (B.13)
DttV
′
p,i+1,x = DttVp,i+1,x + Ω
3
prp,i+1,x. (B.14)
The perturbation velocity V can be integrated directly using these perturbation time deriva-
tives. Using the normal corrector for the field variables and the perturbation velocity, the
APPENDIX B. TIME INTEGRATION 207
corrector step for position is then
xc,i+1 =rc,i,x cos(Ωp∆t)− rc,i,y sin(Ωp∆t) + 1
2

















yc,i+1 =rc,i,y cos(Ωp∆t) + rc,i,x sin(Ωp∆t) +
1
2

















To prepare for the next step, it is necessary to shift the perturbation velocity and time
derivatives into the correct frame that will be used for the next step. The new frame at the
corrected position (xc,i+1, yc,i+1) has radius components (rc,i+1,x, rc,i+1,y) and the angular
velocity of the background flow at this radius is Ωc. The transformations made to these
quantities are:
V ′c,i+1,x → V ′c,i+1,x − rp,i+1,yΩp + rc,i+1,yΩc (B.17)
V ′c,i+1,y → V ′c,i+1,y + rp,i+1,xΩp − rc,i+1,xΩc (B.18)
DtV
′
c,i+1,x → DtV ′c,i+1,x − rp,i+1,xΩ2p + rc,i+1,xΩ2c (B.19)
DtV
′
c,i+1,y → DtV ′c,i+1,y − rp,i+1,yΩ2p + rc,i+1,yΩ2c (B.20)
DttV
′
c,i+1,x → DttV ′c,i+1,x + rp,i+1,yΩ3p − rc,i+1,yΩ3c (B.21)
DttV
′
c,i+1,y → DttV ′c,i+1,y − rp,i+1,xΩ3p + rc,i+1,xΩ3c (B.22)
This shifts V′ into the accelerating reference frame used for the following predictor step.
APPENDIX C. SECOND TIME DERIVATIVES OF MHD EQUATIONS 208
Appendix C
Second Time Derivatives of MHD
Equations
For the second order predictor-corrector scheme § 2.3.3 we need both the first and sec-
ond Lagrangian time derivatives of the MHD equations (2.1)–(2.4). This appendix gives
formulas for the required second time derivatives.
The form for a Lagrangian time derivative Dt in terms of partial derivatives ∂ is:
Dt∂q = ∂t∂q + V · ∇q (C.1)
= ∂t∂q + ∂[V · ∇q]− ∂Vi∂iq (C.2)
= ∂t∂jq + ∂j[Vi∂iq]− (∂jVi)(∂iq) (C.3)
= ∂Dtq − (∂Vi)(∂iq) (C.4)
Applying this to the MHD equations (2.1)–(2.4) gives the second time derivatives needed
for the second order predictor corrector scheme. We start with the velocity equation (Equa-
tion 2.1). Taking its Lagrangian time derivative, the first term on the right hand side be-
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comes
Dt(−ρ−1∂jP ) = −ρ−1(∂jDtP − ∂jVa∂aP ) + ρ−2(Dtρ)∂jP. (C.5)
Inserting this, the second derivative of velocity is
DttVj = −ρ−1 (∂jDtP − ∂jVi∂iP ) + ρ−2(∂jP )DtP +Dt(ρ−1(εjabεacd(∂cBd)Bb)).
(C.6)
This equation can be further reduced. The two pressure-dependent terms depend on the
equation of state. For a gamma-law equation of state, P = (γ − 1)σ,
DtP = (γ − 1)Dtσ = (γ − 1)(−(σ + P )∂iVi), (C.7)
and so
∂jDtP = (γ − 1) (−(∂jσ + ∂jP )∂aVa − (σ + P )∂ajVa) . (C.8)









s (−∂jρ∂aVa − ρ∂ajVa) . (C.10)
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The magnetic term reduces to
Dt(ρ
−1(εjabεacd(∂cBd)Bb)) = (εjabεacd(∂cBd)Bb)(−ρ−2Dtρ)
+ ρ−1 (εjabεacd (((∂cBe)∂eVd +Be∂ceVd − (∂cBd)∂eVe −Bd∂ceVe − (∂cVe)∂eBd)Bb
+(∂cBd)DtBb)) , (C.11)
while the Lagrangian time derivative of the gravitational force is
Dt(+Gj) = ∂tGj + Vi∂iGj. (C.12)
Taking the Lagrangian time derivative of the induction equation (Equation 2.2) gives
DttBj =(DtBi)∂iVj +Bi(∂iDtVj − ∂iVk∂kVj)
− (DtBj)∂iVi −Bj(∂iDtVi − ∂iVk∂kVi). (C.13)
The Lagrangian time derivative of the internal energy equation is
Dttσ = −(σ + P )(∂iDtVi − ∂iVj∂jVi)− (Dtσ +DtP )∂iVi, (C.14)
where the required pressure-dependent expressions have already appeared above. If we
have a barotropic or isothermal equation of state then this equation is not used, of course.
Finally, the Lagrangian derivative of the continuity equation (Equation 2.4) is
Dttρ = −(Dtρ)(∂iVi)− ρ(∂iDtVi − ∂iVj∂jVi). (C.15)
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The second term on the right hand side can be expanded as
∂iDtVi =εiabεacd
(−ρ−2(∂cBd)Bb∂iρ+ ρ−1(∂icBd)Bb + ∂cBd∂iBb)
+ ρ−2∂iP∂iρ− ρ−1∂iiP + ∂iGi. (C.16)
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Appendix D
Dispersion Relation and Modified Waves
The test in §3.3.1 is a convergence test to the solution of the linearized version of the mod-
ified MHD equations that Phurbas solves. We derive here the dispersion relation and solu-
tions in the cases used in the convergence test. We start with the MHD mass, momentum,
and induction equations, with a bulk viscosity term ρ∇(ζ∇ ·V) added to the momentum
equation,
∂tρ+ ρ∇ ·V = 0 (D.1)
ρ∂tV +∇P − (∇×B)B+ ρ∇(ζ∇ ·V) = 0 (D.2)
∂tB+∇× (V ×B) = 0, (D.3)
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In these equations, ρ is density, V is velocity, P is pressure, B is magnetic field, and γ is
the adiabatic index. Linearizing, and taking the viscosity ζ as constant we obtain
∂tρ+ ρ0∇ ·V = 0 (D.5)
ρ0∂tV +∇P − (∇×B)×B0 + ρ0ζ∇(∇ ·V) = 0 (D.6)









where subscripts 0 indicate background values, and unsubscripted variables are fluctua-
tions. Substituting the form exp(i(k · r − ωt)) as a dependence for all variables to search
for wave solutions gives
−ωρ+ ρ0k ·V = 0 (D.9)
−ωρ0V + kP − (k×B)×B0 + ζiωk(k ·V) = 0 (D.10)




















(k ·V)B0 − (k ·B0)V
ω
(D.15)
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We can then substitute these into the linearized momentum equation to yield
[















(k ·V)− (k ·B0)(V ·B0)
ρ0
k− ζiωk(k ·V) (D.16)












ω2 − (k ·VA)2
]
V ={




(k ·V)− (k ·VA)(V ·VA)k− ζiωk(k ·V). (D.18)
We can now choose a propagation direction of the wave, the direction of the wave vector
k. The wave vector k is chosen to lie in the x − z plane, at an angle θ clockwise from the
z-axis. This gives
[ω2 − k2V 2A cos2 θ]V ={
(V 2s + V
2
A)k− zˆ|k|V 2A cos θ
}
(k ·V)− k2VA cos θ(V ·VA)− ζiωk(k ·V). (D.19)
Upon transforming this into a matrix eigenvalue problem, and solving for the eigenvectors
V one obtains expressions for the eigenvalues, which can be solved for ω. Unfortunately,
we have only found analytic solutions for two special cases of the propagation direction θ.
These cases are used to test the convergence of our scheme. For propagation perpendicu-
lar to the background magnetic field B0, θ = pi/2 and the first eigenvalue corresponds to
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a magnetoacoustic wave, with speed given by Re(ω)/k =
√|k2ζ2/4− (V 2A + V 2s )|, and
attenuation given by Im(ω) = ik2ζ/2. For propagation in the direction of the background
magnetic field B0, θ = 0 and the first eigenvalue corresponds to a sound wave, with speed
given by Re(ω)/k =
√|k2ζ2/4− (V 2s )|, and attenuation given by Im(ω) = ik2ζ/2. In
general, the shear Alfve´n wave eigenmodes are unaffected by the addition of the bulk vis-
cosity, as they do not involve compressive motions.
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Appendix E
Gallery of Reconnection Regions
This appendix compiles a set of visualizations of high current density regions found in the
late time state of the base and zoom2 simulations from Section 6.2. Figures E.1, E.2, E.3,
E.4, and E.5 describe high current regions in the base simulation. These are generally more
well ordered than those in the higher resolution zoom2 simulation. Figures E.6, E.7, E.8,
E.9, E.10, E.11, E.12, and E.13 describe high current regions int he high resolution region
of the zoom2 simulation. These structures are much less well ordered than seen in the low
resolution base simulation, but generally retain the same features.
The data rendered here has been nearest point interpolated from the original Phurbas
data to a fixed grid. The current density isosurfaces have noticeable polygonal faces which
are an artifact of this process. Isosurfaces are lit from a specific direction, and shadows
are cast, making some faces lighter than others. This coloration is a hint at the three-
dimensionality of the surface, and not an indicator of the value of the current density on the
surface. However, the coloration of magnetic field lines purely indicates values along the
line.
The base and zoom2 simulations are models of a differentially rotating protoplanetary
disk flow. However, as they use an isothermal equation of state and have no vertical strat-
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ification they can strictly only be taken as an analogous physical configuration, and do not
yield a specific physical scale. As the resolution is increased, the current sheets and recon-
nection regions are formed on smaller scales determined by the numeric parameters. Thus,
we derive only information about the geometry of these regions, and not their physical size
or density.
A summary of the model configuration, given in Chapter 6 follows; with scales rescaled
to a representative physical size. Using spatially varying resolution, a MRI-unstable cylin-
drical Keplerian shear flow with maximum radius 2.6 AU is placed in the center of a verti-
cally periodic computational volume 40× 40× 0.4 AU. An isothermal equation of state is
used, with sound speed corresponding to a Keplerian disk with aspect ratio of 0.1, typical
of protoplanetary disks. Initially, a vertical magnetic field is imposed, with a strength such
that the critical MRI wavelength is one quarter of the vertical height of the volume. Once
the MRI-driven flow is reasonably saturated (as indicated by the evolution of the magnetic
tilt angle), crescent-shaped, high-resolution regions that rotate with the flow are added,
centered at a radius 1 AU, which achieve resolution 1.7 and 3.4 times greater than the base
flow. At the lowest resolution, the Phurbas resolution parameter λ is 10−2 AU, falling to
2.8× 10−3 AU at the highest resolution. The current sheets form at the resolution scale, as
the only magnetic resistivity is numerical.
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Figure E.1: Overview of the central region of the base simulation at time t = 14pi. The x
and y coordinate range in the volume is [9.4, 10.6] and the z range is [0, 0.2] The colored
slice shows current density along the base of the volume, and the isosurfaces show a high
value of current density (|J|). Only current isosurfaces within the radial range [0.4, 0.6] are
shown and analyzed. The high current regions are extended in the azimuthal direction, and
generally have a flattened geometry in the remaining two directions.
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Figure E.2: A high current region from the base simulation, the isosurface is the same
as Figure E.1. Upper panel shows magnetic field lines colored by azimuthal component.
The high current region is formed at the meeting between two nearly opposite flux tubes.
Lower panel shows the same region and field lines, now colored by plasma β, without the
isosurface. β in the high current region is high, and ∼ 1 outside. This structure is oriented
azimuthally with a spiral pitch, the left end of the field lines corresponds to an inner and
leading position, the the right end of the field lines are at a trailing and outer position.
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Figure E.3: A high current region from the base simulation, the isosurface is the same
as Figure E.1. Upper panel shows magnetic field lines colored by azimuthal component.
Again, the high current region is formed at the meeting between two nearly opposite flux
tubes. Lower panel shows the same region and field lines, now colored by plasma β,
without the isosurface. The high current region has the most elongated axis roughly right
and left in the plane of the page, the shortest axis roughly up and down, and the moderately
extended axis roughly in and out of the page.
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Figure E.4: A high current region from the base simulation, the isosurface is the same
as Figure E.1. Upper panel shows magnetic field lines colored by azimuthal component.
Again, the high current region is formed at the meeting between two nearly opposite flux
tubes. Lower panel shows the same region and field lines, now colored by plasma β,
without the isosurface. This reconnection region shows particularly well defined moderate-
β flux tubes. The inward direction of the spiral pitch is roughly leftwards in this image.
APPENDIX E. GALLERY OF RECONNECTION REGIONS 222
Figure E.5: Three vertically stacked high current regions from the base simulation, the
isosurface is the same as Figure E.1. Upper panel shows magnetic field lines colored by
azimuthal component. Again, the high current region is formed at the meeting between two
nearly opposite flux tubes. Lower panel shows the same region and field lines, now colored
by plasma β, without the isosurface. The high current regions have the most elongated axis
roughly right and left in the plane of the page, the shortest axis roughly up and down, and
the moderately extended axis roughly in and out of the page. Four azimuthal-spiral flux
tubes border the three high current regions, the β in the flux tubes is ∼ 1 and much higher
in the high current regions, showing that they are reconnection regions.
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Figure E.6: Overview of the central region of the base simulation at time t = 13.9pi. The
x coordinate range in the volume is [9.4, 10.6], the y range is [10, 10, 6] and the z range
is [0, 0.2]. The colored slice shows current density along the base of the volume, and the
isosurfaces show a high value of current density (|J|). Compared to the base simulation
in Figure E.1 the peak current density here is higher. Only current isosurfaces within the
volume with high resolution are shown and analyzed. Again the high current regions are
extended in the azimuthal direction, and generally have a flattened geometry in the remain-
ing two directions. However, they are comparatively more disordered than in the lower
resolution base simulation.
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Figure E.7: The largest high current region from the zoom2 simulation observed in Fig-
ure E.6. This region appears to be comprised of either two perpendicular current sheets or
is a single bent current sheet. The longest extension is in the azimuthal direction, with the
inner direction of the spiral pitch being to the left of the figure. In the upper panel, magnetic
field lines colored by azimuthal component are drawn around the vertical extension of the
current sheet, showing azimuthally opposed flux tubes. The lower panel shows the same
field lines colored by β. The flux tubes can be seen to have β ∼ 1 while the reconnection
region has large β.
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Figure E.8: A high current region from the zoom2 simulation, the isosurface is the same
as in Figure E.6. The viewpoint is roughly parallel to the shortest axis of the current sheet.
Upper panel shows magnetic field lines colored by azimuthal component. The azimuthal
flux tubes intersect at a significant angle, and the field lines through the center of the current
sheet reflect the nonzero field component there. Lower panel shows the same region and
field lines, now colored by plasma β, without the isosurface.
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Figure E.9: A high current region from the zoom2 simulation, the isosurface is the same
as in Figure E.6. Upper panel shows magnetic field lines colored by azimuthal component.
The elongated direction of the isosurface is roughly azimuthal and the opposed azimuthal
flux tubes bordering it are well ordered. Lower panel shows the same region and field lines,
now colored by plasma β, without the isosurface. The rise in β at the field reversal confirms
this is a reconnection region.
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Figure E.10: A high current region from the zoom2 simulation, the isosurface is the same
as in Figure E.6. This is a particularly clean example of the geometry typically observed.
The current isosurface is most extended in the azimuthal direction and very thin along
the direction where the azimuthal field reverses. Upper panel shows magnetic field lines
colored by azimuthal component. Lower panel shows the same region and field lines,
now colored by plasma β, without the isosurface. The field lines in the two β ∼ 1 opposed
azimuthal flux tubes are pushed together to for the high β high current reconnection region.
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Figure E.11: A high current region from the zoom2 simulation which is not a sharp field
reversal reconnection region, the isosurface is the same as in Figure E.6. In a complicated
local region of the flow, the roughly spherical current isosurface in the upper panel is the
region of interest. Upper panel shows magnetic field lines colored by azimuthal component.
These show a field reversal through the high current region. However, in the lower panel,
the same field lines now colored by plasma β show that the high current region also has
β ∼ 1 instead of high β. The region is also not surrounded by a clean pair of opposed flux
tubes.
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Figure E.12: A high current region from the zoom2 simulation, the isosurface is the same
as in Figure E.6. Upper panel shows magnetic field lines colored by azimuthal component.
The viewpoint is roughly perpendicular to both the extended and thinnest axis of the high
current region. Azimuthally opposed flux tubes bound the high current region on both sides.
Lower panel shows the same region and field lines, now colored by plasma β, without the
isosurface. The flux tubes have β ∼ 1 and the reconnection region has high β.
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Figure E.13: A high current region from the zoom2 simulation, the isosurface is the same
as in Figure E.6. Upper panel shows magnetic field lines colored by azimuthal compo-
nent. The viewpoint is roughly perpendicular to both the extended and thinnest axis of the
high current region. Lower panel shows the same region and field lines, now colored by
plasma β, without the isosurface. The azimuthally opposed flux tubes have β ∼ 1 and the
reconnection region has high β.
