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Abstract We present a global optimization algorithm, Branch-and-Sandwich, for optimistic
bilevel programming problems that satisfy a regularity condition in the inner problem. The
functions involved are assumed to be nonconvex and twice continuously differentiable. The
proposed approach can be interpreted as the exploration of two solution spaces (corresponding
to the inner and the outer problems) using a single branch-and-bound tree. A novel branching
scheme is developed such that classical branch-and-bound is applied to both spaces without
violating the hierarchy in the decisions and the requirement for (global) optimality in the
inner problem. To achieve this, the well-known features of branch-and-bound algorithms are
customized appropriately. For instance, two pairs of lower and upper bounds are computed:
one for the outer optimal objective value and the other for the inner value function. The
proposed bounding problems do not grow in size during the algorithm and are obtained from
the corresponding problems at the parent node.
Keywords Bilevel programming · Nonconvex inner problem · Branch and bound
1 Introduction
Real-life decisions are often made hierarchically. For instance, the allocation of resources
by a federal government is a multilevel allocation process where one level of government
distributes resources to several lower levels of government [20]. The overall objective of
such a process is to achieve the goals of the federal government. However, each lower level
of government will react independently according to best serving their own interests; these
(rational) reactions may be gainful or detrimental to the overall objective. Hence, decision
making within such a framework requires careful analysis in order to ensure the best possible
outcome for all the decision makers.
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The concept of hierarchical decision making, in the presence of two decision makers,
namely one leader and one follower, dates back to 1952 when von Stackelberg introduced the
basic leader/follower strategy in a duopoly setting. Since then, hierarchical decision making
has found application to numerous practical problems across various disciplines, such as
economics, management, agriculture, transportation and engineering [19,39,48,53,65]. Of
particular interest are hierarchical systems in parameter estimation [59,66], environmental
policies in biofuel production [10] and chemical equilibria [21,22].
In this work, we employ the well-known mathematical formulation of a two-level decision
making process, known as the bilevel programming problem and propose a new solution strat-
egy for finding global solution(s). Special cases of this problem have been studied extensively
and many algorithms have been proposed in the literature [9,33,42]. However, the general
nonconvex form is a very challenging problem for which only two algorithms exist to the
best of our knowledge: the first method for general (nonconvex) bilevel problems developed
by Mitsos et al. [60] and the approximation method introduced by Tsoukalas et al. [74].
The optimistic bilevel programming problem is defined as follows:
min
x,y
F(x, y)
s.t. G(x, y) ≤ 0,
x ∈ X,
y ∈ arg min
y∈Y
{ f (x, y) s.t. g(x, y) ≤ 0},
(1)
where X =[xL, xU] ⊂ IRn, Y = [yL, yU] ⊂ IRm, F, f : IRn×IRm → IR, G : IRn×IRm → IRo
and g : IRn × IRm → IRr . Variables x (y) are the outer (respectively inner) decision variables
and functions G(x, y) ≤ 0 (g(x, y) ≤ 0) are the outer (inner) constraints. Inequality signs
in both outer and inner constraints can be replaced by equalities; thus, problem (1) is a
generalization of the bilevel problem tackled in [60] where equality constraints, that depend
on x and y, are allowed in the outer but not in the inner problem. Finally, function F(x, y)
( f (x, y)) is the outer (inner) objective function. In a leader/follower game framework, the
leader is associated with variables x and chooses his strategy first. The follower responds with
a vector y optimizing his own objective (given x). Formulation (1) implies that if the follower
has more than one global optimal solutions, the leader can choose the one that minimizes his
own objective function; hence, the word optimistic applies.
Severe implications stem from the hierarchical structure of bilevel problems, such as non-
convex, disconnected or even empty feasible regions, especially in the presence of outer
constraints and nonconvex inner problems. In this paper, we propose a deterministic global
optimization algorithm, Branch-and-Sandwich (B&S), based on the refinement of two sets
of convergent lower and upper bounds. Namely, valid lower and upper bounds are computed
simultaneously for the outer and inner objective values. Their convergence to the correspond-
ing optimal values is proved within a branch-and-bound framework.
The proposed approach makes use of an equivalent formulation of problem (1), where the
outer and inner problems are not coupled by the set of optimal solutions of the inner problem
but by the inner value function:
w(x) = {min
y
f (x, y) s.t. g(x, y) ≤ 0, y ∈ Y }. (2)
In particular, problem (1) can equivalently be written as [31,80,81]:
min
x∈X,y∈Y{F(x, y) s.t. G(x, y) ≤ 0, g(x, y) ≤ 0, f (x, y) − w(x) ≤ 0}. (3)
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The benefit of the latter formulation is that a restriction of the inner problem (2) yields
a relaxation of the overall problem (3) and vice-versa [60]. In view of this observation,
we propose the solution of a series of restrictions and relaxations of the inner problem.
In particular, in a branch-and-bound framework, we not only construct lower and upper
bounding problems for the overall problem (3), but also lower and upper bounding problems
for problem (2). Thus, the proposed approach can be interpreted as the exploration of two
solution spaces (corresponding to the inner and the outer problems) using a single branch-
and-bound tree. To achieve this, the well-known features of branch-and-bound algorithms
need to be customised appropriately.
To this end, we first introduce a novel branching scheme such that the hierarchy in the
decisions is maintained and the requirement for (global) optimality in the inner problem is
not violated. As for the bounding, two pairs of lower and upper bounds are computed: one
for the outer optimal objective value and the other for the inner value function. KKT-based
relaxations are used to construct the inner upper bounding problem and the outer lower
bounding problem. The inner upper bound serves as a constant bound cut in the outer lower
bounding problem. These two problems result in convergent bounds on the inner and the
outer optimal objective values; they are both nonconvex and must be solved globally, i.e.,
with classical global optimization techniques,1 e.g., [37,44,63]. Well-known convexification
techniques are employed to construct a convex inner lower bounding problem whose value
is used in the selection operation and in fathoming. The outer upper bounding problem is
motivated by Mitsos et al. [60], but flexibility is added in that convex relaxations of the original
inner problem, i.e., problem (2), over refined subsets of the inner space can be solved. The
proposed bounding problems do not grow in size during the course of the algorithm and are
obtained from the corresponding problems of the parent node.
The paper is organized as follows: Sect. 2 is devoted to background theory and a discus-
sion of the challenges that need to be addressed. Our bounding ideas are presented in Sect. 3
without considering any branching. Connections to relevant semi-infinite programming lit-
erature are also pointed out in this section. The branching scheme is introduced in Sect. 4
and the proposed bounding problems are modified to allow branching. The overall algorithm
is presented in Sect. 5 and conclusions are presented in Sect. 6.
2 Background theory
2.1 Definitions, notations and properties
To start with, the expressions relaxation and restriction are briefly explained below.
Definition 1 A relaxation (restriction) of a minimization problem is another minimization
problem with (i) an objective function always lower than or equal to (greater than or equal
to) the original objective function,2 and with (ii) a feasible region that is a superset (subset)
of the original’s problem feasible region.
1 A hybrid approach combining global and local optimization techniques, when appropriate [64], can also be
investigated.
2 Notice that in a maximization framework, the relation between the objective function of a relax-
ation/restriction and the original objective function is reversed, e.g., a relaxation of a maximization problem
has an objective function always greater than or equal to the original objective function.
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A well-known relaxed problem associated with the bilevel problem (1) is [77]:
min
x,y
{F(x, y) s.t. G(x, y) ≤ 0, g(x, y) ≤ 0, x ∈ X, y ∈ Y }. (4)
In other words, the relaxed feasible region3 of the bilevel program (1) is:
Ω = {(x, y) | G(x, y) ≤ 0, g(x, y) ≤ 0, x ∈ X, y ∈ Y }, (5)
and by solving relaxation (4) one can obtain a valid lower bound on the global optimal
value of the bilevel program (1). However, such a lower bound is not convergent as pointed
out in [60], i.e., it cannot lead to a globally convergent algorithm even if exhaustive space
partitioning was performed. For each x ∈ X , the lower level feasible set is:
Y (x) = {y | g(x, y) ≤ 0, y ∈ Y }. (6)
Then, the reaction set of the follower, namely the set of optimal solutions to the inner opti-
mization problem (2), parameterized on x , is:
O(x) = arg min
y
{ f (x, y) s.t. y ∈ Y (x)}. (7)
Using the notation above, the bilevel problem in its most general form is:
min
x
{F(x, y) s.t. G(x, y) ≤ 0, x ∈ X, y ∈ O(x)}. (8)
However, in formulation (8), there exists a certain ambiguity that concerns the minimization
with respect to x when the reaction set O(x) is not reduced to a singleton for each x ∈ X .
Thus, in the presence of non-uniquely determined lower level solutions, two alternative
formulations can be employed: (i) the optimistic or weak formulation, e.g., [9,28], where the
follower is assumed to choose the solution in O(x) that better serves the leader’s objective, and
(ii) the pessimistic or strong formulation, e.g., [49–51,75], where the leader has to consider
the worst solution in O(x) with respect to his/her objective. Both approaches require the
optimization with respect to x of a nonsmooth, often discontinuous, function [28]:
φo(x) = miny {F(x, y) s.t. y ∈ O(x)}, (9)
in the optimistic approach, and
φp(x) = maxy {F(x, y) s.t. y ∈ O(x)}, (10)
in the pessimistic approach. The optimistic formulation always provides a lower (optimistic)
bound for the pessimistic formulation, but when the reaction set of the follower is indeed a
singleton, the two formulations are equivalent. This is the case for example, if f (x, ·) and
g(x, ·) are strictly convex and quasi-convex in their second argument, respectively, for every
x ∈ X .
The limitation of the optimistic approach is that it violates the basic assumption of non-
cooperation. However, there are several applications where limited cooperation is permitted
and ε-optimal solutions, using the optimistic approach, are appropriate, such as applications
in the management of multi-divisional firms [6]. On the other hand, there exist instances
for which cooperation is ruled out and the use of the pessimistic approach is more realistic,
such as applications in production planning [8]. Alternatively, if one wishes to avoid using
either approach, a regularization approach can be employed that bypasses the difficulties of
3 If there are no (x, y) ∈ Ω , then the bilevel program (1) is infeasible.
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non-uniquely determined lower-level solutions [27]. The problem of tackling the pessimistic
or regularized approaches is outside the scope of this work. However, we briefly mention
that the extension of B&S to the pessimistic approach does not appear to be straightforward
due to two main reasons: (i) the use of the equivalent optimal value reformulation is no
longer possible in the pessimistic approach; (ii) the proposed branching scheme that entails
branching on y may have serious implications on the worst-case (max with respect to y)
outer objective and needs to be thoroughly investigated. On the other hand, it appears that
B&S can trivially be applied to the regularized approach.
Finally, problem (8) is related to many well-known optimization problems, such as multi-
objective optimization problems [53], max-min problems [4,34,35,73,74,78], MPEC [25,
62], and (usual or generalized) semi-infinite optimization problems [14,15,38,61,67,74].
Many of these problems are known to be NP-hard which implies that the bilevel problem is
also NP-hard [32].
2.2 Optimistic bilevel programming problems
From this point onward, we focus on the optimistic approach and, for simplicity, the word
“optimistic” will be omitted. Bilevel programming problems are then written as in problem
(1) or, using the notation introduced in Sect. 2.1, as follows:
min
x,y
{F(x, y) s.t. (x, y) ∈ Ω, y ∈ O(x)}. (11)
In order to write problem (1) as an equivalent single-level mathematical programming
problem, most of the algorithms for bilevel problems, e.g., [5,7,79], have focused on cases
where the inner problem is convex and has a unique optimal solution for all values of x such
that it can be replaced by its KKT necessary and sufficient optimality conditions. This results
in the well-known KKT reformulation:
min
x,y,μ
F(x, y),
s.t. G(x, y) ≤ 0,
g(x, y) ≤ 0,
∇y f (x, y) + μ∇y g(x, y) = 0,
μTg(x, y) = 0, μ ≥ 0,
(x, y) ∈ X × Y.
(12)
The use of the KKT inner optimality conditions also assumes the satisfaction of an appro-
priate constraint qualification,4 such as the Mangasarian-Fromowitz constraint qualification
(MFCQ), the linear independence constraint qualification (LICQ), as well as the Cottle,
Abadie, Kuhn-Tucker, Zangwill, Arrow-Hurwicz-Uzawa and Slater constraint qualifications
[11,12]. Reviews on methods that employ the equivalent KKT reformulation can be found in
[23,29,77], as well as a plethora of references therein. On the other hand, when problem (2)
has more than one solution for at least one value of x , the KKT conditions are not sufficient.
Replacing the inner problem by its KKT necessary optimality conditions, provided that an
appropriate constraint qualification holds for all values of x , results in reformulation (12)
being only a relaxation of the original bilevel problem (1) [54, p. 13].
An alternative way to reformulate problem (1) as a one-level problem such that equivalence
is retained without any regularity5 or convexity assumptions whatsoever, is to employ the
4 The satisfaction of a constraint qualification ensures that the KKT are necessary conditions for a given point
to be a minimizer.
5 Assuming regularity refers to assuming the satisfaction of an appropriate constraint qualification [40].
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optimal value equivalent reformulation (3). This reformulation has several advantages that
make it preferable to formulation (11). One is that it couples the outer and the inner problems
via the value function w(x), as opposed to the set of optimal solutions O(x); this is useful
because even in the presence of infinitely many global optima of the inner problem, the
optimal objective value is unique [60]. Moreover, formulation (3) makes it possible to use
standard analysis to derive conditions that guarantee the existence of optimal solutions in
(1), such as [26]:
A1: All the functions involved, i.e., F(·, ·), G(·, ·), f (·, ·), g(·, ·), are lower semicontinuous
(l.s.c.) on X × Y ; and,
A2: the set {(x, y) ∈ X × Y | f (x, y) ≤ w(x)} is compact.
Formulation (3) was employed in the first algorithm for optimistic bilevel optimization
problems with a nonconvex inner problem [60]. In [60], Mitsos et al. first described a specific
instance of their proposed algorithm where branching is not required and then extended this
version to a generalized algorithm in a branching framework.6 For the former, a bounding
procedure for problem (3) was introduced based on the algorithm by Blankenship and Falk
[16] for semi-infinite programs. In particular, they proposed a parametric upper bound on the
value function such that iteratively tighter lower bounds are constructed with the addition
of more and more parametric upper bound cuts until the relaxed problem converges to the
original problem. For the upper bounding procedure, a feasible solution to problem (1) was
derived by fixing x in (3) and by allowing an ε f violation in the inner objective value. Similar
ideas were discussed independently in [72]. In our paper, formulation (3) is also employed
in developing the proposed algorithm.
Definition 2 (ε-Optimal solution [60]) Let εF and ε f be given and fixed optimality tolerances
for the outer and the inner problems, respectively. Then, a pair (x∗, y∗) ∈ X × Y is called
an ε-feasible solution of problem (1)—and of (3)—7if it satisfies the constraints of the inner
and outer problems, as well as ε f -optimality in the inner problem:
G(x∗, y∗) ≤ 0, (13)
g(x∗, y∗) ≤ 0, (14)
f (x∗, y∗) ≤ w(x∗) + ε f . (15)
An ε-feasible point is called ε-optimal if it satisfies εF -optimality in the outer problem:
F(x∗, y∗) ≤ F∗ + εF , (16)
where F∗ denotes the outer optimal objective value, i.e., the optimal objective value of the
bilevel problem (1) and of its equivalent single-level problem (3).
Remark 1 For an ε-optimal pair, as defined in Def. 2, we also use the notation f ∗ to refer to
the corresponding inner optimal objective value, namely, f ∗ = w(x∗) in (15).
Remark 2 Notice that ε f is an optimality tolerance from the perspective of the inner problem.
However, it can also be interpreted as a feasibility tolerance (for one of the constraints) from
the perspective of the overall problem (3).
6 The non-branching version has also been extended in [55] to solve the mixed-integer nonlinear bilevel
programming problem.
7 Recall the equivalence between problems (1) and (3).
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Remark 3 In this paper, our aim is to compute ε-optimal solutions as defined in Def. 2. This
implies that we apply ε f -optimality in the inner problem throughout the paper.
The following assumptions are also made throughout the paper.
Assumption 1 All the functions involved, i.e., F(·, ·), G(·, ·), f (·, ·), g(·, ·), are continuous
on X × Y .
Assumption 2 The sets X and Y are compact.
Assumption 3 All the functions involved, i.e., F(·, ·), G(·, ·), f (·, ·), g(·, ·), are twice con-
tinuously differentiable on X × Y .
Assumption 4 A constraint qualification holds for the inner problem (2) for all values of x .
Observe that no convexity assumptions are made. Note also that Assumption 1 is implied
by Assumption 3, but is given explicitly to highlight the role of each assumption. Assump-
tions 1–2 guarantee that there exists a pair (x∗, y∗) satisfying ε-optimality based on Def. 2.
Assumption 3 is needed to make it possible to apply convexification and semi-infinite pro-
gramming techniques, as discussed in the next section. Finally, Assumption 4 ensures that
the KKT conditions for problem (2) can be employed and are necessary [12]. Then, if we
replace y ∈ Y by the corresponding bound constraints: yL ≤ y ≤ yU, and assign Lagrange
multipliers μ ∈ IRr to the inner constraints and λ, ν ∈ IRm to the bound constraints, the
first-order conditions of problem (2) define the set below:
ΩKKT :=
⎧
⎪⎪⎨
⎪⎪⎩
(x, y, μ, λ, ν)∈ IRn+3m+r
∣
∣
∣
∣
∣
∣
∣
∣
∇y f (x, y)+μ∇y g(x, y)−λ+ν=0,
μTg(x, y) = 0, μ ≥ 0,
λT(yL − y) = 0, λ ≥ 0,
νT(y − yU) = 0, ν ≥ 0
⎫
⎪⎪⎬
⎪⎪⎭
, (InKKT0)
where InKKT0 stands for Inner KKT conditions and the zero subscript is used to denote that
the calculations are done over the whole X × Y domain, i.e., at the root node.
Remark 4 With regards to Assumption 4, if, for instance, the MFCQ is assumed (without
reference to a point), then we assume that it is valid at each local minimizer of problem (2).
Then, y ∈ O(x) implies that there are vectors μ, λ, ν such that (x, y, μ, λ, ν) ∈ ΩKKT [28].
Remark 5 Assumption 4 is a mild but essential assumption. Violation of this assumption
(a constraint qualification may not be satisfied for all values of x) may result in an undesirable
outcome, such as an infeasible outer lower bounding problem (LB0) (cf. Sect. 3) whilst the
original bilevel problem possesses an optimal solution [30]. The implications of lack of
regularity are discussed in detail in [46].
In the present work and the companion paper [47], all test problems considered satisfy
Assumption 4. In particular, either the Abadie or the linear/concave constraint qualification
holds [12,58].
2.3 Challenges
There are several important challenges one needs to overcome when considering bilevel
optimization problems with a nonconvex inner problem. One challenge is related to the
difficulty of creating convergent lower bounding problems since deriving an equivalent one-
level formulation, as is possible with convex inner problems, is no longer feasible. The
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Fig. 1 Inner objective function of Example 1 for different y domains
second important challenge stems from the need to identify correctly the global solution(s)
of a nonconvex inner problem and thus derive valid bounds on its optimal objective value.
For instance, solving a nonconvex inner problem locally or partitioning the inner space and
treating each subdomain independently of one another may lead to invalid solutions/bounds.
An analytical discussion on these issues can be found in [57]. Here, we consider an example
from [58], to visualize these challenges.
Example 1 (Example 3.5 [58])
min
y
y s.t. y ∈ arg min
y∈[−1,1]
16y4 + 2y3 − 8y2 − 1.5y + 0.5.
As can be verified in Fig. 1a, the global optimal solution of the inner problem is at y = 0.5.
The inner problem also has two local optimal solutions: a local minimum at y = −0.5 and
a local maximum at y = −0.0938. However, by the definition of the bilevel problem, only
y = 0.5 is feasible in Example 1; hence, the example has a unique optimal solution at y∗ = 0.5
with optimal objective value F∗ = 0.5. Next, assume that we partition the inner space and
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deal with the two following inner subproblems independently in e.g., a branch-and-bound
scheme.
y ∈ arg min
y∈[−1,0]
16y4 + 2y3 − 8y2 − 1.5y + 0.5, (17)
y ∈ arg min
y∈[0,1]
16y4 + 2y3 − 8y2 − 1.5y + 0.5. (18)
As shown in Fig. 1b, c, the first subproblem would give y(1) = −0.5 with corresponding
outer objective value F (1) = −0.5, while the solution of the second subproblem would
be y(2) = 0.5 with corresponding outer objective value F (2) = 0.5. Comparing the outer
objective values, F (1) appears to be more promising and one could be drawn to the false
conclusion that y(1) = −0.5 is the solution when it is not even feasible in the original
problem. Similarly, if one applies a local algorithm on the inner problem of the example,
again there exists the risk of reporting a false solution corresponding to a local optimal
solution of the inner problem. Based on these observations, Mitsos et al. [60] and Tsoukalas
[72] suggest that the inner problem should always be solved to global optimality and over the
whole of Y , i.e., that no partitioning of the inner space should be allowed in the construction
of the overall lower bounding problem.
To explore the difficulties in constructing lower bounding problems that lead to convergent
algorithms, let us write the well-known relaxed problem as shown in (4) for the example:
min
y∈[−1,1] y.
The relaxed problem has optimal objective value equal to −1, i.e., strictly less than the actual
optimal value F∗ = 0.5, and this cannot be improved unless we either branch on y or add
more constraints. In this vein, the authors in [60,72] employed formulation (3), in which
they relaxed the non-smooth constraint f (x, y) ≤ w(x) by introducing parametric-in-x
upper bound cuts on the inner value function w(x). In line with the well-known algorithm by
Blankenship and Falk [16], the progressive addition of these cuts makes the relaxed problem
convergent [60].
In this work, with regards to the challenge of ensuring the global optimality of the inner
problem solution, we pursue partitioning of the inner space by considering the “whole”
inner space for successively refined subdomains of X . With the use of quotes to refer to the
“whole” inner space, we imply that either the whole of Y or a proper subdomain of Y is
considered. The latter case occurs because some Y subdomains are eliminated at some point
due to fathoming (cf. Sect. 4.6) with a guarantee not to miss any regions where inner global
optimal solutions lie (cf. Lemma 2). As a result, the inner space Y is successively refined
(for successively refined subdomains of X , cf. Sect. 4.1) and flexibility is gained, since we
can solve subproblems of the inner problem over the refined subsets of Y , i.e., :
w(k)(x) = {min
y
f (x, y) s.t. g(x, y) ≤ 0, y ∈ Y (k)}. (ISP)
using one of the following three approaches: (i) solve globally, which is cheaper than solving
globally over a large domain, e.g., over the whole Y ; (ii) convexify and solve with a local
algorithm, which has low computational cost; (iii) solve globally to very loose convergence,
which is relatively cheap and helps improve the bounds at relatively low cost. None of these
three approaches compromise the ability of the algorithm to converge. Moreover, they can
readily be combined in the form of a hybrid approach. The relative merit of these different
approaches is not explored in this paper, as the focus is on the overall algorithmic framework
rather than detailed computational performance.
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To deal with the challenge of generating a convergent overall lower bounding problem, we
introduce a constant upper bound cut on the inner value function w(x). The right hand side of
the cut is tightened when appropriate, resulting in one cut only each time the lower bounding
problem is solved. Such a formulation results in a significant simplification compared to the
lower bounding problem presented in [60].
3 Bounding scheme: initial node
The proposed bounding scheme applies to formulation (3) and is based on the fact that a
relaxed inner problem yields a restriction of the overall problem (3) and a restricted inner
problem yields a relaxed overall problem. In view of the above, we create two auxiliary inner
problems, i.e., the auxiliary relaxed and restricted inner problems, whose objective values
are always lower and upper bounds, respectively, on the inner optimal value for the domain
of interest. We then apply appropriate techniques to solve these problems efficiently. In par-
ticular, for the auxiliary relaxed inner problem we apply classical convexification techniques
[36,71] to construct and solve a convex problem. For the auxiliary restricted inner problem,
we apply generalized semi-infinite programming techniques [41,69] to reduce it to a finite
problem. The resulting problem is nonconvex; hence, we can either solve a convex relaxation
or solve it directly to global optimality.
The resulting bounds on the inner optimal objective value are employed in the classical
sense to prune branches from the branch-and-bound tree. Furthermore, the inner upper bound
is also used in the bounding scheme for the outer problem. Specifically, it is used to construct
a constant upper bound cut to augment the overall lower bounding problem.
Remark 6 Recall that in this section, we develop our bounding ideas over the whole X × Y
space; hence, we use the zero subscript in the problem names to denote that the calculations
are done over the whole X×Y domain, i.e., at the root node. The proposed bounding problems
of this section are employed in Step 1 of the B&S algorithm (cf. Sect. 5). To allow branching,
modifications of these problems over subdomains of X × Y are discussed in Sect. 4, after
our branching scheme is introduced.
3.1 Inner problem bounding scheme
Inner lower bounding problem The auxiliary relaxed inner problem is:
f L = min
x∈X,y∈Y{ f (x, y) s.t. g(x, y) ≤ 0}, (ILB0)
which we tackle by following the ideas on constructing convex underestimators of nonconvex
functions developed in [1,3,52], although any convex relaxation scheme can of course be used
(e.g., [36,71]). In particular, let f˘ X,Y (x, y) and g˘X,Y (x, y) represent convex underestimators
of functions f and g on X × Y , respectively. Then, we may construct a convex auxiliary
problem whose optimal value is always a lower bound on the optimal value of (2) for all
x ∈ X :
f = min
x∈X,y∈Y{ f˘ X,Y (x, y) s.t. g˘X,Y (x, y) ≤ 0}, (RILB0)
since for any x¯ ∈ X the following holds:
f ≤ min
x∈X,y∈Y{ f (x, y) s.t. g(x, y) ≤ 0} ≤ w(x¯),
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(b) Inner objective function of Remark 9
Fig. 2 a A valid inner lower bound cannot be found simply by fixing x , e.g., to x¯ = 1, and minimizing
f (x, y) for a given x with respect to y (cf. Remark 7). b Similarly, a point may be bilevel feasible, such as
the pair (x¯, y¯) = (2, 2), but it does not necessarily provide a valid upper bound on the inner optimal objective
value (cf. Remark 9)
where w(x¯) is the optimal value of (2) with x = x¯ . Consequently, for x = x∗, corresponding
to the optimal solution for x of the bilevel problem, we have:
f ≤ w(x∗) = f ∗.
Remark 7 We support our choice of minimizing with respect to both the inner and outer
variables in (ILB0) by showing that fixing the outer variables and minimizing with respect
to the inner variables would yield an invalid lower bound. Let f (x, y) = x2 y + sin y for
x ∈ [0, 1] and y ∈ [1, 6]. The optimal point is (x∗, y∗) = (0, 4.7124) with (inner) objective
value f ∗ = −1. As Fig. 2a illustrates, if we fix x , e.g., x¯ = 1, and compute the minimum of
the function f (x¯, y), the resulting optimal objective value is f ′ = 1.8415 at y = 1 which is
not a valid lower bound for all x ∈ [0, 1].
Inner upper bounding problem In the same vein as in (ILB0), the auxiliary restricted inner
problem is:
f U = max
x∈X miny∈Y { f (x, y) s.t. g(x, y) ≤ 0}, (IUB0)
which has an objective value always greater than or equal to the optimal value f ∗ of the inner
problem:
f U ≥ min
y∈Y { f (x, y) s.t. g(x, y) ≤ 0} ∀x ∈ X. (19)
Hence, f U ≥ w(x) for all x ∈ X . As a result, f U ≥ w(x¯) for an x¯ ∈ X . Consequently,
f U ≥ w(x∗) = f ∗.
One can observe that the problem above is a nonconvex max-min problem, and thus it is
almost as hard as the original bilevel problem [35]. However, as our method only requires a
valid inner upper bound, creating and solving a tractable relaxation is enough to overcome
the difficulty of the max-min problem. To derive a tractable relaxation of problem (IUB0),
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we employ the KKT-approach as described in [70]. In particular, we first reformulate the
problem into its equivalent generalized semi-infinite program:
f U = max
x∈X,x0
{x0 s.t. x0 ≤ f (x, y) ∀y ∈ Y (x)}, (20)
where Y (x) is defined as in (6). Problem (20) is also equivalent to the following bilevel
problem [67]:
f U = max
x0,x,y
{x0 s.t. x0 − f (x, y) ≤ 0, x ∈ X, y solves Q(x0, x)}, (21)
where
Q(x0, x) : max
y∈Y (x) x0 − f (x, y). (22)
Based on Assumption 4 being true, if we replace the lower level optimization problem (22)
by its (necessary) KKT conditions, we obtain a relaxation of (21). It is clear by (22) and
(InKKT0) that the first-order conditions of (22) coincide with the KKT conditions of the
original inner problem (2).8 A finite problem approximating problem (21), and equivalently
(20) and (IUB0), is:
f¯ = max
x0,x,y,μ,λ,ν
x0,
s.t. x0 − f (x, y) ≤ 0,
g(x, y) ≤ 0,
(x, y) ∈ X × Y,
(x, y, μ, λ, ν) ∈ ΩKKT.
(RIUB0)
Problem (RIUB0) gives an upper bound on the objective value of (IUB0) [68]:
f¯ ≥ f U (23)
and, by (19), a valid upper bound on f ∗. Alternatively, one can explore the use of parametric
concave overestimators [61] to derive tractable relaxations for problem (IUB0), but such an
exposition is beyond the scope of the present article.
Remark 8 Notice that solving problem (RIUB0) to local optimality is not enough to guar-
antee a valid upper bound on the value of (IUB0). Let (xu, yu) be an optimal solution to
problem (IUB0). Then, let (x¯0, x¯, y¯) be a locally optimal point in (RIUB0) and f¯loc be the
corresponding objective value. Such a point may be infeasible in (20) (and in (21)). Namely,
it could happen that
y¯ ∈ arg max
y∈Y (x¯)
{x¯0 − f (x¯, y)},
and thus may yield an upper bound on f U, i.e., f U ≤ f¯loc. If (x¯0, x¯, y¯) is feasible in (20)
(and in (21)), then (x¯, y¯) is feasible in (IUB0) so that f¯loc = w(x¯). Nevertheless, this value
of f¯loc is only a valid upper bound if x¯ = xu; otherwise,
8 The Lagrange function of (22) is:
L(x0, x, y, μ, λ, ν) = −x0 + f (x, y) + μTg(x, y) + λT(yL − y) + νT(y − yU).
If we differentiate it with respect to y, x0 vanishes, i.e.,:
∇y L(x0, x, y, μ, λ, ν) = ∇y f (x, y) + ∇y gT(x, y)μ − λ + ν.
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f¯loc = w(x¯) ≤ w(xu) = f U,
as is clear by (19). On the other hand, if (x¯0, x¯, y¯) is a globally optimal point in (RIUB0)
and f¯glob is the corresponding objective value, then by similar arguments, infeasibility of
the point in (20) (and in (21)) implies f U ≤ f¯glob, whilst its feasibility in (20) (and in (21))
implies f U = f¯glob. As a result, solving problem (RIUB0) to global optimality or further
convexifying it and solving it with a local algorithm is essential to guarantee a valid inner
upper bound.
Remark 9 The choice of maximizing with respect to the x variables in (IUB0) is supported
by showing that using a feasible point (x¯, y¯) ∈ Ω , such that y¯ ∈ O(x¯), would not yield a
valid inner upper bound. Let F(x, y) = x2 + y and f (x, y) = y2
x
, where x ∈ [1, 4] and
y ∈ [2, 4]. The optimal point is (x∗, y∗) = (1, 2) with (inner) objective value f ∗ = 4. As
Fig. 2b demonstrates, if we fix x , e.g., x¯ = 2, implying y¯ = 2, the resulting objective value
is f ′ = 2, which is not a valid inner upper bound.
3.2 Overall problem bounding scheme
Lower bounding problem The proposed lower bounding problem is:
F = min
x,y,μ,λ,ν
F(x, y),
s.t. G(x, y) ≤ 0,
g(x, y) ≤ 0,
f (x, y) ≤ f¯ ,
(x, y) ∈ X × Y,
(x, y, μ, λ, ν) ∈ ΩKKT,
(LB0)
where ΩKKT is defined in (InKKT0). To show that (LB0) is a relaxation of (1), consider a
feasible point (x¯, y¯) in (1). Then, G(x¯, y¯) ≤ 0, g(x¯, y¯) ≤ 0 and f (x¯, y¯) ≤ f¯ by (19) and
(23). Based on Assumption 4 being satisfied, y¯ ∈ O(x¯) implies that (x¯, y¯) ∈ ΩKKT and
we can conclude that (x¯, y¯) is feasible in (LB0), implying that the feasible region of (LB0)
contains that of problem (1). In the same vein as in Remark 8, problem (LB0) must be solved
to global optimality.
Upper bounding problem For the overall upper bounding problem, we first require to solve
the following problem:
w(x¯) = min
y
{ f˘ y(x¯, y) s.t. g˘y(x¯, y) ≤ 0, y ∈ Y }, (RISP0)
where x¯ comes from the solution of the lower bounding problem (LB0) and f˘ y(x, y) and
g˘y(x, y) denote convex underestimators over Y of, respectively, f (x, y) and g(x, y). The
value w(x¯) then augments the proposed upper bounding problem:
F¯ = min
y∈Y {F(x¯, y) s.t. G(x¯, y) ≤ 0, g(x¯, y) ≤ 0, f (x¯, y) ≤ w(x¯) + ε f }, (UB0)
where ε f is the inner objective optimality tolerance. Problem (UB0) is based on the upper
bounding problem introduced in [60]. However, in the present article, w(x¯) has replaced
w(x¯) in the original formulation. The use of the former value is not possible in the original
formulation in [60] because the (nonconvex) inner problem should always be solved over the
whole Y domain. On the other hand, the partitioning of Y in our work allows solving convex
relaxations of the inner problem over refined Y subdomains. This implies that after finitely
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many steps in the branch-and-bound tree we have w(x¯) = w(x¯) within a given accuracy, for a
given x¯ , provided that a convergent scheme of underestimators is used as in any branch-and-
bound method [45]. For instance, the αBB convex lower bounding functions [1,2], that we
employ in this work, are quadratically convergent to the corresponding nonconvex functions
[17,52].
A feasible point y¯ in (UB0), if it exists, is ε-feasible in (1). This is true because y¯ then
satisfies the following: G(x¯, y¯) ≤ 0 (outer feasibility), g(x¯, y¯) ≤ 0 (inner feasibility) and
f (x¯, y¯) ≤ w(x¯) + ε f ⇒ f (x¯, y¯) − ε f ≤ w(x¯). (24)
On the other hand, inner feasibility implies that
w(x¯) ≤ f (x¯, y¯) + ε f . (25)
By construction, we also have
w(x¯) ≤ w(x¯). (26)
As a result, (24)–(26) yield:
− ε f ≤ w(x¯) − f (x¯, y¯) ≤ ε f ⇒ |w(x¯) − f (x¯, y¯)| ≤ ε f . (27)
Eq. (27) with inner and outer feasibility implies that conditions (13)–(15) are true; hence,
based on Def. 2, (x¯, y¯) is ε-feasible in (1). Consequently, if a feasible solution of (UB0)
indeed exists, it provides a valid upper bound on the optimal objective value of the bilevel
problem (1). This value is used to set the incumbent value FUB, corresponding to the best
feasible solution found so far, i.e., the incumbent solution, determined in terms of outer
objective function value. If (UB0) is infeasible, the incumbent value is initialized to infinity:
FUB := min{F¯,∞}. (28)
Connection to the semi-infinite programming (SIP) literature: For highly nonconvex func-
tions, strict inequality may hold in Eq. (26), resulting in an infeasible restricted approxi-
mate problem (UB0). To obtain better relaxations for the inner problem for fixed x , one
has to partition the inner space as required to achieve equality in Eq. (26) for some x¯ value
(cf. Sect. 4.7 and Remark 18).
The issue of a potential infeasible restricted approximate problem has also been encoun-
tered when applying convexification/approximation techniques to the nonconvex lower level
problem of a semi-infinite programming (SIP) problem [14,15,38,56,61]. In these works,
the existence of SIP-Slater points (cf. [56, Def. A.1]) is assumed in order for the approximate
problem to be guaranteed to provide a feasible point in the original SIP problem after a
suitably refined subdivision of the inner space.
Although subdivision is required in the existing approaches for the approximate lower
level problem to converge to the actual problem, no branching with respect to y, as the lower
level variable, is permitted. Hence, the whole inner space is always considered and no (inner)
subregion can be fathomed. As a result, a growth in problem complexity with the number of
subdivisions is unavoidable.
In our approach, it is possible to consider only some subregions of Y and eliminate others
via fathoming. This is discussed in the next section.
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4 Branching scheme and bounding on subdomains
Employing the bounding scheme discussed in Sect. 3, we develop a branch-and-bound algo-
rithm that yields valid bounds for both the inner problem (2) and the overall problem (3) over
successively refined partitions of the X × Y space. Necessarily, the branching framework
for bilevel problems must differ from that for single level problems due to their hierarchical
structure. In particular, it has been argued that branching on the inner variable may yield an
invalid solution [57,60,72]. This is due to the sequential decision making underlying bilevel
optimization, that implies the leader committing first and then the whole space Y being con-
sidered to ensure global optimality in the inner problem [57,72]. However, Mitsos et al. [60]
support branching on y by introducing dummy variables z in place of y in the inner problem.
Thus, branching is permitted on y, the outer variable, but not permitted on z, the inner variable.
In this work, we pursue a different strategy, in order to permit branching on y, without
the need to introduce artificial inner variables. This is achieved by branching on the inner
variable as normal, namely making no distinction between the inner and outer variables during
branching, but at the same time considering the “whole” Y via appropriate management of
nodes (cf. Sect. 4.1 on list management). This is achieved by introducing a novel branching
scheme that allows exhaustive partitioning of the domain X ×Y for general bilevel problems.
The main idea is to maintain several (sub)lists of nodes with special properties in addition to
the classical universal list of unfathomed nodes L . These lists will allow us to examine the
“whole” Y for different subsets of X despite Y also being partitioned.
In addition to how the lists of nodes are managed, most properties of a classical branch-
and-bound method are affected by allowing partitioning of the inner space. In the forthcoming
subsections we develop key steps of the B&S algorithm and show how these ensure that (i)
the subdivision process is exhaustive, (ii) the proposed overall lower bounding problem is
monotonically improving, (iii) the node fathoming rules discard redundant regions safely,
and (iv) the incumbent solution corresponds to a feasible point of (1).
4.1 List management
The crux of the proposed branching scheme is the use of additional lists of nodes over and
above the classical list of open nodes L . By “open” nodes we refer to nodes that can be
explored further. In the context of our solution method, open nodes in L correspond to the
outer (overall) problem. Nodes that are removed from this list because they are known not to
contain the global solution of the bilevel problem are either fully fathomed or outer fathomed
within the B&S algorithmic framework. In the former case, it is implied that these nodes
need not be explored further in any space, outer or inner; hence, they are deleted from L .
In the latter case, it is implied that the nodes are no longer needed for the outer problem but
cannot yet be discarded fully from the branch-and-bound tree, because they may contain a
globally optimal solution for the inner problem for a subdomain of X which has not yet been
fathomed. For those nodes that are discarded from the overall problem but remain open with
respect to the inner problem, we maintain another list of nodes, the so-called list of inner
open nodes LIn, which contains nodes that may be explored further with respect to the inner
space only. We also refer to list LIn as the list of outer-fathomed nodes, implying that these
nodes have been deleted from L . The rules used to determine which nodes are either fully
or outer fathomed from L are stated in Sect. 4.6.
Remark 10 A node that has not yet been fully fathomed belongs either to list L or to list
LIn. Lists L and LIn never have common nodes, i.e., L ∩ LIn = ∅.
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(a) (b)
(c) (d)
Fig. 3 Example of partitions for X = [−1, 1] and Y = [−1, 1]. All (sub)lists are shown in Tables 1 and 2.
Briefly, a X = X1: one independent list with two sublists; b X = X1 ∪ X2: two independent lists with one
sublist each; c X = X1 ∪X2: one independent list with two sublists and one independent list with one sublist;
d X = X1 ∪ X2 ∪ X3: three independent lists with one sublist each. On each diagram, the use of the same
pattern for several rectangles denotes nodes that belong to the same independent list
Definition 3 (Node) A node k ∈ L ∪ LIn represents (sub)domain
X (k) × Y (k) ⊆ X × Y.
The root node is the node with k = 1 and corresponds to the whole domain X × Y .
We now introduce Xp , which denotes a subdomain of X throughout the rest of the paper.
Let P be a finite index set and {Xp ⊆ X : p ∈ P} be a partition of X :
X =
|P|⋃
p=1
Xp and Xp ∩ Xq = ∂Xp ∩ ∂Xq for all p, q ∈ P, p = q, (29)
where ∂Xp denotes the (relative) boundary of Xp [45, Def. IV.1.]. In the B&S framework,
in addition to lists L and LIn, we assign one auxiliary list L p to each member set Xp of
the X partition.9 Moreover, each list L p , p ∈ P , consists of a collection of sublists:
L p = {L p1 , . . . ,L psp }. (30)
The lists L p , p ∈ P , are pairwise disjoint and, for this reason, are referred to as independent:
L q ∩ L p = ∅ for all p, q ∈ P, p = q. (31)
For instance, consider the four partitioning examples of a two-dimensional space X × Y in
Fig. 3. The corresponding independent lists and their sublists are identified in Tables 1 and 2,
respectively.
To generate list L p , corresponding to set Xp, p ∈ P ,we first generate sublist(s)
L
p
s := {k ∈ L ∪ LIn : ri(X (k)) ∩ ri(Xp) = ∅}, s ∈ 1, . . . , sp, (32)
9 Overall, we have lists L , LIn and {L 1, . . . ,L |P|}.
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Table 1 Independent lists
appearing in each partitioning
example shown in Fig. 3
L 1 L 2 L 3
Fig. 3a {L 11 ,L 12 } – –
Fig. 3b {L 11 } {L 21 } –
Fig. 3c {L 11 ,L 12 } {L 21 } –
Fig. 3d {L 11 } {L 21 } {L 31 }
Table 2 Sublists appearing in each partitioning example shown in Fig. 3
X1 X2 X3
Fig. 3a L 11 = {1, 2},L 12 = {2, 3, 4} – –
Fig. 3b L 11 = {1, 5} L 21 = {3, 4, 6} –
Fig. 3c L 11 = {1, 7, 8},L 12 = {1, 9} L 21 = {3, 4, 6} –
Fig. 3d L 11 = {7, 8, 10, 11} L 21 = {3, 4, 6} L 31 = {9, 12}
The X subdomain covered by each set Xp , p ∈ {1, 2, 3}, varies with each example. The relevant subdomain
is marked next to each diagram
such that
ri(X (i)) ∩ ri(X ( j)) = ∅ for all i, j ∈ L ps , i = j, s ∈ 1, . . . , sp, (33)
ri(Y (i)) ∩ ri(Y ( j)) = ∅ for all i, j ∈ L ps , i = j, s ∈ 1, . . . , sp, (34)
where ri(·) denotes the (relative) interior of a set [18]. The meaning of Eqs. (33)–(34)
is that every sublist contains nodes with overlapping X subdomains but non-overlapping
Y subdomains. In particular, every sublist L ps , s ∈ 1, . . . , sp , must represent a Y parti-
tion. Namely, the collection of subdomains {Y (k)}, k ∈ L ps , is a partition of Y for each
s ∈ 1, . . . , sp . Also, every node in L p has to be in at least one Y partition.
This requirement can be visualized in Fig. 3, where for a member set Xp, p ∈ P , more
than one sublist may satisfy (32)–(34), i.e., sp ≥ 1, and a given node can appear in more than
one sublist. In particular, in Fig. 3a, X1 has two sublists, L 11 and L 12 , and node 2 belongs to
both sublists. This is necessary to ensure that each sublist represents a Y partition.
Remark 11 To recapitulate, each independent list L p , p ∈ P , covers all x values in the
member set Xp of the X partition, and the “whole” Y as a collection of sp Y partitions:10
Yp =
⋃
1≤s≤sp
⋃
k∈L ps
Y (k). (35)
In other words, in the B&S framework, the set {Xp : p ∈ P} cannot be any X partition,
but has to satisfy the requirement that for all x ∈ Xp the “whole” Y is maintained. This
requirement is met via the management of the independent lists (30) and their sublists (32).
Finally, let us consider list L p , p ∈ P , and branch on some of its nodes. If, after the
partitioning of nodes, there exist index sets I and J such that:
I ∩ J = ∅, I ∪ J = 1, . . . , sp,
{L pi : i ∈ I } ∩ {L pj : j ∈ J } = ∅, (IC)
10 Recall that we use quotes to refer to the “whole” inner space because some Y subdomains are eliminated
at some point due to fathoming (cf. Sect. 4.6). As a result, we may have Yp ⊂ Y for some p ∈ P .
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this means that list L p can be replaced by two (new) independent lists L p1 and L p2
corresponding to refined subdomains Xp1 and Xp2 , respectively, that form a partition of
Xp . The new independent lists are:
L p1 := {L pi }, i ∈ I ⊂ 1, . . . , sp, (36)
L p2 := {L pj }, j ∈ J ⊂ 1, . . . , sp, (37)
where p1 := p and p2 := |P| + 1. We refer to condition (IC) as the independence condition
because it implies that sets {L pi : i ∈ I } and {L pj : j ∈ J } cover no overlapping X
subdomains, i.e., they have become independent. The dimension of P is increased:
|P| := |P| + 1. (38)
For example, list L 1 in Fig. 3a is replaced by lists L 1 and L 2 in Fig. 3b after branching on
the X space.
Remark 12 A node k not yet fully fathomed must belong to an independent list L p for some
p ∈ P , i.e., there must exist at least one sublist L ps ∈ L p such that k ∈ L ps . For simplicity,
we use the shorthand notation k ∈ L p . Combining this with Remark 10, we have
∃p ∈ P : k ∈ (L ∪ LIn) ∩ Lp (39)
for any node k in the branch-and-bound tree that has not yet been fully fathomed.
Remark 13 Note that in our approach, lists L and LIn are core lists as opposed to lists Lp ,
p ∈ P , which are auxiliary. The purpose of the first two lists is to indicate which nodes
may require further exploration (branching). The union of these two lists corresponds to the
overall list of open nodes in a classical branch-and-bound method. On the other hand, the
purpose of the auxiliary lists Lp , p ∈ P , is to classify all nodes in the union of L and LIn
according to X and Y partitioning.
Having introduced the key partitioning concepts, we now present the bounding problems
at some node k = 1 in the branch-and-bound tree. These are derived from the bounding
problems for the root node presented in Sect. 3.
4.2 Subdivision process
In this paper, at each node k we consider an (n + m)-rectangle:
k:={t := (x, y) ∈ X (k) × Y (k) ⊂ IRn+m | t (k,L) ≤ t ≤ t (k,U)},
and use (exact11) bisection for its subdivision.
Definition 4 (Bisection subdivision process [45,76]) The bisection subdivision process is the
partitioning of k by branching on the midpoint of one of the longest edges, e.g., [t (k,L)j , t (k,U)j ],
of k:
b j :=12
(
t (k,L)j + t (k,U)j
)
.
11 For subdividing a given node k, one can use the so-called bisection of ratio r. Node k is divided into
subrectangles such that the ratio of the volume of the smaller subrectangle to that of k equals r , where
0 < r ≤ 1/2. When r = 1/2, the bisection is called exact [76].
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Then, this edge is subdivided into two (n +m)-rectangles having equal volume and such that
b j is a vertex of both:
k1 := {t | t (k,L)j ≤ t j ≤ b j , t (k,L)i ≤ ti ≤ t (k,U)i (i = j)}, (40)
k2 := {t | b j ≤ t j ≤ t (k,U)j , t (k,L)i ≤ ti ≤ t (k,U)i (i = j)}. (41)
Bisection has been shown to be an exhaustive subdivision process [45, Prop. IV. 2.].
However, it is essential to show that its exhaustiveness property with respect to the subdivision
of X is not compromised in the context of the B&S algorithm. This is because the X partition
is managed by the independent lists (30) and the fewer the independent lists the less refined
the X partition. To guarantee that independent lists are replaced by new independent lists
covering refined X subdomains, we maintain a symmetry in branches across nodes of the
same level in the branch-and-bound tree by using the lowest index rule.
Definition 5 (Lowest index coordinate selection rule [24]) Consider a node k. Select a direc-
tion j (k) as follows:
j (k) := min{ j | j ∈ {1, 2, . . . , n + m} and D( j) = n+mmax
i=1 D(i)},
where D(i) = |tUi − tLi |.
Namely, if more than one coordinate i , i = 1, . . . , n +m, satisfy the longest edge require-
ment, then the one with the smallest index is selected to be subdivided using bisection.
Definition 6 (Subdivision process of the Branch-and-Sandwich algorithm) Consider a node
k ∈ (L ∪ LIn)∩L p (recall Remark 12). Then, the B&S subdivision process comprises the
following actions.
(1) Apply lowest index selection rule of Def. 5 to select a branching variable.
(2) Partition k and create two new nodes, k1, k2, based on Def. 4.
(2.1) If branching on y-variable, every sublist L ps containing k is modified:
L
p
s = (L ps \ k) ∪ {k1, k2}. (42)
(2.2) If branching on x-variable, every sublist L ps containing k is replaced by one or two
new sublists:
– for i = 1, 2, if ri(X (ki )) ∩ ri(X ( j)) = ∅ ∀ j ∈ L ps \ {k}, create:
L
p
si = (L ps \ {k}) ∪ {ki }. (43)
(3) If (IC) is true, replace L p with two new independent lists L p1 and L p2 as in (36)–(37)
and increase |P| as in (38).
Theorem 1 The subdivision process of the Branch-and-Sandwich algorithm is exhaustive.
Proof The proof is provided in Part II of this work [47]. unionsq
Remark 14 Bisection is a typical branching strategy, but it has been shown to be non optimal
compared to hybrid approaches that combine different subdivision strategies [43]. Neverthe-
less, exploring branching strategies is beyond the scope of this article.
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4.3 Inner lower bound
At a node k ∈ (L ∪ LIn) ∩ L p , the auxiliary relaxed inner problem is:
f (k),L = min
x∈X (k),y∈Y (k)
{ f (x, y) s.t. g(x, y) ≤ 0}, (ILB)
which is tackled by the following convex relaxation:
f (k) = min
x∈X (k),y∈Y (k)
{ f˘ (k)X,Y (x, y) s.t. g˘(k)X,Y (x, y) ≤ 0}, (RILB)
where f˘ (k)X,Y (x, y) and g˘(k)X,Y (x, y) are the convex underestimators of functions f (x, y) and
g(x, y) over X (k) × Y (k), respectively.
4.4 Best inner upper bound
At a node k ∈ (L ∪ LIn) ∩ L p , the auxiliary restricted inner problem is:
f (k,U) = max
x∈X (k)
min
y∈Y (k)
{ f (x, y) s.t. g(x, y) ≤ 0}, (IUB)
which is tackled by the following relaxation, as explained in Sect. 3:
f¯ (k) = max
x0,x,y,μ,λ,ν
x0,
s.t. x0 − f (x, y) ≤ 0,
g(x, y) ≤ 0,
(x, y) ∈ X (k) × Y (k),
(x, y, μ, λ, ν) ∈ Ω(k)KKT,
(RIUB)
where Y (k) = [y(k,L), y(k,U)] and
Ω
(k)
KKT =
⎧
⎪⎪⎨
⎪⎪⎩
(x, y, μ, λ, ν) ∈ IRn+3m+r
∣
∣
∣
∣
∣
∣
∣
∣
∇y f (x, y) + μ∇y g(x, y) − λ + ν = 0,
μTg(x, y) = 0, μ ≥ 0,
λT(y(k,L) − y) = 0, λ ≥ 0,
νT(y − y(k,U) = 0, ν ≥ 0
⎫
⎪⎪⎬
⎪⎪⎭
.
(InKKT)
Remark 15 The set defined above differs from the set ΩKKT in (InKKT0) due to the different
bound constraints. However, the linearity of these constraints, resulting in nonzero gradients
for all y values,12 ensures that the constraint set over each subregion Y (k) ⊂ Y still satisfies
appropriate constraint qualifications provided that Assumption 4 is satisfied. For instance, if
the concave constraint qualification [13] is satisfied for problem (2) over Y , then it also holds
for the same problem over any subregion Y (k).
In what follows, based on the inner upper bounds computed, let f UB,p denote the best
inner upper bound value assigned to each independent list L p , p ∈ P .
12 The gradients of the bound constraints are as follows:
∇y
[
y(k,L) − y
]
= −1m = 0 ∀y,
∇y
[
y − y(k,U)
]
= 1m = 0 ∀y,
where 1m denotes a vector of ones in IRm .
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Fig. 4 Inner upper bounds in the branch-and-bound tree of Example 2
Definition 7 (Best inner upper bound) The best inner upper bound is identified in a manner
consistent with (IUB), i.e., it is the lowest value over the y variables but the largest value
over the x variables. In particular, recalling (30), each list L p , p ∈ P , has:
f UB,p = max
{
min
j∈L p1
{ f¯ ( j)}, . . . , min
j∈L psp
{ f¯ ( j)}
}
. (44)
Because within sublists non-overlapping Y subdomains are kept, the minimum value
within a sublist expresses the lowest value with respect to y. On the other hand, different
sublists represent overlapping X subdomains; hence, the largest value over all sublists is
the largest value over the x variables. For instance, consider Example 2 and a potential
branch-and-bound tree for its solution in Fig. 4.
Example 2 (Example 3.21 [58])
min
x,y
(x + 0.6)2 + y2
s.t. y ∈ arg min
y
y4 + 4
30
(−x + 1)y3 + (−0.02x2 + 0.16x − 0.4)y2
+ (0.004x3 − 0.036x2 + 0.08x)y
x ∈ [−1, 1], y ∈ [−1, 1].
(45)
Figure 5 and Table 3 illustrate how independent lists and their corresponding inner upper
bounds evolve for Example 2. Assume that we are interested in the left hand side of the tree,
e.g., in node 2. Node 2 is linked to node 3 as they form a Y partition (cf. Fig. 5a). This is
expressed with sublist L 11 = {2, 3}, which is the single member of the independent list L 1
corresponding to X1 = [−1, 1]. Using (44), the best inner upper bound of list L 1 is:
f UB,1 = min{ f¯ 2, f¯ 3} = f¯ 2 = −0.0352.
Next, we branch on x at node 2. The child nodes 4 and 5 remain linked to node 3 due to
each node forming a Y partition with node 3. This is captured by replacing sublist L 11 with
sublists L 11 = {3, 4} and L 12 = {3, 5} (cf. Fig. 5b). Thus, the independent list L 1 is updated
to L 1 = {L 11 ,L 12 } and its best inner upper bound is:
f UB,1 = max{min{ f¯ 3, f¯ 4}, min{ f¯ 3, f¯ 5}} = f¯ 5 = −0.0352.
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Fig. 5 Successive partitioning of X and Y based on the tree in Fig. 4
Table 3 Independent lists of the tree in Fig. 4, at different stages of the exploration of the branch-and-bound
tree
#Nodes in the tree X partition Independent list(s) Best inner upper bound
1 X1 = [−1, 1] L 1 = {1} f UB,1 = 0
3 X1 = [−1, 1] L 1 = {2, 3} f UB,1 = −0.0352
5 X1 = [−1, 1] L 1 = {{3, 4}, {3, 5}} f UB,1 = −0.0352
7 X1 = [−1, 1] L 1 = {{3, 4}, {3, 6, 7}} f UB,1 = −0.0352
9 X1 = [−1, 0] L 1 = {4, 8} f UB,1 = −0.0542
X2 = [0, 1] L 2 = {6, 7, 9} f UB,2 = −0.0352
Observe that at node 4, a tighter inner upper bound than the best inner upper bound has
been computed. However, the latter cannot be updated to this tighter value since we must
use a valid upper bound on the inner problem for the current X subdomain (recall Remark
9) designated by list L 1, which captures the whole of Y . Similarly, further branching on
node 5 does not lead to an update of f UB,1. The independent list at this stage becomes
L 1 = {{3, 4}, {3, 6, 7}} (cf. Fig. 5c) and the best inner upper bound is:
f UB,1 = max{min{ f¯ 3, f¯ 4}, min{ f¯ 3, f¯ 6, f¯ 7}} = f¯ 7 = −0.0352.
On the other hand, when we replace node 3 by nodes 8 and 9, list L 1 initially becomes
L 1 = {{4, 8}, {6, 7, 9}}, but the independence condition (IC) is now satisfied. As a result,
list L 1 is replaced by two new independent lists:
L 1 = {{4, 8}}, L 2 = {{6, 7, 9}},
corresponding to refined X subdomains X1 = [−1, 0] and X2 = [0, 1], respectively. The
bound of node 4 can now safely be used to update the best inner upper bound of L 1:
f UB,1 = min{ f¯ 4, f¯ 8} = f¯ 4 = −0.0542.
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The independent list L 2 inherits the best inner upper bound from its parent list and no
improvement is possible since it does not contain any node with a tighter inner upper bound:
f UB,2 = min{ f¯ 6, f¯ 7, f¯ 9} = f¯ 7 = −0.0352.
Finally, observe in Fig. 5d that each independent list L p , p = 1, 2, covers the whole Y , i.e.,
Y1 = Y2 = Y ; however, the underlying Y partitions differ within each list. Also, note that
after fathoming is introduced in Sect. 4.6, Yp may be such that Yp ⊂ Y for some p ∈ P .
4.5 Monotonically improving outer lower bound
Consider a node k ∈ L ∩L p .13 The outer lower bounding problem is formulated as follows:
F (k) = min
x,y,μ,λ,ν
F(x, y)
s.t. G(x, y) ≤ 0,
g(x, y) ≤ 0,
f (x, y) ≤ f UB,p,
(x, y) ∈ X (k) × Y (k),
(x, y, μ, λ, ν) ∈ ΩKKT,
(LB)
where f UB,p is computed/updated using (44) (cf. Def. 7). Next, we show that the outer lower
bound calculated at each node is at least as tight as the outer lower bound of the parent node
based on f UB,p being improving (non-increasing).
Lemma 1 Consider a node k ∈ L ∩ L p. For all successor nodes
ki : X (ki ) × Y (ki ) ⊂ X (k) × Y (k),
for which there exists a corresponding L p′ such that ki ∈ L ∩ L p′ , where Xp′ ⊆ Xp, the
following holds:
f UB,p′ ≤ f UB,p.
Proof First recall that independent list L p covers subdomain Xp × Yp (cf. Remark 11)
and that expression k ∈ L p implies that there exists at least one sublist L ps ∈ L p such
that k ∈ L ps , s ∈ 1, . . . , sp , (cf. Remark 12). In what follows, let us treat “branching on y”
and “branching on x” cases separately according to Def. 6. In both cases, assume that the
branching is such that two successor nodes, k1 and k2, are obtained (cf. Sect. 4.2).
Branching on y: within list L p , every sublist L ps that contains k is modified as in (42).
This modification results in no change to the overall Xp subdomain covered; hence,
p′ := p.
This also means that in each sublist L p
′
s , containing k1 and k2, the underlying subdivision
of Y is now refined since at each successor node, we have Y (ki ) ⊂ Y (k), i = 1, 2. Based
on the properties of (RIUB), this implies:
min{ f¯ (k1), f¯ (k2)} ≤ f¯ (k). (46)
As a result, from (44) (cf. Def. 7) and (46), it is clear that f UB,p′ ≤ f UB,p .
13 The outer lower bounding problem is not solved for nodes in list LIn.
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Branching on x : within list L p , every sublist L ps that contains k is replaced by one or two
new sublists as in (43). At each successor node, we have X (ki ) ⊂ X (k), i = 1, 2, and by
formulation (RIUB):
f¯ (ki ) ≤ f¯ (k), i = 1, 2. (47)
Then, if (IC) is not satisfied, list L p is preserved, i.e.,:
p′ := p, (A)
and k1, k2 ∈ L p′ . Otherwise, if (IC) is satisfied, list L p is replaced by two new inde-
pendent lists L p1 and L p2 based on (36)–(37) such that:
ki ∈ L pi , i = 1, 2,
where Xpi ⊂ Xp . Without loss of generality, let
p′ := p1. (B)
Then, in both cases, (A) and (B), by (44) and (47) we have f UB,p′ ≤ f UB,p .
unionsq
Remark 16 Observe that f UB,p′ is at least as tight in case (B) as in case (A), because Xp′ ⊂
Xp in the former as opposed to Xp′ = Xp in the latter.
Theorem 2 Consider a node k ∈ L p. For all successor nodes
ki : X (ki ) × Y (ki ) ⊂ X (k) × Y (k),
such that ki ∈ L p′ , where Xp′ ⊆ Xp, if the lower bounding problem is feasible at ki , then
F (k) ≤ F (ki ).
Proof At each successor node ki , the outer lower bound F (ki ) differs from that at the parent
node in that (i) its domain is reduced, i.e., X (ki ) × Y (ki ) ⊂ X (k) × Y (k) and (ii) the right hand
side of the constraint
f (x, y) ≤ f UB,p′
is at least as tight as that at the parent node by Lemma 1. This trivially results in an optimal
objective value at least as tight as that at the parent node. unionsq
4.6 Node fathoming rules
The success of branch-and-bound methods depends on the ability to discard subregions of
the original domain due to guarantees ensuring that the global optimal solution cannot be
found there. This process is known as fathoming. In the tree of Fig. 4, no fathoming rule was
employed and no X or Y subregion was deleted. Thus, in this case each independent list held
the whole Y , i.e., Yp = Y , p = 1, . . . , |P|, via a number of Y partitions.
In what follows, we describe how classical fathoming rules, such as the “fathom-by-
infeasibility” and “fathom-by-value-dominance” rules, are incorporated in our algorithm such
that subregions of both X and Y spaces are discarded safely. As a result, each independent
list may not hold the whole Y any more and Yp ⊆ Y , p = 1, . . . , |P|.
To start with, we highlight the implicit use of two trees during the course of our algorithm,
one for the inner problem and one for the outer problem. In the algorithm, we apply the
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classical fathoming rules to both trees independently. For brevity, we refer to those as inner-
and outer-fathoming rules.
Definition 8 (Inner-fathoming rules) Consider a node k ∈ (L ∪ LIn) ∩ L p and compute
f (k) using (RILB). If
(1) f (k) = ∞,14
(2) f (k) > f UB,p ,
then (fully) fathom node k, i.e., delete it from L or LIn and from L p .
Definition 9 (Outer-fathoming rules) Given outer objective tolerance εF , consider a node
k ∈ L ∩ L p and compute F (k) using (LB). If
(1) F (k) = ∞,
(2) F (k) ≥ FUB − εF ,
then outer fathom node k, i.e., move it from L to LIn. Hence, k ∈ LIn ∩ L p after outer
fathoming.
Moreover, if a sublist contains outer-fathomed nodes only, i.e., it no longer contains any
nodes in L which are open from the perspective of the overall problem, then it can be deleted.
This may lead to full fathoming of the corresponding nodes as long as they do not appear in
other sublists of the same independent list. The rules are summarized below.
Definition 10 (List-deletion fathoming rules) Consider a sublist L pi ∈ L p , i ∈ 1, . . . , sp .
1. If L pi ∩ L = ∅ and L pi ∩ L pj = ∅ for all j = i ∈ 1, . . . , sp , then fully fathom all
nodes k ∈ L pi , i.e., delete them from LIn and L p . Delete also sublist L pi and decrease
sp .
2. If L pi ∩ L = ∅ and L pi ∩ L pj = ∅ for some j = i ∈ 1, . . . , sp , then delete sublist L pi
and decrease sp .
3. If sp = 0, delete list L p and decrease |P|.
As a result of our node fathoming and list deletion actions, the branch-and-bound tree
may include three kind of nodes:
1. Open nodes: those in L ∩ L p for some p ∈ P . We continue exploration of these nodes
with respect to both the outer and inner problems.
2. Outer-fathomed nodes: those in LIn ∩ L p for some p ∈ P . We continue exploration of
these nodes with respect to the inner problem only.
3. Fathomed nodes: deleted from all the lists. No further exploration of these nodes is
required.
We end this section by proving a useful preliminary result, which guarantees that after
fathoming, every independent list L p , p ∈ P , still contains all promising subregions of Y
where global optimal solutions may lie for any x ∈ Xp .
Lemma 2 Use Yp ⊆ Y given in (35) to represent the Y (sub)domain maintained inside the
independent list L p, p ∈ P. For any x ∈ Xp, replace Y with Yp in the definition of O(x)
(Eq. (7)):
O(x) = arg min
y
{ f (x, y) s.t. g(x, y) ≤ 0, y ∈ Yp}.
14 The rule f¯ (k) = −∞ could also be added to inner-fathoming rules only in the cases where the set ΩKKT
is independent of the bounds on y.
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Fig. 6 The dark boxes denote
fully fathomed nodes but only
Y (d) has been deleted from L p
for all x ∈ Xp
Then,
O(x) = O(x). (48)
Proof Yp is the union of the Y subregions of all the nodes in L p , i.e., across all sublists.
A subregion Y (d) ⊂ Y is permanently deleted from L p only if it is deleted for all x ∈ Xp
(e.g., cf. Fig. 6). In view of this, define the set of fathomed Y domains for Xp as follows:
F p :=
{
⋃
d
Y (d) | Y (d) ⊂ Y deleted for all x ∈ Xp
}
. (49)
Then,
Yp = Y \ F p.
If F p = ∅, then Yp = Y and (48) holds. Otherwise, if F p = ∅, then Yp ⊂ Y . In this case,
to prove (48), it suffices to show that
O(x) ∩ F p = ∅ ∀x ∈ Xp. (50)
We prove (50) by contradiction. Assume that there exists a point y ∈ O(x), for some x ∈ Xp ,
such that y ∈ F p . The former implies that there exists x ∈ Xp such that:
g(x, y) ≤ 0, (51)
f (x, y) ≤ w(x). (52)
On the other hand, y ∈ F p implies that for all x ∈ Xp , either the inner problem is infeasible:
g(x, y) > 0 for all x ∈ Xp, (53)
contradicting (51), or that the inner objective value is greater than the best inner upper bound:
f (x, y) > f UB,p for all x ∈ Xp. (54)
Since w(x) ≤ f UB,p for all x ∈ Xp , this contradicts (52). Hence, no inner optimal solution
can lie in F p for any x ∈ Xp and this contradicts our assumption that y ∈ O(x). unionsq
Remark 17 Notice that the sets F p , p = 1, . . . , |P|, are infeasible in the bilevel problem
(1) due to (50), i.e., infeasible in the sense of [45, Def. IV.2.]; hence, these are safely deleted.
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4.7 Valid outer upper bound and incumbent solution
Consider a node k ∈ L ∩ L p . Then, given x¯ ∈ X and fixed inner objective tolerance ε f ,
the outer upper bounding problem is:
F¯ (k′) = min
y∈Y (k′)
F(x¯, y)
s.t. G(x¯, y) ≤ 0,
g(x¯, y) ≤ 0,
f (x¯, y) ≤ w(k′)(x¯) + ε f ,
(UB)
where
k′ := arg min
j∈L p
{w( j)(x¯)}, (MinRISP)
w( j)(x¯) := min
y∈Y ( j)
{ f˘ ( j)y (x¯, y) s.t. g˘( j)y (x¯, y) ≤ 0}. (RISP)
Theorem 3 Consider a node k ∈ L p. Set x¯ = x (k), where (x (k), y(k)) is the solution of the
lower bounding problem (LB) at node k. Solve problem (RISP) over all nodes j ∈ L p such
that x¯ ∈ X ( j). Find k′ ∈ L p based on (MinRISP). Then, (UB), if feasible, computes a valid
upper bound on the optimal objective value of (1).
Proof To prove that (UB) always yields a valid upper bound on the optimal value of (1),
it suffices to show that any feasible point in the former, if there exists one, is ε-feasible
in the latter. To show that a point (x¯, y¯) is ε-feasible in (1), we must show that it satisfies
the conditions (13)–(15) of Def. 2, namely outer and inner feasibility, as well as ε f -global
optimality in the inner problem (2):
G(x¯, y¯) ≤ 0, (55)
g(x¯, y¯) ≤ 0, (56)
| f (x¯, y¯) − w(x¯)| ≤ ε f . (57)
For some x¯ ∈ X , any feasible point y¯ in (UB) satisfies conditions (13) and (14). Moreover,
due to inner feasibility, the following holds:
w(x¯) − ε f ≤ f (x¯, y¯). (58)
By feasibility of y¯ in (UB), we also have:
f (x¯, y¯) ≤ w(k′)(x¯) + ε f = minj∈L p w
( j)(x¯) + ε f , (59)
where the equality is by (MinRISP). Then,
min
j∈L p w
( j)(x¯) ≤ min
j∈L p w
( j)(x¯) = w(x¯), (60)
where the inequality is due to the properties of the underestimators and the equality is by
Lemma 2. Hence,
f (x¯, y¯) ≤ w(x¯) + ε f . (61)
As a result, (57) follows from (58) and (61). unionsq
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A point (x¯, y¯) computed with the proposed upper bounding problem is therefore always
ε-feasible in (1), thanks to the proposed selection procedure for the appropriate subdomains
of Y based on (MinRISP). If F¯ (k′) is lower than the current incumbent value FUB, i.e., the
best (lowest) outer upper bound known so far, then we update FUB:
FUB := min{F¯ (k′), FUB}.
Remark 18 Recall that in this work, we employ the αBB convexification techniques [1,2]
whenever we want to construct convex relaxations. As a result, over refined subsets of Y , the
convex relaxed problems (RISP) approximate the inner subproblems (ISP) with a quadratic
convergence rate [17,52], which helps to achieve near-equality in (60) and to identify a valid
upper bound (cf. also [38, Prop. 4.1(ii)]).
4.8 Selection operation
The selection operation of the B&S algorithm includes three steps: (i) a classical selection
rule, e.g., lowest (outer) lower bound, is first applied to the open nodes in list L ; (ii) then,
the list L p corresponding to this node is identified; (iii) finally, a node in that list, i.e.,
k ∈ L ∩ L p , with the lowest level is chosen; if several nodes are at the same level in the
tree, the node corresponding to the lowest inner lower bound is chosen:
k := arg min
i
{ f (i) | i := arg min
j∈L p
{l( j)}}. (ISR)
Furthermore, we branch on outer-fathomed nodes too, i.e., nodes that belong to list LIn. In
particular, for the list L p already identified, we check whether LIn ∩L p = ∅, in which case
a node in kIn ∈ LIn ∩ L p is selected using (ISR). This node is explored further with respect
to the inner space only, since nodes in LIn are kept to provide information about the inner
global optimal solutions. To recapitulate, the selection operation of the proposed algorithm
is stated below.
Definition 11 (Selection operation of the Branch-and-Sandwich algorithm) The selection
rule of the B&S algorithm is:
(i) find a node in L with lowest overall lower bound: kLB = arg min
j∈L
{F ( j)};
(ii) find the corresponding Xp subdomain, p ∈ P , such that kLB ∈ L p;
(iii) select a node k ∈ L ∩ L p and a node kIn ∈ LIn ∩ L p , if non empty, using (ISR).
5 Branch-and-Sandwich algorithm
Given outer and inner objective tolerances εF , ε f , respectively, the proposed global opti-
mization algorithm for nonconvex bilevel problems is as follows.
Algorithm 1 Branch-and-Sandwich
Step 0: Initialization
Initialize lists: L := LIn := ∅. Set the incumbent:
(xUB, yUB) := ∅ and FUB := ∞,
the iteration counter: Iter := 0, and the node counter: nnode := 1 corresponding to
the whole domain X × Y .
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Step 1: Inner and outer bounds
Step 1.1: Solve the auxiliary relaxed inner problem (RILB0) to compute f (1). If infeasible
goto Step 2.
Step 1.2: Solve the auxiliary restricted inner problem (RIUB0). Set f UBX := f¯ (1).
Step 1.3: Solve the lower bounding problem (LB0) globally to obtain F (1). If infeasible,
goto Step 2. Otherwise, if a feasible solution (x (1), y(1)) is computed, add node
to the universal list:
L := {1}
with properties ( f (1), f¯ (1), F (1), x (1), l(1)), where l(1) := 0. Initialize the parti-
tion of X , i.e., p := 1 and X1 := X , and generate the first independent list:
L 1 := {1}.
Set the best inner upper bound for X1:
f UB,1 := f UBX .
Step 1.4: Set x¯ := x (1) and compute w(x¯) using (RISP0). Then, solve (UB0) locally to
obtain F¯ (1). If a feasible solution (x f , y f ) is obtained, update the incumbent:
(xUB, yUB) = (x f , y f ) and FUB = F¯ (1).
Step 2: Node(s) Selection
If L = ∅, terminate and report the incumbent solution and value. Otherwise,
increase the iteration counter, Iter = Iter+1, and select a list L p , a node k ∈ L p∩L
and a node kIn ∈ L p ∩ LIn, if L p ∩ LIn = ∅, based on Def. 11. Remove k from
L and kIn from LIn.
Step 3: Branching
Step 3.1: Apply steps (1)-(4) of Def. 6 on node k to create two new nodes, i.e., nnode + 1
and nnode + 2. Set nnew := 2 and
f (nnode+1) := f (nnode+2) := f (k);
f¯ (nnode+1) := f¯ (nnode+2) := f¯ (k);
F (nnode+1) := F (nnode+2) := F (k);
x (nnode+1) := x (nnode+2) := x (k);
l(nnode+1) := l(nnode+2) := l(k) + 1.
Step 3.2: If a node kIn is selected, apply steps (1)-(4) of Def. 6 on kIn to create two new
(outer-fathomed) nodes, i.e., nnode + 3 and nnode + 4. Set nnew := 4 and
f (nnode+3) := f (nnode+4) := f (kIn);
f¯ (nnode+3) := f¯ (nnode+4) := f¯ (kIn);
l(nnode+3) := l(nnode+4) := l(kIn) + 1.
Step 3.3: List management: For i = nnode +1, . . . , nnode +nnew, find the corresponding
subdomain Xpi such that i ∈ L pi and set/update f UB,pi . Apply the inner-
value-dominance node fathoming rule (cf. Def. 8).
Step 4: Inner lower bound
If there is no i ∈ {nnode + 1, . . . , nnode + nnew}, such that i ∈ L ∪ LIn, apply
the list-deletion fathoming rules (cf. Def. 10) and goto Step 2. Otherwise, for i ∈
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{nnode + 1, . . . , nnode + nnew}, such that i ∈ L pi , solve the auxiliary relaxed inner
problem (RILB) to compute f (i). If feasible and f (i) ≤ f UB,pi , then:
– if i ∈ {nnode + 1, nnode + 2}, add node i to the list L with properties
( f (i), f¯ (i), F (i), x (i), l(i));
– else if nnew = 4 and i ∈ {nnode + 3, nnode + 4}, add node i to the list LIn with
properties
( f (i), f¯ (i), l(i)).
Otherwise, remove i from L pi . Apply the list deletion rule (cf. Def. 10).
Step 5: Inner Upper Bound
If there is no i ∈ {nnode + 1, . . . , nnode + nnew}, such that i ∈ L ∪ LIn, goto
Step 2. Otherwise, for i ∈ {nnode + 1, . . . , nnode + nnew}, such that i ∈ L ∪ LIn,
solve the auxiliary restricted inner problem (RIUB) to compute f¯ (i). Update f¯ (i) in
L or in LIn and then update f UB,pi using Eq. (44) (cf. Def. 7). Apply the inner-
value-dominance node fathoming rule (cf. Def. 8) and, if necessary, the list deletion
procedure (cf. Def. 10).
Step 6: Outer lower bound
If there is no i ∈ {nnode + 1, nnode + 2}, such that i ∈ L , goto Step 2. Otherwise,
for i ∈ {nnode + 1, nnode + 2}, such that i ∈ L , solve the lower bounding problem
(LB) globally to obtain F (i). If a feasible solution (x (i), y(i)) is obtained with F (i) ≤
FUB +εF , update F (i) and x (i) in L . If F (i) ≥ FUB −εF , move i from L to the list
LIn with properties ( f (i), f¯ (i), l(i)) and apply the list deletion procedure (cf. Def.
10).
Step 7: Outer upper bound If there is no i ∈ {nnode + 1, nnode + 2}, such that i ∈ L , goto
Step 2. Otherwise, for i = nnode + 1, nnode + 2, such that i ∈ L , do:
Step 7.1: Set x¯ := x (i) and, using (RISP), compute w( j)(x¯) for all j ∈ L pi , such that
x¯ ∈ X ( j). Set i ′ based on (MinRISP).
Step 7.2: Solve (UB) (locally) to obtain F¯ (i ′). If a feasible solution (x (i ′)f , y(i
′)
f ) is obtained
with F¯ (i ′) < FUB update the incumbent:
(xUB, yUB) = (x (i ′)f , y(i
′)
f ) and F
UB = F¯ (i ′).
Move from the list L to the list LIn all nodes j such that F ( j) ≥ FUB − εF
and apply the list deletion procedure (cf. Def. 10). Increase the node counter,
i.e., nnode = nnode + nnew, and goto Step 2.
Note that in Steps 4–5, we start by testing whether the new nodes for inner and outer
exploration, created in Step 3, still exist following the application of node fathoming in Step
3.3 and in Step 4. As more node fathoming may take place in Step 5 (resp. Step 6), we start
Step 6 (resp. Step 7) by testing whether there still exist any new nodes for outer exploration. A
detailed step-by-step application of the algorithm on two suitable test problems is presented
in Part II of this work [47], which focuses on the application of the algorithm to problems
from the literature as well as on its convergence properties.
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6 Conclusions
We presented a branch-and-bound scheme, the B&S algorithm, for the solution of optimistic
bilevel programming problems that satisfy an appropriate regularity condition in the inner
problem. The novelty of our scheme is threefold as it: (i) encompasses implicitly two branch-
and-bound trees, (ii) introduces a simple outer lower bounding problem with the useful feature
that it is always obtained from the lower bounding problem of the parent node, and (iii) allows
branch-and-bound with respect to the inner and the outer variables without distinction, but at
the same time it keeps track of the partitioning of Y for successively refined subdomains of X .
The convergence properties of the algorithm are explored in Part II of this work and finite
convergence to an ε-optimal global solution is proved [47]. The success of the proposed
method depends on having good inner upper bounds for value dominance fathoming and
for (outer) fathoming by outer infeasibility. The application of the algorithm to numerical
examples is also considered in Part II.
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