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ABSTRACT
This dissertation details the development of an open source, frequency domain
multiplexed (FDM) readout for large-format arrays of superconducting lumped-
element kinetic inductance detectors (LEKIDs). The system architecture is designed
to meet the requirements of current and next generation balloon-borne and ground-
based submillimeter (sub-mm), far-infrared (FIR) andmillimeter-wave (mm-wave) as-
tronomical cameras, whose science goals will soon drive the pixel counts of sub-mm
detector arrays from the kilopixel to themegapixel regime. The in-flight performance
of the readout system was verified during the summer, 2018 flight of ASI’s OLIMPO
balloon-borne telescope, from Svalbard, Norway. This was the first flight for both
LEKID detectors and their associated readout electronics. In winter 2019/2020, the
system will fly on NASA’s long-duration Balloon Borne Large Aperture Submillime-
ter Telescope (BLAST-TNG), a sub-mm polarimeter which will map the polarized
thermal emission from cosmic dust at 250, 350 and 500 microns (spatial resolution
of 3000, 4100 and 5900). It is also a core system in several upcoming ground based mm-
wave instruments which will soon observe at the 50 m Large Millimeter Telescope
(e.g., TolTEC, SuperSpec, MUSCAT), at Sierra Negra, Mexico.
The design and verification of the FPGA firmware, software and electronics
which make up the system are described in detail. Primary system requirements are
derived from the science objectives of BLAST-TNG, and discussed in the context of
relevant size, weight, power and cost (SWaP-C) considerations for balloon platforms.
The system was used to characterize the instrumental performance of the BLAST-
TNG receiver and detector arrays in the lead-up to the 2019/2020 flight attempt from
McMurdo Station, Antarctica. The results of this characterization are interpreted by
applying a parametric software model of a LEKID detector to the measured data
i
in order to estimate important system parameters, including the optical efficiency,
optical passbands and sensitivity.
The role that magnetic fields (B-fields) play in shaping structures on various scales
in the interstellar medium is one of the central areas of research which is carried out
by sub-mm/FIR observatories. The Davis-Chandrasekhar-Fermi Method (DCFM)
is applied to a BLASTPol 2012 map (smoothed to 50) of the inner 1.25 deg2 of the
Carina Nebula Complex (CNC, NGC 3372) in order to estimate the strength of the
B-field in the plane-of-the-sky (BPOS). The resulting map contains estimates of BPOS
along several thousand sightlines through the CNC. This data analysis pipeline will be
used to process maps of the CNC and other science targets which will be produced
during the upcoming BLAST-TNG flight. A target selection survey of five nearby
external galaxies which will be mapped during the flight is also presented.
ii
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Chapter 1
INTRODUCTION
This dissertation describes the development and implementation of a readout sys-
tem for a novel detector technology known as the microwave kinetic inductance de-
tector (MKID, or KID) (Day et al., 2003; Mazin, 2005). MKIDs are superconducting
resonators which change their resonant frequency in response to the absorption of
incident photons that have enough energy to break apart superconducting Cooper
pairs. The change in resonant frequency is proportional to the amount of optical
power which has been absorbed by the inductor of the resonator.
When combined, the detector arrays and readout system form the core of a pow-
erful astronomical camera. Although many MKID architectures exist, the one which
is primarily discussed in this document is the lumped-element kinetic inductance de-
tector (LEKID) (Doyle et al., 2008). The tunable resonant frequencies of MKIDs
allow them to be frequency domain multiplexed (FDM) on a single feedline. Current
multiplexing factors are in the kilopixel regime. However, the demands of next gen-
eration submillimeter (sub-mm), far-infrared (FIR) and millimeter-wave (mm-wave)
observatories (e.g., CMB-S4 (Abitbol et al., 2017)) are rapidly pushing the pixel count
requirement into the megapixel regime. Fortunately, recent advances in FPGA-based
electronics have enabled the use of high speed digital signal processing (DSP) algo-
rithms which are required to match the high multiplexing factors of the detector
arrays.
The ASU LEKID readout incorporates firmware, software and electronics which
are specifically designed to work with astronomical MKID/LEKID instruments ob-
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serving in the sub-mm/FIR/mm-wave (see Section 1.1). These instruments are in-
stalled on ground-based and stratospheric balloon-based observatories. Although
the ASU detector readout has been integrated into several current and planned in-
struments, it was primarily designed for NASA’s Next Generation Balloon-Borne
Large Aperture Submillimeter Telescope (BLAST-TNG) (Dober et al., 2014). Its
design architecture and initial performance are described in Gordon et al. (2016).
BLAST-TNG (see Section 1.4) is scheduled for a 28 day flight fromNASA’s Long
Duration Balloon Facility (LDB) near McMurdo Station, Antarctica, during winter
2019/2020. If it succeeds, this flight will be the second for an MKID-based cam-
era system. In July, 2018, the readout system flew on the Italian Space Agency’s
(ISA) OLIMPO balloon, which was the first test of these emerging technologies in a
space-like environment (Masi et al., 2019). The lessons learned from each successive
application of the system lead to improvements in system performance and reliability.
Successful balloon flights can advance the NASA technology-readiness-level (TRL)
of such systems to the point at which they can be used on a space-based observatory.
1.1 Submillimeter and Millimeter Wave Astronomy
The primary purpose of the detector technology which is the subject of this dis-
sertation is to enable sub-mm/FIR and mm-wave astronomy. The terminology used
to refer to these regions of the electromagnetic spectrum is sometimes the source of
confusion. In this work, the terms mean the following:
Submillimeter : Wavelengths of 0.1–1 mm (frequencies of 0.3–3 THz, which some
astronomers refer to as the terahertz band).
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Millimeter : Wavelengths of 1–10 mm (frequencies of 30–300 GHz). The mi-
crowave band, here defined as 0.3–300 GHz, overlaps the entire mm-wave band.
Far-infrared : Wavelengths of 25–350 m (frequencies of 0.857–12 THz). FIR
shares some overlap with the sub-mm band.
1.1.1 Atmospheric Transmission
The sub-mm/FIR/mm-wave radiation that we detect from space is heat emit-
ted by microscopic particles which fill the spiral arms of galaxies. These particles
are collectively referred to as cosmic dust. Since the discovery of cosmic dust in
the 1930s-40s, its study has advanced at a constant but relatively slow pace when
compared to other areas of research within astronomy and astrophysics. This lag in
development can be attributed to two main factors.
The first factor is that the photons which are emitted by the dust, which is mostly
at temperatures .100 K, are at very low energies. Their successful detection there-
fore requires extremely low backgrounds, along with the use of very sensitive devices,
such as superconductors. The second factor is that the troposphere is mostly opaque
to the dust emission, due to absorption by water vapor, oxygen and carbon dioxide.
Observations of the sub-mm emission from spacemust therefore be conducted from
sites that are as high in altitude and as dry (in terms of precipitable water vapor) as
possible. At present, the two best sites in the world from which to conduct sub-mm
astronomy are the Atacama desert in Chile, and Antarctica.
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1.2 Cosmic Dust
In the 19th century, the question of why the night sky is mostly dark, given a
presumably infinite number of stars, came to be known as Olbers’ Paradox. The
commonly known solutions, which have become more nuanced over the course of
time, usually cite the confluence of the vastness of space and the finite speed of light1.
While these solutions suffice, they typically leave out an often overlooked contributor
to the darkness of the night sky. This is cosmic dust.
Cosmic dust fills the spiral arms of the Milky Way and other galaxies which host
active star formation. On a very dark night, the dust lanes of the Milky Way are
noticeably darker than surrounding starlit regions of the sky (see Figure 1).
Figure 1. The Milky Way galaxy, from Cerro Paranal, Chile. The dust, which is
mostly confined inside the spiral arms, obscures the glow of billions of background
stars. Image from Bruno Gilli/ESO: https://www.eso.org
It has been almost a century since astronomers first became interested in inter-
stellar dust and started to study its properties in earnest. These earlier astronomers
thought of the dust as being somewhat akin to smoke. In Dust in the Galactic Environ-
ment (Whittet, 2002), the author writes:
1This speed limit applies to all forms of information transfer.
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“The term smoke was often used to describe these particles in the early literature.
Smoke implies the product of combustion, whereas dust implies finely powdered mat-
ter resulting from the abrasion of solids. The former is arguably more appropriate
as a description of the particles condensing in a stellar atmosphere, now regarded as
an important source of interstellar grains.”2
1.2.1 Observational Inferences
Several key observational inferences about the dust point to its role as an im-
portant catalyst in both small and large-scale processes related to star formation in
galaxies. The grains exhibit differential, or wavelength-dependent extinction, absorb-
ing photons in the optical and near-infrared (O/NIR) while scattering higher energy
photons out of the line-of-sight (LOS). The radiation which is absorbed by the grains
is re-emitted in the sub-mm/FIR/mm-wave bands. This thermal emission is linearly
polarized (see Section 1.2.3).
The extinction curve of the interstellar dust indicates a size distribution of0.05–
0.5 m, where the smallest grains are individual molecules (e.g., polycyclic aromatic
hydrocarbons (PAHs)). The exact composition and material properties of the grains
are the subject of ongoing study (see, e.g., Andersson et al. (2015); Draine (2003)).
The O/NIR dust SED indicates that the continuum emission is due to a population
of silicate grains, while narrow emission features correspond to PAHs and other car-
bonaceous grains. The sub-mm/FIR polarization spectrum of the dust, as measured
in nearby molecular clouds (MCs), contains a minimum at 350 m (Figure 2). This
feature indicates that the observed SED is the result of two distinct dust populations.
2Italics added.
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Figure 2. The sub-mm polarization spectrum (normalized to the polarized emission
at 350 m) for several nearby MCs (Andersson et al., 2015). The minimum in the
spectrum at 350 m points to a two-component dust population.
Measurements of the spectral energy distribution (SED) of the extragalactic back-
ground light (EBL) show that roughly the same amount of energy is contained in the
sub-mm/FIR part of the spectrum as in the O/NIR (see Figure 3). These two dis-
tinct regions of the SED are known as the cosmic-optical-background (COB) and
cosmic-infrared-background (CIB). The COB and CIB peak at1 m and100 m.
By comparing measurements of the GOODS-S region of the sky taken by BLAST
2006 at 250, 350 and 500 m with those taken in other wavebands, it was discovered
that approximately half of the CIB can be associated with individual sub-mm galax-
ies (SMGs) at cosmological redshifts of 1  z  4 (Devlin et al. (2009a); Marsden
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et al. (2009); Pascale et al. (2009)). This redshift range corresponds to a period in the
universe’s history when star formation occurred at rates which are many times higher
than that which is observed in the present day universe.
Figure 3. The SED of the EBL, produced from Spitzer observations (Dole et al.,
2006). The amount of energy contained in the COB (blue) and CIB (red) is roughly
equal.
1.2.2 The Lifecycle of Cosmic Dust
Interstellar dust is perpetually recycled in the ISM of galaxies. The raw elements
of which it consists are created by main-sequence stars. These refractory elements
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condense out of the cool photospheres of AGB stars and planetary nebulae, and
coalesce into grains. More dust is created by supernovae.
After it is created, the dust is dispersed into the ISM surrounding its parent star
by stellar winds produced by OB and AGB stars, and by the violent explosions of
supernovae. Once in the diffuse ISM, it becomes incorporated into MCs, the birth
places of stars. A strong correlation has been observed between the star formation
rate (SFR) of galaxies and their dust mass (da Cunha et al., 2010). As a rule of thumb,
the gas-to-dust mass ratio of the ISM of the Milky Way and other spiral galaxies is
commonly assumed to be 100.
Inside MCs, The charged surfaces of the grains serve as the sites of molecular
hydrogen formation. In the densest regions of MCs, the dust is collisionally coupled
to the gas, and shields it from the ionizing radiation from nearby stars. These two
effects allow the gas and dust to cool together, further collapsing under gravity. In
prestellar cores, the dust temperatures can range from 10–100 K.
Following star formation, some of the dust grains are recycled by the star, and
others become incorporated into newly formed planets, asteroids and other solar
system bodies. In regions of a galaxy which contain little to no star formation, the
remaining dust grains are eventually destroyed by cosmic rays.
1.2.3 The Role of Dust as a Tracer of Cosmic Magnetic Fields
Observed SFRs in Galactic MCs are far lower than what is expected from a the-
oretical model of cloud collapse which considers only gravity. Theorists seeking an
explanation for what could be slowing the collapse of prestellar cores have settled
on two likely culprits. These are supersonic turbulence and magnetic fields (B-fields).
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Turbulence prevents the effective dissipation of gravitational energy, while B-fields
provide an additional source of pressure support that slows, or even halts, the gravi-
tational collapse of MCs.
In the 1940s, astronomers discovered that a small fraction of the O/NIR light
which is received from stars is linearly polarized (Hall (1949); Hiltner (1949)). The
correlation between the polarization of starlight and the previously observed phe-
nomenon of interstellar reddening pointed to cosmic dust as the cause of the polariza-
tion. Since the O/NIR starlight is linearly polarized, so is the portion of the starlight
which was absorbed by interstellar dust and re-emitted at sub-mm/FIR wavelengths.
The cause of the linear polarization of thermal dust emission is rooted in the as-
pherical nature of the grains. Through a complex alignment mechanism, the aspher-
ical dust grains, which are spinning due to interactions with the gas and radiation
field, end up having their long axes orthogonal to the local B-field direction. Con-
sequently, the electric field (E-field) of the thermal radiation emitted by the dust is
preferentially oriented along the long axis of the grains. By rotating the measured
polarization angle of the E-field by 90 degrees, the direction of the B-field in the
plane-of-the-sky (BPOS) can be inferred. Because the polarity of BPOS is unknown,
it is referred to as a pseudovector.
The physics of the alignment mechanism which is responsible for aligning the
dust grains with the local B-field has been the subject of long debate (Andersson
et al., 2015). The most commonly accepted mechanism is described by the theory of
radiative alignment torques (RAT) (Lazarian and Hoang, 2007). In RAT theory, the
alignment is facilitated by both the anisotropy of the radiation field and the param-
agnetic nature of the dust grains.
Without additional knowledge of the B-field, the magnitude of BPOS is difficult
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to estimate. However, indirect methods, such as the Davis-Chandrasekhar-Fermi
method (DCFM) (Chandrasekhar and Fermi, 1953), can sometimes be used to place
upper constraints on the field strength (see Chapter 5).
1.2.4 Combining Total Intensity and Polarization Measurements
By combining total intensity and polarization measurements of the same region,
it is possible to ascertain the relative orientations between BPOS and matter struc-
tures composed of gas and dust. The data yielded by such observations can be used
to model the relationship between the B-field and several environmental variables,
including temperature, hydrogen and dust column density and polarization fraction.
The relationship between the above parameters continues to be examined across
a wide range of spatial scales. An example of one such analysis is shown in Figure 4
(Fissel et al., 2016). The color scale is the BLASTPol 2012 500 m dust intensity,
and the drapery pattern is a line-integral-convolution (LIC) of BPOS (see Section 5.2).
The spatial resolution in the image is 2.5 pc, which is sufficient to resolve the large
scale filamentary structure of MCs, but not structures within individual filaments
(this requires resolution of .0.1 pc).
1.2.5 The Role of Cosmic Dust as a CMB Foreground
By virtue of being polarized, thermal emission from interstellar dust grains poses
a problem for polarization measurements of the Cosmic Microwave Background
(CMB) radiation. It is now known that the polarized emission from diffuse Galactic
dust is the dominant CMB foreground at frequencies above 100 GHz (Adam et al.,
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Figure 4. A LIC map of the Vela-C MC, produced from BLASTPol 2012 data
(Fissel et al., 2016). The color scale is 500 m dust intensity.
2016). Any attempt to detect primordial B-mode polarization in the CMB will be
hindered by the polarized dust foreground emission. The solution to this problem
is to carefully map the dust polarization in the same regions which are observed by
CMB telescopes, over as wide a waveband as possible. The foreground signal can
then be cross-correlated with the CMB measurements, and removed.
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1.3 Technologies for Submillimeter and Millimeter-Wave Astronomy
MKIDs are incoherent detectors, measuring the total power in the incident elec-
tromagnetic radiation (photons), but not the phase. In a semiconductor sensor such
as a charge-coupled device (CCD), the energy band gap of 1 eV restricts their op-
tical response to wavelengths between 0.3–1 m. The superconducting band gap
is O(10 3) smaller than that of a semiconductor. Consequently, MKIDs (and other
superconducting detector technologies) can be engineered to detect radiation which
spans the energy range between mm-waves and Gamma-rays.
The narrow energy band gap of MKIDs and other superconducting detec-
tors gives them better sensitivity than semiconductor-based detectors. However,
they must be operated at a temperature which minimizes the thermal device noise
(generation-recombination (GR) noise) to below the level of the photon (shot) noise
in the passband. As a rule of thumb, this temperature should be Tc/8 (Mazin et al.,
2013), where Tc is the critical temperature of the device. For a typical MKID Tc of
1.5 K, this corresponds to fridge temperatures of 100–300 mK.
To achieve and maintain such low temperatures throughout an astronomical ob-
servation is an engineering feat in its own right. In order to shield the detectors
from the thermal radiation of the elements within the optical system, such as mir-
rors, filters and optomechanics, it is necessary to cool as much of the optical system
as possible (sometimes to as low as 4 K). Cooling of the optics and detectors (also
some of the readout electronics, in certain cases) is facilitated using combinations of
open and closed-cycle cryostats which use liquid and gaseous Helium-4 (LH4) and
Helium-3 (LH3) as coolant.
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1.3.1 KIDs and TESs
In many aspects, the KID may be considered a successor to the transition-edge
sensor (TES) bolometer. TESs, which take a variety forms, have been used by many
successful ground, balloon and spaced-based sub-mm/FIR/mm-wave observatories.
They are also the chosen sensor technology of several current and planned astronom-
ical observatories (e.g., The Simons Observatory (Ade et al., 2019)).
TESs consist of a superconducting absorber which is part of a voltage-biased
circuit that has been tuned to just above the edge of its superconducting transition-
edge. The TES is inductively coupled to a superconducting quantum interference
device (SQUID) followed by a low-noise amplifier (LNA). Incident photons cause
the absorber to heat up, increasing the resistance of the TES. Because the TES is
voltage-biased, the rise in resistance causes the current through the TES to decrease.
The change in current is read out using the SQUID. The voltage-biasing of TESs
establishes negative electrothermal feedback, which restores them to their supercon-
ducting state after each absorption of a photon.
As astronomical detectors, KIDs and TESs have relative advantages and disad-
vantages, particularly in regards to their readout systems. A detailed comparison of
the two technologies can be found in Mauskopf (2018). While more recent TES
cameras use FDM readouts (MUX, see e.g, Stanchfield et al. (2016)), TESs have
been traditionally time-domain multiplexed (TDM). In the TDM readout, NM de-
tectors are read out in sequence by N-columns of SQUID-switches. In a given data
frame, each TES is readout 1=N of the time, where N is the multiplexing factor. At
present, the highest multiplexing factors which have been achieved are N of 64–128
(Henderson et al. (2016); Mates et al. (2017)).
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In addition to their limited multiplexing factor, the cryogenic part of the TES
readout requires many cryogenic wires/wirebonds (N +M wires for N M TESs
(Mauskopf, 2018)). The thermal noise in the readout chain can be higher than in
KID systems due to the dissipative readout. KIDs, by virtue of being FDM, require
only one cryogenic feedline and LNA for N detectors. With the exception of the
LNA, their readout electronics are entirely room-temperature.
Despite the relative complexity of their readouts, TESs do have advantages over
KIDs. The dissipative readout gives the advantage of self-regulation through elec-
trothermal equilibrium, which increases their response time after each photon hit.
KIDs have no equivalent self-regulating mechanism, which makes biasing them
somewhat challenging. Another advantage of the TES readout is that the sum of
the absorbed optical power and readout power is constant. With KID readout sys-
tems, signal processing must be performed on the raw data outputs in order to make
it proportional to the absorbed optical power (see Chapter 4).
As for their noise properties, TESs are typically stable at frequencies down to
a few millihertz. Many KIDs are observed to have excess noise at low frequen-
cies, which has implications for the mapping capabilities of the experiment (see Sec-
tion 3.1.3).
1.4 BLAST-TNG
The Next Generation Balloon-borne Large Aperture Submillimeter Telescope
(BLAST-TNG) is a sub-mm imaging polarimeter which will map the polarized ther-
mal emission from interstellar dust, revealing B-field structures in nearby MCs, giant
molecular clouds (GMCs), the diffuse interstellar medium and in nearby external
14
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galaxies. It will observe in three 30% bands centered at 250, 350 and 500 microns
(1200, 857 and 600 GHz), with spatial resolution of 3000, 4100 and 5000. These physical
scales bridge the gap between the 50 all-sky polarization maps produced by the ESA’s
Planck space observatory, and ALMA’s sub-arcsecond resolution.
The experiment is scheduled for a 28 day flight from NASA’s Long Duration
Balloon Facility, near McMurdo Station, Antarctica, in winter 2019/20203. BLAST-
TNG is the latest incarnation of a series of BLAST experiments which date back to
2005. Previous BLAST payloads had successful flights in 2005, 2006, 2010 and 2012.
Table 1 lists key instrumental parameters for each of these experiments. BLAST-
TNG is ‘next-generation’ for several reasons. Chief among these are:
Detectors and readout electronics: BLAST-TNG is the first NASA-funded balloon
experiment to feature large-format (kilopixel scale) arrays of LEKIDs, along
with the highly multiplexed FPGA-based electronics which are required to read
them out4. Its camera features 3,000 dual-polarization sensitive, horn-coupled
LEKIDs, which are fabricated from a trilayer substrate consisting of titanium
nitride/titanium/titanium nitride (TiN/Ti/TiN) (Hubmayr et al., 2014). In this
capacity, BLAST-TNG serves as a pathfinder for upcoming balloon experiments,
including EXCLAIM (Switzer, 2017) and TIM/STARFIRE (Aguirre et al., 2018).
Primary mirror : BLAST-TNG’s 2.5 m diameter primary mirror is based on a
composite carbon fiber reinforced polymer (CFRP) design developed by Alliance
3Several launch attempts were made in winter 2018/2019, but the flight was ultimately delayed
until the following season.
4In summer, 2018, the ASI’s OLIMPO balloon succeeded in becoming the first flight for LEKID
detectors. Their readout system was based on the firmware and software from the ASU detector
system, with a modified set of intermediate frequency (IF) electronics (see Section 1.5).
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Spacesystems5. The primary mirror will be the largest to-date which has flown on a
long-duration stratospheric balloon. The optical design of BLAST-TNG is described
in Lourie et al. (2018).
Mapping speed : With its large aperture primary mirror and3,00 LEKID detectors,
the mapping speed of BLAST-TNG is expected to be much greater than that of its
predecessor, BLASTPol 2012. The resulting maps will contain hundreds of thou-
sands of B-field pseudo-vectors– an order of magnitude improvement over BLAST-
Pol.
1.4.1 Science with BLAST-TNG
BLAST-TNG will perform five science surveys, covering the following cate-
gories:
Nearby Molecular Clouds: These are the closest sites of active star formation (visible
from McMurdo Station, Antarctica). BLAST-TNG will map BPOS down to the scale
of the filaments of gas and dust which thread MCs. Many of the dense cores which
form the nodes of these filaments will form into stars. These maps will enable the
study of correlations between physical and environmental parameters in the MC,
including the dust polarization fraction and spectrum, gas and dust temperatures,
column densities and B-field direction and strength (see, e.g., Galitzki et al. (2014a);
Fissel et al. (2016, 2018); Shariff et al. (2019); Gandilo et al. (2016)).
Giant Molecular Clouds: GMCs are among the densest regions of the ISM, and
5https://alliancespacesystems.com/
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host large amounts of massive star formation. The clusters of massive O and B
stars which form inside GMCs inject energy into the surrounding ISM via ionizing
radiation, stellar winds and supernovae.
Diffuse Galatic ISM: In order to constrain physical models of different dust pop-
ulations and their alignment mechanisms, it is necessary to probe structures within
the ISM across a wide range of densities. This includes mapping the lower density,
diffuse regions of the ISM. These observations will provide input to numerical mod-
els which test the correlation between the measured dust polarization properties and
the orientation of the B-field.
CMB Foregrounds: Mm-wave measurements of polarization in the CMB are con-
taminated by the polarized dust emission. High resolution maps of the polarized
dust emission in the regions observed by CMB observatories are required to clean
the CMB maps of this foreground. Around 100 hours of the BLAST-TNG flight is
designated to mapping polarized dust emission on degree scales in regions of the sky
that overlap with those previously mapped by CMB observatories.
Nearby External Galaxies B-fields constitute a significant part of the energy density
in galactic ISMs. Through flux freezing and channeling of cosmic ray electrons, they
can influence the evolution of structure over a wide range of physical scales within
a galaxy. At radio wavelengths, synchrotron emission and Faraday rotation has been
used to map the large scale fields in a variety of galaxy types, including spirals, ellip-
ticals, dwarf irregulars and interacting pairs. BLAST-TNG will complement these
radio observations with the first comprehensive survey of BPOS as traced by interstel-
lar dust (see Section 6.2).
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1.5 Current KID-based Instruments
BLAST-TNG and the ASU LEKID readout build on the legacy of past sub-
mm/FIR/mm-wave cameras (e.g., MUSIC (Golwala et al., 2012), MAKO (Swenson
et al., 2012), NIKA (Bourrion et al., 2013), NIKA2 (Bourrion et al., 2016), AMKID
(van Rantwijk et al., 2016), DESHIMA (Endo et al., 2012)), as well as MKID-based
O/NIR cameras (e.g., ARCONS (Mazin et al., 2013), DARKNESS (Meeker et al.,
2018; Strader, 2016)). While much of the electronics, firmware and software which
is required to readout MKIDs is similar for sub-mm/mm-wave and O/NIR cameras,
the mode in which the detectors are operated is different.
1.5.1 Considerations on Sub-mm/mm-wave and O/NIR MKID Readout Sys-
tems
In the sub-mm/mm-wave, MKIDs are used in bolometer-mode, as power de-
tectors. In the O/NIR, they are used in Geiger-mode, to count single photon ar-
rival times and measure their energy. When KIDs are operated in bolometer (or
background-limited infrared photon, BLIP) mode, slow variations in the background
loading cause them to drift off-resonance. To track the detectors’ responsivities dur-
ing an observation requires ‘tuning’ the probe tones which are generated by the
readout system in amplitude and frequency. Tuning can be implemented in either
firmware or software, and depending on the number of detectors and detector pa-
rameters which are taken into account, can be very resource and time intensive (see,
e.g., Dodkins et al. (2018)).
While bolometric MKID systems must address the tuning requirement, they have
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the advantage of being able to read out data at lower-rates than O/NIR systems,
which must be able to register the arrival times of individual photons.
1.5.2 KID Instruments which Incorporate Elements of the ASULEKIDReadout
At the time of writing, the ASULEKID readout is a core system of several current
and planned sub-mm/mm-wave instruments. Because each instrument has different
system requirements, the elements of the readout (IF electronics, firmware, software)
are used to varying extents in each system. Key instrumental parameters for each
camera are listed in in Table 2, and the instruments are summarized below.
OLIMPO: OLIMPO (Masi et al. (2008); Paiella et al. (2019)) is a large aperture
(2.6m) balloon–bornemm-wave telescope which is designed tomeasure the Sunyaev-
Zeldovich effect (SZ). It has four bands, centered at 150, 250, 350, and 460 GHz (2,
1.2, 0.86, 0.67 mm), which utilize 19, 37, 23 and 41 aluminum (Al) horn-coupled
LEKIDs. The instrument performs spectrophotometry using a differential Fourier
transform spectrometer (DFTS) which can be inserted into the optical path using a
movable relay mirror.
In summer, 2018, OLIMPO had a successful flight from Svalbard, Norway. This
was the first flight for KID detectors and their associated FPGA-based readout elec-
tronics. The camera incorporated the ASU ROACH2 electronics, firmware and soft-
ware (two ROACH2 slices). In addition to the milestone which it represents for this
detector technology, the data which was obtained during the flight regarding the per-
formance of both the detectors and the readout system is invaluable to upcoming
KID-based balloon-borne cameras, including BLAST-TNG.
An analysis of the camera’s in-flight performance is presented inMasi et al. (2019).
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The analysis examines the detector and readout system’s noise performance, response
to cosmic ray hits and thermal behavior during the flight. It determined that in all
categories, the camera performed as expected– a finding that bodes very well for
future KID cameras.
Figure 5 (Masi et al., 2019) shows a detector phase timestream containing a cal-
ibration lamp (cal lamp) chop (left) and detector noise PSDs (right) for the same
channel, taken on the ground (red) and during the flight (blue). The cal lamp chop is
a diagnostic used to measure the detector responsivities. The noise is lower in-flight
by a factor of 2.5, due to the decreased thermal loading on the detectors from the
colder environment at float altitude (38 km).
Figure 5. Data from a single detector taken during the 2018 OLIMPO balloon
flight. The left frame shows the timestream of a cal lamp chop, taken on the ground
(red) and in flight (blue). The right frame is the noise PSD for the same channel, on
the ground (red) and in-flight (blue). The noise is lower in-flight by a factor of 2.5,
due to lower thermal loading on the detectors. Image is from Masi et al. (2019).
TolTEC : TolTEC (Velazquez et al., 2016) is a mm-wave camera which will be a
facility instrument on the LMT, with first-light planned for 2019. Its camera is based
on 7,000 dual-polarization sensitive trilayer TiN/Ti/TiN horn-coupled LEKIDs,
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similar to those used in BLAST-TNG, distributed between three bands centered at
2, 1.4, and 1.11 mm (50, 220, and 280 GHz) (Austermann et al., 2018). The readout
uses the ROACH2 firmware, software and IF electronics which have been developed
for BLAST-TNG (13 readout slices, versus the 5 used for BLAST-TNG). When
coupled to the 50 m aperture of the LMT, TolTEC will have unprecedented spatial
resolution in the mm-wave band (9.500, 6.300 and 500). This will enable it to produce
several unique data sets.
Soon after first-light, the TolTEC collaboration will conduct Four Public Legacy
Surveys which will be made freely accessible to the public after 1–2 years. Some of
first science surveys that are planned for TolTEC include6:
• 100 deg2 Large Scale Structure Survey
• 1 deg2 confusion limited Ultra-Deep Galaxy Survey
• 90 deg2 Clouds-to-Cores Legacy Survey
• Legacy Surveys of Nearby Galaxies
• The Cluster Cosmology Survey
• Magnetic Fields and Star Formation
• The Interrogation of Comets
Mexico-UK Submillimeter Camera for Astronomy (MUSCAT): MUSCAT (Brien et al.,
2018) is a LEKID camera which will be installed at the LMT along with TolTEC.
It is based on four sub-arrays of horn-coupled LEKIDs (1,600 in total) which are
cooled to 100 mK, and will observe in a single band centered at 1.1 mm. MUSCAT
utilizes the BLAST-TNG ROACH2 firmware and IF electronics.
SuperSpec: SuperSpec (Shirokoff et al. (2012);Wheeler et al. (2018)) is an on-chip
6http://toltec.astro.umass.edu/science
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filter-bank spectrometer based on antenna-coupled TiN KIDs which will have its
first on-sky engineering run at the LMT in 2019. It will perform moderate resolu-
tion (R  300) spectroscopy over 190–310 GHz (1.57–0.98 mm) using 300 channels.
SuperSpec will measure redshifted line emission (e.g., [CII]) in submillimeter galaxies
(SMGs) at cosmological redshift z of 5–9, as well as CO emission in galaxies at lower
z.
The SuperSpec camera incorporates the ROACH2 electronics, firmware and soft-
ware developed for the BLAST-TNG readout. Figure 6 (McGeehan et al., 2018)
shows a comparison between the fractional frequency noise SXX of the system mea-
sured at a base temperature of 210 mK using the SuperSpec ROACH2 system and a
Vector Network Analyzer (VNA) for tone combs consisting of 1 (blue and green) and
50 (red and pink) channels. The noise power spectral densities (PSDs) are shown for
timestreams which correspond to the on and off-resonance states (see Chapter 4).
Horizontal lines represent the expected photon-noise at the LMT sight. The sys-
tem noise (including the LNA, readout, and detectors) which is measured with the
ROACH2 system is comparable to that which is measured using VNA, for both the
single and multitone combs.
Future Instruments: In addition to the experiments listed above, two recently funded
balloon-borne cameras will incorporate elements of the ASU LEKID readout, with
added improvements to the firmware and electronics which are made possible by
the advent of ultra-high bandwidth FPGA boards (see Chapter 7). These are: The
Experiment for Cryogenic Large-aperture Intensity Mapping (EXCLAIM) (Switzer,
2017), and the Terahertz Imager (TIM/STARFIRE) (Aguirre et al., 2018).
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Figure 6. A comparison of the fractional frequency noise SXX measured using the
SuperSpec ROACH2 system and a VNA for single and multitone combs. The
horizontal lines represent the expected photon-noise at the LMT sight. The
ROACH2 system noise is comparable to that of the VNA, for both the single and
multitone combs. Image taken from McGeehan et al. (2018).
1.6 Dissertation Outline
This dissertation is organized as follows:
• Chapter 2 describes a parametric model of a LEKID which can be used to
simulate the behavior of both dark and optically loaded pixels, as well as to fit
measurements of actual LEKIDs.
• Chapter 3 introduces the ASU LEKID readout, and details the system require-
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ments, the architecture of the firmware, software and electronics, and the veri-
fication of the DSP pipeline and noise performance.
• Chapter 4 describes the instrumental characterization of the BLAST-TNG re-
ceiver and detector arrays which was conducted during the instrument inte-
gration at NASA’s Columbia Scientific Balloon Facility (CSBF) in summer,
2018, as well as during pre-flight testing at NASA’s Long Duration Balloon site
(LDB) near McMurdo Station, Antarctica, during November through January,
2018/2019. The parametric LEKID model presented in Chapter 2 is applied
to measured detector data in order to understand various characteristics of the
detector arrays and the instrument as a whole.
• Chapter 5 presents an original data analysis of the B-field morphology in the
Carina Nebula Complex (CNC, NGC 3372), using a map of the region taken
during the BLASTPol 2012 flight. In that analysis, we present what are possibly
the first estimates of the strength of BPOS over the inner 1.25 deg2 of the
CNC.
• Chapter 6 presents a target selection survey of five nearby external galaxies
which will be mapped during the 2019/2020 BLAST-TNG flight.
• Chapter A contains an operator’s manual for the C-based BLAST-TNG detec-
tor readout flight software, which includes a description of the in-flight detector
readout strategy.
• Chapter 7 presents conclusions, with a discussion of how the technological
landscape has evolved since this work began, and how it can benefit from recent
developments in the area of high speed DSP.
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Chapter 2
PARAMETRIC MODEL OF A LEKID
In the following, we develop a parametric model of a kinetic inductance detector
(KID) which can be used to interpret or fit actual measurements produced by KID
cameras or experiments. The model simulates both intrinsic circuit parameters and
measured experimental values as a functions of base temperature Tbase and absorbed
optical power Pabs. To be able to make accurate predictions, the model must incor-
porate the underlying device physics of KIDs. These physics are described within
the framework of superconductivity.
The KID model contains several device properties which require initial values.
These parameters, and the initial values which were used to produce the figures pre-
sented in the following sections, are listed in Table 3. The definition of each parame-
ter can be found in the glossary section at the beginning of this document, or in the
text below.
This chapter is organized as follows:
• Section 2.1 provides a brief overview of relevant concepts from superconduc-
tivity.
• Section 2.2 introduces the kinetic inductance (KI).
• Section 2.3 describes the temperature and power dependence of key instrinsic
and empirically determined values.
• Section 2.4 defines the KID responsivity to changes in Tc (RT ) and Pabs (RP ).
• Section 2.5 defines the instrumental sensitivity, and describes the instrumental
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noise budget for a KID instrument, detailing how each of the dominant noise
sources contributes to the total noise-equivalent power (NEP).
Parameter 250 m 350 m 500 m
wL (m) 8 10 4
lL (m) 600 900 670
tL (m) 18 18 20
N0 (ev 1m 3) 9.8  1010 9.5  1010 3  1010
Tc (K) 1.46 1.55 1.30
rec;0 (s) 3  10 6 3  10 6 3  10 6
TLNA (K) 6 6 6
Qloss 107 107 107
Qc 4  104 4  104 4  104
n (
 cm) 1 7000 7000 7000
Tbase (mK) 290 290 290
Popt (dBm) -90 -90 -90
opt 1 1 1
det 1 1 1
Table 3. Initial values of device parameters used in the KID model.
2.1 Cooper Pairs and Quasiparticles
A superconductor is a conductor whose DC resistance R disappears when it is
cooled below a material-specific temperature known as the critical temperature Tc.
The disappearance of R is accompanied by the expulsion of magnetic field (B-field)
lines from inside the material, which increases the magnetic flux at the surface. The
latter phenomenon is known as the Meissner effect.
ThatR goes to zero when a superconductor is cooled below Tc implies (by Ohm’s
Law) that an infinite DC current can be generated by the application of a finite volt-
age. However, superconductors have non-zero impedance, because the reactance
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(capacitive and inductive) does not disappear along with R. The inductance of the
superconductor prevents the instantaneous formation of an infinite current. Beyond
a maximum current known as the critical current Ic, the superconductor reverts to
its normal state. Similarly, the superconductivity can be destroyed by applying a an
external B-field whose strength exceeds the material’s critical field Bc.
The underlying physics of superconductivity was first described by Bardeen-
Cooper-Schrieffer (BCS) theory (Bardeen et al., 1957). In BCS, when a superconduc-
tor is cooled below Tc a supercurrent is created that consists of paired normal charge
carriers (holes and electrons) called Cooper pairs (CPs). The remaining charge car-
riers which have not formed pairs are referred to as quasiparticles (QP). QP have
the same spin and charge as normal electrons, but have an effective mass m? which
differs from the rest mass of an electron me.
CPs are modeled as quasi-bosons with mass of 2me and charge of 2e. The pairs
arise from electron-phonon interactions in the crystal lattice of the conductor. Cool-
ing the material decreases the thermal vibrations in the cation lattice. A single QP
moving through the lattice attracts several cations, creating a local overdensity of
positive charge, or a phonon, which propagates along with the QP. A second QP,
having opposite spin to the first, becomes attracted to the phonon, forming the sec-
ond member of the CP. The pairs have coherence lengths which are typically several
orders of magnitude greater than the lattice spacing.
From an energy standpoint, the formation of supercurrent is the consequence
of the creation of an energy band gap which forms above and below the material’s
Fermi energy:
Eg(T = 0) = 0 =
3:52
2
kTc (2.1)
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where k is Boltzmann’s constant, and 0 is the value of the band gap at absolute-
zero. The Fermi energy, EF , is the difference in the energy between the highest and
lowest states which are occupied by the fermions (electrons and holes) at T = 0 K
(Kittel and Kroemer, 1998):
EF =
~2
2m?

32N0


(2.2)
where  is the volume of the conductor, and N0 is the single-spin density of
states at the Fermi energy. During cooling, the rate of the decline in R with T is
material dependent. For example, the decline is much faster in aluminum (Al) devices
than in titanium nitride (TiN) devices (Mauskopf, 2018). The band gap energy 0 is
equivalent to the CP binding energy, and is typically of O(10 3) eV. This band gap
is around three orders of magnitude smaller than that of semiconductors, including
CCDs, which illustrates the potential sensitivity advantages of using superconductors
as detectors.
Any energy greater than 20 which is absorbed by a superconductor will unbind,
or break apart a CP into its constituent QP. This breaking apart of CPs can be
measured to estimate the total power which is absorbed by a device. In the case of a
KID, the splitting of CPs is measured by proxy, using the corresponding change in
KI (see Section 2.2). In Section 2.1.1 we will derive an equation which contains the
band gap energy’s dependence on Tc and Pabs.
2.1.1 Quasiparticle Generation and Recombination
In a KID, QP are generated and recombine (CPs dissociate and reform) due to
the absorption of thermally generated phonons in the material. These phonons may
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be produced by temperature fluctuations in Tbase, or from power dissipated by the
microwave carrier tone which is used to readout the device. QP are also generated
by the absorption of photons with frequency   20=h. In the superconducting
materials used to fabricate sub-mm/mm-wave KID devices, typical QP lifetimes (re-
combination times) qp, are O(10) s. An empirical expression for the QP lifetime
which has been found to apply to several materials is (Zmuidzinas, 2012):
qp =
max
1 + nqp(T )=n?
(2.3)
where nqp(T ) is the number density of thermally generated QP, and n?  100 s
is the cross-over number density. The QP which are generated by thermal phonon
absorption and by pair-breaking photons can be modeled as two distinct populations.
The total number density of QP is (Mauskopf, 2018):
nqp;tot = nqp(T ) + nqp(P )
= 4N0
Z 1
0
dE
1 + eE=kTc
= 4N0kTcln(2)
(2.4)
To separate out the effects of varying Tbase and Pabs, the thermal and optical QP
number densities must be written explicitly. In the low temperature limit (T  Tc)
the number density of thermal QP is
nqp(T ) ' 2N0
p
2kT0e
 0=kT
=
Nqp(T )

(2.5)
where is the volume of the inductor, andNqp(T ) is the total number of thermally
generated QP. Figure 7 shows Nqp(T ) for a range of base temperatures.
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The number of QP produced per absorbed photon of frequency  can be found
by taking the ratio of the photon energy to the band gap energy:
Nqp();per =
deth
0
(2.6)
where det is the detector quantum efficiency (typically 80%). The number of
broken CPs per absorbed photon would be half of Equation 2.6. The corresponding
number of optically generated QP is:
Nqp(P ) =
detoptNqp();perPabsqp
h
=
Nqp();perPoptqp
h
(2.7)
The ratio Nqp(P )=Nqp(T = 290) is shown in Figure 8 for a range of Pabs, with
Tbase = 290 mK. Using Equations 2.5 and 2.7 to express the total number of QP
Nqp;;tot, the band gap energy can now be expressed as a function of both Tc and Pabs:
(T; P ) =
0
2
 
1 +
r
1  2Nqp;tot
N00
!
(2.8)
2.1.2 The Two-Fluid Model
Several of the KID parameters discussed in the following sections depend on
the conductivity  of the superconductor. Here we describe the two-fluid model
of conductivity (Glover and Tinkham (1957); Mattis and Bardeen (1958)), which
relates the Drude conductivity d in a normal conductor to the CPs and QP of a
superconductor.
In a conductor, the equation of motion for a charge carrier is:
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Figure 7. The total number of thermally generated QP as a function of base
temperature.
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Figure 8. The ratio of the number of optically generated QP to thermally generated
QP, Nqp;opt=Nqp;therm, as a function of Pabs. Tbase is fixed at 290 mK.
m? _v =  eE   m
?v
s
(2.9)
where ! is the frequency of a time-varying electromotive force (EMF) being ap-
plied to the circuit, m? is the effective mass of the charge carrier, and v is their drift
velocity (/ ej!s). The second term on the right-hand side of the equation is a damp-
ing term which accounts for charges scattering off of the lattice, with s being the
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characteristic time between collisions. Ohm’s Law provides the relation between
conductivity and current density: J = dE, with J = neev.
Inserting these relations into the equation of motion, and solving for d yields
the Drude conductivity:
d(!) =
nee
2s
me
1
1 + j!
=
n
1 + j!s
=
n
1 + !2s2
  j ns
1 + !2s2
= 1   j2
(2.10)
where n is the normal conductivity, n = nee2s=m?. In a normal metal, s is
small enough so that d  n is negligible at frequencies ! below the optical range.
For kT  0 and ~!  0, the real and imaginary conductivities can be written as
(Gao, 2008):
1(nqp; T )therm =
4n0
~!
e 
0 
kT sinh()K0() (2.11)
2(nqp; T )therm =
n0
~!
"
1 
r
2kT
0
e 
0
kT   2e0kT e I0
#
(2.12)
1(nqp; T )opt =
20
~!
nqp
2N0
p
kT0
sinh()K0() (2.13)
2(nqp; T )opt =
0
~!
"
1  nqp
2N00
 
1 +
r
20
kT
e I0
!#
(2.14)
Figure 9 shows the ratio of 1 to 2 as a function of Tbase (Pabs = 0). The ratio
asymptotically decays to zero for T & 250 mK. The ratio of 1 to 2 as a function of
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Pabs (Tbase = 290 mK) is shown in Figure 10. The ratio falls below one for Pabs &
12 pW.
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Figure 9. The ratio of 1 to 2 as a function of base temperature.
where  is an effective chemical potential which is added to the Fermi distribu-
tion function to account for QP generation due to pair breaking (for a derivation,
see Owen and Scalapino (1972); Gao (2008)).
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Figure 10. The ratio of 1 to 2 as a function of absorbed optical power, at a base
temperature of 290 mK.
therm = kT ln

nqp
2N0
p
2kT0

+0 (2.15)
opt = kT ln

Nqp
tot
2V N0
p
2kT

+ (2.16)
where ! is the KID resonant frequency, n is the normal conductivity of the
material,  = ~!=2kT , K0 is the Modified Bessel function of the second kind of
order zero, and I0 is the Modified Bessel function of order zero.
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2.2 Kinetic Inductance
When a voltage is applied to a closed circuit, current does not start to flow instan-
taneously. The reason for this is that some energy from the applied voltage must
first be stored in a B-field, via the inductance L. Inductance is defined as the ratio
of the applied voltage to the rate of change of the current: L = V
dI=dt
[
/Hz]. The
energy stored in the inductance is EL = 12LI2. The magnetic inductance Lm of a
superconducting film depends solely on its geometric parameters: Length l, width w,
thickness t.
In all conductors there is an additional form of inductance, known as the kinetic
inductance (KI) Lk. The total inductance is the sum of the magnetic (or geometric)
and kinetic inductances:
Ltot = Lm + Lk (2.17)
It’s useful to define a KI fraction, as:
 =
Lk
Ltot
(2.18)
The KI arises from the inertia of the CPs. As charge carriers scatter (or break
apart, in the case of CPs), the kinetic energy (velocity) of the remaining charge car-
riers must increase in order to keep the current constant. This increase in velocity
cannot happen instantaneously. Therefore, if an AC current is circulated through a
superconducting circuit, and the KI is increased, the current undergoes a phase shift.
There is a maximum velocity imposed upon the charge carriers, corresponding to the
critical, or pair-breaking current of the material, which is described in the Ginzberg-
Landau theory (GL) of superconductivity (see Section 2.4.3) (Tinkham, 2004).
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From an energy standpoint, an expression for the KI can be derived by equating
the energy in the KI to the kinetic energy of a CP:
1
2
LkI
2 =
1
2
(2me)v
2
cpNcp
= m2ev
2
cpncplA
(2.19)
where A = wlt is the cross-sectional area of the transmission line (TL), Is is the
supercurrent, vcp is the CP velocity and Ncp is the total number of CPs. Defining the
supercurrent as
Is =
1
2
ncp(2e)vcpA (2.20)
the KI per unit length is
Lk = me
ncpe2A
(2.21)
The KI can also be understood by considering the impedance. Because CPs are
collisionless, their scattering time s is infinite. Taking the limit of Equation 2.10 as
s goes to infinity:
lim
s!1
d(!) =  j nee
2
me!
= 2
(2.22)
Therefore, the KI per unit length is
Lk(!) = 1
!2A
(2.23)
The impedance of the superconducting film can be written as a function of the
conductivity:
39
Z(!) =
1
t(!)
=
1
t

1
22
  j2 1

= R+ j!Lk;sq
(2.24)
where R is the resistance per square.
Then,
Lk;sq(!) =
1
2!t
(2.25)
Using the fact that in the low-frequency limit (~!  kT ), Mattis-Bardeen (MB)
theory allows the complex conductivity to be expressed as (Mauskopf (2018); An-
nunziata et al. (2010)):
2 =
n
~!
tanh

0
2kT

(2.26)
and the sheet resistance of the film in the normal state is Rsq = 1/nt, the KI per
square becomes:
Lk;sq(T; P ) =
~Rsq
(T; P )
(2.27)
Equation 2.27 illustrates the fact that materials with higher normal state sheet
resistivity, and/or smaller band gaps, have higher intrinsic KI fractions . Figures 11
and 12 show  as a function of Tbase and Pabs. The KI fraction is expontial in Tbase,
but linear in Pabs.
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Figure 11. The kinetic inductance ratio  as a function of base temperature.
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Figure 12. The kinetic inductance fraction  as a function of optical power.
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2.3 Principle LEKID Parameters
In the previous sections, several superconducting device properties were derived
as functions of base temperature Tbase and absorbed optical power Pabs. Now, we
introduce a circuit model for a lumped-element KID (LEKID), and derive the tem-
perature and power dependence of several intrinsic and empirical (determined from
measurements) parameters.
2.3.1 Intrinsic and Empirical Parameters
A LEKID is a capacitively-coupled lumped-element resonant circuit (tank circuit).
It has five intrinsic circuit parameters. These are:
Ltot The total resonator inductance
Cr The resonator capacitance
Cc The coupling capacitance
Re An effective resistance, in series with Ltot, which accounts for the real
part of the resonator impedance
Z0 The feedline impedance
Figure 13 shows a schematic which illustrates how a LEKID is constructed from
the basic elements listed above.
There are four principle empirical parameters:
Qr Resonator quality factor
Qc Coupling quality factor
!0 Resonant frequency
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a A parameter which accounts for a frequency dependent asymmetry in
resonator impedance
Z0
Cr
Reff
Cc
Ltot = Lg + Lk
Port 1 Port 2Z0
Figure 13. A schematic of a single LEKID.
The resonant frequency is set by the total inductance and resonator capacitance:
!0 =
1pLtotCr
(2.28)
From the perspective of a microwave carrier tone which is input to the feedline
at frequency !c = 2fc, the LEKID acts as a frequency dependent shunt impedance
to ground. The resonant frequency of the LEKID is changed by modulating the
KI, with a combination of changes in absorbed optical power, base temperature and
microwave probe tone power. Taking the derivative of Equation 2.28 with respect
to Lk, and defining the resonator capacitance as Cr = 1Ltot!20 ,
df0
dLk =
 f0
2Lk (2.29)
The asymmetry parameter is defined as a = CrCcQi where Qi is the internal quality
factor (Mauskopf, 2018). The internal quality factor is itself defined as:
44
Qi =
=(Zr)
<(Zr) =
!cLtot
Re
=
!cEr
Pdiss
(2.30)
whereEr is the stored (internal) energy of the resonator, and Pdiss is the dissipated
power, or energy dissipated per cycle of the carrier tone at frequency!c. The coupling
quality factor is (see Barry (2014)):
Qc =
2(Cr + Cc)
!0C2cZ0
(2.31)
The measured resonator quality factor, Qr, is related to the internal and coupling
quality factors as:
1
Qr
=
1
Qi
+
1
Qc
+
1
Qloss
(2.32)
where Qloss is an external loss factor, typically of O(106), which accounts for par-
asitic loss, including parasitic capacitance and inductance.
Figures 14 and 15 showQr as a function of Tbase and Pabs. While Qr(P ) decreases
monotonically with increasing absorbed optical power, Qr(T ) does not. Starting at
Tbase = 90 mK, Qr(T ) first increases with base temperature, reaching a maximum at
Tbase  180 mK, before decreasing almost linearly.
The empirically determined resonator parameters are determined by measuring
the phase and amplitude of the carrier tone after it passes through the LEKID circuit.
The resonator impedance Zr has a frequency dependence which can be expressed as:
Zr(!) ' Z0
"
Qc
2Qi
+ jQcx
#
1
1 + ja
(2.33)
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Figure 14. Simulated Qr as a function of base temperature.
where x = ! !0
!0
. The forward transmission coefficient, S21, of the carrier tone
expressed as a function of frequency, base temperature and optical power (the de-
pendence of the latter two parameters is implicit) is:
S21(!; T; P ) = 1  1
1 + 2Zr=Z0
= 1  1 + ja
1 + ja
Qr
Qc
Qr
Qc
"
1
1 + 2jQrx=(1 + ja
Qr
Qc
)
# (2.34)
for a  1, this reduces to:
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Figure 15. Simulated Qr as a function of optical power.
S21(!; T; P ) ' 1  Qr
Qc
1
1 + 2jQrx
(2.35)
Figure 16 shows an example jS21j (!) for a wide range (-3–3) of a values. The
temperature and power dependence of S21 are shown in Figures 17 and 18, for a
47
827.8 827.9 828.0 828.1 828.2
frequency [MHz]
40
30
20
10
0
|S
21
|2 (
) [
dB
]
3
2
1
0
1
2
3
Figure 16. jS21j (!) shown for a range of a.
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Figure 17. Simulated |S21|(!) as a function of base temperature.
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Figure 18. Simulated |S21|(!) as a function of optical power.
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Figure 19. The simulated I=Q loop as a function of base temperature.
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Figure 20. The I=Q loop as a function of optical power.
simulated BLAST-TNG 250 m resonator with !0 = 828 MHz. The ‘dip-depth’ of
the S21 traces is a function of the quality factors:
D = 20 log10

1  Qr
Qc

(2.36)
The ‘I=Q’ loops corresponding to Figures 17 and 18 are shown in Figures 19
and 20, where I = <(S21) and Q = =(S21).
50
2.4 Responsivities
In this section, we derive the LEKID responsivity to fluctuations in base temper-
ature Tbase and absorbed optical power Pabs.
2.4.1 Temperature Responsivity
The change in the LEKID’s resonant frequency in response to a change in base
temperature can be written as:
RT =
df0
dT
=
df0
d2
d2
dnqp
dnqp
dT
(2.37)
where:
df0
d2
=
f0
22
(2.38)
and for Tbase  Tc,
dnqp
dT
' nqp
T

1
2
+
0
kT

(2.39)
Derivations of Equations 2.38 and 2.39 can be found in Mauskopf (2018).
Equation 2.37 is shown graphically in Figure 21. It can be seen that RT decreases
monotonically with increasing Tbase.
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Figure 21. Simulated LEKID temperature responsivity RT .
2.4.2 Optical Responsivity
At a fixed base temperature, the change in the LEKID’s resonant frequency in
response to a change in absorbed optical power can be written as:
RP =
df0
dPabs
=
df0
d2
d2
dnqp
dnqp
dPabs
(2.40)
where:
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df0
d2
d2
dnqp
'   f0
4N00
 
1 +
r
20
KT
!
(2.41)
The expression for dnqp
dPabs
is case dependent. Here, we provide a brief overview of
three cases, as found in Mauskopf (2018). We first consider the rate of change in the
total number density of QP:
nqp
dt
=  opt +  ro +  therm +  rec
=
detPabs

+
roPro

+ N0
28kTe 2=kT   nqp
qp
(2.42)
where:
 opt is the QP generation rate due to absorbed optical power.
 ro is the QP generation rate due to microwave readout power.
 therm is the QP generation rate due to thermal phonons.
 rec is the QP recombination rate into CPs.
det is the efficiency of QP generation from absorbed optical power.
ro is the internal QP generation efficiency for absorbed readout power.
 = 1=(nqpqp) is a constant relating the number density of QP to the QP
recombination time.
In the first case (Case 1), we assume that QP generation is dominated by the
absorption of photons. Equation 2.42 then becomes
nqp
dt
' detPabs

  nqp2 (2.43)
Then, dnqp
dPPabs
can be shown to be:
dnqp
dPabs
=
1
2
r

Pabs
=
n0
2Pabs
1
1 + j!qp=2
(2.44)
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Behavior corresponding to Case 1 has been observed in Al KIDs (e.g., De Visser
(2014); Flanigan et al. (2016); Mauskopf et al. (2014)).
The second case to consider Case 2 is if the QP generation rate is dominated by
thermal phonon generation, or has a recombination time that does not depend on
Pabs. In this case, Equation 2.42 becomes:
nqp
dt
' detPabs

+  therm   nqp
e
(2.45)
and
dnqp
dPabs
' e

1
1 + j!e
(2.46)
Behavior corresponding to Case 2 has been observed in TiN KIDs (e.g., Catalano
et al. (2014); Hubmayr et al. (2015); Hailey-Dunsheath et al. (2016)).
In the intermediate case, there is an effective ‘dark’ power loading on the device,
Pdark, which generates a constant background of QP whose rate of creation is inde-
pendent of absorbed optical power. In this case,
roPro

+ N0
28kTe 2=kT   nqp2 (2.47)
and
dnqp
dPabs
=
r
det

1p
Pdark + Pabs
(2.48)
A model of the Case 1 and Case 2 responsivities is shown in Figure 22. In Case
1, the frequency shift due to absorbed power, in fractional frequency units (df0=f0)
is linear. In Case 2, the frequency shift is approximately linear for low amounts of
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Figure 22. A model of the Case 1 and Case 2 optical responsivities.
absorbed power, then asymptotically approaches a constant value at higher powers.
Figure 23 shows the Case 2 responsivity for a range of base temperatures. The slope
of the low-power, linear part of the curve becomes steeper at lower Tbase.
2.4.3 The Nonlinear Kinetic Inductance
The KI has a second-order term whose effects on various LEKID parameters
must be considered during the biasing stage of detector calibration. The nonlinear
KI can be written as a function of internal current, Iint:
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Figure 23. The Case 2 responsivity shown for a range of base temperatures.
Lk(Iint) = Lk(0)

1 +

Iint
I?

(2.49)
where I? is the critical current corresponding to the maximum charge-carrier ve-
locity before pair-breaking occurs (Tinkham (2004); Anlage et al. (1989); Annunziata
et al. (2010)). In a LEKID camera, the source of this internal current is themicrowave
probe tone generated by the readout system. For LEKIDs, the readout tone power,
Pro, at the device typically ranges from -60 to -120 dBm. The nonlinearity adds an
additional frequency detuning x, of O(I2=I2? ):
x =
!
!0
=  1L
2L
=

2

I
I?
2
=  Er
E?
(2.50)
where Er is the internal resonator energy, and E? = LI2?=2 = N02=2 is the
condensation energy of the inductor (Mauskopf (2018); Tinkham (2004)). As in
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Section 2.2, the resonator current is related to the internal resonator energy by the
inductance (here assuming that Lm  LK). The resonator energy can be written as
a function of tone power (Swenson et al., 2013), as:
Er =
1
2
LI2int
=
2Qr
2
Qc
1
1 + 4Qr2x2
Pro
!r
(2.51)
where !r is the shifted resonant frequency.
The total fractional detuning, x, is an implicit equation:
x = x0 + x
= x0   Er(x)
E?
(2.52)
Using the relations above, it’s possible to estimate the degree of nonlinearity from
a frequency sweep of S21. In standard practice, it’s preferable to bias each resonator
so that the frequency detuning contributed by the readout tone power is less than
one resonator line-width (FWHM). This ensures that the resonator doesn’t bifurcate.
The width of the resonator is ! ' !0=Qr. Therefore, the fractional detuning due
to the nonlinearity should be: jxj = Er
E?
< 1
Qr
. Using the equations above, satisfying
this condition requires that an upper limit to the internal resonator energy is:
Er <
N00
2
2Qr
(2.53)
and the maximum readout tone power is:
Pro <
Qc
2Qr3
N0
3!
 
1 + 4Qr
2x2

(2.54)
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At a fixed base temperature, larger optical loading permits the use of higher probe
tone powers. This behavior is illustratd in Figure 24, which shows the maximum
probe tone power for a range of optical powers.
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Figure 24. The maximum probe tone power shown for a range of optical power
loadings.
2.4.4 Bifurcation
At a particular probe tone power, the resonance enters an unstable equilibrium
between two states, which is known as bifurcation. This phenomenon can be under-
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stood from the perspective of soft-spring Duffing effects (see, e.g., Swenson et al.
(2013); Duffing (1918)). Bifurcation can be induced during an S21 frequency sweep,
by sweeping the resonance either from below or from above the resonant frequency.
These two cases correspond to positive and negative feedback, respectively.
Upward sweep, positive feedback: As the probe tone is swept upward in frequency
from below the resonant frequency, the resonant frequency is detuned, and drawn
toward the probe tone frequency. This positive feedback increases until the resonator
bifurcates between the energized state and its rest state.
Downward sweep, negative feedback: As the probe tone is swept downward in frequency
from below the resonant frequency, the resonator is detuned farther below the probe
tone frequency. When the probe tone eventually passes the resonant frequency, the
resonator bifurcates between its energized and rest states.
The bifurcation power can be estimated using Equation 2.54. If the resonator
quality factor is dominated by the coupling quality factor, Qr  Qc, and x 1,
Pbifurc =
1
2Qc2
N0!0
2 (2.55)
2.5 Sensitivity
The sensitivity of a sub-mm detector is typically reported as either a noise-
equivalent power (NEP) or noise-equivalent temperature (NET). The NEP (NET)
describes the detector’s sensitivity to absorbed optical power (temperature). NEP is
commonly written in units ofW=
p
Hz. This represents the noise power inside a mea-
surement bandwidth of 1 Hz. Equivalently, it is the noise power which is measured
after a 0.5 second integration (by the Shannon-Nyquist sampling theorem). At the
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time of writing, typical KID NEPs (under optical loading) are of O(10 17) W=pHz.
With that NEP, one can measure a signal level of 10 17 Wwith a signal-to-noise-ratio
(SNR) of 1, over a 0.5 s integration.
KIDs, like most other astronomical detectors, are designed to be photon noise
limited. Photon noise follows Poisson, or shot noise statistics. In a measurement
dominated by shot noise, the SNR increases as
p
N , where N is the number of mea-
surements. In a typical sub-mm observation, the detector noise is limited by the shot
noise of the background of in-band photons emanating from the receiver, optical
system, atmosphere and astronomical source. In this scenario, the detectors are said
to be operating in the background-limited IR photodetector (BLIP) limit.
During an on-sky KID measurement, it is preferable to view the detector
timestreams in units of frequency shift (or fractional frequency) f , relative to the
resonant frequency of each pixel. If a responsivity (e.g., df=dT , df=dP ) is known,
then the NEP (or NET) can be calculated by dividing the square-root of the power
spectral density (PSD) of the frequency fluctuations (units of Hz/
p
Hz) by the cor-
responding responsivity.
2.5.1 Instrumental Noise Hierarchy
The NEP which is calculated during a measurement is the sum of contributions
from several different noise sources. The order in which each noise source should
dominant forms the instrumental noise hierarchy. In a LEKID camera, the noise
hierarchy (from most to least dominant) is:
• Photon noise
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• Amplifier noise (dominated by the first-stage cryogenic low noise amplifier
(LNA))
• Detector noise (generation-recombination (GR))
• Readout noise
The readout noise is discussed in Chapter 3. The other three noise sources are
treated individually in the following sections.
2.5.2 Generation-Recombination Noise
In the absence of readout and amplifier noise, the intrinsic noise floor of a KID
measurement is set by GR noise. GR noise originates from the instantaneous uncer-
tainty in the rate of CPs recombining into QPs (or, equivalently, the rate at which
CPs are broken into QP pairs). A simple expression for the GR contribution to
the fractional noise spectral density follows from a consideration of the generation
and recombination rates ( gen and  rec), assuming a steady state ( gen =  rec). The
uncertainty in the number of CPs is:
Ncp =  gent   rect
=
q
( gen +  rec)t
=
p
2 rect
(2.56)
where t = 1=2f is the measurement integration time (with measurement band-
width f ). Using the fact that  rec = Nqp2qp , the uncertainty in the recombination rate
is:
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 rec =
Ncp
t
=
r
2 rec
t
=
s
2Nqp
2qpt
(2.57)
Equation 2.56 becomes:
Ncp =  recqp
=
r
Nqpqp
t
=
p
2Nqpqpf
(2.58)
Dividing Equation 2.58 by the square-root of the measurement bandwidth, and
multiplying by the frequency responsivity to fluctuations in the number of QP yields
an expression for the frequency noise PSD:
ef;GR =
p
2Nqp;totqp
df0
dNqp

Hzp
Hz

(2.59)
From Equation 2.59, the NEP contribution from GR can be calculated as:
NEPGR = ef;GR

df0
dNqp
dNqp
dPopt
 
Wp
Hz

(2.60)
2.5.3 Two-Level System Noise
Nonthermal two-level system (TLS) fluctuations occur throughout the amor-
phous dielectric layer of the superconducting substrate. The TLS systems have elec-
tric and magnetic dipoles which can interact with external fields around the device.
These interactions manifest as fluctuations in the complex permittivity and/or per-
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meability of the material. In a KID, random fluctuations in Cr are indistinguishable
from fluctuations in KI, because both introduce jitter to the resonant frequency. The
TLS noise is generally modeled as being capacitive in origin (see, e.g., Gao (2008);
Zmuidzinas (2012)). It is thought to be the underlying cause of an often observed
anomalous increase in resonant frequency with increasing base temperature (a vio-
lation of predictions made by MB theory), however other explanations have been
offered (see, e.g., the Kondo effect (Noguchi et al., 2018)).
The TLS loss tangent, TLS , can limit the Qi of a KID, and has an empirical de-
pendence on the internal power stored in the resonator (proportional to microwave
probe tone power), expressed as (Barry (2014); Martinis et al. (2005)):
TLS = Qi
 1 = FTLS0

1
1 + jPint=Pcj
1=2
(2.61)
where:
FTLS is the ratio of the electric field stored in the TLS systems to the total
electric field
0 is the intrinsic loss tangent
 = ~!=2kT
Pint is the internal resonator microwave power
Psat is the TLS saturation power
where TLS is known to saturate above a characteristic power, Psat. Because the
maximum microwave readout power which can be used before nonlinearity sets in
(Equation 2.54) is proportional to inductor volume (Pro;max / ). The TLS noise
therefore increases as 1=2. The number of TLS systems scales with the volume of
the amorphous dielectric, or , and the way in which the KID responsivity varies
with  depends on the substrate material (see Section 2.4).
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For Al KIDs, the responsivity does not depend on  (Equation 2.44). The TLS
noise therefore increases relative to GR and other noise sources as 1=2, and the
inductor volume can be made large. In TiN KIDs, df0=dPabs /  1, and these
devices typically use smaller  (Mauskopf, 2018). TLS noise mitigation techniques
which involve the use of crystalline, rather than amorphous dielectrics, are presently
an active area of research (see, e.g., Weber et al. (2011)).
A semi-empirical model for the TLS noise spectral density is presented in Gao
et al. (2008). The noise PSD has a colored spectrum (SXX / f ) with spectral index
  0:5, and depends on microwave readout power and Tbase as:
SXX;TLS / T tPro (2.62)
where t = 1.5–2. NEPTLS can be found by dividing Equation 2.62 by a respon-
sivity (e.g., RT or RP ).
2.5.4 Amplifier Noise
The LNAwhich is used to amplify the probe tone comb at the output of the KID
array adds thermal, or Johnson-Nyquist noise to the signal (Johnson (1928); Nyquist
(1928)). Johnson-Nyquist noise in a resistor originates from thermal motions of the
electrons whichmanifest as voltage fluctuations across its terminals. FollowingKittel
and Kroemer (1998), an expression for the RMS voltage contribution from Johnson-
Nyquist noise is found by considering a simple circuit model. The circuit consists of
a white noise generator with resistance R which transfers power to a resistive load
with resistance RL. The power transferred from the noise generator to the load is:
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P =


I2

RL =
hV 2iR
(R +RL)2
(2.63)
The maximum power transfer occurs when the source and load are perfectly
matched (R = RL). In this case,
P =
hV 2iR
4R
(2.64)
and the RMS voltage is:


V 2

= 4PR = 4kT
Z f1
f0
Rdf = 4kTRB (2.65)
where T is the temperature of the Thevenin equivalent of the circuit, and B is the
bandwidth over which the voltage is being measured. The resistance is assumed to
be constant with frequency. Returning to the case of the LNA, the one-sided PSD
of the voltage fluctuations is:
eV;amp = 4kTampZ

V2
Hz

(2.66)
where Z = R is the input impedance of the amplifier. The PSD is converted to
frequency units by dividing by the voltage responsivity:
e2f;amp =
e2v;amp
jdV=df0j2
(2.67)
The voltage responsivity can be approximated using Equation 2.35:
dVout
df0
= Vin
dS21
dfout
'  2jVinQr
2fprobe
Qcf 20
1
(1 + 2jQrx)2
(2.68)
Near resonance, x 1, and
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dVout
df0
' 2jVin Qr
2
Qcf0
(2.69)
Equation 2.67 can then be written as:
e2f;amp = 4kTampZ0

Qc
2f 20
4Qr4

= kTamp

Qc
2f 20
Qr4Pro

= kTamp

f 20
Qr2Pro
 (2.70)
where the probe tone power Pro = V 2in=Z0. For a resonator limited by the coupling
quality factor (Qr  Qc),
e2f;amp = kTamp

f 20
Qr2Pro
 
Hz2
Hz

(2.71)
Therefore, for a probe tone near the resonant frequency, the frequency noise
decreases with increasing readout power. As the tone power approaches the bifurca-
tion power (Equation 2.55), the frequency noise becomes independent of tone power.
The LNA contribution to the NEP can therefore be written as:
NEPamp = ef;amp

df0
dNqp
dNqp
dPopt
 
Wp
Hz

(2.72)
The NEPamp / 1=
p
Pro dependence makes it possible to suppress the amplifer
noise contribution by using higher microwave readout powers.
2.5.5 Photon Noise
The optical power input into the system is assumed to be incoherent emission
from a thermal blackbody source. To write an expression for the total optical power
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Popt, we first consider the number of modes contained in the incident light beam,
which has a central frequency  and optical bandwidth . The total number of
modes is the product of the number of spatial, temporal and polarization modes:
Nmodes = (Nspatial) (Ntemporal) (Npol)
=

A
2
c2

(int) (m)
(2.73)
where:
A
 is the entendue
2=c2 = 2 is the entendue of coherence
int is the integration time
m is the number of polarization modes [1,2]
The photon arrival times follow Bose-Einstein statistics, with an occupation num-
ber, or mean number of photons per mode, of:
nocc =
hNphotonsi
mode
=
1
eh=kT   1 (2.74)
where T is the blackbody temperature of the source. Withm = 2, the total optical
power can be expressed as:
Popt =

Nmodes  hNphoti
mode
 Energy per photon

int
=

mA
2
c2

(int)nocc
h
int
= A


2h3
c2
1
eh=kT   1

= A
B(; T ) [W]
(2.75)
where B(; T )

Wm 2str 1Hz 1

is the Planck function for spectral radiance.
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The incident power which is absorbed by the detectors is the total optical power
multiplied by the optical efficiency opt and quantum efficiency of the detectors det:
Pabs = optdetPopt
= optdetA
B(; T ) [W]
(2.76)
The mean-squared noise power measured by the detectors originates from fluc-
tuations in nocc. Because its probability distribution function is the Bose-Einstein
distribution, its variance is:
2nocc = nocc +
nocc
2
Nmodes
(2.77)
where a factor corresponding to the case of Nmodes  1 has been omitted (see,
e.g., Fox (2006); Rowe (2015)). The mean-squared noise power input to the optical
system is therefore
2P = 
2
noccNmodes

h
int
2
=
hPopt
int
+
Popt
2
Nmodes

W2
 (2.78)
The noise spectral density (square-root of the NEP) is found by dividing Equa-
tion 2.78 by the measurement bandwidth, B = fs=2 = int:
Sxx = NEP
2
phot = hPopt +
Popt
2
NmodesB

W2
Hz

(2.79)
When the NEP is expressed in terms of Popt, it is referred to as the electrical NEP.
When the NEP is expressed in terms of Pabs, it is referred to as the optical NEP. The
first term in Equation 2.79 dominates for low nocc (shot noise limit, h=kT  1), and
the second term dominates for high occupation number (wave noise limit, h=kT 
1):
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NEP 2phot = NEP
2
shot +NEP
2
wave (2.80)
In each of BLAST-TNG’s three observation bands (250, 350 and 500 m) the
shot noise term dominates the NEP. In frequency units, the NEP can be calculated
as:
ef;phot = NEPphot
df0
dNqp
dNqp
dPopt

Hzp
Hz

(2.81)
2.5.6 Total NEP
In frequency units, the total noise spectral density measured by the detectors is
the quadrature sum of the noise contributions from each of the sources discussed in
the above sections:
ef =
 
e2f;phot + e
2
f;amp + e
2
f;TLS
1=2  Hzp
Hz

(2.82)
Figure 25 shows Equation 2.82 as a function of absorbed optical power (omitting
the contribution from TLS). Photon noise is dominant for absorbed power between
1–18 pW, above which amplifier noise dominates due to the decrease in resonator
quality factor Qr. The physical parameters in this example simulation (which are
representative of the BLAST-TNG 250 m array) predict white noise levels, in frac-
tional frequency units, of a few  10 17 [Hz 1]. The ratio of the photon noise to the
amplifier and GR noise is illustrated in Figure 26. The photon noise dominates over
the GR noise at absorbed powers of a few picowatts.
The total optical NEP is:
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Figure 25. The spectral density, in fractional frequency units, as a function of
optical power, for the major contributors of instrumental noise.
NEPtot =
 
NEP 2amp +NEP
2
GR +NEP
2
TLS +NEP
2
phot
1=2  Wp
Hz

(2.83)
The NEP for each noise source (except for TLS) is shown in Figure 27. At
absorbed powers above a few picowatts, the simulated NEP is /pPopt.
and the total NET can be calculated as:
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Figure 26. The ratio of ef;phot to ef;GR and ef;amp.
NETtot =
NEPtot
kopt

Kp
Hz

(2.84)
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Figure 27. The optical NEP as a function of optical power, for the major
contributors of instrumental noise.
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Chapter 3
DESIGN OF AN FPGA-BASED LEKID SPECTROMETER
The ASU open-source LEKID readout is a 1,000-channel transceiver, consisting
of digital and analog electronics, firmware and software. This technology builds
on the legacy of previous MKID demonstrator instruments which have used Field
Programmable Gate Array (FGPA) platforms (e.g. MUSIC (Golwala et al., 2012),
ARCONS (McHugh et al., 2012), NIKA (Monfardini et al., 2014), MUSTANG-2
(Dicker et al., 2014), MAKO (Swenson et al., 2012), SPACEKIDS (van Rantwijk
et al., 2016), DARKNESS (Strader, 2016)). FPGAs enable the high speed digital
signal processing (DSP) techniques which are required for both time and frequency-
domain-multiplexed readout (FDM) of superconducting detectors.
The FPGA board which serves as the foundation for the LEKID readout
described in this work is the second generation Reconfigurable Open Architec-
ture Computing Hardware (ROACH2), an open-source DSP board developed by
the Collaboration for Astronomical Signal Processing and Electronics Research
(Werthimer (2011); Hickish et al. (2016)). The ROACH2 is a general purpose DSP
board whose primary use is as a digital backend for radio astronomy observatories.
The ASU LEKID readout, which is the subject of this chapter, is one of several
MKID readouts which have used the ROACH1/ROACH2 platform, including MU-
SIC (ROACH1), MAKO (ROACH2), ARCONS (ROACH1/2) and DARKNESS
(ROACH2/DARKNESS board).
The design and creation of the readout system was driven by a philosophy based
on adaptability and scalability. Consequently, the system now serves as a core part of
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several current and upcoming astronomical instruments. Among these are balloon-
borne (e.g., OLIMPO (Masi et al., 2019), BLAST-TNG (Gordon et al., 2016)) and
ground-based cameras (e.g., TolTEC (Austermann et al., 2018), SuperSpec (Wheeler
et al., 2018), MUSCAT (Brien et al., 2018)).
In the following sections, we describe the design and verification of the LEKID
readout system, with a primary focus on the systemwhich has been developed for the
BLAST-TNG stratospheric balloon platform. The chapter is organized as follows:
• Section 3.1.1 provides a brief overview of the principal readout functions.
• Section 3.1 describes the primary system requirements.
• Section 3.3 details the design and verification of the ROACH2 firmware and
DSP algorithms.
• Section 3.2 describes the design and construction of the BLAST-TNG readout
hardware and electronics.
• Section 3.4 presents the results of noise verification measurements.
3.1 System Requirements
The core system requirements for a KID readout system fall under categories of
multiplexing factor, data rate, noise performance, size, weight, power and cost (SWaP-
C) and timing synchronization. The readout system must be able to read out the re-
quired number of LEKID detectors at a rate determined by the telescope scan speed
while contributing less noise than the detectors and cryogenic low-noise amplifiers
(LNAs). To facilitate map making, the detector data packets must be timestamped
in such a way that makes it possible to later align them with the timing information
provided by the pointing system.
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It is important to note that the requirements which are discussed here pertain
primarily to sub-mm/FIR/mm-wave KID cameras. O/NIR systems have slightly
different requirements (see Section 1.5.1). The following sections discuss the moti-
vation behind each system requirement. The requirements are listed in Table 4. We
begin with an overview of the system.
Parameter Requirement
RF bandwidth (MHz) 512
S / chan (dBc/Hz) . -95
1/f corner fc (Hz) . 0.5
Data rate (Hz) 200–500
Power dissipation (W) . 65
Time stamp precision (ms) . 1
DAC Tone Resolution (Hz)  1000
Multiplexing Factor & 500
Table 4. LEKID readout system requirements.
3.1.1 System Overview
The LEKID readout processes 512MHz of instantaneous complex baseband and
RF (radio frequency) bandwidth using quadrature (I=Q) signal processing. The total
bandwidth is divided between 1,000 channels, each with readout bandwidth of 30–
500 Hz. For each channel, the system outputs a 64-bit I=Q sample at a configurable
data rate of 60–1,000 Hz. The I=Q pairs represent the total transmission of each
resonator (I + jQ = VinS21), and contain the AM (amplitude modulation) and PM
(phase modulation) of the detectors. If the detectors are properly biased, the PM is
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proportional to the absorbed optical power. For KID readout, typically only the PM
is used.
In order to accurately probe the resonant frequency of each detector, the probe
(carrier) tones synthesized by the DAC must have a frequency resolution fres .
1; 000 Hz (this requirement scales with the resonator quality factor Qr).
To readout the detectors, the system must do the following:
1. Synthesize a baseband probe tone (IDAC + jQDAC) in software and firmware
with a unique amplitude, frequency and phase for each resonator.
2. Generate the tone comb with the digital-to-analog converters (DACs).
3. Upconvert the tone comb to the RF band of the detectors and send to the
detector arrays.
4. Receive the detector-modulated tone comb.
5. Downconvert the modulated tone comb from RF to baseband, am-
plify/attenuate/filter as needed.
6. Digitize the tone comb and analyze with a polyphase filterbank/Fourier trans-
form (PFB-FFT, see Section 3.3.3).
7. Discard unwanted FFT bins (remaining bins are labeled as channels).
8. Digitally demodulate each channel (digital downconverter, see Section 3.3.5).
9. Optionally apply a finite impulse response filter (FIR) to the demodulated sig-
nals.
10. Coherently accumulate each demodulated signal to filter and downsample to
the desired output rate (see Section 3.3.6).
11. Packetize I andQ for each channel into UDP frames, add timing and checksum
information.
12. Stream packets to the data network.
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13. In software, perform all necessary steps to calculate the FM of each resonator,
and convert to absorbed optical power.
3.1.2 White Noise
The readout noise is characterized by its power spectral density (PSD), SXX
[x2=Hz], which consists of additive white Gaussian noise (AWGN, hereafter WN)
and 1/f (‘one over f ’) components. The latter is hereafter referred to as flicker noise
(FN). The 1/f knee, or corner-frequency fc of the FN sets the lower limit on the tele-
scope scan speed !scan and readout rate fro which will permit for adequate mapping
of the science targets.
Array 250 m 350 m 500 m
Readout Modules 3 1 1
Number of Tones per Module 500 700 300
Table 5. Detector counts for the three BLAST-TNG wavebands. A detailed
description of the detector counts is provided in Chapter 4 of this document.
The readout must meet its noise requirements at the highest multiplexing fac-
tor set by the pixel count of each detector array. BLAST-TNG’s 2,500 detectors
are divided between five independent readout slices: One each for the 350 and
500 m arrays, and three for the 250 m array. Each slice contains a ROACH2
board, DAC/ADC board and a set of both commercial-off-the-shelf (COTS) and
custom-made RF electronics (see Section 3.2). Although the 250 m array could
have been distributed between two readout slices, the array was designed as one chip
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which contains a set of three identical rhombuses. The 700 pixels of the 350 m
array sets the most stringent multiplexing requirement on a single slice. Approximate
detector counts for each BLAST-TNG band are listed in Table 5.
The requirement on the WN level of each readout channel is that it must be lower
than that of both the LNA and detectors, at all multiplexing factors (see Chapter 2 for
a detailed description of the instrumental noise hierarchy). The FM of the resonators
is in the phase quadrature of the signal, while the amplifier noise is in the dissipation
quadrature. The phase of I=Q is:
I=Q = arctan2(Q; I) (3.1)
and its PSD S has units of rad2=Hz. It is useful to express S in units of dBc/Hz
(decibels relative-to-the-carrier, 10 log10(S)). The amplifier and detector noise are
commonly expressed using the PSD of their fractional frequency fluctuations Sf=f
[1/Hz] (see Chapter 2). Following Gao (2008), S can be converted to Sf=f using a
known or estimated resonator quality factor, Qr:
Sf=f =
S
16Qr2

Hz 1

(3.2)
by: f
f
= 
4Qr
. For LEKID detectors like the ones used in BLAST-TNG, the
optically loaded detector noise is Sf=f  10 17 Hz 1.
The frequency noise of the LNA Sf=f ;amp can be estimated as (Barry, 2014):
Sf=f ;amp ' kTN
Pro
Qc
2
Qr4
(3.3)
where k is Boltzmann’s constant, TN is the noise temperature of the LNA and Pro
is the power in the microwave probe tone. For BLAST-TNG, TN  6 K. Pro ranges
from -80 to -90 dBm at the detectors, and Qr and Qc range from 1–5  104. Using
78
these ranges in Equation 3.3 suggests that a lower limit on Sf=f ;amp is 5  10 20
Hz 1. Converting this value to a phase noise using Equation 3.2 gives a required
phase noise of . -95 dBc/Hz.
The WN floor for a single probe tone is set by the bit-width of the analog-to-
digital converters (ADCs). Given an effective number of bits (ENOB) and ADC
sampling frequency fs, this floor is:
  20 log10(2ENOB)  10 log10(fs=2)

dBc
Hz

(3.4)
For an ENOB of 10-bits and fs = 512 MHz (see Section 3.2), this noise floor is
-144 dBc/Hz. For a multitone comb of N tones, the WN level of each tone can
be estimated as:
  144 dBc/Hz+ 10 log10(N) + CF (3.5)
where CF is the crest factor of the waveform:
CF = 20 log10
jVpeakj
Vrms
[dB] (3.6)
Adding the contribution of the warm IF electronics to Equation 3.5, the total
WN contribution from the readout system is:
WNread =  144 dBc/Hz+ 10 log10(N) + CF +WNIF (3.7)
3.1.3 Flicker Noise: Readout Rate and Map Size
The FN is characterized by a PSD which is proportional to 1=fc , where fc is the
1/f corner, or knee-frequency, and  is the FN spectral index. Typically, 0    2.
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In the following analysis, we set  = 1. Because FN is colored noise, a correlation can
be assumed to exist between some component of the FN of each readout channel.
The correlated component of the noise PSDs can be subtracted using the technique
of common-mode subtraction, as in van Rantwijk et al. (2016). In this work, we limit
our scope to determining how the measured FN level of the readout will impact the
scanning strategy of the telescope with which it will be used.
Because the telescope scan speed !scan has a fixed upper limit, fc establishes a
lower limit for the readout rate, and an upper limit on map size. In the following, we
take !scan = 0:5 deg/s, which is the approximate upper limit of the telescope scan
speed for BLAST-TNG. To critically (Nyquist) sample features on the scale of the
detector beams, the readout must sample I and Q at a frequency of at least
fro = 2!scan=beam (3.8)
where beam is the beam diameter ( 3000 for the BLAST-TNG 250 m band).
It is preferable to more than critically sample each beam. For !scan = 1 deg/s, a
twice-critically sampled beam requires that fro  480 Hz.
The largest spatial scale that can be mapped before the statistics of the noise
deviates too far from WN corresponds to fc. For example, with fc = 0:5 Hz, the
largest spatial scale that can be mapped is wscan=fc = 1 deg (corresponding to a map
area of 1 deg2). Consequently, smaller maps are better for imaging fainter sources
(e.g., diffuse Galactic emission and CMB foregrounds).
The upper limit on map size set by fc in turn constrains the amount of time which
is required to produce maps at various spatial scales with 1- error bars on either the
polarization fraction p or total intensity of a specified percentage. To see this, we
write NEPphot (W/
p
Hz) as a function of scan frequency, fscan:
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NEP 2phot(fscan) = 2hPopt

1 +mdet
det

(1 + fc=fscan)
=
2h
det
Popt (1 + fc=fscan)

Wp
Hz
 (3.9)
where fscan is determind by the telescope scan speed and a spatial scale Lspatial
of interest, fscan = Lspatial=!scan, m is a photon-bunching (wave noise) term that can
be omitted at the BLAST-TNG observation bands (see Chapter 2), and det is the
detector efficiency (80%). The optical power Popt corresponds to a source of flux
density (intensity) Isource [MJy=sr]:
Psource = IsourceAprimBoptoptp (3.10)
where Aprime is the collecting area of the primary telescope ( 4.5 m2, for BLAST-
TNG), Bopt is the optical bandwidth ( 0:3center), opt is the system optical efficiency
( 30%), and p is the polarization fraction of the source ( 2%). Using these approx-
imate values as examples, a source with I = 200 MJy=sr imaged in the BLAST-TNG
250 m band corresponds to Popt  2:58 10 16 W.
Assuming the detectors are photon noise limited, the time required tomap an area
of Amap with a root-mean-square (RMS) uncertainty on the polarization fraction p
is (for a single pixel):
treq;FN = 2
Amap
Abeam
NEPphot
pPopt
(3.11)
where Abeam is the beam area, and the factor of two comes from the fact that
p = 2I=I , in the case of photon noise limited operation. With fc = 0:5 Hz, and
the values given above, Equation 3.11 shows that to map scales of Lspatial = 1 deg
over a 1 deg2 map with p = 0:5% in the 250 m band will take 1.35 hr.
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3.1.4 Multiplexing Factor
Ideally, the readout system would have a multiplexing factor which is as high as
desired. However, the readout electronics have a limited signal processing bandwidth,
which is set by the digital electronics (FPGA/DAC/ADC). For the ROACH2 system,
the DAC/ADC board is clocked at fDAC = 512 MHz, and the FPGA is clocked at
fFPGA = 256 MHz. By virtue of using quadrature signals, the system bandwidth is
equal to fDAC.
The number of detectors which can be readout on a single slice is a function
of the signal processing bandwidth and resonator quality factors. Assuming that the
resonators are equally spaced, a spacing of 500 kHz would allow for1,000 channels
per slice. In practice, the LEKID resonant frequencies are not evenly spaced, and
are sometimes within 100 kHz of each other. The readout architecture is designed
to allow for this scenario (see Section 3.3.5).
3.1.5 Data Rate
Both the rate at which data is saved to disk and the total amount of data which
must be saved over the duration of a science observation are important consider-
ations. The packet routing network on the telescope must be able to handle the
throughput of each readout channel, and there must be sufficient disk space to store
all of the data. The ROACH2 data packets are in User Datagram Protocol (UDP)
format. Regardless of the number of active channels, the data packet size is fixed at
8234-B. In BLAST-TNG there are five ROACH2 slices, and packets are output at
fpacket = 488:28125 Hz. The total data rate is therefore:
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Nslices  fpacket  8234 = 20:1 MB=s (3.12)
or  4 MB/s per readout slice. Over a 24 hr period, the total data payload for
BLAST-TNG is  1.7 TB. Therefore, a 28 day balloon flight requires a storage
capacity of at least 50 TB (with no backup storage).
3.1.6 Timing and Packet Synchronization
During a telescope observation, each readout data packet must be timestamped
in a way that allows for the detector signals to later be synchronized with the timing
information of the other telescope subsystems. Most critically, in order to be able to
make maps, it must be possible to align the data packet timestamps with those of the
pointing system.
In BLAST-TNG, aGPS card provides the flight computers with the absolute time,
which is accurate to within a fewmicroseconds. The BLAST-TNGdata frames which
are constructed by the flight software contain subsystem data which is sampled at
various rates (e.g., 1 s, 2 s, 5 s), with the highest rate being that of the ROACH2 packets
(fs = 488:28125Hz). To be able tomake accurate sciencemaps, the information from
each frame must be synchronized to within a few milliseconds.
To timestamp the ROACH2 data packets, the GPS-disciplined PPS is input into
the FPGA and used to flag packets which correspond to the rising edge of each
pulse (within one FPGA clock cycle; a period of  2 ns). All packets which occur
between PPS boundaries are stamped with the number of FPGA clock cycles which
have elapsed since the previous pulse. The FPGA clock itself is disciplined by an
external 10 MHz reference, which is split between each ROACH2 slice. In addition
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to the relative timestamp information, an absolute timestamp (containing the flight
computer time) can periodically be added to a packet on a PPS boundary.
3.1.7 Power
Given an unlimited power supply, the primary requirement regarding power dis-
sipation is that the readout system must be able to operate without melting itself, or
any other subsystem. However, from a SWaP-C standpoint it is desirable to minimize
the power-per pixel to as low a level as possible. On a space-based or balloon-borne
platform, the electronics must be able to passively cool.
By virtue of flying during the Antarctic summer, the BLAST-TNG gondola is
provided with 24 hr sunlight. Its total power budget is 1 kW. Using a thermal
model of the BLAST-TNG gondola (see Gordon et al. (2016)) it was determined
that each readout slice should dissipate . 65 W. This places the power-per pixel at
65 mW/pixel.
3.2 Readout Electronics
The readout electronics for a single readout slice consist of digital and both active
and passive analog components. Depending on the system architecture (e.g., its space
constraints and thermal considerations), the digital and intermediate frequency (IF)
components can be housed in either the same or separate enclosures. For the BLAST-
TNG balloon platform, the decision was made to house all five digital and electronics
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slices in the same enclosure, which is known to the collaboration as the ‘ROACH2
Motel’7.
3.2.1 Digital Electronics
The digital electronics contain a ROACH2 Virtex-6 FPGA board coupled to a
MUSIC DAC/ADC board (Duan et al., 2010). An embedded processor (AMCC
PowerPC 440EPx, hereafter PPC) acts as an interface between the PPC/FPGA and
data acquisition (DAQ) or flight computer (FC). The PPC runs a daemonized Ka-
roo Array Telescope Protocol (KATCP) server, which facilitates communications be-
tween the DAQ and FPGA8. The MUSIC board includes two 12-b 550 Msps ADC
chips9, and two 16-bit 1,000 Msps DAC chips10. Each DAC and ADC is designated
to either the I or Q signal quadratures.
Communication between the PPC/FPGA and DAQ/FC is facilitated by one-
gigabit (1GbE) Ethernet transceivers (one for the PPC and one for the FPGA). The
PPC link is half-duplex. It is used for programming the FPGA firmware, command-
ing the firmware during readout operation, and receiving small quantities of diagnos-
tic data from various points in the DSP chain using CASPER ‘snap’ blocks which are
7BLAST-TNG is not the first experiment to use the name ‘ROACH Motel’ for its collection of
ROACH boards. See: https://casper.ssl.berkeley.edu/wiki/ROACH_Motel
8KATCP has been developed by the Square Kilometer Array South Africa (SKA SA) collaboration
for use on their CASPER hardware-based correlators and beam formers. See https://casper.berkeley.
edu/wiki/KATCP
9ADS54RF63, Texas Instruments Inc.
10DAC5681, Texas Instruments Inc.
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built into the firmware (see Section 3.3). The FPGA Ethernet link is one-way, and is
used stream the User Datagram Protocol (UDP) data packets to the DAQ.
The clock for the DAC/ADC board and FPGA is driven by one channel of a
dual-channel voltage-controlled oscillator (VCO) board (Valon 5009 Synthesizer11).
The DAC/ADC board is driven at 512 MHz, and the FPGA divides this frequency
by two to produce a 256 MHz clock signal. The second channel of the Valon 5009 is
used as a tunable local oscillator (LO) for the quadrature modulator and demodulator
(see below). The Valon 5009 has an internal frequency reference, but also accepts an
external reference. In order to synchronize the clock phase of each of the readout
slices used in the BLAST-TNG ROACH2 Motel, each Valon is driven by an external
reference which is generated by an OctoClock CDA-299012. The Octoclock also
provides a GPS-disciplined PPS signal, which is input to the ROACH2 ‘sync-in port’
via SMA, and used to timestamp each data pacekt (see Section 3.3.6.1).
To allow for control of the Valon synthesizer and programmable attenuators (see
Section 3.2.2), the BLAST-TNG electronics incorporate a Raspberry Pi 313 single-
board computer in each readout slice. The programmable attenuators are also pow-
ered via USB through the Pis. Having a Pi in each readout slice reduces the amount
of cable routing which is required between the electronics and DAQ/FC.
Table 6 lists the measured power dissipation of major components on the
ROACH2 and MUSIC board with the firmware loaded and running (values taken
115009 Dual-Frequency Synthesizer, Valon Technology Inc.:https://www.valonrf.com
12Ettus Research: https://www.ettus.com
13Raspberry Pi:https://www.raspberrypi.org
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from Gordon et al. (2016)). At 30 W, the FPGA is the dominant power consumer in
the readout system. The total power dissipation for the digital electronics is47.8 W.
Component Quantity Power Dissipation (W)
FPGA 1 30
Power PC 1 5.0
RAM 1 4.4
ADCs 2 2.6
QDR 4 1.8
PHY 2 1.0
DACs 2 0.5
Raspberry Pi 3 1 2.5
Total 47.8
Table 6. The power budget for the digital electronics used in each BLAST-TNG
readout slice.
3.2.2 Intermediate Frequency Electronics
The primary purpose of the IF electronics is to move the signals which are pro-
duced by the ROACH2 system between complex baseband (-256 to +256 MHz) and
RF (500–1100 MHz). Additionally, the signals require amplification after passing
through the cryostat. The IF electronics in each readout slice include the following
components14:
• Four 1–256 MHz anti-aliasing filters (custom-made at ASU, one each for the I
and Q DACs and ADCs)
14Not included in the list: Several meters of coaxial cable; many handfuls of SMA adaptors.
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• One quadrature modulator (Polyphase Microwave AM0350A15)
• One quadrature demodulator (Polyphase Microwave AD0105B)
• Two Mini-Circuits16 6000–30 programmable attenuators (steppable between
0–30 dB in 0.25 dB increments)
• One room-temperature (RT) LNA, (custom-made at ASU)
• Two RT baseband amplifiers (custom-made at ASU, one each for I and Q on
the downconversion side.)
• One dual-channel synthesizer (the Valon 5009)
• Two 1 GHz low-pass filters (Mini-Circuits VLF-1000+, used to filter out LO
harmonics and at the RF input of the readout system).
• Two baluns (Mini-Circuits ADT2-1T+, used to convert the single-ended I=Q
modulator inputs from single-ended to differential.
A schematic of the digital and IF electronics signal processing chain is shown in
Figure 28. For explanation purposes, the signal chain can be split into two chains
which merge on one end at the ROACH2 system and at the cryostat (or detector
arrays) at the other.
Upconversion chain: Starting with the ROACH-2 board, the firmware generates a
baseband probe tone comb containing the resonant frequencies of each detector
in the LEKID array. The signal is output in quadrature (I and Q) by the DACs,
and low-pass filtered to remove higher-order Nyquist zones (see Section 3.3.1). The
signal is then upconverted to RF in the quadrature modulator, which takes the I=Q
quadratures as differential inputs and outputs a single RF signal. To be input into
15Polyphase Microwave:https://polyphasemicrowave.com/
16Mini-Circuits:https://www.minicircuits.com/
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the modulator, the I and Q signals are converted to differential using baluns17. The
upconverted signal is then attenuated by the output-side (relative to the ROACH2)
programmable attenuator before being fed into the cryostat on a single coaxial cable.
The cryostat contains several temperature stages between 300 K and 300 mK, where
the detector arrays are kept. Each stage contains a fixed amount of attenuation whose
purpose is to reduce the thermal load on the following (colder) stages. The total gain
of the cryostat depends on fixed attenuation, cable losses and LNA gain. For BLAST-
TNG, the cryogenic gain is-20 dB. After being modulated by the LEKID detectors
the signal is amplified by a cryogenic 6 K LNA18 with 30–35 dB of gain, and sent
back out of the cryostat.
Downconversion chain: The downconversion chain begins when the signal exits the
cryostat. It is first low-pass filtered (cutoff frequency at 1 GHz) to remove any
signal above 1 GHz which was amplified by the high gain of the cryogenic LNA.
The signal then enters a second-stage amplifier, which for BLAST-TNG is a RT
LNA which has been modified to operate on 5 VDC. The second-stage amplifier is
followed by the programmable input attenuator, which feeds the demodulator. The
demodulator splits the signal back into quadratures, which are passed through a third-
stage of amplification that provides 20 dB of gain. The purpose of the third-stage
amplifiers is to ensure that enough signal power enters the ADC when the probe
tones are on resonance. The amplified quadratures are then low-pass filtered through
the second pair of 1–256 MHz anti-aliasing filters, and input to the I and Q ADCs.
17The baluns are not required for this particular modulator. However, it is desirable to have as
little LO leakage as possible at the RF output. Using baluns reduces the LO leakage to 4 dB above
the probe tone level. When driven single-ended, the LO is 20 dB above the probe tones.
18A SiGe LNA from Groppi Labs at ASU: http://thz.asu.edu/products.html
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The power dissipation for each of the active IF components is listed in Table 7.
Their total power dissipation is  26.7 W. Adding this value to the  48.7 W which
are dissipated by the digital electronics (Section 3.2.1) gives a total power dissipation
of  74.5 W. This per-readout slice power dissipation is within acceptable range of
the BLAST-TNG power requirement of .65 W per slice.
Part Quantity Volts (V) Current (mA) Total Power (W)
Valon 5009 1 6 600 3.6
RUDAT 6000-30 2 5 60 6
Polyphase AM0350A 1 +5/-5 250/30 2.75
Polyphase AD0540B 1 +5/-5 290/50 3.95
RT LNA 1 5 30 1.5
Baseband RT Amps 2 5 145 1.45
Total 26.7
Table 7. The power dissipation for the IF electronics used in each BLAST-TNG
readout slice
3.2.3 Readout Electronics for the Balloon Platform: The BLAST-TNGROACH2
Motel
The ROACH2 Motel, shown fully assembled in Figure 29, is a custom aluminum
(Al) enclosure that houses the set of five ROACH2 readout slices, including their digi-
tal and IF electronic components. The electronics for each readout slice are mounted
to 1/400 backing plates, which are stacked side by side between two 5/800 thick Al side
panels. To allow for continuous operation at float altitude (35 km), where fans
have little effect due to the lack of atmosphere, the enclosure itself must provide a
thermal link to the inner frame of the balloon gondola to enable the heat generated
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by the electronics to dissipate and radiate to space. Heat from each slice’s backing
plate flows through the two Al side panels and into two 800  500  1/400 right angle
brackets which secure the enclosure to the inner frame of the gondola (see Figure 30).
All contact joints between metal components within the enclosure are coated with
non-conductive thermal joint compound to increase their thermal conductivity.
Figure 29. The BLAST-TNG ROACH2 Motel, fully assembled and taking in the
sunset in Palestine, Texas, USA.
Each of the electronics used in the BLAST-TNG detector readout are rated for
operation to at least 85°C. In order to stay within their operational temperature limits,
the FPGA, PPC andADCsmust be well heat sunk to the inner plates of the enclosure,
which in turn must have their own path for dissipating heat. The ROACH2’s Xilinx
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Virtex-6 FPGA is by far the largest producer of heat in each electronics slice. To
address this, a copper assembly containing two 5 mm diameter water filled, sintered
copper heat pipes19 are mounted directly on top of the FPGA chips. The heat pipes
are soldered into the heat sink assemblies using bismuth tin (BiSn) solder paste. BiSn
is used because its relatively low melting point of 138°C allows it to liquify during
fabrication without damaging the heat pipes.
Besides the FPGA, the two most sensitive components are the PPC and ADCs.
The PPC is heat-sunk to the FPGA’s heat pipe assembly using two smaller copper
heat pipes, and the the ADCs are heat strapped directly to the 1/400 Al backing plates
using 10 AWG copper wires which are secured to the chips using non-conductive
thermal epoxy. The DACs, which run cooler than the ADCs, are connected to
the backing plate by a single 14 AWG copper wire. The Raspberry Pi 3 boards are
mounted to Al plates which are secured to the backing plate of each slice. The IF
electronics are mounted to the same backing plate as the digital electronics.
During operation of the system, the temperature of the FPGAs and PPCs is
logged via temperature sensors which are secured to the heat sinking assemblies of
each device. The CPU temperatures of each Raspberry Pi 3 board are also logged.
Power suppy and input and output signals are routed through the front and back
panels of the ROACH2Motel. Each slice’s front panel includes SMA input ports for:
A 10 MHz reference, a PPS signal, an (optional) external LO, RF input and output,
and a spare input. The back panel of each slice contains a 4-pin military connector
which receives 28 VDC from the balloon gondola’s power distribution system. This
19Enertron Inc:https://www.enertron-inc.com/
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Figure 30. The ‘Roach Boys’ installing the Roach2 Motel on the BLAST-TNG
gondola in Palestine, Texas, USA (July, 2018).
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voltage is distributed to several Vicor20 DC-DC converters which are mounted to
the enclosure’s backing plate. The DC converters supply 5, 6 and 12 VDC to the
IF electronics. The back panels also contain Ethernet port for communicating with
the PPC, FPGA, and Raspberry Pi 3, as well as a USB port for interfacing directly
with the Linux OS (BORPH) which runs on the PPC.
Figure 31 is an annotated photograph of one of the five BLAST-TNG ROACH2
slices, taken during the 2018/2019 Antarctic campaign. Critical components are la-
beled with numbers. These are: 1) ROACH2 board 2) FPGA heat pipe assembly 3)
Raspbery Pi 3 4) MUSIC DAC/ADC board 5) anti-aliasing filters 6) programmable
attenuators 7) demodulator 8) modulator 9) second-stage LNA (not visible) 10)
Valon synthesizer (not visible). A view of the fully assembled motel is shown in
Figure 32. The outside of the enclosure is painted white to increase its albedo. Eth-
ernet ports for the FPGA and PPC can be seen forming two columns that run along
the back panel. The power distribution for the exposed ROACH2 slice is routed
through a D-sub connector at the lower left corner of the image.
20Vicor:http://www.vicorpower.com
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Figure 32. A top view of the BLAST-TNG ROACH2 Motel with the lid removed.
3.3 ROACH2 Firmware Overview
In this section we describe in detail the DSP which is performed in the FPGA
firmware. The firmware is written using the MATLAB21 / Simulink22 / System
Generator23 / EDK24 (MSSGE) Toolflow developed by the CASPER collaboration.
CASPER ‘snap’ blocks allow for pre-specified amounts of data from the data stream
21Mathworks:https://www.mathworks.com/
22Mathworks
23Xilinx ISE 14.7 Design Suite
24Xilinx Embedded Development Kit
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to be saved in block RAM (BRAM) on the FPGA at key points in the DSP chain.
This data can then be converted into figures of merit to be used for making real-time
adjustments to either the RF electronics or baseband frequency combs. Critical pa-
rameters, including the readout bandwidth, may be adjusted during operation using
software inputs.
The DSP chain performs several synthesis and analysis functions, which are de-
scribed sequentially in the sections below. A block diagram of the DSP chain is
shown in Figure 33.
3.3.1 Tone Comb Synthesis
The DSP chain begins with the synthesis of the DAC probe tone and DDC tone
look-up-tables (LUTs). The DDC tones are used to digitally downconvert the output
timestreams of the PFB-FFT (see Section 3.3.5), and the DAC probe tones circulate
between the readout system and the LEKID arrays throughout an observation. If
the resonator frequencies are not known, they can be discovered using the channel
identification technique described in Section 4.1.3. In the following, we assume that
the LEKID resonant frequencies (fres) are already known.
The time domain waveform of the DAC probe tone is synthesized in software
(Python/C/C++) by assembling a dummy spectrum in the frequency domain, and then
taking its inverse-Fourier transform (IFT). In the dummy spectrum, each probe tone
is represented by an amplitude A and unique phase . During an observation, the
probe tone amplitudes are set to unique values corresponding to the specific tone
power requirements of the detectors (including a global transfer function correction
to correct for the ROACH2-output side IF electronics, described in Section 4.1.2). In
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the examples which are provided in the following, the tone amplitudes are normalized
to their maximum allowable value, which is 32767 analog-digital units (ADU). At the
DAC output, this level corresponds to Vpp ' 1:4 V.
The phases of the probe tones are chosen from a normal distribution. This pro-
duces a near-optimal CF for a multitone comb with an arbitrary number of tones
(Boyd (1986)). The tone frequencies occupy the complex baseband bandwidth of
the ROACH2/MUSIC board system, which spans from -256 to +256 MHz (for a
good explanation of negative frequency, see Lyons (2004)). The tone frequencies are
rounded to increments of the final channelizer bandwidth of 488.28125 Hz.
The DDC tones are computed in a similar fashion as the DAC tones, although
their frequencies correspond to the difference between the DAC probe tone fre-
quencies and the center frequencies fk of their firmware FFT bins. For a given FFT
bin index k, fk = kfs=NFFT. The frequency of the DDC tone corresponding to a
probe tone at frequency fpr which is located in bin k is therefore fk;DDC = fpr   fk.
The sampling frequency for the DDC LUT is the PFB-FFT output frequency,
fFFT = 500 kHz.
Once synthesized in software, the DAC and DDC comb LUTs are uploaded to
the ROACH2 board, where they occupy two of the ROACH2’s four quad-data-rate
(QDR) SRAM chips25, hereafter designated QDRI and QDRQ. Each LUT contains
221 signed 16-bit time ordered samples.
The QDR is logically accessed as 219 addresses  16-B. The KATCP protocol
is used to upload the LUT data to QDR RAM. To facilitate uploading the two
LUTs to each QDR, the I andQ components are interwoven into two separate LUTs
(LUTI , LUTQ) of 222 time ordered samples each (this is based on the method used
25Cypress, CY7C2565KV18
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by McHugh et al. (2012)). For example, the order of samples contained within LUTI
is:
I1DAC; I
0
DAC; I
1
DDC; I
0
DDC; : : : ; I
n
DAC; I
n 1
DAC; I
n
DDC; I
n 1
DDC (3.13)
where superscripts refer to even and odd numbered samples, and each value is 16-bit
wide.
After the LUTs have been uploaded to the QDRs, they are read from the QDR
buffers, sliced into their original 16-bit values and re-cast as fixed-point 16.15 values26.
On each clock cycle, four consecutive samples are read out from QDRI (QDRQ):
I1DAC; I
0
DAC; I
1
DDC; I
0
DDC (same for Q).
The DDC LUT samples are sent directly to the DDC section of the firmware,
while the DAC LUT samples are input to the MUSIC board DAC gateware. Since
the DACs are clocked at twice the rate of the FPGAs, two consecutive samples (e.g.,
I1DAC; I
0
DAC) are processed on each FPGA clock cycle. To ensure proper synchro-
nization of each quadrature component, the DAC is synchronized by a pulse which
simultaneously resets the QDR address counter.
Because the DAC waveforms are reconstructed using a zero-order hold (ZOH),
the frequency response of the waveform is a sinc function: X (f) = jsinc(f=fs)j.
The sinc response produces two effects which must be considered individually. The
first effect is a roll-off of 6 dB between the center of the band and the edge of the
first Nyquist zone, at fFPGA = 256 MHz. This roll-off is dealt with by applying an
inverse transfer function correction to the probe tone amplitudes.
26In this fixed-point notation, the first number represents the total bit width, with the second
number being the radix point. All numbers in this notation are assumed to be signed unless otherwise
noted.
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The second consequence of the ZOH is that several higher order Nyquist zones
are output by the DAC, which must be removed using high-order low-pass filters.
Figure 34 shows the measured output of one DAC for a tone comb comprised of
1,000 evenly spaced tones, ranging from -245–245 MHz. The blue trace is the unfil-
tered frequency response out to 1.5 GHz. The power in the second Nyquist zone
(fs—32fs) is 10 dB below the peak at f ' 250 MHz. The orange trace shows the
simulated sinc response. The simulation is a good match the first Nyquist zone, but
does not taper off at higher zones (no frequency dependent attenuation factor was in-
cluded in the simulation). The red trace shows the DAC output after the application
of the anti-aliasing filters, which cut off at 245 MHz.
3.3.2 Digitization
After the tone comb has been upconverted by the IF electronics, passed through
the detector arrays, and once again downconverted to complex baseband, the I andQ
signals are digitized by two independent ADCs which share the same clock source as
the DACs. Each ADC outputs two consecutive time samples per FPGA clock cycle:
I1ADC, I0ADC (Q1ADC, Q0ADC). The time ordered I=Q pairs are concatenated and sent to
the first stage of channelization, which is the PFB-FFT. CASPER snap blocks are
utilized at this stage to store some of the ADC timestream in BRAM, which can be
downloaded to the DAQ at any time in order to calculate Vrms at the ADC input for
both I and Q. The ADCs have a full-scale input range of 1.1 V, which corresponds
to a maximum allowable input power of 10.8 dBm.
Figure 35 shows 2,000 samples of the digitized timestream of a single tone at
fpr = 50:0125 MHz, as well as for a tone comb with Ntones = 1000 with evenly
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Figure 34. The DAC frequency response for a multitone probe comb with
N = 1000, showing the unfiltered (blue), simulated (orange) and measured filtered
(red) response out to 1.5 GHz.
spaced frequencies. The power in the single tone has been attenuated using the
output attenuator inside the IF electronics, to avoid saturating the ADCs. Because
the phases of the multitone comb are randomized, the peak power in the comb scales
as Pmax /
p
Ntones. During an observation, the IF attenuators are adjusted to keep
the RMS voltage of the tone comb to below  100 mV. This ensures that the ADC
will not saturate as the LEKID resonant frequencies drift from the initial locations
of the probe tones, increasing their transmission through the system.
The CF of the waveform can also be measured from a small number of ADC
samples, for both I and for Q. For the data shown in Figure 35, the CF is measured
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as 3 dB for the single tone, and 11.3 dB for the 1,000 tone comb. The real-time CF
measurements are useful for making noise estimates (see Section 3.4).
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Figure 35. 2,000 I=Q samples of a digitized waveform at f = 50:0125 Hz (blue),
and for a tone comb consisting of 1,000 evenly spaced tones.
3.3.3 Coarse Channelization: The PFB-FFT
Inside the firmware, the digitized tone comb is processed using two consecutive
stages of channelization. The first stage of channelization is a PFB-FFT (AKA fil-
terbank). A detailed description of PFBs is found in Price (2016). Utilizing a PFB
before an FFT allows for frequency response of the FFT bins to be shaped according
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to the chosen PFB parameters. Specifically, the PFB is intended to minimize the two
most deleterious side-effects of FFTs, which are spectral leakage and scalloping loss.
A PFB accomplishes this by multiplying a segment of timestream (for either I
or Q) with a window function, dividing the windowed segment into P ‘phases’ of
length NFFT (the poly-phases), and summing each of the P phases. The summed
segment of length NFFT is then fed into a FFT, also of length NFFT (the PFB-FFT
is the combination of the two). The PFB acts as a set of sub-filters which condition
the FFT bin transfer functions so that they are more rectangular than they would be
otherwise. Lower sidelobe levels can be achieved by widening the the FFT bins.
The PFB-FFT is implemented using the CASPER pfb_fir and biplex_fft
blocks. For the PFB, we use a P = 4 taps, a bin scaling factor of 2, and a Ham-
ming window for the filter coefficients. The bin scaling factor of 2 widens the FFT
bins so that they overlap at -6 dB. Their width at FWHM is 450 kHz. On each
clock cycle, the biplex FFT receives two consecutive complex time ordered samples
I0; I1; Q0; Q1, and outputs the complex amplitudes eI0; eI1; eQ0; eQ1 of two consecutive
(k, k + 1) frequency bins. One N = 1024 FFT is processed every 512 clock cycles,
corresponding to an FFT-rate of 500 kHz. A synchronization pulse which is emitted
on the last clock cycle before the first valid data of each consecutive FFT is used to
synchronize all following stages of the firmware. Since the average individual detec-
tor bandwidth is 50 kHz, several detectors may safely fall within a single FFT bin.
Each bin pair output by the FFT is concatenated into a single 72-bit word (4 18-bit)
before being stored in block RAM (BRAM) in the FPGA for channel selection.
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Figure 36. A 5 MHz section of the transfer function of the firmware PFB-FFT,
showing measured (dots) and simulated values (lines). The PFB has widened the
FFT bins so that they overlap at -6 dB. Their FHWM width is 450 kHz.
3.3.4 FFT Bin Selection
When the LEKID resonant frequencies are irregularly spaced (as is the case for
the BLAST-TNG arrays), some PFB-FFT bins contain multiple probe tones, while
others remain empty (containing only noise). Only the former set of bins requires
further channelization. The channel selection logic requires that up to 1024 channels
from the FFT bin stream be selected within 512 clock cycles. To manage this while
continuously streaming data, a buffered switch is constructed using Xilinx dual-port
BRAM blocks. During software synthesis of the I=Q waveform buffers, a list of up
to 1024 bins is pre-calculated based on known resonator frequencies and loaded into
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a dual-port ‘bin select’ BRAM. The list may consist of any combination of the 1024
available bin indices, including a single bin index repeated 1024 times. If only a subset
of bins is required, any unused RAM addresses are initialized to zero. Once the bin
list is loaded into RAM, the bins are referred to as channels, with the channel order
corresponding to the order of the original list. During operation, the bin indices for
two consecutive channels are read out in parallel from the dual-port RAM. Each
bin index is halved to represent the clock cycle (‘clock address’) corresponding to its
offset in cycles from the zeroth FFT bin, and these clock addresses are to be used
as read addresses for another dual-port RAM containing the bin data. In the data
RAM, the contents of two consecutive bins are stored in each address slot.
In read mode, the contents of two bins are presented at each output port of the
dual-port data RAM, the addresses of which are chosen by the clock addresses of the
desired bin indices. Out of the four available bins to choose from on each cycle, only
one member of each pair is desired. To determine which member of each bin pair to
use, the least significant bit of the desired bin index is used to operate a switch that
slices the proper bin from each pair. The new pair of bins is then passed through
a MUX selector and sent to the first stage of the DDC. To facilitate continuous
readout, the bin selector is duplicated into a read branch and a write branch, which
together form a buffered switch.
The bins which are selected for further processing are hereafter referred to as
channels.
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3.3.5 Fine Channelization: Digital Down Conversion
As was discussed in Section 3.3.1 The PFB-FFT operates on the digitized ADC
timestream once every 512 clock cycles, and therefore any probe tone waveforms that
have a period longer than the filterbank length of 1024 samples will exhibit unwanted
phase rotation over the course of several FFTs. This results in amplitude modulation
of eI and eQ, where the AM frequency fk   fpr. One approach to circumventing this
issue would be to use a longer FFT, with bins so narrow that each fpr falls very near
to a bin center. The MUSIC firmware employed this approach, with a 216-point FFT,
resulting in bin width of 7.5 kHz (Duan et al. (2010)). However, this method relies
on the LEKID frequency spacing being somewhat uniform. Instead, we use digital
down conversion (DDC) to demodulate the residual AM. The technique, which was
previously implemented in the ARCONS firmware (McHugh et al., 2012), has the
advantage of using fewer FPGA resources then the long PFB-FFT approach.
To downconvert each channel, the eI= eQ output timestreams from each FFT bin
are multiplied with their corresponding IDDC/QDDC entries from the DDC LUT.
With each clock cycle, two consecutive channels are operated on in parallel. A single
cycle of the operation involves performing the calculation:
(eI + j eQ)(QDDC + jIDDC) (3.14)
where eI= eQ are of data type 18.17, IDDC=QDDC are 16.15, and the resulting output
I=Q values are 19.17. During this process, FFT bins which contain multiple chan-
nels are downconverted once per channel. For successful down conversion to occur,
each channel of the DDC LUT must be synchronized with its corresponding eI= eQ
timestream at the output of the FFT. Otherwies, on system start, the first channel
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arriving at the downconverter will be out of sync channel-wise with its corresponding
DDC tone by some number of clock cycles between 0 and 512. This ‘DDC shift’ is
constant for a given bitstream file, but due to differences in how the System Genera-
tor places the logic during each compilation, the DDC shift varies by a small number
of clock cycles between different bitstreams.
For each firmware file, the DDC shift can be discovered on system startup by us-
ing an algorithm built into the readout software (see Section 3.5). The software steps
through each possible DDC shift using the variable delay block while monitoring the
snap block data from the DDC for a single channel. At each shift, a software FFT ofeI= eQ is compared to that of IDDC=QDDC. When the delay has been set properly, the
FFTs will match. Once the shift is known, it is programmed into the variable delay
block using a software register, and the value is thereafter left unchanged.
As stated above, FFT bins which contain N probe tones are downconverted N
times. Each of the N channels which result from this process contain the both the
downconverted probe tone, centered at DC, as well as non-zero signal contributions
from the other probe tones which were present in the FFT bin prior to downcon-
version. These adjacent tones must be filtered out. Two methods were explored in
order to achieve this. The first method is to add a low-pass FIR filter after the DDC,
which is narrow enough to filter out any adjacent tones. The second method, which
is what is used in the BLAST-TNG firmware, is to accumulate the I=Q values for
each channel (see Section 3.3.6). Accumulation both filters out the adjacent tones (it
is a boxcar filter) and reduces the sample rate.
Relative to downsampling by accumulation, the FIR has the disadvantage of re-
quiring many FPGA resources (delays, adders and multipliers). Because the I=Q
samples at the output of the DDC are time-multiplexed (equivalently, channel-
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multiplexed) (Ichan0=Qchan0, Ichan1=Qchan1, …, IchanN=QchanN) the FIRmust also act in a
time-multiplexed fashion. At the output of the DDC, the samples of any given chan-
nel appear once every 512 clock cycles. Therefore, the FIR must include a matching
latency of 512 clock cycles between every addition. Following Strader (2016), the nth
I value to appear at the output of the FIR is therefore:
Iout[n] =
M 1X
m=0
h[m]Iin[n  512m] (3.15)
where m is the channel index and h is a filter coefficient. The filter coefficients
are calculated in software, using a Hamming or Hanning window, and then pro-
grammed into software registers by the user. During system operation they can be
reprogrammed at any time.
The need for long latencies make it difficult for System Generator to meet the de-
sign’s timing constraints during the placement and routing stage of firmware compi-
lation. In addition, to narrow the signal bandwidth from 500 kHz to1 kHz requires
the use of many filter taps (O(100)). By simply co-adding (accumulating) consecu-
tive samples from each channel, both filtering and downsampling can be achieved
simultaneously, with less resource utilization. Ultimately, this was the option that
was taken for the BLAST-TNG firmware.
Figure 37 and 38 show frequency domain examples of the downconversion pro-
cess for one channel from a tone comb consisting of one and 1,000 tones. In both
figures, the top frame shows the input signal to the DDC,X =
qeI2 + eQ2, the middle
frame shows the DDC tone XDDC, and the bottom frame shows the downconverted
output signal Y . The spurs which are visible at either side of the central tone are due
to the effects of quantization errors in the software FFT. In the channel from the
multitone comb shown in Figure 38, the group of spurs centered at -50 kHz relative
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to the main tone is due to sideband leakage in the IF modulator. The sideband tones
are down -20 dB relative to the main tone’s peak, and are averaged out during the
accumulation stage.
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Figure 37. An example of the frequency domain DDC products (measured and
simulated) for one channel of a tone comb consisting of a single tone.
3.3.6 Accumulation and Downsampling
The downconverter outputs I=Q samples at a rate of fDDC = 500 kHz. The I=Q
timestreams at the outputmust be downsampled in order to output data at the desired
rate. In the version of the firmware which does not contain the post-DDC FIR filter,
the downconverted channels still contain signal from probe tones which were within
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Figure 38. The frequency domain DDC products for one channel of a tone comb
consisting of 1,000 probe tones, with measured (blue) and simulated data (red).
the same PFB-FFT bin. While downsampling by decimation would require further
filtering, downsampling by accumulation both decreases the data rate and filters out
any signal which is non-periodic within the length of the accumulation.
Both downsampling and filtration are achieved by coherent channel-wise accu-
mulation of the I=Q values. The length of the accumulation is configured using
a software register. The total number of accumulations used determines the band-
width of the channels which are output by the system. For BLAST-TNG, the ac-
cumulation length is set to 219 clock cycles, which corresponds to Naccum = 1024.
The resulting readout frequency fro = 488:2815 Hz, and the channel bandwidth
Bchan = fro=2 = 244:14 Hz. Because the number of accumulations can be adjusted
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by factors of 2, fro may be set to values of  30, 61, 122, 244, 488 or 976 Hz. The
firmware architecture does not support fro > 976 Hz.
Accumulation is performed using CASPER vector accumulator blocks of length
512. During the additions, the I=Q values are permitted to grow to 32-bits. The
averaging function of the accumulator is effectively a box-car filter, which provides
low-pass filtering of the channel timestreams. It is not necessary to complete the av-
erage with division by the total number of accumulations. Following accumulation,
the channel values are sent to the packetization stage. Figure 39 shows the uncor-
rected transfer function (frequency response) for the 512 MHz readout band for a
tone comb comprised of 1,000 evenly spaced channels (the ‘VNA’ comb). The or-
ange trace was measured in digital loopback. In digital loopback, the DAC output
is filtered and then input directly into the ADC. The blue trace show the full RF
loopback (containing all IF electronics). The ripples in the RF loopback trace are a
product of the frequency response from each IF component. This transfer function
can be corrected for using software, by calculating and applying the inverse transfer
function for each readout slice (see Section 4.1.2).
3.3.6.1 UDP Packetization and Time Stamping
UDP packetization is performed using the CASPER 1GbE block. Because the
block accepts only one byte at a time, each 4-B I or Q word must be sliced byte-wise
before being input to the block.
The data packet size is fixed at 8234-B, regardless of the number of channels
which is used. Figure 40 shows the structure of a single UDP frame. Each packet
contains a 42-B header, and 8192-B of data, which includes the I=Q values for each
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Figure 39. The transfer function of the accumulator (|S21|2), for a tone comb
consisting of 1,000 tones, in digital and RF loopback.
channel, as well as time stamp and checksum information. The UDP header contains
the source and destination MAC addresses, IP addresses and UDP ports, where the
source values correspond to the FPGA Ethernet device on the ROACH2 board, and
the destination values correspond to the data acquisition computer (DAQ). Each of
these parameters is chosen by the user and programmed into the firmware using
software registers during system startup.
After the header, there are 8192-B allocated for data storage. The first 8218-B
contain the I=Q values, which are stored as signed, 4-B words in little-endian:
• Words 1–512: I , channels 0–512
• Words 513–1024: I , channels 0–512
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• Words 1025–1536: I , channels 513–1024
• Words 1537–2032: I , channels 513–1016
The last 8 Q slots are used to store timestamp values, which limits the maximum
channel count to 1016. The final 64-B of each packet contain timetamp information,
a data checksum, and a free 4-B slot which can contain extra diagnostic information
chosen by the user. The timing information is contained in 4 separate words, which
are:
• ctime: The absolute Linux time, taken from the flight computer, and truncated
to s precision.
• PPS count: The number of elapsed PPS pulses since the PPS reset register was
toggled.
• clock count: The number FPGA clock cycles which have elapsed between PPS
counts.
• packet count: The number of packets which have been generated since the PPS
reset register was toggled.
As described in Section 3.1.6, the combination of these values allows for the ac-
quistion time of each data packet to be sychronized with the other telescope subsys-
tems (most crucially, the pointing system) to within the required precision of 1 ms.
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Figure 40. The structure of a ROACH2 UDP packet
3.4 Noise Verification
In this section, we describe the verification of the WN and FN system require-
ments described in Sections 3.1.2 and 3.1.3. To characterize these noise properties,
we use the one-sided PSD, Sxx(f):
Sxx[f ] =
1
Nfs

NX
n=1
xne
 j2fn=fs

2
(3.16)
To obtain a better estimate of the PSD than Equation 3.16 can provide, we use
the Welch Periodogram (WP) (Welch, 1967). The WP is an asymptotically unbiased
estimator of the PSD. In Welch’s method, a timestream is divided into K windowed
segments of equal length. The periodogram is calculated for each segment, and then
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averaged. The segments may also be overlapped in time. The variance of the WP is
reduced by a factor of 1=K relative to a regular periodogram, at the expense of lower
frequency resolution. The WP can be written as:
Sxx[f ] =
1
K
K 1X
n=0
1
fsM

N 1X
n=0
xn;we
 j2fn=fs

2
(3.17)
where xn;w is a windowed version of the time series, andM is the length of each
segment. To fit the noise PSDs, we use a modified version of Leeson’s equation,
which empirically models the phase noise spectrum produced by a resonator (Lesson,
1966). The model is a three-parameter fit to S:
S;fit(f) = W
"
1 + fc=f +

Bres
f
2
(1 + fc=f)
# 
rad2
Hz

(3.18)
where W is the WN level, the resonator bandwidth Bres = (f0=2Qr), and fc the
FN corner-frequency. The PSDs are measured in digital and RF loopack. In digital
loopback, theMUSIC boardDAC I=Q outputs are passed through anti-aliasing filters
and then fed directly into the ADCs. RF loopback includes the IF electronics. To
simulate the gain of the BLAST-TNG cryostat, a 20 dB attenuator is placed between
the RF out and RF in ports of the readout slice.
Figure 41 shows an example fit (red) using Equation 3.18 to the median PSD of
a tone comb containing 1,000 evenly spaced tones (blue), in digital loopback mode.
In this particular example, the FN corner frequency fc  0:5 Hz, and the WN level
is -98 dBc/Hz.
In digital loopback mode, the noise was measured for tone combs containing
1, 100, 500, 618 and 1,000 tones. In the tone combs containing 100, 500 and 1,000
tones, the frequencies were evenly spaced by 490 kHz. The tone comb with length
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Figure 41. A fit (red) of a modified Leeson’s equation to the median PSD (blue) for
a tone comb containing 1,000 evenly spaced tones.
618 uses resonator frequencies which were identified for the 350 m array during de-
tector testing at NASA’s Columbia Scientific Balloon Facility in July, 2018 (618350m).
These tones are not evenly spaced (see the discussion about detector yields in Chap-
ter 4). The median PSDs calculated from each tone comb are shown in Figure 42.
Table 8 lists the WN level, in dBc/Hz and dB/Hz (converted using the method de-
scribed in Section 3.1.2, as well as the estimated CF, using Equation 3.5).
For the single tone comb, the WN level is measured to be -143 dBc/Hz, which
is within 1 dB of the theoretical minimum predicted by Equation 3.5. The WN
levels for the evenly spaced tone combs are also close to their expected values. The
618350m tone comb has a median WN level of -105 dBc/Hz, which is close to the
level measured for 1,000 evenly spaced tones. This small amount of excess noise is
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attributed to the uneven spacing of the probe tones, which creates intermodulation
products in the analogmodulator/demodulators. For each tone comb, the FN corner
frequency is 0.5 Hz.
N tones S (dBc/Hz) Sf=f (dB/Hz) Crest Factor est. (dB)
1 -143 -244 3
100 -113 -215 11
500 -108 -209 10
618350m -105 -206 12.5
1000 -105 -206 10
Table 8. The digital loopback WN levels as a function of 1, 100, 500, 618 and 1,000
tones. 618350m is the tone comb for the 350 m band tones used during the 2018
Palestine instrument integration for BLAST-TNG. Sf=f is calculated according to
Equation 3.2, with Qr = 2.85  104. The PSDs shown are the median of the PSDs
calculated for each N value, from 60 s timestreams. CF is the estimated crest factor,
in dB.
The samemedian-PSD analysis was performed in RF loopback, using tone combs
containing a single tone, the 618350m tones and an evenly spaced comb of 1,000 tones
(25 of which were removed from the data due to unusually high noise). The results of
the analysis are shown in Figure 43. Table 9 lists the WN levels as in Table 8, except
the third column shows the estimated IF noise, in dB. The IF noise was estimated
using Equation 3.5 with the CF values in Table 8, and is found to be 5 dB in each
measurement.
The WN level of the single tone is measured as -136 dBc/Hz, and those of the
1,000 and 618350m combs are  -98 dBc/Hz. These values are safely below the WN
system requirement derived in Section 3.1.2. However, the margin of error is only a
few dB. As in digital loopback mode, the FN corner frequencies are  0.5 Hz. While
this value also satisfies the system requirement, there is little margin for error. It is
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Figure 42. The digital loopback WN levels as a function of 1, 100, 500, 618 and
1,000 tones. 618350m is the tone comb for the 350 m band tones used during the
2018 Palestine instrument integration for BLAST-TNG. Sf=f is calculated
according to Equation 3.2, with Qr = 2.85  104. The PSDs shown are the median
of the PSDs calculated for each N value, from 60 s timestreams.
therefore important to keep the noise contribution of the IF electronics as low as
possible.
The WN and FN noise estimates presented in this section are in close agreement
with those presented in Gordon et al. (2016), which have beenmeasured using similar
firmware and IF electronics.
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Figure 43. The RF loopback WN levels as a function of 1, 618 and 975 tones.
618350m is the tone comb for the 350 m band tones used during the 2018
Palestine instrument integration for BLAST-TNG. Sf=f is calculated according to
Equation 3.2, withQr = 2.85  104. The PSDs shown are the median of the PSDs
calculated for each N value, from 60 s timestreams.
N tones S (dBc/Hz) Sf=f (dB/Hz) IF Noise (dB)
1 -136 -237 4
618350m -98 -199 5
1000 -98 -199 5.5
Table 9. The RF loopback WN levels as a function of 1, 618 and 975 tones.
618350m is the tone comb for the 350 m band tones used during the 2018
Palestine instrument integration for BLAST-TNG. Sf=f is calculated according to
Equation 3.2, with Qr = 2.85  104. The PSDs shown are the median of the PSDs
calculated for each N value, from 60 s timestreams. The last column is the
estimated IF noise, in dB.
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3.5 Readout Software
A custom software interface is required to operate the ROACH2 firmware and
IF electronics, both in a lab setting and during instrument operation. The extent
to which the software is automated depends on the context in which the system is
being used. For example, if the system is to be used on a balloon platform (e.g.,
BLAST-TNG, OLIMPO), most if not all of the software functionality should be au-
tomated. At a ground/mountain-based observatory (e.g., TolTEC, MUSCAT, Super-
Spec), user input on the observer’s part should be incorporated when the outcome of
a decision can affect the quality of the data (e.g., during the channel selection stage
of operation). Basic housekeeping functions, which include uploading the FPGA
firmware, initializing software registers such as the DDC delay and writing and pro-
gramming probe tone combs tones frequency combs, should be automated nomatter
the context. Other functions, such as the acquisition of diagnostic snap-block data
and the setting of RF power levels via the programmable attenuators, should be easily
accessible to the operator.
For lab-based system operation, an open-source Python-based software was de-
veloped, known as kidPy27. KidPy is a terminal user interface (TUI) which enables
the manual operation of every step which is required to run the readout and acquire
data. For the BLAST-TNG flight code (MCP), kidPY was ported to C and fully au-
tomated. The BLAST-TNG readout software and in-flight operational strategy is
detailed in Appendix A.
27https://github.com/sbg2133/kidPy
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Chapter 4
INSTRUMENTAL CHARACTERIZATION OF BLAST-TNG
The following sections describe the characterization of the instrumental per-
formance of BLAST-TNG in the lead-up to the 2018/2019 launch attempt from
NASA’s Long Duration Balloon site (LDB) in Antarctica. Because the camera con-
tains over 2,500 polarization sensitive pixels distributed over three wavebands, it
would not be feasible to describe the individual performance of each pixel within
this document. Instead, we present a detailed data reduction for a single pixel, which
is then extended to statistical results which summarize the overall performance of
each BLAST-TNG band. The instrumental performance is characterized by numer-
ous parameters, many of which are interdependent and can not be directly measured.
Instead, they must be inferred from the results of empirical measurements, which in
some cases can be checked against a model, such as the one presented in Chapter 2.
Out of all of the instrumental parameters that could be examined, a small num-
ber of them directly determine how well the camera will perform in terms of its
mapping speed and on-sky sensitivity to sub-mm intensity and polarization. These
parameters are the detector yields and NEP or NET (sensitivity), optical efficiency,
passband shapes and polarization efficiencies. The in-flight performance is also di-
rectly related to the operation of the detector readout. For example, to utilize the full
dynamic range of each detector during flight will require that the readout probe tones
be periodically retuned in frequency and amplitude. Notes on readout operation are
interspersed with the following description of how each of the aforementioned pa-
rameters has been estimated.
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The chapter is organized as follows:
• Section 4.1 introduces detector frequency sweeps, frequency-domain channel
identification, and detector yields.
• Section 4.2 introduces the raw I=Q timestreams which are generated by the
readout, and how they are calibrated into frequency units which are propor-
tional to absorbed optical power.
• Section 4.3 discusses the responsivities to absorbed optical power and changes
in base temperature.
• Section 4.4 presents sensitivity estimates for each band (NEP) and describes
how these estimates are made using a combination of sweeps, timestreams and
optical tests.
• In Section 4.5 we compare the measured data for a single channel from the
350 m and 250W arrays to results from the parametric LEKID model pre-
sented in Chapter 2.
• In Section 4.2.3 we present histograms showing the distribution of important
detector parameters for each of the five BLAST-TNG detector arrays.
• Section 4.6 presents the data reduction and results of passband mapping (Sec-
tion 4.6.1) and polarization efficiency (Section 4.6.2).
The data used in the following analysis wasmostly acquired inMay, 2018 (Philadel-
phia, PA), July, 2018 (NASA’s Columbia Scientific Ballooning Facility (CSBF) Pales-
tine, Texas), and winter 2018/2019 (NASA Long Duration Balloon facility (LDB),
Antarctica).
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4.1 Detector Sweeps
The BLAST-TNG detectors are distributed between five LEKID arrays, with
one for the 350 and 500 m bands, and three for the 250 m. The three 250 m
arrays (hereafter referred to as the 250U, 250V and 250W) reside on the same chip,
but are read out independently. The 250V RF-chain malfunctioned during the pre-
flight instrument integration at LDB, and we therefore do not present results for this
channel from the Antarctic (‘ice’) campaign.
Every test of the detectors begins with a frequency sweep of the full 512 MHz
RF-bandwidth occupied by each detector array. If the resonator frequencies are not
known ahead of time, or have drifted by more than 1 resonator linewidth, the wide
sweep is used to identify the channel frequencies (see Section 4.1.3). A wide sweep
(sometimes referred to as a ‘VNA’ sweep) is performed by sweeping the 1,000 tone
evenly-spaced search-comb over the 500 kHz gap between tones. The multitone
comb is swept by stepping the local oscillator (LO) from one end of the 500 kHz
gap to the other in frequency steps of  1 kHz. At each step, I=Q data is saved to
disk and co-added, with the number of data points taken at each frequency typically
being20. The wide-sweeps take30 seconds to complete. Plotted as a function of
RF-frequency, the data shows S21Vin of the detector readout chain (hereafter simply
referred to as S21), where Vin is the amplitude of the probe-tone comb at the output
of the ROACH2 digital-to-analog converters (DACs).
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4.1.1 The Wide-sweep Frequency Response
Figures 44 and Figures 45 show an overlay of two example sweeps of the 350 m
array. The blue sweep was taken in May, 2018, and the orange trace was taken in
July, 2018. The blue sweep shows the raw (uncorrected) frequency response of the
readout system and detector chain, whereas the orange trace was produced by apply-
ing several corrections to the readout probe tone amplitudes. The transfer function
correction is described in Section 4.1.2. Both sweeps were taken with the cryostat
window exposed to the 300 K thermal radiation of the highbay. A (2.85%) 4%
neutral-density filter (NDF) inside the receiver’s cold-optics limits the optical power
which reaches the detectors (after accounting for an instrumental optical efficiency
opt of 30%, and a detector efficiency det of 80%) to 10 pW.
The frequency response (or transfer function) of the system contains informa-
tion about the frequency response of every element in the detector chain. The pri-
mary contributors are the ROACH2 electronics, input and output side intermediate-
frequency (IF) electronics, room-temperature as well as cryogenic cabling, the cryo-
genic low-noise amplifier (LNA) and the detector arrays themselves. In the frequency
domain, the total system response is the product of the transfer function for each of
the individual elements.
The envelope of the uncorrected S21 sweep contains several notable features:
• A gradual roll-off in power toward the band-edges.
• A steep roll-off in power at the band-edges.
• A deep null in the center of the band.
• A standing wave (ringing) pattern with a frequency of 30 MHz.
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Figure 44. Uncorrected (blue) and corrected (orange) ROACH2 wide-sweeps of the
BLAST-TNG 350 m array.
The gradual roll-off in power toward the band-edges can be attributed to the MU-
SIC board’s DAC frequency response, the LNA frequency response at low frequency
(500MHz) as well as to the frequency response of modulator and demodulator (the
demodulator contains 300 MHz low-pass filters). The steeper roll-off that begins at
15 MHz from the lower and upper band-edges is from the baseband anti-aliasing
filters. The ringing pattern in the S21 envelope is due to a combination of the anti-
aliasing filters and warm and cold cabling. The null in the center of the band is where
the LO frequency is located. Typically, no probe tones are generated inside a 20MHz
band centered at the LO frequency.
The remaining features in the S21 trace shown in Figure 44 are the individual
resonator transfer functions. The 350 m array contains 750 resonators (within
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Figure 45. A zoomed-in region of an unprocessed (blue) and processed (orange)
wide-sweep of the 350 m array.
the readout band– see Section 4.1.4). A small number of resonators with their horn
antennas blocked off, known as darks, have noticeably deeper resonances than the
other detectors. The distribution of resonator dip-depths varies widely across the
band. This spread is due to variations in several parameters, including intrinsic res-
onator quality factors, readout powers and optical loading. Much of the large scale
variations in readout power can be corrected for by applying a global inverse transfer
function to the probe comb. In addition to this, the tone power for each channel
may be individually adjusted. The process of determining and applying the inverse
transfer function correction is described in the following section.
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4.1.2 Transfer function Correction
As discussed in Section 4.1.1, the uncorrected S21 frequency response revealed by
the ROACH2 wide sweeps contain large scale features that may contribute to uneven
detector performance across the band. Some of these features can be compensated
for by applying an inverse transfer function to the amplitudes of the DAC probe
comb. The goal of applying this correction is to correct for, as much as possible, any
transfer function contributions from the input side of the detector chain (relative to
the cryostat). All output side transfer functions (after and including the detectors) are
left untouched. The components whose transfer functions will be corrected include
the ROACH2 output-side electronics (both digital and analog) and any coaxial cables
between the ROACH2 electronics and the detector arrays.
The output side system transfer function is measured by connecting the RF out-
put of the ROACH2 IF electronics to a spectrum analyzer. The spectrum is then
saved to disk, and interpolated in frequency as needed. Examples of the intermedi-
ate products used in the transfer function calculation are shown in Figure 46. The
blue trace is the raw output of the RF modulator. A 10 dB roll-off is present be-
tween the center of the band and either band-edge. In addition to correcting for
the envelope of the ROACH2 comb, a power ramp (shown as a green line) is added
to the correction to compensate for frequency dependent loss in the cryostat cables.
The inverse transfer function which is then applied to the DAC comb amplitudes is
shown in orange.
The frequency-dependent cable loss which occurs inside the cryostat is visible
in Figures 47 to 51, which show S21 sweeps taken with a VNA (purple) compared
to corrected ROACH2 S21 sweeps (orange) for each BLAST-TNG array. The cable
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loss is 10 dB across the readout-band. With the application of the inverse transfer
function, much of the roll-off in the envelope of the frequency response is compen-
sated for. For each array, a slightly different slope for the power ramp is used. An
illustration of the effect of using different slope corrections for the 350 m array is
shown in Figure 52, for slopes of 5, 8 and 10 dB (across the entire readout band).
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Figure 46. Intermediate products used in the transfer function calculation for the
350 m array.
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Figure 47. A 350 m ROACH2 sweep (orange) from the Palestine integration, with
a VNA sweep from May, 2018 (purple).
4.1.3 Channel Identification
The channel frequencies for each array can be determined from a wide ROACH2
sweep (or VNA trace of S21). For BLAST-TNG, the steps of the KID-finding algo-
rithm are:
1. Despike the S21 trace in linear-space.
2. Apply a high-pass filter (HPF) to flatten the trace.
3. Put the trace into log-space, and apply a second HPF.
4. Apply a low-pass filter (LPF) to remove any remaining spurs.
5. Identify all points in trace below the dip-depth threshold.
6. Step through points and enforce frequency spacing condition.
131
560 720 880 1040
frequency [MHz]
25
20
15
10
5
0
|S
21
|2  
dB
Figure 48. A 250W ROACH2 sweep (orange) from the Palestine integration, with a
VNA sweep from May, 2018 (purple).
7. Eliminate frequencies in masked regions.
8. Calculate channel amplitudes from interpolated output TRF.
9. Save channel frequencies and amplitudes to disk.
This sequence is intended to be performed either at the start of a science obser-
vation, or when environmental conditions (fridge temperature drift, optical loading)
have shifted the resonators far off of resonance. If the frequency shifts are less than
2 resonator linewidths, a target sweep may be used to recalibrate the readout fre-
quencies in fewer steps (see Section 4.1.5).
The preflight parameters used in the KID-finding process for each BLAST-TNG
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Figure 49. A 250U ROACH2 sweep (orange) from the Palestine integration, with a
VNA sweep from May, 2018 (purple).
detector array are listed in Table 10. The S21 sweep is high-pass filtered in (2) and (3)
to flatten out the trace envelope as much as possible before identifying points below
the dip-depth threshold. The high-pass filtering in (2) is achieved by subtracting a
LPF from the data in linear-space. An example of this is shown in Figure 53, for
the 350 m array. The close spacing of the channels makes it challenging to flatten
out the inter-channel frequency space below a level of 0.1–0.5 dB. Consequently, a
small number of ‘false’ channels (1–2% of the total number) are identified by the
KID-finding algorithm. The false channels can be manually flagged for removal, or
added to the masked regions in (7). The dip-depth threshhold for the 500 m array
is set to -0.5 dB due to the intrinsically lowQr of the resonators. For the other arrays,
the threshold is set to -1 dB.
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Figure 50. A 250V ROACH2 sweep (orange) from the Palestine integration, with a
VNA sweep from May, 2018 (purple).
During channel identification, a frequency spacing threshold of 80–100 kHz is
enforced. If two channels are spaced by less than this threshold, the channel with
the shallow dip-depth is omitted from the final frequency list. The masked regions
listed in Table 10 are ignored during the KID-finding process. These regions include
a 10 MHz window above and below the center of the band (fLO), and narrow bands
which sometimes contain spurious noise thought to be associated with RF interfer-
ence (RFI).
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Figure 51. A 500 m ROACH2 sweep (orange) from the Palestine integration, with
a VNA sweep from May, 2018 (purple).
Table 10. Parameters used in KID-finding process for each BLAST-TNG
detector array.
250U m 250V m 250W m 350 m 500 m
LPF fc (MHz) 10 5 5 10 10
Dip-depth thresh. (dB) -1 -1 -1 -1 -0.5
Spacing thresh. (kHz) 100 100 100 100 100
fLO (MHz)1 827 829 828 850 540
flow cut (MHz) 590 590 590 604.5 326
fhigh cut (MHz) 1060 1060 1060 1089 762
fmask;low (MHz)2 820 751, 818 845 450.8, 535
fmask;high (MHz)3 835 770, 838 855 451.8, 545
1 The LO center-frequency.
2 The start frequencies of masked regions.
3 The stop frequencies of masked regions.
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Figure 52. 350 m output transfer function corrections with 5, 8 and 10 dB slopes
accounting for frequency dependent cable loss in the croystat. A VNA trace is
shown for comparison.
4.1.4 Detector Yields
Detector yields for each BLAST-TNG array determined using the ROACH2 read-
out during the Palestine and Antarctica integrations are listed in Table 11. In the
table, Ndesign refers to the number of channels on each array which were reported
by NIST. With the exception of the 350 m array, this value is not necessarily the
actual number of channels within the 512 MHz ROACH2 readout bandwidth. As a
baseline channel count, we adopt the number of channels which were found by ap-
plying the KID-finding algorithm to dark VNA S21 sweeps taken during May, 2018
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Figure 53. The channel alignment and HPF step of the KID-finding algorithm. The
LPF (red) is subtracted from the S21 trace (blue) prior to frequency identification.
(NMay18;VNA). The yields are then calculated by comparing the channel counts found
during the Palestine and Antarctica integrations to NMay18;VNA. The Palestine yields
(YPAL=VNA) are around 85% for each array. During the Palestine integration, a 4%
neutral-density filter (NDF) was installed in the array. The NDF was not present dur-
ing the Antarctica integration, and the increased optical loading on the arrays made
it challenging to identify all of the channels (particularly in the case of the 500 m
array). The 250V array was not used during ice testing due to a damaged component
in the cold RF-chain.
Figures 54 to 58 show the results of the KID-finding algorithm applied to the
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Table 11. Detector yields for each BLAST-TNG
detector array.
250U 250V 1 250W 350 m 500 m
Ndesign3 612 612 612 7752 468
NMay18;VNA4 500 521 495 683 381
NPAL 5 390 237 412 626 326
NICE 6 508 466 619 260
YVNA=design7 0.82 0.85 0.81 0.88 0.81
YPAL=VNA 0.78 0.45 0.83 0.92 0.86
YICE=VNA 1.01 0.94 0.91 0.68
1 The 250V cold RF chain was damaged on the ice,
and the array was not used during testing.
2 Number of detectors within the readout band of 512
MHz.
3 Number of detectors on each array, reported by
NIST.
4 Number of detectors identified in a May, 2018 VNA
sweep.
5 Number of detectors identified in ROACH sweeps
during Palestine integration.
6 Number of detectors identified in ROACH sweeps
during preflight ice integration.
VNA, Palestine and Antarctica sweeps of each array. Selected channels are marked
with red stars. The dip-depth threshold is shown as a dashed red line, and masked
regions are highlighted in green.
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Figure 54. 350 m array KID-finding results for a VNA sweep (top) and ROACH2
sweeps from Palestine (middle) and the ice (bottom).
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Figure 55. 250W array KID-finding results for a VNA sweep (top) and ROACH2
sweeps from Palestine (middle) and the ice (bottom).
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Figure 56. 250U array KID-finding results for a VNA sweep (top) and ROACH2
sweeps from Palestine (middle) and the ice (bottom).
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Figure 57. 250V array KID-finding results for a VNA sweep (top) and a ROACH2
sweep from Palestine (bottom).
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Figure 58. 500 m array KID-finding results for a VNA sweep (top) and ROACH2
sweeps from Palestine (middle) and the ice (bottom).
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4.1.5 Target Sweeps
Once the channel frequencies for a given detector array have been identified,
shorter frequency sweeps, hereafter referred to as target sweeps, may be performed
in place of the wide-sweeps. Only tones which correspond to the frequency locations
of resonators are used in the target sweep. The tones in the target frequency comb
are referred to as channels. The initial channel amplitudes are chosen by interpolating
the channel frequency onto the inverse transfer function template calculated for each
array (see Section 4.1.2). During instrument operation, target sweeps are done on
regular intervals to calibrate the absolute frequency response of each channel. The
frequency span of the sweep can be varied in the readout software, but is typically
between 100–250 kHz, depending on the quality factor of the resonators.
An example of a 350 m target sweep, taken at CSBF, is shown in Figure 59.
Each channel is labeled with a number (the channel index) which ranges from 0 (to
the right of the LO) to N (to the left of the LO), where N is the number of channels
identified in the KID-finding stage. Figure 60 shows an overlay of two target sweeps
taken during the LDB integration. The purple sweep was taken with the shutter
closed, and the orange with the shutter open. Several parameters which are used to
calculate the absolute frequency shift of each resonator can be extracted from the
target sweeps. This calculation is described in Section 4.2.1.
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Figure 59. An example 350 m target sweep.
4.1.6 Readout Power Optimization
The readout probe tones have an effect on resonator frequencies and quality fac-
tors. These effects, and their relation to the nonlinear kinetic inductance, are dis-
cussed in Chapter 2. Figures 61 and 62 show the effects of varying the readout
power for two different resonators on one of the 250 m arrays. In this example,
the readout power was increased in six increments of 3 dB by decreasing the warm
output attenuation in the ROACH2 IF electronics, producing a range of tone powers
from  -90 to -72 dBm. The output attenuator settings, in dB, are listed in the figure
legends.
The data shown in Figures 61 and 62 are overlays of target sweeps taken at each
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Figure 60. 350 m target sweeps from the ice, with shutter open (orange) and
closed purple.
readout power. In each figure, the top panel shows jS21j2, the middle panel shows
the phase of S21, I=Q, and the bottom panel shows the I=Q circle in the complex
plane, in scaled raw units, for S21Vreadout. It can be seen in both figures that above a
certain readout power, the resonator frequency detuning andQ degradation becomes
nonlinear (due to the nonlinear kinetic inductance). For both channels, the resonator
detuning reaches 1 linewidth before the nonlinearity sets in. For the resonator in
Figure 62, bifurcation sets in before the last 6 dB of tone power stepping. The
bifurcation is visible as a sharp discontinuity in each panel.
At lower readout powers, the effects seen in jS21j2, I=Q and in the I=Q circle are
similar to what would be observed from either optical or thermal loading. As tone
146
power increases, the slope of the phase decreases, and the I=Q circles become more
elliptical.
In practice, the optical responsivity of each resonator is maximized at a slightly
different readout power. As a rule of thumb, the optimal tone power can be set for
each channel by first identifying that channel’s bifurcation power, and then backing it
off by 6 dB. The tone powers can also be optimized in a global sense, by adjusting
the ROACH2 output attenuator while measuring the frequency noise on and off-
resonance (f0+ 100 kHz). The on-resonance noise level is the sum of the LNA,
detector and photon noise, whereas the off-resonance noise level reflects the LNA
noise. Therefore, if the noise level on-resonance is greater than the off-resonance
noise for a given channel, then the channel is assumed to be at least detector-noise
limited. Above some attenuator setting, the vast majority of resonators should be
biased in the detector-noise limited regime.
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Figure 61. jS21j2, I=Q and I=Q loops for target sweeps of a single 250 m channel
for a range of warm output attenuator settings.
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Figure 62. jS21j2, I=Q and I=Q loops for a range of warm output attenuator
settings, showing bifurcation.
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4.2 Detector Timestreams
The readout outputs two 32-bit samples, I[n] and Q[n], for each channel at a rate
of 488.28125 Hz (once every  2 ms). I and Q represent the demodulated channel
amplitude: S21n = I[n] + jQ[n]. With knowledge of the readout processing gain, it
would be possible to convert I and Q into absolute units of volts. However, because
it is I=Q which is proportional to the absorbed optical power, it is not necessary to
perform this calibration. I and Q are therefore saved to disk in raw units, and then
used to calculate the frequency shift of the resonator for each sample, f (which is
proportional to the phase shift of the probe tone). This process is described in the
following section.
4.2.1 Converting I=Q to f
In the following, we describe the steps of the data reduction which are taken to
convert the I=Q timestreams to units of frequency shift, f , relative to the resonant
frequency of each channel. If the frequency responsivity is known, the system NEP
can be calculated by measuring the frequency noise (ef=f0)2 = SXX = Sf=f [Hz 1]
(see Section 4.4).
To convert I=Q to units of frequency requires either a recent target (or wide)
sweep of the resonator. Hereafter, this sweep is referred to as the reference sweep.
Twomethods of converting S21 to frequency units are commonly used. These are the
I=Q gradient (rI;Q) and the phase-fitting method. The relative advantages of each
method are described in detail in Barry (2014). Choosing between the two methods
entails a trade-off between computational efficiency and accurate representation of
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the frequency shift. The gradient method is more computationally efficient than
the phase method at the expense of not accounting for the change in the shape of
the resonant circle when f0 is shifted far from resonance (more below). Ultimately,
the gradient method underestimates the frequency noise by a factor of 1.5 (Barry,
2014).
For real-time estimates of f during a measurement, we find that the I=Q gra-
dient method is preferred over the phase-fitting method. The gradient method is
described in detail in D’Addabbo et al. (2013) (for a description of the phase method,
seeGao (2008)). Here, we summarize its key elements. Using the reference frequency
sweep, f (in the continuous time domain) is calculated from S21 as:
f(t) =
S21
rfS21 =
I(t) + jQ(t)
rI;Q (4.1)
Rationalizing Equation 4.1 yields:
f(t) =
I(t)  dI=df + Q(t)  dQ=df
(df=dQ)2 + (dQ=df)2
  j I(t)  dQ=df   Q(t)  dI=df
(df=dQ)2 + (dQ=df)2
(4.2)
where all of the I=Q values are with respect to the resonant frequency, I(t) =
I(t)   Iref and Iref (Qref) are the I=Q values on resonance at the time at which the
reference sweep was taken. The f values produced by this method are valid only
if the resonator has shifted by less than a linewidth (see below). Figure 64 shows an
example rI;Q calculation for one channel (channel 448) of the 350 m array. The
value of rI;Q which is used in Equations 4.1 and 4.2 is taken where jrI;Qj at its
maximum. This point is marked with the dotted black line in Figure 64.
In practice, SNR variations in the target sweeps translate into errors in the rI;Q
calculation. During a measurement, it is possible to calibrate rI;Q by chopping the
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LO in frequency by a fixed amount both above and below the center frequency. If
the probe tone is perfectly centered on the resonant frequency, and Qr is moderately
high, the f step observed in the timestreams for each channel should equal the
chop f . If the probe tone is within a resonator linewidth of f0, but off-center
relative to f0, the f observed in the timestreams will be asymmetric. If the probe
tone is too far out of range of f0, the LO chop will have little to no observable effect
in the channel timestreams.
If the probe tone is known to be on or very near resonance, the LO chop provides
a good indicator of the accuracy of the rI;Q values. During the BLAST-TNG flight
the LO chop will performed during each azimuth turnaround (the data acquired
during these turnaround will not be used to make science maps). The f chops
which are imprinted into each channel’s timestream can be used to calibrate the I=Q
data post-flight.
Figure 63 shows an example LO chop for one channel from the 250U, 350 and
500 m arrays, taken during pre-flight preparations at LDB. The frequency step-size
is 2.5 kHz for the 250 and 350 m arrays, and 10 kHz for the 500 m. At the time
when these LO chops were recorded, the probe tones were very close to f0, and
the channel f values match the LO chop. The spikes in the data located around
the frequency jumps are due to drop-outs in the LO signal when the synthesizer is
stepped.
4.2.2 Phase and Dissipation Quadratures
In Equation 4.2, the real part of f , <(f), represents the total frequency fluc-
tuation in the phase quadrature (tangent to the I=Q circle in the complex-plane),
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Figure 63. LO chops for the 250U, 350 and 500 m arrays.
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and the imaginary part of f , =(f), represents the fluctuation in the dissipation
quadrature (orthogonal to the I=Q circle). The noise in the dissipation quadrature
is primarily from the LNA ((ef;diss=f0)2 = SYY). The noise in the phase quadrature
which is not due to the amplifiers can be estimated as SXX SYY. If the detectors are
photon noise limited, then Sphot ' SXX   SYY. In the photon noise limited regime,
SXX should be greater than SYY.
Figure 65 shows a 10 s timestream for channel 448 of the 350 m array, recorded
at CSBF. The timestream is shown as I (top, raw units), Q (second from top, raw
units), <(f) (second from bottom, Hz) and =(f) (bottom, Hz). Figure 66 shows
jS21j2 (top), I=Q (middle) and the I=Q circle for the example channel. The dashed
red line in jS21j2 is a fit to the data which has been used to estimate the resonator
parameters listed in Table 12. The estimated parameters are: f0, dip-depth, Qr, Qc,
Qi, a and Sf=f . 10 seconds of timestream values are shown as a scatter ball (orange)
in the phase and I=Q circle panels. To plot I=Q and the I=Q circle, the I=Q values
have been rotated so that the minimum value of I coincides with the resonance
point. This rotation prevents phase wrapping when plotting I=Q, and is achieved by
multiplying S21 by a complex exponential, where
S21;rot = S21e
jrot (4.3)
and rot = arctan 2(hQ(t)i ; hI(t)i).
Using the resonator parameters which were fit from the S21 sweep and I=Q
timestream for channel 30, the frequency noise can be estimated without calculat-
ing the I=Q gradient rI;Q as:
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Figure 64. An example of the I=Q gradient rI;Q calculation for a single 350 m
channel.
f0 (MHz) Depth (dB) Qr Qc Qi a (dI=df; dQ=df) (raw) Sf=f (Hz 1)
718.90 -8.04 32,826 54,460 83,3325 0.17 -2.28, 127.68 2.78  10 18
Table 12. Resonator parameters for channel 448 of the 350 m array.
ef = ev
f0Qc
2Qr2
=
s
(2I + 
2
Q)=(fs=2)
I2 +Q2
f0Qc
2Qr2

Hzp
Hz
 (4.4)
where Qr and Qc are fit using the sweep, fs is the readout sampling frequency
(e.g., 488.28125 Hz), and the voltage noise ev (V=
p
Hz) is calculated using I=Q at
their maximum off-resonance values for each channel.
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Figure 65. 10 second timestreams for the Palestine 350 m example channel. The
quantities shown are (top to bottom) I (raw units), Q (raw units), <(fres) [Hz] and
=(fres) [Hz].
Using the example channel values for f0,Qr andQc from Table 12 in Equation 4.4
gives ef  1.5 Hz=
p
Hz. This is equal to the frequency noise calculated for this
channel using the gradient method.
4.2.3 Palestine Integration Detector Histograms
Because there are over 2,500 BLAST-TNG detectors, it would be impractical to
present results for each one. Figures 69 to 76 show histograms for the measured dip-
depths, Qr, Qr/Qc, and electrical NEP. The I=Q timestreams used to produce these
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Figure 66. jS21j2 (top), I=Q (middle) and the I=Q loop (bottom) for channel 448 of
the 350 m array, measured at CSBF. 10 seconds of timestream values are shown as
a scatter ball (orange) in the phase and I=Q circle panels.
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Figure 67. A 350 m channel PSD, showing SXX and SYY.
estimates was acquired during passband mapping, while the FTS was radiating into
the cryostat window (see Section 4.6.1). No data containing interferograms was used
in this analysis, although the level of optical loading on the detectors is assumed to be
slightly higher than the ambient 290 K of the CSBF highbay. Throughout the mea-
surement, A 4% cryogenic NDF was present in the optical chain. The median values
for each of the measured quantities is listed in Table 13. The values for the electrical
NEP will be used to convert to noise-equivalent flux density in Section 4.4.2.
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Figure 68. A histogram of SXX and SYY for the 350 m array, as measured in
Palestine, TX.
Table 13. Median values of important detector parameters for all five BLAST-TNG
arrays, measured at CSBF.
500 m 250V 350 m 250U 250W
Qr 5361 12,759 12,759 17,301 16,942
Qr/Qc 0.073 0.28 0.56 0.24 0.22
Depth (dB) -0.74 -3.22 -7.81 -2.52 -2.28
SXX (1/Hz) 28  10 17 30  10 17 0.34  10 17 3.5  10 17 4  10 17
SYY (1/Hz) 25  10 17 27  10 17 0.21  10 17 2.4  10 17 2.5  10 17
NEPfreq W/
p
Hz 10  10 17 100  10 17 35  10 17 35  10 17 37  10 17
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Figure 69. Histograms of resonator dip-depth for all five BLAST-TNG arrays,
measured at CSBF.
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Figure 70. Histograms of Qr for all five BLAST-TNG arrays, measured at CSBF.
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Figure 71. Histograms of Qr/Qc for all five BLAST-TNG arrays, measured at
CSBF.
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Figure 72. Histogram of NEPfreq for the 500 m array, measured at CSBF.
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Figure 73. Histogram of NEPfreq for the 350 m array, measured at CSBF.
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Figure 74. Histogram of NEPfreq for the 250U array, measured at CSBF.
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Figure 75. Histogram of NEPfreq for the 250V array, measured at CSBF.
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Figure 76. Histogram of NEPfreq for the 250W array, measured at CSBF.
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4.3 Responsivities
Average responsivities to absorbed optical power, RP = (df=f0)=pW, and to
changes in base temperature, RT = (df=f0)=mK, are listed in Table 14 for the 250,
350 and 500 m detector arrays. The optical responsivity RP is difficult to measure,
because it requires the use of a well calibrated black-body source, as well as knowl-
edge of the total optical efficiency of the detector test-bed. For the horn-coupled,
polarization sensitive LEKIDs used in BLAST-TNG, the total optical efficiency in-
cludes the horn-efficiency, polarization efficiency, detector quantum efficiency and
the efficiency of any optical elements, such as band-defining filters, which are present
in the optical chain. Furthermore, RP and RT are different for each detector. In gen-
eral, either the optical efficiency of the system or the optical responsivity may be
estimated by assuming a value for one or the other.
4.3.1 Optical Responsivity
In this work, we assume average values of RP for each BLAST-TNG detector
which were measured at NIST (shared in a communication with collaboration mem-
bers). In Section 4.5, we compare these values to those produced by the parametric
LEKID model presented in Chapter 2. The BLAST-TNG receiver contains a cal-
ibration lamp which is of a similar design to the one which was used in Herschel
SPIRE (Hargrave et al., 2006). Because the absolute power output from the lamp is
unknown, it is used primarily as a relative response calibrator. Examples of 1 second
calibration lamp chops from CSBF and LDB are shown in Figures 77 and Figure 78.
The CSBF chops are shown in units of normalized I=Q, and represent an average
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over many channels. The rising edge of the pulse is visible. The chops shown in Fig-
ure 78 are for single channels, and have been converted to f . A low-pass filtered
trace for each chop is overlayed on the raw data. Due to the lower SNR, the rising
edge of the lamp pulse is not as visible.
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Figure 77. Calibration lamp chops for the 250U, 250W, 250V, 350 and 500 m
arrays, taken at CSBF.
Figure 79 shows a chop for a single channel of the 350 m array which was pro-
duced by chopping a thermal source in front of the cryostat window. The thermal
source was at temperature of 15 K above room temperature. During this measure-
ment, which took place in May, 2018, a 2.85%NDF was installed in the optical chain.
The top panel of Figure 79 shows the phase quadrature off , and the bottom shows
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Figure 78. Calibration lamp chops for the 250U, 250W, 350 and 500 m arrays,
taken at LDB.
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the dissipation quadrature. If we assume a value for eitherRP or opt, we can estimate
either an NEP or an NET for this channel. This is done in Section 4.4.
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Figure 79. Chops made using a 15 K thermal source for a single channel of the
350 m array.
4.3.2 Base Temperature Responsivity
At CSBF, RT was measured by taking VNA sweeps of S21 at different base tem-
peratures. The temperatures used in this calculation are 277, 282 and 286 mK. The
df/dT from the sweep was checked against values predicted by the Mattis-Bardeen
theory. Figure 80 shows S21 traces for the three base temperatures are shown for
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a single 350 m resonator. The RT predicted by Mattis-Bardeen are shown in Fig-
ure 80.
Band RP (df=f0)=pW RT (df=f0)=mK
250 m 1.7  10 5 9.15  10 7
350 m 5.2  10 6 1.51  10 6
500 m 1.6  10 4 3.91  10 6
Table 14. BLAST-TNG optical and temperature responsivities (optical
responsivities provided by NIST).
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Figure 80. 350 m VNA jS21j sweeps at different FPA temperatures. The red trace
is low-pass filtered data (Figure courtesy of Adrian Sinclair)
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Figure 81. Mattis-Bardeen temperature responsivity curves for the 250, 350 and
500 m arrays (Figure courtesy of Adrian Sinclair).
4.4 Estimating Sensitivity
The sensitivity of each detector is characterized by its NET, in units ofK=
p
Hz, or
NEP, in units ofW=
p
Hz. These quantities are defined in Chapter 2. In this section,
we describe how they can be estimated using the quantities introduced in previous
sections.
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4.4.1 NET and NEP
NET (or NEP) are estimated by modulating the detectors with a thermal source
whose temperature relative to the background is known with some certainty. An
I=Q timestream of the chop is recorded for each readout channel. Without doing
a frequency sweep (e.g., target or wide sweep), the NET can be calculated from the
T and I=Q timestreams as:
NET = T
eV
Vpp
= T
s
(2I + 
2
Q)=(fs=2)
I2 +Q2

Kp
Hz
 (4.5)
If the I=Q timestreams are converted into units of f , then the NET can be
calculated as:
NET = T
ef
f=f0

Kp
Hz

(4.6)
where f is the size of the frequency chop, in units of Hz. The frequency noise
ef can be calculated using either the I=Q gradient method, the phase fitting method,
or by fitting the resonator parameters from the sweep, as in Equation 4.4.
If the optical responsivity is known or assumed, the NEP can be calculated as:
NEP =
ef=f0
RP
=
ef=f0
(df=f0)=dP

Wp
Hz
 (4.7)
Because ef is complex, Equations 4.6 and 4.7 allow for the NET and NEP in
both the phase and dissipation quadratures to be calculated.
The thermal source chop in Figure 79 was produced withT ' 15K. At the time
of the measurement there was a 2.85%NDF inside the cryostat. Using Equation 4.6,
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and multiplying by the loss from the NDF gives NETtot = 825 K/
p
Hz. Assuming
a 30% passband width, this value corresponds to NEPfreq;tot = 5:55 10 16 W/
p
Hz.
Assuming the RP value for the 350 m array in Table 14, the optical efficiency for
this channel is found to20%. For this particular channel, the frequency noise in the
dissipation quadrature was found to be slightly less than half of the noise in the phase
quadrature. This indicates that the channel is close to being photon noise limited
(NEPphot > NEPdiss, where NEPdiss is calculated using the noise in the dissipation
quadrature and the frequency responsivity). Values for the NET and NEP in the two
quadratures are listed in Table 15.
Table 15. Estimates of NET and NEP for a single 350 m channel. This data was
recorded in May, 2018. There was a 2.85% NDF in the optical path.
Channel 618
f0 MHz 668.44
SXX Hz 1 8.34  10 18
SYY Hz 1 3.99  10 18
NEPfreq W/
p
Hz 5.55  10 16
NEPdiss W/
p
Hz 3.84  10 16
NETfreq K/
p
Hz 825
NETdiss K/
p
Hz 571
NDF 0.0285
opt (estimated) 0.19
4.4.2 NEFD and Mapping Speed
To relate NEP to mapping speed, it is useful to convert it into a Noise-equivalent
flux density (NEFD). For sub-mm astronomical instruments, NEFD is typically re-
ported in units of MJy=
p
Hz or MJyps (1 Jy = 10 26 W/m2Hz). Here, we convert
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the median eletrical NEP values measured for each BLAST-TNG detector array (see
Section 4.2.3) into NEFD, and then into a per-beam RMS noise level for each wave-
band, map, in units of mJy/beam. The conversion from NEP inW=
p
Hz to NEFD
in MJyps is done as:
NEFD =
p
0:510 20
NEP
AbeamBopt

MJy
p
s
sr

(4.8)
where the factor of
p
0:5 accounts for the conversion from 1/
p
Hz to ps, Abeam
is the beam area in steradians and Bopt is the optical bandwidth. Table 16 com-
pares the NEPs and NEFD measured in Palestine for each array to the total (phase
quadrature) and photon NEPs listed in the original BLAST-TNG proposal. Imin is
the source intensity which would be needed to measure 1- error bars on the polar-
ization fraction of 0.5% over a 1 deg2 area after a 5 hour integration (this quantity is
discussed in Chapter 5). Values for the map noise map is shown per-detector, as well
as accounting for the total number of detectors in each band. The NEFD which is
given accounts for the total number of detectors.
Table 16. NEP and NEFD estimates estimated from Palestine tests,
compared to proposal values.
250 m 350 m 500 m
NEPfreq;prop1W/
p
Hz 6.5  10 17 5.5  10 17 4.7  10 17
NEPphot;prop W/
p
Hz 17  10 17 12  10 17 8.7  10 17
NEPfreq;Pal W/
p
Hz 35  10 17 35  10 17 10.0  10 17
NEFDPAL MJy
p
s
sr
0.13 0.12 0.034
map mJy/beam per detector 68.75 96.25 39.28
map mJy/beam 2.17 3.77 2.27
Imin MJy/sr 78.16 49.46 10.19
1 Values from the original BLAST-TNG proposal.
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The measured electrical NEP values from Palestine are slightly higher than the
estimated values in the proposal, but comparable to those given for the photon noise
NEPs in the proposal. During the measurement when the electrical NEPs were cal-
culated, it is possible that many of the detectors were photon noise limited. However,
they were not optimally biased in terms of readout power, which causes the NEP in
the dissipation direction to contribute more to the total NEP. The values for NEPfreq
given in the proposal assume that the dissipation quadrature contributes33% to the
total. In the Palestine measurements, the dissipation quadrature constitutes 65%
of the total.
Despite the slightly higher NEPs, the NEFDs are lower than in BLAST 2006 and
the corresponding mapping speed is an order of magnitude higher (Marsden et al.,
2009). This bodes well for the planned 2019/2020 flight of BLAST-TNG.
4.5 Applying the LEKID Model to Measured Data
In this section we apply the parametric LEKID model which was developed in
Chapter 2 to measured data from the 2018–2019 Antarctic campaign to determine
whether or not it can provide reasonable estimates of absorbed optical power and
optical efficiency for a single resonator. During pre-flight preparations at LDB, no
NDF was installed inside the receiver, and the detectors were exposed to the ambient
290 K loading from the highbay. Despite their being heavily loaded, the majority
of the detectors still responded to calibration lamp pulses.
At the end of the ice campaign, data was taken with the aluminum camera shut-
ter in the open and closed states. The shutter blocks the optical path between the
primary mirror and the cryostat window, and is used during ascent when there is a
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risk of exposing the detectors to direct sunlight due to uncontrolled pointing. The
WiFi and star-camera video transmitter were powered down during this test, since
they had been previously been discovered to interfere with the detector timestreams.
As a test of the model, we choose a single channel from the 350 m array. The
model takes Pro, Tbase, Popt, f0, Qc, Qloss and assym as inputs. To simulate the test
channel, we begin by estimating these and other resonator parameters using the tar-
get sweep and I=Q timestreams taken in the shutter-closed and shutter-open states.
The estimated parameters, listed in Table 17, include: f0, Qr, Qc, dip-depth, a, SXX,
NEPfreq and NEPdiss. For Tbase we assume 287 mK, which was the temperature of
the 350 m focal-plane-array at the time that the data was recorded. For Popt we use
the range between 1–200 pW, divided into 500 intervals. The readout power Pro is
-83 dBm.
4.5.1 Optical Response
Given the inputs listed above, the model returns S21(Popt) for each optical power
in the input range. A fit of S21 to both the shutter-closed and shutter-open data is
shown in Figure 82. Themeasured data is shown as blue points, the initial fit is shown
as a dashed black line, and the model fit is shown as a dashed red line. To produce the
model traces shown in Figure 82, we select the two S21(Popt) arrays which correspond
to the f0;closed and f0;open values determined from the initial fit. To create a good fit to
S21, we find that we must add a frequency offset to the value of f0 which is input to
the model. For this test, we find that a frequency offset of 110 kHz produces good
results. The resonator quality factors produced by the parametric model (listed in
Table 17) match those of the initial fit to within a few percent.
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The frequency shift between the two resonator states is -95.47 kHz. Using this
shift, the model can be used to estimate the optical responsivityRP . The responsivity
is sensitive to the value which is chosen forN0, the single-spin density of states at the
Fermi Energy. Using N0 = 1010 eV 1 m3, the model reports RP = 5.35 pW 1. This
value is close to the average RP reported by NIST, which is listed in Table 14. Given
the frequency shift and responsivity, the power absorbed by the resonator between
the two states is Pabs  22 pW.
Table 17. 350 m model parameters.
Shutter closed
(est. from data)
Shutter open
(est. from data)
Shutter closed
(model)
Shutter open
(model)
f0 (MHz) 813.330 813.235 813.330 813.235
Qr 15,829 12,106 15,600 11,724
Qc 25,328 24216
Qi 42,316 24,246 40,615 21,829
depth (dB) -8.42 -5.77 -8.31 -5.40
a -0.20 -0.28
RP;model (1/pW) 5.35  10 6
NEPfreq W/
p
Hz 4.87  10 16 7.11  10 16 4.88  10 16 7.11  10 16
NEPdiss W/
p
Hz 4.06  10 16 6.40  10 16
NEPphot W/
p
Hz 3.99  10 16 5.33  10 16
NEPamp W/
p
Hz 2.34  10 16 4.32  10 16
SXX (1/Hz) 6.80  10 18 1.45  10 17 6.83  10 18 1.45  10 17
SY Y (1/Hz) 4.72  10 18 1.17  10 17
Pabs (pW) 22 22 (58)
Pabs(pW) 103 161
Tshutter (K) 250
opt 0.28
Qloss 3  107
N0 eV
 1 m3 9.5  1010
Next, we compare the measured values for fractional frequency noise SXX, and
NEP, to the values produced by the model. Because of the frequency offset which
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was applied to the f0 values in order to obtain a good S21 fit, we do not use the
values for SXX and NEP which correspond to those traces. Instead, we locate the
two S21(Popt) traces that have a fractional frequency noise SXX (1/Hz) which is closest
to the values of SXX which are estimated from the data. The two S21 traces which are
found to match the closed and open states have f0 values which are offset by those of
the original S21 traces by -413 and -566 kHz, respectively. At the time of writing, the
source of this frequency offset is not understood. Apart from the frequency offset,
the frequency noise and NEP values produced by the model are close matches to the
measured values.
Table 17 lists the measured values for SXX, SY Y , NEPfreq and NEPdiss in the
shutter-open and shutter-closed states. Figure 84 shows the fractional frequency
power spectral density for the measured SXX and SY Y . The black line indicates the
white noise level which corresponds to their difference. Because the measured value
for SXX was used to select the appropriate S21 array, the measured and model values
for SXX and NEPfreq values in Table 17 agree to within a fraction of a percent.
The model S21 traces with total frequency noise that matches the measured noise
correspond to optical powers of 161 and 103 pW, for the open and closed states. The
ratio of these powers is 1.55, which is close to the measured ratio of NEPfreq between
the closed and open states (1.50). Figure 83 shows the predicted ratio of NEPphot
to NEPamp as a function of optical power. At the optical powers corresponding to
the open and closed states, these ratios equal 1.23 and 1.7, which indicate that the
detector is photon noise limited. However, the value of the optical power given by
the model does not necessarily equate to the true optical power (despite being close
to what would be expected for an optical efficiency of 20%.)
To estimate the system optical efficiency opt, we start by assuming that with the
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shutter open and without an NDF inside the cryostat, the detectors see an optical
load of 290 K. Assuming a detector efficiency det of 80%, a horn efficiency horn
of 70% and a 30% optical passband centered on 350 m, the total power incident
on the detectors is:
Popt ' kTBoptdethorn (4.9)
Assuming the above values, Popt ' 576 pW. Assuming the model value of
Pabs = 161 pWwhich is based on the measured frequency noise, opt  28%. Given
the design target value of 30%, this estimate is reasonable. However, there is a dis-
crepancy between the model’s prediction of Pabs  22 pW and the difference in
absorbed power between the shutter-open and closed states of 58 pW which is
based on the measured frequency noise. It is unclear whether this discrepancy orig-
inates in the model or in the measured data. Because the model responsivity is very
close to the responsivity reported by NIST, for the purposes of this test we assume
that the discrepancy originates in the model, and disregard the value it reports for
Pabs in the closed state. Assuming the model values for Pabs and opt, the shutter
temperature is estimated as 250 K.
4.5.2 Temperature Response
The parametric model can also be used to estimate the responsivity to changes in
base-temperature, RT . After recording data with the shutter open and closed, it was
left closed while the base-temperature of the cryostat was raised. Wide and target
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Figure 82. A fit to S21 for an optically shifted 350 m channel using the parametric
LEKID model presented in Chapter 2 (red). The blue points are measured data.
sweeps were taken at Tbase  287 mK and 316 mK. The model fit to S21(Tbase) at
both temperatures is shown in Figure 85. As with the optical responsivity model fit,
we use SXX to estimate the Tbase, and the frequency shift between states to estimate
the responsivity. The results of the fit are listed in Table 18.
The fits to the base-temperatures are within 4 K of the temperatures which were
measured using the cryogenic thermometry. The RT value measured from the fre-
quency shift of 32 kHz is 1.4  10 7. This value is lower than the RT of 9.15  10 7
which was measured during the Palestine integration, but the difference is reasonable
given that we are comparing two different channels under different conditions.
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Figure 83. The ratio of NEPphot to NEPamp for a 350 m channel.
f0;cold
(MHz)
f0;warm
(MHz)
Twarm
(meas,mod) mK
Tcold
(meas,mod) mK
(df=f0)=dT meas.
(K 1)
(df=f0)=dT mod.
(K 1)
813.328 813.298 316, 311 287, 283 1.35  10 7 1.40  10 7
Table 18. Model and measured parameters for the 350 m base temperature
response.
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Figure 84. The measured fractional frequency noise SXX for the 350 m channel,
with the camera shutter open and closed.
184
813.10 813.16 813.22 813.28 813.34 813.40 813.46 813.52 813.58
Frequency [MHz]
8
6
4
2
0
|S
21
|2  
dB
Model
Data
Figure 85. A fit to S21(Tbase) for a temperature shifted 350 m channel using the
parametric LEKID model presented in Chapter 2 (red). The blue points are
measured data.
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4.6 Optical Tests
The following sections describe the passbandmapping and polarization efficiency
tests that were performed in the lead-up to the planned 2018/2019 Antarctic flight
of BLAST-TNG.
4.6.1 Passband Mapping
In this section we describe the characterization of the camera’s spectral passbands.
The low-frequency edge of each BLAST-TNGwaveband is defined by the horn array
waveguide cutoff frequencies, and the high frequency edges are defined by low-pass
edge (LPE) and dichroic filters. Ideally, the passbands should be three boxcar filters
centered at 250 m, 350 m and 500 m. Their widths should be 30% of each
center frequency (360 GHz, 257 GHz and 180 GHz). In practice, the filter shapes
will not be rectangular. Their shape will be the product of the filter responses of each
component in the optical path of the instrument.
A Fourier-transform spectrometer (FTS) containing a water-cooled mercury arc
lamp was used to produce in-band emission over the three wavebands. A low-pass
filter inside the FTS prevents high frequency photons from exiting the output aper-
ture. During the measurement, the FTS aperture was positioned a few inches in front
of the cryostat window, to ensure that the in-band source filled the entire beam. The
setup in the CSBF highbay is shown in Figure 86.
A FTS is a modified Michelson interferometer. A single beam of light is split into
two paths by a beamsplitter. The two beams then reflect off of mirrors which send
them back through the beamsplitter to recombine. In an FTS, one of the mirrors
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Figure 86. The FTS measurement setup at CSBF.
can be translated back and forth through a distance L to create a variable optical
path-length delay (OPD) between the two optical paths. At the output of the FTS,
the intensity at optical frequency  for a given OPD is:
I(;L) = I(; 0) [1 + cos(2(2L))] (4.10)
where I()ZPD is the intensity corresponding to the zero-path length difference
(ZPD). Summing the intensities over all frequencies within the waveband gives:
I(L) =
Z 1
0
I(;L)d (4.11)
Equation 4.11 is the Fourier cosine transform (real Fourier-transform). As the
movable mirror inside the FTS is stepped through L, the recorded timestream for
each channel is an interference pattern called an interferogram. Each point in the in-
terferogram corresponds to Equation 4.11 for a given path-length differenceL, and
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therefore contains information about the intensity of every optical frequency in the
waveband. The desired passband spectrum is produced by taking the inverse Fourier-
transform of Equation 4.11, F 1(I(L)), and then shifting the Fourier frequencies
into the optical band (see Equation 4.13). The resulting frequency resolution of the
spectrum res depends only on the OPD: res = c=2L.
The FTS measurement parameters are shown in Table 19.
Table 19. FTS measurement parameters.
Parameter Value
L (mm) 100
vmirror (mm/s) 0.1
fs (Hz) 488.28125
fc1(Hz) 3
Nsamp 4  104
res (GHz) 1.5
fscale (GHz) 1.22  1014
1 cutoff frequency of the
low-pass filter used to
process interferograms.
In the following, we describe each step of the FTS data reduction for the 250W,
350 m and 500 m detector arrays. The measurement lasted 5.5 hours, during
which 40 min of data was recorded for each BLAST-TNG detector with the FTS
positioned in five different orientations relative to the cryostat window– centered,
above-center, below-center, right-of-center and left-of-center. These positions were
used to maximize the likelihood that the beam for each detector channel would be
well illuminated in at least one of the positions. Figure 87 shows a phase timestream
of the entire measurement for a single channel of the 350 m array. Due to slow
drifts in the fridge temperature, the readout tones had to be recalibrated three times
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during the measurement (visible as large spikes). The features between 1–1.1 
107 samples correspond to the cryogenic pumped-pot running out of He4, and then
refilling.
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Figure 87. The timestream of the FTS measurement, for a single channel of the
350 m array. The measurement duration is 5.5 hours.
The data reduction steps used to create the passband spectrum spectrum for each
band (shown in Figure 91) are:
1. For each channel, identify high SNR interferograms Ic in the total measurement
timestream.
2. Align the interferograms according to the location of Ic(0).
3. Normalize each interferogram according to the peak-to-peak amplitude of
I()ZPD and apply a low-pass filter.
189
4. Correct each Ic for nonlinearities introduced by the detectors.
5. Co-add each Ic to create an interferogram template IT .
6. Take the inverse Fourier-transform of the interferogram template and shift the
Fourier frequencies to the optical band.
To choose the interferograms to be used in the analysis (1), the approximate lo-
cations of Ic(0) for 10 interferograms were chosen from a high SNR measurement
timestream for each band. The exact center locations of each Ic(0) were then cal-
culated to facilitate their alignment in time in (2). The indices corresponding to the
locations of each Ic(0) were then used to select the interferograms from each of the
other channels. Two selected interferograms from a raw timestream are shown in
Figure 88, with their approximate center positions marked with red dots.
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Figure 88. Two interferograms from the raw FTS measurement timestream, with
their approximate center locations marked with red dots.
Several aligned and low-pass filtered interferograms for a single channel (prior
to scaling) are shown in Figure 89. The variation in peak-to-peak amplitudes is the
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result of the different beam-filling factor of each FTS position. After normalizing
each Ic, they must be corrected for nonlinearities (4). The nonlinearities appear as
amplitude (or phase, or f ) asymmetries, which are particularly visible in the central
portion of each Ic. If the nonlinearity is left uncorrected, sidelobes are produced in
the final passband spectrum. Part of the nonlinearities seen in these interferograms is
attributable to imperfect readout calibration during the measurement. When the FTS
beam was near peak intensity, it shifted the detectors off of resonance, resulting in a
loss of response. The nonlinearity is corrected by fitting a second order polynomial
to Ic:
Ic;corr = Ic

1 + a(Ic;norm) + b(Ic;norm)
2

(4.12)
where Ic;norm = Ic hIcimax(Ic) hIci .
The coefficients which were used for each of the three detector arrays used in
this analysis are shown in Table 20. The template interferograms for each band, IT ,
are shown in Figure 90, where the solid blue trace is the corrected template and
the dashed red trace shows the template created from uncorrected channel interfero-
grams. The nonlinearity is most pronounced in the 500 m data, which is reasonable
given its higher responsivity.
Band a b
250W m 0.01 0.01
350 m 0.05 0.01
500 m 0.2 0.1
Table 20. Coefficients used in nonlinearity correction of interferograms.
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Figure 89. Several aligned interferograms for the same channel, prior to applying
weights.
The passband spectra are produced by taking the inverse-Fourier transform of
each IT , and shifting the Fourier-frequencies into the optical band (6). The scale
factor used to shift the frequencies is:
fscale =
fs=2
fc
c
2vmirror
opt = fscale  fFourier
(4.13)
where fc is the cutoff frequency of the low-pass filter used to process each Ic.
The passbands are shown in Figure 91, with their amplitudes normalized to the max-
imum and expressed in dB. The solid and dashed traces correspond to the corrected
and uncorrected interferograms. As expected, the frequency response of the mea-
sured passbands are far from that of ideal band-pass filters. However, their approxi-
192
0 10 20 30 40 50 60 70 80
time [s]
0.0
0.2
0.4
0.6
0.8
1.0
ph
as
e 
(n
or
m
al
ize
d)
0 10 20 30 40 50 60 70 80
1
0
1
250W
0 10 20 30 40 50 60 70 80
1
0
1
350
0 10 20 30 40 50 80
1
0
1
500
Figure 90. Averaged interferograms for the 250W, 350 and 500 m arrays. The
solid blue trace is corrected for nonlinearity, the red trace is uncorrected.
mate widths are close to the 30% design bandwidth, and their isolation is  - 15 dB.
This result is comparable to that measured for previous BLASTs (e.g., Galitzki et al.
(2014b)).
4.6.2 Polarization Efficiency
Because BLAST-TNG is a polarimeter, its camera must be able to distinguish
signal in one linear polarization from signal in the orthogonal polarization with high
accuracy. The polarization efficiency pol (or cross-polarization efficiency Xpol) is
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Figure 91. BLAST-TNG optical passbands for the 250W, 350 and 500 m arrays.
The solid traces are corrected for nonlinearity, and the dashed traces are
uncorrected.
generally reported as a percentage pol. It is a measurement of the extent to which
detectors with sensitivity to signal with one linear polarization are isolated from signal
in the orthogonal polarization (X or Y , here pol-1 and pol-2). The BLAST-TNG
LEKID detectors are dual-polarization sensitive, where each detector is comprised
of two pixels with sensitivity to orthogonal linear polarizations (Stokes Q and U ).
Previous lab measurements of a prototype BLAST-TNG 250 m array showed
that Xpol was at most 0.026 and 0.028 for the X and Y polarizations (Dober et al.,
2016). The instrumental polarization efficiency for the BLASTPol 2012 instrument
is reported to be 0.81 (250 m), 0.79 (350 m) and 0.82 (500 m) (Xpol of 0.19, 0.21,
0.18) (Shariff, 2015).
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Here we present initial estimates of the instrumental polarization for three of the
BLAST-TNG flight arrays: The 250U, 250W and 350 m. The data for the 250V
and 500 m arrays was not available at the time of writing. It is important to note
that when these measurements were taken the achromatic half wave plate (AHWP)
was not installed in the instrument. Additional measurements will be required to
estimate any cross-polarization contribution from the AHWP.
A photograph of the measurement setup is shown in Figure 92. A rotatable
polarizing grid was attached to the outside of the cryostat window. The plane of the
grid was tilted 45° away from the plane of the window to reduce back reflections. A
chopper equipped with a heated blackbody source was placed in front of the window.
The polarizing grid was then rotated by 360° in 10° intervals. At each rotation angle,
channel timestreams were recorded with the chopper in the on (T ' 330) and off
(T ' 300) positions. In the following data reduction, we use data corresponding to
22 consecutive rotation angles.
Typically, pol is calculated by fitting a channel’s polarization response S() to a
sine wave:
S() = A sin ( + ) +B (4.14)
where  is the grid angle, and pol = A BA+B . Here, we take a slightly different
approach. At any , a channel timestream in either the chopper on or off positions
can be written as the sum of a noiseless timestream template T and additive Gaussian
white noise (AGWN):
xc = cT+ n (4.15)
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Figure 92. The polarization measurement setup in the CSBF highbay, July, 2018.
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where c is a channel dependent scaling factor, and xc is the phase timestream
for channel c. The channel template is calculated by averaging x over all channels,
and normalizing by the peak-to-peak of x:
T = 2
x
max(x) min(x) (4.16)
Then, the scale factor for channel c can be calculated as:
c =
TTxc
TTT
(4.17)
The channel’s raw phase response (d/d) is:
Rc() =

arctan 2(Qc()on; Ic()on)  arctan 2(Qc()o ; Ic()o)

 (4.18)
where Ic and Qc are the I/Q timestreams for channel c. A systematic DC offset
can by removed to produce S():
Sc() = Rc() Rc() + 1
2
[max (Rc()) min (Rc())] (4.19)
Finally, the channel’s polarization and cross-polarization efficiency are calculated
as:
pol =
max(Sc()) min(Sc())
max(Sc()) +min(Sc())
Xpol = 1  pol
(4.20)
The values for pol and Xpol calculated for the 250U, 250W and 350 m detector
arrays are listed in Table 21. Figures 93 to 94 show S() for the two orthoganol
polarizations (pol-1 and pol-2).
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pol 1 Xpol 1 Xpol 1 Xpol 2
250U m 0.818 0.182 0.872 0.128
250W m 0.884 0.116 0.869 0.131
350 m 0.844 0.156 0.948 0.052
Table 21. Polarization efficiency pol and cross-pol efficiency Xpol for three
BLAST-TNG detector arrays: 250U, 250W and 350 m.
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Figure 93. Polarization response S() for the BLAST-TNG 250U array.
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Figure 94. Polarization response S() for the BLAST-TNG 250W array.
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Figure 95. Polarization response S() for the BLAST-TNG 350 m array.
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Although these measurements of the instrumental pol for BLAST-TNG are pre-
liminary and do not take contributions from the AHWP into account, they are com-
parable to the instrumental polarizations measured for BLASTPol (Shariff (2015)).
4.6.3 Additional Optical Tests
The results presented in the previous two sections are preliminary, and will be
expanded upon in the lead-up to the planned 2020 flight. Additional testing that is
underway at the time of writing includes beam mapping, spatial pixel identification
and characterization of the HWP.
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Chapter 5
MAGNETIC FIELD MORPHOLOGY OF THE CARINA NEBULA
COMPLEX
In the following sections, we describe the preliminary data reduction and anal-
ysis of BLASTPol 2012 (Galitzki et al., 2014a) observations of the Carina Nebula
Complex (NGC 3372, hereafter CNC). These BLASTPol maps have the highest spa-
tial resolution of any polarized sub-mm map of the CNC to date (2.50). Recently,
Shariff (2015) used the same data set to produce the CNC’s dust polarization spec-
trum. The authors calculated the polarization ratio p=p350m along 314 sightlines,
and found it to be flat within 15% over the three BLASTPol wavebands (250, 350
and 500 m). While the flatness of the spectrum agrees with other BLASTPol obser-
vations of molecular clouds (MCs) (e.g., Ashton et al. (2018); Gandilo et al. (2016)),
it is in stark contrast to existing sub-mm/FIR polarization spectra of MCs (see, e.g.,
Vaillancourt and Matthews (2012)), which show V-shaped spectra with a negative
slope towards the FIR, a positive slope towards the millimeter, and minima near
350 m.
The goal of the data analysis presented in this work is to describe the morphology
of the magnetic field (B-field) in the plane-of-the-sky (POS) BPOS in the CNC as
revealed by the BLASTPol data, compare it to previous observations, and to provide
what are possibly the first estimates of the magnitude ofBPOS along various sightlines
through the cloud. To aid in visualizing the field, we apply a vector field visualization
technique called line-integral-convolution (LIC). This chapter is organized as follows:
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• Section 5.1 introduces the BLASTPol CNC map and describes its acquisition
and calibration.
• Section 5.2 presents an original software implementation of the LIC algorithm.
• In Section 5.3, we compare the BLASTPol CNC to maps made in different
wavebands in order to investigate how the dust component of the cloud relates
to other sources of emission.
• In Section 5.4, we apply the Davis-Chandrasekhar-Fermi Method (DCFM) to
the CNCmap and present estimates of BPOS along several sightlines of interest.
5.1 BLASTPol Observations of Carina
The BLASTPol telescope (Galitzki et al. (2014a)) launched from McMurdo Sta-
tion, Antarctica, during the summer 2012/2013 season, and observed several targets
over the course of 12.5 days. Its camera incorporated 139, 88 and 43 pixels in 30%
bands centered at 250 m, 350 m and 500 m. The detectors were superconduct-
ing spiderweb bolometers (SWBs) based on those used in Herschel SPIRE (Griffin
et al., 2003). The BLASTPol telescope had a 1.8 m primary mirror, which provided
nominal diffraction limited resolutions in the three bands of 3000, 4200 and 6000. How-
ever, deformations in the telescope optics introduced a non-Gaussianity to the point
spread function (PSF) (see Fissel et al. (2016)). After correcting for the warped PSF,
the resulting resolution of the maps is 2.50.
BLASTPol observed the CNC for 4.2 hours, and the resulting map is 2.5 deg2
in area. The target coverage was chosen to overlap with previous observations taken
at 450 m by the Submillimeter Polarimeter for Antarctic Remote Observations
(SPARO, (Li et al., 2006)). As discussed in Benton (2015), the detector timestreams
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taken during the CNC mapping were contaminated by interference from the Track-
ing and Data Relay Satellite System (TDRSS) traffic. The loss of data made it difficult
for the map maker to converge to a solution, and some artifacts are present in the re-
sulting maps. The maps were created with the Time-Ordered Astrophysics Scalable
Tools (TOAST)28 package. TOAST produces a (3  3) I , Q, U covariance matrix
for each pixel (where I , Q, and U are the Stokes parameters). Raw analog-to-digital-
converter (ADC) detector counts were calibrated into beam-averaged flux density
(MJy=sr) using the Planck all-sky thermal dust model (Ade et al., 2015).
5.1.1 Data parameterization
The map for each BLASTPol band are parameterized in terms of the first three
Stokes Parameters, I , Q and U . The Stokes parameters describe the polarization
state of measured light. In this work, they have been calibrated into units ofMJy=sr.
Each Stokes parameter can be written as either the sum or the difference between
the squared magnitudes of electric field (E-field) vectors which are oriented along
different axes of a Cartesian coordinate system (for a detailed description of the
Stokes parameters, see Hecht (2002)). The coordinate system can be parameterized
in terms of Jones Vectors, which form three orthogonal bases: x and y, a and b
(rotated 45° with respect to the x y plane), l and r (l^ = (x^+jy^)=p2, r^ = (x^ jy^)=p2).
Using these bases, the Stokes parameters can be written as:
28https://github.com/tskisner/TOAST
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I = hjExj2i+ hjEyj2i = hjEaj2i+ hjEbj2i = hjElj2i+ hjErj2i
Q = hjExj2i   hjEyj2i
U = 2h<  ExE?yi = hjEaj2i   hjEbj2i
V =  2h=  ExE?yi = hjElj2i   hjErj2i
(5.1)
where V = 0 in the case of linearly polarized light, and the inequality becomes an
equality in the case of circularly polarized light. The parameters are related as:
jIj2  jQj2 + jU j2 + jV j2 (5.2)
with:
Q+ jU = Pej2	 = pIej2	 (5.3)
where P =
p
Q+ U is the total intensity of linearly polarized light, and 	 is the
polarization angle
	 =
1
2
arctan2(U;Q) (5.4)
where  90°  	  90°. In this work we use the astronomical polarization angle
convention, where increases counter-clockwise from the north (Shariff, 2015). The
inferred angle of BPOS is  = 	+ 90°.
The polarization fraction is defined as:
p =
p
Q+ U
I
=
P
I
(5.5)
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5.1.2 Data Calibration
In this work, the resolution of the CNC Stokes maps are smoothed to 50 full-
width-half-max (FWHM) to match that of the 353 GHz (850 m) Planck maps. This
is done so that the Planck and Carina data can be combined to produce estimates of
BPOS using the DCFM (see Section 5.4). The smoothing is performed using Lucy-
Richardson iterative deconvolution (Lucy (1974); Richardson (1972)). After smooth-
ing, the steps taken to further clean the data are similar to those described in Shariff
(2015). First, a background subtraction is applied to the map data. This is done to
remove the brightness contribution from the diffuse Galactic background. The back-
ground subtraction is performed by first selecting a region near the edge of the map,
where the average flux density is close to the minimum of the map. The average flux
density in this region is then subtracted from each map pixel.
After background subtraction, the polarization fraction values p are debiased.
The debiased polarization fraction pdb is calculated as:
pdb =
q
p2   2p (5.6)
where the variance in p is calculated using the covariance maps and standard error
propagation techniques. Following the debias, a 2 cutoff is applied to p, and all pixels
containing p > 0:5 are eliminated from the map. Finally, the polarization fractions
for each of the three observation bands are divided by their respective polarization
efficiencies (0.81, 0.79 and 0.82, for 250, 350 and 500 m). Figure 96 shows the
background-subtracted I250 map, with regions of interest (ROI) outlined in green.
The regions are listed in Table 22, and discussed in Section 5.3. A detailed analysis of
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the polarization fraction over the inner region of the CNC is found in Shariff et al.
(2019).
In the following analysis, all calculations use the debiased polarization fraction
and polarization angle (see Section 5.2).
159.00°160.00°161.00°162.00°163.00°
RA (J2000)
-60.20°
-60.00°
-59.80°
-59.60°
-59.40°
-59.20°
-59.00°
De
c 
(J2
00
0)
5
4
1
2
3
10 pc 0
100
200
300
400
Figure 96. The background-subtracted BLASTPol 2012 I250 map of the CNC. The
color scale has units of MJy=sr.
5.2 Line-Integral-Convolution
LIC is a data visualization technique which is useful for representing dense vector
fields, in either two or three dimensions (Cabral and Leedom, 1993). The visual effect
that it produces is akin to that of dropping ink into flowing water. The resulting
images provide a visual sense of the direction and uniformity of the vector field,
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allowing the eye to notice features such as sources, sinks and loops. The LIC does
not, however, indicate the magnitude of the vector field.
The LIC technique has previously been applied to maps of BPOS (see, e.g., Ade
et al. (2016)). In the following, we present an original software implementation of
LIC which has been written in C/Python. Although fast, computationally efficient
algorithms for LIC exist, the main priorities for this particular implementation were
simplicity and flexibility. To that end, the basic skeleton of the code is based on a
bare bones LIC algorithm, which is described in Ma (1996).
To create a LIC image requires two basic ingredients: A vector (or pseudovector)
field V , and a texture map T , each of sizeNN pixels. In the following example, we
use the polarization vector field for Carina, and a texture map consisting of Gaussian
white noise. The value of the ith pixel in the polarization vector map is a pseudovector
whose magnitude is the polarization fraction pi:
vi = hcos(	i); sin(	i)i (5.7)
where the polarization angle 	i is calculated as:
	i =
1
2
arctan2(Ui; Qi) (5.8)
The method of LIC is to advect a streamline from each pixel which follows the di-
rection indicated by that pixel’s pseudovector (both positive and negative directions)
into the adjacent pixels. This process continues until the streamline is terminated
by one of several end conditions. The resulting streamlines, when downsampled by
some factor, are also useful for map analysis. After the streamlines are created, the
values of T which underly the streamline segments in each pixel are convolved with
a filter kernel. These steps are described in more detail in the the following sections.
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5.2.1 LIC Algorithm
The first step in creating an LIC image is to launch, or advect, a streamline (s)
from each pixel in the map image, M. At any point in M, the direction of the
streamline is tangent to the vector at that point: d(s)
ds
= v((s))jv((s))j . The entire vector
field for the CNC is shown in Figures 97 and 98, where the vectors have been rotated
by 90° to correspond to the direction of BPOS, and decimated by a factors of 5
and 10, respectively. The streamlines extend forwards and backwards along their
starting vectors, into each adjacent pixel. This process continues until it is terminated
by a break condition.
One common break condition is when a streamline enters into a pixel containing
a null vector. In this case, the streamline may simply be terminated, or some non-
zero value may be substituted for the null vector in order to attempt to continue the
streamline. Another common break condition is when a streamline encounters the
edge of the map. Discontinuities occur when a streamline enters an adjacent pixel
whose vector forms an angle with the first one which exceeds some critical value (e.g.,
in the range of of 120–180°). There are several ways of dealing with each case, each
of which results in a slightly different LIC image.
In the CNC code, streamline advection is achieved using Eulerian advection, as
in Cabral and Leedom (1993). In this method, each streamline consists of a series of
points P [i] which are calculated recursively as:
P [i] = P [i  1] + ~vi 1k~vi 1ksi 1 (5.9)
where:
P [i] (for i > 0) is the end point of the streamline segment starting at P [i  1].
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P [0] = (x+ 0:5; y + 0:5)
si 1 is the length of the streamline segment starting at P [i  1] and ending at
P [i].
~vi 1 is the polarization vector defined in Equation 5.7 which begins at the center
of pixel i  1.
si 1 is the length of the segment which connects P [i  1] to P [i].
The length of each streamline segment, si 1, is the smallest positive distance to
any of the adjacent pixel walls. Following Ma (1996), by defining the pixel walls them-
selves as rays, the distance to each wall can be found using the ray-to-ray intersection
formulas:
stop = [(y + 1)  Pi 1;y] k~vi 1k
~vi 1;y
sbot = [y   Pi 1;y] k~vi 1k
~vi 1;y
sright = [(x+ 1)  Pi 1;x] k~vi 1k
~vi 1;x
sleft = [x  Pi 1;x] k~vi 1k
~vi 1;x
The kernel value hi to be used in the LIC for each pixel is calculated by summing
over the number of steps in the streamline segment between si 1 and si:
hi =
si+1X
si
ks (5.10)
where:
210
s0 = 0
si = si 1 +si 1
k[s] = 1 , for a Boxcar filter
k[s] =
cos(s=L) + 1
2
, for a Hanning filter
The length of the kernel Lk can be varied within the software. Larger values of
Lk result in there being more correlated values between adjacent pixels appearing in
the final LIC image (i.e., it results in a more smeared appearance). The images in this
work were produced using Lk between 50–60.
Finally, the LIC value for the output pixel located at coordinate [x; y], is:
I[x; y] =
lP
i=0
N [Pi]h[i] +
l P
i=0
N [P i ]h[i
 ]
l P
i=0
h[i] +
l0P
i=0
h[i0]
(5.11)
where:
N [Pi] is the value of the noise texture image at vector position (Px; Py).
l is a a value of i which satisfies: si  L < si+1.
The superscripts in Equation 5.11 indicate backwards ( ) advection.
5.2.2 Visualizing Magnetic Fields with LIC
The LIC method described in the previous sections can produce a wide variety
of images, which differ according to the parameters which are used to generate the
streamlines and convolution values. The resulting images are most sensitive to the
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length of streamlines which are used Lsl, and the length of the convolution kernel Lk.
Larger values of these parameters produce a smearing effect, where parallel stream-
lines which are close together appear to combine into larger streamlines which are
stretched out in the direction of the bulk flow (they are more correlated). Smaller
values of Lsl and Lk produce images in which individual streamlines are visible (they
are more independent). In this work, we choose a moderate value for Lsl and Lk of
50 (with a Hanning kernel). Streamlines which could not be advected through 50
pixels are truncated, but still included in the final images.
Out of many possible ways of displaying the LIC images, we find that two rep-
resentations are particularly useful. These are the intensity overlay and the intensity-
weighted LIC. An example of the intensity overlay is shown in Figure 101. To cre-
ate this type of image, the LIC map is superimposed onto the I intensity map as a
transparent overlay. The intensity-weighted LIC is created by multiplying the LIC
map with the intensity map, and then stretching the image to highlight different in-
tensity regions. An intensity-weighted LIC with an aggressive stretch is shown in
Figure 102. A less aggressive stretch is shown in Figure 103. The numbered regions
in Figure 103 are key features of the CNCwhich are labeled in Table 22 and discussed
in Section 5.3.
The structures in BPOS which are revealed by the LIC maps are discussed in the
following sections.
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Figure 97. The CNC polarization vector map, with vi following BPOS and
decimated by 5.
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Figure 98. The CNC polarization vector map, with vi following BPOS and
decimated by 10.
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Figure 99. A CNC polarization streamline map, with the streamlines following
BPOS and decimated by 10.
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Figure 100. A zoom-in of a region of the vector-streamline map where the
polarization angles are very uniform.
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Figure 101. The LIC500 map, displayed as a transparent overlay on the I500 map.
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Figure 102. An intensity-weighted LIC500 map, displayed with an aggressive
intensity stretch.
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Figure 103. A less aggressive stretch of the intensity-weighted LIC500. The
numbered regions are listed in Table 22, and discussed in Section 5.3
.
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5.3 Multiwavelength Observations of the CNC
The CNC (10h 45m 08.5s -59 520 0400) is a bright Galactic giant molecular cloud
(GMC) which is host to several HII regions and active massive star formation. Its
distance is estimated at 2.3 kpc (Allen and Hillier (1993); Smith (2006)). However,
recent observations by theGaia space observatory have found that the distancemight
be closer to 2.6 kpc (Davidson et al., 2018). In this analysis, we assume the more
commonly used distance of 2.3 kpc. Although the CNC occupies an area of5 deg2,
in this work we focus on the inner 1.25 deg2.
First discovered in 1752, the CNC has been well studied across the electromag-
netic spectrum (see e.g., Smith and Brooks (2008)). It is estimated to contain25,000
M of material, which includes part of the Carina OB1 association. The inner region
of the CNC contains the Homunculus and Keyhole nebulas, as well as two massive
open clusters, Trumpler 16 (Tr 16) and Trumpler 14 (Tr 14). Tr 16, the more evolved
of the two clusters, is host to two of the brightest star systems in the Milky Way: 
Car, a binary system which is known for its strong wind-wind interactions, and WR
25. Tr 14 is thought to be just 0.5 Myr old (Preibisch et al., 2011a).
Ionizing stellar winds which are driven by large OB associations have carved out
several conspicuous bubbles throughout the CNC. The most prominent of these is
the GUM 31 nebula, to the northwest of Tr 16. Smaller groups of bubbles are visible
to the north and south of Tr 16. The variety of high energy processes occurring
within the CNC make it an ideal laboratory for the study of stellar feedback and
triggered star formation.
The CNC has been observed in the sub-mm/FIR/mm-wave by ground-based
(LABOCA, (Preibisch et al., 2011b), SPARO (Li et al., 2006)), balloon-borne
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(BLASTPol, (Shariff et al., 2019) and space-based telescopes (e.g., Planck, (Abergel
et al., 2014), Herschel, (Preibisch et al. (2012); Gaczkowski et al. (2013); Roccatagliata
et al. (2013))). Spectral data in the submillimeter has also been obtained (Oberst et al.,
2006). The authors of Li et al. (2006) presented the first maps ofBPOS pseudovectors
in the inner region of the CNC. In their analysis of 30 pseudovectors within the
inner 1 deg2 of the CNC, they found that the mean position angle of BPOS is within
 15 deg of the GP. They also observed that the pseudovectors to the north and
south of the central region appear to run parallel to a section of the perimeters of
two large HII regions. Figure 104 illustrates the overlap between the SPARO and
BLASTPol map coverages.
Besides BLASTPol and SPARO, the multi-band Planck data constitutes the only
polarized sub-mm observations of the CNC to date. In this work, only the Planck
353 GHz (850 m) maps are used as part of the quantitative analysis.
The Herschel maps constitute the highest resolution FIR maps of the CNC, re-
vealing physical structures in the dust on spatial scales of 0.1–0.4 pc. This spatial
scale is thought to correspond to the upper size limit of the filamentary structures
which thread the CNC, and which are observed in other MCs. In this analysis, the
smoothed resolution of 50 corresponds to a physical scale of 3.5 pc, which is well
above the scale of individual filaments. However, this physical resolution is sufficient
to gain insight into the larger scale structures seen in the CNC.
The most visible structures revealed in the Herschel maps are discussed in de-
tail in Preibisch et al. (2012). The main features which occur in the inner 1 deg2
of the CNC (and which are visible in the BLASTPol maps) are briefly described
below. These features are listed in Table 22. Figures 105 through 107 show semi-
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Figure 104. The CNC intensity map taken by SPARO (Li et al., 2006), with
polarization vectors (inset), overlayed on the 1.25 deg2 of the BLASTPol CNC
map.
222
Region # Name
1 Southern Bubble (SB)
2 Tr 14
3 Tr 16
4 Northern Bubbles (NB)
5 Southern Pillars (SP)
Table 22. Regions of interest inside the inner 1.25 deg2 of the BLASTPol CNC
map. These regions correspond to those used in Preibisch et al. (2012).
transparent overlays of the BLASTPol I250 dust maps (in red) with maps in the near-
infrared (NIR) (8 m, Midcourse Space Experiment (MSX, Smith et al. (2000)), R-
band (Guide Star Catalog II (GSC2), Palomar and UK Schmidt telescopes (Lasker
et al., 2008)) and soft X-ray (Chandra Carina Complex Project (Townsley et al., 2011)).
The B-field streamlines produced using Eulerian advection (see Section 5.2) are over-
plotted in yellow.
The most prominent features in the sub-mm/FIRmaps of the CNC are the voids,
or bubbles, to the north and south of Tr 14 and Tr 16. Following Preibisch et al.
(2012), we denote these as the Northern Bubbles (NB) and the Southern Bubble
(SB). The SB appears as an elongated void to the southwest of Tr 16, with its long
axis spanning 30 pc. Although the southern extent of the bubble is not visible in
the BLASTPol map, a clear, rounded boundary can be seen in the Herschel map. The
authors of Preibisch et al. (2012) identify three early-type stars which are potentially
located inside the bubble. They point out that the three stars alone most likely do
not constitute an energy source which is sufficient enough to have created the SB by
way of stellar winds and ionizing radiation. They offer two possible explanations for
its origin: 1) That the bubble could be the result of gas which has been forced out
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of the central part of the CNC, and 2) that the bubble might be the lower lobe of a
bipolar jet formed by stars in the Tr 16 cluster.
The multiband overlay maps support the hypothesis that the Southern Bubble is
an enclosed, three-dimensional void. Its edges are well defined by ionized gas which
is visible in the R-band map. The Chandra map reveals that the bubble is in fact filled
with hot, diffuse gas (T  104 K). At 8 m, the emission is from polycyclic aromatic
hydrocarbons (PAHs) which have been vibrationally energized by the absorption of
far-UV photons. As discussed in Li et al. (2006), the intensity of the 3–11 m PAH
spectrum depends on the ratio of the intensity of the far-UV radiation field to the
electron density. Whereas the electron density changes abruptly across the edges
of HII regions, the intensity of the illuminating radiation field does not. Therefore,
PAH emission is an excellent tracer of the boundaries of HII regions. This effect is
visible in the 8 m overlay, shown in Figure 105.
The direction of the BPOS streamlines shown in the overlay images appear to be
well correlated with the edges of the SB. Along the boundaries of the SB, BPOS is
largely parallel to the bubble edges (particularly along the western boundary), which
is the expected behavior under the conditions of B-field flux-freezing (Li et al., 2006)
(see below).
Unlike the SB, the NB does not appear to be a single HII region. The Herschel
maps show it to be a combination of several smaller HII regions which have merged,
forming dust clouds and pillars at their intersections. In the multi-band images, then
boundaries of individual voids within the NB region are less defined than those of
the SB, with the Chandra map showing a more diffuse concentration of ionized gas.
However, as with the SB, theBPOS streamlines in theNB region do appear to trace out
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the shape of a large, semi-spherical bubble. This is especially true for the southern
boundary of the NB.
The brightest region of the BLASTPol maps is the central region of the CNC,
located between Tr 16 and Tr 14. The eastern edge of Tr 14 is a well-studied photon
dominated region (PDR) (see, e.g., Kramer et al. (2008)). The edge of the PDR is
loosely defined by theBPOS streamlines. The region around Tr 16 is also well defined,
with the streamlines appearing to trace out a bubble. The bubble’s diameter is 3 pc,
which is small in comparison to the SB and NB, with a diameter of 3 pc. Below
this bubble is the region which Preibisch et al. (2012) denotes as the Southern Pillars
(SP). This region of pillars is a site of active star formation, and has been shown to
contain many compact IR sources (Smith et al., 2010).
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Figure 105. An overlay of the MSX 8 m CNC map (green) (Smith et al., 2000)
with a BLASTPol intensity map (red). A subset of polarization vector streamlines
are overplotted in yellow.
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Figure 106. An overlay of the GSC2 R-band CNC map (green) (Lasker et al., 2008)
with a BLASTPol intensity map (red). A subset of polarization vector streamlines
are overplotted in yellow.
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Figure 107. An overlay of the Chandra soft-X-ray CNC map (blue) (Townsley et al.,
2011) and BLASTPol intensity map (red). A subset of polarization vector
streamlines are overplotted in yellow.
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5.4 Estimating BPOS using the DCFM
In this section we apply a modified version of the Davis-Chandrasekhar-Fermi
Method (DCFM) to the BLASTPol CNC map in order to estimate BPOS along vari-
ous sightlines through the complex. The DCFM is a technique which was first used
by Chandrasekhar and Fermi to estimate BPOS in the Orion spiral arm of the Milky
Way (Davis Jr (1951); Chandrasekhar and Fermi (1953)). Using their method, they
accurately estimated BPOS at a level of a few G. Although the estimates of BPOS
which are produced by the DCFM are known to carry inherent uncertainties of at
least a factor of 2 (see Section 5.4.5), it represents the most practical method of gain-
ing insight into BPOS, as it requires only a map of polarization vectors, and a map of
the LOS velocity dispersion in an optically thin emission line.
5.4.1 Description of the DCFM
Amagnetized plasma, such as that found throughout the ISM, supports transerve
magnetohydrodynamic (MHD) waves known as Alfven waves. Alfven waves are
oscillations in the plasma which is frozen into the B-field. They’re driven by the
restorative force associated with the magnetic tension, B2=4 (B2=0, in SI units),
and propagate with a phase velocity (the Alfven velocity) of:
vA =
Bp
4
(5.12)
where  is the mass density of ionized material, and Equation 5.12 is in CGS
units. If  can be estimated along a sightline of interest where there is a uniform
B-field of magnitude B0, then all that is needed to estimate B0 is knowledge of vA.
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To estimate vA using the DCFM relies on the assumption that the gas (ionized and
neutral) and dust along the sightline are flux-frozen into B0, so that any transverse
spatial deviation of the material from the direction of B0 can be attributed to an
Alfven wave. Ultimately, the spatial deviation is quantified using the dispersion of
E-field polarization angles (see below). For B0 oriented along the z-axis, and the
LOS being the x-direction, the spatial deviation along the y-axis, is:
y(x; t) / cos(k(x  vAt)) (5.13)
This assumption is not completely valid in cases where there are significant dy-
namical forces at play besides the B-field, such as supernovae shocks and ionization
fronts associated with HII regions, or strong turbulence. Here, we must assume that
the turbulence is sub-Alfvenic. Despite this shortcoming of the DCFM, it is still
useful as a method of obtaining rough upper limits on BPOS.
Taking Equation 5.13 as valid, vA and y(x; t) can be written into a wave equation
as:
v2A

dy
dx
2
=

dy
dt
2
(5.14)
It then remains to estimate dy=dx and dy=dt. The DCFM approach to doing
so is to assume that the total B-field in the region is the sum of both the ordered
component B0 and a turbulent component Bt (Btot = B0 + Bt). The turbulent field
represents disorder which is caused by turbulent motions in the gas and dust. If the
gas pressure is sub-dominant to magnetic pressure, then following Hildebrand et al.
(2009), Bt  B0, and hB
2
t i1=2
B0
 B
B0
.
The ratio B=B0 is proportional to both dy=dx and dy=dt. In the DCFM model,
the former term can be empirically determined by measuring the dispersion in E-
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field polarization angles S. The second term is determined by measuring the LOS
velocity dispersion v in an optically thin emission line. Substituting S and v for
dy=dx and dy=dt in Equation 5.14, and then solving for B yields the principle DCFM
equation:
BPOS = Q
p
4
S
v
[G] (5.15)
where Q is a scale factor which accounts for uncertainties in the measured quan-
tities, as well as the assumptions upon which the method is based. Q is generally set
equal to 0.5, although in this work, we choose Q = 0:1 (see Section 5.4.5).
More recent users of the DCFM have made slight modifications to Equation 5.15.
In this work we adopt the expression derived by Hildebrand et al. (2009), which is
also applied by Crutcher et al. (2004) and Franco and Alves (2015). Parameterizing
the polarization angle dispersion as b  p2S2 (Houde et al., 2009), and calculating
the FWHM of the LOS velocity line asVLOS =
p
8 ln 2V , the DCFM equation can
be expressed as:
BPOS = 9:3

2n(H2)
cm 3
1=2
VLOS
km s 1

b
1°
 1
[G] (5.16)
5.4.2 Determining S
The dispersion in polarization angles S is calculated according to the method
described in Ade et al. (2015). This method has been applied in a recent study of
BLASTPol 2012 map of the Vela-C MC (Fissel et al., 2016). The calculation of S is
as follows.
For every N pixels in the polarization angle map the  value at that pixel is com-
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pared to that of P pixels which surround it in an annular radius of R pixels. For
this work, N = 3, P = 12 and R = 15 (corresponding to a diameter of 50). For the
ith pixel, the first step in the calculation is to compare its polarization angle, [i],
with those of the pixels which surround it at a radius of R pixels. The polarization
dispersion between each pair of pixels is:
S2[i; R] = ([i]  [i+R])2 (5.17)
After calculating S2[i; R] for each pair of pixels, the final polarization dispersion
value S2[i] is the average of the pairs:
S2[i] =
1
N
NX
i=0
S2[i] (5.18)
Following Fissel et al. (2016), the values of S which are used in the final DCFM
calculations are debiased by subtracting the variance of S2[i]:
S;db =
q
S2   2S (5.19)
A histogram of calculated along165,000 sightlines corresponding to the inner
1.25 deg2 of the CNC is shown in Figure 108, and a histogram of S for 33,000
sightlines within the same region is shown in Figure 108. First and second moments
for both quantities are reported in Table 23. We find that in the inner region of the
CNC, hSi  20 deg.
In Figure 109, the polarization angles are reported relative to Galactic coordinates,
where 90 deg corresponds to BPOS parallel to the GP. We find that hi = 96 deg,
and that 50% of the B-field polarization angles are within  23 deg of the GP. This
finding agrees with Li et al. (2006), which reports hi  15 deg of the GP for three
GMCs, including the CNC.
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Nsl Mean (deg)  (deg)
 165,000 96 33
S 33,000 20 26
Table 23. First and second moments of the  and S distribution over the inner
1.25 deg2 of the CNC. Nsl is the number of sightlines reported.
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Figure 108. A histogram of S, the polarization angle dispersion (deg).
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Figure 109. A histogram of  (deg), where 90 deg is parallel to the GP.
5.4.3 Determining n(H2)
To determine the number density of molecular hydrogen n(H2) which is needed
to computeBPOS using Equation 5.16, we first calculate the column density of molec-
ular hydrogen N(H2). The column density can be computed from the total intensity
maps at each of the three BLASTPol bands as:
N(H2) = 2
R
mH2

cm 2

(5.20)
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where:
 is the optical depth at frequency 
R = 100 is the gas-to-dust mass ratio
 is the dust opacity at frequency  [cm2/g]
mH2 = 3.32  10 24 is the mass of molecular hydrogen [g]
The FIR dust opacity  is calculated using the empirical relation found in Mathis
(1990):
 =  = 13:6(=250m)
 2 cm2=g (5.21)
and the optical depth at frequency  is:
 =
F
beam
B(Td)
(5.22)
=
I
B(Td)
(5.23)
(5.24)
where B(Td) is the Planck function, and Td is the dust temperature, taken from
the Planck 353 GHz map of the CNC, and re-gridded to the BLASTPol map coor-
dinates.
Once N(H2) is known, the total visual extinction AV can be calculated using the
canonical relation described in Bohlin (1978):
AV =
9:4 1020
N(H2)
[mag] (5.25)
Mean values for optical depth  , dust opacity  , molecular hydrogen column
density N(H2), and total visual extinction AV are listed in Table 24 for the inner
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1.25 deg2 of the CNC. The quantities are calculated for each of the three BLASTPol
bands. A histogram of N(H2), taken over the same region, is shown in Figure 110.
The values for N(H2) and AV agree with those presented in Preibisch et al. (2012).
It should be noted that the dust opacities (Equation 5.21) carry an uncertainty of a
factor of 2, which translates into an uncertainty in N(H2).
250 m 350 m 500 m
hi 2.09  10 3 2.06  10 4 3.1  10 3
 (cm2=g) 13.16 4.06 3.29
hN(H2)i (cm 2) 2.09  1021 4.5  1021 2.88  1021
hAV i (mag) 3.03 2.06 1.03
Table 24. The mean values of optical depth  , dust opacity  , molecular hydrogen
column density N(H2) and total visual extinction AV calculated with the I250, I350
and I500 maps for the inner 1.25 deg2 of the CNC.
To calculate n(H2), we must assume a column depth through the CNC. The
complex morphology of the region makes it infeasible to assign a single column
depth to the entire map. Instead, we examine a range of n(H2), which extends over
an order of magnitude: 0:5 pc  LCNC  5 pc. The mean and maximum values of
n(H2) corresponding to these two limits are listed in Table 25, for the each of the three
BLASTPol bands. A histogram of the n(H2) values corresponding to LCNC = 5 pc
is shown in Figure 111.
236
20.0 20.5 21.0 21.5 22.0 22.5
log10 N(H2) cm 2
0
2500
5000
7500
10000
12500
15000
17500
20000
Nu
m
be
r o
f S
ig
ht
lin
es
Figure 110. A histogram of N(H2) over the inner 1.25 deg2 of the CNC.
250 m 350 m 500 m
hn(H2)i (cm 3) 93–930 94–941 133–1330
max n(H2) (cm 3) 4,837–48,370 3645–36,450 4,008–40,080
Table 25. Mean and maximum values of n(H2) shown for each BLASTPol band.
The lower and upper ranges correspond to column depths LCNC of 0.5 pc and 5 pc.
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Figure 111. A histogram of n(H2) in the inner 1.25 deg2 of the CNC, shown for
an assumed column depth of 5 pc.
5.4.4 Determining v
To estimate BPOS using Equation 5.16 requires velocity dispersion values from an
optically thin line which are sampled over the BLASTPol CNC field. It is also impor-
tant that the spatial resolution of the velocity map is at least as high as the BLASTPol
map. In this work, we use the HI 21 cm data cube of the CNC region acquired with
the Australia Telescope Compact Array (ATCA) (Rebolledo et al., 2017). The spatial
coverage of the map contains the entire BLASTPol CNC region, and is taken at a
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resolution of 3500. In the following analysis, the HI data cube is smoothed to 50 to
match the resolution of the Planck maps. The ATCA observations probe a velocity
range of 200 km/s, with a velocity resolution of 500 m/s.
After smoothing each slice of the ATCA data cube to 50, the ROI is aligned with
the BLASTPol map by converting its coordinates from the galactic to the equatorial
frame. The resulting overlay is shown in Figure 112. Once aligned, the averageHI line
profile along the velocity axis of the cube (i.e., into the plane of Figure 112) is averaged
around each map location which was used in the calculation of S (Section 5.4.2). A
subset of these regions is shown in Figure 112, highlighted in yellow.
Before calculating the velocity dispersion v from each average line-profile, the
profiles are low-pass filtered, and profiles containing spurious noise are removed
from the set. The dispersion of each line profile is estimated by applying a curve
fitting algorithm which produces Maximum Likelihood Estimates (MLEs) for the
FWHM of a Gaussian profile. A histogram showing the distribution of vFWHM for
30,000 lines of sight is shown in Figure 113. The distribution of vFWHM is roughly
Gaussian, with a mean and standard deviation of 38 km/s and 5 km/s. A map
of vFWHM over the CNC region used in the DCFM analysis is shown in Figure 114,
with BPOS pseudovectors (Downsampled by 20x) overplotted in white.
5.4.5 Uncertainties Associated with the DCFM
For any object, the values of BPOS which are produced using Equation 5.16 carry
uncertainties which are important to address. Firstly, the DCFM relies on the as-
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Figure 112. An overlay of one slice of the ATCA HI velocity cube with the
BLASTPol intensity map. A subset of the regions used to calculate average HI line
profiles are highlighted in yellow. The diameter of the regions is 50.
sumption that flux-freezing applies in the ROI, and that gravity, turbulence and the
B-field together account for the dominant energy densities. For the case of a MC,
where the DCFM is typically applied, this assumption may hold true to the extent
that any uncertainties it introduces into BPOS are sub-dominant to other sources of
error. Relative to a single MC, the CNC is complex, containing many HII regions
and powerful sources of energy injection such as the ongoing star formation in Tr 16
and Tr 14. These dynamical processes, along with the aforementioned ones, have
conspired together to produce the complex morphology of the CNC that we now
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Figure 113. A histogram of the FWHM velocity line widths (in km/s) computed
over the inner 1.25 deg2 of the BLASTPol CNC map.
observe. Given this disclaimer, the estimates of BPOS provided in this work should
be taken as preliminary.
The second type of uncertainty carried by the DCFM pertains to S and v. Be-
cause the velocity dispersion is only calculated along the LOS, the method implicitly
assumes that the turbulence is isotropic, which is not necessarily the case. Additional
uncertainty, represented by the scale factor Q in Equations 5.15 and 5.16, pertain to
the relation of the spatial resolution of the polarization and velocity maps to the driv-
ing scale of the turbulence in each ROI. Several studies have performed MHD sim-
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Figure 114. A map of the FWHM velocity line widths (in km/s) computed from
the ATCA HI data cube. A subset of the BPOS pseudovectors (downsampled by
20x) is overplotted in white.
ulations of the turbulent environment commonly found in MCs in order to estimate
Q, and have shown that the B-field estimates produced by the DCFM are sensitive
to the level of spatial smoothing which is applied to the maps (see, e.g., Ostriker et al.
(2001); Padoan et al. (2001); Heitsch et al. (2001); Kudoh and Basu (2003)).
If S is produced by averaging over a region which is larger than the driving scale
of turbulence, then S will be underestimated, and BPOS will be be overestimated
(Cho and Yoo (2016)). The studies referenced above have shown that Q can range
from 0.1–0.7, where the lower limit applies to heavy smoothing, and in the case of a
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strong B-field with minimal smoothing, Q is usually taken to be 0.5 (Houde, 2004).
Further uncertainties in S and v are added due to smoothing over inhomogeneities
in the gas and dust structures, and confusion between LOS and POS features. In
this work, the maps have been smoothed to a physical scale of 3.5 pc, which is
likely to be at least an order of magnitude above the driving scale of turbulence for
filaments within the CNC, which are of O(0:1) pc wide (Preibisch et al., 2012). We
therefore adopt a conservative value of 0.1 for Q, which reduces the Q value of 9.3
in Equation 5.16 to Q = 1:86.
In this work, uncertainty in n(H2) is likely to be the dominant source of error.
N(H2), which is calculated using the Planck AV map and canonical relation found in
Bohlin (1978), carries an uncertainty which is sub-dominant to the other measured
parameters which factor into the DCFM estimates. However, in order to calculate
n(H2), we have had to assume a column depth for the cloud. The variety of physical
configurations present in the ROIs discussed in Section 5.3 require the use of a range
of column depths, LCNC. For simplicity’s sake, the results shown in the following are
produced using LCNC = 5 pc.
5.4.6 Results of DCFM Applied to the CNC
The BPOS maps of the CNC which have been produced using the DCFM include
19,000 sightlines along the inner 1.25 deg2 of the BLASTPol map (they are deci-
mated by a factor of 3 relative to the Stokes maps). Table 26 lists the estimated values
for BPOS, vFWHM, n(H2) and S for 8 sightlines chosen from the regions defined in
Table 22. All results presented in this section were produced using the BLASTPol
500 m Stokes maps, and assuming a uniform column depth LCNC = 5 pc.
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The results are displayed in several figures included in this section: Figure 115
shows the interpolated BPOS map with polarization streamlines overplotted in yellow.
The ROIs which are defined in Table 22 are outlined in white, and the reference sight-
lines from Table 26 are shown as red dots (the location of  Car is shown as a green
dot). Figure 117 shows the BPOS-weighted LIC (LIC500  BPOS), with overlays as in
Figure 115. Figure 116 shows the raw BPOS map with a subset of BPOS polarization
vectors overplotted in white. The Galactic coordinate grid is overplotted in red to
illustrate the alignment between BPOS and the GP. Figure 118 shows a histogram of
BPOS over the inner region of the CNC map.
We find that hBPOSi = 96 G and B = 100 G. The maximum value of BPOS
is 1.2 mG, and the minimum value is close to zero. An idea of the relationship be-
tween cloud morphology and BPOS can be gleaned from examining Figures 115, 117
and 116. The highest values of BPOS are found in the PDR along the western edge
of Tr 14, the lower portion of the NB region (slightly north of Tr 14), around the SP
region, and along the eastern edge of the SB. There is a concentrated region of high
field strength along the southwestern edge of the SB. The outlines of several voids
other than the SB can clearly be seen in the BPOS maps. These are particurly visible
in Tr 16, where there is an apparent bubble centered at the approximate location of
 Car. Others are visible in the NB, and in the region between the SB and SP.
Figure 116 reveals the extent to which various features within the CNC are aligned
with the GP. As observed by Li et al. (2006), the central region of the CNC is in
close alignment. The western edge of the SB is largely orthogonal to the GP, as is
the region of the SP which contains the highest values of BPOS. In Section 5.4.7, we
discuss these findings in the context of other studies of B-field morphology inside
GMCs and HII regions.
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RA, DEC
(deg J2000)
BPOS
(G)
vFWHM
(km=s)
n(H2)
(cm 3)
S
(deg) Region
160.37, -59.78 563.85 44.68 94.59 1.43 1
160.56, -59.42 199.25 43.36 271.16 6.66 4
160.61, -60.08 487.80 38.53 37.35 0.90 1
160.70, -59.59 889.48 44.74 2596.09 4.77 CTR1
160.87, -59.75 181.29 43.66 111.54 4.73 1
160.95, -59.55 149.98 24.87 1550.56 12.15 2
161.40, -59.73 121.11 35.87 314.25 9.77 3
161.76, -60.01 297.11 41.74 401.03 5.23 5
1 A sightline near the center of the map.
Table 26. Estimates of BPOS, vFWHM, n(H2) and S for 8
sight-lines along the CNC, produced using the DCFM.
The regions in column 6 correspond to those in Table 22,
and are outlined in Figure 117. The sightlines are shown as
red dots in Figure 117.
5.4.7 Interpretation of BPOS
The magnitude of the estimates for BPOS in the CNC produced using the DCFM
is comparable to estimates which have been made in other GMCs using the same
method. Franco and Alves (2015) applied the DCFM to the Lupus I MC, and found
that at large scales BPOS is of O(102) G. In Soler et al. (2018), the authors applied
the DCFM to Planck maps of the Orion-Eridanus superbubble, providing estimates
of BPOS in the southern edge of the bubble of tens of G, which were compared to
estimates of BLOS obtained from Zeeman splitting of HI. The relationship between
BPOS and the material at sub-filament scales (.0.1 pc) is of particular interest. MHD
simulations of magnetized filaments have predict that there is a critical density, such
that BPOS is perpendicular to regions of the filament which are above it, and parallel
to regions which are below it (Soler et al., 2013). The predictions of these simulations
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Figure 115. The BPOS;500 map (every 3rd pixel interpolated) with polarization
streamlines overplotted in yellow. The outlined ROIs are defined in Table 22.
Reference sightlines listed in Table 26 are shown as red dots.
have since been verified observationally (see, e.g., Ade et al. (2016); Soler et al. (2017);
Fissel et al. (2018)).
The maps of the CNC used in this analysis do not possess the requisite spatial
resolution needed to probeBPOS on the scale of sub-parsec filaments (especially after
they have been smoothed to the Planck 353 GHz resolution of 500). However, their
resolution is sufficient enough to allow for an examination of the B-field morphology
on the scale of the prominent features listed in Table 22.
The question of whether or not B-fields play a significant role in determining the
morphologies of Galactic HII regions– or if the structure of the B-field is shaped by
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Figure 116. The BPOS;500 map for LCNC = 5 pc with polarization vectors
overplotted in white. The color scale, in units of G, is identical to that of
Figure 115. Both Galactic and Celestial coordinate frames are labeled, with the
Galactic coordinate grid shown in red.
the expanding ionization front, is an active area of research (see, e.g., Churchwell et al.
(2006); Gendelev and Krumholz (2012); Anderson et al. (2012); Pavel and Clemens
(2012); Tremblin et al. (2014); Pellegrini et al. (2007)). As a young HII region ex-
pands into the surrounding ISM, the ram pressure of the ionization front encounters
resistance from dust and gas which is flux-frozen into the large-scale Galactic B-field.
Rather than expand spherically, the shell of the HII region becomes elliptical, with
the semi-major axis being parallel to the large-scale direction of the B-field. The B-
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Figure 117. The BPOS-weighted LIC of the 500 m map. The outlined ROIs are
defined in Table 22. Reference sightlines listed in Table 26 are shown as red dots.
field then becomes amplified along the long axis of the shell, as parallel lines of flux
which are tangential to the expansion direction are forced closer together.
Eventually, the B-field dissipates through magnetic diffusion and mass loading,
and the ram pressure of the expanding shell overcomes the resistance from the mag-
netic pressure (Pavel and Clemens, 2012). If measurements of BLOS can be obtained
via Zeeman splitting or rotation measures, they can be combined with estimates of
BPOS to formulate a 3D model of the HII region (see, e.g., Aghanim et al. (2016)).
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Figure 118. A histogram of BPOS;500 within the inner 1.25 deg2 of the BLASTPol
CNC field, for an assumed column depth of 5 pc.
Barring any knowledge of BLOS, a rough lower limit can be assigned to Btot using a
simple geometric argument.
Given an HII region with some ellipticity, if all of the ellipticity is assumed to be
due to the balance between ram pressure and magnetic pressure, a rough estimate of
a lower limit of Btot along the edges of the expansion shell. In doing this analysis,
bias effects which are due to the inclination angle of the bubble must be considered,
as viewing angles which increase the ellipticity of the bubble will produce higher esti-
mates of Btot. This estimation technique has been applied to ensembles of Galactic
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HII regions (Churchwell et al. (2006); Pavel and Clemens (2012)). Following Pavel
and Clemens (2012), we examine the SB region of the CNC (region 1 in Figures 115
and 117).
Using Figures 115 and 117 to roughly estimate the spatial extent of the SB, we
assume a shell thickness of 1 pc. The bubble’s fractional thickness hT i is calculated
as:
hT i = 1
2
p
Routrout  
p
Rinrinp
Routrout +
p
Rinrin
(5.26)
We find hT i = 0:44, which is comparable to values reported in Pavel and Clemens
(2012) for other HII regions. The fractional thickness is then used to calculate the
ratio between the mass density of the shell and mass density of the ISM (shell, ISM)
into which it is expanding:
shell
ISM
=
1
1  (1  hT i)3 (5.27)
Using Equation 5.27, we find shell = 1:22ISM. For ISM, we assume a value corre-
sponding to n(H2)  100, which is roughly the average number density of molecular
hydrogen calculated for the region to the west of the shell. The magnitude of Btot
is estimated by equating the ram pressure of the expanding shell to the magnetic
pressure of the large-scale field:
Pram = PB
1
2
shellu
2
s =
B2
8
(5.28)
where us  10 km/s is the assumed expansion velocity of the shell, and  = 0:29
is an efficiency factor calculated in Pavel and Clemens (2012) which accounts for the
inclination angle bias mentioned above. Using Equation 5.28 to calculate Btot, we
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find Btot = 22 G for  = 1, and Btot = 12 G for  = 0:29. These values are
roughly an order of magnitude below the largest values for BPOS estimated for the
western edge of the shell using the DCFM (first row of Table 26). However, they are
comparable to the mean value of BPOS, hBPOSi = 96 G.
At present, the literature on this subject contains evidence which boths supports
and refutes the idea that B-fields may play a significant role in the evolution of HII re-
gions. As noted in Tremblin et al. (2014), B-fields of O(102–103) may have sufficient
influence over dense gas at small scales, but will likely not influence the morphology
of diffuse nebulae on large scales. Additionally, recent MHD simulations of HII
region evolution have found that although magnetic pressure may dominate in the
atomic gas component of the region, at large scales the radiation pressure plays a
more significant role in shaping the bubble (Rahner et al., 2017). In contrast to the
aforementioned findings, in a recent examination of a magnetized PDR in the Galac-
tic HII regionM17, Pellegrini et al. (2007) present evidence that the PDR andMC are
supported by a B-field with hBi  100–600 G (inferred from BLOS measurements).
These preliminary estimates of BPOS in the innermost regions of the CNC are
perhaps calculated at too low of a spatial resolution to draw solid conclusions on the
significance, if any, which the B-field plays in shaping the various structures within the
cloud. Certainly, at large scales, it is likely that they are subdominant to turbulence and
ionizing radiation pressure from the many nascent star clusters embedded within the
nebula. Future, higher resolution sub-mm observations of the CNC, such as those
which are planned to be undertaken by BLAST-TNG in 2019/2020, will hopefully
shed more light on the issue.
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Chapter 6
BLAST-TNG TARGET SELECTION: B-FIELD MORPHOLOGY IN
NEARBY EXTERNAL GALAXIES
Our understanding of the Milky Way’s ISM is greatly augmented by observations
of nearby galaxies. Results from the BLAST 2006 balloon flight (2006) revealed that
over half of the FIR background is associated with galaxies at z  1.2 (Devlin et al.,
2009b). These galaxies are spatially unresolved, although estimates of their global
properties may be improved by factoring in inferences made from observations of
resolved galaxies. Wiebe et al. (2009) attempted to constrain estimates of the star
formation rate (SFR) in the aforementioned population of unresolved galaxies by
placing an upper limit on the amount of active galactic nuclei (AGN) driven dust
heating in a sample of six nearby (d  20 Mpc) AGN. This ‘AGN fraction’ is the
observed ratio of core-flux to extended-flux. Using total intensity measurements for
six nearby galaxies surveyed by BLAST 2006, the authors were able to derive the dust
mass absorption coefficient, and found that the sample of nearby galaxies contains
a higher dust mass than would be predicted based on observations of unresolved
sub-mm galaxies.
As a sub-mm imaging polarimeter with spatial resolution of 3000 at 250 m,
BLAST-TNG will be capable of measuring dozens of BPOS pseudovectors for galax-
ies at distances of around 10 Mpc (a physical scale of 1 kpc). This mapping reso-
lution is comparable to that which is commonly achieved by single-dish radio obser-
vatories operating at wavelengths of a few centimeters. The resulting maps of BPOS
can be compared to existing observations of BPOS in these targets in order to gain
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a better understanding of the three-dimensional structure of the large-scale B-field.
The total intensity maps will be useful for further analysis of global dust properties
within external galaxies.
In the following sections, we describe the selection of five nearby galaxies which
will be observed during the 2019/2020 BLAST-TNG flight from McMurdo, Station,
Antarctica. They are organized as follows:
• Section 6.1 describes some of the key observational inferences which have been
made concerning B-fields in external galaxies.
• Section 6.2 summarizes the galaxy targets which have been selected for obser-
vation by BLAST-TNG.
• In Section 6.2.2 we present estimates of the mapping time required for BLAST-
TNG to measure sufficient SNRs on the polarization fraction of each target
galaxy.
6.1 Summary of Previous Observations
Observations of extragalactic B-fields aim to address the fundamental questions
of how the original fields were seeded, amplified, and shaped into their presently ob-
served morphologies. In addition, open questions remain concerning the degree to
which large-scale B-fields influence the evolution of galaxies through the role they
play in energetic processes, and in governing SFRs. On galaxy scales, the energy den-
sity of B-fields is generally assumed to be in equipartition with that of cosmic rays. In
most galaxies, including the Milky Way, the average equipartition B-field strength is
of O(10) G. The field strength is observed to be weaker in radio-quiet galaxies, and
stronger in galaxies containing active star formation (Beck, 2016). B-fields are phys-
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ically important on a wide range of scales, from the intergalactic to the interstellar
medium (IGM, ISM). They are responsible for channeling cosmic rays throughout
(and between) galaxies, and play a role in star formation within molecular clouds
(MCs). However, astronomical B-fields are difficult to measure. To date, the best
tracer of B-fields is polarized emission in wavebands ranging from the radio to the
optical. Observations of Zeeman splitting, radio synchrotron emission, Faraday ro-
tation and differential dust extinction (in the O/NIR or sub-mm/mm-wave bands)
can reveal the strength of one or more B-field components. However, Zeeman split-
ting is the only known measurement technique which can directly probe the strength
of the field (for BLOS).
6.1.1 Radio Measurements of External Galaxies
Over the past few decades, several surveys of polarized synchrotron emission
in nearby galaxies have been undertaken in order to map the large-scale fields in a
variety of galaxy types, including spirals, ellipticals, dwarf irregulars and interacting
pairs (Van Eck et al., 2015). Synchrotron measurements yield estimates of BPOS.
These measurements can be combined with Faraday rotation measures (RM), which
trace BPOS, in order to glean information about the three-dimensional structure of
the fields. The large-scale B-field geometries of a few dozen galaxies have been
studied in detail (see, e.g, Sofue et al. (1985); Beck et al. (2005); Beck (2016)). While
many of the observed extragalactic B-field configurations can be understood as being
the result of small and mean-scale dynamo mechanisms (see Section 6.1.2), some
morphologies defy classification by existing theories (e.g, M81 Beck (2006)).
These radio observations have led to several key inferences. Perhaps the most
254
wide-reaching inference is the discovery that the integrated radio continuum emis-
sion at centimeter wavelengths is strongly correlated with the degree of sub-mm/FIR
emission in galaxies with active star formation (the radio-FIR correlation) (de Jong
et al. (1985); Beck (2008)). Because most of the radio emission at centimeter wave-
lengths is from non-thermal synchrotron radiation, the synchrotron emission (which
traces BPOS) can be used to estimate the SFR.
The polarized synchrotron emission, which traces the ordered component of
galactic B-fields, has been observed to be strongest in the inter-arm regions of spiral
galaxies (Beck, 2016). In these galaxies the toroidal field (in the plane of the disk)
often forms arms which fill the inter-arm regions. These magnetic arms follow the
optically bright spiral arms, but occasionally deviate from the large-scale spiral pat-
tern formed by the gas and dust. Within the material arms, the B-field is turbulent
and irregular. The poloidal field (the field which occupies the halo), which is most
easily observed in galaxies with high inclination angles (close to edge-on), frequently
forms an X shape, which is thought to be generated by bipolar outflows of ionized
material (Ferriere and Terral, 2014). Figure 119 shows a map of BPOS pseudovec-
tors in M51, obtained from VLA and Effelsberg measurements at 6 cm, overplotted
with an optical image from the Hubble Space Telescope (HST) (Fletcher et al., 2011).
The inter-arm B-field tracks the spiral pattern of the optical arms, but extends well
beyond the visible extent of the gas and dust.
6.1.2 The Modal Structure of Large-Scale Magnetic Fields
Although the mechanism by which the primordial seed fields were created (mag-
netogenesis) is not well understood (see, e.g., Kandus et al. (2011)), the theory which
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Figure 119. The large-scale B-field in M51 ( pseudovectors), revealed by VLA and
Effelsberg measurements taken at 6 cm, with a spatial resolution of 600. The
background optical image is from HST (Fletcher et al., 2011).
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describes how galactic seed fields are amplified to their observed equipartition values
of O(10) G has for the most part been well matched by observations (Beck, 2006).
The seed fields are thought to have been amplified over several million years by a
small-scale dynamo. This dynamo is generated by turbulence created by supernovae
and density wave shocks within spiral arms, which shear and compress the B-field.
These processes result in a turbulent field geometry, having no regular direction on
small scales. The field is then ordered and sustained on large-scales over several
billion years by the    
 mechanism, where  refers to the Coriolis Effect, and 

refers to differential rotation. The mechanism is described by the mean-field dynamo
equation:
@B
@t
= r (v  B) +r B+ r2B (6.1)
where r (vB) represents field amplification, rB is a gain term from the
Coriolis effect, and r2B is a loss term which accounts for the friction of diffusion
between ionized and neutral gas. For the dynamo to work, gas flows associated with
supernova remnants in a disk expand and rise, causing B-field loops to form via the
Coriolis effect. In turn, the field loops generate ion flows that produce new, regular
fields loops in a plane perpendicular to the disk. The solutions to the mean-field
dynamo equation are azimuthal Fourier modes: B =
P
m m cos(m   ), where 
is a phase and  is the azimuthal angle in the plane of the disk (Sofue et al., 1985).
The two lowest toroidal modes, axisymmetric (m = 0) and bisymmetric (m = 1),
are accompanied by even (quadrupolar) and odd (dipolar) parity poloidal modes. The
lower order modes are easier to excite and amplify than the higher order modes, and
most well studied spiral galaxies exhibit a superposition of the two, with axisymmetric
being the more dominant mode. Combined radio measurements of polarized syn-
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chrotron emission and Faraday RMs can be used to partially decompose the modes
(Beck, 2008).
6.1.3 Measurements of Polarized Submillimeter Emission in External Galaxies
Measurements of the sub-mm polarization fraction p in external galaxies can ad-
vance theories of magnetic dust-grain alignment. They have also been used to char-
acterize the role that external galaxies may play as a CMB foreground (Seiffert et al.,
2006). In contrast to the growing catalog of radio observations of external galaxies,
there is a paucity of complementary observations of polarized emission at sub-mm
wavelengths. Part of this discrepancy is explained by the relatively small number of
sub-mm telescopes which possess the spatial resolution of large, single-dish radio
observatories. Consequently, more attempts have been made to map BPOS on large-
scales using differential dust extinction in the O/NIR (see, e.g., Fendt et al. (1998)).
The first sub-mm mapping of BPOS in another galaxy was reported for M82, a
nearby starbust galaxy (Greaves et al., 2000). This observation was taken at 850 m,
with the SCUBA instrument (Submillimeter Common User Bolometer Array) on the
James Clerk Maxwell Telescope (JCMT). The spatial resolution of the map is 1500
(280 pc). These observations revealed that M82 possesses a large-scale toroidal
field which is ordered on scales of at least that of the map resolution. A poloidal
field surrounding the nucleus was also noted. Surprisingly, the orientation of the
fields as traced by the polarized sub-mm dust emission were found to be unaligned
with the galactic plane.
A more recent sub-mm observation of M82 was taken at 53 m and 154 m
with the HAWC+ instrument (High-resolution Airborne Wideband Camera-plus)
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on the Stratospheric Observatory for Infrared Astronomy (SOFIA) (Jones et al.,
2019). These observations resolved poalrized emission from thermal dust on scales
of 90 pc. A LIC map of BPOS at 154 m is shown in Figure 120. The LIC map of
M82 shows thatBPOS has a vertical orientation in the inner region of the galaxy, and a
planar orientation in the outer regions of the disk. The inner, vertically oriented field
corresponds to the region where a starburst is occurring. The authors of the study
note that the high amount of beam-averaging prohibits the application of DCFM to
these maps.
Figure 120. A LIC map of M82, taken with the 154 m channel of the HAWC+
instrument on SOFIA (Jones et al., 2019).
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6.2 BLAST-TNG External Galaxy Targets
The five external galaxies which have been selected for observation by BLAST-
TNG were chosen based on several criteria. The primary constraint comes from
the telescope’s visibility, which will change throughout the flight as the stratospheric
circumpolar vortex winds carry the telescope around the Antarctic continent. During
the flight, the telescope’s latitude might change by up to 10 degrees. The telescope
can move in elevation between 22 and 50 degrees, with limits on azimuth imposed by
the position of the sun (it should be kept out of view of the primary mirror). Roughly,
observable targets must fall within the range of 5 to 18 hours of RA, and -62 to -23
degrees of declination.
The second selection criterion is that the galaxies should be bright enough for
BLAST-TNG to be able to measure an SNR on the polarization-fraction of &3 (see
Section 6.2.2). Galaxies which satisfy the first two criteria are deemed more desirable
if previous observations of their B-fields exist, particularly those based on measure-
ments of polarized synchrotron emission or Faraday RMs.
6.2.1 Target List
The five galaxy targets, along with their sky coordinates, distance, resolvable spa-
tial scale at 250 m and type are listed in Table 27.
NGC 4945: NGC 4945 is an edge-on, Seyfert 2 (Sy2) type spiral galaxy which is
otherwise thought to be similar to the Milky Way (Spoon et al., 2000). To date, no
radio halo has been detected in NGC 4945 (Elmouttie et al., 1997).
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Object RA (J2000) DEC (J2000) Distance(kpc)
Scale250
(kpc) Type
NGC 4945 13:05:27.279 -49:28:04.44 3,900 0.57 SB(s)cd
ESO 97-G13 14:13:09.906 -65:20:20.47 4,200 0.61 SA(s)b
NGC 3621 11:18:16.5 -32:48:51 6,700 0.97 SA(s)d
NGC M83 13:37:00.919 -29:51:56.74 8,900 1.29 SA(s)ab
NGC 1808 05:07:42.343 -37:30:46.98 10,900 1.59 (R0)SAB(s)b
Table 27. A summary of the five nearby galaxy targets selected for observation by
BLAST-TNG, listed in order of their distance.
ESO 97-G13: ESO 97-G13 (AKA the Circinus Galaxy) is a near edge-on Sy2
galaxy located close to the Galactic plane. Its bipolar radio lobes have been mapped
at centimeter wavelengths using ATCA (Elmouttie et al., 1998). The radio lobes are
associated with ionized plumes being ejected from the AGN. The B-field in the radio
lobes is observed to be aligned with the plume axis.
NGC 3621: NGC 3621 is a near edge-on spiral field galaxy. There is no evidence
for a bulge in the galaxy’s center, but it is thought to be a Sy2 type (Barth et al., 2008).
The HI continuum was recently mapped at 600 resolution using the Very Large Array
(VLA), as part of the THINGS survey of nearby galaxies (Walter et al., 2008).
M83: M83 (NGC 5236, AKA the Southern Pinwheel Galaxy) is a nearby, nearly
face-on grand-design spiral galaxy of the starburst variety. It is located near the dwarf
galaxy, NGC 5253, which also hosts a high level of active star formation. M83 has
been observed in a wide range of wavebands, and the large-scale structure of its B-
field has been mapped in polarized synchrotron emission (Sukumar and Allen (1989);
Frick et al. (2016)). The B-field is of the inter-arm spiral type. The authors of Frick
et al. (2016) compared the radio observations of M83 to sub-mm total intensity maps,
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and found that the orientation of one of the main B-field arms is misaligned with its
corresponding gaseous arms.
NGC 1808: NGC 1808 is a Sy2 type galaxy which was mapped by BLAST 2006
(Wiebe et al., 2009). Its large-scale B-field has been mapped in optical polarization,
which revealed a coherent toroidal magnetic spiral, with no visible poloidal compo-
nent (Scarrott et al., 1993). Siebenmorgen et al. (2001) detected polarized emission at
170 m along four sightlines through the galaxy, and found that the polarization an-
gles differ significantly from those measured from nonthermal polarized radio emis-
sion (Siebenmorgen et al., 2001).
6.2.2 Required Observing Times
In this section we present estimates of the minimum integration times which are
required to make 3- measurements of p for each of the galaxy targets described in
Section 6.2.129.
The minimum beam-averaged intensity (MJy=sr) which is required to achieve 1-
error bars on p of p, over a map of area Amap (deg2), in t hours, is:
Ireq = Iref

Amap
1 deg2
1=2
5 hr
t
1=2
0:005
p

[MJy=sr] (6.2)
where Iref (MJy=sr) is the intensity which is required to measure p = 0.5%, after
a 5 hr integration over a 1 deg2 map (see Table 28). The required observing time to
achieve 1- error bars on p of p over a map of area Amap (deg2), for a source with
intensity Ireq, is:
29Adetailed description of themethods presented here can be found at: https://sites.northwestern.
edu/blast/
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treq = tref

Amap
1 deg2

0:005
p
2
100MJy/sr
Ireq
2
[hr] (6.3)
where tref is the time required to obtain p = 0:5% for a source with I =
100 MJy/sr (see Table 28).
250 m 350 m 500 m
Iref (MJy=sr) 188.7 113.7 42.4
tref (hr) 17.8 6.4 0.9
Beam FWHM (00) 30 41 59
Table 28. Reference values for calculating the required target intensity Ireq and
observation time treq to achieve a desired maximum uncertainty on the
polarization-fraction p. The reference intensity Iref (MJy/sr) is the beam-averaged
source intensity which is required to measure p = 0.5%, after a 5 hr integration
over a 1 deg2 map. The reference integration time tref (hr) is the time required to
obtain p = 0:5% for a source with an intensity of 100 MJy/sr. Table values are
taken from https://sites.northwestern.edu/blast/. The beam FWHM for each
observation band (in arcsec) is listed in the third row.
The smallest maps that BLAST-TNG will make will be 0.5 deg2. Because the
galaxy targets fit into this area, their map size will be uniformly 0.5 deg2. Table 29
lists the required integration time treq, in hours, needed to achieve p = 0:5% over
the region of each galaxy which is visible in the the Herschel 250 m total intensity
maps. Three of the targets require at least 7 hr of integration time. The brightest
targets, NGC 4945 and ESO 97-G13, require at least 3 hr.
Figures 121 to 125 show the Herschel 250 m maps for each galaxy target. The
colorscales are (left frame) treq in hours, and (right frame) intensity in MJy=sr.
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Object Amap (deg2) p (%) treq (hr) I250 center (MJy/sr)
NGC 4945 0.5 0.5 3 10,000
ESO 97-G13 0.5 0.5 3 3,600
NGC 3621 0.5 0.5 7 150
M83 0.5 0.5 7 1,000
NGC 1808 0.5 0.5 7 2,500
Table 29. Map area Amap, 1- polarization-fraction p, integration time treq, and
central beam-averaged intensity from Herschel 250 m maps for each
BLAST-TNG galaxy target
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Figure 121. NGC 4945: Required mapping time (left) and 250 m intensity, from
Herschel SPIRE.
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Figure 122. ESO 97-G13: Required mapping time (left) and 250 m intensity, from
Herschel SPIRE.
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Figure 123. NGC 3621: Required mapping time (left) and 250 m intensity, from
Herschel SPIRE.
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Figure 124. M83: Required mapping time (left) and 250 m intensity, from
Herschel SPIRE.
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Figure 125. NGC 1808: Required mapping time (left) and 250 m intensity, from
Herschel SPIRE.
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Chapter 7
CONCLUSION
7.1 Science-Driven Technological Development
The ambitious science goals of current and next generation sub-mm/FIR/mm-
wave observatories drives the development of new technologies at a rapid pace. Up-
coming ground-based observatories which will probe the inflationary epoch through
measurements of B-mode polarization in the CMB (e.g., Simons Observatory (Ade
et al., 2019), AliCPT (Li et al., 2018), CMB-S4 (Abitbol et al., 2017)) require detector
multiplexing factors of O(105   106). These multiplexing factors exceed the capa-
bilities of preexisting DSP boards, such as the CASPER ROACH2, by an order of
magnitude.
From a SWaP-C standpoint, the need for higher multiplexing factors cannot be
met by simply scaling up current systems. The current per-pixel cost of MKID
readout systems with multiplexing factors of 103 (e.g., BLAST-TNG, TolTEC and
DARKNESS) is 1 USD/pixel. Additionally, the increase in size, weight and power
dissipation of the scaled-up systems would impose thermal and mass budgets which
prohibit their use on planned space-based sub-mm/FIR surveyors (e.g., LiteBIRD
(Matsumura et al., 2014), Origins Space Telescope (Battersby et al., 2018)).
The solutions to the limitations inherent in current systems will incorporate novel
electronics and DSP algorithms developed by scientific collaborations, as well as new
technologies which are emerging from the commercial sector. The scaling down
of hardware and electronics includes both the digital and analog (IF/RF) sets of
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electronics. This process has already begun for the systems which will be used by
upcoming sub-mm balloon experiments (e.g., EXCLAIM and TIM).
Figure 126 shows one of the TolTEC IF electronics slices, which was assembled at
ASU. It is based on the BLAST-TNG IF electronics, combining COTS components,
such as the modulator and demodulator, with custom components designed at ASU,
such as the anti-aliasing filters and programmable attenuators. Figure 127 shows an
equivalent system (also designed at ASU) which has been scaled down to a single
multi-layer PCB which is many times smaller than the baseline IF system. Single-
board systems like this offer significant SWaP-C advantages.
The SWaP-C of the digital electronics is also undergoing rapid improvements.
One example of this is the Xilinx RF System on a Chip30 (RFSoC) family of integrated
RF-FPGA systems. The RFSoC, which is based on the Zynq UltraScale+ FPGA,
incorporates up to 16 14-bit DACs and 16 12-bit ADCs on a single chip, and has an
instantaneous RF bandwidth of several gigahertz. The expanded signal bandwidth
is accompanied by SWaP-C improvements of several orders of magnitude, which
directly translate into lower cost-per-pixel. Efforts to port existing MKID and TES
FPGA firmware designs, including the BLAST-TNG firmware, are already underway.
The larger FPGA fabric provided by these new commercial boards allows for
the implementation of improved detector readout algorithms for both MKIDs and
TESs which up until now have only been possible with the use of custom electronics.
One example of this is the ‘tone-tracking’ algorithm which is used by the SLAC
Microresonator Radio Frequency (SMuRF) readout (Henderson et al., 2018). SMuRF
is the readout system for Simons Observatory, which uses a detector technology
called microwave frequency domain multiplexing (MUX, Irwin and Lehnert (2004)).
30https://www.xilinx.com
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MUX systems use TES sensors which are inductively coupled to RF SQUIDs
that form part of a resonator circuit. In this way, they can be frequency domain
multiplexed and readout using FDM algorithms similar to those which are used for
KID readout. Tone-tracking refers to the process of making high speed changes to
the amplitude and frequency of each probe tone in a multitone readout comb in order
to compensate for changes in the responsivity of each pixel. The level of difficulty
which is involved in implementing tone-tracking depends on the method which is
used to calculate the required adjustments, as well as the method which is used to
synthesize the probe tones.
In the ASU LEKID readout system, the tone comb is synthesized in software,
and then stored in RAM on the ROACH2 board. One shortcoming of this method
of tone synthesis is that in order to change either the frequency, amplitude or phase
of a single tone in the comb, the entire comb must be resynthesized. Rewriting the
tone comb to RAM takes 3 seconds, making resonator tuning a very slow process.
During the 2018 OLIMPO flight, it took 1 hr to tune 120 pixels (Masi et al.,
2019). Using the CORDIC algorithm (COordinate Rotation DIgital Computer) for
tone synthesis, the parameters of each probe tone can be tweaked independently of
all of the others, at a very high rate. This opens up the possibility of trying many dif-
ferent tone-tracking algorithms, which are not possible to implement on a ROACH2
system due to the limited size of the FPGA fabric.
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Figure 126. An IF electronics slice for TolTEC. Image from Eric Weeks.
272
Figure 127. A single-board board implementation of the TolTEC IF electronics.
Image from Eric Weeks.
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The following sections constitute a manual for the BLAST-TNG readout flight
software, which is embedded in the Master Control Program (MCP). This software
was completed during the run-up to the 2018/2019 Antarctic flight attempts, and
will be used during the 2019/2020 flight.
The BLAST-TNG readout consists of five identical electronics slices. With
firmware, software and hardware developed by members of the collaboration be-
tween 2014–2018, these slices perform all of the digital and analog signal processing
which is required to readout large arrays (large, at the time of writing, being O(103))
of microwave kinetic inductance detectors (MKIDs) per slice.
The information contained in this operator’s manual is intended to make the
in-flight (or ground-based) operation of the readout system a relatively painless
experience for first-time, as well as for more experienced users.
It is organized as follows:
• Section A.1 is a glossary of terms.
• Section A.2 provides essential system paths and hardware addresses on the
flight computers and groundstation.
• Section A.3 describes the normal modes of readout operation during the flight.
• Section A.4 describes sequences of actions that can be triggered during both
manual and automatic operation of the readout.
• Section A.5 describes the OWL graphical user interface (created by Javier Ro-
mualdez), which will be used to interface with the software during ground-
based testing as well as during the flight.
• Section A.6 describes the available set of readout commands, and how and
when they should be used (as of January, 2019).
A.1 Glossary of Terms
1GbE: One-gigabit-per-second Ethernet interface. Maximum bit rate is less than
1 Gbps.
ADC: Also: A/D. Analog-to-digital-converter.
Attenuator server: A TCP server running in the background on each Raspberry Pi 3.
The TCP server is created by a Python script, rudat_server_boot.py, which runs in
the background on each Pi. MCP is the client for the server (see: roach.c, atten_-
client()). See also: RUDAT.
Baseband: Also: Complex baseband. A frequency spectrum centered at 0 Hz (DC).
This is also the band which is synthesized/digitized by the digital electronics (MU-
SIC board and FPGA). It spans -256 to +256 MHz (512 MHz total). Each baseband
frequency has a corresponding RF carrier frequency (see: probe tone).
BORPH: The Berkeley Operating System for Reprogrammable Hardware. A Linux-
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based operating system running on the PPCs. See: BORPH
CASPER: The Collaboration for Astronomical Signal Processing and Electronics
Research. See: CASPER
Channel: A unique detector timestream, containing the 32-b I and 32-b Q values
for a single resonator on the array, sampled at 488.28125 Hz. Channel values are
saved to disk. Each channel number maps to a single baseband/RF frequency pair.
Channel numbers are zero-indexed, and increment in baseband frequency order, i.e.,
channel 10 corresponds to the 10th baseband frequency in the list of baseband fre-
quencies (e.g., bb_target_freqs.dat).
DAC: Also: D/A. Digital-to-analog-converter.
Demodulator: Also: Downconverter. Polyphase AD0540B. A quadrature modula-
tor used to downconvert RF/IF to baseband I and Q. There is one in each ROACH
slice.
Inputs:
 RF signal from the cryostat, containing the multiplexed waveforms from each
pixel. LO signal generated by the Valon 5009 Synthesizer. The default LO fre-
quency is 750 MHz (i.e., on system restart).
Outputs:
 Baseband I and Q.
Power: +5 and -5 VDC, fed by the Vicor DC/DC converter inside the ROACH
enclosure. Datasheet: Polyphase AD0540B
df : ‘delta-f ’. The amount in Hz by which a channel’s resonant (not carrier) frequency
has drifted. In the ideal, linear operational regime, df is inversely proportional to the
amount of absorbed power in a channel.
Downconverter: See Demodulator.
fpg: A CASPER firmware bitstream file type. Unlike a typical bit file, an fpg file
contains ASCII-formatted metadata describing its contents. The metadata is located
at the end of the binary data. The ROACH FPGA firmware is located on FC1 and
FC2 at: /data/etc/blast/roachFirmware
FPGA: Field Programmable Gate Array. A reprogrammable integrated-circuit
found on each ROACH-2 board, which runs the ASU open-source KID readout
firmware. The FPGAs perform the real-time digital signal processing (DSP) which
is necessary to readout the BLAST detectors. These particular FPGAs are Xilinx
Virtex-6.
I: The in-phase (real, cosine) component of a quadrature waveform.
IF: Intermediate-frequency. The frequency spectrum produced by mixing baseband
frequencies with the LO. In BLAST-TNG, IF coincides with RF, which is roughly
284–1056 MHz.
KATCP: The Karoo Array Telescope Protocol. A KATCP server running on each
ROACH PPC provides I/O access to the FPGA firmware registers, as well as to a
basic set of commands which can be used to query and control the PPC.
See: KATCP
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LEKID: Also, KID. Lumped element kinetic inductance detector.
LO: A variable tone produced by the Valon 5009 Synthesizer, and used to
up/downconvert baseband to IF/RF in the mod/demodulators. On system start,
each of the LOs are set to 750 MHz. During normal operation, the LOs remain at
the center frequencies of each detector array. During sweeps, they are moved. The
LO frequencies can be set and read by command (see: LO commands).
LO center frequencies for each array:
 500 (ROACH1): 540 MHz
 250U (ROACH2): 827 MHz
 250W (ROACH5): 828 MHz
LUT: Look-up-table.
MKID: Also, KID. Microwave kinetic inductance detector.
MODULATOR: See Upconverter. Polyphase Microwave AM0350A. A quadrature
mixer used to upconvert baseband I and Q to IF/RF I and Q. There is one in each
ROACH slice.
Inputs:
 Baseband I and Q, synthesized by the MUSIC board I and Q DACs.
 LO signal generated by the Valon 5009 Synthesizer. The default LO frequency
is 750 MHz (i.e., on system restart).
Outputs:
 IF/RF signal which is sent to the cryostat.
Power: +5 and -5 VDC, fed by Vicor DC/DC converter in Roach enclosure. See:
Datasheet: Polyphase AM0350A
MUSIC Board: A DAC/ADC board originally developed for the MUSIC camera
(Multi-color Sub-millimeter Kinetic Inductance Camera). It is a daughter board of
the ROACH-2 in each ROACH slice. Each MUSIC board has:
 2X ADCs (I and Q): Texas Instruments ADS54RF63
 2X DACs (I and Q): Texas Instruments DAC5681
Datasheet: MUSIC Board
OctoClock: An 8-channel clock distribution module located on the inner-frame
which provides the 10 MHz reference and PPS to each ROACH slice. The PPS
is also fed to the flight computers. Datasheet: OctoClock
PLL: Phase-locked-loop.
PPC: PowerPC 440EPx. This is the microprocessor onboard each ROACH-2. It
runs a Linux OS called BORPH. The PPCs are accessible by SSH, from the ground
stations and flight computers. From a flight operations standpoint, the only reason
for SSHing into them would be to shut them down. To bring a ROACH back up
requires re-cycling the power to the entire enclosure.
> ssh root@roach<which roach>
Password: root
To shutdown:
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> halt
Datasheet: PPC440EPx
Probe tone: A carrier tone generated by the ROACH at each resonator frequency,
which is sent through the array and modulated in phase and amplitude. The mod-
ulated tone is looped back into the ROACH slice and demodulated by the FPGA
firmware and electronics.
Raspberry PI 3: A low-cost, single-board computer found in each ROACH slice.
Each Pi serves as a control interface for one Valon 5009 Synthesizer and two RUDAT
programmable attenuators.
Inputs/Outputs:
 USB-2  3: Control signals for one Valon and two RUDATs.
 Ethernet: Direct into the inner frame switches. See Hardware Addresses.
Power: USB provided by ROACH-2 board. If needed, the Pis are accessible by SSH
from either the ground stations or FC1/FC2. To SSH:
> ssh pi@pi<which pi>
If prompted for a password, it is: raspberry
Reference parameters: Several quantities which are calculated for each channel from
a target sweep, and used in the df calculation. They are: dI=df , dQ=df , I on res, Q
on res.
ROACH slice: A unit of detector readout hardware. The BLAST ROACH-2 enclo-
sure contains five identical ROACH slices. Each slice reads out one detector array
(up to 1,000 frequency channels), and comprises:
 1  Roach-2 FPGA board
 1  MUSIC DAC/ADC board
 1  Raspberry Pi 3
A set of IF electronics (mod/demodulator pair, RUDAT attenuator pair, Valon
synthesizer, anti-aliasing filters, 2  baseband amplifiers, RF amplifier, 2  1 GHz
low-pass filters), several meters of coax: : :
RF: The frequency spectrum occupied by the LeKIDs (roughly 300–1100 MHz). In
this special case (homodyne system), it’s interchangeable with IF.
ROACH-2: Reconfigurable Open Architecture Computing Hardware. The
ROACH-2 is the motherboard for each ROACH slice. It can be thought of as
a single-board computer having an FPGA as a PCI device.
Inputs:
 1PPS signal, driven by OctoClock.
 Signals from MUSIC DAC/ADC board, routed through ZDOK bus.
 1GbE link to the onboard PPC.
Outputs:
 Signals to MUSIC DAC/ADC board, routed through ZDOK bus.
 1GbE. UDP packets sent to inner-frame ethernet switches and saved to disk.
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 1GbE link to the onboard PPC.
Power: 28 VDC from gondola inner frame. See: CASPER ROACH-2
RUDAT: MiniCircuits RUDAT-6000-30. A programmable step-attenuator with
30 dB of dynamic range that can be stepped in 0.5 dB increments. There are two
RUDATs in each ROACH slice:
 Output atten: The RUDAT located at each ROACH slice’s output (connected
to the cryostat input ports).
 Input atten: The RUDAT located at each ROACH slice’s input (connected to
the cryostat output ports).
Power: 5 VDC via Raspberry Pi 3 USB. See: RUDAT-6000-30
Q: The quadrature (90-deg out-of-phase, sine) component of a quadrature waveform.
QDR: Quad-data-rate RAM. This is solid-state RAM on the ROACH board which
contains the DAC tone LUTs.
S21: The forward scattering parameter term found in a two-port scattering matrix.
Here it’s used to extend the VNA analogy to ROACH readout. S21Vin (in raw units)
is the quantity which is saved to disk, at 488.28125 Hz, for each detector channel.
 S21 = I + jQ
 jS21j =
p
I2 +Q2
 (S21) = arctan 2(Q; I)
Target comb: A frequency comb composed of MKID carrier tones. The length of
the comb will range from 50 to 750 tones.
Target sweep: A narrow (150–200 MHz) frequency sweep performed with the tar-
get comb, around each resonant frequency. Used to establish a reference sweep and
reference parameters for either calculating df or refitting the target tones. Upcon-
verter: See Modulator.
Valon 5009: A dual-channel synthesizer (23–6000MHz) found in each ROACH slice.
Outputs:
 Channel 1: A fixed tone at 512MHz serving as the clock signal for the ROACH-
2 FPGA andMUSIC boards. The RF power of the clock signal is fixed at +6 dBm.
 Channel 2: A variable tone ranging between 284–1056 MHz serving as the LO
for the mod/demodulators. The RF signal power for the LO is fixed at +5 dBm.
Inputs:
 External Reference: A fixed tone at 10 MHz generated by the OctoClock. This
tone is the phase reference for the PLL used by the VCO. The RF signal power
is +10 dBm.
Power: 6 VDC@ 560 mA when both outputs are enabled (default state). Power for
all five Valons is supplied by a single Vicor DC/DC converter attached to the back
plate of the ROACH box. Control signals to/from each Valon are routed through a
USB link to the Pis. Datasheet: Valon 5009
Valon server: A TCP server running in the background on each Pi. The TCP server
is created by a Python script (valon_server_boot.py) running in the background
on each Pi. MCP is the client for the server (see: roach.c, valon_client()).
295
VCO: Voltage controlled oscillator.
VNA: Vector-Network Analyzer.
VNA comb: Also, search comb. A frequency comb comprised of 1,000 evenly
spaced tones. This comb is used to search for resonances.
VNA sweep: A frequency sweep of the entire RF bandwidth covered by the ROACH
frequency comb (512 MHz). Used as the preliminary step in ‘finding the KIDS’.
UDP: User Datagram Protocol.
A.2 Data Paths and Hardware Addresses
On FC1/FC2:
ROACH root directory: /home/fc1user/roach_flight
On BLAST Groundstation 1:
Python analysis scripts are here: /home/blast/detectors
Downlinked tarballs go here: /data/etc/downloaded_files
Hardware addresses: See: /etc/hosts and /etc/ethers on FC1 or FC2
PowerPC addresses:
192.168.40.51 roach1
192.168.40.52 roach2
192.168.40.53 roach3
192.168.40.54 roach4
192.168.40.55 roach5
UDP packet source addresses:
192.168.40.71 roach1-udp
192.168.40.72 roach2-udp
192.168.40.73 roach3-udp
192.168.40.74 roach4-udp
192.168.40.75 roach5-udp
UDP packet destination addresses:
192.168.40.3 roach-udp-dest (on FC1)
192.168.40.4 roach-udp-dest (on FC2)
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Raspberry Pi 3 addresses:
192.168.40.61 pi1
192.168.40.62 pi2
192.168.40.63 pi3
192.168.40.64 pi4
192.168.40.65 pi5
PowerPC MAC addresses:
02:44:01:02:0B:03 roach1
02:44:01:02:0D:17 roach2
02:44:01:02:0D:16 roach3
02:44:01:02:11:0C roach4
02:44:01:02:11:0B roach5
ROACH 1GbE MAC addresses:
02:44:02:02:0B:03 roach1-udp
02:44:02:02:0D:17 roach2-udp
02:44:02:02:0D:16 roach3-udp
02:44:02:02:11:0C roach4-udp
02:44:02:02:11:0B roach5-udp
Raspberry Pi 3 MAC addresses:
b8:27:eb:f3:28:b6 pi1
b8:27:eb:01:f1:31 pi2
b8:27:eb:2a:c9:f0 pi3
b8:27:eb:4c:2f:7d pi4
b8:27:eb:f7:16:a5 pi5
A.3 Normal Operation
The detector readout has two primary functions: readout and housekeeping. In
this context, readout means to probe each LEKID resonance with a unique carrier
tone, demodulate the phase and amplitude modulation which each pixel imprints
onto it, and record a continuous timestream of that demodulated signal. Housekeep-
ing means to monitor, as autonomously as possible, the envelope of the changes in
resonator responsivity which are due to a combination of optical loading and tem-
perature drift in the cryostat, and to either automatically correct for these changes, or
indicate to the user that significant changes have occurred. The readout and house-
keeping modes, as well as the user responsibilities pertaining to each, are described
below.
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A.3.1 Readout Mode
The readout function of the system is performed by the FPGA firmware and
ROACH electronics. Therefore, it’s mostly autonomous. When MCP starts, its goal
is to get the ROACHs into their idle state as quickly as possible. The idle state is called
streaming. To get to the streaming state, the firmware and electronics must progress
through a series of initialization states (see: Owl Fields-STATE). In streaming state,
the ROACHs continuously probe, demodulate and save data to disk.
On start-up, the sequence of events for each ROACH slice is:
1. Connect to ROACH KATCP server.
2. Upload FPGA firmware.
3. Initialize firmware.
4. Write VNA comb (packet streaming starts).
5. Do full-loop (see: Mult-command loops).
6. Acquire data.
If all environmental conditions, e.g., optical loading, telescope elevation and fridge
temperature, were static, there would be no need to do anything further with the
detector readout. Because environmental conditions are not static during flight, the
resonant frequencies and quality factors of the LEKIDs drift over time, resulting in
changes in detector responsivity. On the other hand, the readout carrier frequencies
are static. Consequently, regular responsivity checks and corresponding adjustments
to the carrier frequencies are required.
A.3.2 Housekeeping Mode
Housekeeping functions fall under two categories: Automatic and manual.
Automatic functions: Once the readout reaches its streaming state, various se-
quences of events are triggered during an observation. Automatic triggering is
enabled by default, but can be disabled by the user.
Elevation turnarounds: At elevation turnarounds, the pointing code triggers the
turnaround loop. See Multi-command loops.
Azimuth turnarounds: At azimuth turnarounds, the pointing code triggers a
three-point LO chop. The frequency chop step sizes are 10 kHz for the 500 m
array, and 2.5 kHz for all other arrays. The purpose of the LO chop is to imprint a
regular calibration metric for df into each of the channel timestreams. If the probe
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tones are on or very near a channel’s resonant frequency, the steps which occur in
the df timestreams should be symmetric around the mean df value for that channel,
with an amplitude equaling the frequency chop step size (i.e., 2.5 or 10 kHz). If the
channel’s resonant frequency has drifted, the chop appearing in the df timestreams
will be asymmetric around the mean df value.
Manual Functions: There are several sequences of commands which can be used
to manually perform housekeeping functions. During normal operation, the multi-
command loops (some of which are triggered automatically) should suffice.
A.4 Multi-command Loops
Full loop: See: full_loop, full_loop_all, full_loop_default. The full loop
is the most complete of all of the loops. It starts with writing the VNA comb,
and ends with a set of target tones, in the final streaming state. The full-loop is
executed automatically on system-start. It is also done when the telescope moves
to a new observation target (according to the schedule files) or when the fridge has
completed a new cycle. The sequence of events in the full-loop are:
1. If target comb is loaded, write VNA comb.
2. Set the input and output attenuators to the last written power-per-tone (dBm)
setting (automatically adjusted for the number of tones. If no power/tone has
been written by the operator, the default value is used. See: POWER_PER_TONE,
set_atten_calc).
3. Do a VNA sweep.
4. Do KID-finding, write found frequencies.
5. Set the input and output attenuators to correspond to new number of tones.
6. Pulse the cal lamp.
7. Do a target sweep.
8. Calculate the offset between the probe tone frequencies and the estimated
resonant frequencies of each channel.
9. Rewrite target comb.
10. Do another target sweep.
11. Calculate reference parameters for df calculation.
12. Pulse the cal lamp.
13. If the full-loop fails at any point, retry from the beginning (once).
Refit freqs: See: refit_freqs, refit_freqs_all. The purpose of the refit se-
quence is to get the target tone frequencies closer to the resonant frequency of each
channel, in the event that the resonances have shifted by less than a line-width from
their previous rest positions. If the resonances have shifted much more than a line-
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width, a full loop will be required to re-optimize the target tone frequencies. The
sequence of refit events is:
1. Pulse cal lamp (see: check_lamp_retune).
2. Do target sweep.
3. Calculate frequency offset between target tones and resonant frequencies,
which are taken to be fprobe  min(jS21j).
4. Rewrite target tones.
5. Pulse cal lamp.
Check_lamp_retune: See: check_lamp_retune, check_lamp_retune_all. When
the cal lamp is pulsed by the ROACH thread, a user-specified length of I/Q data is
saved (0.5–1 s is typical) with the lamp off, and then with the lamp on. The following
values are calculated and saved to the ROACH root directory on whichever flight
computer is in charge. Ion   Io , Qon  Qo , dfon   dfo (see: Downlinking). These
difference quantities are proportional to the detector responsivities in I , Q and df .
The average of df over the channels for each ROACH is saved in the frame, and
displayed in the LAST_DF_RESPONSE Owl field.
Turnaround loop: See: turnaround_loop, turnaround_loop_all. The
turnaround loop is triggered at elevation turnarounds (see: roach_allow_scan_-
check). It does the following:
1. check_lamp_retune
2. refit_freqs
3. check_lamp_retune
Find kids loop: See: find_kids_loop, find_kids_loop_all. This loop is intended
for use when the operator needs to troubleshoot the VNA sweep and KID-finding
algorithm. Under normal circumstances, there should be no need to run this loop.
The sequence of events is:
1. Write VNA comb.
2. Do VNA sweep.
3. Do KID-finding, without writing newly found target frequencies.
If the operator would like to write the target frequencies, see: load_freqs, load_-
freqs_all.
A.5 Owl Frontend
During regular operation of the readout, real-time system status and health in-
formation is displayed in the fields of the roach.owl file. The information in these
fields should provide the operator with all they need to successfully navigate through
the various normal modes of operation, as well as to perform basic debugging and
300
sanity checks. The content of the fields is sampled at multiple rates, as indicated in
the following list:
IS_STREAMING: Indicates that UDP data is being received by MCP. The data
streaming status is checked automatically every 10 seconds by each ROACH com-
manding thread. If the data stream stops, DATA_STREAM_ERROR should go high.
STATE: One of the following: BOOT, CONNECTED, PROGRAMMED, CONFIGURED,
STREAMING. STREAMING is the final state, where the ROACHs should spend 99% of
their time. For most ROACHs, STREAMING should be reached within a minute
or so after a cold start. ROACH1’s boot sequence lags behind the others by 30 s to
1 min, so expect it to spend more time in the earlier states during start-up.
– BOOT: The start-up state. In BOOT state, the command thread attempts to estab-
lish a connection to the KATCP server running on each PPC. After several
failed connection attempts, KATCP_CONNECT_ERROR is set high to alert the oper-
ator. The ROACH command thread will then sleep for a few seconds before
retrying the connection.
Troubleshooting:
If a ROACH seems to be stuck in the BOOT state (i.e., a few minutes have
passed with no joy), it’s possible that the ROACH is powered down. If able,
try the following:
1. Check to see if the ROACH PPC responds to ping from either the flight
computers or groundstation.
2. If ping succeeds, it could mean that the ROACH is up, but the ROACH
command thread is in a bad state. Try to:
a) Send the reset_roach command.
b) Restart MCP.
If ping fails, it’s likely that the ROACH is down. Try to power cycle the
ROACHs with commands: roach_cycle, roaches_off, roach_on.
– CONNECTED: After successful connection to the KATCP server, the com-
mand thread attempts to upload the FPGA firmware (fpg file). If this fails,
FIRMWARE_UPLOAD_FAIL will go high, and MCP will continue to attempt to up-
load the fpg file. If it succeeds, HAS_FIRMARE goes high.
Troubleshooting:
It’s uncommon for a firmware upload attempt to fail. If this occurs, we suggest
following the troubleshooting protocol for BOOT state. If the flight comput-
ers are accessible by SSH, SG and AS have a method of manually uploading
the fpg using a Python script located in: /data/etc/blast/roachPython.
– PROGRAMMED: After successful firmware upload, MCP programs the firmware
registers and prepares to write the frequency comb. A critical step in this
process is the ‘calibration’ of the QDR RAM. Calibration is performed by a
Python script, called by MCP. Successful calibration results in:
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* HAS_QDR_CAL = 1
* FPGA_CLOCK_FREQUENCY reads between 255–259 MHz (256 MHz is de-
sired). Failure to calibrate the QDR results in:
* QDR_CAL_FAIL flag = 1.
* The FPGA_CLOCK_FREQUENCY will be out of range.
Troubleshooting:
QDR calibration failures almost always stem from problems with the 512MHz
clock signal provided by the Valon. Try to:
1. Power cycle the Pi. See: reboot_pi
2. Power cycle the ROACHs.
3. If power cycling doesn’t help, it’s possible that the 10 MHz external refer-
ence signal has dropped out. See: roach_set_extref.
If none of the above works, contact SG or AS.
– CONFIGURED: In this state, MCP creates the VNA comb, uploads it to the
FPGA, turns on the DACs, and then checks that the data socket is receiv-
ing UDP packets. While tones are being written, IS_WRITING goes high. Note:
Data streaming is automatically triggered within the firmware after tone writing
succeeds. If all goes well, you should see that:
1. CURRENT_NTONES = 1000
2. HAS_VNA_TONES = 1
3. STATE = STREAMING
Troubleshooting: If MCP is not receiving data, DATA_STREAM_ERROR will go
high (see: IS_STREAMING), and MCP will reset the state to BOOT in order to
restart the initialization process. If tone writing has succeeded (see: CURRENT_-
NTONES), but no data is detected, it is likely that the problem lies with MCP
and/or the flight computers. If possible, try to:
1. SSH into FC1/FC2. To check if data is making it to the ethernet card, do:
> sudo tcpdump -i eth0:0 | grep udp
If UDP packets are arriving at roach-udp-dest from the ROACH in ques-
tion, the reason for the error likely has to do with MCP.
2. Restart MCP.
– STREAMING: This is the final state, in which all normal flight-mode readout
operations take place. In this state, IS_STREAMING will remain high, and MCP
will continue to monitor the streaming status on 10 second intervals.
DATA_STREAM_ERROR: Indicates that UDP data is not being received by the
MCP data socket. The data stream is checked every 10 seconds.
ALLOW_AUTO_TURNAROUND: See: roach_allow_scan_check_all. Indi-
cates that automatic triggering of the elevation turnaround loop is enabled. State is
high by default.
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ALLOW_CHOP_LO: See: enable_chop_lo_all. Enables automatic azimuth
turnaround LO chops. State is high by default.
CURRENT_NTONES: Current number of tones running in the system. When
HAS_VNA_TONES = 1, CURRENT_NTONES should be 1000. Once channels have been
assigned, this number will range from 50–750, and should match N_CHANNELS.
N_CHANNELS: Current number of channels, which should match CURRENT_-
NTONES.
PREV_N_CHANNELS: Previous number of channels. This is shown to provide
a reference for the current number of tones, or channels. There may be slight vari-
ations in N_CHANNELS between consecutive VNA sweeps. If the difference between
N_CHANNELS and PREV_N_CHANNELS is significant (e.g., > 50), possible reasons in-
clude but are not limited to: The optical loading has changed, or there is spurious
noise in the system that is interfering with the channel finding algorithm.
HAS_VNA_TONES: Indicates that the VNA/search comb is loaded. When the
system is running the search comb (as at the beginning of the full or find kids loop),
CURRENT_NTONES should be 1000. Once channels have been assigned, HAS_VNA_-
TONES should go low. To load the VNA comb, see: reload_vna_freqs
HAS_TARG_TONES: Indicates that the target comb is loaded. After channels
have been assigned, this field should equal 1, and HAS_VNA_TONES should equal 0.
POWER_PER_TONE: Indicates the estimated power level per tone at the out-
put of the ROACH, in units of dBm (0 dBm = 1 mW). The desired power level
per tone is chosen as an option when sending certain commands (see: full_loop,
turnaround_loop). Also see: set_attens_calc.
SET_ATTEN_OUT: dB of output attenuation (ROACH output) requested by
command (see, e.g., set_attens).
READ_ATTEN_OUT: dB of output attenuation (ROACH output) currently run-
ning (see read_attens).
SET_ATTEN_IN: dB of input attenuation (ROACH input) requested by com-
mand (see, e.g., set_attens).
READ_ATTEN_IN: dB of input attenuation (ROACH input) currently running
(see read_attens).
ADC_RMS_I: An estimate of the root-mean-square voltage level at the I-ADC
input, in millivolts. This level will vary as a function of the attenuator settings and
number of tones. Under typical operating conditions it should not exceed 300 mV
(over 500 mV will clip and/or saturate the ADC). To refresh this value, see: show_-
adc_rms.
ADC_RMS_Q: Same as above, for the Q-ADC.
LO_CENTER_FREQ: The rest frequency of the LO, in megahertz. During nor-
mal operation the LO should only deviate from this frequency during sweeps and
LO chops. Center frequencies are hard-coded in roach.c.
LO_FREQ_READ: The current LO frequency, in megahertz. See: read_lo.
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DOING_FULL_LOOP: Indicates that MCP is doing a full-loop. See: Multi-
command loops. Also: full_loop, full_loop_all.
DOING_FIND_KIDS_LOOP: Indicates that MCP is doing a find kids loop. See:
Multi-command loops. Also: find_kids_loop, find_kids_loop_all.
DOING_TURNAROUND_LOOP: Indicates that MCP is doing a turnaround
loop. See: Multi-command loops. Also: turnaround_loop, turnaround_loop_-
all.
IS_WRITING: Indicates that a new frequency comb is being written.
IS_SWEEPING: Indicates that a sweep is progress.
IS_FINDING_KIDS: Indicates that MCP is running the channel assignment/KID
finding algorithm. This process takes 15–20 seconds to complete.
IS_COMPRESSING: Indicates that data is being compressed in the background.
Data is compressed to tar.gz for downlink (see: Downlinking data. Also:
compress_roach_data).
FPGA_CLOCK_FREQ_MHZ: The estimated FPGA clock frequency reported af-
ter QDR RAM calibration, when the ROACH is in the PROGRAMMED state. The
FPGA derives its clock from the 512 MHz Valon signal, which it halves. Normal
clock frequencies range from 255–257 Hz. Anything below or above this range in-
dicates that there is either a problem with the Valon or the external reference, and
the ROACH state will not proceed past PROGRAMMED. For help troubleshooting this
scenario, see PROGRAMMED above.
HAS_VNA_SWEEP: Indicates that a VNA sweep has been completed.
HAS_TARG_SWEEP: Indicates that target sweep has been completed.
HAS_REF_PARAMS: See: df calculation, reference parameters. Indicates that the
reference parameters required to calculate df have been calculated from the last
target sweep, and saved to disk.
TONE_FINDING_ERROR: Indicates that an error has occurred during channel
assignment. The most likely sources of the problem are either too many or too few
channels having been found. See: set_minkids, set_max_nkids. Return codes:
1. Number of channels found < currently allowed min
2. Number of channels found > currently allowed max
3. Failure to find any channels
SWEEP_FAIL: Indicates that a sweep in-progress has failed. Sweep fails are usu-
ally caused by Pi read/write errors. Check PI_ERROR_COUNT. Depending on the
command which was used to call the sweep, there may or may not be an automatic
retry.
FIRMWARE_UPLOAD_FAIL: Indicates that the firmware has failed to upload.
See: STATE/BOOT.
QDR_CAL_FAIL: Indicates that the QDR calibration has failed. See:
STATE/PROGRAMMED.
KATCP_CONNECT_ERROR:
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HAS_QDR_CAL: Indicates that the QDR RAM has been calibrated.
PI_ERROR_COUNT: Indicates that either the Valon or attenuator clients have
either failed to contact the Pi server, or received bad data from the server. If the
error count reaches 10, the Pi will automatically be rebooted, which reloads the
Valon and attenuator server. See: reboot_pi.
PI_REBOOT: Indicates that a Pi reboot command has been issued, either by MCP
or by the operator.
LAST_DF_RESPONSE: See: check_lamp_retune, check_lamp_retune_all.
The average df lamp response, in Hz, over all channels.
DF_RETUNE_THRESH: The df retune threshold, in Hz. If N_OUTOFRANGE chan-
nels have a lamp response lower than this threshold, retuning is recommended, but
neither triggered automatically nor required. See: set_df_diff_threshold.
N_OUT_OF_RANGE_THRESH: The number of channels which need to have
a df response lower than DF_RETUNE_THRESHOLD to merit a retune. See: set_-
noutofrange_thresh.
N_OUTOFRANGE: The number of channels with df lamp responses which are
out of range.
IS_CHOPPING_LO: Indicates that the LO is being chopped. If AUTO_CHOP_LO =
1, this field will go high during azimuth turnarounds. If the operator wants to chop
the LO by command (see: chop_lo), they must first disable the automatic elevation
turnaround retuning. See: roach_disallow_scan_check_all.
HAS_LAMP_CONTROL: Indicates that the ROACH has exclusive control over
the cal lamp. To set control, see: roach_has_lamp.
WAITING_FOR_LAMP: When high, indicates that a ROACH is ready and waiting
to save lamp response data. The lamp will be pulsed once the ROACH with lamp
control is also ready, and all ROACHs will save data simultaneously.
FULL_LOOP_FAIL: When high, indicates that an error has occurred during the
full-loop.
TURNAROUND_LOOP_FAIL: When high, indicates that an error has occurred
during the full loop.
EXT_REF: Indicates which reference is being used by the Valon synthesizers: 1
(external, from the OctoClock), or 0 (internal, from the Valons). See: Valon, Octo-
Clock.
PI_TEMP: The temperature of a Pi CPU, in C. See read_pi_temps.
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A.6 Commands
The following is a description of the core set of commands which can be used
to control the readout during normal lab, or flight operations. Syntax is given for
manually inputting the commands into blastcmd, although during flight they will
most likely be executed using Cow.
CAUTION— don’t execute these commands unless you have a plan in mind.
EXTRA CAUTION- improper use of these commands will lead to a decrease in
the number of future BLAST-TNG science publications. If you think you might
need to use one, first try to contact SG or AS.
Note: <which roach> is an integer in (1,5).
A.6.1 Commands Which Execute Sequences Of Events
full_loop: Triggers a full-loop. See: Multi-command loops. Arguments:
– Which ROACH (1–5)
– KID-finding mode (see: KID-finding) 1 = default 2 = use configurable pa-
rameters
– Target power/tone, in dBm (-47 dBm typical for full-loop).
Syntax: full_loop <which roach> <KID-finding mode> <power/tone in dBm>
full_loop_all: Triggers a full-loop for all ROACHs. See: Multi-command loops.
Arguments: See full_loop
Syntax: full_loop_all <KID-finding mode <power/tone in dBm>
full_loop_default: Triggers a full-loop for all ROACHs, using previously cho-
sen KID-finding mode and power/tone. See: Multi-command loops, full_loop,
full_loop_all.
Syntax: full_loop_default, full_loop_default_all
turnaround_loop: Triggers an elevation turnaround loop for a single ROACH. See:
Normal operation. Arguments:
– Which ROACH (1–5)
– KID-finding mode (see: KID-finding) 1 = Default 2 = Use configurable pa-
rameters
– Target power/tone, in dBm (-47 dBm typical).
Syntax: turnaround_loop <which roach> <KID-finding mode> <power/tone in
dBm>
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turnaround_loop_all: Triggers an elevation turnaround loop for all ROACHs. See:
Multi-command loops. Arguments: See turnaround_loop
Syntax: turnaround_loop_all <KID-finding mode> <power/tone in dBm>
find_kids_loop: Triggers the find-kids-loop for a single ROACH. Arguments:
– Which ROACH (1–5)
– KID-finding mode (see: KID-finding) 1 = Default 2 = Use configurable pa-
rameters
– Target power/tone, in dBm (-47 dBm typical).
Syntax: find_kids_loop <which roach>
find_kids_loop_all: Triggers the find-kids-loop for all ROACHs. Arguments: See
find_kids_loop
Syntax: find_kids_loop_all <KID-finding mode> <power/tone in dBm>
refit_freqs: Does a target sweep, calculates the df between carrier and resonant
frequencies, adjusts the tone frequencies, and re-sweeps to store a new reference
sweep and set of reference parameters.
Syntax: refit_freqs <which roach> 1
refit_freqs_all: As above, for all ROACHs.
Syntax: refit_freqs_all
A.6.2 Commands Which Are Useful For Data Visualization
zero_df_all: Calculates (for all ROACHs) the mean df value from the last 50 values,
and subtracts it from all future df values. This centers the df timestreams around
DC, which is useful for measuring frequency drift as function of time in the KST
detector timestreams (see: Mole).
Syntax: zero_dfs
A.6.3 Commands That Enable Triggering Of Periodic Events
enable_chop_lo_all: If set high, allows the LO to perform a three-point frequency
chop at azimuth turnarounds.
Syntax: enable_chop_lo_all <0--1>
roach_allow_scan_check: Enables the automatic elevation turnaround-loop for a
single ROACH.
roach_allow_scan_check_all: Enables the automatic elevation turnaround-loop
for all ROACHs.
Syntax: roach_allow_scan_check_all
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roach_disallow_scan_check: Disables the automatic elevation turnaround-loop
for a single ROACH.
Syntax: roach_disallow_scan_check <which roach>
roach_disallow_scan_check_all: Disables the automatic elevation turnaround-
loop for all ROACHs.
Syntax: roach_disallow_scan_check_all
A.6.4 Tone Writing Commands
reload_vna_all: Loads/reloads the VNA comb to all ROACHs. Use only when
debugging.
Syntax: reload_vna_all
load_freqs: Loads the last set of target frequencies which was found during chan-
nel assignment. Frequencies are read from the file bb_target_freqs.dat, stored
in the root directory of each ROACH.
Syntax: load_freqs <which roach>
load_freqs_all: Same as above, for all ROACHs.
Syntax: load_freqs_all
A.6.5 LO Commands
center_lo: Sets the LO frequency for a single Valon to its nominal center frequency
(hard-coded in roach.c).
Syntax: center_lo <which roach>
center_lo_all: Same as center_lo, but for all ROACHs.
Syntax: center_lo_all
chop_lo: See: Housekeeping/automatic. Does a three-point LO frequency chop
about the LO center frequency.
Syntax: chop_lo <which roach> For the command to execute, the following
conditions must be true:
1. ALLOW_AUTO_CHOP = 1 (see enable_chop_lo)
2. ALLOW_AUTO_TURNAROUND = 0 (see roach_allow_scan_check)
3. IS_SWEEPING = 0
offset_lo: Offsets the LO frequency by specified amount in Hz, relative to center
frequency.
Syntax: offset_lo <which roach> <some number of Hz (can be <0)>
Note: If you offset Roach1’s LO by 1000 Hz, e.g.,
> offset_lo 1 1000
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and then decide that you actually wanted to offset it by 2000 Hz, there is no need
to recenter the LO. Just do:
> offset_lo 1 2000
The LO frequency will now be +2000 Hz above its center frequency. However,
before resuming normal operation, you must manually recenter the LO, by using
the center_lo command.
offset_lo_all: Same as offset_lo, but for all ROACHs.
Syntax: offset_lo_all
recenter_lo: Returns the LO frequency to the default center frequency (hard-coded
for each ROACH in roach.c).
Syntax: recenter_lo <which roach>
recenter_lo_all: Same as recenter_lo, but for all ROACHs.
Syntax: recenter_lo_all
read_lo: Read the current LO frequency. Frequency is returned in MHz.
Syntax: read_lo <which roach>
set_lo_MHz: Set the current LO frequency, in MHz.
Syntax: set_lo_MHz <which roach>
A.6.6 Tone Power/Attenuator Commands
read_attens: Reads the current attenuator settings. The result, in dB, will appear in
the Owl fields: READ_ATTEN_OUT, READ_ATTEN_IN.
Syntax: read_attens <which roach>
show_adc_rms: Reads the current root-mean-square voltage level of the signals
at the input to the ADCs (I and Q), in millivolts. The values are displayed in the
ADC_RMS_I and ADC_RMS_Q Owl fields.
Syntax: show_adc_rms <which roach>
set_attens: Set the RUDATs for a single ROACH, in dB. The requested values will
appear in the Owl fields: SET_ATTEN_OUT, SET_ATTEN_IN.
Syntax: set_attens <which roach> <float output atten, dB> <float input
atten, dB>
set_attens_default: Sets the RUDATs to their default values, which are defined in
roach.c as 4 dB (output), 19 dB (input). The requested values will appear in the Owl
fields: SET_ATTEN_OUT, SET_ATTEN_IN.
Syntax: set_attens_default <which roach>
set_attens_default_all: Same as above, or all ROACHs. The set values will appear
in the Owl fields: SET_ATTEN_OUT, SET_ATTEN_IN.
set_attens_calc: Automatically set the output attenuator to target a power/tone, in
dBm. The calculated power level takes into account the current number of tones.
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The input attenuator value is chosen to enforce a total attenuation of 23 dB between
the input and output. The default is -47 dBm/tone. The set values will appear in
the Owl fields: SET_ATTEN_OUT, SET_ATTEN_IN.
Syntax: set_attens_calc <which roach> <float power/tone, in dBm>
set_attens_last_all: Sets the input and output attenuators to their last set values.
These values are read from the file: last_attens.dat, located on FC1/FC2 in:
/roach_flight/roach<which roach> The set values will appear in the Owl fields:
SET_ATTEN_OUT, SET_ATTEN_IN.
Syntax: set_attens_last_all <float output atten, dB> <float input atten,
dB>
set_attens_min_output: Sets the output attenuators of all ROACHs to 30 dB.
This mode is used to measure the warm electronics noise contribution to the total
noise budget. It’s flagged because it would be bad to set this and then forget to
revert back to normal settings. The set values will appear in the Ow fields: SET_-
ATTEN_OUT, SET_ATTEN_IN.
Syntax: set_attens_min_output_all
set_attens_conserved: Sets the output attenuator to specified number of dB, while
choosing the input attenuator level to conserve a total of 23 dB between the pair.
The set values will appear in the Owl fields: SET_ATTEN_OUT, SET_ATTEN_IN.
Syntax: set_attens_conserved <which roach> <float output atten, dB>
A.6.7 Pi Commands
reboot_pi: Reboots the specified Pi, by sending sudo reboot to the netcat server
listening on ports 12345 or 12346.
Syntax: reboot_pi <which roach> <PORT#> Note: MCP will automatically reboot
a Pi after 10 errors are registered by the Valon and/or attenuator clients. This com-
mand should only be used in the event that automatic rebooting appears to have
failed. If the Pi is already powered down, the command will have no effect. If
needed, verify that the Pi is powered up by pinging it at the IP address specified in
the Hardware Addresses section. After rebooting, the Valon and attenuator servers
start up automatically (they are in /etc/rc.local on the Pis). There is no need to
manually configure anything after reboot.
roach_set_extref : Configure the Valons to use either the external (1, default for
flight-mode) or internal (0) PLL reference.
Syntax: roach_set_extref <which roach> < 0 | 1 > Note: By default, the
Valon uses the external 10 MHz reference signal provided by the OctoClock. If the
external reference signal drops out or changes frequency, the LO and FPGA clock
signals generated by the Valon will become unstable and/or drop out entirely. This
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command is intended for use only in this scenario. Signs that the external reference
has dropped out may include:
– Accompanied loss of PPS signal (check PPS counter fields in Owl).
– Nonsensical channel data lasting for more than a few seconds.
– No channel timestreams at all (flat line, possibly with a DC offset).
The clearest indication that the external reference has dropped out will be a QDR
RAM calibration fail after resetting the ROACHs, with an out-of-range FPGA clock
frequency reported by Owl (see FPGA_CLOCK_FREQ field).
If you have no other option but to use this command, follow this procedure:
1. Send the command to switch one or more (see all version) to internal reference:
> roach_set_extref <which roach> 0
2. Power cycle the readout (see: Power commands)
read_pi_temps: Read the temperatures of all Pi CPUs. The temperatures will ap-
pear in the PI_TEMP field in Owl for each ROACH.
A.6.8 Power Status Commands
roach_cycle: Power cycles all five ROACH slices.
Syntax: roach_cycle
roaches_off : Powers down all five ROACH slices.
Syntax: roaches_off
roaches_on: Powers up all five ROACH slices.
Syntax: roaches_on
kill_roach: Halts a ROACH’s PPC. The ROACH may be brought back online by
power cycling the entire readout stack.
Syntax: kill_roach <which roach>
A.6.9 Commands That Set Global Parameters
roach_has_lamp_control: Gives exclusive control of the cal lamp to the ROACH.
No other ROACHs will be able to trigger the pulse.
Syntax: roach_has_lamp_control <which roach>
set_find_kids_params: Set the KID-finding parameters. On system start-up,
these parameters are automatically set to default values. See: KID-finding Argu-
ments:
– Which ROACH (1–5)
– Smoothing scale (kHz, 1000.0–100000.0)
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– Dip-depth threshold (dB, 0.1, 100)
– Spacing threshold (kHz, 80.0, 10000.0)
Syntax: set_find_kids_params <which roach> <smoothing scale> <dip-depth
threshold> <spacing threshold>
set_max_nkids: Sets the maximum number of channels that can be found from a
VNA sweep without triggering an error. The maximum number of channels should
be 500–800. See: KID-finding, TONE_FINDING_ERROR.
Syntax: set_max_nkids <which roach> <max nkids>
set_max_nkids_all: As above, for all ROACHs.
Syntax: set_max_nkids <max nkids>
set_min_nkids: Sets the minimum number of channels that can be found from a
VNA sweep without triggering an error. The minimum number of channels should
be 1–50. See: KID-finding, TONE_FINDING_ERROR.
Syntax: set_min_nkids <which roach> <min nkids>
set_min_nkids_all: As above, for all ROACHs.
Syntax: set_min_nkids_all <min nkids>
set_df_diff_retune_threshold: See DF_RETUNE_THRESH. Sets the threshold for the
cal lamp df response (dfon   dfo), in Hz.
Syntax: set_df_diff_retune_threshold <which roach> <Hz>
set_df_diff_retune_threshold_all: As above, for all ROACHs.
Syntax: set_df_diff_retune_threshold_all <Hz>
set_n_outofrange_thresh: See N_OUTOFRANGE_THRESH. Sets the threshold for num-
ber of channels which can be out of range (df lamp response).
Syntax: set_n_outofrange_thresh <which roach> <number of chan>
set_n_outofrange_thresh_all: As above, for all ROACHs.
Syntax: set_n_outofrange_thresh <number of chan>
set_default_tone_power: Sets the default power/tone (dBm) used by full_loop_-
default. Typical power/tone is -47 dBm.
Syntax: set_default_tone_power <which roach> <power/tone, in dBm>
set_default_tone_power_all: As above, for all ROACHs.
Syntax: set_default_tone_power_all <power/tone, in dBm>
A.6.10 Data Handling Commands
compress_roach_data: Compresses the most recent set of the specified data type
for each ROACH slice into a single tar.gz. Each tarball is assigned a local environ-
ment variables based on its data type, which should be specified as the file path
when downlinking data.
Syntax: compress_roach_data <0--6>
where:
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0 = VNA sweeps
1 = Target sweeps
2 = IQ timestreams
3 = DF timestreams
4 = Lamp responses (df , I , Q)
5 = Noise comparison data
6 = Baseband target frequency lists
Environment variables:
0 = $ALL_VNA_SWEEPS
1 = $ALL_TARG_SWEEPS
2 = $ALL_IQ_DATA
3 = $ALL_DF_DATA
4 = $ALL_LAMP_DATA
5 = $ALL_NOISE_COMP
6 = $ALL_BB_FREQS
A.7 Data Downlinking
Several commands result in data being saved on FC1/FC2. Some of the data is
overwritten each time it’s created (e.g., the lamp responses in df , I , and Q (lamp_-
response.dat)). Other data (e.g., the VNA and target sweep data) is time-stamped
and stored on the hard drives as a record of the flight. When data which would
be useful to view during the flight is created, MCP automatically creates a tarball of
the data for each ROACH, which is overwritten with each consecutive data creation.
These tarballs are given unique environment variables corresponding to their data
type. These environment variables can be input into Cow to downlink the data. The
variables are:
$R<1--5>_LAST_VNA_SWEEP
$R<1--5>_LAST_TARG_SWEEP
$R<1--5>_LAST_DF_DATA
$R<1--5>_LAST_IQ_DATA
$R<1--5>_LAST_LAMP_DATA
$R<1--5>_LAST_BB_TARG_FREQS
$R<1--5>_LAST_TARG_FREQS_MAGS
$R<1--5>_LAST_NOISE_COMP
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Example I: Getting data for all ROACHs To downlink a tarball containing all the
most recent VNA sweeps for each ROACH, from Cow:
1. In ROACH commands: compress_roach_data 0
2. Go to Telemetry screen
3. Choose: Request_stream_file Choose options: Downlink = Fragment # =
0 File block number = 1 Absolute file path = $ALL_VNA_SWEEPS
4. On GROUNDSTATION-1, go to: /data/etc/downloaded_files
5. The downlinked file will appear as: file_block_1
6. A bash script (untarloop.sh) running in the background will untar the file
when downlink is complete, and move the data to the appropriate directories.
Example II: Getting data for a single ROACH To downlink a VNA sweep tarball
containing data for a single ROACH, Cow:
1. Go to Telemetry screen
2. Choose: Request_stream_file Choose options: Downlink = Fragment # =
0 File block number = 1 Absolute file path = $R1_LAST_VNA_SWEEP
3. On GROUNDSTATION-1, go to: /data/etc/downloaded_files
4. The downlinked file will appear as: file_block_1
5. A bash script (untarloop.sh) running in the background will untar the file
when downlink is complete, and move the data to the appropriate directories.
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