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We study the Berezinskii-Kosterlitz-Thouless (BKT) transition of two-component Bose mixtures
in two spatial dimensions. When phases of both components are decoupled, half-quantized vortex-
antivortex pairs of each component induce two-step BKT transitions. On the other hand, when
phases of both components are synchronized through the intercomponent Josephson coupling, two
species of vortices of each component are bound to form a molecule, and, in this case, we find that
there is only one BKT transition by molecule-antimolecule pairs. Our results can be tested by two
weakly connected Bose systems such as two-component ultracold diluted Bose mixtures with the
Rabi oscillation, and multiband superconductors.
Phase transitions in two-dimensional systems with a
continuous symmetry have long attracted much attention
since the theoretical prediction by Berezinskii, Kosterlitz,
and Thouless (BKT), providing a topological ordering
through the binding of vortex-antivortex pairs [1, 2]. Be-
ing different from the conventional thermodynamic tran-
sition prohibited by the Coleman-Mermin-Wagner the-
orem in two-dimensional systems [3–5], the BKT tran-
sition exhibits a critical line below the BKT transition
temperature, T ≤ TBKT, with continuously variable crit-
ical exponents and the nonzero helicity modulus (super-
fluid density) showing discontinuous jump at the BKT
transition temperature. The BKT transition has been
observed in 4He films [6], thin superconductors [7–11],
Josephson-junction arrays [12, 13], colloidal crystals [14–
16], and ultracold atomic Bose gases [17].
One of important issues of the BKT transition is a rela-
tionship between its universality and topological aspects
of vortices. In the two-dimensional Bose systems with
no internal degree of freedom, circulations of vortices are
quantized by 2pi~/m with the particle mass m, giving the
universal jump of the superfluid number density ∆ρs at
the BKT transition temperature TBKT as
∆ρs =
2mTBKT
pi~2
. (1)
On the other hand, multicomponent systems in gen-
eral allow quantized vortices with fractional circulations,
which are studied in superfluid 3He [18–20], p-wave su-
perconductors [18, 21–23], multiband or multicomponent
superconductors [24–27], spinor Bose systems [28, 29],
multicomponent Bose systems [30–47], exciton-polariton
condensates [48, 49], nonlinear optics [50], and color su-
perconductors as quark matter [51]. It has been predicted
that the relation [Eq. (1)] is changed for superfluid sys-
tems with internal degrees of freedom inducing vortices
having fractional circulations [52, 53]. However the exis-
tence of an unusual BKT transition is not yet conclusive.
Here we consider a two-dimensional Bose system with
two different quantum sublevels. We consider the situ-
ation in which two phases in the both sublevels can be
synchronized through the Josephson coupling. When the
Josephson coupling is switched off, vortices for both com-
ponents have fractional circulation ±2piαi~/m (i = 1, 2)
with the fractional parameter αi ∈ (0, 1) for the ith
component with α1 + α2 = 1. Under a finite Joseph-
son coupling, which makes superfluid currents of both
components the same spatial profiles, a single vortex in
each component cannot exist. Instead, two vortices in
both components are connected [30, 54] to form a vortex
molecule as a stable state having the circulation ±2pi~/m
[30, 36]. Dynamics of such vortex molecules have been
studied in Refs. [45, 46] and vortex lattices have been
studied in Refs. [41, 47].
The similar situation can appear in a spin-1 spinor
Bose system under the quadratic Zeeman effect [56, 57],
where topologically unstable half-quantized vortices and
topologically stable integer vortices appeared (see Ap-
pendix E). As well as the Josephson coupling in the
two-component Bose system, the quadratic Zeeman ef-
fect connects two half-quantized vortices with a kink to
a integer vortex. For this system, the two-step phase
transitions has been reported [56] due to unbindings of
half-quantized vortices and integer vortices with the un-
conventional jump of the superfluid density.
In this Letter, we investigate a possibility of the BKT
transition in this system and obtain the following results.
When the Josephson coupling is switched off, there are
two-step BKT transitions induced by bindings of frac-
tional vortex-antivortex pairs of each component. Both
the BKT transition temperatures depend on the frac-
tional parameter αi. The jump of the superfluid density
becomes twice of the right-hand side in Eq. (1) only
when α1 = α2 = 1/2. On the other hand, the jump of
the superfluid density is unchanged when α1 6= α2, which
suggests that the fractional circulation is never sufficient
condition for the change of the jump of the superfluid
density [Eq. (1)] opposed to predictions for superfluid
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23He [52, 53] and the spinor Bose system [55, 56]. When
the Josephson coupling is switched on, the BKT tran-
sition is induced by bindings of molecule-antimolecule
pairs with the normal jump of the superfluid density [Eq.
(1)], while the bindings of vortex-antivortex pairs for each
component do not give a phase transition, but they do
two crossovers in contrast to the case of the spinor Bose
system [56].
Our results can be tested by an ultracold Bose mix-
ture with two magnetic hyperfine spin sublevels. For
these systems, the intercomponent Josephson coupling
can be realized by the Rabi coupling between two sub-
levels. The superfluidity of the system and the BKT
transition can be experimentally observed by the same
technique as the scalar Bose system [17]. Because differ-
ent components do not create the interference pattern in
principle, only the global phase of two components con-
tributing to the superfluid density can be observed. This
system has also been considered as a toy system simulat-
ing the quark confinement in quantum chromodynamics
(QCD) [45, 46], thereby our result could give some im-
plications for statistical properties such as a transition
between confinement and deconfinement phases. Other
candidates are multiband superconductors such as su-
perconducting MgB2 compounds [58–61] and iron-based
superconductors [62–64]; it is predicted that the first one
has less Josephson coupling strength than the second one.
Although the above materials have not been completely
confirmed as multiband superconductors yet, our results
would give some guiding principles.
We start from the Hamiltonian H =
∫
d2xH as
H =
2∑
i=1
{
~2
2m
|∇ψi|2 + g1
2
|ψi|4
}
+ g2|ψ1|2|ψ2|2 − q
2
(ψ∗1ψ2 + ψ
∗
2ψ1) ,
(2)
for two-dimensional Bose mixtures describing two differ-
ent quantum sublevels coupled by the Josephson cou-
pling. Here ψi (i = 1, 2) is the ith Bose field with the
particle mass m, g1 > 0 is the intracomponent interac-
tion strength common for both components, g2 > 0 is
the intercomponent interaction strength, and q ≥ 0 is
the Josephson coupling strength. Here, we set g1 > g2
for the miscible ground state. Considering a BKT tran-
sition as a phenomenon at finite temperatures, we ignore
the quantum fluctuation. We further impose an addi-
tional constraint (1/L2)
∫
d2x |ψi|2 = ni (i = 1, 2), where
ni and L are the particle number density for the ith com-
ponent and the system size, respectively.
Inserting the uniform ground state ψi =
√
nie
iϕi with
the phase ϕi (i = 1, 2) for the ith component into the
Hamiltonian [Eq. (2)], we obtain the energy density
E = g1n
2
2
− (g1 − g2)n˜2 − qn˜ cos ∆ϕ, (3)
where n = n1 + n2, n˜ =
√
n1n2, and ∆ϕ = ϕ1 − ϕ2 are
the total number density, the geometric mean density,
and the relative phase, respectively. The last term of the
right-hand side in Eq. (3) shows that the zero relative
phase ϕ1 − ϕ2 = 0 is selected for the ground state.
We first consider vortices and interactions between
them. For q = 0, single vortex states
{±1, 0} : (ψ1 ∼ √n1 e±iθ0 , ψ2 ∼ √n2) , (4)
and
{0,±1} : (ψ1 ∼ √n1, ψ2 ∼ √n2 e±iθ0) , (5)
are topologically stable, with θ0 ≡ tan−1(y/x). The mass
circulation κ of vortices is given by
κ =
~
m
∮
dl ·
( |ψ1|2∇ϕ1 + |ψ2|2∇ϕ2
|ψ1|2 + |ψ2|2
)
, (6)
where l is the vector for the closed path surrounding a
vortex. The circulation is κ1 = ±2piα1~/m for vortices
{±1, 0} and κ2 = ±2piα2~/m for vortices {0,±1}, where
αi ≡ ni/n (i = 1, 2) is the fractional parameter for the
ith component. The interaction between the {±1, 0} and
{0,±1} vortices are weaker than logarithm [38], and real
time dynamics of them have been studied in Ref. [44].
For q > 0, vortices {±1, 0} and {0,±1} are no more
topologically stable. A stable topological defect with
nonzero Josephson coupling strength q > 0 is a vor-
tex molecule [1, 1]r0 : {1, 0}
r0− {0, 1} or its antimolecule
[−1,−1]r0 : {−1, 0}
r0− {0,−1}, where A r0− B indicates
that two vortices A and B are placed with the distance
r0. The circulation of the vortex molecule [1, 1]r0 is
κM = 2pi~/m, which is the same as that for a single-
component Bose system. The profile of the relative phase
∆ϕ for a vortex molecule is illustrated in Fig. 1. A kink
structure having the relative phase ∆ϕ = pi appears and
mediate an attractive force between two vortices that is
balanced with repulsion [36]. There are two character-
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FIG. 1. Profile of the relative phase ∆ϕ for (a)
the vortex molecule [1, 1]r0 and the vortex-molecule pair
[1, 1]δ
r0− [−1,−1]δ with δ = 0.5r0. Closed (open) red and
blue circles represent positions of vortices of {1, 0} and {0, 1}
({−1, 0} and {0,−1}), respectively. Black solid lines show
kinks having the relative phase ∆ϕ = pi. Both panels are ob-
tained by numerically minimizing the Hamiltonian [Eq. (2)]
with fixing positions of vortices
istic structures for defect-antidefect pairs. The first is a
3single component vortex-antivortex pair {1, 0} r0− {−1, 0}
or {0, 1} r0− {0,−1}. The profile of the relative phase
for the single-component vortex-antivortex pair is almost
same as that shown in Fig. 1 (a), providing the kink be-
tween the pair. The second is a molecule-antimolecule
pair [1, 1]δ
r0− [−1,−1]δ with δ < r0 which is illustrated in
Fig. 1 (b).
The interaction energy Eint between vortices is given
by inserting an ansatz [Eqs. (4) and (5)] into the Hamil-
tonian [Eq. (2)]. The leading term in the large r0 limit
becomes
Eint([1, 1]r0) ∼ εr0, (7a)
Eint({1, 0} r0− {−1, 0}) ∼ ~κ1n log(r0/ξ1) + εr0, (7b)
Eint({0, 1} r0− {0,−1}) ∼ ~κ2n log(r0/ξ2) + εr0, (7c)
Eint([1, 1]δ
r0− [−1,−1]δ) ∼ ~κMn log(r0/ξ), (7d)
where ε = γ~
√
qnn˜/m is the energy density of the kink
per unit length with γ = O(1), ξi (i = 1, 2) is the vor-
tex core size for the ith component, and ξ =
√
ξ1ξ2. For
g1  g2, ξi is estimated as ξi ∼ ~/
√
2mg1ni. In order to
make the system to exhibit the BKT transition, a pure
logarithmic interaction between defect-antidefect pairs is
needed. For q = 0, single component vortex-antivortex
pairs can induce the BKT transition. The BKT transi-
tion temperatures depend on the vortex core sizes ξi and
we expect the two-step BKT transitions for the imbal-
anced density to be n1 6= n2. For q > 0, additional linear
terms in Eqs. (7b) and (7c) hinder the BKT transitions
by bindings of single component vortex-antivortex pairs
connected with kinks. Instead, we expect a new BKT
transition by bindings of molecule-antimolecule pairs due
to the logarithmic interaction between them in Eq. (7d).
We here show our numerical results by using the stan-
dard Monte Carlo sampling for the superfluid number
density ρs defined as [65]
ρs =
2m
~2L2
lim
∆→0
F (∆)− F (0)
∆2
, (8)
where F (∆) is the free energy −T logZ(∆) with the
partition function Z(∆) = 〈e−H/T 〉 under the twisted
boundary condition along the x direction: ψi(x+L, y) =
ψi(x, y)e
iL∆ [66]. For numerical parameters, we use
g2 = 0.5g1 and ∆ = 0.01/ξ. Figure 9 shows the tempera-
ture dependences of the superfluid density ρs with various
system sizes L. In Fig. 9 (a), there is a strong system size
dependence of the superfluid density ρs just above two
BKT transition temperatures TBKT1 and TBKT2, which
can be estimated from the binder ratio (see Appendix A).
In the thermodynamic limit L→∞, the behavior of the
superfluid density ρs converges to a discrete jump at the
BKT transition temperatures. In Fig. 9 (b), for a nonzero
Josephson coupling strength, the system size dependence
of the superfluid density at around TBKT ∼ 0.35T (0)BKT dis-
appears, where T
(0)
BKT is the BKT transition temperature
for the single-component Bose system. The rapidly de-
creasing structure of the superfluid number density still
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FIG. 2. Superfluid number density ρs for (a): n1/n2 = 0.5
and q = 0, (b): n1/n2 = 0.5 and q = 0.1g1n, (c): n1/n2 = 1
and q = 0, and (d): n1/n2 = 1 and q = 0.1g1n as a function
of the temperature T/T
(0)
BKT, where T
(0)
BKT is the BKT transi-
tion temperature for the single-component Bose system.. The
system sizes are L = 64ξ (red lines), L = 96ξ (green lines),
L = 128ξ (blue lines), and L = 160ξ (yellow lines). The BKT
transition temperatures TBKT1, TBKT2 and TBKT are shown
as the thick solid lines. The thin dashed lines in the all panels
show the relation ρs/T = 2m/(pi~2). The thin dotted lines in
panels (a) and (c) show relations (ρs − 0.57n)/T = 2m/(pi~2)
and ρs/T = 4m/(pi~2), respectively. The thick dashed line
in panel (b) and dotted lines in panels (b) and (d) show
the crossover temperatures Tvortex and Tkink, respectively (see
Fig. 3).
remains above the temperature Tvortex ∼ 0.30T (0)BKT. The
meaning of the temperature Tvortex is related to bindings
of vortex-antivortex pairs for the first component, as ex-
plained later. For the balanced density n1/n2 = 1, there
is only one jump structure of the superfluid density for
both zero [Fig. 9 (c)] and nonzero [Fig. 9 (d)] Josephson
coupling strengths.
The universal relation in Eq. (1) can be confirmed in
Fig. 9: the superfluid density ρs and dashed lines for
ρs/T = 2m/(pi~2) intersect at the BKT transition tem-
perature T = TBKT2 in Fig. 9 (a) and TBKT in Figs.
9 (b) and 9 (d). For TBKT1 in Fig. 9 (a), we have the
same universal relation, i.e., ρs and the dotted line for
(ρs − 0.57n)/T = 2m/(pi~2) intersect at T = TBKT1,
where the density 0.57n is the estimated superfluid den-
sity ρs at the temperature just above TBKT1 in the ther-
modynamic limit L → ∞. In Fig. 9 (c), we have a
different universal relation, i.e., ρs and dotted line for
ρs/T = 4m/(pi~2) intersect at TBKT, suggesting two
times the right-hand side in Eq. (1). The result shown in
4Fig. 9 (a) suggests that the fractional circulation itself
does not affect the universal relation, and the change of
the universal relation in Fig. 9 (c) can be simply under-
stood by considering that the total jump ∆ρs of the su-
perfluid density is separated into two contributions from
the both components. Figures 9 (b) and (d) show that
defects inducing the BKT transition change from frac-
tional vortices of each component to vortex molecules and
molecule-antimolecule pairs, also supporting the univer-
sal relation [Eq. (1)].
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FIG. 3. Arrhenius plots for number densities 〈ρv1〉 and
〈ρv2〉 of vortex-antivortex pairs for first (red lines) and sec-
ond (green lines) components, and length density 〈ρk〉 of kinks
(black lines) for (a): n1/n2 = 0.5 and q = 0.1g1n and (b):
n1/n2 = 1 and q = 0.1g1n. The BKT transition tempera-
ture TBKT are shown as solid lines. The dashed line in panel
(a) and dotted lines in both panels show the crossover tem-
peratures Tvortex and Tkink above which 〈ρv1〉 and 〈ρk〉 have
deviations larger than 1% from the Arrhenius relation, respec-
tively.
We next calculate the thermal average of the num-
ber density 〈ρv1〉 (〈ρv2〉) of vortex-antivortex pairs for
the first (second) component and the length density 〈ρk〉
of kinks. At low temperatures, three densities satisfy
the Arrhenius relation 〈ρv1,v2,k〉 ∝ e−εv1,v2,k/T . At high
temperatures, they deviate from the Arrhenius relation.
Figure 3 shows the Arrhenius plots for densities ρv1,v2,k.
With the imbalanced density n1/n2 = 0.5 shown in Fig. 3
(a), the number density 〈ρv2〉 (green line) deviates from
the Arrhenius relation at the BKT transition tempera-
ture TBKT due to the unbinding of the vortex-antivortex
pairs for the second component. The number density
ρv1 (red line) and the length density ρk (black line), on
the other hand, deviate from the Arrhenius relation at
lower temperatures T ' 0.40T (0)BKT = 0.58TBKT ≡ Tvortex
for ρv1 and T ' 0.38T (0)BKT = 0.54TBKT ≡ Tkink for
ρk. The temperature Tvortex does not induce the BKT
transition because of the additional linear interaction in
Eq. (7b), but shows the crossover for unbinding of vortex-
antivortex pairs for the first component with the rapid
decrease of the superfluid density ρs [see Fig. 9 (b)]. At
the BKT transition temperature TBKT, some unbounded
vortex-antivortex pairs for the first component couple
to those for the second component and form molecule-
antimolecule pairs. The temperature Tkink also shows the
crossover for nucleation of kink rings with no attached
vortices, and Tkink = 0 with the zero Josephson coupling
strength q = 0 because there is no energy cost for kinks
to be nucleated. We note that overall behaviors shown in
Figs. 9 (a), 9 (b), and 3 (c) are qualitatively unchanged
among different imbalanced densities n1/n2 6= 1.
(a) (b)
FIG. 4. Equilibrium snapshots of vortices and kinks with
L = 64ξ, n1/n2 = 0.5 and q = 0.1g1n at (a): T = Tvortex
and (b): T = TBKT. Closed (open) red and blue circles rep-
resent positions of vortices for {1, 0} and {0, 1} ({−1, 0} and
{0,−1}) respectively. Black solid lines show kinks. Green
dashed closed lines in panel (b) denote molecule-antimolecule
pairs.
Figure 4 shows equilibrium snapshots of vortices and
kinks. At T = Tvortex, there are vortex-antivortex pairs
for the first component connected with kinks as shown
in 4 (a). At T = TBKT, there are not only vortex-
antivortex pairs for both components but also molecule-
antimolecule pairs denoted by green dashed closed lines.
In both Figs. 4 (a) and 4 (b), we can see kink rings with
no attaching vortices which start to frequently appear at
Tkink.
For the balanced density n1 = n2 shown in Fig. 3 (b),
two number densities ρv1 ' ρv2 and the length density
ρk deviate from the Arrhenius relation at the BKT tran-
sition temperature TBKT (= Tvortex) and the crossover
temperature Tkink, respectively.
In conclusion, we have investigated the two-
dimensional Bose system with two quantum sublevels.
The phases of both components can be coupled through
the Josephson coupling. When the Josephson coupling
is absent, topologically stable fractional vortices induce
two-step BKT transitions having the normal universal
relation in Eq. (1), which suggests that the fractional
circulation does not affect the universal relation in con-
trast to the conventional understanding. This result is
qualitatively independent of the value of the intercompo-
nent interaction strength g2. When the Josephson cou-
pling is switched on, the BKT transition occurs once for
both balanced and imbalanced densities, and the univer-
sal relation is unchanged even for the balanced density.
This result can be understood from the interaction be-
tween vortices as shown in Eq. (7). There are additional
linear interactions between a vortex and its antivortex
in Eqs. (7b) and (7c) which hinder the BKT transition
50.3
0.4
0.5
0.6
0.7
0.8
0 0.1 0.2 0.3 0.4 0.5
T
/T
(0
)
B
K
T
q/(gn)
unbounded molecule
completely
bounded molecule
vortex-antivortex pair
of component-1
(a)
0.3
0.4
0.5
0.6
0.7
0.8
0 0.1 0.2 0.3 0.4 0.5
T
/T
(0
)
B
K
T
q/(gn)
unbounded molecule
bounded molecule
(b)
FIG. 5. Phase diagrams for the temperature T and the
Josephson coupling q for (a): n1/n2 = 0.5 and (b): n1/n2 = 1.
The red, purple, and blue lines at q = 0 show phases for
unbounded vortex of both components, unbounded vortex of
the first component, and bounded vortex of both components,
respectively. The black solid lines and filled circles show the
BKT transition temperature TBKT. The dashed line with
open circles in panel (a) and dotted lines with open squares
in the both panels indicate the crossover temperatures Tvortex
and Tkink.
by binding of them. Instead of single-component vor-
tex pairs, molecule-antimolecule pairs having pure loga-
rithmic interactions in Eq. (7d) induces the BKT transi-
tion of this system. For the case of imbalanced densities,
however, there is a characteristic temperature Tvortex at
which single-component vortex-antivortex pairs start to
form bound states as a relic of the BKT transition with-
out the Josephson coupling. The temperature Tvortex
does thermodynamically not give the transition but gives
the crossover. We also find a lower crossover temperature
Tkink than Tvortex at which kink rings with no attaching
vortices start to be nucleated. We summarize our discus-
sion with the phase diagrams shown in Fig. 5.
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Appendix A: How to fix the
Berezinskii-Kosteritz-Thouless transition
temperature
The Binder ratio
b ≡ 1− 〈{|Ψ1|
2 + |Ψ2|2}2〉
3〈|Ψ1|2 + |Ψ2|2〉2 , (A1)
becomes size independent for the critical states below the
BKT transition temperature. Here, Ψi is defined as
Ψi ≡ 1
L2
∫
d2x ψi. (A2)
Figure 6 shows two typical examples of the Binder ra-
tio b with the Josephson coupling strength q = 0 and
q = 0.1g1n for the imbalanced density n1/n2 = 0.5. With
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FIG. 6. Binder ratio b for n1/n2 = 0.5 and system sizes
L1 = 64ξ (red lines), L2 = 96ξ (green lines), L3 = 128ξ (blue
lines), and L4 = 160ξ (yellow lines). The Josephson coupling
strength is fixed as (a) q = 0 and (b) q = 0.1g1n. The BKT
transition temperatures (TBKT1 and TBKT2 in panel (a) and
TBKT in panel (b)) are shown as solid lines. In insets for both
panels, we zoom over temperatures around T = 0.4T
(0)
BKT.
four different system sizes, the BKT transition tempera-
ture is estimated as the temperature at which four Binder
ratios start to differ:
1
4b¯
√√√√ 4∑
i=1
(
b(Li)− b¯
)2 . 0.01, b¯ ≡ 1
4
4∑
i=1
b(Li). (A3)
For the zero Josephson coupling strength q = 0 shown
in Fig. 6 (a), there are two transition temperatures
TBKT1 ' 0.36T (0)BKT and TBKT2 ' 0.68T (0)BKT for the first
(see the inset in Fig. 6 (a)) and second components, re-
spectively. For the nonzero Josephson coupling strength
q = 0.1g1n in Fig. 6 (b), on the other hand, the BKT
transition at the low temperature around T ∼ 0.35T (0)BKT
disappears and occurs only once at the temperature
TBKT ' 0.71T (0)BKT. All other BKT transition temper-
atures TBKT in the manuscript are obtained by the same
way.
Obtained BKT transition temperatures can be also jus-
tified by the correlation function
C(r) =
1
nL2
2∑
i=1
∫
d2x
∫
dΩr
2pir
〈ψ∗i (x)ψi(x+ r)〉 , (A4)
where Ωr is the solid angle for the vector r. In the
thermodynamic limit L → ∞, the correlation func-
tion C(r) show the algebraic decrease C(r) ∝ r−η(T )
with the temperature-dependent critical exponent η(T )
at low temperatures T ≤ TBKT. The correlation func-
tion C(r)/L−η is expected to be a universal function on
r/L below BKT critical temperatures. We can see this
universality in Fig. 7 with η = 1/4 at T = TBKT2 (panel
(a)) and T = TBKT (panels (b-d)). The value of the ex-
ponent η = 1/4 is same as that for the single-component
Bose gas at the BKT critical temperature. Our results
in Fig. 7 support the correctnesses of our estimations for
the BKT critical temperatures and suggest that the criti-
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FIG. 7. Finite-size scaling of the correlation function C(r) for
(a) n1/n2 = 0.5 and q = 0, (b) n1/n2 = 0.5 and q = 0.1g1n,
(c) n1/n2 = 1 and q = 0, and (d) n1/n2 = 1 and q = 0.1g1n
at the BKT transition temperature (a) T = TBKT2 and (b-d)
T = TBKT. The critical exponent is fixed as η = 1/4. For the
system size, we use the same colors as those in Fig. 6.
cal exponent is unchanged between the single-component
and multicomponent Bose gases.
Considering the universality at T = TBKT1 for the
imbalanced density n1/n2 6= 1 and the zero Josephson
coupling strength q = 0, we should use the correlation
function C1(r) for the 1st component defined as
C1(r) =
1
n1L2
∫
d2x
∫
dΩr
2pir
〈ψ∗1(x)ψ1(x+ r)〉 , (A5)
instead of the global correlation function C(r). In the
same way as C1(r), we can define C2(r) for the second
component and its exponent is smaller than 1/4 because
the BKT transition for the second component occurs at
the higher temperature TBKT2 > TBKT1. The universal-
ity of C1(r) with η = 1/4 at T = TBKT can be confirmed
as shown in Fig. 8, whereas C(r) fails to satisfy the uni-
versal property as shown in the inset of Fig. 8.
Appendix B: Pseudo-spin superfluid density
The (mass) superfluid density in Eq. (8) can be defined
by the invariance of the Hamiltonian (1) under a global
phase shift ψi → ei∆ψi (i = 1, 2). When the Josephson
coupling is switched off as q = 0, the Hamiltonian is also
invariant under the relative phase shift ψi → eiσi∆ψi
(σ1 = 1 and σ2 = −1), which defines the pseudo-spin
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FIG. 8. Finite-size scaling of the correlation function C1(r)
for n1/n2 = 0.5 and q = 0 at the BKT transition temperature
T = TBKT1. The critical exponent is fixed as η = 1/4. For
the system size, we use the same colors as those in Fig. 6.
Inset: Finite-size scaling of the correlation function C(r).
superfluid density
ρps =
2m
~2L2
lim
∆→0
Fs(∆)− F (0)
∆2
, (B1)
where Fs(∆) is the free energy under the boundary
condition with the relative phase twist ψi(x + L, y) =
eiLσi∆ψ(x, y).
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FIG. 9. Mass superfluid density ρs (panels (a) and (c)) and
pseudo-spin superfluid density ρps (panels (b) and (d)) for
(a)-(b): n1/n2 = 0.5 and (c)-(d) n1/n2 = 1 with q = 0.
Figure 9 shows the mass and pseudo-spin superfluid
densities ρs and ρps. In both imbalanced (n1 6= n2) and
balanced (n1 = n2) cases, the two superfluid densities
take the same value within the numerical accuracies.
Our result suggests that properties of superfluidity for
both component are independent of each other, and the
non-dissipative drag between the two component known
as Andreev-Bashkin effect [67, 68] is negligible. The sim-
ilar result has been reported by a work studying a two-
dimensional spin-1 spinor Bose system; the mass and spin
superfluid densities take the same value for the antifer-
romagnetic ground state [69]. This work has also found
that the difference of two superfluid densities arises when
the quantum fluctuation becomes dominant. Although
the quantum fluctuation is usually negligible for phase
transitions at finite temperatures, it can be amplified by,
for example, the optical lattice potential for the case of
ultracold atoms.
Appendix C: Details of numerical procedure
The thermal average 〈f〉 of the physical observable
f [ψi, ψ
∗
i ] defined as
〈f〉 =
∫ ( 2∏
i=1
Dψi Dψ
∗
i
)(∫
d2x f
)
e−H/T
∫ ( 2∏
i=1
Dψi Dψ
∗
i
)
e−H/T
, (C1)
can be obtained by the overdamped Langevin equation
dψi
dt
= − δH
δψi
+
√
T (wi,1 + iwi,2)
=
~2
2m
∇2ψi −
(
g1|ψi|2 + |ψ3−i|2
)
ψi +
q
2
ψ3−i
+
√
T (wi,1 + iwi,2),
(C2)
where wi,j (i, j = 1, 2) is a white Gaussian noise satisfy-
ing
〈wi,j(x, t)〉 = 0,
〈wi,j(x, t)wi′,j′(x′, t′)〉 = δi,i′δj,j′
× δ(x− x′)δ(t− t′).
(C3)
The thermal average 〈f〉 can be computed as the tempo-
ral average of the Langevin equation
〈f〉 = lim
τ→∞
1
τ
∫ τ
0
dt f. (C4)
To numerically solve the Langevin equation [Eq. (C2)],
we discretize the space and time as (xm,l, tn). The
Langevin equation becomes
9ψ
(l,m,n+1)
i = ψ
(l,m,n)
i + ∆t
{
~2
2m
∇2ψ(l,m,n)i −
(
g1|ψ(l,m,n)i |2 + |ψ(l,m,n)3−i |2
)
ψ
(l,m,n)
i +
q
2
ψ
(l,m,n)
3−i
}
+
√
T (∆x)2∆t
(
R
(l,m,n)
i,1 + iR
(l,m,n)
i,2
)
≡ ψ(l,m,n)i + ∆Hi[ψ(l,m,n)i ] +
√
T (∆x)2∆t
(
R
(l,m,n)
i,1 + iR
(l,m,n)
i,2
)
,
(C5)
where, ψi(xm,l, tn) ≡ ψ(m,l,n)i , and the white noise
R
(l,m,n)
i,j satisfies
〈R(l,m,n)i,j 〉 = 0,
〈R(l,m,n)i,j R(l
′,m′,n′)
i′,j′ 〉 = δi,i′δj,j′δl,l′δm,m′δn,n′ .
(C6)
The Laplace operator is approximated as
∇2ψ(l,m,n)i
=
1
(∆x)2
(
ψ
(l+1,m,n)
i + ψ
(l−1,m,n)
i
+ψ
(l,m+1,n)
i + ψ
(l,m−1,n)
i − 4ψ(l,m,n)i
)
.
(C7)
We improve the Euler scheme used in Eq. (C5) for the
time derivative as
∆ψ
(l,m,n)
i = ∆Hi[ψ(l,m,n)i ]
+
√
T (∆x)2∆t
{
R
(l,m,n)
i,1 + iR
(l,m,n)
i,2
}
,
ψ˜(l,m,n) = ψ
(l,m,n)
i + ∆ψ
(l,m,n)
i ,
∆ψ˜
(l,m,n)
i = ∆Hi[ψ˜(l,m,n)i ]
+
√
T (∆x)2∆t
{
R
(l,m,n)
i,1 + iR
(l,m,n)
i,2
}
,
ψ
(l,m,n+1)
i = ψ
(l,m,n)
i +
∆ψ
(l,m,n)
i + ∆ψ˜
(l,m,n)
i
2
≡ ψ(l,m,n)i + ∆ψ¯(l,m,n)i .
(C8)
To impose the constraint
(∆x)2
L2
∑
l,m
|ψ(l,m,n)i |2 = ni, (C9)
we introduce the Lagrange multiplier µ
(n)
i as
ψ
(l,m,n+1)
i = ψ
(l,m,n)
i + ∆ψ¯
(l,m,n)
i
+ µi(tn)∆t ψ¯
(l,m,n)
i
≡ F (l,m,n)i + µi(tn)∆t ψ¯(l,m,n)i ,
(C10)
where ψ¯
(l,m,n)
i = {ψ(l,m,n)i + ψ˜(l,m,n)i }/2. Requiring
(∆x)2/L2
∑
l,m |ψ(l,m,n+1)i |2 = ni, we obtain
µ
(n)
i =
−G(n)i +
√(
G(n)i
)2
+ n¯
(n)
i (ni −F (n)i )
n¯(n)∆t
,
F (n)i =
(∆x)2
L2
∑
l,m
|F (l,m,n)i |2,
G(n)i =
(∆x)2
L2
∑
l,m
Re[ψ¯
∗ (l,m,n)
i F
(l,m,n)
i ],
n¯
(n)
i =
(∆x)2
L2
∑
l,m
|ψ¯(l,m,n)i |2.
(C11)
Appendix D: Dynamics of vortices and kinks
Dynamics of vortices and kinks obtained by solving
the Langevin equation [Eq. (C8)] can be seen at
http://www.ton.scphys.kyoto-u.ac.jp/~michikaz/
physics/2-component-BKT.html
Appendix E: Relation between the two-component
Bose system and the polar state of the spin-1 spinor
Bose system
The polar states with the negative spin-dependent cou-
pling strength can be written as
ψspin−1(β, γ, φ) = eiφ
√
n
2
ie−iγ sinβ√2 cosβ
ieiγ sinβ
 , (E1)
where φ is the global phase, and β and γ are the spin
angles. The Hamiltonian density for the spin-1 spinor
10
Bose system is
Hspin−1 = ~
2
2m
(∇ψspin−1†) (∇ψspin−1)
+
1
2
{
λ0
(
ψspin−1†ψspin−1
)2
+λ1
∑
ν=x,y,z
(
ψspin−1†sνψspin−1
)2}
+ qZ
1∑
s=−1
s2|ψspin−1s |2,
(E2)
where sν (ν = x, y, z) is the spin-1 spin matrix, λ0 and
λ1 are the spin-independent and spin-dependent coupling
constant, and qZ is the strength of the quadratic Zeeman
effect. The polar state [Eq. (E1)] is realized when λ0,1 >
0, and we here consider the case qJ > 0 for the positive
quadratic Zeeman effect. We compare this system with
the two-component Bose system with the state
ψ2−comp(ϕ,∆ϕ) = eiϕ/2
( √
n1e
i∆ϕ/2
√
n2e
−i∆ϕ/2
)
, (E3)
and the Hamiltonian density
H2−comp
=
2∑
i=1
(
~2
2m
|∇ψ2−compi |2 +
g1
2
|ψ2compi |4
)
+ g2|ψ2−comp1 |2|ψ2−comp2 |2
− qJ
2
ψ2−comp†σxψ2−comp,
(E4)
where ϕ and ∆ϕ are the global and relative phases be-
tween the components. Assuming that n and n1,2 are
constant, we write the Hamiltonian densitiesHspin−1 and
H2−comp with the phase and spin angles as
Hspin−1 = ~
2n
2m
{
(∇φ)2 + (∇β)2 + sin2 β (∇γ)2
}
+
λ0n
2
2
+
qZn{1− cos(2β)}
2
,
H2−comp = ~
2n
8m
[
(n1 + n2)
{
(∇ϕ)2 + (∇∆ϕ)2
}
+ 2(n1 − n2) (∇ϕ) · (∇∆ϕ)
]
+
(g1 + g2)(n1 + n2)
2
4
+
(g2 − g1)(n1 − n2)2
4
− qJ√n1n2 cos ∆ϕ,
(E5)
respectively. By setting γ = const in Hspin−1 and n1 =
n2 = n/2, g1 = g2 = λ0, qJ = qZ, ϕ = 2φ, and ∆ϕ =
2β in H2−comp, the two Hamiltonian densities become
equivalent to each other. In this sense, we can expect
that the same situation can occur in the both systems.
The half-quantized vortices can be expressed as
ψspin−1HQV± = ψ
spin−1(±θ/2, γ, θ/2)
=
1
2
√
n
2
±e−iγ(eiθ − 1)√2(eiθ + 1)
±eiγ(eiθ − 1)
 ,
ψ2−compHQV+ = ψ
2−comp(θ, θ) =
(√
n1e
iθ
√
n2
)
,
ψ2−compHQV− = ψ
2−comp(θ,−θ) =
( √
n1√
n2e
iθ
)
,
(E6)
where θ is the angle for the path encircling the vortices.
We emphasize that any half-quantized vortices should
have at least one energetically unfavorable point with
β = pi/2 or −pi/2 for Hspin−1 and ∆ϕ = pi for H2−comp
along the path θ, and they are topologically unstable
when qZ,J > 0. On the other hand, the integer vortices
expressed as
ψspin−1IV = ϕ(β, γ, θ) = e
iθ
√
n
2
ie−iγ sinβ√2 cosβ
ieiγ sinβ
 ,
ψ2−compIV = ψ
2−comp(2θ,∆ϕ)
= eiθ
( √
n1e
i∆ϕ/2
√
n2e
−i∆ϕ/2
)
,
(E7)
takes arbitrary values of β for Hspin−1 and ∆ϕ for
H2−comp along the path θ. Because the states ψspin−1
with β = 0 or β = pi and the ψ2−comp with ∆ϕ = 0 are
energetically favorable, topologically stable integer vor-
tex states are expressed as
ψspin−1IV =
√
n
 0eiθ
0
 ,
ψ2−compIV = e
iθ
(√
n1√
n2
)
.
(E8)
We consider the ansatzes for the vortex molecule
[1, 1]r0 , the vortex-antivortex pairs {1, 0}
r0− {−1, 0} and
{0, 1} r0− {0,−1}, and the molecule-antimolecule pair
[1, 1]δ
r0− [−1,−1]δ. In the case of two-component Bose
11
systems, they become
[1, 1]r0
: ψ2−comp(θ¯+r0,0, θ¯
−
r0,0
) =
( √
n1e
iθ¯r0,0√
n2e
iθ¯−r0,0
)
,
{1, 0} r0− {−1, 0}
: ψ2−comp(θ¯−r0,0, θ¯
−
r0,0
) =
(√
n1e
iθ¯−r0,0√
n2
)
,
{0, 1} r0− {0,−1}
: ψ2−comp(θ¯−r0,0,−θ¯−r0,0) =
( √
n1√
n2e
iθ¯−r0,0
)
,
[1, 1]δ
r0− [−1,−1]δ
: ψ2−comp(θ¯−r0,δ + θ¯
−
r0,−δ, θ¯
−
r0,δ
− θ¯−r0,−δ)
=
( √
n1e
iθ−r0,δ
√
n2e
iθ¯−r0,−δ
)
,
(E9)
where, θ¯r0,δ = tan
−1(y − δ/2)/(x − r0/2) and θ¯±r0,δ =
θ¯r0,δ ± θ¯−r0,δ. The interaction energies between vortices
can be calculated by inserting ansatzes [Eq. (E9)] into
the Hamiltonian [Eq. (E4)] as
E2−compint ([1, 1]r0) ∼ εJr0,
E2−compint ({1, 0}
r0− {−1, 0})
∼ 2pi~
2
m
n1 log(r0/ξ1) + εJr0,
E2−compint ({0, 1}
r0− {0,−1})
∼ 2pi~
2
m
n2 log(r0/ξ2) + εJr0,
E2−compint ([1, 1]δ
r0− [−1,−1]δ)
∼ 2pi~
2
m
(n1 + n2) log(r0/ξ),
(E10)
where εJ = γ~
√
qJ(n1 + n2)
√
n1n2/m is the energy den-
sity of the kink per unit length with γ = O(1), ξi =
~/
√
2mg1ni (i = 1, 2) is the vortex core size for the i-
th component, and ξ =
√
ξ1ξ2. In the same way, the
ansatzes in the case of the spin-1 spinor Bose system be-
comes
[1, 1]r0
: ψspin−1
(
θ¯−r0,0
2
, γ,
θ¯+r0,0
2
)
=
1
2
√
n
2
e−iγ(eiθ¯r0,0 − eiθ¯−r0,0)√2(eiθ¯r0,0 + eiθ¯−r0,0)
eiγ(eiθ¯r0,0 − eiθ¯−r0,0)
 ,
{1, 0} r0− {−1, 0}
: ψspin−1
(
θ¯−r0,0
2
, γ,
θ¯−r0,0
2
)
=
1
2
√
n
2
e−iγ(e
iθ¯−r0,0 − 1)√
2(eiθ¯
−
r0,0 + 1)
eiγ(eiθ¯
−
r0,0 − 1)
 ,
{0, 1} r0− {0,−1}
: ψspin−1
(
− θ¯
−
r0,0
2
, γ,
θ¯−r0,0
2
)
=
1
2
√
n
2
−e−iγ(e
iθ¯−r0,0 − 1)√
2(eiθ¯
−
r0,0 + 1)
−eiγ(eiθ¯−r0,0 − 1)
 ,
[1, 1]δ
r0− [−1,−1]δ
: ψspin−1
(
θ¯−r0,δ − θ¯−r0,−δ
2
, γ,
θ¯−r0,δ + θ¯
−
r0,−δ
2
)
=
1
2
√
n
2
e−iγ(e
iθ¯−r0,δ − eiθ¯−r0,−δ)√
2(eiθ¯
−
r0,δ + eiθ¯
−
r0,−δ)
eiγ(eiθ¯
−
r0,δ − eiθ¯−r0,−δ)
 ,
(E11)
and the interaction energies can be calculated as
E2−compint ([1, 1]r0) ∼ εZr0,
E2−compint ({1, 0}
r0− {−1, 0})
∼ pi~
2
m
n log(r0/ζ) + εZr0,
E2−compint ({0, 1}
r0− {0,−1})
∼ pi~
2
m
n log(r0/ζ) + εZr0,
E2−compint ([1, 1]δ
r0− [−1,−1]δ) ∼ 2pi~
2
m
n log(r0/ζ),
(E12)
where εZ = γ~
√
qZn2/(2m) is the energy density of the
kink per unit length, ζ = ~/
√
m
√
λ0λ1n is the vortex
core size. Interaction energies in the two systems are
also equivalent to each other by taking n1 = n2 = n/2
and qJ = qZ, and we can expect that the BKT transitions
of these systems show a similar behavior [57].
