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Abstract—We consider the optimization of distributed resource
scheduling to minimize the sum of task latency and energy
consumption for all the Internet of things devices (IoTDs) in a
large-scale mobile edge computing (MEC) system. To address this
problem, we propose a distributed intelligent resource scheduling
(DIRS) framework, which includes centralized training relying on
the global information and distributed decision making by each
agent deployed in each MEC server. More specifically, we first
introduce a novel multi-agent ensemble-assisted distributed deep
reinforcement learning (DRL) architecture, which can simplify
the overall neural network structure of each agent by partitioning
the state space and also improve the performance of a single agent
by combining decisions of all the agents. Secondly, we apply ac-
tion refinement to enhance the exploration ability of the proposed
DIRS framework, where the near-optimal state-action pairs are
obtained by a novel Lvy flight search. Finally, an imitation
acceleration scheme is presented to pre-train all the agents, which
can significantly accelerate the learning process of the proposed
framework through learning the professional experience from a
small amount of demonstration data. Extensive simulations are
conducted to demonstrate that the proposed DIRS framework is
efficient and outperforms the existing benchmark schemes.
Index Terms—Multi-agent reinforcement learning, Distributed
deep reinforcement learning, Imitation learning, Resource
scheduling, Lvy flight.
I. INTRODUCTION
Recently, with the rapid increase of resource-intensive tasks,
e.g., augmented reality (AR), Internet of things (IoT) appli-
cations and autonomous driving, the quality of our life has
the potential to be improved greatly. However, due to the
limited size and battery life of IoT devices (IoTDs), these
applications may be difficult to be implemented in practice.
Fortunately, mobile edge computing (MEC) has been proposed
recently as a promising technique to liberate IoTDs from
computation-intensive tasks by allowing them to offload their
high workloads to edge servers [1].
However, due to the large number of IoTDs, one edge
server may not be powerful enough to support all the devices
at the same time. Thus, multiple MECs may be deployed
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to support the IoTDs. Then, it is critical to determine the
offloading decision and resource allocation between computing
and communication resource from different MECs to IoTDs.
[1].
Unfortunately, the above problem is normally formulated
as a mixed integer nonlinear programming (MINLP) problem
[2], which involves integer variables (i.e.,offloading decision)
and continuous variables (i.e., communication and computing
resource allocation). This problem is very difficult to solve in
general, especially in large-scale IoTD scenarios and dynamic
environments. Some traditional solutions have been applied to
solve the above problem, such as game theory [3], branch-and-
bound method [4] and dynamic programming [5]. However,
these solutions normally needs a large amount of computing
resource and it is difficult to realize online decision making
process. Some other solutions, such as convex relaxation [6]
and heuristic local search [7] algorithms are also applied
to handle the above problems. However, those algorithms
normally need a considerable amount of iterations to achieve
a satisfying local optimum, which may not be suitable for
dynamic environment. Moreover, with the increase of the
number of IoTDs and MEC servers, the complexity of the
above-mentioned traditional solutions increases significantly,
which makes them very difficult to be applicable in large-scale
environment.
Fortunately, the emerging deep reinforcement learning
(DRL) approach has shown great potential in solving the
above-mentioned joint optimization problem. However, there
are still several challenges yet to be addressed: 1) Value-based
DRL (e.g., Q-earning [8], DQN [9] [10] and double DQN
[11]) can only work well in a limited action space, which
is inefficient in large-scale application scenarios; 2) Although
policy-based DRL (e.g., DDPG [12] [13], A3C [14]) can
update policy by computing policy gradient for maximizing
the expected value of Q function, it is difficult to converge in
dynamic environment, especially for distributed architecture
[15].
In this paper, we aim to develop a distributed intelligent
resource scheduling (DIRS) framework, which can be applied
to large-scale MEC systems with multiple MECs and IoTDs
in dynamic environment. To enhance the performance of the
framework, centralized training scheme is designed, whereas
decentralized decision making is proposed to increase the
flexibility of the framework. The main contributions are sum-
marized as follows:
Firstly, the system model is proposed with the aim of
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minimizing the sum of task latency plus energy consumption
for all the IoTDs. Then, we decompose the proposed MINLP
optimization problem into an offloading decision sub-problem
and a communication and computing resource allocation sub-
problem, which can reduce the complexity of the original prob-
lem and guarantee that the solutions meet all the constraints.
Then, we propose a distributed multi-agent ensemble DRL
framework for solving the decision making sub-problem. In
this framework, one agent is deployed in each MEC to conduct
the distributed decision making for IoTD offloading tasks to
this MEC. To improve the performance of the whole system,
we have a scheduler deployed in the Core-MEC (C-MEC) to
conduct the centralized training with the global information in
the training stage. Ensemble learning is introduced into this
distributed DRL framework to simplify the neural network
structure of each agent by partitioning the state space and
improve the performance of a single agent by combining
decisions of all the agents. Once the centralized training
is completed, each agent in MEC can make decentralized
offloading decision only with local information.
Next, we present a Lvy flight search as the action refinement
to find the best actions for the DRL model according to the
current state. Lvy flight search can help the DRL framework to
skip the local optimum. In the Lvy flight search, h mutation
operator is used to generate mutant vector according to the
channel state information, and then the Lvy crossover operator
is applied to avoid candidate vector trapping into the local
optimum. Finally, greedy selection operator is applied to select
the better solution between candidate vector and original
solution.
Finally, we propose an imitation acceleration scheme, which
combines the DRL and imitation learning to accelerate the
training process of all the agents. We first generate a small
amount of demonstration data, and then we pre-train all the
agents using a novel demonstration loss function, which can
reduce the training time and increase the stability of the DRL
based framework.
The rest of this paper is organized as follows. Section
II presents a review of related works. Section III describes
the system model and problem formulation. Section IV in-
troduces two different distributed DRL paradigms. Section V
describes the detailed design of the DIRS framework. Section
VI presents the simulation results, followed by the conclusions
in Section VII.
II. RELATED WORKS
The DRL-based algorithms have attracted extensive atten-
tion in the resource scheduling field. In the following, we
present the related works from four aspects: Value-based DRL,
Policy-based DRL, Distributed DRL, and Hybrid DRL.
Value-based DRL method: In [8], a Q-learning algorithm
with value-difference based exploration policy was proposed
to solve the evolved NodeB (eNB) selection. In [9], a deep Q-
leaning based offloading scheme was presented to optimize of-
floading policy according to the current battery level, the radio
transmission rate and the harvested energy in the MEC system.
In [10], a deep Q network (DQN) approach was introduced
to optimize the networking, caching, and computing resources
in the vehicular networks. Moreover, in [11], a double DQN
based method with Q-function decomposition technique was
applied to optimize stochastic computation offloading.
Policy-based DRL: In [12], a deep deterministic policy
gradient (DDPG) method was used to design the trajectory
of UAVs by jointly considering the communications cover-
age, fairness, energy consumption and connectivity. Also, in
[13], DDPG was introduced to generate appropriate resource
allocation decisions to satisfy the quality-of-service (QoS)
requirements in an MEC system with vehicular applications.
In [14], the DRL was introduced to optimize the blockchain
enhanced MEC system and an asynchronous advantage Actor-
Critic (A3C)-based computation offloading and resource allo-
cation algorithm was applied to maximize the computation rate
of MEC systems and the transaction throughput of blockchain
system by jointly optimizing block size, block interval, of-
floading decision and power allocation.
Distributed DRL: In [16], a distributed DQN was applied to
search the optimal sub-band and power level for transmission,
and each vehicle-to-vehicle link was considered as an agent
and trained in a decentralized way. Then, in [17], a decentral-
ized offloading policy learned by DDPG for a multi-user MEC
system was proposed, in which each DDPG was adopted to
learn the efficient offloading policy interdependently at each
mobile user.
Hybrid DRL method: In [18], the DRL with self-supervised
learning was introduced to solve the complex resource allo-
cation problem for a collaborative MEC network, in which
the transitions are collected from Monte Carlo Tree Search in
a self-play mode. In [19], a generative adversarial network-
powered deep distributional Q network (GAN-DDQN) was
proposed to learn the action-value distribution driven by min-
imizing the discrepancy between the estimated and the target
action-value distribution, which can be used to solve demand-
aware resource allocation problem.
However, none of the above contributions considered the
application of distributed DRL in online resource scheduling
for large-scale MEC systems, which can be seen as a complex
MINLP problem. Traditional value-based and policy-based
DRL cannot be applied in a large scale scenario. For example,
the value-based DRL can only work well in a limited action
space, thus it may not be suitable for large-scale offloading de-
cision making environment. The output of policy-based DRL is
continuous, so it is hard to output integer offloading variables
and it is normally difficult to converge in dynamic environment
[15]. Distributed DRL has a great potential in addressing the
above-mentioned issues by conducting distributed learning and
dynamic decision in large-scale application scenarios [17].
However, the conventional contribution considered no global
information of the whole system and just utilized the local
information of each agent independently [16], [17].
In this paper, we propose a DIRS framework, by combining
distributed decision making process and centralized training
with the aid of ensemble learning and imitation learning,
which has considerable performance gain over the conven-
tional solutions.
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III. SYSTEM MODEL AND PROBLEM FORMULATION
A. System model
Fig. 1: Proposed MEC system
Fig. 1 shows our proposed system with one C-MEC and
M normal MECs, denoted as the set of M = {1, 2, . . . ,M}.
C-MEC is deployed at the macro base station, whereas the
other edge servers are installed in each small base sta-
tion. We assume there are N IoTDs, denoted as the set of
N = {1, 2, . . . , N}. Each IoTD has a computation task to
be executed, which can be either offloaded to the MECs or
processed locally.
We define the computing task in each IoTD as Ui, where
Ui = (Fi, Di) ,∀i ∈ N [20], Fi denotes the total number of
the CPU cycles and Di describes the data size transmitting to
the MEC if offloading action is conducted. Di and Fi can be
obtained by using the approaches provided in [21].
Then, the overall time consumption of completing a task
can be given by
Tij = T
Tr
ij + T
C
ij =
Di
rij
+
Fi
fij
,∀i ∈ N ,∀j ∈M (1)
where TTrij is time consumed for data offloading from the i-
th IoTD to the j-th MEC, TCij is execution time in an MEC
server if the i-th IoTD offloading task to the j-th MEC server,
fij is the computation capacity of the j-th MEC allocating to
the i-th IoTD and j = 0 if IoTD executes the task locally.
Also, rij denotes the offloading data rate from the i-th IoTD
to the j-th MEC, which can be given by
rij = B log2
(
1 +
pTijhij
σ2
)
,∀i ∈ N ,∀j ∈M (2)
where B is the channel bandwidth, σ2 is the noise spectral
density and hij is the channel gain which is given by
hij =
β0lij
(Xj − xi)2 + (Yj − yi)2
,∀i ∈ N ,∀j ∈M (3)
where β0 denotes the channel power gain at the reference
distance, lij describes the small-scale fading factor, (xi, yi) is
the coordinate of the i-th IoTD, and (Xj , Yj) is the coordinate
of the j-th MEC.
We consider a binary offloading strategy as
aij = {0, 1},∀i ∈ N ,∀j ∈M (4)
where aij = 1, j 6= 0 denotes that the i-th IoTD decides to
offload the task to the j-th MEC, while aij = 0, j 6= 0 denotes
that the i-th IoTD decides not to offload the task to the j-th
MEC, and aij = 1, j = 0 denotes that the IoTD conducts the
task locally. We assume that one IoTD can access to at most
one edge server, which is formulated as follows:∑
j∈M′
aij = 1,∀i ∈ N (5)
where M′ = {0, 1, 2, . . . ,M} denotes the possible places at
which the tasks can be executed and j = 0 denotes that the
task is conducted locally.
Also, assume that the computing resource of each MEC is
constrained by
N∑
i=1
aijfij ≤ FMECj, max,∀j ∈M (6)
where FMECj, max is the computational capability of the j-th
MEC.
Then, define P IoTDi, max as the maximum transmission power
that each IoTD can apply and then one has
M∑
j=1
aijp
T
ij + ai0p
E
i ≤ P IoTDi, max (7)
where pTij is the transmission power from the i-th IoTD to the
j-th MEC server and pEi is the execution power of the i-th
IoTD which is given by pEi = κi (fi0)
vi ,∀i ∈ N , and fi0 is
the local computing capacity and is a fixed value in this paper,
κi ≥ 0 is the effective switched capacitance and vi ≥ 1 is the
positive constant. To match the realistic measurements, we set
κi = 10
−27 and vi = 3 [20].
B. Problem Formulation
For each IoTD, the time consumption is
Ti =
∑
j∈M
aijTij + ai0
Fi
fi0
. (8)
Also, for each IoTD, the energy consumption is given by
Ei =
∑
j∈M
aij(p
T
ijT
Tr
ij ) + ai0
Fi
fi0
pEi . (9)
Then, define Φi as
Φi = φTTi + φEEi. (10)
where φT and φE are weighted coefficients.
In this paper, we aim to jointly optimize the offloading
selection, computing resource allocation, and power allocation
to minimize the weighted sum of task latency and energy
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consumption of all tasks. Specifically, we formulate the op-
timization problem as follows:
P0 : min
a,f ,p
∑
i∈N
Φi
s.t. (4)− (7) (11)
where a = {aij |i ∈ N , j ∈M′}, f = {fij |i ∈ N , j ∈M′},
p = {pij |i ∈ N , j ∈M′} are vectors for offloading decisions,
computing resource allocation and transmission power from
each IoTD, respectively. One can see that this problem in-
cludes both integer and continuous variables. If IoTD conducts
the task itself, the energy consumption can be expressed as
pi0 = p
E
i . Also assume that h = {hij |i ∈ N , j ∈M} are
time-varying input values, whereas other parameters are fixed.
C. Problem transformation
One can see that Problem P0 is an MINLP, which is very
difficult to address in general. This problem becomes even
more complex if it involves large-scale variables. To obtain
the low complexity solution, we first decompose this problem
into two sub-problems: 1) Offloading decision making sub-
problem and 2) Resource allocation sub-problem.
Firstly, we propose a distributed DRL framework to obtain
optimal offloading decision a from the interaction between
distributed agent and global environment. Once the offloading
variable a is obtained, the resource allocation sub-problem can
then be expressed as follows:
P1 : min
f ,p
∑
i∈N
φT
∑
j∈M
aij
(
Di
rij
+
Fi
fij
)
+ ai0
Fi
fi0
+
φE
∑
j∈M
aijp
T
ij
Di
rij
+ ai0
Fi
fi0
pEi

s.t. (6)(7). (12)
Then, we can decouple the above problem into the following
optimization to facilitate the distribute decision making in each
MEC as
min
fj ,pj
∑
i∈N
φT
(
aij
(
Di
rij
+
Fi
fij
)
+ ai0
Fi
fi0
)
+ φE
(
aijp
T
ij
Di
rij
+ ai0
Fi
fi0
pEi
)
,∀j ∈M
s.t. (6)(7). (13)
The above problem only includes the continuous variables
and therefore can be easily addressed using conventional
convex optimization tools or heuristic optimization methods.
IV. DISTRIBUTED DRL FRAMEWORK
Before introducing our proposed framework, we first review
two different modes of distributed DRL: (1) Decentralized
training with decentralized inference (i.e., Fig. 2) and (2)
Centralized training with decentralized inference (i.e., Fig. 3).
In the first mode, we have M agents interacting with the
environment in discrete decision epochs. The environment then
Fig. 2: Distributed DRL paradigm with decentralized training
and inference
Fig. 3: Distributed DRL paradigm with centralized training
and decentralized inference
generates a set of states st = {s1,t, . . . , sM,t} at the time slot t
and the agents carry out a set of actions at = {a1,t, . . . , aM,t}
based on a set of policy pit = {pi1,t, . . . , piM,t} with parameters
θt = {θ1,t, . . . , θM,t}, which can be expressed as an unknown
function mapping as:
pit = (st → at). (14)
Then the environment produces a reward rj,t according to
the action aj,t of the j-th agent. For improving aj,t, the j-
th agent updates the policy pij,t periodically until the current
policy generates a locally optimal action a∗j,t to obtain the
maximum local reward.
In the second mode, according to the actions at =
{a1,t, . . . , aM,t} of all the agents, the environment produces a
global reward rt. For obtaining the maximum globally optimal
reward rt, each agent j updates its policy pij,t periodically
until all the policies pit = {pi1,t, . . . , piM,t} with parameters
θt = {θ1,t, . . . , θM,t} achieving the globally optimal action
a∗t to obtain the maximum global reward for all the agents
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in the training process. After training process, all the agents
execute actions independently to make local inference.
One can see that as the second mode considers the global
reward in the training process, and therefore it potentially has
better performance than the first mode, especially in large-
scale application scenarios [15]. Therefore, in our problem, a
distributed DRL is proposed by combing the centralized train-
ing and decentralized decision making process. Specifically,
the C-MEC is responsible for the centralized training while
each MEC can make its local decision in the inference stage.
Next, we give the proposed DIRS framework in details.
V. DISTRIBUTED INTELLIGENT RESOURCE SCHEDULING
(DIRS) FRAMEWORK
In this section, we will introduce the proposed DIRS frame-
work, which focuses on joint computation offloading decision
and resource allocation in dynamic environment. Distributed
model-free DRL is introduced to address the offloading deci-
sion making problem, as it is a goal-oriented method which
can learn the optimal policy through the interaction between
agent and environment. In a large-scale MEC system with
multiple users, there are several challenges to be addressed
as follows: (1) The policy is randomly distributed and the
experience replay buffer is sparse at the beginning of the
learning process, so that the interaction process is inefficient
and the DRL framework is difficult to converge, especially in
dynamic situations. (2) Because of the large number of users,
the state space of the DRL is extremely large, which increases
the difficulty of policy learning. (3) The action exploration is
very challenging because of the complex optimization problem
such that the DRL is difficult to explore the optimal action
and the search is prone to trap into local minimum. These
challenges prohibit the DRL from being directly applied in
the real environment. To tackle the above-mentioned issues,
we present a DRL-based DIRS framework with centralized
training and decentralized inference in decision making stage.
Next, we give a brief introduction of the proposed framework.
A. The framework outline
The DIRS framework is illustrated in Fig. 4, which includes
local agents and a global scheduler. Specifically, the local
agents are deployed on each MEC to conduct the independent
decision making, and a global scheduler is deployed on the
resource-abundant C-MEC to conduct the centralized training,
which involves local information exchange of all the agents,
generation of demonstration data by using imitation accelera-
tion scheme and refinement of the actions with the aid of Lvy
flight search. In online inference stage, each MEC only needs
to perform some simple algebraic calculations with the help of
local agent enhanced by DRL instead of solving the original
optimization problem.
The workflow of the DIRS framework is presented in
Algorithm 1. Firstly, we initialize parameters of all deep
neural networks (DNNs) in M agent with the parameters
θ0 =
{
θ01, . . . , θ
0
M
}
randomly generated and we also initialize
an empty replay buffer D. Then, we pre-train all the agents
using demonstration data produced by the imitation acceler-
ation scheme (i.e., Algorithm 2) and obtain the pre-trained
parameters of all the agents θD =
{
θD1 , . . . , θ
D
M
}
, and then
keep all the demonstration data in the replay buffer D. Next,
the online training stage and online distributed inference stage
are executed. Particularly, the online distributed inference stage
is performed continuously, where each agent j generates an
offloading action aj = {a1j , . . . , aNj} for N IoTDs according
to the channel state information hj = {h1j , . . . , hNj}, and
obtains pj = {p1j , . . . , pNj} and fj = {f1j , . . . , fNj} by
solving Problem (13) independently. The online training stage
is performed at every interval φ by multi-agent ensemble
algorithm (i.e., Algorithm 3) and Lvy flight search algorithm
(i.e., Algorithm 4), and then the learned parameters of all
M agents θ = {θ1, . . . , θM} are updated. These two stages
are alternately performed and the offloading policies of all the
agents can be gradually improved in the iteration process.
Algorithm 1 DIRS framework
Input: hj,t, TDRL, φ.
Output: aj,t, pj,t, fj,t.
1: Initialize M agents with policies randomly parameterized
by θ0.
2: Initialize an empty replay buffer D.
Offline pre− training stage
3: Train all agents using demonstration data by Algo-
rithm 2, and obtain the demonstrated parameters of all
agents θD.
4: Keep all demonstration data in the replay buffer D.
Online decentralized inference stage
5: while t < TDRL do
6: for each agent j do
7: Obtain the channel state information hj,t according
to the environment.
8: Generate the offloading action aj,t = pi (hj,t|θj,t)
independently.
9: Obtain pj,t and fj,t by solving Problem (13) inde-
pendently.
10: end for
Online training stage
11: if t mod φ = 0 then
12: Train all agents using Algorithm 3 and Algo-
rithm 4.
13: end if
14: end while
In general, the DIRS includes three work stages: (1) Offline
pre-training stage is applied to accelerate the DRL training
for the large-scale application scenarios; (2) Online training
stage is introduced to track the variations of the real scenarios
in dynamic environments; (3) Online decentralized inference
stage is presented to make real-time decisions. Moreover, there
are three key improvements of the DIRS framework compared
to traditional DRL: (1) An imitation acceleration scheme is
presented to generate demonstration data and initialize the
parameters of distributed agents rather than initializing them
randomly to accelerate the learning speed of the distributed
DRL (i.e., Subsection-V-B). (2) Multi-agent ensemble algo-
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Fig. 4: The DIRS framework
rithm is proposed in Subsection-V-C for large state space
partition and decision consolidation, in which the original
channel state information h is regarded as the current state s of
DRL and it is divided into smaller subsets {h1, h2, . . . , hM}
according to the ownership of MECs. Finally, the maximum
vote approach is applied to integrate the results of all dis-
tributed agents, and obtain the ensemble offloading decision
ae according to the maximum vote. This method can realize
dimensionality reduction for the DNN in each agent and
simplify the policy learning in each sub-state space. (3) A
novel Lvy flight search is introduced in Subsection-V-D for
action refinement, which can enhance the action exploration
of DRL. Then the optimal offloading action a∗ is achieved by
maximizing the reward which is cached into the replay buffer
D. One can see that the DIRS framework is a model free DRL
which can provide distributed decision making and resource
allocation without solving the original MINLP problem. We
describe the implementation details of each module in the
following subsections.
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B. Imitation acceleration scheme
In large-scale scenarios, distributed DRL typically requires
to learn a huge amount of data before they reach reasonable
performance, which is very time-consuming by trial and error.
This is the major drawback of the DRL to solve the large-
scale optimization problem. Recently, imitation learning has
been shown to help address this difficult exploration problems
in DRL [22].
Imitation learning focuses on imitating human learning or
expert demonstration for controlling the behaviour of the
agent, which can help DRL reduce the time required to learn
by an agent to a great extent through reducing the number of
trials [23]. In DRL, imitation learning can help an agent to
achieve better performance in complex environment by pre-
training it with the demonstration data.
In the proposed DRL, we propose an imitation acceleration
scheme combined with DRL and imitation learning. The
imitation acceleration algorithm leverages relatively a small
amount of demonstration data to pre-train the agents in our
framework, which can significantly accelerate the learning
process of the distributed DRL. The details of the imitation
acceleration scheme are described as follows.
Firstly, we collect demonstration data by leveraging the
optimization algorithm for solving the problem in Eq. (11).
In general, the algorithm can be divided into three categories:
(1) If the action space is small, we can use the exhaustive
search approach to obtain the optimal decision. (2) If the
action space is medium, we can use some mixed integer
programming solver (e.g., CPLEX). (3) If the action space is
large, we can use some global heuristic algorithms to obtain
suboptimal decisions [24]. In our study, the demonstration
data is generated from the Lvy flight search with small value
of parameter β (to be introduced in Subsection-V-D) which
is suitable for solving large-scale MINLP problems and can
possibly achieve globally optimal solutions [25]. Then the
channel state information as well as its optimal offloading
actions solved by the Lvy flight search are stored into the
replay buffer D.
Secondly, we define a novel demonstration loss function,
which is a combination of two losses:
L1(θ) = LD(θ) + λ1LL2(θ) (15)
where LD(θ) = − 1K
∑
k∈K
(
(a∗k)
T
log (pi (hk|θ)) + (1− a∗k)T
log (1− pi (hk|θ)) is the demonstration data loss which is the
cross-entropy for demonstration data and K is the number of
demonstration data in the batch, whereas LL2(θ) = ‖θ‖2 is
the L2-norm of θ, which can increase the generalization of
DNN in each agent.
Third, we initialize the pre-training process of all the agents
solely on the demonstration data before starting any interaction
with the environment.
Finally, once the offline pre-training phase is complete, all
the agents start to act in the environment. Then the online
training stage and distributed inference stage are alternately
executed. We describe the whole process of Algorithm 2 as
follows.
Algorithm 2 Imitation acceleration algorithm
Input: TD.
Output: pre-trained parameters θD.
1: Generate demonstration data and record them in the replay
buffer D.
2: while t<TD do
3: Sample a minibatch of K transitions from replay buffer
D.
4: Train all agent and update the offloading policy pit with
parameters θD using the demonstration loss in Eq. (15).
5: end while
C. Multi-agent ensemble based distributed DRL algorithm
In the proposed large-scale MEC systems with a large num-
ber of IoTDs, the traditional DRL suffers from the challenge
that the state space is also extremely large, and therefore
it is difficult to train a steady policy because of the partial
observability of the large state space. To address this, we
introduce ensemble learning to enhance the distributed DRL
as follows.
Ensemble learning is a machine learning method that gen-
erates and combines multiple inducers to solve the complex
optimization problem. The intuitive explanation behind en-
semble learning stems from human nature and the tendency
to gather different opinions and combine them to make a
complicated decision [26]. There are many advantages to
introduce ensemble learning into our DIRS framework as
follow.
(1) Global optimization: a single agent that conducts local
inference may get stuck in a local optimum. By combining
several agents, ensemble methods can decrease the risk of
obtaining a locally minimal solution.
(2) Dimensionality reduction: each agent can be constructed
and trained using a selected subset of all the features (i.e., its
own channel gains), which can reduce the impact of the curse
of dimensionality by reducing the state space for each agent.
(3) Output manipulation: the original offloading decision
can be seen as a multi-class classification problem for multiple
MECs, but each agent is a binary classifier. By applying
ensemble learning, many binary classifiers can be combined
into a multi-class classifier, which can simplify the decision
process of each agent.
To this end, we propose a multi-agent ensemble algorithm
to support the distributed DRL, in which the basic components
are redefined as follows.
(1) State space: The overall channel state information is
h = {hij} ,∀i ∈ N ,∀j ∈M. We also assume that each agent
in each MEC can only obtain its own related channel state
information, and therefore the state of agent j is denoted as
hj = {h1j , . . . , hNj}.
(2) Action space: We define two kinds of action, i.e., global
action and local action for each agent. Specifically, global
action is applied in the training stage, whereas local action
is generated in each agent for the distributed decision making.
The global action is defined as ae = {ai} ,∀i ∈ N , where
ai = 0 means the i-th IoTD decides to execute the task itself,
SUBMITTED FOR REVIEW 8
whereas ai = j means that the i-th IoTD decides to offload
the task to the j-th MEC, where j ∈ M. The local decision
in the j-th agent is defined as aj = {a1j , . . . , aNj}, where
aij = 1 means that the i-th IoTD decides to offload the task
to the j-th MEC, while aij = 0 means the i-th IoTD decides
not to offload the task to the j-th MEC. One can see that each
agent can make distributed decision according to its own local
information.
(3) Reward: The global reward is defined as the reciprocal
of the objective function in Eq. (11).
(4) Policy: The policy pij (hj |θj) of each agent j is imple-
mented by applying a DNN, where θj is the parameters of the
DNN at the j-th agent.
(5) Vote: The output of each agent can be combined by
voting solutions. The final solution is chosen based on the
highest value of the decisions of all the agents. Here we give
an example to illustrate the proposed voting process. Suppose
there are three MECs and the outputs of three agents for the i-
th IoTD are ai1=0.7, ai2=0.8 and ai3=0.2, respectively. Since
the second value ai2 is the highest number, we can have the
global ensemble action of the i-th IoTD aei as 2, which means
this IoTD will offload the task to the second MEC. If all the
values of the i-th IoTD are lower than 0.5, then we set the
corresponding ensemble action aei of the i-th IoTD as 0.
(6) Prioritized experience replay: The scheduler in C-MEC
refines the global action by applying Lvy flight search (to
be introduced in Subsection-V-D) and adds the self-generated
data to its replay buffer D. Data will be added to the replay
buffer until it is full, and then the agent starts to over-
write old data in this buffer during the online training stage.
Prioritization batch is also used in the replay buffer. The
probability of sampling transitions i is defined as
Pi =
wτi∑
k∈K w
τ
k
(16)
where wi = |∆δt|+ and  is small positive constant that guar-
antees that all the transitions can be sampled. Two different
A and D can be applied to control the relative sampling of
the agent generated data versus the demonstration data. ∆δt
is the average loss function variation of all the agents. The
exponent τ determines the intensity of prioritization.
(7) Loss function: The loss function of the DNN in the agent
is proposed as follows:
L2(θ) = L1(θ) + λ2LA(θ) (17)
where L1(θ) is the demonstration loss function defined in Eq.
(15) and LA(θ) is the agent generated data loss which is given
by
LA(θ) = − 1
S
∑
k∈S
(
(a∗k)
T
log (pi (hk|θ))
+ (1− a∗k)T log (1− pi (hk|θ))
) (18)
where S is the number of agent generated transitions in the
batch.
When we initialize the environment and obtain the state,
the offline training stage is performed, in which each agent
j generates the offloading action aj,t according to the policy
pij,t (hj,t|θj,t) at the time slot t. Then, we obtain the global
offloading decision aet according to the maximum vote of all
the agents. To increase efficiency of action exploration, we
search the best a∗t by applying Algorithm 4, and then we
append the state-action pairs {ht, a∗t } to the replay buffer D
as training samples of all the agents. Next, we sample a batch
of transitions by applying priority strategy discussed before,
and then we train all the agents using the Adam algorithm [27]
and update all the offloading policies pit = {pi1,t, . . . , piM,t} by
minimizing the loss function defined in Eq. (17). We describe
the whole process of Algorithm 3 as follows.
Algorithm 3 Multi-agent ensemble algorithm
Input: ht, at,D.
Output: θt.
1: Integrate the global aet by voting form all agents.
2: Find the best a∗t by Algorithm 4.
3: Append the state-action pair {ht, a∗t } to the replay buffer
D.
4: Sample a random minibatch of transitions by priority
strategy using Eq. (16) from replay buffer D.
5: Feed these transitions to all agents.
6: for each agent j do
7: Update agent parameters θj,t by minimizing the loss
function in Eq. (17) in distributed way.
8: end for
D. Lvy flight search
Action exploration is an important part in DRL. Traditional
DRL normally uses random process for action exploration
(e.g., -greedy), which is blind and inefficient in large action
space [15]. Some local search methods are also applied for
action exploration which can achieve the suboptimal offloading
policy pi [28], [29]. However, these local search methods are
easily stuck in local optimum and the right offloading policy
cannot be guaranteed, especially in large-scale MEC systems
[28]. To address this problem, we introduce a novel Lvy
flight search, which can jump out of local optimum with high
efficiency, to find the best offloading action a∗t according to
aet in DRL. After Lvy flight search, the newly generated state-
action pairs {st, a∗t } at time slot t are appended to the replay
buffer as training transitions of all the agents.
In recent years, Lvy flight as a heuristic algorithms has been
applied to various areas [25], [30]. One remarkable merit of
Lvy flight is that it can explore the search space more effi-
ciently than standard Gaussian process considering its heavy-
tailed effect [31]. Specifically, Lvy flight mainly consists of
small steps for local search and occasionally large steps or
long-distance jumps for escaping from the local optimum.
Such small steps can accelerate the convergence speed while
long jumps can avoid the problem of the algorithms premature,
especially in a large-scale action space.
Lvy flight is a random process whose step distance is
drawn from Lvy distribution. Mathematically speaking, the
Lvy distribution has a simplified form as follows:
Lvy (s) =
1
pi
∫ ∞
0
exp
(−α|k|β) cos(ks)dk (19)
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where 1 < β ≤ 2 is a variation factor. This integral turns into
the Cauchy distribution when β = 1, while it turns into the
Gaussian distribution when β = 2. Also, α > 0 is the scaling
factor and s is the step length of Lvy flight, which can be
calculated as follows [32]:
d =
u
|v| 1β
(20)
where u and v are drawn from Gaussian distribution, which
can be calculated by
u ∼ N (0, σ2u) , v ∼ N(0, 1) (21)
where σu can be calculated by
σu =
{
Γ(1 + β) · sin(pi · β/2)
Γ[(1 + β)/2] · β · 2(1+β)/2
} 1
β
(22)
where Γ is the standard Gamma function.
Traditional Lvy flight is used to generate a new solution in
the heuristic search as follows:
xi(G) = xi(G− 1) + ηdi (23)
where xi(G) is the solution at iteration G, di is a Lvy flight
step, and η is a scale weight.
However, there are two disadvantages that avoid Lvy flight
from being directly applied to our distributed DRL algorithm.
Firstly, the search step di output from Lvy flight is a continu-
ous real number, but the offloading decision ai in our problem
is an integer value. Secondly, it does not take advantage of
the channel state information in the search process. To tackle
these issues, we propose a novel Lvy flight search, in which
the solution can be represented as:
x = [a1, . . . , aN , f1, . . . , fN , p1, . . . , pN ] (24)
where N is the number of IoTDs, ai, fi and pi denote
the offloading decision, allocated computation resource and
transmission power of the i-th IoTD, respectively.
The Lvy flight search consists of three operations: h muta-
tion, Lvy selection and greedy selection. We introduce each
of them as follows.
(1) h mutation: channel state information h provides the
prior information to create a mutant vector ami (G). The h
mutation is applied by comparing the normalized hij with a
Lvy flight step, which represents that the IoTD that offloads
the task to the MEC with higher hij has a higher stability.
Thus, the h mutation for the integer part of the solution can
be represented as follows:
ami (G) =
 randm if γdi >
hi,ai∑
j∈M hij
ai(G− 1) otherwise
(25)
where randm ∈M′ is a randomly generated integer to ensure
that the i-th IoTD will offload the task to an MEC or execute
the task itself, γ is a decreased weight calculated as follows:
γ = 2− 2G/Gmax (26)
where Gmax is the maximum iteration number.
The rest part of the solution (e.g., fmi (G) and p
m
i (G)) is
generated by Eq. (23).
2) Lvy crossover: the Lvy crossover is carried out to produce
a candidate vector xci (G) by combining the mutant vector
xmi (G) and a target vector xi(G − 1), which is achieved by
comparing the weighted Lvy flight step with a threshold th.
Thus, the Lvy crossover is represented as follows:
xci (G) =
{
xmi (G) if γdi > th
xi(G− 1) otherwise
(27)
3) Greedy selection: The selection operator determines
whether the candidate vector xci (G) or the target vector
xi(G − 1) survives into the next iteration. Greedy selection
is used to select the vector with the better fitness as follows:
xi(G) =
{
xci (G) if f (x
c
i ) < f (xi(G− 1))
xi(G− 1) otherwise
(28)
where f(·) denotes the objective function in Eq. (11).
In a word, the Lvy flight search employs the channel state
information to guide the mutation of solution, and introduces
Lvy steps to avoid solution trapping into the local optimum,
so it is an efficient action exploration method. The detailed
description of the Lvy flight search algorithm is provided in
Algorithm 4.
Algorithm 4 Lvy flight search algorithm
Input: aet , β, th
Output: a∗t
1: Initialize x(0) with ensemble offloading decision aet , and
random computation resource and energy resource alloca-
tion.
2: while G ≤ Gmax do
3: Generate Lvy search step di by Eq. (20)-Eq. (22).
4: Generate a mutant vector xmi (G) with a
m
i (G) by Eq.
(25)-Eq. (26), and fmi (G) and p
m
i (G) by Eq. (23) in h
mutation.
5: Obtain a candidate vector xci (G) by Lvy crossover in
Eq. (27).
6: Calculate the fitness of xci (G) and xi(G−1) by solving
the objective function in Eq. (11).
7: Select the subsequent solution xi(G) by greedy selec-
tion in Eq. (28).
8: Update γ according to Eq. (26).
9: end while
In addition, variation factor β is the key parameter of Lvy
flight to balance global and local search. If β value is large, the
step size of Lvy flight will be restricted in a small search range,
which can really focus on the local search and occasionally
global search. Therefore, larger β value implies the faster
convergence speed and slightly lower solution accuracy. If the
β value is small, the search length of walking distance of
Lvy flight is long so that the global search can be enhanced
and the optimal solution is achieved with slow convergence
speed. For these above reasons, we use Lvy flight search with
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TABLE I: Simulation parameters
Parameters Assumptions
Data size of task Di 100kB
Required CPU cycles of task Fi 109 cycles/s
Bandwidth B 1MHz
Local Computational Capability fi0 109 cycles/s
Remote Computational Capability FMECmax 50 · 109 cycles/s
Maximum transmission power P IoTDmax 1.5W
Noise Spectral Density σ2 10−12W/Hz
large β value in online training stage (i.e., Ensemble learning
at Algorithm 3) and apply Lvy flight search with small β
value in offline pre-training stage (i.e. Imitation acceleration
at Algorithm 2).
VI. SIMULATION RESULTS AND NUMERICAL ANALYSIS
A. Simulation environment settings
We first present experimental settings of the MEC scenario
in Table I. The parameters of the DIRS framework are chosen
as follows: TDRL=3000, replay buffer size=1024, minibatch
size=256 and training interval φ=10. We use a 4-layer fully-
connected DNN in the agent, which includes 30, 80, 60
and 30 neurons in each layer, respectively. The parameters
of the imitation acceleration scheme are chosen as follows:
TD=1000, λ1=10−4. The parameters of the multi-agent en-
semble algorithm are chosen as follows: λ2=0.5, A=0.08 and
D= 0.02. The parameters of the Lvy flight search are chosen
as follows: β=1.5 and th=0.5. We assume there are two MEC
servers and 30 IoTDs randomly distributed in the squared
area with size 50m×50m. Next, we present two different
evaluations to verify the performance of the DIRS framework.
B. Centralized training performance evaluation
Imitation learning is used as a pre-training tool in our
DIRS framework, and the amount of demonstration data will
influence the performance of pre-training. We compare the
performance of imitation learning with various quantities of
demonstration data using different loss functions in TABLE
II. It can be stated that, with the growth of the demonstration
data quantity, the training accuracy and testing accuracy first
increases and then stabilize when the demonstration data quan-
tity is above 256. This is because increasing demonstration
data can allow the DNNs to learn more information from the
problem. However, the DNNs may not improve its learning
performance significantly when demonstration data quantity
is above 256. For this reason, in the follow simulations, the
demonstration data quantity is set to 256. It also can be
observed that the proposed loss function L1(θ) achieves better
training accuracy and testing accuracy than LD(θ). The reason
behind this is that the L2 regularized term is added in L1(θ)
and then the regularized term ensures the generalization of
DNN, which leads to a higher learning accuracy, especially
for the testing process.
TABLE II: The performance comparison of imitation
learning.
Data quantity L1(θ) LD(θ)
Training
accuracy
Testing
accuracy
Training
accuracy
Testing
accuracy
64 90.8% 90.1% 90.3% 85.5%
128 92.4% 91.8% 92.2% 89.8%
256 96.7% 96.3% 96.6% 93.4%
512 96.7% 96.5% 96.6% 94.3%
Multi-agent ensemble learning assisted DRL is the core
part of DIRS framework, which uses multi-agent learning and
decision consolidation. Fig. 5 shows the convergence curves
of all the agents in different MECs. One can see that the
loss values of agent 1 and agent 2 all converge to 0.2 after
around 300 iterations, which means all the agents in our DIRS
framework can work properly and the over-fitting does not
happen.
Fig. 5: Comparison of loss values for Agent1 and Agent2
Fig. 6 describes the performance of the average time
consumption and energy consumption during the centralized
learning process. From Fig. 6 (a), one can see that the average
time consumption decreases dramatically in the early 900
iterations and then reaches a stable status. From Fig. 6 (b), one
can see that the decrease speed of average energy consumption
begins to reduce when the iteration number reaches 1100.
As shown in Fig. 6, our proposed framework can achieve
considerable performance efficiently through the interaction
between distributed agents and the global environment.
Moreover, Lvy flight search is applied to refine the action
in the proposed framework. Fig. 7 characterizes the action
refinement performance using classic Lvy flight search and our
proposed Lvy flight search. It can be observed from Fig. 7 that
the proposed Lvy flight search achieves better performance
with lower fitness value than classic Lvy flight search. The
reason of higher accuracy of the proposed Lvy flight search
is that the channel state information is applied to guide the
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Fig. 6: Average time and energy consumption
action exploration and the Lvy flight crossover is applied to
jump out from the local optimum during the search process.
Fig. 7: Action refinement using different Lvy flight searches
Next, we analyze the benefits of Lvy flight search and
imitation acceleration for the whole DIRS framework by using
the performance metric of the average reward during the
training process. One can see from Fig. 8 that the DIRS with
Lvy flight search converges to a higher average reward than
DIRS without Lvy flight search. This is due to the fact that the
Lvy flight search is a heuristic local search which can refine
the action and jump out of the local optimum by Lvy steps.
One can also see that the DIRS with imitation acceleration
converges faster than DIRS without imitation acceleration.
This is because the imitation learning with demonstration data
accelerates the convergence speed of DIRS.
Finally, we evaluate the DIRS framework with 2 well-
known policy-based DRL algorithms including Actor-Critic
and DDPG. TABLE III characterizes the Training time, In-
Fig. 8: Average reward curve
TABLE III: The offloading performance comparison of
different DRL scheduling strategies.
Metric Training time
(Sec)
Inference time
(Sec)
Average
reward
DIRS
framework
2970.84 0.0165 0.0348
Actor-Critic 3482.72 0.0195 0.0309
DDPG 3823.15 0.0192 0.0317
ference time and Average reward of all DRL methods for
online joint resource scheduling. It can be observed that
the DIRS framework achieves the highest average reward
while consuming the least training time. The superiority of
the DIRS framework can be attributed to three aspects: (1)
Imitation learning from the demonstration data accelerates the
training process of DIRS; (2) Ensemble learning simplifies
the structure of DNN by state space partition, which leads to
less learning time of each agent, while decision consolidation
according to the global information improves the reward of
DIRS; (3) Lvy flight search refines the action and enhances
the exploration, which leads to efficient search and fast con-
vergence. It also can be seen the DIRS framework has shortest
inference time, which can be explained for the following
reasons: (1) The DIRS is a distributed DRL framework, in
which the trained agents can make offloading decisions in
a parallel way; (2) Each agent just needs to solve the local
optimization problem in Eq. (13), which is simpler than the
original optimization problem.
C. Decentralized inference performance evaluation
The inference performance of the DIRS framework is com-
pared with the following benchmark methods:
• Random offloading (Random) denotes that the offloading
decision is decided randomly for each IoTD. If the com-
putational resource of the allocated MEC is insufficient,
IoTD executes the task locally.
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• Greedy offloading (Greedy) denotes that all the IoTDs
offload the tasks to the nearest MEC. If the computa-
tional resource is insufficient, the IoTDs who need more
computing resources execute the task locally.
• Local execution (Local) denotes that all IoTDs decides
to execute the task locally.
In Fig. 9, we compare the average time and energy con-
sumption between the proposed framework, Greedy offload-
ing, Random offloading and Local execution, with the number
of IoTDs varying from 10 to 100. As shown in Fig. 9, the
average time and energy consumption of all the methods in-
crease gradually with the number of IoTDs increases. One can
see that the proposed method achieves the best performance,
especially when the number of IoTDs is large.
Fig. 9: The comparison of the object function when the
number of IoTDs changes from 10 to 100
Fig. 10: The comparison of the object function when the
number of MEC servers changes from 2 to 10
Fig. 10 shows the average time and energy consumption
achieved by the proposed method, Greedy, Random and Local,
where the number of MEC servers changes from 2 to 10.
One can see that the proposed method also achieves the best
performance. It is demonstrated that the proposed method is
capable of optimizing the offloading decision and resource
allocation jointly at high accuracy, making real-time resource
scheduling that are feasible for large-scale MEC systems.
VII. CONCLUSION
In this paper, a novel DIRS framework has been pro-
posed for large-scale MEC systems. This framework adopts
a distributed DRL to jointly optimize computation offload-
ing, transmission power and recourse allocation, with the
objective of minimizing the sum of task latency and energy
consumption for all the IoTDs. More specifically, the proposed
DIRS framework consists of a multi-agent ensemble assisted
DRL architecture for large state space partition and decision
consolidation, a Lvy flight search for action refinement, and an
imitation acceleration for agent pre-training process. The sim-
ulation results demonstrate that the DIRS framework has better
performance than the existing benchmarks, and it exhibits
enormous potential in the large-scale application scenarios.
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