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Abstract
We study heat transport across individual grain boundaries in suspended monolayer graphene using extensive classical molecular
dynamics (MD) simulations. We construct bicrystalline graphene samples containing grain boundaries with symmetric tilt angles
using the two-dimensional phase field crystal method and then relax the samples with MD. The corresponding Kapitza resistances
are then computed using nonequilibrium MD simulations. We find that the Kapitza resistance depends strongly on the tilt angle and
shows a clear correlation with the average density of defects in a given grain boundary, but is not strongly correlated with the grain
boundary line tension. We also show that quantum effects are significant in quantitative determination of the Kapitza resistance by
applying the mode-by-mode quantum correction to the classical MD data. The corrected data are in good agreement with quantum
mechanical Landauer-Bu¨tticker calculations.
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1. Introduction
Graphene [1], the famous two-dimensional allotrope of car-
bon, has been demonstrated to have extraordinary electronic
[2], mechanical [3], and thermal [4] properties in its pristine
form. However, large-scale graphene films, which are needed
for industrial applications are typically grown by chemical va-
por deposition [5] and are polycrystalline in nature [6], consist-
ing of domains of pristine graphene with varying orientations
separated by grain boundaries (GB) [7–9]. They play a signif-
icant or even dominant role in influencing many properties of
graphene [10, 11].
One of the most striking properties of pristine graphene is its
extremely high heat conductivity, which has been shown to be
in excess of 5000 W/mK [4, 12]. Grain boundaries in graphene
act as line defects or one-dimensional interfaces which leads to
a strong reduction of the heat conductivity in multigrain sam-
ples [13, 14]. The influence of GBs can be quantified by the
Kapitza or thermal boundary resistance R. The Kapitza resis-
tance of graphene grain boundaries has been previously com-
puted using molecular dynamics (MD) [15, 16] and Landauer-
Bu¨tticker [17, 18] methods, and has also been measured exper-
imentally [19]. However, these works have only considered a
few separate tilt angles, and a systematic investigation on the
dependence of the Kapitza resistance on the tilt angle between
any two pristine grains is still lacking. The relevant questions
here concern both the magnitude R for different tilt angles and
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possible correlations between the structure or line tension of the
GBs and the corresponding value of R.
Modelling realistic graphene GBs has remained a challenge
due to the multiple length and time scales involved. Recently,
an efficient multiscale approach [20] for modelling polycrys-
talline graphene samples was developed based on phase field
crystal (PFC) models [21, 22]. The PFC models are a fam-
ily of continuum methods for modelling the atomic level struc-
ture and energetics of crystals, and their evolution at diffusive
time scales (as compared to vibrational time scales in MD). The
PFC models retain full information about the atomic structure
and elasticity of the solid [22]. It has been shown [20] that
using the PFC approach in two-dimensional space one can ob-
tain large, realistic and locally relaxed microstructures that can
be mapped to atomic coordinates for further relaxation in three-
dimensional space with the usual atomistic simulation methods.
In this work, we employ the multiscale PFC strategy of Ref.
[20] to generate large samples of tilted, bicrystalline graphene
with a well-defined GB between the two grains. These sam-
ples are then further relaxed with MD at T = 300 K. A heat
current is generated across the bicrystals using nonequilibrium
MD (NEMD) simulations, and the Kapitza resistance is com-
puted from the temperature drop across the GB. We map the
values of R(θ) for a range of different tilt angles θ and demon-
strate how R correlates with the structure of the GBs. Finally,
we demonstrate that quantum corrections need to be included in
R to obtain quantitative agreement with experiments and lattice
dynamical calculations.
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2. Models and Methods
2.1. PFC models
PFC approaches typically employ a classical density field
ψ (r) to describe the systems. The ground state of ψ is governed
by a free energy functional F
[
ψ (r)
]
that is minimized either
by a periodic or a constant ψ, corresponding to crystalline and
liquid states, respectively. We use the standard PFC model
F =
∫
dr
(
1
2
ψ
[
 +
(
q2 + ∇2
)2]
ψ +
1
3
τψ3 +
1
4
ψ4
)
, (1)
where the model parameters  and τ are phenomenological pa-
rameters related to temperature and average density, respec-
tively. The component
(
q2 + ∇2
)2
penalizes for deviations from
the length scale set by the wave number q, giving rise to a spa-
tially oscillating ψ and to elastic behaviour [21, 22]. The crystal
structure in the ground state is dictated by the formulation of F
and the average density of ψ, and for certain parameter values
the ground state of ψ displays a honeycomb lattice of density
maxima as appropriate for graphene [20].
The PFC calculations are initialized with symmetrically
tilted 2-crystals in a periodic, two-dimensional computational
unit cell. The initial guess for the crystalline grains is obtained
by using the one-mode approximation [22]
ψ (x, y) = cos (qx) cos
(
qy√
3
)
− 1
2
cos
(
2qy√
3
)
, (2)
and by rotating alternatingly by ±θ. The tilt angle between two
adjacent grains is θ − (−θ) = 2θ, which ranges from 2θ = 0◦
to 2θ = 60◦ (see Fig. 1 for examples). We consider a subset
of the tilt angles investigated in Ref. [20], with the exact val-
ues being listed in Table 1. The rotated grains and the unit cell
size are matched together as follows: if just one of the rotated
grains filled the whole unit cell, it would be perfectly continu-
ous at the periodic edges. Along both interfaces, narrow strips
a few atomic spacings wide are set to the average density – cor-
responding to a disordered state – to give the grain boundaries
some additional freedom to find their lowest-energy configura-
tion. We assume non-conserved dynamics to relax the systems
in analogy to chemical vapour deposition [23] – the number of
atoms in the monolayer can vary as if due to exchange with a
vapor phase. In addition, the unit cell dimensions are allowed
to vary to minimize strain. Further details of the PFC calcula-
tions can be found in Ref. [20]. The relaxed density field is
mapped to a discrete set of atomic coordinates suited for the
initialization of MD simulations [20].
2.2. NEMD simulations
We use the NEMD method as implemented in the GPUMD
(graphics processing units molecular dynamics) code [24–26]
to calculate the Kapitza resistance, using the Tersoff [27] po-
tential with optimized parameters [28] for graphene. The initial
structures obtained by the PFC method are rescaled by an ap-
propriate factor to have zero in-plane stress at 300 K in the MD
simulations with the optimized Tersoff potential [28].
In the NEMD simulations, periodic boundary conditions are
applied in the transverse direction, whereas fixed boundary con-
ditions are applied in the transport direction. We first equilibrate
the system at 1 K for 1 ns, then increase the temperature from 1
K to 300 K during 1 ns, and then equilibrate the system at 300
K for 1 ns. After these steps, we apply a Nose´-Hoover chain
of thermostats [29–31] to the heat source and sink, choosing
as two blocks of atoms around the two ends of the system, as
schematically shown in Fig. 2. The temperatures of the heat
source and sink are maintained at 310 K and 290 K, respec-
tively. We have checked that steady state can be well estab-
lished within 5 ns. In view of this, we calculate the tempera-
ture profile T (x) of the system and the energy exchange rate Q
between the system and the thermostats using data sampled in
another 5 ns. The velocity-Verlet integration scheme [32] with
a time step of 1 fs is used for all the calculations. Three in-
dependent calculations are performed for each system and the
error estimates reported in Table 1 correspond to the standard
error of the independent results.
In steady state, apart from the nonlinear regions around the
heat source and the sink intrinsic to the method, a linear tem-
perature profile can be established on each side of the GB, but
with an inherent discontinuity (temperature jump) at the GB.
An example of this for the system with 2θ = 9.43◦ is shown
in Fig. 3. The Kapitza resistance R is defined as the ratio of
the temperature jump ∆T and the heat flux J across the grain
boundary:
R =
∆T
J
, (3)
where J can be calculated from the energy exchange rate Q (be-
tween the system and thermostat) and the cross-sectional area S
(graphene thickness is chosen as 0.335 nm in our calculations),
i.e. J = Q/S .
3. Results and Discussion
It is well known [15, 16, 33] that the calculated Kapitza
resistance depends on the sample length in NEMD simula-
tions. Figure 4 shows the calculated Kapitza resistance R in
the 2θ = 9.43◦ case as a function of the sample length Lx. Us-
ing fixed boundary conditions as described above, R saturates
at around Lx = 400 nm. On the other hand, using periodic
boundaries as described in Ref. [15], R converges more slowly.
To this end, we have here used fixed boundary conditions and
a sample length of 400 nm for all the systems. The calculated
temperature jump ∆T , heat flux J, and Kapitza resistance R in
the 13 bicrystalline systems are listed in Table 1.
The Kapitza resistance calculated from the heat flux does not
contain any information on the contributions from individual
phonon modes. Methods of spectral decomposition of both the
heat current (flux) [37–42] and the temperature [43] within the
NEMD framework have been developed recently. Here, we use
the spectral decomposition formalism as described in Ref. [42]
to calculate the spectral conductance g(ω) of the 2θ = 9.43◦ sys-
tem. In this method, one first calculates the following nonequi-
librium heat current correlation function (t is the correlation
2
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Figure 1: A schematic illustration of the definition of the tilt angle in bicrystalline graphene with symmetrically tilted grain boundaries. (a)-
(d): Grain boundary with tilt angles (indicated by the red wedges) of 2θ = 4.42◦, 9.43◦, 21.79◦, and 36.52◦ before MD relaxation. (e)-(h): the
corresponding systems after MD relaxation. For clarity, only the small part close to the grain boundary is shown for each system; the sample size
in our NEMD simulations is much larger, which is Lx = 400 nm (transport direction) and Ly = 25 nm (transverse direction). (A colour version of
this figure can be viewed online.)
Table 1: The GB tilt angle 2θ, the corresponding temperature jump ∆T , heat flux J, Kapitza resistance R, Kapitza length LK , grain boundary line
tension γ, and defect density ρ for the 13 bicrystalline graphene samples considered here.
2θ (◦) ∆T (K) J (GW/m2) R (m2K/GW) LK (nm) γ (eV/nm) ρ (1/nm)
1.10 0.09 ± 0.07 51.3 ± 0.4 0.0018 ± 0.0013 10 ± 7 0.55 0.08
4.41 0.73 ± 0.14 50.4 ± 0.6 0.0144 ± 0.0026 75 ± 13 2.21 0.31
9.43 1.36 ± 0.15 45.7 ± 0.3 0.0298 ± 0.0033 155 ± 17 3.84 0.67
13.17 1.62 ± 0.08 48.1 ± 0.5 0.0337 ± 0.0020 175 ± 10 4.71 0.93
18.73 1.99 ± 0.06 43.9 ± 0.2 0.0453 ± 0.0015 236 ± 8 5.02 1.32
21.79 1.97 ± 0.01 47.8 ± 0.2 0.0412 ± 0.0004 214 ± 2 4.69 1.54
27.80 2.39 ± 0.04 43.6 ± 0.3 0.0548 ± 0.0005 285 ± 3 4.71 1.95
32.20 2.49 ± 0.10 43.4 ± 0.7 0.0574 ± 0.0033 298 ± 17 3.77 2.25
36.52 2.48 ± 0.14 43.9 ± 0.5 0.0565 ± 0.0026 294 ± 14 4.93 1.91
42.10 2.30 ± 0.02 43.1 ± 0.2 0.0534 ± 0.0006 278 ± 3 5.50 1.46
46.83 1.93 ± 0.06 46.4 ± 0.3 0.0416 ± 0.0014 216 ± 7 5.16 1.06
53.60 1.01 ± 0.06 41.2 ± 0.3 0.0245 ± 0.0014 127 ± 7 3.36 0.52
59.04 0.17 ± 0.07 47.3 ± 0.1 0.0036 ± 0.0014 19 ± 7 0.61 0.08
time):
K(t) =
∑
i∈A
∑
j∈B
〈
∂Ui(0)
∂~ri j
· ~v j(t) − ∂U j(0)
∂~r ji
· ~vi(t)
〉
, (4)
where Ui and ~vi are respectively the potential energy and ve-
locity of particle i, ~ri j = ~r j − ~ri (~ri is the position of particle i),
and K(t = 0) measures the heat current flowing form a block
A to an adjacent block B arranged along the transport direction.
Then, one performs a Fourier transform to get the spectral con-
ductance:
g(ω) =
2
S∆T
∫ +∞
−∞
dteiωtK(t). (5)
The spectral conductance is normalized as
G =
∫ ∞
0
dω
2pi
g(ω), (6)
where G is the total Kapitza conductance (also called thermal
boundary conductance), which is the inverse of the Kapitza re-
sistance G = 1/R.
Figure 5(a) shows the calculated correlation function K(t),
which resembles the velocity autocorrelation function whose
Fourier transform is the phonon density of states [44]. Indeed,
thermal conductance in the quasi-ballistic regime is intimately
related to the phonon density of states. The corresponding spec-
tral conductance g(ω) is shown as the solid line in Fig. 5(b).
The total thermal boundary conductance is G ≈ 33 GW/m2/K,
corresponding to a Kapitza resistance of R ≈ 0.03 m2K/GW.
In view of the high Debye temperature (around 2000 K) for
pristine graphene [45], we expect that it is necessary to cor-
rect the classical results to properly account for possible quan-
tum effects. While using classical statistics can lead to [46]
an underestimate of the scattering time for the low-frequency
3
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Figure 2: A schematic illustration of the NEMD setup used in com-
puting the Kapitza resistance. (A colour version of this figure can be
viewed online.)
Heat Source
Heat Sink
ΔT
Grain 
Boundary
Figure 3: A typical steady-state temperature profile in bicrystalline
graphene with a tilt angle of 2θ = 9.43◦. On each side of the grain
boundary, excluding the nonlinear region around the heat source or the
sink, one can fit the temperature by a linear function and then extract
the temperature jump as the difference between the two linear func-
tions at the grain boundary [15, 16, 33–36]. (A colour version of this
figure can be viewed online.)
phonons as well as an overestimate of the heat capacity of the
high-frequency phonons for thermal transport in the diffusive
regime, only the second effect matters here in the quasi-ballistic
regime. Therefore, one can correct the results by multiply-
ing the classical spectral conductance by the ratio of the quan-
tum heat capacity to the classical one: x2ex/(ex − 1)2, where
x = ~ω/kBT , with ~, kB, T being the Planck constant, Boltz-
mann constant, and system temperature, respectively. This fac-
tor is unity in the low-frequency (high-temperature) limit and
zero in the high-frequency (low-temperature) limit. Applying
this mode-to-mode quantum correction to the classical spec-
tral conductance gives the quantum spectral conductance rep-
resented by the dashed line in Fig. 5(b). The integral of the
quantum corrected spectral conductance is reduced by a factor
of about 2.3 as compared to the classical one.
Figure 6(a) shows the calculated Kapitza resistances for all
the 13 systems as a function of the tilt angle, both before (red
squares) and after (blue circles) applying the quantum cor-
rection. It clearly shows that the Kapitza resistance depends
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Figure 4: Kapitza resistance as a function of the sample length Lx
obtained by using fixed boundary conditions (circles) and periodic
boundaries (triangles) in the case of 2θ = 9.43◦. (A colour version
of this figure can be viewed online.)
strongly on the tilt angle, varying by more than one order of
magnitude. The Kapitza resistance increases monotonically
from both sides to the middle angle of 2θ ∼ 30◦, except for one
“anomalous” system with 2θ = 21.79◦. This system has smaller
R than that with 2θ = 18.73◦. One intuitive explanation is that
this system is relatively flat compared to other systems, as can
been seen from Figs. 1(e)-(h). Similar “anomalous” heat trans-
port has been reported in Ref. [47] for the same grain boundary
tilt angle.
The largest Kapitza resistances occurring around the interme-
diate angles, being about 0.12 m2/K/GW after quantum correc-
tions, are more than an order of magnitude smaller than those
in grain boundaries in silicon nanowires [36]. A more reason-
able comparison between different materials is in terms of the
Kapitza length LK [48], defined as the system length of the cor-
responding pristine material at which the bulk thermal resis-
tance due to phonon-phonon scattering equals the Kapitza re-
sistance. Mathematically, we have
LK = κR, (7)
where κ is the thermal conductivity of the bulk material. We
calculate LK by assuming a value of κ = 5200 W/mK for pris-
tine graphene according to the very recent experiments [12] and
list the values in Table 1. The largest Kapitza lengths (cor-
responding to the largest Kapitza resistances) before quantum
corrections are about 300 nm, which would be about 700 nm
after quantum corrections. These values are actually larger
than those for silicon nanowires. Therefore, the effect of grain
boundaries on heat transport in graphene is not small even
though the Kapitza resistances are relatively small.
To facilitate comparison with previous works, we also show
the Kapitza conductances in Fig. 6(b). The Kapitza conduc-
tances in our systems range from about 17 GW/m2/K to more
than 500 GW/m2/K before applying the quantum corrections.
Bagri et al. [15] reported Kapitza conductance values (ob-
tained by NEMD simulations with periodic boundary condi-
tions in the transport direction) ranging from 15 GW/m2/K to
4
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Figure 5: (a) The nonequilibrium heat current correlation function
K(t) as a function of correlation time. (b) The spectral conductance
before (solid line) and after (dashed line) mode-to-mode quantum cor-
rections as a function of the phonon frequency. The system considered
here corresponds to the case of 2θ = 9.43◦, but similar results are ob-
tained for all other cases. (A colour version of this figure can be viewed
online.)
45 GW/m2/K. The lower limit of 15 GW/m2/K does not con-
flict with our data, as this value is reported in a system of a
grain size of 25 nm, where the data cannot have converged yet.
On the other hand, Cao and Qu (obtained by NEMD simula-
tions with fixed boundary conditions in the transport direction)
[16] reported saturated Kapitza conductance values in the range
of 19 − 47 GW/m2/K, which fall well within the values that we
obtained. Last, we note that quantum mechanical Landauer-
Bu¨tticker calculations by Serov et al. [18] predicted the Kapitza
conductance to be about 8 GW/m2/K for graphene grain bound-
aries comparable to those in our samples with intermediate tilt
angles (2θ ∼ 30◦). This is much smaller than the classical
Kapitza conductances (about 20 GW/m2/K), but agree well with
our quantum corrected values. This comparison justifies the
mode-to-mode quantum correction we applied to the classical
data and resolves the discrepancy between the results from clas-
sical NEMD simulations and quantum mechanical Landauer-
Bu¨tticker calculations.
The last remaining issue concerns the possible correlation
of the values of R(θ) with the energetics and structure of the
GBs. The grain boundary line tension and the defect density
are closely related to the tilt angle. The line tension γ is defined
as
γ = lim
Ly→∞
∆E
Ly
, (8)
in the thermodynamic limit, where ∆E is the formation energy
for a GB of length Ly. The defect density is defined as
ρ =
Np−h
Ly
, (9)
where Np−h is the number of pentagon-heptagon pairs in the
grain boundary. The calculated γ and ρ values for all the tilt an-
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Figure 6: (a) Kapitza resistance R of the grain boundary before (la-
beled as “classical”) and after (labeled as “quantum”) the mode-to-
mode quantum correction as a function of the tilt angle 2θ. (b) The
corresponding Kapiza conductance G as a function of the tilt angle.
(A colour version of this figure can be viewed online.)
gles are listed in Table 1 and plotted in Figs. 7(a)-(b). In Figs.
7(c)-(d), we plot the Kapitza resistance against γ and ρ, respec-
tively. At small and large tilt angles, where the defect density is
relatively small, there is a clear linear dependence of R on both
γ and ρ. However, at intermediate tilt angles (2θ ≈ 30◦), where
the defect density is relatively large, the linear dependences be-
come less clear, especially between R and γ, which may indi-
cate increased interactions between the defects. Overall, there
is a stronger correlation between the Kapitza resistance and the
defect density which is consistent with the idea of enhanced
phonon scattering with increasing ρ.
4. Summary and Conclusions
In summary, we have employed an efficient multiscale mod-
eling strategy based on the PFC approach and atomistic MD
simulations to systematically evaluate the Kapitza resistances
in graphene grain boundaries for a wide range of tilt angles be-
tween adjacent grains. Strong correlations between the Kapitza
resistance and the tilt angle, the grain boundary line tension,
and the defect density are identified. Quantum effects, which
have been ignored in previous studies, are found to be signifi-
cant. By applying a mode-to-mode quantum correction method
based on spectral decomposition, we have demonstrated that
good agreement between the classical molecular dynamics data
and the quantum mechanical Landauer-Bu¨tticker method can
be obtained.
We emphasize that we have only considered suspended sys-
tems in this work. In a recent experimental work by Yasaei et
al. [19], Kapitza conductances (inverse of the Kapitza resis-
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Figure 7: (a) The grain boundary line tension γ and (b) the defect
density ρ versus the tilt angle 2θ. (c) and (d) The quantum corrected
Kapitza resistance R versus γ and ρ, respectively. The dashed line in
(d) is a guide to the eye. (A colour version of this figure can be viewed
online.)
tance) for a few supported (on SiN substrate) samples contain-
ing grain boundaries with different tilt angles were measured.
The Kapitza conductances reported in this work are about one
order of magnitude smaller than our quantum corrected val-
ues. This large discrepancy indicates that certain substrates may
strongly affect heat transport across graphene grain boundaries
and more work is needed to clarify this.
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