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Abstract
In (Appl. Math. 28 (2001) 17) a method to compute the Poincaré–Liapunov constants for an arbitrary analytic
differential system which has a linear center at the origin in function of the coefﬁcients of the system was given.
This method also computes the coefﬁcients of the Poincaré series in function of the same coefﬁcients. In this work
we use this method to determine polynomial differential systems which have a polynomial ﬁrst integral.
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1. Introduction
Many models of the nature use differential equation systems in the plane and applying the qualitative
theory of differential equations, introduced by Poincaré, the behavior of these systems in the majority
of the cases can be known. One of the problems that persists in order to control the behavior of this
type of systems, is to distinguish between a focus or a center (the center problem). The resolution of this
problem goes through the computation of the so called Poincaré–Liapunov constants. On the other hand,
differential systems that have centers at certain singular points are very interesting due to the fact that
perturbations of these systems give rise to rich bifurcations of limit cycles.Another open problem consist
on determining what differential systems are integrable, i.e., differential systems that have a ﬁrst integral,
see for instance [5]. The search of ﬁrst integrals is a classical tool in the classiﬁcation of all trajectories
of a differential system.
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During the ﬁrst half-part of the last century mathematicians have been losing interest on these prob-
lems due to the computational difﬁculties, but after the advance of computational work for calcula-
tions these problems have become of maximal interest. To have a fast and easy method to compute the
Poincaré–Liapunov constants and the Poincaré series is of great usefulness in order to study the center
problem and other problems related with it. In the last years many papers have been published giving
different methods to compute the Poincaré–Liapunov constants. In [14] a method to compute recursively
all the Poincaré–Liapunov constants in function of the coefﬁcients of the system for an arbitrary analytic
system which has a linear center at the origin was given. The algorithm presented in [14] for these com-
putations has an easy implementation and it does not need the computation of any deﬁnite or indeﬁnite
integral. The method also computes the coefﬁcients of the Poincaré series in function of the same coef-
ﬁcients. This fact allows us to ﬁnd systems with a polynomial ﬁrst integral imposing that the Poincaré
series has a ﬁnite number of terms. The aim of this paper consists in giving a characterization of some
planar polynomial differential systems with a center which have a polynomial ﬁrst integral.
Several authors have studied the existence of polynomials ﬁrst integrals for polynomials differential
systems. Moulin-Ollagnier [23] and Labrune [18] have characterized the polynomial ﬁrst integrals of the
3-dimensional Lotka–Volterra systems, the so-called (a, b, c) systems, i.e.,
x˙ = x(cy + z), y˙ = y(x + az), z˙= z(bx + y).
Cairó and Llibre [4] gave the polynomial ﬁrst integrals for the 2-dimensional Lotka–Volterra quadratic
system of the form
x˙ = x(a1 + b11x + b12y), y˙ = y(a2 + b21x + b22y).
Llibre and Zhang [21] gave the classiﬁcation and the topological phase portraits of all quadratic systems
having a minimal polynomial ﬁrst integral of degree 4. In [19], Li, Llibre and Zhang have characterized
a germ of planar holomorphic vector ﬁelds at an elementary singular point having a generalized rational
ﬁrst integral. As an application of this result the necessary and sufﬁcient conditions on the existence of
rational ﬁrst integral for planar quadratic systems having a weak nondegenerate singular point are given.
It is well known that polynomial differential systems with a singular point with purely imaginary
eigenvalues, and with a polynomial ﬁrst integral, have a center at this singular point, see [20]. The center
problem, even in the cubic case (see below), is a hard computational problem. To ask for systems with
polynomial ﬁrst integral means to add more conditions in order to make the restricted problem more
treatable. The reasons to determine the polynomial differential systems with a singular point with purely
imaginary eigenvalues, and with a polynomial ﬁrst integral are:
• The obtaining of polynomial systems with a center at this singular point, and therefore the acquisition
of information about the center cases at this singular point.
• The simplicity of their solutions and the fact of obtaining systems where it is possible to apply the
methods developed by Shi Songling, see [28] and [29], to determine the maximum number of limit
cycles which appear by the variation of the coefﬁcients of the system.
• Another important reason is that we ﬁnd systems with global integrability, in the sense that we obtain
systems whose ﬁrst integrals are deﬁned in the whole plane, see [26].
In [8], Chavarriga and the author study the problem of existence of polynomial ﬁrst integrals for planar
polynomial vector ﬁelds with a nondegenerate center and with homogeneous nonlinearities of degree n
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and some examples are presented in the case of general n in the particular case that the systems are time-
reversible (see deﬁnition in Section 3). In this paper we study time-reversible and non time-reversible
systems at the same time. We extend the results giving in [8] for n = 2 and 3 and we give some new
examples for n = 4 and 5. It is also studied the time-reversible cubic systems with a weak focus at
the origin.
The paper is organized as follows. In the next section we present the formula to compute the Poincaré–
Liapunov constants and the Poincaré series (see Theorem 1) and we describe the algorithm developed
in [14]. Section 3 is devoted to study the problem of existence of polynomial ﬁrst integrals for planar
polynomial vector ﬁelds with a nondegenerate center and with homogeneous nonlinearities of degree
2, 3, 4 and 5. The systems with complete cubic nonlinearities which are time-reversible are also studied.
2. The formula to compute the Poincaré–Liapunov constants and the Poincaré series
In [14] we considered the two-dimensional autonomous systems of differential equations of the form
x˙ =−y +X(x, y), y˙ = x + Y (x, y), (1)
where the nonlinearities are X(x, y) = ∑∞s=2Xs(x, y) and Y (x, y) = ∑∞s=2 Ys(x, y) with Xs(x, y)=∑sk=0 askxkys−k and Ys(x, y)=∑sk=0 bskxkys−k and ask and bsk are arbitrary real coefﬁcients.
For these systems Poincaré [25] developed an important technique that consists in ﬁnding a formal
power series of the form H(x, y) =∑∞n=2Hn(x, y), where H2(x, y) = (x2 + y2)/2, and for each n,
Hn(x, y) =∑nk=0 Cnk xkyn−k such that the derivative of H along the solutions of system (1) satisﬁes
H˙ =∑∞k=2 V2k(x2 + y2)k , where V2k are called the Poincaré–Liapunov constants. The main result in
[14] is the following.
Theorem 1. The Poincaré–Liapunov constants of system (1) are
Vn =
∑n/2
l=0 (n− (2l + 1))!!(2l − 1)!!dn2l∑n/2
l=0 (n− (2l + 1))!!(2l − 1)!!
(
n/2
l
) , n= 4, 6, 8, . . . ,
where dnk =
∑n−2
m=1
∑m+1
l=0 (la
n−m
k−l+1+ (m+ 1− l)bn−mk−l ) Cm+1l , n3, k= 0, . . . , n, with ask = bsk = 0 for
k < 0 or k > s, C20 = C22 = 12 and C21 = 0, and
Cnk =
∑(k−1)/2
l=0 (n− (2l + 1))!!(2l − 1)!!(dn2l −
(
n/2
l
)
Vn)
(n− k)!!k!! , n3, k = 1, 3, 5, . . . ,
Cnk =
∑[(n−1)/2]
l=k/2 (n− (2l + 2))!!(2l)!!dn2l+1 + n
(n− k)!!k!! , n3, k = 0, 2, 4, . . . ,
where n are arbitrary constants and Vn and n are zero for n odd.
The method is applied to some particular cases of system (1) and it gives at the same time the
Poincaré–Liapunov constants and the Poincaré series. In order to solve the problem of the stability
at the origin of system (1), it is sufﬁcient to consider the sign of the ﬁrst Poincaré–Liapunov constant
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different from zero. If it is positive we have asymptotic stability for negative times, and if it is negative
we have asymptotic stability for positive times. If all Poincaré–Liapunov constants are zero, then the
origin is stable for all times, but there is no asymptotic stability for any time, see for instance [1]. In
this last case, we have a center at the origin, i.e., there is an open neighborhood of the origin where all
orbits are periodic, except of course the origin. The origin is said to be a ﬁne focus of order k if V2k+2 is
the ﬁrst nonzero Poincaré–Liapunov constant. In this case at most k limit cycles can bifurcate from this
ﬁne focus [3]; these limit cycles are called small-amplitude limit cycles. Therefore, in order to obtain the
maximum number of limit cycles which can bifurcate from the origin for a given system, one has to ﬁnd
the maximum possible order of a ﬁne focus. It is known that this maximum number is three for quadratic
system [2] and it has been recently shown that it is greater or equal than eleven for cubic systems [30].
The method presented in [14] determines Cnk and V2k from ask and bsk , but Cnk are not unique and
as a consequence neither are V2k . Therefore, the Poincaré’s formal series is not unique. Poincaré [25]
proved, by acotation, that there exists one of these series which is convergent for polynomial systems, and
Liapunov [20] generalized Poincaré’s theorem to analytic systems. In [9] Chazy demonstrated, using the
theorem of analytical dependence with respect to the initial parameters, that there exists one series which
is convergent adequately choosing the arbitrary parameters that appear in the construction of Poincaré’s
series.
The method works as follows. From the ﬁrst terms of the Poincaré series, i.e., C20 = C22 = 1/2 and
C21 = 0 it is possible to calculate d3k for k = 0, 1, 2, 3 and from here C3k for k = 0, 1, 2, 3. Therefore the
next step is to calculate d4k for k = 0, 1, 2, 3, 4 and so, ﬁnally we obtain V4 and C4k for k = 0, 1, 2, 3, 4.
The process continues in an analogous way.
2.1. A particular case: quadratic systems
We are going to apply the above expressions for quadratic systems. In this case all ask and b
s
k are zero
except a20, a
2
1, a
2
2 and b20, b21, b22. Therefore in the expression
dnk =
n−2∑
m=1
m+1∑
l=0
(lan−mk−l+1 + (m+ 1− l)bn−mk−l )Cm+1l ,
we have n−m= 2; i.e., m= n− 2, and the previous expression takes the form
dnk =
n−1∑
l=0
(la2k−l+1 + (n− 1− l)b2k−l)Cn−1l ,
where we can omit the upperindex of a20, a21, a22 and b20, b21, b22 because it is always 2. Taking into account
that the subindex of ak−l+1 must be k − l + 1= 0, 1, 2 and the subindex of bk−l must be k − l = 0, 1, 2,
we have that l = k + 1, l = k, l = k − 1 and l = k, l = k − 1, l = k − 2 respectively with 0 ln − 1.
Then dnk is
dnk = (k + 1)a0Cn−1k+1 + (ka1 + (n− 1− k)b0)Cn−1k
+ ((k − 1)a2 + (n− k)b1)Cn−1k−1 + (n+ 1− k)b2Cn−1k−2 ,
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and the restriction 0 ln− 1 implies that Cn−1l = 0 if it is not satisﬁed. Then the Poincaré–Liapunov
constant for quadratic systems is
Vn =
∑n/2
l=0 (n− (2l + 1))!!(2l − 1)!!dn2l∑n/2
l=0 (n− (2l + 1))!!(2l − 1)!!
(
n/2
l
) , n= 4, 6, 8, . . . ,
where
dn2l = (2l + 1)a0Cn−12l+1 + (2la1 + (n− 1− 2l)b0)Cn−12l + ((2l − 1)a2
+ (n− 2l)b1)Cn−12l−1 + (n+ 1− 2l)b2Cn−12l−2.
The application to more general systems is based on ﬁnding the expression dnk and it is easy to see that
the contributions to dnk of each homogeneous terms of the system are independent.
3. The main results
In this sectionwe present themain results of this work. The section is devoted to the study of polynomial
differential systems of the form (1) with homogeneous nonlinearities, with a center and with a polynomial
ﬁrst integral.
A singular point is a weak focus if its eigenvalues are pure imaginary. Let us consider a quadratic
system with a weak focus which we may suppose to be placed at the origin. Following the works of
Bautin [2] and Schlomiuk [26], a quadratic system with a weak focus at the origin, i.e., system (1) with
s = 2 may be written, after an afﬁne change of variables and a time rescaling, into the form
x˙ =−y − bx2 − Cxy − dy2,
y˙ = x + ax2 + Axy − ay2. (2)
This is called the Kapteyn canonical form. Given a system in Kapteyn form, the fact of having a center at
the origin, is equivalent that all the Poincaré–Liapunov constants Vi to be zero. In particular it is necessary
to have V1 = V2 = V3 = 0. Calculations yield to the fact that the following polynomials form a basis for
the ideal J= (V1, V2, V3):
B1 = (C + 2a)(b + d),
B2 = a(b + d)(A− 2b)(A+ 3b + 5d),
B3 = a(b + d)2(A− 2b)(a2 + 2d2 + bd).
The following theorem, due to Kapteyn [16,17], characterizes the quadratic systems (2) with a center at
the origin.
Theorem 2 (Kapteyn). System (2) has a center if, and only if, it satisﬁes one of the following conditions
(H) A− 2b = C + 2a = 0, the Hamiltonian case,
(I) C + 2a = A+ 3b + 5d = a2 + 2d2 + bd = 0, the critical case,
(II) a = C = 0, the reversible case,
(III) b + d = 0, the Lotka–Volterra case.
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In the next theorem we characterize the quadratic systems (2) with a center and with a polynomial
ﬁrst integral.
Theorem 3. System (2) has a polynomial ﬁrst integral if, and only if, it satisﬁes one of the following
conditions
(H) A− 2b = C + 2a = 0, the Hamiltonian case,
(II) a = C = 0, and A= 2b
m−2 , the reversible case,
(III) b + d = 0, A= 3b
m−3 and C
2 = mb22(m−3) , the Lotka–Volterra case,
wherem ∈ N.Moreover theHamiltonian case has a polynomial ﬁrst integral of degree 3 and the reversible
case and the Lotka–Volterra case have a polynomial ﬁrst integral of degree m.
The case (II) has already been found in [8] using polar coordinates.
Now, we consider the cubic systems with a weak focus at the origin, i.e., systems that after a coordinate
change and a time rescaling can be written in the form
x˙ =−y + P2(x, y)+ P3(x, y),
y˙ = x +Q2(x, y)+Q3(x, y). (3)
The problem of determining when a cubic system has a center at a singular point is open. Work on the
general case of cubic systems with a weak focus at the origin by using computer algebra has produced
disappointing results due to the huge expressions for the Poincaré–Liapunov constants. Therefore, only
some particular cases were treated, see for instance [26]. The simplest kind of cubic systems are those
which are symmetric with respect to the origin. These are exactly those systems (3) for whichP2=Q2=0,
i.e., systems of the form
x˙ =−y + P3(x, y),
y˙ = x +Q3(x, y). (4)
Such systems were studied by Malkin [22] who ﬁrst found the necessary and sufﬁcient conditions for
such systems to have a center at the origin. Sibirskii [27] observed that by making a rotation of axes
around the origin one could bring system (4) into one of the same form but with a21 + b12 = 0, where
aij , bij denote the coefﬁcients of xiyj in respectively the ﬁrst and the second equations of (4). Using this
observation, Sibirskii, considered a new complicated reparametrization of the coefﬁcients of system (4)
to obtain a simple basis for the ideal J= (V1, V2, V3, V4, V5) and a very simple conditions for a center.
Here we consider the following form of system (4):
x˙ =−y + 2x3 + 3x2y + 4xy2 + 5y3,
y˙ = x + 6x3 + 7x2y − 3xy2 + 8y3. (5)
Then the following polynomials form a basis for the ideal J= (V1, V2, V3, V4, V5):
B1 = 4 + 7 + 3(2 + 8),
B2 = (4 + 38)(5 + 6),
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B3 = (4 + 38)(2 + 8)(52 + 24 + 8),
B4 = (4 + 38)2(2 + 8)(3 + 35),
B5 = (4 + 38)2(2 + 8)[(34 − 8)(4 − 78)+ 10025].
The following theorem, due to Malkin [22] and Sibirskii [27], characterize the cubic systems (5) with a
center at the origin.
Theorem 4 (Malkin & Sibirskii). System (5) has a center if, and only if, it satisﬁes one of the following
conditions
(H) 7 + 32 = 4 + 38 = 0, the Hamiltonian case,
(I) 4+7+3(2+8)=5+6=52+24+8=3+35=0 and (34−8)(4−78)+10025=0,
the critical case,
(II) 4 + 7 = 5 + 6 = 2 + 8 = 0, the reversible case.
In the next theorem we characterize the cubic systems (5) with a center and with a polynomial
ﬁrst integral.
Theorem 5. System (5) has a polynomial ﬁrst integral if, and only if, it satisﬁes one of the following
conditions
(H) 7 + 32 = 4 + 38 = 0, the Hamiltonian case,
(II) 4 + 7 = 5 + 6 = 2 + 8 = 0, 5 = 0, and 4 = m+2m−2 2, the reversible case,
where m ∈ N. Moreover the Hamiltonian case has a polynomial ﬁrst integral of degree 4 and the
reversible case has a polynomial ﬁrst integral of degree m.
In [8], using polar coordinates, have been found two different cases for reversible systems, but in fact
they correspond to the same case (II) of Theorem 5.
The centers of the polynomial differential systems with a linear center perturbed by homogeneous
polynomials have been studied for the degrees s = 2, 3, 4, 5. They are completely classiﬁed for s = 2, 3
(see Theorems 2 and 4) and partially classiﬁed for s = 4, 5, see for instance [6,7]. Using the method
developed in this work we have studied the characterization of the polynomial differential systems with a
linear center perturbed by homogeneous polynomial of degrees s = 4, 5 with a polynomial ﬁrst integral.
Consider polynomial differential systems with a linear center perturbed by homogeneous polynomials
of degree s = 4, i.e.,
x˙ =−y + a40x4 + a31x3y + a22x2y2 + a13xy3 + a04y4,
y˙ = x + b40x4 + b31x3y + b22x2y2 + b13xy3 + b04y4. (6)
Theorem 6. System (6) has a polynomial ﬁrst integral if it satisﬁes one of the following conditions:
(H) b31 + 4a40 = 2b22 + 3a31 = 3b13 + 2a22 = 4b04 + a13 = 0, the Hamiltonian case,
(I) a31= a13= b40= b22= 0, b31=−2(m+2)m+1 a40, a04=−(3m+ 5)(2a40+ b13)/2 and a22=−(3(1+
m)2b13 + 2m(5+ 3m)a40)/(2(m+ 1)), the reversible case,
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wherem ∈ N.Moreover theHamiltonian case has a polynomial ﬁrst integral of degree 5 and the reversible
case has a polynomial ﬁrst integral of degree m+ 3.
Consider polynomial differential systems with a linear center perturbed by homogeneous polynomials
of degree s = 5, i.e.,
x˙ =−y + a50x5 + a41x4y + a32x3y2 + a23x2y3 + a14xy4 + a05x5,
y˙ = x + b50x5 + b41x4y + b32x3y2 + b23x2y3 + b14xy4 + b05x5. (7)
Theorem 7. System (7) has a polynomial ﬁrst integral if it satisﬁes one of the following conditions:
(H) b41 + 5a50 = b32 + 2a41 = b23 + a32 = 2b14 + a23 = 5b05 + a14 = 0, the Hamiltonian case,
(I) a50 = a32 = a14 = b41 = b23 = b05 = a23 = a05 = b14 = 0, and b32 =−2(m+ 1)a41,
(II) a50 = a32 = a14 = b41 = b23 = b05 = a05 = 0, a23 =−2(m+ 1)b14, b32 =−m+2m+1 a41, and b50 =
− (2m+3)4(m+1)2 a241/b14,
(III) a50 = a32 = a14 = b41 = b23 = b05 = 0, b14 =−a05,
a41 =−(2a05 − a23 + 2ma05)(2a05 − a23 + 2ma05 − 2a23)/(4m2a05),
b50 = (2a05 − a23 + 2ma05)2(2a05 − a23 +ma05 −ma23)/(4m3a205), and
b32 = (2a05 − a23 + 2ma05)(2a05 − a23 −ma23)/(2m2a05),
(IV) a50 = a32 = a14 = b41 = b23 = b05 = 0,
a23 =−((m+ 2)b14 −ma05)/(m+ 1),
a41 = ((m+ 1)b32 +m(a05 + (3+ 2m)b14))/(2(m+ 1)2), and
b50 = ((3+ 2m)((1+m)b32 − (2+m)b14)− (2+m)a05)/(2(m+ 1)2),
wherem ∈ N.Moreover theHamiltonian case has a polynomial ﬁrst integral of degree 6 and the reversible
cases (I), (II), (III) have a polynomial ﬁrst integral of degree 2(2m+ 3) and the reversible case (IV) has
a polynomial ﬁrst integral of degree m+ 3.
In general,wedonot knowunderwhich condition on the coefﬁcients of the system, the cubic polynomial
system (3) has a center at the origin. Calculations of the ﬁrst Poincaré–Liapunov constants produce 10
terms in the expression ofV4, and over 100 terms for the expression ofV6. So the expressions very quickly
become too large to be of any use. The vanishing of some of the ﬁrst Poincaré–Liapunov constants are
necessary conditions to have a center at the origin. The next step is to try to prove that the origin is a
center using different techniques, such as reversibility of the system, existence of an integrating factor,
see [5] for details, or existence of analytical changes to simplify systems, see the method used by Cherkas
in [10] of transforming to a system of Liénard form, as a precursor of these methods.
For a given system, to know its reversibility is one of the main problems in the qualitative theory of
differential equations.An analytic planar differential system x˙=f (x) deﬁned in an open subsetU ⊂ R2 is
reversible if, and only if, there exists a C∞ diffeomorphism  : U ⊂ R2 → R2 , with ◦= id, such that
f ((x))=−D(f (x)). When  is linear we have a time-reversible system. The time-reversible systems
are characterized by the existence of at least one straight line through the origin, which is a symmetry
axis of the phase portrait. Then after a rotation of certain angle, the system is reversible with respect to
the diffeomorphism 0(x, y)= (−x, y). Note that a vector ﬁeld (X(x, y), Y (x, y)) is reversible respect
to the diffeomorphism 0 if and only if X(−x, y)=X(x, y) and Y (−x, y)=−Y (x, y). If system (3) is
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time-reversible then the origin is a center (the symmetry principle, see [24], p. 135). We consider below
a particular class of cubic systems (3): the cubic system which is time-reversible. As we have said this
system has a center at the origin and a rotation of axes brings it into the form
x˙ =−y + a20x2 + a02y2 + a21x2y + a03y3,
y˙ = x + b11xy + b30x3 + b12xy2. (8)
In the next the theorem we characterize the cubic systems (8) which have a polynomial ﬁrst integral.
Theorem 8. System (8) has a polynomial ﬁrst integral if it satisﬁes one of the following conditions:
(H) 2a20 + b11 = 0, a21 + b12 = 0 the Hamiltonian case,
(I) a21 = a03 = b12 = b30 = 0, and b11 =− 2a20m−2 ,
(II) b30 = 0, b12 =− 2a21m−2 , and
a21 = (m−2)(2a20+!b11)(2a20+(m−(!+2))b11)2(m−(2!+2))2 , with m2!+ 3, and ! ∈ N.
Moreover the Hamiltonian case has a polynomial ﬁrst integral of degree 4 and the reversible cases have
a polynomial ﬁrst integral of degree m.
4. The proofs of the main results
The proof of the next theorems follows doing tedious computations using an implementation of the
method developed in Section 2, see also [15], and imposing that the Poincaré series has a ﬁnite number
of terms. This process gives necessary conditions for each order in the Poincaré series which must be
generalized to any order. We present here the necessary and sufﬁcient conditions for Theorems 3 and
5 and for the other theorems only sufﬁcient conditions are stated, giving in each case the polynomial
ﬁrst integral. In fact, the necessary and sufﬁcient conditions for Theorems 3 and 5 also follow from the
knowledge of all the centers cases and the knowledge of the ﬁrst integrals in each case and also from the
results presented in [19].
4.1. Proof of Theorem 3
The proof in the Hamiltonian case A= 2b and C = 2a is straightforward because the system has the
polynomial ﬁrst integral
H(x, y)= 3x2(1+ 2by)+ y2(3+ 2dy)+ 2ax3 − 6axy2.
In the reversible case a = C = 0 the implementation of the method developed in Section 2 and the
application of the Buchberger’s algorithm to ﬁnd the Groebner basis of a set of polynomials (see for
instance [11]), gives us the following results:
GroebnerBasis[C3k , k = 0, . . . , 3] = {b, d − A},
GroebnerBasis[C4k , k = 0, . . . , 4] = {(A− 2b)b, (A− 2b)(A+ 2b − d)},
GroebnerBasis[C5k , k = 0, . . . , 5] = {(A− 2b)(A− b)b, (A− 2b)(A− b)(A+ 3b − d)},
J. Giné / Journal of Computational and Applied Mathematics 184 (2005) 428–441 437
GroebnerBasis[C6k , k = 0, . . . , 6]
= {(3A− 2b)(A− 2b)(A− b)b, (3A− 2b)(A− 2b)(A− b)(3A+ 11b − 3d)}.
The zero set of the GroebnerBasis[Cmk , k = 0, . . . , m] is contained in the zero set of the GroebnerBasis
[Cm+1k , k = 0, . . . , m + 1], as a consequence of the formulae of Theorem 1. To have a polynomial ﬁrst
integral of degree m we must vanish the terms of order m + 1 in the Poincaré series, i.e., Cm+1i = 0 for
i = 0, . . . , m+ 1. To have a polynomial ﬁrst integral of degree 2 we obtain b = 0, for degree 3 we have
A−2b=0, for degree 4 we obtainA−b=0 and for degree 5 we have 3A−2b=0. Therefore, we claim
that to have a polynomial ﬁrst integral of degree m we must have (m − 2)A − 2b = 0 and the claim is
proved by induction. The sufﬁcient condition in these cases for a = C = 0 and A= 2b/(m− 2) follows
from the existence of the polynomial ﬁrst integral
H(x, y)= (2by +m− 2)m−2[bm(2− 2b2x2 − 4by +m(2b2x2 + 2by − 1))
+ d(m− 2)(m(1− 2by + 2b2y2)− 2(by − 1)2)].
In the Lotka–Volterra case b+ d = 0 Frommer [12] showed that the system may be brought by a rotation
of axes to one of the same form but with a= 0. Applying the algorithm we obtain (we only write the ﬁrst
terms of the results)
GroebnerBasis[C3k , k = 0, . . . , 3] = {C, b,A},
GroebnerBasis[C4k , k = 0, . . . , 4] = {C3, bC, . . .)},
GroebnerBasis[C5k , k = 0, . . . , 5] = {C(2b2 − C2), . . .},
GroebnerBasis[C6k , k = 0, . . . , 6] = {C(5b2 − 4C2)(2b2 − C2), . . .}.
To have a polynomial ﬁrst integral of degree 2 and 3 we obtain b=0, for degree 4 we obtain 2b2−C2=0
and for degree 5 we have 5b2 − 4C2 = 0. Therefore, we claim that to have a polynomial ﬁrst integral
of degree m we must have mb2 − 2(m − 3)C2 = 0 and the claim is proved by induction. Now, taking
C =±b√m/√2(m− 3) we obtain
GroebnerBasis[C3k , k = 0, . . . , 3] = {b,A},
GroebnerBasis[C4k , k = 0, . . . , 4] = {b(A− 2b), . . .)},
GroebnerBasis[C5k , k = 0, . . . , 5] = {b2(A− 3b)m, . . .},
GroebnerBasis[C6k , k = 0, . . . , 6] = {b3((m− 3)A− 3b)/(m− 3), . . .}.
Hence we obtain the second condition (m − 3)A − 3b = 0. The sufﬁcient condition in these cases for
d = b, a= 0, A= 3b/(m− 3) and C=±b√m/√2(m− 3) follows from the existence of the polynomial
ﬁrst integral
H(x, y)=
(
1+ 3by
m− 3
)m−3 (
4± 4b
√
2m√
m− 3 − 4by
)(
4∓ 2b
√
2m√
m− 3 − 4by
)2
.
In the critical case C =−2a, A=−3b− 5d and b=−(a2 + 2d2)/d we obtain GroebnerBasis[Cmk , k=
0, . . . , m]={a2+d2} for allm. Hence, implies a=d=0 andwe obtain a particular case of theHamiltonian
one.
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4.2. Proof of Theorem 5
The proof in the Hamiltonian case 7 = −32 and 8 = −4/3 is straightforward because the system
has the polynomial ﬁrst integral
H(x, y)= 6x2(1− 3y2)+ 3y2(2− 5y2)+ 36x4 − 122x3y − 44xy3.
In the reversible case 7 =−4, 6 =−5 and 8 =−2 the implementation of the method developed in
Section 2 and the application of the Buchberger’s algorithm to ﬁnd the Groebner basis, gives the following
results
GroebnerBasis[C4k , k = 0, . . . , 4] = {5 − 3, 2},
GroebnerBasis[C6k , k = 0, . . . , 6] = {35(3 − 5), . . .},
GroebnerBasis[C8k , k = 0, . . . , 8] = {225, 2345, . . .},
GroebnerBasis[C10k , k = 0, . . . , 10] = {45(3 − 5), . . .}.
In this case the Cmi = 0 for i = 0, . . . , m with m odd, are all null. To have a polynomial ﬁrst integral of
degree 2 we obtain 2 = 0, and for degree greater than 2 we have 5 = 0. Now, taking 5 = 0 we have
GroebnerBasis[C4k , k = 0, . . . , 4] = {3, 2},
GroebnerBasis[C6k , k = 0, . . . , 6] = {3(32 − 4), . . .},
GroebnerBasis[C8k , k = 0, . . . , 8] = {3(32 − 4)(22 − 4), . . .},
GroebnerBasis[C10k , k = 0, . . . , 10] = {3(32 − 4)(22 − 4)(52 − 34), . . .}.
Hence, to have a polynomial ﬁrst integral of degree 2 we obtain 2=0, for degree 4 we obtain 32−4=0,
for degree 6 we have 22 − 4 = 0 and for degree 8 we obtain 52 − 34 = 0. Therefore, we claim that
to have a polynomial ﬁrst integral of even degree m we must impose (m+ 2)2 − (m− 2)4 = 0 and the
claim is proved by induction. The sufﬁcient condition in these cases for 7 =−4, 6 =−5, 8 =−2,
5 = 0 and 4 = (m+ 2)2/(m− 2) follows from the existence of the polynomial ﬁrst integral
H(x, y)= (222m(x2 + y2)+ 3(m− 2)(1+ 22xy)) (m− 2+ 42xy)m−2.
4.3. Proof of Theorem 6
In the Hamiltonian case b31 = −4a40, b22 = −3a31/2, b13 = −2a22/3 and b04 = −a13/4 the system
has the polynomial ﬁrst integral
H(x, y)= 30x2 + 12b40x5 − 60a40x4y + 30y2 − 30a31x3y2
− 20a22x2y3 − 15a13xy4 − 12a04y5.
For the reversible case a31=a13=b40=b22=0, b31=−2(m+2)a40/(m+1), a04=−(3m+5)(2a40+b13)/2
and a22 =−(3(1+m)2b13 + 2m(5+ 3m)a40)/(2(m+ 1)), the polynomial ﬁrst integral in this case is
H(x, y)= (x2 + y2)[1+m− 2a40x2y + (2a40 + b13)(1+m)y3]m+1.
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4.4. Proof of Theorem 7
In the Hamiltonian case b41 =−5a50, b32 =−2a41, b23 =−a32, b14 =−a23/2 and b05 =−a14/5 the
system has the polynomial ﬁrst integral
H(x, y)= 30x2 + 10b50x6 − 60a50x5y + 30y2 − 30a41x4y2
− 20a32x3y3 − 15a23x2y4 − 12a14xy5 − 10a05y6.
For the reversible case (I) an inverse integrating factor is given by V (x, y)= (1− a41x4)−m and the ﬁrst
integral in this case is
H(x, y)= 3(1− a41x4)m+1y2 + 3x2 2F1(1/2,−m, 3/2, a41x4)
+ b05x62F 1(3/2,−m, 5/2, a41x4),
where 2F 1(a1, a2; b; x) is the hypergeometric function deﬁned by
2F
1(a1, a2; b; x)=
∞∑
k=0
(a1)k(a2)k
(b)k
xk
k! .
It is easy that if m = −a2 is a natural number the hypergeometric functions degenerate to polynomials
and then we obtain a polynomial ﬁrst integral of degree 2(2m+ 3).
The reversible cases (II) and (III) have an inverse integrating factor given by
V (x, y)= (a241x4 − 2a41(m+ 1)(2b14x2y2 − 1)+ 4b14(m+ 1)2(1+ b14y4))−m,
and
V (x, y)= (a223x4 + 4a205((m+ 1)x2 +my2)2 − 4a05(m2 + a23x4 + a23mx2(x2 + y2)))−m,
respectively. As it happens in case (I) for these cases we obtain a ﬁrst integral expressed by means of
special functions depending on m. When m ∈ N, these ﬁrst integrals are polynomial. This process to
obtain algebraic invariant curves of arbitrarily high degree is recently known, see for instance [13] and
the references therein.
The reversible case (IV) has an inverse integrating factor given by
V (x, y)= (6+ 4m3 − 6b14x4 + 3b32x4 + 6b14x2y2 − 2a05(x4 − x2y2 + y4)
+ 2m2(7− b14x4 + b32x4 + 2b14x2y2 − a05y4)
+m(16− 7b14x4 + 5b32x4 + 10b14x2y2 − a05(x4 − 2x2y2 + 4y4)))−m,
and the polynomial ﬁrst integral of degree m+ 3 is H(x, y)= (x2 + y2)V −m+1m .
4.5. Proof of Theorem 8
In the Hamiltonian case b11 =−2a20 and b12 =−a21 the system has the polynomial ﬁrst integral
H(x, y)=−3b30x4 + y2(−6+ 4a02y + 3a03y2)+ 6x2(−1+ 2a20y + a21y2).
The reversible case (I) corresponds to case (II) of Theorem 3.
440 J. Giné / Journal of Computational and Applied Mathematics 184 (2005) 428–441
For the reversible case (II) an inverse integrating factor is given by
V (x, y)= (2!+ 2−m+ 2a20y + !b11y)
2!+2−m
(m− 2!− 2+ 2a20y + (m− (!+ 2))b11y)!−1
,
and the polynomial ﬁrst integral is
H(x, y)= (2!+ 2−m+ 2a20y + !b11y)!+2−m
× [x2(m− 2!− 2+ 2a20y + (m− (!+ 2))b11y)! + P!+2(y)],
where P!+2(y) is a polynomial of degree !+ 2 in the variable y.
The Poincaré–Liapunov constants and the terms of the Poincaré series of systems (2), (5)–(8) are
available in the following e-mail address: gine@eup.udl.es.
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