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1. Introduction, main results and applications
In this paper we study the behaviour of solutions to the Emden–Fowler type inequality with absorbtion term:
sign(u)Lu  c(x)|x|2 |u|
σ , x ∈ Ω ⊂Rn, (1.1)
where Ω is either the exterior of a ball or a ball punctured at the origin. In (1.1) σ > 1 is a constant and L is the elliptic
operator in non-divergence form
Lu =
n∑
i, j=1
aij(x)uxi x j +
n∑
i=1
bi(x)uxi . (1.2)
The coeﬃcients aij,bi, c : Ω →R are locally bounded measurable functions satisfying the conditions
(i) there exist ν1, ν2 > 0 such that
ν1|ξ |2 
n∑
i, j=1
aij(x)ξiξ j  ν2|ξ |2 for all x ∈ Ω, ξ ∈Rn, (1.3)
(ii) sup
x∈Ω
∣∣∣∣∣
n∑
i=1
bi(x)xi
∣∣∣∣∣< +∞, and (1.4)
(iii) inf
x∈K c(x) > 0 for any compact subset K Ω. (1.5)
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u ∈ W 2,nloc (Ω) is a supersolution to (1.1) in Ω if u satisﬁes
sign(u)Lu  c(x)|x|2 |u|
σ a.e. in Ω.
By Br(x) we denote the ball of radius r with the centre at point x, i.e. Br(x) = {y ∈ Rn: |y − x| < r}, Br := Br(0).
Aρ1,ρ2 stands for an open annulus Aρ1,ρ2 = {x ∈ Rn: ρ1 < |x| < ρ2}, where ρ1,ρ2 ∈ [0,+∞]. Thus, Aρ,∞ = Rn/Bρ and
A0,ρ = Bρ/{0} .
We introduce the following functions which are used to state the properties of L:
T (x) =
n∑
i=1
aii(x) +
n∑
i=1
bi(x)xi, Φ(x) =
n∑
i, j=1
aij(x)
xix j
|x|2 , A(x) =
T (x)
Φ(x)
.
The last function was introduced in [16] where it was called the “effective dimension.” It turns out that it plays an important
role not only in describing properties of the corresponding linear equation but also in studying nonlinear equation of
Emden–Fowler type [8,9]. The following notation is standard
u+ =max(u,0), u− = max(−u,0).
We also denote M(r) = sup|x|=r u(x).
Inequalities of type (1.1) are of great importance in many areas of mathematical physics and for a long time have been
attracting attention of many authors. The qualitative theory of this type of equations has a rich mathematical structure and
yields a lot of beautiful results. One of the interesting and popular questions in this theory is a study of singularities of
solutions to equations and inequalities of type (1.1) and their behavior in exterior domains. The tool whose value is hard to
overestimate is widely known as the Keller–Osserman estimate. For the equation of the form
u = uσ in Ω (1.6)
it was ﬁrst established in the works of the named authors [5,17] and reads as follows. Suppose u ∈ C2(Ω) is a solution to
(1.6). Then there exists a constant C = C(σ ,n) such that∣∣u(x)∣∣ C(dist(x, ∂Ω)) 21−σ . (1.7)
If u is a solution to (1.6) in Aρ,∞ , the last inequality immediately implies that u(x) → 0 as x → ∞, and∣∣u(x)∣∣ C |x| 21−σ , x ∈ A2ρ,∞.
Property (1.7) of solutions of (1.6) is a feature inherent to this class of nonlinear equations and with its help many results
concerning behaviour of solutions of (1.6) are derived and obtaining existence results is signiﬁcantly simpliﬁed. Moreover, in
some cases this a priori bound leads to the removability of isolated singularities [2,7] or to their fairly complete description
(see [10,21–23] and references therein). This estimate was generalised to divergent and non-divergent elliptic operators of
the form ∂
∂xi
(aij
∂
∂x j
), aij
∂2
∂xi∂x j
respectively in [7] and for parabolic equations and inequalities in [3]. The latter work studies
even more general case of the nonlinearity f (u) with the function f satisfying certain structure conditions. In both [7] and
[3] the differential operators do not contain any lower order terms or weight standing by nonlinearity. To some extent, via
a use of the scaling method, the weight in front of the nonlinearity can be tackled. We show now the point at which the
problems arise.
For simplicity, let u be a positive solution to the equation
u = c(x)|x|2 u
σ (1.8)
in Aρ,∞ . For x ∈ Aδρ,∞ , δ > 1, consider the ball B := B |x|/δ(x). Substituting u = βv we see that in this ball
v  βσ−1
(
inf
y∈B
c(y)
|y|2
)
vσ = vσ ,
if we choose β = (infy∈B c(y)|y|2 )
1
1−σ . Now estimate (1.7) yields v(x) C |x| 21−σ , and hence
∣∣u(x)∣∣ C( min|y−x|<|x|/δ c(y)
) 1
1−σ
. (1.9)
We will refer further to this argument as the “scaling argument.” If we take c(x) ≡ 1, in this way we obtain only bounded-
ness and if c(x) → 0 as x → ∞ estimate (1.9) may fail to produce the right answer as is shown in our examples below. The
cases when it happens present often the special interest as “critical cases.”
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graph [12], also [11,14,15]). His proofs rely on subtle integral estimates and comparison theorems which reduce studying
positive solutions to (1.1) to studying positive solutions to the corresponding ODE of the same type. This approach was
carried over to the study of nonlinear parabolic equations and inequalities.
The aim of this paper is to cover the remaining gaps and to obtain the sharp estimates in cases which cannot be
covered by the scaling argument. Moreover, we present here a proof which is elementary in nature and relies entirely
on the maximum principle [4,18] and explicit construction of supersolutions. The idea in [7] (and in [3]) was to write a
supersolution in the form
∑n
i=1 v(xi), where v was deﬁned as a solution to the appropriate differential equation. In case
when the differential operator contains no lower order terms the function v is obtained as a solution to the differential
equation
v ′′ = λvσ ,
which can be easily integrated. Of course, when the lower order terms and the weight in front of the nonlinearity are
present it becomes more complex and needs a great amount of subtle analysis to deal with. Here we show how to avoid
this diﬃculties by taking only the leading terms of the asymptotic expansion of the corresponding differential equation
[1,6,13,19]. It is very likely that the same method can be extended to parabolic equations and to equations with nonlinearity
in the principal part ([20], [15], etc.)—the ﬁrst point of interest in this case is obtaining the a priori bound for solutions of
ut = u − |x|−2uσ . The author plans to continue research in this direction.
Now we are ready to formulate the main results of the paper. In the statements of the theorems of this paper C stands
for a constant independent of u, whose value varies from line to line.
Theorem 1.1. Let u be a solution to inequality (1.1) in Aρ,∞ . Let Q (·) : (ρ,+∞) →R+ be such that
Q (r) inf|x|=r c(x), supr>ρ
∣∣∣∣ Q ′rQ
∣∣∣∣< +∞.
(a) If
∫ +∞
ρ Q (r)
dr
r = +∞, then
∣∣u(x)∣∣ C
( |x|∫
ρ
Q (r)
dr
r
) 1
1−σ
, x ∈ A2ρ,∞, (1.10)
and as a consequence
u(x) → 0 as x → ∞.
(b) If
∫ +∞
ρ Q (r)
dr
r < +∞ and Q is bounded, then
∣∣u(x)∣∣ C
( +∞∫
|x|
Q (r)
dr
r
) 1
1−σ
, x ∈ A2ρ,∞. (1.11)
The next theorem is a generalisation of the previous one to the case of non-smooth weight.
Theorem 1.2. Let u be a solution to inequality (1.1) in Aρ,∞ . Let q(·) : (ρ,+∞) →R+ be such that
q(r) inf
x∈ A¯r/δ,rδ
c(x) for some δ > 1.
(a) If
∫ +∞
ρ q(r)
dr
r = +∞ and
sup
r>ρ
q(rδ)
q(r)
< +∞,
then
∣∣u(x)∣∣ C
( |x|∫
ρ
Q (r)
dr
r
) 1
1−σ
, x ∈ A2ρ,∞. (1.12)
(b) If
∫ +∞
ρ q(r)
dr
r < +∞, q is bounded and
sup
q(r)
q(rδ)
< +∞,r>ρ
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∣∣u(x)∣∣ C
( +∞∫
|x|
q(r)
dr
r
) 1
1−σ
, x ∈ A2ρ,∞. (1.13)
The third theorem exposes the effect emerging when the weight c(x) is rapidly growing or decaying. (roughly speaking,
faster than any power of |x|).
Theorem 1.3. Let u be a solution to inequality (1.1) in Aρ,∞ . Let Q (·) : (ρ,+∞) →R+ be such that
Q (r) inf|x|=r c(x).
(a) Suppose that
rQ ′
Q
→ +∞ as r → +∞, and
Q ′, Q ′′  0, sup
r>2ρ
Q Q ′′
(Q ′)2
< +∞.
Then
u(x) → 0 as x → ∞,
and
∣∣u(x)∣∣ C
( |x|∫
ρ
Q 2
rQ ′
dr
r
) 1
1−σ
, x ∈ A2ρ,∞. (1.14)
(b) Suppose that
rQ ′
Q
→ −∞ as r → +∞, and
Q ′ < 0, Q ′′  0, sup
r>2ρ
Q Q ′′
(Q ′)2
< +∞.
Then
∣∣u(x)∣∣ C
( ∞∫
|x|
−Q 2
rQ ′
dr
r
) 1
1−σ
, x ∈ A2ρ,∞. (1.15)
The last theorem deals with the special case of planar domains.
Theorem 1.4. Let u be a solution to inequality (1.1) in Aρ,∞, ρ > 1. Let Q (·) : (ρ,+∞) →R+ be such that
Q (r) inf|x|=r c(x) and supr>ρ
∣∣∣∣ Q ′r ln rQ
∣∣∣∣< +∞.
Let
A(x) ≡ 2.
(a) Suppose that
+∞∫
ρ
Q ln r
dr
r
= +∞.
Then
|u(x)| C
( |x|∫
ρ
Q ln r
dr
r
) 1
1−σ
, |x| > 2ρ. (1.16)
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+∞∫
ρ
Q ln r
dr
r
< +∞.
Then
∣∣u(x)∣∣ C
( +∞∫
|x|
Q ln r
dr
r
) 1
1−σ
, |x| > 2ρ. (1.17)
Remark 1.5. As the results for the exterior of the ball and for the punctured ball are essentially the same, we give only
the proof for the former case. Let us note that the assumption of c(x) being locally strictly positive is not necessary. We
could easily deal with the case of c(x) being only nonnegative and the same results as given here hold. We do not pursue
this issue only to avoid unnecessary complication in the notation. For the same reason we conﬁne ourselves to the case
of the exterior of the ball—we can easily replace Aρ,∞ in the theorems and their proofs by a domain Ω ⊂ Aρ,∞ imposing
additional condition u |∂Ω∩Aρ,∞= 0. Moreover, it can be easily seen from the method of our proof that we may omit the
requirement of uniform ellipticity and demand that {aij(x)} be only locally uniformly elliptic and its elements be uniformly
bounded, thus allowing for degenerate at inﬁnity (or 0) operators.
Theorems 1.1 and 1.2 are similar and the general idea is contained in Theorem 1.1. Theorem 1.2 shows how to deal
with non-smooth functions through the means of an appropriate regularisation. Further, we note that the results of Theo-
rems 1.1–1.4 in case (a) imply the uniqueness of solutions of the ﬁrst boundary value problem for (1.1) in Aρ,∞ .
Now we provide some examples which illustrate the power of our results.
Example 1.6. Natural examples of functions Q which satisfy the conditions of Theorem 1.1(a) can be given by
Qk,(r) =
(
k−1∏
j=1
ln . . . ln︸ ︷︷ ︸
j
r
)−1
· (ln . . . ln︸ ︷︷ ︸
k
r)−ε, k 1, 1> ε  0.
One can easily check that for Qk, estimate (1.10) reads as follows∣∣u(x)∣∣ C(ln . . . ln︸ ︷︷ ︸
k
r)
1−ε
1−σ .
Example 1.7. If, on the other hand, we choose
Q (r) = (ln r)α, α > 0,
estimate (1.10) yields∣∣u(x)∣∣ C(ln r) 1+α1−σ ,
which is better than (1.9).
Example 1.8. Next, if we choose Q such that the conditions of Theorem 1.1(b) are satisﬁed, a rather natural example is
given by
Q (r) = r−ε, ε > 0,
then it is easy to see that the equation
u = 1|x|2+ε u
σ
admits a solution growing at inﬁnity
u(x) = Cε|x| εσ−1 .
Note that it has the same order of growth as predicted by our estimate.
Remark 1.9. If Q has the form r f (r),  	= 0, f ′(r) = o( fr ) as r → ∞ one can easily verify that the estimates (1.10), (1.11)
coincide with (1.9). So, the estimate provided by Theorem 1.1 presents the main interest when Q has the form
k∏
j=1
(ln . . . ln︸ ︷︷ ︸
j
r)α j .
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Example 1.10. Consider the function u = (ln r) 11−σ which solves the equation
u − 1
2
2∑
j=1
x jux j
|x|2 = |x|
−2
(
1
2(σ − 1) +
σ
(σ − 1)2
1
ln r
)
uσ
in A2,∞ ⊂R2. One can easily check that estimate (1.10) provides the right answer.
On the other hand, if c(x) → ∞ fast enough (faster then any power of |x|) then the scaling argument, as well as estimates
(1.10), (1.11) fail to produce the right answer.
Example 1.11. Indeed, set u(x) = e−|x| . Then u solves the equation
u − (n − 1)
n∑
i=1
xiuxi
|x|2 =
e(σ−1)|x||x|2
|x|2 u
σ
in A1,∞ . The scaling argument provides the estimate∣∣u(x)∣∣ Ce−|x|/δ, δ > 1.
The estimate (1.10) yields∣∣u(x)∣∣ C |x| 11−σ e−|x|
which is obviously false, and one can easily check that estimate (1.14) gives the right answer∣∣u(x)∣∣ Ce−|x|.
The same effect takes place when c(x) → 0 very fast (faster than any power of |x|), as is demonstrated by the following
example.
Example 1.12. Set u(x) = e|x| in A1,∞ , which solves the equation
u − (n − 1)
n∑
i=1
xiuxi
|x|2 =
e(1−σ)|x||x|2
|x|2 u
σ .
The estimate provided by the scaling argument is∣∣u(x)∣∣ Ce|x|δ, δ > 1,
whereas estimate (1.11) yields∣∣u(x)∣∣ C |x| 11−σ e|x|,
which is clearly not true. Like in the previous example, one can easily check that estimate (1.15) provides the correct result∣∣u(x)∣∣ Ce|x|.
Theorem 1.4 describes the special case of planar domains. This situation arises when we study the equation of the form
u = c(x)|x|2 u
σ , x ∈ Aρ,∞ ⊂R2,
and c(x) behaves like a product of logarithmic functions depending on radius. In the three examples below one can easily
check that the estimates given by Theorem 1.4 yield the right answer.
Example 1.13. Let us consider the function u = (ln ln r) 11−σ in A10,∞ ⊂R2, which solves the equation
u =
(
1
σ − 1 (ln r)
−2 + σ
(1− σ)2 (ln r)
−2(ln ln r)−1
)
uσ
r2
.
Estimate (1.10) gives only∣∣u(x)∣∣ C(ln r) 1σ−1 , |x| > 20,
which allows for solutions growing at inﬁnity.
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u = σ
(1− σ)2
1
r2 ln r
uσ in A2,∞ ∈R2.
If we apply Theorem 1.1 we will be left with the estimate∣∣u(x)∣∣ C(ln ln r) 11−σ , |x| > 4,
which is again far from optimal.
Example 1.15. Let us choose a number k such that k + 1> σ . Then the function u = (ln r) kσ−1 solves the equation
u = k
σ − 1
k + 1− σ
σ
(ln r)
−k−2
σ−1 u
σ
r2
in A2,+∞ ⊂R2. The estimate provided by Theorem 1.1 reads as∣∣u(x)∣∣ (ln |x|) k+1σ−1 , |x| 4,
and we again observe that in this case we roughly speaking lose one logarithm.
2. Auxiliary facts and central lemma
2.1. Some more notation
For a constant γ > 1 we introduce functions cγ (·) : (ρ/γ ,+∞) →R+ deﬁned by
cγ (r) = inf
x∈ A¯r/γ ,rγ
c(x).
For a constant γ > 1 and a function f : (ρ/γ ,+∞) →R+ we deﬁne a function Sγ [ f ] : (ρ,+∞) →R+ by
Sγ [ f ](r) =
rγ∫
r/γ
f (s)
ds
s
.
It is clear that if for any r >ρ/γ 0 f (r) cγ (r) then Sγ [ f ](r) 2(lnγ ) inf|x|=r c(x) and | ddr Sγ [ f ](r)| γ inf|x|=r c(x)r .
We also note that we often understand a function deﬁned on a subset of positive real semiaxis as a function deﬁned on
a subset of Rn . In this case we naturally deﬁne f (x) = f (|x|).
Since for technical purposes we will need q(r) to be deﬁned for r > ρ/δ we set q(r) = min(infρ|x|rδ c(x)) for r ∈
(ρ/δ,ρ).
When we speak about inf or sup of a function on some set X we mean the intersection of X with the domain of
deﬁnition of this function.
2.2. Maximum principle
In this paper we use a maximum principle in the following form:
Proposition 2.1 (Maximum principle). Let Ω be a bounded domain and u, v are a solution and a supersolution to (1.1) in Ω , respec-
tively. If
u+|∂Ω  v+|∂Ω (u−|∂Ω  v−|∂Ω),
then
u+  v+ (u−  v−) in Ω.
Remark 2.2. If two functions φ,ψ ∈ C(Ω¯) then there is no problem in understanding the relation φ|∂Ω ψ |∂Ω . If they are
only C(Ω) then we understand it in the following standard sense:
limsup
x→∂Ω
(
φ(x) − ψ(x)) 0.
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u, v → 0 as x → ∞.
Then the maximum principle holds in Aρ,∞: if
u+|∂ Aρ,∞  v+|∂ Aρ,∞ (u−|∂ Aρ,∞  v− |∂ Aρ,∞),
then
u+  v+ (u−  v−) in Aρ,∞.
Proof. We ﬁrst apply the maximum principle to the annulus Aρ,ρ1 , ρ < ρ1 < +∞ from which we have
u+(x) v+(x) +max(u+, v+)||x|=ρ1
in Aρ,ρ1 . Now since the last term vanishes as ρ1 → +∞, we obtain
u+  v+ in Aρ,∞. 
In the following lemma we may assume in the proof that supx∈∂ Aρ1,ρ2 |u(x)| < +∞. If it is not the case then we ﬁrst
apply this lemmas to a slightly smaller annulus Aρ1+ε,ρ2−ε and then pass to the limit as ε → 0.
Lemma 2.4. Let u be a solution to inequality (1.1) in Aρ1,ρ2 . Let the functions R1(r), R2(r) be given by:
R1(r) =
r∫
ρ1
V (s)
ds
s
, R2(r) =
ρ2∫
r
V (s)
ds
s
,
where V (s) 0; s ∈ (ρ1,ρ2) and V ′ ∈ L∞,loc(ρ1,ρ2).
Then in Aρ1,ρ2 the following estimate holds
sup
|x|=r
∣∣u(x)∣∣ σ + 1
σ − 1 max
(
C1(r)R
2
1−σ
1 (r),C2(r)R
2
1−σ
2 (r)
)
, (2.1)
where
C1(r) =
[
sup
x∈Aρ1,r
2Φ
σ − 1 ·
(
σ + 1
σ − 1
V 2
c(x)
+ R1
((
2− A(x)) V
c(x)
− rV
′
c(x)
)
+
)] 1
σ−1
,
C2(r) =
[
sup
x∈Ar,ρ2
2Φ
σ − 1 ·
(
σ + 1
σ − 1
V 2
c(x)
+ R2
((
A(x)− 2) V
c(x)
+ rV
′
c(x)
)
+
)] 1
σ−1
.
Proof. First let us recall that for a radial function f (r) the expression for L f (r) takes the following form
L f (r) = Φ f ′′ + T − Φ
r
f ′. (2.2)
Thus, if we want a positive function f (r) to be a supersolution to inequality (1.1) it must satisfy the inequality
Φ f ′′ + T − Φ
r
f ′  c(x)
r2
f σ in Aρ1,ρ2 . (2.3)
Let us introduce the function
f (x, y) = x 21−σ − 2
1− σ y
2
1−σ −1(x− y)+ 2
σ − 1 y
2
1−σ .
It is clear that
f ′x(x, x) = 0, f (x, x) =
σ + 1
σ − 1 x
2
1−σ ,
f (x, y) → +∞ as x → 0+,
f (x, y) x
2
1−σ , 0 x y,
f ′x(x, y) =
2 (
x
2
1−σ −1 − y 21−σ −1) and f ′′xx(x, y) = 2
(
2 − 1
)
x
2σ
1−σ .1− σ 1− σ 1− σ
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g1,ξ (r) = f
(
R1(r), R1(ξ)
)
, g2,ξ (r) = f
(
R2(r), R2(ξ)
)
.
Let us show that for C  C1(ξ) the function Cg1,ξ is a supersolution to inequality (1.1) in Aρ1,ξ . Indeed, for such values
of C ,
LCg1,ξ = C R
2σ
1−σ
1
r2
2
σ − 1
[
σ + 1
σ − 1ΦV
2 + R1
(
1−
(
R1(ξ)
R1
) 2
1−σ −1)(
(2Φ − T )V − ΦV ′r)]
 c(x)
r2
gσ1,ξ · Cσ−11 C 
c(x)
r2
(Cg1,ξ )
σ .
Analogously, the function Cg2,ξ is a supersolution to inequality (1.1) in Aξ,ρ2 for the values C  C2(ξ). Let us introduce now
the function
Fξ (r) =
{
k1g1,ξ , r  ξ,
k2g2,ξ , r  ξ,
where the constants k1,k2 satisfy the conditions
k1g1,ξ (ξ) = k2g2,ξ (ξ),
k1  C1(ξ), k2  C2(ξ).
It is obvious that these conditions are satisﬁed if we choose
k1 = αR
2
σ−1
1 (ξ), k2 = αR
2
σ−1
2 (ξ),
α max
(
C1(ξ)R
2
1−σ
1 (ξ),C2(ξ)R
2
1−σ
2 (ξ)
)
.
Now, Fξ (ξ) = σ+1σ−1α, and F is a supersolution to (1.1) in Aρ1,ρ2 . From our construction it is clear that
F (r) → +∞ as r → ρ1 + 0, r → ρ2 − 0.
We can therefore apply the maximum principle to u and F and immediately obtain the assertion of this lemma. 
In order to move further we need to prove several auxiliary statements.
The proof of the next proposition is very simple and is a direct application of Fubini’s theorem, and so we omit it.
Proposition 2.5. Let f : (ρ/γ ,+∞) →R+ for some γ > 1. Then ∫ +∞ Sγ [ f ](r) drr and ∫ +∞ f (r) drr converge or diverge simultane-
ously and
r∫
ρ
Sγ [ f ](s)ds
s
min(lnγ , lnε)
r∫
ρ
f (s)
ds
s
, r  ερ,
+∞∫
r
Sγ [ f ](s)ds
s
 lnγ
+∞∫
r
f (s)
ds
s
, r  ρ.
Proposition 2.6.
Sδ[q](r) 1+ K
ln δ
r∫
ρ
Sδ[q](s)ds
s
, r > ρδ,
where K = supr>ρ q(rδ)q(r) .
Proof.
Sδ[q](r) =
rδ∫
r/δ
q(s)
ds
s

r∫
ρ
q(s)
ds
s
+
rδ∫
r
q(s)
ds
s
 (1+ K )
r∫
ρ
q(s)
ds
s
 1+ K
ln δ
r∫
ρ
Sδ[q](s)ds
s
.
We give the next proposition without proof as it is similar to the one above. 
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Sδ[q](r) 1+ K
ln δ
+∞∫
r
Sδ[q](s)ds
s
, r > ρδ,
where K = supr>ρ q(r)q(rδ) .
Now we are ready to pass on to the proof of our theorems.
3. Proof of Theorems 1.1–1.4
For a given function V which will be deﬁned separately for each case, we will denote
R1(r) =
r∫
ρ
V (s)
ds
s
, R2(r) =
ρ1∫
r
V (s)
ds
s
,
R2,ρ1 (r) =
ρ1∫
r
V (s)
ds
s
, I =
∞∫
ρ
V (s)
ds
s
.
In the proof below the letter C stands for constants independent on ξ,ρ1.
First, we set V = Q in case I, V = Sδ[q] in case II, V = | Q 2rQ ′ | in case III, V = Q ln r in case IV. Note that in each case
except IV
k1 := sup
r>ρ
V
c(x)
< +∞.
(In the cases I and III, k1 = 1, and in the case II, k1  2 ln δ.) In case IV we set k1 = 0.
In cases labeled by (a)
R2,ρ1 (r) → +∞ as ρ1 → ∞,
R1(r) → +∞ as r → ∞.
In cases labeled by (b) I < +∞ and
R2,ρ1 (r) → R2(r) as ρ1 → +∞,
R1(r) → I as r → ∞,
R2(r) → 0 as r → ∞,
R1(r), R2,ρ1 (r) I for all r,ρ1  ρ.
Let us ﬁx some number ξ > 2ρ . We start with applying Lemma 2.4 to the annulus Aρ,ρ1 , ρ1 > ξ . It immediately yields
the following estimate
M(ξ) σ + 1
σ − 1 max
(
C1(ξ)R
2
1−σ
1 (ξ),C2,ρ1 (ξ)R
2
1−σ
2,ρ1
(ξ)
)
, ξ ∈ (ρ,ρ1), (3.1)
where
C1(ξ) =
[
sup
x∈Aρ,ξ
2Φ
σ − 1 ·
(
σ + 1
σ − 1
V 2
c(x)
+
((
2− A(x)) V
c(x)
− rV
′
c(x)
)
+
R1
)] 1
σ−1
,
C2,ρ1 (ξ) =
[
sup
x∈Aξ,ρ1
2Φ
σ − 1 ·
(
σ + 1
σ − 1
V 2
c(x)
+
((
A(x) − 2) V
c(x)
+ rV
′
c(x)
)
+
R2,ρ1
)] 1
σ−1
.
Let us denote
f1(r) = sup
|x|=r
∣∣∣∣ rV ′c(x)
∣∣∣∣, f2(r) = sup|x|=r V
2(r)
c(x)
.
We claim that in each case
k2 := sup f1(r) < +∞.
r>ρ
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f1(r)
∣∣∣∣ rQ ′Q
∣∣∣∣.
In case II it follows from the property of Sδ[q]:∣∣∣∣ ddr Sδ[q]
∣∣∣∣ δ inf|x|=r c(x)r .
In case III we see that
f1(r)
∣∣∣∣ rV ′Q
∣∣∣∣=
∣∣∣∣2− QrQ ′ − Q Q
′′
(Q ′)2
∣∣∣∣,
which is uniformly bounded in Aρ,∞ according to the condition of the theorem. (Without loss of generality we can assume
that |Q ′(ρ)| > 0 since otherwise we could apply our reasoning to slightly smaller annulus in which |Q ′| > const> 0.)
In case IV we evaluate
f1(r)
∣∣∣∣1+ Q ′r ln rQ
∣∣∣∣,
which is again uniformly bounded in Aρ,∞ .
Second, we claim that in cases labeled by (a) there exist k3,k4 > 0 such that
f2(r) k3 + k4R1(r),
and in cases labeled by (b) there exists a constant k4 > 0 such that
f2(r) k4R2(r).
In case I we estimate ﬁrst
f2(r) Q (r)
and note that |Q ′(r)| C Q r−1. Our statement follows then from the Newton–Leibnitz formula.
In case II we estimate ﬁrst
f2(r) 2 ln δSδ[q](r)
and use Propositions 2.6 and 2.7 to obtain the desired estimate.
In case III we write ﬁrst
f2(r)
Q 3
r2(Q ′)2
and explicitly calculating the derivative of the last expression we see that(
Q 3
r2(Q ′)2
)′
= 3Q
2
r2Q ′
− 2Q
3
r3(Q ′)2
− 2Q
3Q ′′
(Q ′)3
,
which is  3(R1)′ in case III(a). In case III(b) we write it as
Q 2
r2Q ′
(
3− 2Q
rQ ′
− 2Q Q
′′
(Q ′)2
Q ′
)
,
which shows that it is  C R ′2(r) with some constant C . (We again assume in this place that |Q ′(ρ)| > 0.)
In case IV
f2(r) Q (ln r)2
and estimating the derivative of the last expression we have∣∣∣∣ ddr Q (ln r)2
∣∣∣∣=
∣∣∣∣Q ′(ln r)2 + 2 Q ln rr
∣∣∣∣ C Q ln rr = C(R1(r))′ = −C(R2(r))′
with some constant C . Application of Newton–Leibnitz formula ﬁnishes the proof.
Now, in cases labeled as (a) we estimate
C1(ξ) C(σ , ν2) sup
ρ<τ<ξ
(
k3 + (k1 + k2 + k4)R1(τ )
) 1
σ−1  C R1(ξ), ξ  2ρ,
C2,ρ1 (ξ) C(σ , ν2) sup
(
k3 + k4
(
R1(ξ) + R2,τ (ξ)
)+ (k1 + k2)R2,ρ1 (τ )) 1σ−1  C(R1(ξ) + R2,ρ1 (ξ)) 1σ−1 .
ξ<τ<ρ1
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M(ξ) C max
(
R
1
1−σ
1 (ξ), R
2
1−σ
2,ρ1
(ξ)
(
R1(ξ) + R2,ρ1 (ξ)
) 1
σ−1 ).
Sending ρ1 to ∞ eliminates the second term and ﬁnishes the proof.
In case (b) we estimate
C1(ξ) C(σ , ν2) sup
ρ<τ<ξ
(
k4R2(τ ) + (k1 + k2)R1(τ )
) 1
σ−1  C I
1
σ−1 ,
C2,ρ1 (ξ) C(σ , ν2) sup
ξ<τ<ρ1
(
k4R2(τ ) + (k1 + k2)R2,ρ1 (τ )
) 1
σ−1  C
(
R2(ξ) + R2,ρ1 (ξ)
) 1
σ−1  C R
1
σ−1
2 (ξ).
Estimate (3.1) now reads as
M(ξ) C max
(
I
1
σ−1 R
2
1−σ
1 (ξ), R
1
σ−1
2 (ξ)R
2
1−σ
2,ρ1
(ξ)
)
.
Sending ρ1 to ∞ and observing that
R1(ξ) const> 0, ξ  2ρ,
ﬁnishes the proof. 
4. Results for the punctured ball
In this section we collect the results analogous to those we have obtained for the exterior domain. We do not give proofs
here as they repeat those for the preceding case.
Theorem 4.1. Let u be a solution to inequality (1.1) in A0,ρ . Let Q (·) : (0,ρ) →R+ be such that
Q (r) inf|x|=r c(x),
sup
r<ρ
| Q
′r
Q
| < +∞.
(a) If
∫ ρ
0 Q (r)
dr
r = +∞, then
∣∣u(x)∣∣ C
( ρ∫
|x|
Q (r)
dr
r
) 1
1−σ
, x ∈ A0,ρ/2, (4.1)
and as a consequence
u(x) → 0 as x → 0.
(b) If
∫ ρ
0 Q (r)
dr
r < +∞ and Q is bounded, then
∣∣u(x)∣∣ C
( |x|∫
0
Q (r)
dr
r
) 1
1−σ
, x ∈ A0,ρ/2. (4.2)
Theorem 4.2. Let u be a solution to inequality (1.1) in A0,ρ . Let q(·) : (0,ρ) →R+ be such that
q(r) inf
x∈ A¯r/δ,rδ
c(x) for some δ > 1.
(a) If
∫ ρ
0 q(r)
dr
r = +∞ and
sup
r<ρ
q(r/δ)
q(r)
< +∞,
then
∣∣u(x)∣∣ C
( ρ∫
|x|
q(r)
dr
r
) 1
1−σ
, x ∈ A0,ρ/2. (4.3)
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∫ ρ
0 q(r)
dr
r < +∞, q is bounded and
sup
r<ρ/δ
q(rδ)
q(r)
< +∞,
then
∣∣u(x)∣∣ C
( |x|∫
0
q(r)
dr
r
) 1
1−σ
, x ∈ A0,ρ/2. (4.4)
Theorem 4.3. Let u be a solution to inequality (1.1) in Aρ,∞ . Let Q (·) : (0,ρ) →R+ be such that
Q (r) inf|x|=r c(x).
(a) Suppose that
rQ ′
Q
→ −∞ as r → 0, and
Q ′  0, Q ′′  0, sup
r<ρ
Q Q ′′
(Q ′)2
< +∞.
Then
u(x) → 0 as x → 0,
and
∣∣u(x)∣∣ C
( ρ∫
|x|
−Q 2
rQ ′
dr
r
) 1
1−σ
, x ∈ A0,ρ/2. (4.5)
(b) Suppose that
rQ ′
Q
→ +∞ as r → 0, and
Q ′ > 0, Q ′′  0, sup
r<ρ
Q Q ′′
(Q ′)2
< +∞.
Then
∣∣u(x)∣∣ C
( |x|∫
0
Q 2
rQ ′
dr
r
) 1
1−σ
, x ∈ A0,ρ/2. (4.6)
Theorem 4.4. Let u be a solution to inequality (1.1) in A0,ρ , ρ < 1. Let Q (·) : (0,ρ) →R+ be such that
Q (r) inf|x|=r c(x) and supr<ρ
∣∣∣∣ Q ′r ln rQ
∣∣∣∣< +∞.
Let
A(x) ≡ 2.
(a) Suppose that
ρ∫
0
Q ln r
dr
r
= +∞.
Then
∣∣u(x)∣∣ C
( ρ∫
|x|
Q ln
1
r
dr
r
) 1
1−σ
, |x| < ρ/2. (4.7)
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ρ∫
0
Q ln r
dr
r
< +∞.
Then
∣∣u(x)∣∣ C
( |x|∫
0
Q ln
1
r
dr
r
) 1
1−σ
, |x| < ρ/2. (4.8)
5. Improvement of estimates
Our estimates are aimed at the “worst case” (demonstrated in Example 4)—that is, A(x) < 2 in Aρ,∞ or A(x) > 2 if we
consider A0,ρ . If we consider Aρ,∞ (or A0,ρ ) and
lim inf
x→∞ A(x) > 2
(
limsup
x→0
A(x) < 2, respectively
)
then the estimates provided by Theorems 1.1 (4.1, respectively) can be improved. That is the reason why in our examples
we used the drift term, which shifts the “effective dimension.”
Using the expression (2.2) for the operator L acting on radial function one can easily verify that both functions (if they
are deﬁned)
f1(r) =
+∞∫
r
exp
( s∫
ρ
sup
|x|=ξ
(
2− A(x))dξ
ξ
)
ds
s
, (5.1)
f2(r) =
r∫
0
exp
( ρ∫
s
sup
|x|=ξ
(
A(x) − 2)dξ
ξ
)
ds
s
(5.2)
are positive solutions to the inequality Lu  0 in Aρ,∞ and A0,ρ , respectively [18] and hence positive supersolutions to
inequality (1.1) in the same domain. It is clear that f1(r) → 0 as r → ∞ and f2(r) → 0 as r → 0.
The example of f1 is a fundamental solution to u = 0 in dimension n  3, which is cnr2−n . The example of f2 is a
function f (r) = r, which gives a solution to u − (n − 1)∑nj=1 x jux j|x|2 .
Then,
f3(r) =
r∫
ρ
exp
( s∫
ρ
inf|x|=ξ
(
2− A(x))dξ
ξ
)
ds
s
, (5.3)
f4(r) =
ρ∫
r
exp
( ρ∫
s
inf|x|=ξ
(
A(x) − 2)dξ
ξ
)
ds
s
(5.4)
are positive solutions to the inequality Lu  0 in Aρ,∞ and A0,ρ respectively and hence positive supersolutions to inequal-
ity (1.1) in the same domains. If the integrals deﬁning them diverge then we have a supersolution tending to +∞ as r → ∞
or r → 0.
The example for both f3, f4 is provided by the fundamental solution to u = 0 in R2.
It is easy to see that the function f1 is deﬁned if lim infx→∞ A(x) > 2 and the function f2 is deﬁned if
limsupx→0 A(x) < 2. If, on the other hand, we have limsupx→∞ A(x) < 2 (lim infx→0 A(x) > 2) we have a supersolution
f3(r) (respectively f4(r)) which tends to +∞ as x goes to ∞ (respectively 0).
To avoid unnecessary “generality” we demonstrate on the simple examples how the estimates can be improved (or
established) in several interesting cases. This exposition is restricted for simplicity to the case of the Laplacian. It is readily
seen that these results can be easily carried over to general operators of the form (1.2), with coeﬃcients which are Dini
continuous at 0 or at inﬁnity.
Example 5.1. Let u be a (classical) solution to
u = 1
2
uσ , x ∈ Aρ,∞ ⊂Rn, n 3.|x|
1010 M. Surnachev / J. Math. Anal. Appl. 348 (2008) 996–1011Then Theorem 1.1 yields that u(x) → 0 as x → ∞ and using the maximum principle we immediately obtain∣∣u(x)∣∣ sup|x|=2ρ |u(x)|
(2ρ)2−n
|x|2−n, x ∈ A2ρ,∞,
which is far better that the estimate |u(x)| C(ln |x|) 11−σ provided by Theorem 1.1.
Example 5.2. Let u be a (classical) solution to
u = u nn−2 , x ∈ A0,1 ⊂Rn, n 3.
The number nn−2 is the critical exponent for the equation of this type. Setting u = r2−nv we have
v + 2(2− n)
n∑
j=1
x j
|x|2 vx j =
v
n
n−2
|x|2 .
which immediately yields v(x) → 0 as x → 0 and consequently u(x) = o(|x|2−n). Using the standart argument one can easily
show that this fact implies the “removability of singularity”—we can deﬁne u(0) so that the function u(x) will be a solution
in the whole ball B1.
The following example is more subtle because it deals with the equation where the linear potential is present.
Example 5.3. Let u be a (classical) solution to
u + C|x|2 u = |x|
puσ , x ∈ A1,∞ ⊂Rn, n 3,
where the constant C  CH = (n−2)24 . Let us denote
λ+ = 2− n +
√
(n − 2)2 − 4C
2
, λ− = 2− n −
√
(n − 2)2 − 4C
2
.
It is clear that λ+  λ− and the only case when they are equal is when C = (n−2)24 . Now, one can easily check that the
functions rλ+ , rλ− if C < (n−2)
2
4 and r
2−n
2 , r
2−n
2 ln r if C = (n−2)24 are positive solutions to
u + C|x|2 u = 0 in A1,∞.
Let λ be λ+ or λ− . Performing the “ground-state transform” u = rλv we arrive at the equation
v + 2λ
n∑
j=1
x j
|x|2 vx j = |x|
p+λ(σ−1)vσ .
Suppose ﬁrst that p + λ(σ − 1) 	= −2. In this case Theorem 1.1 yields∣∣v(x)∣∣ C˜ |x| 2+p1−σ −λ, |x| > 2,
and consequently∣∣u(x)∣∣ C˜ |x| 2+p1−σ , |x| > 2. (5.5)
Now, suppose that p + λ(σ − 1) = −2, or, in a more convenient form, λ = 2+p1−σ . In this case the estimate for v provided by
Theorem 1.1 reads as∣∣v(x)∣∣ C˜(ln |x|) 11−σ , |x| > 2,
and thus∣∣u(x)∣∣ C˜ |x| 2+p1−σ (ln |x|) 11−σ , |x| > 2. (5.6)
Thus, if λ+ or λ− is equal to 2+p1−σ then u(x) = o(|x|
2+p
1−σ ) as x → ∞.
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