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This book is dedicated to those who do—those who wake up every day
and try to make the world a better place, strive to make the systems
that are supposed to work actually work, and who overcome to do their
jobs. Our modest contribution, we hope, is to help the people who do
by providing a language and a framework that articulates what the
more successful already know intuitively, explaining why doing is
often so very hard, and helping them build a larger community of
doers able to take tangible steps forward.
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Then all the elders of Israel gathered together and came to Samuel at
Ramah, and said to him, “Look, you are old, and your sons do not walk
in your ways. Now appoint us a king to judge us [and rule over us] like all
the other nations.” But their demand displeased Samuel when they said,
“Give us a king to judge and rule over us.” . . . . Samuel reported all the
words of the Lord to the people who were asking him for a king . . .But the
people refused to listen to Samuel. “No!” they said. “We want a king over
us. Then we will be like all the other nations . . . ”
Samuel 1:8 (c. 600 BCE)
We must not make a scarecrow of the law,
Setting it up to fear the birds of prey,
And let it keep one shape, till custom make it
Their perch and not their terror.
William Shakespeare, Measure for Measure Act 2, Scene 1
Theory is when you know everything and nothing works. Practice is when
everything works and nobody knows why. We have put together theory
and practice: nothing is working . . . and nobody knows why!
Attributed to Albert Einstein
We have added much new cultural material, the value of which cannot be
discounted; however, it often fits so ill with our own style or is so far
removed from it that we can use it at best as a decoration and not as
material to build with. It is quite understandable why we have been so
mistaken in our choice. In the first place, much has to be chosen, and there
has been so little to choose from.
Ki Hajar Dewantara, Indonesian educator (1935)
[W]e tend to meet any new situation by reorganizing, and a wonderful
method it is for creating the illusion of progress at a mere cost of confusion,
inefficiency and demoralization.
Charlton Ogburn Jr., The Marauders (1959: 72)
The term “implementation” understates the complexity of the task of
carrying out projects that are affected by a high degree of initial ignorance
and uncertainty. Here “project implementation” may often mean in fact a
long voyage of discovery in the most varied domains, from technology to
politics.
Albert Hirschman, Development Projects Observed (1967: 35)
If you can’t imitate him, don’t copy him.
Baseball great Yogi Berra, advising a young player who was mimicking the
batting stance of famed slugger Frank Robinson

Introduction
The “long voyage of discovery”
Seeking to look like something you’re not because you’re envious, desperate or
afraid. “Reforms” that yield only cynicism and illusions of progress. Being
given ill-fitting material that at best can be used as decoration, and that
routinely fails to deter those forces arrayed against it. The disjuncture of
theory and practice. The importance of eschewing short-term expedience to
embark instead on long voyages of discovery to resolve deeply complex
problems—those defined by high degrees of initial ignorance and uncertainty.
These themes, encapsulated in the opening epigraphs, convey the essence
of the challenges this book addresses and to which it seeks to respond.
Whether two and a half thousand years ago or today, those striving to envi-
sion and then instantiate a better way of doing things have lamented with
disarming regularity that too often the prevailing solutions are actually part of
the problem. In recent decades, a long line of venerable thinkers—Charles
Lindblom in the 1950s, Albert Hirschmann in the 1960s and 1970s, David
Korten in the 1980s, Dennis Rondinelli in the 1980s and 1990s, “complexity”
theorists in recent years (among others)1—have argued for taking a more
adaptive or experimental approach to engaging with vexing development
challenges. These calls bear repeating, but their failure to gain lasting traction
could mean either that the underlying diagnosis is in fact inadequate or that
the challenges it seeks to overcome are just too daunting. But we suggest that
the ingredient missing from previous efforts has been the failure to mobilize a
1 See, among many others, Lindblom (1959), Hirschmann (1967), Korten (1980), Rondinelli
(1993), and Ramalingam (2013). See also Uphoff (1992). The more recent interest in “delivery
units” (Barber 2015) within governments (e.g. Malaysia, Tanzania) to focus specifically on
implementation issues has a broadly similar but narrowly quite different intellectual pedigree
and modus operandi from the approach outlined here.
vibrant social movement of citizens, researchers, and development practi-
tioners in support of the necessary change.
While hardly a “manifesto” for such change, this book seeks to bring the
analysis of policy implementation dynamics in development into direct dia-
logue with the latest scholarly literature and hard-won experiences of practi-
tioners. We ourselves sit at precisely this precarious juncture of thinking and
doing. If there is a key lesson from our collective engagements so far it is that
teams of committed people change things, indeed that—echoing Margaret
Mead—“it is the only thing that ever has.” We bring to this quest the com-
bined skills and sensibilities of an economist (Lant) who works on education
and health, a public administration specialist (Matt) who specializes in public
financial management and budget reform, and a sociologist (Michael) who
works on local justice and governance. All three of us have worked at Harvard
Kennedy School and theWorld Bank, and have a combined seventy-five years
of experience working on and living in countries seeking to engage with the
problems we spell out.
The work on which this volume is based stems from an initial realization
that across our respective disciplines, sectors, and countries a common and
repeated problem is apparent: articulating a reasonable policy is one
thing; actually implementing it successfully is another. Development dis-
course is replete with discussions of the “policy implications” of particular
findings from research and experience—hire contract teachers, use biomet-
rics to improve attendance, introduce new procurement systems to reduce
corruption—but rarely is there a follow-up discussion on who, exactly, will
implement these “implications,” or whether the administrative systems
charged with implementing any policy can actually do so, or whether a
given policy success or failure actually stems less from the quality of its
“design” and more from the willingness and ability of the prevailing
apparatus to implement it. All manner of key questions pertaining to the
replication and “scaling-up” of policies and programs deemed to be “suc-
cessful” turn on whether adequate implementation capability is (actually
or potentially) present, but explanations of weak implementation seem
too often to be attributed to “low capacity” (of individuals), “perverse
incentives,” or “lack of political will.” Elements of these explanations
are true, but a more comprehensive and detailed approach is needed to
guide action.
One of the great paradoxes of contemporary development is that this
wondrous project—to bring a measure of prosperity and peace to the whole
world—has both succeeded spectacularly and failed miserably. It has suc-
ceeded spectacularly because, by many measures, the world has never been
in better shape. Despite what one might infer from the daily headlines, on
average we live longer, have higher incomes, are better educated, enjoy more
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political freedoms, and are physically safer than at any point in humanhistory.2
Most developing countries have met most of the Millennium Development
Goals—the eight targets set by the community of nations in 2000—on schedule
(i.e. by 2015), a good many even earlier. Large-scale famines, pestilence, and
plagues, long the scourge of human existence, have mostly been consigned to
history books. Even wars are smaller scale, resulting in vastly fewer deaths than
those of the first half of the twentieth century (and before). But we have also
failed miserably, because we have done the easy part, and because the key to
taking the next vital steps—building institutions able to implement increas-
ingly complex and contentious tasks, under pressure and at scale—is not only
not improving but in most developing countries steadily declining. The “easy”
part of development entailed stopping doing awful things (genocide, gulags,
apartheid, exclusion)3 and then going from nothing to something in the
provision of positive things: from essentially no public services of any kind to
the provision of a building called a school, occupied by a person called a teacher
deploying some resources called textbooks. Such provisions constituted, math-
ematically speaking, an infinite improvement and together they generated
correspondingly real advancements in human welfare.4
As important as these achievements have been, however, they are the
beginning, not the end, of “development.” To complete the development
journey, we now need to do the hard part, namely ensure that buildings,
teachers, and textbooks routinely combine to produce actual learning, gener-
ating the knowledge and problem-solving skills that enable students to
become functioning members of the twenty-first-century global economy,
and to become informed citizens meaningfully participating in domestic
political debates.5 Having defined education as enrollment, and gender equal-
ity as enrollment equality, it has been possible to declare victory. These
“inputs,” however, are necessary but very insufficient for taking the next
steps toward establishing a high capability education system, one able to
assure the reliable provision of high-quality public services for all.6 Moreover,
2 See Kenny (2010), Pinker (2011), Deaton (2013), and Radelet (2015) for ample supporting
evidence of these broad claims.
3 Seeking to end violence and discrimination, of course, is a dangerous and noble task, and in
many respects a constituent feature of development; our point here is that stopping destruction,
suppression, and division is a great start, but that it is something else to initiate the long process of
constructing a modern society, economy, polity, and public administrative system that reliably
works for all.
4 Needless to say, we are categorically not arguing that the absence of a formal state apparatus for
delivering public services implies that no services at all are being provided (or as a colleague aptly
put it, that in such circumstances there is a “blank slate” on which development actors then
“write”). Babies are born, children learn, and justice is dispensed in all communities everywhere,
often via mechanisms that are accessible and locally legitimate; the development challenge is
ensuring that high quality neonatal care, education, and justice are provided equitably to all.
5 See Pritchett (2013) for details on this dynamic in the specific case of education.
6 See World Bank (2004).
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beyond services that enjoy broad support, development also entails the craft-
ing of a state able to legitimately and equitably impose difficult obligations—
taxation, regulation, criminal justice—that everyday citizens (let alone power-
ful interest groups) may have occasion to actively resist. Delivering on such
tasks requires a mutually binding and broadly legitimate “social contract”
between citizen, state and provider, and a state that itself has the organiza-
tional capability to implement such tasks. On these development tasks, unfor-
tunately, the empirical record in recent years is much more sanguine; indeed,
in most developing countries, the quality of institutions presiding over such
tasks is flatlining or actively declining. As we shall see, even delivering the
mail—a non-controversial and almost entirely logistical task—seems to be
beyond the capability of many countries (and not just the poorest ones).7
Too often countries are being asked to run before they can walk—to imple-
ment “green growth,” to build an effective justice system, to introduce a
progressive tax code and pension systems before they have the resources or
capability to fix potholes in the roads.
In the face of such challenges, the prevailing development literature and
policy discourse is conspicuously silent or at best confused. Our reports,
papers, and memoranda are of course replete with strident calls for enhancing
“development effectiveness” and “good governance,” for promoting “the rule
of law,” “social accountability,” “transparency,” “participation,” and “inclu-
sion” as a basis for building “sound institutions,” but relatively little attention
is paid to the mechanisms and logics by which such activities are justified,
enacted, and assessed. Even if seasoned practitioners readily concede that
bona fide “tool kits” for responding to these challenges remain elusive, our
collective response seems to have been to double down on orthodoxy—on
measuring success by inputs provided, resources transferred, “best practices”
replicated, rules faithfully upheld—rather than seeking to forge strategies that
respond to the specific types of development problems that “building effective
institutions” necessarily requires.
The provocative claim of this book is that the dominant strategies deployed
in response to such challenges—by international organizations and domestic
agencies alike—are too often part of the problem rather than part of the
solution. We contend that such strategies produce administrative systems in
developing countries that look like those of modern states but that do not
(indeed, cannot) perform like them; reforms yield metrics that satisfy narrow
bureaucratic scorecards in donor capitals (and thus enable funds to continue
to flow and legitimacy to be sustained), but that mask a clear inability to
actually implement incrementally more complex and contentious tasks.
7 Chong et al. (2014).
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Anti-corruption laws are only one case in point: in 2012, Uganda received a
score of 99 out of 100 from Global Integrity (a watchdog NGO) for the quality
of its anti-corruption laws; on the day we happened to arrive in Kampala for a
workshop, however, the headline story in the newspapers announced that the
British government was suspending a large project because of . . . a massive
corruption scandal. What systems look like (their form) and what they can
actually do (their function) are often conflated; the claim or hope, in effect, is
that good form will get you good function. We argue, on the contrary, that
success (effective functioning) stems less from “good institutions” (form) but
that success builds good institutions. The challenge is thus how to enhance the
frequency, quality, and robustness of this success.
Beyond mere critique of orthodoxy, we seek to outline a strategy and
collection of tactics that we believe—on the basis of the historical record,
contemporary evidence, and our own hard-won experience—offers a coherent
and supportable strategy for nurturing this success. Rather than “selling solu-
tions” (or a “tool kit” of universal “best practices” as verified by “rigorous
evidence”) we propose strategies that begin with generating locally nomin-
ated and prioritized problems, and that work iteratively to identify customized
“best fit” responses (sometimes by exploiting the existing variation in imple-
mentation outcomes), in the process working with an expanding community
of practice to share and learn at scale. We call this approach problem-driven
iterative adaptation (PDIA). We are very conscious that others before us and
around us today have articulated similar diagnoses and prescriptions, but we
like to think the PDIA approach is unique in providing a detailed explanation
of the problem, a pragmatic and supportable response to it, and a commit-
ment to building an expanding social movement that can adopt and adapt it
in practice. As such, it’s the second word—not the first or final word—on a





The Problem—The Creation and
Consolidation of Capability Traps

1
The big stuck in state capability
Lant once visited a rather desultory game park. He and a few other visitors
were driven into the park seated on benches built onto the back of a flatbed
truck. A guard carrying a vintage rifle was also in the back to protect them from
any beasts they might encounter. As they drove along increasingly bumpy
and rutted roads, Lant became concerned that the driver often had his wheels
directly in the ruts. He mentioned to the guard that perhaps the driver should
stay out of the ruts. “Don’t worry,” the guard replied, “the driver knows what
he is doing. Just look for animals.” Another fifteen minutes later, there being
no animals to observe, Lant mentioned again to the guard that driving in the
ruts was a risk. “We do this every day,” said the guard. “We know what we are
doing, just let us do our job.” Not ten minutes later—whump!—everyone was
thrown forward as the truck, with wheels in the ruts, ground to a halt,
completely high centered. The truck was stuck, with the rear wheels spinning
uselessly in the air. As the visitors jumped down from the truck, the guard said:
“Damn, same thing happened yesterday.”
Like the truck in this game park, many developing countries and organiza-
tions within them are mired in a “big stuck,” or what we will call a “capability
trap”: they cannot perform the tasks asked of them, and doing the same thing
day after day is not improving the situation; indeed, it is usually only making
things worse. Even if everyone can agree in broad terms about the truck’s
desired destination and the route needed to get there, an inability to actually
implement the strategy for doing so means that there is often little to show for
it—despite all the time,money, andeffort expended, the trucknever arrives. This
book seeks to document the nature and extent of the capability for policy
implementation in developing countries, to explain how low capability exists
and persists, and—most importantly—to offer an approach for building a state’s
capability to implement its core functions (i.e. for getting “unstuck”). Put more
forcefully,we argue that countries are as “developed”—as economically prosper-
ous, socially inclusive, and politically well governed—as their capability for
implementation allows. Steadily acquiring this capability is a defining charac-
teristic of what it means for a country to become and remain “developed,” but
alas the track record of an array of strategies purporting to achieve this capability
over the last sixty years is at best thin.What might be done?Where to begin?
An initial sense of the scale of the challenge can be gleaned from an
examination of three different data sources that measure a country’s current
level and growth of state capability for policy implementation. Based on their
current (2012) level of capability on these measures we can divide the 102
historically developing countries1 into those with very weak, weak, middle,
1 We take the UN’s World Economic Situation and Prospects classification as “developed” (not
“high income”) which includes thirty-five countries; this is basically the old OECD (prior to
accessions to historically developing countries like Mexico and Korea) plus a few of the more
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and strong state capability. Analyzing the levels and recent growth rates of the
countries reveals the pervasiveness of the “big stuck” in state capability:
• Only eight of the historically developing countries have attained strong
capability. Moreover, as these eight are mostly quite small (e.g. Singapore,
Bahamas, United Arab Emirates), fewer than 100 million (or 1.7 percent)
of the roughly 5.8 billion people in historically developing countries
currently live in high capability states.
• Almost half (49 of 102) of the historically developing countries have very
weak or weak capability, and, as we show, these low levels of current
capability themselves show that, for these countries, the long-run pace
of acquiring capability is very slow.
• What is more worrisome, three-quarters of these countries (36 of 49) have
experienced negative growth in state capability in recent decades. More
than one-third of all countries (36 of 102) have low and (in the medium
run at least) deteriorating state capability.
• If we calculate the “business as usual” time to high capability—i.e. how long
it would take to achieve high state capability at current rates of progress—
then of the forty-nine currently weak capability states, the time frame for
the thirty-six with negative growth for attaining high capability is obvi-
ously “forever.” But even for the thirteen with positive growth, only three
would reach strong capability in fewer than ninety years at their current
medium-run growth.
• The problem of the “big stuck” or capability trap is not limited to the weak
capability (or “fragile” or “failing” states) but also applies to those in themiddle.
Of the forty-five countries with middle levels of capability, thirty-one (more
than two-thirds)have experienced negative growth in capability since 1996.
• The time to high capability calculations for these forty-five middle capabil-
ity countries suggest that only eight will reach strong capability before the
end of this century (and of those, four will take more than fifty years at
current trends).
Once one is stuck, doing the same thing one did yesterday (and the year before
and the decade before), simply attempting to put more power into spinning the
wheels, is not a wise course of action. Something different is needed.
The Implementation Imperative
Many engaged in development—elected and appointed politicians, govern-
ment officials, non-governmental organizations (NGOs), professionals of the
advanced countries in Eastern Europe (e.g. Hungary, Poland, Slovenia, Slovakia). Obviously if we
are saying there are few “historically developing country” successes then reclassifications of
successful countries like Korea or Singapore or Chile as “developed” would create bias.
The big stuck in state capability
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United Nations, OECD, development banks and bilateral aid agencies,
researchers, academics, and advocates—spend vast amounts of time and effort
debating and acting on three Ps: policies, programs, and projects. But what if
they don’t really matter? What if the policy as officially adopted, the program
as approved and budgeted, or the project design as agreed upon are actually of
secondary importance? If whether a policy, program, or project produces the
desired outcomes hinges on how well it is implemented, then the real deter-
minant of performance is not the three Ps but capability for implementation.
We contend that today many states have skewed capabilities—the capability
to routinely and repeatedly propose the three Ps, but not the capability to
implement them.
A recent study illustrates that even when governments have adopted the
exact same policy, outcomes across countries range from complete failure to
perfection. In a recent experimental study,2 researchers examined differences
in howwell countries handle internationalmail. For our purposes the results are
interestingnot because the post office is intrinsically fascinatingor international
mail a hugely important governmental function, but because all countries have
exactly the same policy. The Universal Postal Union convention, to which 159
countries in the world are signatories (i.e. nearly all), specifies a common and
detailedpolicy for the treatment of undeliverable international letters, including
that they are to be returned to the sending country within thirty days. None of
the observed differences in performance across countries in handling inter-
national mail can be attributed to differences in the de jure policy.
To examine governmental effectiveness, the researchers mailed 10 deliber-
ately misaddressed letters to each of the 159 countries and then just waited
and counted how long, if at all, each letter took to return. If measured by the
number of letters which were returned within ninety days (already more than
the official policy of thirty days), the performance ranged from zero to 100. In
countries like Finland, Norway, and Uruguay, 100 percent of the letters came
backwithin 90 days. In 25 of 157 countries no letters came back within 90 days
(in 16 countries none of the letters came back ever). These zero performance
countries included unsurprising places like Somalia, Myanmar, and Liberia
but also included Egypt, Fiji, Ghana, and Honduras that are considered
“middle-income” countries. In the lowest quartile of countries by income,
less than 1 in 10 letters was returned (0.92) and in the bottom half by
schooling only 2.2 of 10 were returned (Figure 1.1). This range of outcomes
is not because some countries had “good policies” and others did not—all had
exactly the same policy—but because some countries have post offices that
implement the adopted policy while others do not.
2 See Chong et al. (2014).
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In our own professional experience in fields as diverse as public finance,
basic education, legal enforcement, and others we have encountered similar
outcomes that convince us that many states have poor outcomes not because
they lack “good policies” but because they lack implementation capability. For
instance, governments across the developing world have now adopted similar
“best practice” budgeting rules but many still fail miserably to execute their
spending plans. Other governments have adopted common policies to
increase the number of trained teachers in schools. They succeed in passing
these teachers through training colleges but cannot ensure their active and
effective presence in classrooms. Similarly, governments across the world have
made great progress introducing policies aimed at increasing the procurement
of vital medicines in their countries but struggle to get themedicines to health
posts or to assure the medicines are being properly dispensed and used. Over
twenty-five years after signing the global convention on the rights of the
child, and committing to register all children at birth, countries such as
Bangladesh, India, Mozambique, Nigeria, Pakistan, and Uganda still register
less than 40 percent of children. They have the policy ideas and commitments
in place that other countries found sufficient for success, but just cannot
implement these in a consistently effective manner.
We argue that building an organizational or governmental capability to



































































































































Figure 1.1. Lost in the mail? Policy versus performance on returning misaddressed
envelopes
Source: Based on Chong et al (2014: table 2)
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As noted above, building robust capability for implementation is itself a
defining characteristic of being “developed”; moreover, it is a challenge that
only intensifies as the tasks to be completed by the state in increasingly
prosperous and open societies—taxing citizens, regulating business, providing
healthcare and pensions—themselves become more complex and conten-
tious. We believe that implementation failures hold many countries back
from realizing their own stated development goals, and that, even worse,
many governments lack the capability to overcome repeated implementation
failures even after years of reforms designed to strengthen state capability.
This problem has a long history. Since the beginning of the development
era in the aftermath of World War II and the accelerating creation of newly
independent nation-states, there has beenmassive intellectual and ideological
debate about what governments should do. However, there was less debate
about how governments could do what they chose to do—that is, about how to
build the capability of the state. The result is that more than half a century
into the development era there aremany states that lack the capability to carry
out even simple functions, like delivering the mail, about which there is
essentially no debate at all. How is it that countries like Ghana and Egypt
and Honduras and Fiji (and most other developing countries) do not have a
post office that implements simple policies that they have adopted? In seeking
to identify answers to these questions, we begin by returning to the available
cross-national data on state capability, the better to establish a broad empirical
foundation regarding global trends. In subsequent chapters we will explain
these trends, explore their manifestations within particular countries and
sectors, and outline a practical strategy for responding to them.
Cross-National Data on State Capability
A number of different organizations have created cross-national measures of
“governance,” albeit with various objectives in mind. For our purposes, how-
ever, the concept of “governance” is too broad and includes many conceptual
elements that are distinct from state capability. In particular we are not trying
to measure four things often lumped together with “governance.” All of these
are important, but nonetheless remain conceptually and empirically distinct.
First, we are not trying to measure politics, how the citizens choose (or not)
who will exercise sovereign power, nor how that is procedurally constrained.
So we do not rely on measures of “democracy” or “autocracy” (as in the Polity
measures) or on indicators like “constraints on the executive.” A country can
be a democracy with low state capability or an autocracy with high capability.
Second, we are also not trying to measure the protection of political rights or
human rights or freedom (as in the Freedom House indicators), or direct
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citizen voice or participation in the operation of government. Countries with
either high or low capability can engage in the suppression of human rights.
Third, we are not trying to directly measure economic (e.g. GDP per capita,
poverty) or human development (e.g. education, health, HDI—i.e. Human
Development Index) outcomes directly. That is, while we feel that state cap-
ability is an important determinant of these outcomes, we do not want to
conflate state capabilities and outcomes. For instance, with technological
progress or increases in incomes human development outcomes could be
improving even with stagnant levels of state capability. Fourth, we are not
measuring whether a country has “good” or “bad” policies (on any criteria)
but rather how well they implement what policies they have. A country could
have a counterproductive policy but implement it very effectively, or have a
terrific adopted policy but just not be able to implement it.
We use three different sources as reassurance that our broad characterizations
of the current levels of state capability and its evolution are not artefacts of one
measure or the biases of any one organization. The Quality of Government
(QOG) Institute provides a measure derived from the International Country
Risk Guide (ICRG) data that is the simple average of the three ICRG indicators:
“Corruption” (range 0–6), “Law and Order” (range 0–6) and “Bureaucratic Qual-
ity” (range 0–4), then rescaled 0–1. This state capability measure has the advan-
tage of being available from 1984 to 2012 for many countries and of being
comparable over time. The Failed State Index (FSI) rates countries by eleven
different indicators related to the likelihood of conflict (e.g. “group grievance,”
“fractionalized elites,” “external intervention”) but we just use as the FSI state
capability measure their indicator of “Public Services” which rates countries on
carrying out core state functions like policing and criminality, infrastructure,
roads, water and sanitation, education and health. Finally, the World Govern-
ance Indicators (WGI) have six components, each of which is an index built up
from underlying data sources in a statistically sophisticated manner (e.g.
Kaufmann et al. 2009). For our state capability index we use from the WGI the
simple average of “government effectiveness,” “control of corruption,” and
“rule of law.”3 This data is available from 1996 to 2013 and is comparable across
countries from year to year but is rescaled in each year so it is, strictly speaking,
only comparable over time for a given country relative to all other countries.
In order to compare these three separate data sources (QOG, FSI, WGI)
we rescale each of them to a zero to 10 range by assigning the lowest recorded
country/year observation as zero (this was typically Somalia) and the highest
recorded country/year observation as 10 (this was typically Singapore).
3 We do not use “voice and accountability” (which we take as a measure of polity and politics),
“political stability/violence” (which we regard as an outcome measure), or “regulatory quality” (as
this measures the quality of the policies).
The big stuck in state capability
15
This assumes each of the underlying variables are cardinal and linear. As this
linear scale is arbitrary (it could be 0–1 or 0–100) the intuitive way to under-
stand the results is that they are on a “Somalia to Singapore” scale—a move-
ment of 1 point, say from 3 to 4, is a move of 1/10th the Somalia-to-Singapore
difference in state capability.
Before presenting any analysis using these indicators there are three import-
ant empirical questions one should ask about this data on state capability.
First, are they measuring roughly the same thing? The pairwise correlations of
the three variables are all above 0.83. A slightly more sophisticated analysis,
which accounts for the attenuation bias due to pure measurement, suggests
that all of the variables have roughly a one-to-one linear relationship, as
would be expected in rescaled data.4 Even on the more demanding question
of the correlation of growth, the medium-run (1996 to latest) growth rates of
WGI and QOG have a correlation of 0.55.
Second, are these measures measuring something specific to a country’s
state capability or merely capturing broad cross-national differences in general
governance and socioeconomic conditions? That is, perhaps there are just
generally “good” places like Denmark with high prosperity, good policies,
high human development, human rights, democracy, and state capability,
and “bad” places like Somalia or Democratic Republic of Congo that lack all of
those. Drumm (2015) addresses this question directly by taking all of the forty-
five measures from four sources—WGI (six variables), ICRG (twelve variables),
FSI (twelve variables), and Bertelsmann Transformation Index (fifteen vari-
ables)—and asking the technical question of whether all of them load on a
single factor or whether the data suggest the various indicators are measuring
identifiably different phenomena. His analysis of all forty-five governance
indicators identifies four underlying factors (not just one or two) that he
calls “effectiveness,” “political gumption,” “absence of internal tensions,”
and “political support and absence of external pressures.” As such, he argues
that the governance indicators clearly distinguish between something like
state capability (his “effectiveness”) and something like “democracy” (his
“political gumption”). The mapping of the variables to the factors looks a lot
like our choices made before we saw his analysis. So, the WGI’s “government
effectiveness,” “rule of law,” and “control of corruption” indicators load onto
“effectiveness” while the “voice and accountability” indicator loads onto
“political gumption.” The three ICRG indicators used in the QOG measure
(“bureaucratic quality,” “corruption,” and “law and order”) are among those
4 Using either “reverse regressions” to bound the coefficient or instrumental variables regressions
(using a third indicator as instrument for the “x” variable) to correct formeasurement error (not as an
attempt establish causality) shows the linear relationship of each of the four on each other to have a
relationship not statistically different from one.
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that loadonto the factor “effectiveness,”while “democratic accountability” from
the ICRG ratings loads onto “political gumption.” The correlations between his
estimated “effectiveness” factor and our variables areWGI .95, QOG .87, FSI .92.
Third, are we asserting that country-level indicators of state capability are
sufficient and capture all of the relevant information? No. As we show in
Chapter 4, there can be tremendous differences in capability across public
sector organizations in the same country, and as we show in Chapter 5,
different tasks require very different types of capability. India illustrates
these points. In 2014 India put a spaceship into orbit around Mars—a task
requiring very high technical capability. India’s institutes of technology are
world renowned. The Indian Election Commission carries out free and fair
elections in the world’s largest democracy. At the same time, India’s capability
for implementation-intensive activities of either service delivery (health, edu-
cation, water) or imposition of obligations (taxation, regulation) is “flailing”
(Pritchett 2009), at best. The gaps in capability between organizations in the
same country is central to our book’s overall line of argument, as we maintain
that strategies at the organization and sector level can produce progress in
building capability even when country conditions are not propitious.
The indicator of state capability we use in the analysis in this chapter is the
simple average of the scaledWGI, QOG, and FSI indices of state capability. We
report here only these results for simplicity and as illustrative, but we have
done similar analysis of the levels and rates of growth of state capability for
each of the indicators separately (see Pritchett et al. 2010), other indicators
such as the BTI, the Drumm (2015) government effectiveness factor, the
World Bank’s internal indicators, and other indicators of state fragility (see
de Weijer and Pritchett 2010). We also stress that the basic findings we report
are robust using all these different indicators of state capability. We are not
focused on the results for individual countries and their relative rankings or
estimates of growth but on the big picture. With different indicators countries
might move up or down somewhat but the broad patterns across countries we
report remain the same.
The Big Stuck: Level and Growth in State Capability
Our results use two key estimates for each country’s level of state capability in
2012 on our state capability index (the average of the three WGI, QOG, and
FSI) from 0 to 10, and the medium-run growth of state capability as the
average of the growth rates of the QOG and the WGI from 1996 to 2012
(QOG) or 2013 (WGI).5 Table 1.1 presents the results of this analysis for the
5 The growth rates are calculated as the least squares growth rate over the entire period, not end-
point to end-point, which smooths out underlying variability.
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102 historically developing countries for which all three indicators were
available. The table has two dimensions: the classification of countries on
the current (2012) level of capability, and the growth of capability since 1996.
We divide countries into four levels of capability based on the value of the 0
to 10 state capability (SC) scale: very weak (less than 2.5),weak (2.5 to 4),middle
(4 to 6.5), and strong (above 6.5). These levels and categories are simply a
convention we adopt for simplicity of discussion and do not imply that we
think there are somehow important differences between a country at SC 2.4
versus 2.6 or at SC of 3.9 versus 4.1. Given the ranges of uncertainty of these
indicators,6 there are surely countries that could easily be in the category just
above or just below but we doubt there are many countries misclassified by
two or more categories (e.g. the strongest “very weak” country is Niger and the
weakest “middle” country is Ghana, and it is implausible that the ordering of
those two by capability is wrong).
We chose 6.5 as the threshold for “strong” state capability. This is not a high
standard, as there are at least some countries at 10 (by construction) and the
typical level of a developed country is 8. The countries just below the thresh-
old are Uruguay and Croatia and just above is Bahrain. When we calculate
“time to strong capability” we are not thinking of reaching OECD standards
or “getting to Denmark” (at 9.5) (Pritchett and Woolcock 2004) but achiev-
ing 6.5, just above Uruguay.
The first striking point of Table 1.1 is that there are only 8 of the 102
countries that have “strong” state capability. Moreover, as noted above,
these eight include four small population oil-rich states (United Arab Emirates,
Bahrain, Brunei, Qatar), one city-state (Singapore), one tiny island (Bahamas),
and only two large countries (Chile and South Korea). The total population of
these countries is around 85 million—smaller than Ethiopia or Vietnam.
The lower threshold, below which state capability is “very weak,” we chose
as 2.5. (Keep in mind that zero was the lowest of any country in any year.) In
theWGI, for instance, Somalia was only 0 in 2008 and in 2013 its ranking was
0.58—even though it effectively lacked a state. In the QOG data the only zero
is Liberia in 1993 in the midst of a horrific civil war and on that scale Somalia,
even in quasi-anarchy in 2003, was rated a 1.3. States at 2.5 or below are
“fragile” or “failing” in that they are at significant risk of not being able to
maintain even the Weberian definition of “stateness,” namely a “human
community that (successfully) claims the monopoly of the legitimate use of
physical force within a given territory.”7 For instance, in the WGI in 2013
Yemen was rated as a 2.5 and has since collapsed as a state, while Iraq in
2013 was rated by WGI as 2.3 and yet could not hold territory against the
6 See the confidence ranges in Kaufmann et al. (2010) for instance.
7 Weber (1919 [1965: 77]).
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incursion of a non-state actor in 2014. Tragically, there are twice asmany (17 of
102) countries in this “fragile” or essentially failed state category than successes
and, since these have much larger populations there are half a billion people
living in these “very weak” states. But we separate this lower category to
emphasize that while there are “fragile” states the problems of state capability
are not limited to those places—very low state capability is in fact pervasive.
Hence we don’t really focus on these countries in the discussion below of
positive and negative growth in capability of the weak and middle countries.8
The dividing line between “weak” and “middle” at an SC score of 4 is
perhaps the most arbitrary, but we thought it worth separating out the serious
and pressing challenges of improving state capability in the “middle”: large,
mostly functional states at no immediate risk of collapse and which are often
thriving economically like China, India, Brazil, and the Philippines from
those of “weak”—but not (currently) failing—states like Uganda, Honduras,
and Papua New Guinea. Referring to countries below 4 as “weak”makes sense
because, as we show in Chapter 4, India has many concrete and well-
documented examples of weak capability for implementation in education,
health, policing, and regulatory enforcement (e.g. licensing, environment,
banking) yet India has an SC 4.61 rating; hence countries with an SC rating
under 4 are plausibly called “weak.” Moreover, SC 4.0 separates the strongest
of the “weak” (the Gambia, El Salvador, and Belarus) from the weakest of the
“middle” (Ghana, Peru, Russia): while somemight have qualms saying Ghana,
Peru, and Russia are not themselves weak capability states, few would dispute
that Belarus, Gambia, and El Salvador are. These thresholds produce forty-five
“middle” and thirty-two “weak” capability countries.
The second dimension of Table 1.1 is how rapidly the medium-run growth
of state capability has been. For this we use the QOG and WGI data (the FSI
dates only to 2006) from 1996 (when theWGI begins) to the most recent data
(2012 for QOG, 2013 for WGI).9 We divide the pace of growth into very
8 There are three countries (Niger, Guinea-Bissau, and Liberia) whose very strong rebounds from
very weak capability imply their “time to strong capability at BAU” will be short. It is worth
pointing out that in two of the three the average short-run (since 2006) state capability progress
has turned negative.
9 One might object to the use of the WGI growth rates because the procedure for producing the
WGI renormalizes the measures from year to year such that the cross country average is zero and
hence the growth rate of the average is zero by construction. Hence tracking growth of a given
country is only tracking their relative growth year to year relative to all other countries. However,
we could renormalize the WGI growth rates by adding in a trend rate of growth of the average
country and then theWGI estimates would capture cross-national variation and have an externally
imposed trend. But the average trend in the “short run” (since 2006) is: QOG .0058 and FSI .011
and WGI .0029. Hence the trend is so close to zero in the QOG data (in fact the median is zero)
that little is lost in just using the raw WGI data. In fact, for the 1996–2012/2013 data the average
growth of the QOG data is 0.046 whereas for WGI is 0.0023. Hence using the unadjusted WGI
data to compute the average growth for each country gives a much more optimistic picture than if
we use the QOG data alone.
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negative, slow negative, slow positive, and rapid positive. The dividing line for
“slow” is 0.05 points per year; at this pace it would take 200 years to move
from zero state capability to the strongest (e.g. 10/200¼0.05).10
Using the 2012 level and the medium-run growth rate we calculate for each
country the time to strong capability; this is not a prediction or a forecast but
just an arithmetic calculation of the hypothetical question, “if a country were
to maintain its recent medium-run pace of growth into the future, how long
would it take to reach 6.5?”Obviously for the seventy countries with negative
recent growth the answer is “forever” as they are headed backwards. But even
Table 1.1 The “big stuck” in state capability: low levels, stagnant growth
The “big stuck” in state capability of low levels and stagnant growth of state capability. Only the thirteen
“historically developing countries” in bold are on a plausible “business as usual” path to have strong
capability by the end of the twenty-first century.
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10 The crude analogy would be a growth of GDP per capita of about 2 percent per annum at a
pace that, if sustained to 200 years, would take a country from roughly Niger’s GDP per capita to
that of the USA.
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for those with positive growth this extrapolation suggests very long time
frames. As an illustration, Bangladesh’s current state capability is 3.26 and
its annual growth is 0.013, so it will take 244 years11 to reach strong capability.
The Big Stuck: Weak Capability States
Explaining why so many states have stagnant or declining levels of capability
for policy implementation requires a more detailed examination of the factors
shaping the dynamics within both the states themselves and the broader
ecosystem of development assistance in which they are embedded. To con-
duct such an examination we begin not with the very weak (or “F-states”) but
rather the states between the very weak and middle—the weak capability
states. There are three things we can learn.
First, the fact that there are a lot of weak capability states today, even after
most nation-states have been politically sovereign for over fifty years (and
some, like the nine Latin American countries, for centuries), tells us that long-
run progress in state capability has been very slow. Don’t we need measures of
state capability over time in order to measure the rate of progress? Yes, of
course, and yet in an important way, no. Imagine walking into a forest and
encountering trees of very different heights. One might think you cannot say
anything about how fast or slow the trees grow. But actually with three pieces
of information the long-run rate of growth of each tree can be calculated. If we
know the tree’s current height, its starting height, and its age then we know
the average growth rate of the tree from seed to today exactly. This of course
does not reveal anything about dynamics: if the tree grew fast when young
and then slowed, or grew faster in wet years than dry years, or anything about
its future growth, but we actually do know long-run growth from current
height and age because we know it started from zero.
Using the analogy of inferring long-run growth in state capability from the
height of trees in a forest, we know that if countries still have weak capability
today and if we assume a lower bound of “stateness” of 2.5 then the overall
trajectory of growth of state capability from that lower bound has to have been
low. Take Guatemala, for instance. Its current state capability rating is 3.43. It
has been politically sovereign since 1839. Hence the long-run rate of growth
of state capability in Guatemala can have been at most 0.0054.12 Even coun-
tries with less time since independence who are weak cannot have been
improving too rapidly. Pakistan gained independence in 1947 and its upper
bound growth rate is 0.017.13 Again, this is not suggesting constant growth at
this rate, just that the overall trajectory has to be consistent with very slow
11 That is (6.53.26)/0.013)¼244.
12 Since (3.432.5)/(20121839)¼0.0054. 13 Since (3.622.5)/(20121947)¼0.017.
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growth. Even without data on growth we can infer a “big stuck” (or at least
very slow progress) just from the current low levels of capability.
Second, we do have some data on growth of state capability from 1996 to
2012, a period of sixteen years which we call “medium-run” progress. Strik-
ingly, of the thirty-two weak capability states twenty-six have negative
medium-run growth in capability. This is partly mechanical, as countries
with negative growth will have lower current levels, but this does mean that
if we calculated a “business as usual” extrapolation of “time to strong capabil-
ity” the answer for most weak capability countries is “forever.” In the short-
run growth (average of growth since 2006 of all three indicators) only thirteen
countries have positive recent growth and only five with “rapid” progress.
Even for those six weak capability states with positive capability progress the
pace is slow. The range of “time to strong capability” ranges from 96 years in
Zambia to 6,000 in Uganda. These are obviously not meant as “forecasts” as
no one knows what the world might look like in a 100, much less 6,000,
years but this does illustrate that weak capability countries are not on a
promising path.
Third, even the most rapidly progressing countries in the medium run do
not show very rapid progress. The 90th percentile of state capability growth is
only 0.032 points per year. At that pace even the strongest weak capability
country at a level of 4 would take another seventy-eight years (almost to the
next century) to reach strong capability.14 We return to this point in
Chapter 3, where we show that attempts to tackle state capability that pre-
sume that a three- or five-year plan can build state capability are not “plans”
but just wishful thinking—and wishful thinking that can be damaging.
All three points about capability can be illustrated in a single figure that
calculates the time to strong capability under various scenarios. Take Guate-
mala, illustrated in Figure 1.2.15 Its medium-run growth has been .051.
Obviously if this pace were maintained Guatemala never achieves strong
capability. To calculate the upper bound of long-run growth we start with
the fact that Guatemala has been politically independent since 1839. Its 2012
average SCPI was 3.43. Assuming 2.5 as a lower-bound of state capability, then
if it was 2.5 in 1839 and arrived at only 3.43 in 2012 this implies the overall
historical growth rate (again which could be periods of advance and decline or
long periods of absolute stagnation) was only 0.005 points per year.16 At that
pace it would take one hundred years to add just 0.5 units of capability. At the
very long-run pace Guatemala would only reach strong capability in the year
2584. We repeat that this is obviously not meant as a forecast but rather as a
14 Since (6.54)/0.032)¼78.




simple way of pointing out that the very low level today implies very slow
long-run growth. Finally, even if Guatemala were to attain and sustain the
optimistic scenario of the 90th percentile of growth of 0.032 points per year, it
would still take until 2108 to reach high capability.
The Big Stuck and the Muddle in the Middle
There are forty-five countries that are in the middle range of state capability—
neither weak nor strong. One might argue that the existence of this middle
shows that all is well with state capability, at least in many countries, and
hence suggest that “development” problems are mostly behind us. Such
suggestions are the result of a particularly confused but nevertheless perni-
cious logic that reasons that since economic prosperity depends on “institu-
tions,” then the existence of rapid growth in countries like India and China
proves that state capability is getting better. But all is not well: over two-thirds
of countries in the middle also have negative medium-run growth and hence,
although they have had sufficient progress in the past are not now on the right
track. Even those with positive growth, few are demonstrating growth that
puts them on a foreseeable path to strong capability. Let’s clarify the muddle

















Medium run (1996–2012): Never
2120
grsc(1996–2012): –0.054
SC in 2012: 3.43
Strong Capability (6.5)
grsc(90th percentile): 0.032
grsc(long run upper bound): 0.005
Long-run uppper bound: 2584
Optimistic: 2108
Year Reaching Strong Capability
Figure 1.2. Alternative scenarios for the evolution of state capability in Guatemala
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In the first category are those countries with rapid deterioration in state
capability. This includes thirteen countries including many middle-income
countries like South Africa, Argentina, Morocco, the Philippines, Thailand,
and Iran. For instance, Argentina’s QOG rating was 6.8 in 2000 and had fallen
to 4.8 by 2012. Clearly in these falling capability countries there has been
nothing to be complacent about.
A second category includes eighteen countries that had negative growth in
state capability. This includes both India (with 0.022 per year) and China
(with 0.015 per year). Again, while it may seem anomalous that the rapidly
economically growing Asian giants had deterioration in state capability, this
makes themistake of inferring state capability from economic growth. Indeed,
many observers feel that economic growth, while providing more resources to
the state, has also created pressures and expectations that have weakened the
state apparatus. This group also includes countries that have had prominent
difficulties—e.g. the Arab Spring countries of Egypt and Tunisia where citizen
dissatisfaction with the state and arbitrary enforcement (as well as high-level
nepotism and crony capitalism) played at least some role in the uprising. The
two largest Latin American countries, Brazil and Mexico, are also in this
category, both with moderate capability but under pressure as capability
stagnates and threats increase fromnon-state actors (e.g. criminality inMexico)
or corruption (the massive scandals in Brazil in 2015).
The third and fourth categories both had positive growth, but we divide
these into those that, if current trends persist, would reach strong capability
by 2100 and those that would not. The third group are the six middle coun-
tries in 2012 with positive, but very slow, progress since 1996: Kazakhstan,
Ghana, Ukraine, Armenia, Russia, and Botswana. The time to strong capability
for these countries are all over one hundred years, so while perhaps not
retrogressing or in a completely stagnant “big stuck” they are nevertheless
vulnerable. (And positive sentiment about medium-run progress in either
Ukraine or Russia as of 2012 might be revisited in light of their conflict and
of declining oil prices, which created a massive fiscal cushion in Russia).
The final group in the middle are those eight countries for which “business
as usual” would produce high capability by the next century. These are (with
their “years to strong capability”): Indonesia (68), Colombia (56), Turkey (55),
Algeria (55), Albania (42), Saudi Arabia (28), Uruguay (10), and Croatia (1).
Where Does the Evidence on Building State Capability Leave Us?
The “development era” was ushered in by the end of World War II, which
effectively began an era in which explicit colonialism ended and countries
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made their way into political sovereignty (always with the exception that
most of Latin America had been politically independent since the early nine-
teenth century). This “development era” began with high expectations that
these new nation-states could experience accelerated modernization. They
needn’t “reinvent the wheel” but could produce effective state organizations
by transplanting success. While many recognized that this component of
nation-building would be a long-term undertaking, certainly fifty or sixty
years would be enough to realize a vision of a capable state.
On this score, the results in Table 1.1 and discussed in this chapter are
sobering. There are few unambiguous successes in building state capability.
Examples like South Korea, Chile, and Singapore prove building state capabil-
ity is not impossible but that there are so few successes (and that so many of
the measured successes are oil rich) is worrisome. Moreover, only another
eight countries are, if current trends were to persist, on a path to reach strong
capability within this century. Put most starkly, at current rates less than 10
percent of today’s developing world population will have descendants who by the end
of this century are living in a high capability country.17 The “business as usual”
scenario would end the twenty-first century with only 13 of 102 historically
developing countries having attained strong state capability.
At the other extreme, seventeen countries as of this writing are at such a low
level of capability that even “stateness” itself is at constant risk—in Somalia,
Yemen, and DRC (andmore recently joining them Syria) there is noWeberian
state (and it is worth nothing the data did not include other F-states like South
Sudan and Afghanistan). Among those countries withminimally viable states,
fifty-seven of the seventy-seven (three-quarters) of the weak and middle cap-
ability countries have experienced a trend deterioration in state capability
since 1996. Twelve of the sixteen largest developing countries—including
China, India, Pakistan, Brazil, Mexico, Egypt, Vietnam, the Philippines,
Thailand, and South Africa—had negative trends in state capability.
What do these broad facts imply about the conceptual models we use to
understand, and even to act on, building state capability?
First, if state capability were coming to the party it would be here by now.
Many of the early ideas about accelerated modernization suggested a “natur-
alness” of the process of development. Just as the “natural” course of affairs is
for a baby to crawl then walk then run and the “natural” course of affairs is for
natural systems to tend towards entropy, the “natural” course of affairs was for
nation-states to become “modern” and acquire Weberian organizations cap-
able of ordering, administering, and implementing. On this score, countries or
17 ~0.8 percent = (Population of these 8 countries)/(Total population of today’s developing
world) = (~470M)/(~5.9B). And this number is only that high largely because of Indonesia, which
accounts for over half the total.
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sectors or organizations that failed to acquire capability were treated as anom-
alous pathologies that required explanation. But the pervasiveness of slow and
uneven progress suggests that explanations of slow progress in building state
capability in the development era need to be general, both across countries
and sectors. That is, the appropriate question to ask is: what are the common
features affecting public finance, the post offices, police forces, education
systems, health ministries, and regulatory mechanisms in many countries
that can account for slow progress?
Second, many broad ideas about how to build state capability that are
attractive (either politically, normatively, or pragmatically)—like “democracy
will build capability” or “more schooled populations will build state capabil-
ity” or “new information technologies will build state capability” or “eco-
nomic growth/higher incomes will build state capability”—are in fact very
difficult to sustain. The basic correlations or estimated impact, for example,
are not present in the data, or are not even in the “right” direction. While
nearly all good things—like state capability and GDP per capita, or state
capability and education, or state capability and democracy—are associated
across countries in levels (for a variety of causally entangled reasons), the
correlations among these same variables in changes or rates of growth are
much weaker. Economic growth over short-to-medium horizons is almost
completely uncorrelated with improvements in state capability (and some
argue that growth is associated with reductions in state capability).18 More-
over, establishing causation among aggregate variables is almost impossible—
while Denmark or Finland are rich, democratic, highly educated, and have
high state capability and Nepal or Haiti or Mali are none of those things, it is
hard to parse out which are horses and which are carts.
Similarly, even though more countries are democratic, schooling has
expanded massively, technological progress (particularly in information tech-
nology) has been revolutionary, and economic growth (while highly variable)
has been mostly positive, it is hard to conclude that this is a result of or
contributor to enhanced state capability. For instance, the schooling of the
adult population has increasedmassively (from two years to seven years) quite
uniformly across countries (Pritchett 2013). If more schooling causes better
state capability then this massive expansion in schooling could be part of
explaining why state capability had improved, if it had. But it hasn’t. The
puzzle of why state capability did not improve on average is made more, not
less, puzzling by education or democracy or income or technology or global
activism or support for state building—all of which have, on all standard
measures, increased substantially.




This slow progress in state capability is not for want of trying (or at least
efforts that look like trying). For decades the development enterprise at global,
regional, and national levels has endeavored to build state capability. The
orthodox strategy stresses “getting institutions right” because it relies on a
theory of change that believes institutions and organizations produce success
and result in high state capability. The orthodox approach thus aimed to build
successful institutions and organizations by transplanting the forms and
structures of existing successful institutions (or continuations of colonial/
adopted forms). This is manifest in tactics such as passing laws to create
institutions and organizations, creating organizational structures, funding
organizations, training management and workers of organizations to imple-
ment policies, or policy reform of the formulas the organizations are meant to
implement. None of these are particularly bad ideas in and of themselves, but
together they represent an orthodox theory of change—“accelerated modern-
ization through transplantation of best practice”—that, as we have shown,
has seen widespread failure and, at best, tepid progress.
We are hardly the first to point to disappointing outcomes in efforts to build
state capability. These are, at least within the development community, well
known and widely acknowledged. Twenty years ago a 1996 assessment of
national capacities in Africa, conducted on behalf of African governors of
the World Bank, concluded: “Almost every African country has witnessed a
systematic regression of capacity in the last 30 years; the majority had better
capacity at independence than they now possess” (World Bank 1996: 5) and
this “has led to institutionalized corruption, laxity and general lack of discip-
line in the civil service” (p. 2). African governments seemed to be getting
weaker, but not for lack of effort. Between $40 and $50 billion was spent
during the 1980s on building government capability.19 The rise on the devel-
opment agenda of issues of governance and corruption is due in large part to
the recognition in the 1990s that in many countries state capability was in
retrogress, if not collapse.20
The Way Forward
There are two common adages: “If at first you don’t succeed, try and try
again”; and “Insanity is doing the same thing and expecting different results.”
Given the apparent contradiction, perhaps amore accurate and clearer version
19 Cited in Lancaster (1999: 57).
20 Quotes from theWorld Bank report are taken from Klitgaard (1997). One of the World Bank’s
leading civil service experts, Barbara Nunberg wrote “basic personnel management in many
developing and transitional country administrations is in a state of collapse” and that
“[m]echanisms of authority and often probity have broken down.” (Nunberg 1995).
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of the first adage is: “If at first you don’t succeed, try something different.” This
book attempts to show that the orthodox strategy for building state capability
in developing countries has failed, and we offer a new hypothesis for how to
do things differently. Just as Edison did not invent a commercially feasible
light bulb by trying the same filament ten thousand times, perhaps not just
the tactics and strategies but the fundamental paradigm of how state capabil-
ity is built is wrong and it is time to try again—with a different paradigm. In
that case, we come to two conceptually distinct questions:21
• Is there a persuasive, or even plausible, explanation of why the building of
state capability has generically gone so badly?
• Givenwherewe are now today,with the global order andnational outcomes
as they are, do we have any idea what countries or those in public agencies
or their citizens or external agents can do to help build state capability?
The rest of the book grapples with these two questions. Our hypothesis is
founded in the belief that in order to build capability, we should focus on
solving problems rather than importing solutions. Our theory of capability
is, in a sense: “You cannot juggle without the struggle”—capability cannot
simply be imported; the contextually workable wheel has to be reinvented by
those who will use it. In this sense, building capability to implement is the
organizational equivalent of learning a language, a sport or a musical instru-
ment: it is acquired by doing, by persistent practice, not by imitating others.22
Chapters 2–3 present our “techniques of successful failure” that reconcile the
ongoing efforts of the current development paradigm that give the appear-
ances of constant forward motion with the reality of the “big stuck.” Chapters
4 and 5 delve more deeply into capability for policy implementation.
Our theory stems from our belief that success builds capability, and not vice
versa. Institutions and organizations and state capability are the result of
success—they are the consolidation and reification of successful practices.
Our approach aims to produce success by solving pressing problems the
society faces in ways that can be consolidated into organizations and institu-
tions. This begins with what we call problem-driven iterative adaptation
(PDIA): a process of nominating local problems, authorizing and pushing
positive deviations and innovation to solve problems, iterating with feedback
to identify solutions, and the eventual diffusion of solutions through hori-
zontal and interlinked non-organizational networks. Part II (Chapters 6–10)
presents our strategy for responding to failures of state capability.
21 We thank Hunt Allcott for this clarity.
22 The popular adage that one should “fake it until you make it” may work in the short run for
individuals performing certain tasks, but is far from a viable strategy for building long-run




Looking like a state
The seduction of isomorphic mimicry
Matt, an expert in public financial management (PFM), was recently working
in Mozambique. In many respects the country’s progress since the end of the
civil conflict two decades ago has been impressive, reflected, for example, in
multiple peaceful elections and transitions in top leadership. When assessed
using the donor-defined criteria of good PFM, the Public Expenditure and
Financial Accountability (PEFA) assessment framework,1 Mozambique’s PFM
system comes out as stronger than all African countries apart from South
Africa and Mauritius. But there are some disconcerting problems. When
assessed on the de jure—what is on the books—Mozambique gets a B. But
when assessed on de facto—what actually happens—the ranking slips to a
C. Perhaps unsurprisingly, there are many questions about the extent and
quality of implementation of the new laws and systems, and of what really
happens in the day-to-day functionality in the PFM system. Budget processes
at the apex are strong and budget documents are exemplary, but execution
largely remains a black box. Information about execution risks is poor, with
deficiencies in internal controls and internal audit and in-year monitoring
systems, and weak or unheard-of reporting from service delivery units and the
politically powerful, high-spending state-owned enterprises. Officials in line
ministries, departments, and agencies note that the new laws and systems
that claim to be the solution are also part of the problem. They look impressive
but are poorly fitted to user needs, require management capacities they do
not have, and attempt to institutionalize scripts that reflect international
best practice but not political and organizational realities on the ground.
The impressive new PFM system garnered kudos from international actors
for the ministers but was a missed opportunity to craft a system that works
to solve their specific needs.2
Mozambique is not alone is looking good on the surface at PFM. Uganda has
had its anti-corruption laws rated 99/100—on paper Uganda is the best anti-
corruption country in the world. Yet Uganda is also rated as having the largest
gap between law and practice and is regularly beset by corruption scandals.
As it happens, the newspaper headlines on the day in 2013 all three of us
arrived in Kampala for a PDIA workshop announced that the UK was cancel-
ing a large loan because of . . . corruption.
In order to articulate a persuasive alternative approach to building state
capability we first need a coherent diagnosis as to why the prevailing approach
is flailing. The diagnosis of the status quo must be able to not only document
the lack of capability of public sector organizations (Chapters 1 and 4) but also
explain how and why they have demonstrated so little improvement in the
half a century or more of the development era. Building state capability has
1 See Andrews (2008). 2 See Andrews et al. (2010).
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been a declared goal and yet, despite the lack of improvement, many states
have maintained sufficient internal and external legitimacy that they have
continued to receive domestic budget and funding from international agen-
cies throughout this period on the pretext that they are capable of implemen-
tation and/or that improvement in capability is imminent. We refer to this
combination of capability failure while maintaining at least the appearance
and often the legitimacy and benefits of capability as “successful failure.” This
raises three key questions. What are the techniques of successful failure that
allow state organizations to fail year after year and yet maintain themselves?
Why are these techniques so widespread among state organizations in devel-
oping countries? And, how can these techniques that have proven successful
and robust in protecting failure be subverted?
In this chapter we argue isomorphic mimicry is a key “technique of successful
failure” that perpetuates capability traps in development (Pritchett et al.
2013). The concept of isomorphic mimicry is not new, but for present pur-
poses our rendering draws on three existing literatures. Mimicry as a type of
camouflage is widespread in the natural world, as in some environments
animals can gain survival value by looking like other animals. Some moths,
for example, have coloration on their wings that look like eyes; some flies look
like bees and have even evolved to buzz like a bee but do not actually have
stingers; the scarlet kingsnake has the same yellow, red, and black banded
coloration of the deadly poisonous eastern coral snake, but without the
bother of actually having venom. The sociologist John Meyer pointed to the
“structural isomorphism” of nation-states in a global system (Meyer et al.
1997). Organizational theorists Paul DiMaggio and Woody Powell have
emphasized isomorphism as a strategy for both public and private organiza-
tions (DiMaggio and Powell 1983).
Isomorphic mimicry conflates form and function: “looks like” substitutes for
“does.” Passing a labor law is counted as success even if lack of enforcement
means it never changes the everyday experience of workers. A policy of
agreeing to return misaddressed mail makes one appear to be a modern post
office and is an achievement even if it never happens. Going through the
ritualistic motions of “trainings” (Swidler andWatkins 2016) counts as success
even if no one’s practices actually improve. A child in school counts as success
even if they don’t learn anything. Appealing budget documents count even if
they don’t determine spending outcomes.
Isomorphic mimicry is unique to neither developing countries nor the
public sector. In many ecosystems, organizations adopt “isomorphism”—
looking like successful organizations—to enhance their legitimacy. Indeed,
the pioneering work of DiMaggio and Powell (1983) coined the expression on
the basis of their studies of aspiring private sector firms in Silicon Valley: if
you want to convince venture capitalists your fledgling enterprise is the next
Looking like a state
31
Apple, look like Apple. As an even partial explanation of the big stuck in state
capability we cannot just invoke that organizations in developing countries
utilize isomorphic mimicry as a technique; we need to explain why it is
particularly virulent, pervasive, and effective in delaying progress in state
organizations in developing countries.
We therefore shift the focus from the organization to the ecosystem in
which organizations exist. What is it about the ecosystem in which state
organizations in developing countries live that makes isomorphic mimicry
so frequently an attractive, perhaps even optimal, organizational strategy to
adopt? We argue there are two key features related to how systems cope with
novelty. One, public sector systems are often closed to novelty—particularly
closed to the appearance of novelty via new organizations. Two, developing
country public sector systems often evaluated novelty strictly through
whether the novelty aligns with agenda conformity rather than enhanced
functionality. This evaluation of novelty on agenda conformity is particularly
rife in developing countries because the global system—often with donor
agencies as the vector—promotes the “transplantation of best practice” and
other global agendas that distort local changes. This leads to “institutional
monocropping” (Evans 2004).
We also argue that ecosystems in which isomorphic mimicry is an attractive
organizational strategy can sustain capability traps because once a system is
locked into a closed and agenda-conforming ecosystem and organizations,
and once leaders and front-line workers have adapted to that ecosystem, the
usual strategies for improvement of organizations—training, reform, generat-
ing better evidence, forcing compliance—will fail.
An Ecosystem in which Organizational Isomorphic
Mimicry Is Optimal
Figure 2.1 is a schematic of an ecosystem for organizations. It has three layers:
the organization is in the middle and is embedded in an ecosystem and agents
(within which we distinguish “leaders” and “front-line workers”) operate
within organizations. We represent the choices of the types of agents and
organizations along a spectrum.
Front-line workers (policemen, teachers, doctors, nurses, regulators, tax col-
lectors, bureaucrats) can choose to either act entirely with pure self-interest
(including absenteeism, corruption, abuse of power, laxity, inattention) or act
with performance orientation. Performance orientation is when the front-line
workers take the actions that promote the best purposes of the organization
and can often go beyond mere compliance with formal policies and proced-
ures. Organizations are most successful when front-line workers act with
Building State Capability
32
performance orientation. As we detail in Chapter 4, weak organizations can-
not even induce compliance.
Leaders of organizations (and this does not just mean the head but also those
in positions of authority and responsibility who constitute the leadership) can
choose along a spectrum from pure organizational perpetuation to public value
creation.3 Managers of front-line workers (“leaders”) can use the resources and
authority over which they have responsibility to further their own purposes
(“elite capture”) with organizational perpetuation (which may or may not be
based on performance) or to lead the organization toward higher levels of
performance.
Organizations also have an array of strategies. We are not treating the organ-
ization as either completely under the control of leaders nor as a unitary actor
but as an entity with independent ontological status. In an analogy with
evolution, the fundamental drive of organizations is survival and we assume
that key to organizational survival is legitimacy. (Keep in mind we are articu-
lating a framework that encompasses organizations as varied as police forces,
religious denominations, central banks, hospitals, universities, charitable
NGOs as well as private sector for profit firms.) Legitimacy is integral to
































Figure 2.1. The organizational ecosystem: agents, organizations, and system
3 The expression “creating public value” is the title of Moore (1995).
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means of securing legitimacy: isomorphic mimicry and demonstrated success
in producing outputs and outcomes. All organizations deploy some mix of
these (and other) strategies in different proportion.
Note that the actions of organizations, leadership, and front-line workers
work best if they are coherent. That is, it is difficult to maintain an organization
that is an isomorphic mimic if its fundamental legitimation strategy with
front-line workers is performance oriented, in part because their performance
cannot be evaluated and rewarded by the organization on criteria related to
performance if the organization itself does not have a strategy of achieving
and demonstrating success. When organizations are mimics then internal
evaluation (of both leaders and front-line) tends to revert to assessing mere
compliance or, worse, worker characteristics or connections that are irrelevant
(or inimical) to performance. High-performing organizations (in the public,
non-profit, or private spheres) tend to be coherent on the right-hand side of
Figure 2.1 (the organization legitimates on demonstrated success, leaders
strive for value creation, and workers are performance oriented) and low-
performing organizations coherent on the left.
The question is, what are the characteristics of ecosystems or environments
in which organizations operate such that isomorphic mimicry is an attractive
strategy? We discuss just two elements of such ecosystems in the following
sections, namely: Is the ecosystem within which the organization exists open
or closed to novelty? And, does the system evaluate an organization’s novelty
on the basis of demonstrated functionality or agenda conformity? We think
that these two system characteristics can help explain the prevalence, persist-
ence, and success-at-failure of isomorphic mimicry as a strategy for many state
organizations in developing countries.
We use the term “novelty” (Carlile and Lakhani 2011) to avoid the positive
connotation of the word “innovation.”Novelty just means new and different,
not necessarily better. Evolutionary-like systems have sources that generate
novelty and then sources which evaluate novelty and, with more or less
success, eliminate negative and proliferate positive novelty. We don’t start
with a presumption that “different is better”—after all, in evolution nearly all
genetic mutations are harmful and organisms have ways of constantly elim-
inating and reducing the impact of harmful mutations.
Are Organizations Open or Closed to Novelty?
The organizational ecosystem can be closed or open to novelty via two chan-
nels: first, whether the system itself is closed or open to the entry of new
organizations; and, second, whether the organizations in the space are them-
selves closed or open to novelty.
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What often distinguishes public sector organizations is that they have a
monopoly, if not on the provision of services and obligations then on the
receipt of public resources for funding them. The deployment of state power
to impose obligations in particular is by its nature a monopoly: a given
jurisdiction can only have one army or one police force or one imposer of
taxes or one arbiter of property rights or one regulator of air polluters’ emis-
sions or one court of final appeal. Monopoly-like situations arise in service
provision as well. Some is due to economies of scale, such that it is only
economical to have one distributor of electricity in a locality or one rail line
or one set of pipes carrying water; such situations create organizations that,
whether they are directly owned and operated by the state, act with the
franchise of the state. Another source of closure is that in some services the
public sector acts as an arbiter of value and hence is only willing to pay
publicly mobilized funds for certain services. For instance, many (though
not all) nation states channel public funds for primary schooling exclusively
through government owned and operated schools as a means of control of
the content of schooling that receives state support (Moore 2015; Pritchett
and Viarengo 2015). Hence new organizations can arise providing schooling
but they will not receive public funds.
In a subsystem or sector of a market economy that is open and competitive,
like restaurants, the “market” provides space for new firms to emerge. The
“novelty” of these new organizations is ultimately evaluated entirely
functionally—by their ability to attract resources from paying clients. Success
in such a sector requires either incumbents to compete successfully against
novelty (and incumbents compete—through means both fair and foul—to
close off the space and prevent new entrants from gaining sales) or new
entrants to generate novelty within a system that is set up to reward organ-
izations and has leaders (entrepreneurs) who can deliver it. These ecosystems
create ecological learning or, in Schumpeter’s evocative phrase, “creative
destruction,” in which overall productivity increases as more productive
firms replace less productive firms. Open systems facilitate novelty while
closed systems may be more narrowly efficient in some circumstances but
are at risk of being closed to novelty.4
One important lesson from these competitive market ecosystems is not that
private firms are all wonderfully productive and capable and effective at
learning and responding to change, but in some sense the opposite: markets
illustrate just how hard it is both to create a new organization that persists and
how hard it is for organizations to respond to changed circumstances. In the
United States, half of all new firms are gone within five years. What is even
4 See the related discussion in Brafman and Beckstrom (2006) on the distinction between
“spider” (centralized, closed) versus “starfish” (decentralized, open) systems.
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more striking is that even successful, even dominant, firms often fail to
respond to changed circumstances and shrink or go bankrupt. Peters and
Waterman’s (1982) management classic studied forty-three of the best-
managed US private firms to draw management lessons. Many of these large
firms singled out as well managed have since disappeared or gone bankrupt. In
a system that lack openness to new entrants Wang Labs and Digital Equip-
ment might still be household names and Delta Airlines might not have gone
bankrupt. The US retail sector has been transformed not because the domin-
ant firm of the 1980s (Sears) learned and successfully implemented new
approaches, but because new firms have arisen from Sears to Kmart toWalmart
to Amazon. Building capability without either the ecological learning embed-
ded in entirely new entrants—or the pressure they put on incumbents—makes
the dynamics of building capability more difficult.
A strategy for building state capability has to confront the vexing problem
of encouraging, recognizing, and rewarding innovation in organizations that
have a monopoly in the utilization of state authority and resources (for
whatever reason). There should only be one police force (even though there
may be many private security firms) so the openness in competitive markets
cannot be harnessed, either to facilitate the introduction of novelty or to put
performance pressure on the incumbent.
A second element of how open or closed a system is to novelty is whether
the organizations themselves are open to novelty, in the sense of whether
they have existing mechanisms of generating new ideas. All organizations
have to balance “confirmatory” (“Hey, we are doing great”) and “disconfirm-
atory” signals (“Hey, something is not going right here”): too many of the
former, and problems are ignored until they become a crisis; too many of
the latter, and the organization may lose internal legitimacy. Many organ-
izations actively suppress the emergence of novelty (including new evidence
about performance) as it may reveal disconfirmatory signals. When organ-
izations are competing for internal and external legitimacy it is possible that
“it pays to be ignorant” (Pritchett 2002)—that is, it can be better to limit
availability of evidence by examination of performance in order to more
effectively transmit confirmatory signals that all is well.
While all organizations have means to limit novelty, this can be particularly
true of state organizations and bureaucracies.When a bureaucracy is understood
as implementing a preset policy or program, the “authorizing environment”
(Moore 1995)—the political and social context—may signal to leaders and front-
line workers that their job is not to reason why. Perhaps in some instances this is
indeed “optimal” as for relatively routine logistical activities such as issuing
drivers’ licenses achieving compliance is all organization requires; no “novelty”
is needed or wanted. But this can also mean that even the leadership of state
organizations do not perceive that it is their mandate to seek out novelty.
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One anecdote illustrates this tendency. A friend of ours had developed and
proven that a non-standard classroom technique worked to raise the reading
scores of children. He then went to the top-level bureaucrat in charge of
education in the jurisdiction and told him about this new approach. The
response of the administrative head of the education ministry to this novelty
was: “You misunderstand my job. My job is to make sure the ministry runs
according to the existing rules and procedures. Implementing ways to
improve learning is not my job.”
Another anecdote comes with data (making it “anecdatal”?) from an
attempt to do a rigorous impact evaluation of ways of improving the func-
tioning of the police force in Rajasthan, India (Banerjee et al. 2012). The
researchers were working closely with the Indian Police Service (IPS) officer
who had formal authority over the police. They settled on a number of
possible innovations with the goal of finding which, if implemented, would
lead to improvements in measures of police effectiveness. They did the usual
“treatment” and “control” groups. What they found was not the relative
effectiveness of the various innovations; what they found instead is that for
several innovations (like those that affected the scheduling of policemen) the
extent of the “treatment” in the treatment group was exactly the same as the
“treatment” in the control group: they just didn’t do it. This organization was
closed to (certain types of) novelty—even when the leader of their organiza-
tion was demanding it.
How Is Novelty Evaluated? Agenda Conformity
or Functionality
The second characteristic of the ecosystem for organizations is the way in
which novelty is evaluated. If an organization proposes doing something
different, how will this novelty be evaluated by the internal and external
actors that provide the organization with legitimacy? One pole is that novelty
is evaluated on the basis of “agenda conformity”—does it reinforce or inten-
sify the existing agenda? The other pole is that novelty is evaluated on
“enhanced functionality”—does the new way enhance the organization’s
ability to carry out functions of producing the outputs and outcomes that
are the organization’s (formal and at least ideal) purpose? This section explains
the contrast of agenda conformity and enhanced functionality.
The standard “logical framework” or “theory of change” or model of any
program, policy, or project is intended to be a complete, coherent, and correct
causal chain from inputs to activities to outputs to outcomes. That is, if I want
safer driving I can provide inputs (both financial and state authorization) to an
organization to issue licenses to drive only to those who have demonstrated
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competence in operating a motor vehicle. These inputs lead to activities by
front-line workers like carrying out specific assessments of applicants’ driving
skills. These activities lead to outputs—some people are legally authorized to
drive and others are not. These outputs are intended to lead to an outcome of
safer driving. This chain of “inputs–activities–outputs–outcomes” can be pro-
duced for any organization’s purposeful activity: environmental regulation,
promoting financial access, tax collection, assigning titles to land, pre-natal
care, promoting the reduction in HIV, etc. The key difference between
“agenda conformity” and “enhanced functionality” is whether novelty is
evaluated on the near end of the chain (were more inputs spent? Were
activities carried out in accordance with specified processes? Were activities
“intensified”?) or the far end of the chain (were more outputs actually pro-
duced? Did those outputs actually lead to intended outcomes?).
There are several common types of agenda conformity: focus on inputs,
process compliance, confusing problems and solutions, and intensification.
Inputs. The easiest thing for an organization to do is ask for more. Asking for more
budget (or inputs) is a simple and clear ask that often mobilizes internal and external
supporters of the organization. One might propose, for example, that all countries
spend 4 percent of GDP on education, even though it cannot possibly be anyone’s
goal that countries spend whether it impacts students or not.
Process compliance and “control.” Another common element of “agenda conformity”
is novelty that will claim to increase process compliance or increase management con-
trol, like management information systems, irrespective of whether there is any evidence
the processes actually are strongly related or “tightly coupled” with outputs and out-
comes or not.
Relabeling problems and solutions. Defining the lack of a particular solution as the
problem is a popular practice as it makes the adoption of the solution to be the
solution—whether it solves any real problem or not. One could start from genuine
problems in volatility of budgets over time that lead to real negative consequences for
the timeliness of project execution (e.g. roads left half finished). One could then argue
that one possible solution was a medium-term expenditure framework (MTEF). But this
can easily elide into defining the budget problem not as the consequences to outputs
and outcomes but as the lack of an MTEF. If that is how the problem is defined, then
MTEF adoptionmeans the problem defined as the lack of the solution is solved whether
the solution solves the actual problem (an incomplete road) or not.
Intensification (or “best practice”). Another mode of agenda conformity is to adopt new
inputs (e.g. computers) or trainings (“capacity building”) or “upgrades” that appeal to
internal constituencies, independently of their impact on outputs or outcomes. In the
Solomon Islands, for example, a consortium of donors help finance the construction
of an expensive state-of-the-art courthouse as a response to civil war in the early
2000s, one cause of which was deemed to be a weak criminal justice system (Allen
and Dinnen 2010). The courthouse was built with local labor, sourced with local
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materials, completed with few setbacks, and situated to capture on-shore breezes
(thereby eliminating the need for air-conditioning, thus ensuring its compliance with
“green” building codes and enabling it to boast that it had a “low carbon footprint”).
Such projects are a donor’s delight: they comply with (even exceed) all administrative
requirements, look impressive, are photogenic, please senior counterparts, and thus
readily comport with demands for “clear metrics” of taxpayer money well spent. But
the courthouse is used infrequently, and not two blocks from the courthouse a police
station remains backlogged with hundreds of cases, most of which do not need a
courthouse to reach a satisfactory resolution. The post-conflict justice concerns facing
most Solomon Islanders most of the time are not those amenable to resolution via
formal systems that are expensive, remote, time-consuming, and alien. As Christiana
Tah, former Justice Minister in Liberia, aptly puts it,
For these kinds of problems in post-conflict countries . . . there is no quick fix, no
textbook solution, no best practice; rather, there is a need for a diligent inquiry
into the deep-rooted causes of specific problems that will guide the development
and application of innovative, probably unique, and, hopefully, adequate solu-
tions that are likely to endure.5
Ecosystems for state organizations are particularly susceptible to evaluation of
novelty by agenda conformity, for several reasons. The most obvious differ-
ence is that private firms in competitive markets have a hard bottom line: if
they cannot generate revenue, they cannot pay their bills. State organizations
are allocated budget through political processes. Another difference is that, by
being monopolies, state organizations are tasked by political processes to
accomplish many different outputs and outcomes, often far more than they
even ideally could (more on this in Chapter 3). As the adage goes, if an
organization has more than three goals it has no goals. Also, state organiza-
tions, by being universal, must satisfy many constituencies and cannot simply
be effective in one segment or niche of a market. This provides even more
pressure for diffuse goals. Finally, the causal connection between the organ-
ization’s actions and the outcomes is often complex and difficult to demon-
strate. In these instances nearly all organizations will seek legitimation among
internal and external stakeholders by agreeing upon agendas: inputs and
activities, rather than promoting accountability to hard targets on outcomes.
In an organizational ecosystem that is closed (both to new entrants and to
novelty itself) and/or in which novelty is evaluated on the basis of agenda
conformity, often such that there is no agreed-upon, regular, and reliable
reporting on outputs and outcomes, then this cascades into the behavior of
organizations, leaders, and front-line workers.
Organizations optimally choose isomorphic mimicry—the pursuit of
agenda-conforming reforms that reform forms and ignore function—as an
5 Cited in Desai et al. (2012: 54).
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organizational strategy. Leaders inside the public sector choose to administer
and promote, at best, compliance with existing processes than pursue changes
to enhance value. Front-line workers have a difficult time being “performance
oriented” when the organization and leaders themselves cannot provide clear
and coherent measures of what actions of theirs lead to the organization’s
vision of “performance.”
Isomorphic mimicry is consistent with the observation that organizations
and leaders are constantly engaged in “reforms” putatively to improve per-
formance and yet very little performance is achieved.
Global Systems, Agenda Conformity, and Isomorphic Mimicry
The conditions for isomorphic mimicry to be widely used as a technique of
successful failure that supports capability traps (ecosystems that are closed and
evaluate on agenda conformity) are particularly prevalent for state organiza-
tions in developing countries. Organizations around the world are embedded
both in national systems but also in a global system in which agendas are set
by processes that often do not reflect the factual conditions these countries
face. DiMaggio and Powell (1983, 1991) identify three types of pressures for
isomorphic mimicry: “coercive” (in which external agents force isomorphism
on the organization), “normative” (in which organizations adopt mimicry
because it is an acknowledged “best practice”), and “mimetic” (in which
organizations simply copy other organizations’ practices). All three of these
pressures for mimicry operate from a global system to country-level organiza-
tions and up to “structural isomorphism” (Meyer et al. 1997) in which organ-
izations in developing countries are encouraged to adopt global agendas,
“solutions,” and the forms and formal apparatus of policies that are identified
as “best practice”—whether they address locally nominated problems or are
adapted to the local context or not.While foreign assistance agencies are often
singled out as the vectors of this global system isomorphism, the underlying
phenomena are deeper and hence affects countries even where donors have
little presence or leverage.
Figure 2.2 is a representation of a “domain” or “sector” or “field”6 or “move-
ments”: an area of endeavor in which there is some common purpose. This
figure can be related to a type of organization (e.g. university or trade union or
museum), academic disciplines (economics or electrical engineering), profes-
sions (doctors, lawyers, actuaries, architects), sectors of the economy (electricity,
6 In the sense of Bourdieu (1993).
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tourism, hotels), social activism or movements (human rights, environment,
religion), or domains of government endeavor (basic education, environmental
regulation, public financialmanagement). In each there are spheres of discourse,
cooperation, and action, each of which can beweaker or stronger in affecting the
course of events and each of which plays a typical role.
There is a “global” level, often with an identifiable apex organization or
association. The global level often sets “themes”—what is on or off the global
agenda in that domain. These themes change in response to changes in the
world (e.g. the rise of HIV/AIDS as a disease, climate change) or changes in ideas
(e.g. the shift from demographic programs to reproductive health, the shift to
“independent central banks”). To be effective these themes have to be trans-
lated into action at various levels from national to local. There are national
cosmopolitans—those who interact directly with the global level (and may
move back and forth)—who are often responsible for translating global themes
into national action plans or goals or national agendas, which can either be
explicit or implicit, but still in the realm of ideas. To take these into practice
national actors need to translate these ideas into policies, programs, and pro-
jects that have budgets and tasked actors with roles and responsibilities—the
kinds of things that have inputs–activities–outputs–outcomes that can, in prin-
ciple, be implemented. For some kinds of activities, like central banking, this is
as deep as implementation needs to go. However, as we detail in Chapter 5,
Global: DFID, World Bank, UN (UNESCO, 
UNICEF, etc.), International Academics, 
Think Tanks, Commissions
(National) Cosmopolitan: Ministers, top 
tier academics and think tanks, top 
consultants, NGOs, activists
National: Politicians, policy makers and 
advisers, academics, think tanks, heads 
of NGOs, top consultants, activists
Recipients/participants in action (e.g. 
citizens, members, program 
“beneficiaries”), mass movement base
Intersitial elites (village level): lowest tier 
government functionaries, grassroots 
implementers, activists, volunteers
District/bloc: Government officials,
NGO implementers, regional elites
Direction of global movement setting 
of “themes”
Direction of national action plans
Taking plans into actionable designs: 
budgets, programs, projects
Administration of implementation 
of budget, programs, projects (e.g. 
approvals, training, monitoring
Front-line implementation of 
routine activities, programs, 
projects
Engagement with implementation 
(scale of passive to active)
Figure 2.2. A structure of global systems in fields of endeavor
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many activities are “transaction intensive” and require many, many actors to
achieve results. This is the level below the national level (and below the state or
provincial level in large nations) which can be called the “district”—which
could be a city or municipality, or could be an administrative unit like a district
or block. This is the level at which people are responsible for themanagement of
the implementation of policies, programs, and projects. Then there are the
front-line workers who are often, in the terms of Swidler and Watkins (2016),
the “interstitial elites”—those with connections both at the village/local level
but who have technical capacity to implement. These are policemen, engineers,
teachers, nurses, officials, tax collectors, etc. who are the day-to-day implement-
ers (“street-level bureaucrats”) and interact directly with citizens in the course of
their functions. Most populous of all are the citizens who are, in an ideal sense,
the “recipients” or “beneficiaries” of state action.
The global actors in these systems often create themes that are accompanied
by various scripts or concrete measures that define not only goals but also the
desirable forms of action that attract legitimacy. The PEFA indicators focus
developing countries on conforming to characteristics ostensibly reflecting
“good international practices . . . critical . . . to achieve sound public financial
management.”7 The Doing Business indicators tell the ways that governments
can create a climate conductive to investment. The apex organizations in HIV/
AIDs like UNAIDS created themes for addressing HIV that national commis-
sions were expected to translate into national action plans. In domains like
basic education global organizations articulate and promote goals, processes,
and recommended practices.
These global pressures can be a powerful force for good, bringing into
national systems both positive pressures in important areas and potentially
bringing in relevant expertise. Ironically, however, global systems can also be
among the drivers of capability traps in developing countries because they
create and reinforce processes through which global players set agendas
and constrain local experimentation. This can facilitate the perpetuation of
dysfunction as organizations can gain external legitimation and support with
agenda conforming mimicry.8
At times these global scripts have essentially closed the space for novelty
in the development system, imposing narrow agendas of what constitutes
acceptable change. Developing countries and organizations operating within
7 See PEFA (2006: 2).
8 Our argument at the institutional and organizational level is similar to that made by van de
Walle (2001) about “structural adjustment” inAfrica. Hepoints out that engagementof governments
in the process of reform—even when patently insincere on the part of governments and when
reforms were not implemented—brought external legitimacy. This contributed to the puzzle of
the region with the worst development outcomes having the most stable governments.
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them are regularly evaluated on their compliance with these scripts, and the
routine and generalized solutions they offer for establishing “good govern-
ance,” facilitating private sector growth, managing public finances, and more.
Organizations like finance ministries or central banks gain legitimacy by
agreeing to adopt such reforms, regardless of whether they offer a path toward
demonstrated success in a particular context. Leaders of the organizations can
further their own careers by signing off on such interventions. Their agree-
ment to adopt externally mandated reforms facilitates the continued flow of
external funds, which can further various public and private interests. Front-
line workers ostensibly required to implement these changes are seldom part
of the conversation about change, however, and thus have no incentive (or
opportunity) to contribute ideas about how things could be improved.
The example of procurement reform in countries like Liberia and Afghani-
stan is a good instance of this dynamic in action. PEFA indicators and United
Nations models of good procurement systems tout competitive bidding as a
generic solution to many procurement maladies, including corruption and
value for money concerns. Competitive bidding regimes are introduced
through laws, as are the creation of independent agencies, the implementa-
tion of procedural rules and the introduction of transparency mechanisms.
These various “inputs” are readily evaluated as “evidence” that change is in
effect. Countries are rewarded for producing these inputs: with new loans, a
clear path to debt forgiveness, and higher “good governance” indicator scores
(which in turn may attract additional foreign investment). Government
entities and vendors subjected to such mechanisms are assumed to simply
comply. In these situations, the result is a top-down approach to building
procurement capacity (and beyond) through which external role players
impose themselves on local contexts and crowd out potential contributions
local agents might make to change. These local agents have every incentive to
treat reforms as signals, adopting external solutions that are not necessarily
politically accepted or practically possible in the local context. Local agents
have little incentive to pursue improved functionality in such settings, espe-
cially when they are rewarded so handsomely for complying with externally
mandated “forms” (appearances).
Global systems inhibit particularly disruptive innovations. How can genu-
inely useful innovation be reliably distinguished from innovation for its own
sake, or just another “best practice” imitation masquerading as an innov-
ation? Personal computers, for example, completely altered the world of
computing, replacing mainframes as the dominant way in which everyday
computing was conducted. At the time (1980s) it was obvious that PCs were a
decidedly inferior technology to the existing mainframes. As Christensen
(1997) details, PCs were a disruptive innovation in that they were an inferior
technology—one that was dismissed by engineers at the “best practice” firms
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as a mere toy for hobbyists. But as the PC came to meet the actual functional
objectives of the vast majority of users better than mainframes, it was the
“excellent” firms that were left by the wayside. Had the profession of com-
puter engineering itself been in a position of choosing innovation, the PC
could have never emerged—but markets had a space for novelty and a way of
evaluating novelty so that consumers could vote with their keyboards (and
dollars) for the new. Within development agencies, one hears frequent refer-
ence to the quest for “cutting edge thinking” and the importance of taking
“innovative approaches,” but how can such agencies enhance the likelihood
that PCs (rather than just new-and-improved mainframes) will emerge?
Donors as a Vector of Isomorphic Mimicry
Isomorphic mimicry has sustained the current, third, phase in development
practice. The first phase, the accumulation or “big push” phase of the 1950s
and 1960s, said “Rich countries have more stuff (e.g. bridges, factories, ports)
than poor countries, hence building stuff is the key to development.”9 The
second phase, the policy reform or “structural adjustment” phase of the 1980s
and 1990s, said: “Rich countries have good policies, hence adopting good
policies is the key to development.” The third, current phase, says: “Rich
countries have good institutions, hence promoting good institutions is the
key to development.” Isomorphic mimicry was not unknown in the first two
phases—a poor country could convey the allure of becoming “developed,” to
its citizens and to donors, by showcasing seemingly impressive new infra-
structure (first phase) and notionally committing to policy reforms (second
phase)—but is vastly more insidious in today’s third phase, since “institu-
tions” are as ephemeral as they are important. The processes by which “effect-
ive institutions” are realized reside in an entirely different ontological space
than constructing highways, immunizing babies, or adjusting exchange rates.
But if the legitimacy of development actors, and their country counterparts,
depends on continued narratives of success in building “good institutions”
when actually demonstrating success is problematic even in a best-case scen-
ario, isomorphic mimicry becomes the technique by which business as usual
continues.
Promoting “good institutions” has, by and large, meant attempts to trans-
plant Weberian-styled bureaucracies (and their associated legal instruments)
throughout the developing world. There is a powerful logic driving
9 Romer (1993) describes this initial phase of development thinking as one preoccupied with




transplantation: If Weberian organizations underpin modern economic,
administrative, and political life in high-income countries, isn’t the shortest
distance between two points a straight line? If we know what effective and
capable state organizations look like—if indeed there is a “global best prac-
tice”—why not introduce them as soon as possible? Why reinvent the wheel?
Programmatic approaches to “good institutions” routinely conflate form
and function. The form of “institutions”—from constitutions to commercial
codes to agencies overseeing land administration to procurement to how
schools look—is easy to transplant. Countries can adopt the legislation that
establishes forms: independent central banks, outcome-based budgeting, pro-
curement practices, public–private partnerships in electricity generation,
regulation of infrastructure. Reforms are costly and consequential; if they
routinely fail to deliver, then the very legitimacy of the reform process is
fatally compromised. Isomorphism through the transplantation of best prac-
tice allows governments and ministries to secure their legitimacy through
simply imitating those forms—rather than through functionality or proven
performance. Their reform efforts enable them to “look like a state” without
actually being one.
Organizations in developing countries have been required to accept such
interventions for decades now. As Rodrik (2008: 100) notes, “institutional
reform promoted by multilateral organizations such as the World Bank, the
International Monetary Fund, or the World Trade Organization (WTO) is
heavily biased toward a best-practice model. It presumes it is possible to
determine a unique set of appropriate institutional arrangements ex ante,
and views convergence toward those arrangements as inherently desirable.”
Such apparent convergence is undertaken to ensure continued legitimacy
with, and support from, the international community. A common example
is procurement reform: laws requiring competitive bidding are a procedure
that many development organizations require their client countries to adopt
in order to receive financial support. Such requirements, for instance, were
among the first demands international organizationsmade in postwar Liberia,
Afghanistan, and Sudan (Larson et al. 2013). They are intended to constrain
corruption, discipline agents, and bring an air of formality and legitimacy to
the way governments operate.
The conditions we allude to have characterized the politics and processes of
international development since at least the 1980s, a period when govern-
ment reform became an important dimension of development work. At that
time, many external development organizations began tying their funds to
such reforms, as well as using conditions in structural adjustment and other
budget financing initiatives (e.g. “sector wide” approaches). This has made it
increasingly difficult for a developing country to receive external financial
assistance without committing to change their government and market
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structures. The commitments must be made ex ante and promise reform that
is open to visible evaluation in relatively short time periods, such that external
development partners have something tangible to point to when justifying
the disbursement of funds. In this relationship, development partners have to
accept proposed reform ideas and sign off on their attainment.
When certain forms are perceived as “best practice,” their unwitting trans-
plantation prevents new forms from emerging, and displaces existing
modes—or, as is often the case, is justified by simply pretending they are not
there at all, succumbing to “the illusion of the blank slate,” as one of our
colleagues aptly puts it. Ostrom (1995) tells of a World Bank financed irriga-
tion scheme for which the loan documents claimed the project would bring
benefits because there was no irrigation in that valley. However, when the
project was delayed and there was time to do additional surveying there were
in fact thirty-two existing and fully operational irrigation schemes. But since
these were farmer-managed schemes not controlled by the government they
were invisible to the “high modernist” reality of the World Bank and the
government of Nepal. Importantly, these schemes might not have been
“modern” but they were not inherently inferior. Detailed studies of the oper-
ation and productivity of the irrigation schemes with modern head-works
found that they were actually less productive in delivering water to system
tail-enders than were farmer-managed irrigation schemes without modern
infrastructure.10 The supposed trade-off was between the technical benefits
of the modern infrastructure versus the erosion (or shift) in social capital
needed to underpin the modern infrastructure, but when informal was not
replaced with effective formal administration the new schemes could be
“lose–lose”: i.e. worse at social capital and worse at irrigation.
A consequence of believing that form drives function is that it permits—
even creates an imperative for—transplanting “best practices” from one con-
text to another. Having deemed that a particular development intervention
“works,” especially if verified by a notionally “rigorous” methodology, too
many researchers and policymakers mistakenly take this empirical claim as
warrant for advising others that they too should now adopt this intervention
and reasonably expect similar outcomes (Pritchett and Sandefur 2013;
Woolcock 2013). Among the many difficulties with transplantation is that
the organizations charged with implementing the intervention in the novel
context are grounded in neither a solid internal nor an external folk culture of
performance at a local level (for local services) or even at times at an elite level. It
is process—the legitimacy of “the struggle” by which outcomes are attained—
thatmatters for success, even if that success comes tobe consolidated into forms




that look very much like others. It may well be, for example, that all successful
post offices have many very similar features which are driven by the nature of
the task, but success is unlikely if transplantation of that form is undertaken
without the struggle that creates the internal folk culture and the external
performance pressure.
History versus Transplantation
We are not arguing against the superior functionality of the state organiza-
tions in developing countries. What we are arguing is that the process of
transplantation of the forms is a counterproductive approach to achieving
high capability.
The first reason is that it is the process of arriving at state capability, not the
form, which matters for sustained functional success. Form really does not
matter that much one way or the other; the same form could work in lots of
contexts and many different forms could work in the same context. This is
clear enough by examining so-called “universal” best practices in rich coun-
tries. Take education. The public education system in the Netherlands, for
example, may appear “Weberian” from a distance, but is in fact quite different
to its counterparts elsewhere in Europe andNorth America: it essentially funds
students to attend a school of their choosing. Dutch education is not a large,
centralized, service-providing line ministry as it is elsewhere in the OECD, but
rather a flat organizational structure that funds a highly decentralized ecology
of different educational organizations—and yet produces some of the best
educational outcomes in the OECD. This system evolved idiosyncratically
under particular circumstances unique to the Netherlands—which is exactly
how the education systems formed in all the rich countries, whether or not
they resulted in large, centralized systems. For present purposes we make no
normative judgment as to which system is “better”; our key point is that high
standards of education demonstrably can be attained by a system that varies
significantly from the canonical Weberian ideal.11 In short, a variety of insti-
tutional and organizational forms can deliver similar performance levels and
identical institutional and organizational forms can give rise to diverse per-
formance levels.
Developed countries are much more similar in their functionality than their
forms. A close examination of countries with high “governance” scores
(Andrews 2008) reveals that, far fromhaving identicalWeberian characteristics,
11 How such a system emerged historically is crucial to understanding whether and how it can
be adopted elsewhere. As such, even if the Dutch education system produced the highest achieving
students in the world, it is far from clear that Chad and Uruguay could emulate it by importing its
constituent organizational structures. We recognize, however, that a given state may have
capabilities that are adequate for one challenge but inadequate for another.
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the administrative structures that underpin such countries instead exhibit an
extraordinary variety of organization forms, some of them classicallyWeberian
but many of them significantly different (e.g. the relationship between banks
and states in Japan versus the United Kingdom).12 Again, we make this point
not to attackWeberian structures per se or to celebrate alternatives just because
they are different, but rather to stress that theWeberian ideal is not inherently
the gold standard to which everyone should aspire and against which alterna-
tives should be assessed. Finally, even in the most celebrated cases ofWeberian
effectiveness, such as Japan’s Ministry of International Trade and Industry
(Johnson 1982), it is not clear that its effectiveness was achieved because of,
or in spite of, its “Weberian-ness.”
State organizations in the developed countries occurred in a period where
the global system was not providing agendas or best practice or scripts. State
organizations had to struggle their way into legitimacy of control of their
domains in a process that was strongly contested, not just by “special inter-
ests” but also because they were displacing local and “folk” modes of accom-
plishing the same objectives.13 This led to a gradual process in which
“modern” systems had to adapt and remain organically grounded in folk
roots (see Carpenter 2001). The contribution of Putnam (1993) on the role
of social capital in the effectiveness of certain Italian states was so powerful in
part because it emphasized that even in modern states which are formally
Weberian, and where social ties play no explicit role, the informal nonetheless
strongly affects the functionality of the formal. Put differently, the top-down
accountability systems work reasonably well largely because the social norms
of folk accountability survive in practice. Moreover, while one can complain
about the annoying facets of the modern bureaucracy—long queues to get
your driver’s license, or surly postal workers, or “red tape” of government
bureaucracy—historically administrative modernism had to struggle its way
into control by proving it was effective.
A Capability Trap Is a Trap
What makes a trap a trap is that one can avoid getting into it, but once in, it is
difficult to get out. When the ecosystem for organizations in a given domain is
closed and novelty evaluated on agenda-conformity then this creates cascading
behavior of organizations, leaders, and front-line workers. Organizations adopt
12 See also the classic work of Hall and Soskice (2001) on the “varieties of capitalism.” Similar
arguments can be made for “democracy”; there are all manner of institutional designs that
constitute any given democratic country.
13 See Hays (1959) on the progressive conservation movement in the United States.
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strategies looking like successful organizations. Leaders seek organizational sur-
vival, continued budgets (and a peaceful life) by complying with agenda con-
forming standards of legitimacy. Front-line workers choose routine compliance
(at best; at worst, often corruption or malfeasance) over concern for the custom-
ers and citizens they serve. Once the trap is sprung it creates self-reinforcing
conditions from which it is hard to escape.
If there is no functional evaluation of performance then an organization—a
schooling system, a police force, a revenue service, a procurement branch—
has no means of securing its legitimacy through demonstrated performance.
If it already occupies a monopoly position then it can survive (and perhaps
even thrive) simply by projecting an appearance of being a functional organ-
ization by adopting “best practice” reforms. Once an ecosystem responsible
for the organizational/administrative oversight is “stuck” in such a dynamic
the options for an organization on its own to engage in successful reform that
affects functionality become extremely limited.
Just because a tire is flat does not mean the hole is on the bottom. The
diagnosis of isomorphic mimicry is meant to shift focus from the usual litany
of the proximate symptoms that are offered to explain poor performance. An
organization is like an organism and constantly faces threats to its efficacy.
Shared purpose is an organization’s immune system. Organizations born
through transplantation that did not have to struggle their way into existence
defending their legitimacy on the basis of functionality are creatures without
an immune system. Eventually something will kill its functionality; it
will fall prey to one or some of the many diseases that affect governmental
organizations.
People who have weak immune systems are at risk of dying of pneumonia.
But pneumonia is only the proximate cause, the weak immune system is the
real cause. Consider one of the most common “illnesses” affecting the func-
tionality of state organizations: patronage. If politicians can reward their
supporters with government jobs, the pressure on organizations is powerful.
If the organization’s internal and external support is based on a strong per-
formance basis and there is a strong consensus that the performance requires
merit-based hiring and promotion, then the damage from a patronage polit-
ician can be resisted or minimized by that healthy organizational immune
system. On the other hand, if an organization’s “merit-based hiring” was
based on transplantation and is merely isomorphism, then these will provide
little resistance to the ubiquitous pressures for patronage. But the organiza-
tion’s problem wasn’t patronage, it was lack of purpose-driven practices. If the
organization had not succumbed to patronage, it would have died of some-
thing else. Statements that allege a country would progress if only it had less
corrupt leaders and more capable and concerned civil servants miss the point.
This perspective has yielded efforts to discipline agents, reduce corruption and
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patronage by organizational interventions such as civil service, judicial, and
public finance reform that are themselves transplantations.
Capability traps persist because there is a big difference between reforming a
functional organization with problems and bringing a dysfunctional organ-
ization back from the brink. An achievable absence level is 5 to 7 percent. If an
organization’s absences have crept up to 10 or 12 percent then there are a
variety of administrative or management reforms that could bring absence
down. However, in the health sector of India (remember, a country rated
above average in our generic state capability measures in Chapter 1) studies
show that absenteeism rates of health workers in Rajasthan and Karnataka
range from 40 to 70 percent. Once dysfunction has reached this level standard
reform initiatives—like introducing tighter leave policies, enhanced (biometric)
monitoring of attendance, threatening to dock pay or leave time—have been
shown to have either no impact, or perhaps even perverse impacts. The titles of
the papers themselves suggest the degree of success: “Band-aids on a corpse”
and “Deal with the Devil.”
Some promise hope that new “leaders” or “change agents”—potentially
dynamic individuals with skill-sets to be potential innovators and reformers—
can build capability or restore functionality even when in an ecosystem
where the optimal legitimacy-promoting strategy is isomorphic mimicry.
However, these leaders will get pushback from above and below. Those to
whom the organization is accountable will worry that, in the absence of a
well-defined metric for functionality, the innovations will actually put the
organization at risk. If the innovations actually “look” worse and appear to
generate less organizational control (perhaps because front-line agents are
given more autonomy), they can be blocked by higher authority. Even if
the changes would lead to superior results there is no way to prove this
without a prior agreement on the standard of functionality or public value
creation—which is often precisely what is absent. From below, organiza-
tional managers and front-line workers will resist innovation because with-
out a clear metric of functionality their optimal strategy is compliance with
internal processes and procedures that frees them of potentially negative
accountability. In such circumstances, the prospect and consequences of
demonstrated failure for leaders vastly outweigh the gains that might accrue
to attaining notional success.
This is not to say there are not pockets of success—it is that these are
effervescent—small bubbles that shoot up and disappear. This leads to the
phenomena illustrated in India by Kapur (2007) of a life cycle of innovations
(he illustrates it with institutional success) such that at any given time there
are innovations being born, innovationsmaturing to scale (at the local or state
level) but there are also reforms petering out and ending. If the reform death
rate and birth rate are similar, then there will always be a stream of reforms,
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but no forward progress. As long as the reforms are dependent on a particu-
larly engaged and determined civil servant these will often disappear with the
officer (for case studies of reform in India see Chand 2006).
The difficult reality is that once the “capability trap” is sprung there is no
incentive—and often no possibility—for any one organization or leader or
front-line agent to break out of it. Even if the space for innovation is closed,
often no functional evaluation of innovation is possible because organizations
systematically eliminate the possibility of their being judged against anything
other than their form and their compliance with “accepted” procedures.
Moving out of the system isn’t a solution either. Many dynamic leaders
move outside the state sector and their own organization. But even if that
organization proves locally successful, closed spaces for organizational innov-
ation may lead to a brief localized success but with no scalable impact on the
system. This can explain the contradiction between the appearance of dyna-
mism and long-run stagnation. At any given time it may seem as if there are
many promising innovations at the “pilot” stage but the systemic functional
performance never improves: these “pilots” never scale as there is neither an
external space for innovation nor can the externally generated innovations be
internally adopted.
Development of state capability is about moving the ecological equilibrium
in Figure 2.1 from the left to the right. Put differently, “modernization” is an
ongoing process of discovering and encouraging which of the diverse array of
context-specific institutional forms will lead to higher functionality. Character-
istically, however, responses to project/policy failure (or explanations of suc-
cess, for that matter) tend to focus only on individual elements of this ecology
(capacity building for front-line staff, concern that rules and “best practices”
are not being followed, etc.) that are “legible” to and actionable by external
actors; we argue that it is the broader fitness environment of this ecology for
its constituent elements that primarily shapes observed outcomes.
Finding and fitting solutions to local problems is a collective capability,
acquired only through the process of trial and error. Just as individuals learn
skills such as speaking a language, riding a bicycle, or playing a musical
instrument by being awful before they become good, so too must organiza-
tions charged with responding to “wicked hard” problems learn how to
struggle together to implement an optimal solution. Taking lots of training
seminars on how to ride a bicycle is no substitute for actually sitting on it at
the top of long slope, falling off multiple times on the way down, and bravely
persisting until one’s brain eventually figures out how to stay upright while in
motion on two wheels. Similarly, while much is made of the different playing
styles of top tennis professionals, their underlying strokemechanics of service,
forehand, and backhand are nearly identical. The underlying biophysics
pretty much demand a very narrow range of ball-striking behavior to generate
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the velocity and direction desired. One size pretty much does fit all. But
nevertheless (and alas) you cannot transplant Roger Federer’s forehand onto
your tennis game. Without your own personal struggle of training, of hitting
the ball under pressure in many competitive situations, you cannot develop a
high-performing forehand.
By extension, this is especially true for mediating inherently political con-
tests, where the legitimacy of the process by which an outcome is reached is
crucial; protecting the space wherein these contests take place, and ensuring
that they are minimally equitable, is itself a collective capability acquired
through a “good struggle.”14 Whether learning to juggle or to build an arbi-
tration council, there are two distinct, but not mutually exclusive, reasons
why you perhaps cannot “skip the struggle.”





Doing too much too soon
Building Paper Bridges
You could build a paper-mache bridge. Done well, this could look a lot like a
real bridge, perhaps even a beautiful bridge. But if one became confused and
tried to drive heavy traffic across the bridge, the bridge would soon reveal itself
as not robust to pressure and will fail—quickly, spectacularly, and tragically.
To cross a chasm sometimes one can use an arrow to shoot a thread across the
span. With the thread pull a string, with a string pull a small rope, with a rope
pull a larger rope, with a large rope pull a steel cable. Once the steel cable is
fixed on both sides one can send across very heavy loads. Sending those loads
on the string would have thwarted the whole process. These are examples of
premature load bearing—putting too much weight on a structure before it is
able to support it not only does not accomplish the task at hand, it sets
progress back.
While perhaps little is known with certainty about how to build state
capability, destroying it seems easy. Requiring organizations and institutions
to perform tasks before they are actually capable of doing so can create too
much pressure on the organization and its agents and lead to collapse even
of what small capability might have been built. When such processes are
consistently repeated, premature load bearing reinforces capability traps—by
asking too much of too little too soon too often (the “four toos”), the very
possibility and legitimacy of reform and capability building is compromised.
The often twinned forces of isomorphic mimicry and premature load bearing
can leave countries stuck in capability traps in spite of well-meaning conscious
efforts to accelerate modernization by both domestic actors (“reform cham-
pions”) and external development agencies. Importing “best practices” and
placing unrealistic expectations on the presumption that the level of perform-
ance and pace of change achieved elsewhere is possible everywhere, including
“here,” is a temptation. After all, to suggest anything less than perfection
would make one seem a pessimist, an apologist for the unacceptable who
doesn’t want the best for others, or a profligate indulgently wasting time
andmoney “reinventing the wheel”when the best practice solution is already
known. This leads to paper-mache bridges to nowhere.
The weakness of premature load bearing becomes apparent when newly
formed organizations are asked to implement the functions that similar
organizations perform in rich countries—but which put them under enormous
pressure immediately. There aremany examples from regulation and taxation.
Dubash (2008) describes the reforms that introduced an “independent regu-
lator” to set electricity tariffs in India. Even with the transplantation of the
exact legislation and organizations of the “independent” regulation of electri-
city from other countries, this did not produce the hoped-for results of the
“independent” (in name) regulator: resisting strong political and social
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pressures and setting higher, cost-recovering, tariffs. In hindsight, none of the
background institutions, professional norms, social conditions, political his-
tory and accumulated organizational capability that made this particular
package of reform successful in its original environment was present in the
Indian states adopting this “global best practice.”
Figure 3.1 illustrates a hypothetical case in which the existing tax code—
because of its complexity, level of rates, or definition of base—creates pres-
sures for individual tax-collecting agents to deviate from compliance that
exceeds not only what the organization is capable of but the maximum
organizational capability even if those elements under control of leadership
(e.g. the “management” elements of accountability) were optimally designed.
This leads to a shift from high capability to low capability from which it is
hard to recover.
The weak and very weak capability states in Chapter 1—including the vari-
ous “F” designations (failing, flailing, fragile)—are particularly prone to pre-
mature load bearing, as their robustness to stress is lower and they are often
interacting with external actors who serve as a vector for transmitting over-
ambition. While any description of the “typical” development effort in a
fragile state loses specificity, there are common features to these efforts as
they are often premised on three main notions. First, there is an implicit
assumption that the country is a “blank slate” with no pre-existing state
capability, or such weak capability that it can be easily replaced or subsumed.
Second, there is the expectation that function will follow form, quickly. Third,
Organizational capability for enforcing 
tax compliance
Pressure on organization’s agents for non-compliance 
Low compliance stress 
tax code
High compliance stress tax 
code (e.g. complex, high rates)
Excess of stress to current capability 
causes organizational collapse
Capability frontier: highest achievable 
under various conditions of stress
Figure 3.1. If implementation stress exceeds organizational robustness, then “prema-
ture load bearing” can lead to collapse of capability
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the actions of the international development community are based on the
same theory of change that has become familiar thus far in the book: namely,
their actions are based on the transplantation of best practices with little
regard to the actual capability of the organizations charged with implement-
ing it.1 The upshot is that aid dollars flow to the fragile state, accompanied
by technical expertise from all over the world. All factors seem to be in place
for a rapid rise to better living standards, for the emergence of an increasingly
effective and reliable state, and for a steady convergence with the rest of
the world.
Unfortunately, reality proves more stubborn than wishes. The overly opti-
mistic expectations of the possible rate of change of state capability—
coupled with institutional incentives that focus on form rather than
function—lead to persistent implementation failure.When the international
community and the fragile states interact, stresses get created, which, if not
managed well, actually undermine state capability rather than build it. In
such situations, the danger is not just that reform or the building of state
capability may take longer than expected. Deepening isomorphic mimicry
produces a loss of institutional integrity and coherence, which presents itself
in a widening gap between the de jure and the de facto. Organizational
imperatives on both sides of the equation interfere with one another in a
way that deepens isomorphic mimicry, and leads to the existence of two
parallel universes that no longer communicate with each other: a universe of
reporting requirements declaring success but in fact only building state
capability on the surface, and a universe underneath the surface in which
the gap widens between form and function. The legitimacy of the system to
external actors is increasingly derived from isomorphic mimicry but without
the internal legitimacy borne of either accommodating pre-existing rules
systems or demonstrating superior performance. Once a fragile state is
locked in a capability trap, a change in the notional, or de jure, policy
universe has little to no effect on the de facto reality, i.e. actual performance
on the ground. When these incipient institutions and organizations are then
put under the stress of actual implementation they are likely to collapse,
leading to a worse situation than before because repeatedly failing in this
way delegitimizes the very possibility of improvement. Our goal in this
chapter is to elucidate some of the underlying dynamics of these troubling
patterns.
1 For a detailed analysis of a specific fragile state (South Sudan) in these terms, see Larson et al.
(2013); on the challenges of redefining fragile states in ways that incorporate and promote metrics




A Simple Vignette of Premature Load Bearing
There are various sources of premature load bearing; perhaps the most easily
illustrated is when an organization is overwhelmedwith the complexity of the
tasks being demanded of it. Certain tasks require a vast interplay of many
moving parts, which are all necessary to carry out a function effectively.
Collecting tax is one such example: it requires both a capable state and an
acceptance by the population that this is a legitimate role of the state. The
now-wealthy countries built this capability slowly, but developing countries
are expected to quickly acquire the capability to conduct this task, despite the
fact that such tasks are complex and often contentious.
The number, scope, scale, and expected quality of the tasks a government is
expected to perform have increased tremendously over time, and post-conflict
countries have frequently failed to keep up. Needless to say, to begin imple-
menting all these complex tasks all at once—and in particular in a post-conflict
setting suffering from asymmetrical power dynamics and insecurity—is not
easy. Beyond the complexity, there is the critical budgetary constraint to con-
sider. Poor country governments are expected to perform thismultitude of state
tasks despite the fact that they are, well, poor. Almost by definition, these
governments have far less government revenue per capita at their disposal
than do industrialized countries. This creates obvious limitations for what a
poor-country government can realistically be expected to do.
As Thomas (2015) shows, however, the external actors’ expectations of the
range andmagnitude of what governments can do seems to be based on those
of a state capable of massive revenue mobilization. But a country like Afghani-
stan has only about $10 per year to spend on its citizens, as compared to the
$17,554 the US has available. Including aid flows this number increases in
Afghanistan to $105, but this is obviously not a “sustainable” source of
revenue. And even if Afghanistan couldmanage to obtain $105 from domestic
sources, this would still only bring it up to the level of India, which is still a
factor of 175 lower than the US—and a factor of 5 lower than the US at the
turn of the twentieth century (i.e. well over a century ago, when it was at the
level of development of today’s middle-income countries)—see Table 3.1.
Thomas (2015) argues that in light of these figures it is impossible to expect
Afghanistan to build effective and universal-access institutions across the
range of domains that it is currently expected to do, as articulated in various
plans and strategy documents. A similar argument will hold up for many, if
not all, post-conflict countries.
It is thus easy to imagine how premature load bearing can have disastrous
effects on the capabilities of a fragile state. As an example, consider Box 3.1
and the case of land registration in Afghanistan—just one of the many tasks
expected of this supremely overburdened fragile state.
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Gaining Normative Traction (Or, Decoupling
de jure and de facto)
The application of “best practices” in low capability environments leads to a
decoupling process in which the notional practice (de jure) and actual practice
(de facto) diverge, resulting in a loss of what we call “normative traction.”
A metaphor to illustrate this concept is the image of pulling a brick with a
rubber band; one can drag the brick in spurts, but the rubber band is too weak
Box 3.1. LAND REGISTRATION IN AFGHANISTAN, THE FUTURE IS THE PAST
The Afghanistan National Development Strategy has two expected outcomes for land
registration under the “governance, rule of law and human rights” pillar:
(1) Mapping of villages and gozars (neighborhoods) and reviewing their boundaries.
Target: by Jaddi 1388 (end-2009), the government will carry out political and adminis-
trative mapping of the country with villages and gozars as the basic units and the political
and administrativemapswill bemade available at all levels for the purpose of the elections,
socioeconomic planning and implementation of subnational governance policy.
(2) Modern land administration system established.
Target: a community-based process for registration of land in all administrative units
and the registration of titles will be started for all urban areas and rural areas by Jaddi
1397 (end-2008).
A quick retrospective shows that the establishment of a land registration system has
been attempted before. In 1963 a Department for Cadastral Survey was established in
Kabul with USAID funds, and a cadastral survey was initiated in 1966. The process leaned
heavily on US support, and its costs were enormous. By 1977 around 45 percent of
landowners had been surveyed, and only one-fifth of total arable land had been covered.
Not a single title deed was issued. Eventually, in 1977, the process was disrupted by the
onset of the revolution.
Table 3.1. Revenue per capita for various governments and time
periods, in US$ (not PPP)
Country Government revenue per
capita (including aid where
applicable) in 2006
Ratio of US government
revenues per capita in 1902 to








Source: Adapted from Thomas (2009), table 4. Government revenues per capita in 1902 were
US$526 in 2006 prices (but not adjusted for PPP)
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to lift it, and will eventually snap if stressed too far. A reform process gains
normative traction when the de jure and de facto practices begin to steadily
align. If this cannot happen, an overly optimistic perspective on the level and
possible pace of creating state capability amounts to wishful thinking: an
organization is overloaded with tasks it cannot perform, and as such the
temptation is strong to retreat behind a façade of isomorphic mimicry to
justify one’s actions and to sustain the flow of resources. Continued over
time, this process will eventually reach a point where the de jure ceases having
any normative traction on the de facto: any changes made in notional policy
will no longer have any real effect on the ground, because the connection
between the two realms is completely severed. (See Figure 3.2.)
To illustrate how this process unfolds, consider two examples from the
economic realm—each illustrating the deterioration of capability as stress
increases.
Example 1: Tariff Rates
An old example comes from customs data, in which the tariff line item is
compared to the ad valorem official tariff rate and the actual collected rate—the
ratio of tariff collected to reported import value. In both Kenya and Pakistan
the collected rate increased with the official tariff (not one for one, but did
increase) up to a point around 60 percent, after which the collected rate
Maximal achievable pace of capability 
improvement under no excess 
implementation stress
Capability
Capability required to implement de jure
“best practice” policies adopted
Stress
Actual path of capability
under excess stress
Decoupling into sustained capability trap
Time
Figure 3.2. Wishful thinking about the feasible pace of improvement in capability can




stopped increasing. After that point, further increases in the tariff just
increased the discrepancy between the official rate and collected rate—even
in the officially reported data. Including the categories of mis-declaration,
under-invoicing, and outright smuggling would almost certainly lead to an
evenmore dramatic deterioration in the collected rate. In this case the stress is
obvious, as the tariff rate increases the amount an importer will pay to evade
the tariff increases and hence the potential temptations for customs officials to
deviate increases. (Of course, these considerations, among others, eventually
led countries to reduce tariffs as in many countries they were simply uncollec-
tible.) (See Figure 3.3.)
Example 2: Doing Business vs. Enterprise Survey, de jure vs. de facto
A second example is the comparison of “official” times for how long it would
take to comply with various regulations—such as getting a license to operate a
business, or to get goods through customs, or to get a construction permit—
with how long firms themselves say these procedures actually take.
There are two different ways in which the “investment climate” has been
measured. The first is via the Doing Business survey, which measures (among
many other things) how long it would take the typical firm to get a typical
construction permit in practice if they followed the law. This is intended to
measure not the worst it could possibly be, but asks local researchers and
consultants to estimate typical times if firms followed the existing regulatory
procedures—and did not, for instance, hire an agent. In other words, the




























Official ad valorem tariff rate
Kenya's collected rate
Pakistan's collected rate
Official rate equals revenue
collected
Figure 3.3. When official tariff rates passed a threshold, collections stopped increasing
Source: Adapted from Pritchett and Sethi (1994: table 2)
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source for assessing the investment climate is Enterprise Surveys, which just
ask firms how long the process actually took for them. The Enterprise Surveys
asked firms who recently received construction permits how long it took to get
them. For sixty-three countries there is enough data (both a Doing Business
measure, and more than twenty firms answering the survey question about a
construction permit) to compare the two. Figure 3.4 shows the results compar-
ing countries with different formal measures of regulatory stringency—those
with fewer than 200 days, those with 200 to 300 days, and those with more
than 300 days (as reported in Doing Business).
There are two striking things about Figure 3.4. First, the quarter of the firms
who report the fastest actual times report that it takes about ten to fifteen days,
no matter what the Doing Business survey data says the law says. All that
grows as the legal compliance times grow is the gap between the legal com-
pliance times and the fast firms’ reported times: no matter whether the DB
reported days is 100, 200, 300, or 400, there is a set of firms that report no
trouble at all getting a permit. Second, the actual reported times—at all points
of the distribution of firm responses—to get a permit are lowest in the coun-
tries with the most stringent regulations. In countries where Doing Business
data says it takes more than 300 days the average reported time was 47 days—
lower than the average of 58 days in countries where the regulations were
fewer than 200 days. Hallward-Driemeier and Pritchett (2015) argue that once
regulations pass the threshold that the country can enforce, the legal and
actual compliance times become completely unlinked. In effect, asking about






















Median Doing Business days
(de jure)
Firm reported days: 25th
percentile
Firm reported days: average
Firm reported days: 95th
percentile
Figure 3.4. In countries with very high official regulatory times to get construction
permits, firms actually report taking less time to get permits
Source: Author’s calculations from data as reported in Hallward-Driemeier and Pritchett (2015)
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like asking what the temperature a person is experiencing when everyone has
air-conditioning—it does not matter what the outdoor thermometer says, the
temperature is what the indoor thermostat is set at.
While there are obviously a number of ways to interpret this figure, one
such interpretation is that when de jure regulations exceed the organization’s
maximum capability, compliance simply breaks down and outcomes are deal
by deal. Once a policy-implementing organization has passed the threshold
into collapse, all else is irrelevant. Who wants rules when they can have deals?
As such, a first lesson is that putting organizations (whose capability depends
at least in part on the background institutions on which it can draw to create
accountability on the one hand and intrinsic motivation on the other) under
duress before they have developed sufficient capability—not just apparent
capability but also robustness to pressure—is a recipe for disaster.
The developing world is in fact now riddled with agencies that have been
delegated the responsibility for implementing policy regulations in which
the de jure policy and the stated organizational objectives have no normative
or positive traction on the behavior of the agents of the organization. While
this is perhaps a good thing if the policies themselves are overly restrictive,
organizational disability spills over into capability to enforce even desirable
regulation.
The Role of External Actors in Organizational Failure
By starting off with unrealistic expectations of the range, complexity, scale,
and speed with which organizational capability can be built, external actors
set both themselves and (more importantly) the governments they are
attempting to assist up to fail. This failure relative to expectations (even
when there is positive progress) can lead to erosion of legitimacy and trust,
both externally and internally. We will argue that these unrealistic expect-
ations are not merely creating a dynamic of perpetual disappointment, but
that there are genuine dangers involved which go way beyond simply not
reaching one’s goal.
The difficulty is that the de jure can be created with the stroke of a pen—
countries can adopt sound policies, create “modern” organizational charts,
pass impressive legislation, announce noble “plans.” These de jure changes
can create the appearance of a positive reform dynamic that is pleasing to
external actors and domestic constituencies, but the creation of de jure with-
out a genuine capability to implement creates parallel universes within the
organization. One universe is inhabited by a small number of well-educated,
often English-speaking individuals, those that “have capacity,” who engage
actively with a large number of foreign consultants and other forms of tech-
nical assistance, and know how to tick various donor boxes. The other
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universe is inhabited by the remaining civil servants, which constitute
the vast majority and in particular the front-line agents—those who are in
direct contact with the citizens who are continually making demands for
real solutions to their real problems. Over time, this logic widens the gap
between the demands of domestic society and the demands generated by
the internal imperatives of development agencies: the upper-level leaders of
governmental organizations become embedded in different value systems
than the citizenry, which manifests in various (potentially conflicting) ten-
sions. (See Figure 3.5.)
The internal tensions between the front-line agents and the upper level
leaders of the organization creates a situation in which the group of front-line
agents, stigmatized as “lacking capacity,” becomes increasingly disgruntled and
disengaged from the international community, and steadily disassociates them-
selves from the efforts conducted by the upper layers. They become ever less
inclined to carry out the tasks assigned to them by the upper layer—if these
tasks were even assigned to them in a comprehensible manner in the first
place—or to follow the organizational behavioral norms underpinning them.
The temptation for these agents to pursue their own interests (as opposed to
those of the organization) thus increases, and the gap widens between what
the organization notionally aspires to and what it can actually implement.
In such circumstances, the organization comes under increasing stress and
finds itself in a downward spiral toward a severe loss of institutional integrity.
Since the organization needs legitimacy for its survival it will need to pretend
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that it is still functioning. Coercive, normative, and mimetic forms of iso-
morphic mimicry all become engaged; the organization will continue to create
the illusion of being a capable organization through adopting the outward forms
of a capable organization, with little regard for the actual functionality of the
organization. The organization survives, but the price it pays is a severe loss in
organizational coherence and a subsequent fall in real capability to deliver.
The institutional imperatives of many large development institutions con-
tinue to reflect high-modernist mental models, in spite of a changing rhetoric
on paper. As a logical extension of this way of thinking, performance tends to
be measured in terms of inputs or output indicators—which reflects form,
rather than outcomes that can reflect function. There is an automatic assump-
tion that when the inputs have been entered, the outputs achieved and the
“form” obtained, the end results will follow automatically. Has the strategy
document been written? Has the organization been restructured? Have the
consultation workshops been held? Have the training and “capacity building”
sessions for front-line staff been conducted? Have the procurement rules been
faithfully followed? This perspective is heavily biased against implementa-
tion, as there are few checks and balances in place to ensure that the policy
change has actually been implemented on the ground. In other words, it is
quite possible to get away with ticking the donor boxes without the policy
change ever reaching the ground. As such, the international aid community
itself suffers from—and reinforces—isomorphic mimicry, where ticking the
boxes fulfills its need for sustaining its own legitimacy.
There is therefore a genuine risk that the engagement of the international
community creates a deepening of the pattern of isomorphic mimicry, and a
further loss of institutional integrity. Rather than strengthening the capability
of the state—the goal the policies clearly aim to achieve—these well-intended
efforts may actually backfire and reduce the capability of the administration. It
may be that the more rapidly the appearances presented must conform
entirely with “modern” rules systems—in order to garner legitimacy from
external actors—the more quickly it will diverge from reality. To illustrate
this process with a real-world example, let’s return to Afghanistan.
Example 3: Meritocratic Reform in Afghanistan
One particularly painful example of this tension can be found in the “merito-
cratic” standards of recruitment that are the foundation of Public Sector
Reform. Meritocracy is premised on the notion that all individuals should
have equal opportunity and that preferential treatment of individuals on
criteria deemed to be “morally irrelevant” (Roemer 1998)—such as gender,
ethnicity, or kinship—is unjustifiable. But these are a particular set of values,
acquired gradually over time through an organic political and social process.
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For agents within organizations with a different internal logic, to apply mer-
itocratic principles is not easy as it can be incompatible with the existing
normative underpinnings of many societies, particularly when the stakes are
high—e.g. when government jobs are at a premium. Afghanistan is again a
case in point.
The difficult point is that meritocratic standards are a worthy goal—just not
one that can be achieved immediately by declaring it so.We have no roadmap
on how to get from a system based on patronage and kin-based loyalty systems
to a system premised on universal rules and equal access. Onemight think the
“donor community” would learn to not attempt premature load bearing in
fragile states from the experience in Afghanistan (and elsewhere). But in the
new state of South Sudan, a “South Sudan Development Plan” was issued in
August 2011 one month after the country was born into independence with
essentially zero capability. The plan bore all the hallmarks of donor-driven
premature load bearing: a document 413 pages long with “objectives” in
governance like “zero tolerance” for corruption (an objective not achieved
by any of its neighbors), and for the “public administration” component of
the governance pillar, goals such as to:
• Ensure a strong public administration through the enactment of just and
effective laws and the development of responsive and inclusive policies,
based on transparent processes and credible information and knowledge.
Box 3.2. APPLYING MERITOCRATIC STANDARDS IN AFGHANISTAN
The Ministry of Public Health in Afghanistan is generally seen as a poster child for public
sector reform and capacity building. However, problems remain and are related to the
political economy of change, and its lack of social fit with individuals’ and society’s
expectations. The following concerns were identified:
• The overall lack of political commitment to the reform process.
• The corruption of the Lateral Entry Programme. Some individuals have allegedly
been hiring their friends and relatives through this program.
• The continued role of patronage networks. Effects of this have included the resig-
nation of a qualified staff member brought in through the priority reform and
restructuring (PRR) process who did not have the necessary support from powerful
people within the ministry.
• The continued training and “capacity building” of individuals who are never going
to have the capacity to carry out their jobs adequately.
• The growth of some departments as a result of PRR beyond the extent planned. This
is caused by continued pressures to hire unqualified staff, or, in the absence of a
severance package, by the need to accommodate those who did not successfully




• Enhance the systems, structures and mechanisms of coordination at (and
between) all levels of government to promote professional, ethical, and
efficient service delivery to all the people.
• Strengthen and sustain the capacity of oversight institutions to enhance
accountable and transparent public administration through effective
monitoring, evaluation, and verification.
And this in a “plan” that was intended to run only until 2013. But it wasn’t
really a plan; it was a paean to premature load bearing.
Robustness to Stress: From Spartans to Paper Tigers
The battle of Thermopylae, at which a small force of Spartans (and others) held
off a massive invading force from Persia, fighting to the last man, resonates
through the ages. It is remarkable that a relatively obscure battle over 2,000 years
ago has inspired various Hollywood movies (including a spoof). There are of
course a variety of reasons why this battle is so famous, but the reason we want
to focus on it is that the Spartans illustrate the robustness of organizational
capability for policy implementation to countervailing pressures.
Ideal Actions vs. Real-World Actions
To begin, we need a definition of organizational capability that includes a
notion of organizational robustness to stress. As we’ve noted elsewhere in this
book, the first important distinction to make is that the individual capacity of
the agents is one, but only one, element of organizational capability. All public
sector organizations—ministries of education, police forces, militaries, central
banks, tax collection agencies—have stated objectives. One can define their
organizational capability as the extent to which the agents of the organiza-
tion, both management and front-line agents, undertake the actions which
would, contingent on their maximum individual capabilities, pursue the
organization’s objectives. For instance, a hospital’s maximum capability
might be limited by the technical knowledge of its nurses and doctors.
The second important distinction is stress, or how well the organization
actually performs in “real-world” conditions. As we all know, there is many
a slip twixt the cup and the lip; in fact, agents have their own interests,
goals, and objectives—and agents choose their actions to pursue those
objectives. This is not to say those objectives are exclusively or even pri-
marily pecuniary, as intrinsic motivation or commitments to professional
identities or normative desires to help their comrades or not “lose face”
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(or “honor”) certainly play important roles. But there are pressures on
agents to pursue other objectives and these can be less or greater. Let us
now illustrate these with a military analogy.
Spartans, Keystone Cops, and Paper Tigers
An intuitive example of these two dimensions of organizational capability and
stress is to think of armies as an organization. A reasonable measure of their
organizational capability is their ability to inflict damage. One can imagine
how large this capability would be if the army itself were under no counter-
vailing battlefield pressure and every agent (from officers down) were operat-
ing at their maximum individual capacity. This might be larger or smaller
depending on the size of the force, the equipment at their disposal, the level of
training, experience, etc. But every military leader knows that this definition
of organizational capability is irrelevant. The more important question is the
robustness of that capability to pressure from the opponent. How quickly does
the ability of a fighting force to act to inflict damage on the capability of the
opponent degrade under actual battlefield conditions?
The US Marine Corps official doctrine Warfighting (1997) is publicly avail-
able and makes for interesting reading. For the US Marines, “war is an inter-
active social process” in which one force attempts to impose its will on the
other; hence the overwhelming emphasis of their war-fighting doctrine is not
destroying the opposing force in material terms (casualties or equipment) but
destroying the opposing force’s will to fight.2 Their goal is to sufficiently
disrupt the opposing forces’ organizational coherence such that its individual
agents cease to act as a coherent purposive body and instead pursue their own
immediate interests; in so doing, the organizational capability of the opposing
forces, even with huge numbers of personnel and massive equipment, disin-
tegrates, in effect turning the opposing army—a social organization capable of
directed action—into a mob of individuals.3
One element of this process, and which makes military history fascinating,
is that the process is sharply non-linear. That is, in battlefield situations the
degradation of organizational capability often does not follow a linear process
2 None of this is particularly original as these are the ideas of B. Liddell Hart, transmuted into the
German Army’s application of blitzkrieg in which the deep penetration of rapidly moving armored
units sufficiently disrupts the ability of the opposing army to respond such that the capability of
the opposing army disappears, often with small casualties or materiel loss. The German conquest
of France in World War II is perhaps the paradigm example. The broad review of the history of
military strategy provided by Freedman (2013) is also consistent with our story—as is, more
narrowly, the oft-cited conclusion of Helmuth von Moltke, head of the Prussian army in the late
nineteenth century: “No battle plan ever survives first contact with the enemy.”
3 Using the example of an army is hardly original; Wilson’s classic Bureaucracy (1989), for
example, opens with a martial example.
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in which incremental units of battlefield pressure yield constant units of
degradation of capability. At least at times a small action can cause a ripple
effect in which soldiers believe their position is untenable, lose the will to
defend it, and a battle becomes a rout (or conversely, a single action prevents
the loss of a position that would cause a rout).
These considerations of the robustness of organizational capability with
respect to pressure and potentially non-linear dynamics lead to Figure 3.6,
which, building on Figure 3.1, contrasts three paradigm cases: Spartans,
Paper Tigers, and Keystone Cops. The Keystone Cops were a staple of early
silent film comedies; they were a platoon of policemenwho, with great fanfare
and flurry of activity, would rush around completely incompetently. This is an
example of an organization (or disorganization) which even under ideal con-
ditions is incapable of accomplishing anything and hence has low organiza-
tional capability over all ranges of pressure. But the Keystone Cops wear
uniforms, carry batons, and engage in various policeman-like practices that,
on the surface at least, enable them to pass as real police officers.
A contrast to the Keystone Cops is a Paper Tiger. The term “Paper Tiger” refers
to an army that appears impressive on the parade ground but is not robust to
stress and collapses under even modest battlefield stress. It has trained people
with the individual capacity to, in principle, recognize states of the world and
respond to them. It has the materials with which to work and has, again at least
in principle,modes of command and control of the organization that allow it to
operate. But, when put under battlefield stress, the capability collapses as the
individuals cease to pursue the organization’s interests; the organizational
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Battlefield stress (opponent’s 
actions, fog of war, etc.)
Paper Tigers:
High appearance of 
capability, lack of 
robustness to stress
Spartans: Robustness of 
capability to stress
Keystone Cops




integrity and coherence necessary for capability disappears, and a large army
that looks fantastic in parades becomes a mob on the battlefield.4
This brings us back to the Spartans. Part of the point of Spartan training
(indeed Spartan society itself) was to create individuals with high capacity (i.e.
who knew how to execute the individual skills) but another part—a part of all
military training—was devoted to maintaining that capability as an organiza-
tion even under the greatest duress: when the actions of the individual put
their lives at risk in order to maintain the overall organizational integrity and
coherence. The Spartansmay have had low total capability but were capable of
performing under conditions in which each individual member continues to
perform, even when in great personal danger.
Figure 3.6 illustrates this. On the vertical axis is an army’s ability to inflict
damage on an enemy. Between the three types of army, there is sharp non-
linearity of collapse—which can be modeled as a variety of interactive organ-
izational dynamics—at the various points of stress indicated.
These tensions between building capability and stress play out in real time
in war. Two examples. When America declared it was entering World War I,
England and France were overjoyed; they had suffered horrific rates of
casualties for too long. However, the American general in charge of bringing
America into the war, John Jay Pershing, wanted to end World War I with a
capable American army. This created enormous tension with the British and
French commanders, who of course wanted relief immediately and as such
demanded that the American soldiers come into the existing armies under
British and French command. General Pershing, however, knew this would
not build a capable American army; he knew that putting fresh American-
commanded units under battlefield stress against the battle-hardened Ger-
man troops could easily lead to premature load bearing and collapse. So,
neither side wanted American troops as integrated units under American
command too soon, but the British and French wanted to use troops soon to
augment the existing capability of their armies while Pershing wanted a
capable American army. Pershing’s stubbornness led to many more casual-
ties for the British and French as they held the lines waiting, but did lead to a
capable US Army.
Similar pressures were present in training air forces at various stages of
World War II for both the UK and Japan. Churchill famously praised the
Royal Air Force, declaring that “Never in the field of human conflict was so
much owed by so many to so few.” This raises the question: why were the few
4 A similar phenomenon plays out in team sports. In Australia, for example, elite athletes and
coaches often refer dismissively to “flat-track bullies”: those individuals and teams who appear
intimidating and can perform wonders at training but whose performance falls away rapidly once
the demands of a serious, actual contest unfolds.
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so few? It is not for lack of volunteers but rather because it takes time to build
pilot capacity. Sending pilots into conflict too soon produces a rate of casual-
ties so high that no amount of training of new pilots can keep up. The
Japanese, of course, addressed this problem in the last desperate days of their
war effort by creating kamikaze pilots with a specialized one-way mission that
achieved immediate impact at the expense of future capability.
All of this discussion of militaries is in part relevant, because militaries are
large public sector organizations given responsibility for aspects of high-stakes
policy implementation (i.e. maintaining national security). But primarily they
serve as a useful analogy of more general issues that affect all elements of
policy implementation, from direct service provision (e.g. education, health,
agricultural extension) to “obligation imposition” (e.g. policing, tax collec-
tion) to the implementation of economic policies from the macro (e.g. central
banks) to the micro (e.g. prudential regulation).
Failure and “Big Development”
It is alarming that these forces of isomorphic mimicry and premature load
bearing can lead so drastically to organizational failure; and it is disturbing
that the international aid community often contributes to such processes. But
what happens when a development project obviously fails? What is the
response of development agencies to such issues of implementation failure
and loss of capability?
Providing answers to these questions requires an examination of how
responses to failure, as and when it occurs, are pursued within the prevailing
development architecture. When policies or programs fail because of imple-
mentation failure, there are many seemingly good response options that are
actually bad (because they do not change the underlying systemic failure;
indeed, they may perpetuate it):
1. Adopt a “better”policy. One obvious response to failure is to assume that
the reason for failure was that the policy, even if it had been faithfully
implemented, would not have accomplished the objective anyway and
hence failure requires a new policy. However, even if the new policy is
demonstrably better—in the sense that when implemented it leads to
better outcomes—if it is equally (or more) organizationally stress-
inducing in implementation, this will lead, after a number of intervening
years, to further failure.
2. Engage in “capacity building.” One attractive and obvious response to
policy implementation failure is to assume that the problem was that
the individual implementing agents lacked “capacity,” in the sense that
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they could not have implemented the policy even had they wanted to.
This is nearly always plausible, as policy implementation requires agents
to successfully recognize states of the world and to know what to do in
each instance (e.g. a nurse mandated to do community nutrition out-
reach has to be able to recognize a variety of symptoms and know which
to treat, inform parents about how they should respond, which symp-
toms need referral to a doctor). What could be a more obvious response
of public sector failure in (say) health, education, procurement, policing,
regulation, or justice than to “train” health workers, teachers, procure-
ment officers, policemen, regulators, lawyers—particularly as it will be
demonstrably the case that “ideal capability” (i.e. the organizational
capability if all individuals worked to capacity) is low?5 However, if the
organization is under excessive stress due to the attempt to implement
over-ambitious policies, the achievable increments to ideal capability
may neither (a) augment the “robustness” of the organization and
hence be irrelevant in practice, nor (b) shift the entire capacity frontier
outward far enough to actually avoid the low-level equilibrium. (In
Figure 3.6 even substantial outward shifts in the “low” capability case
would still lead to the equilibrium of zero implementation.)
3. Cocoon particular projects/programs/sectors. Another reaction to implemen-
tation failure, particularly when external assistance agencies (whether
donors or NGOs) are involved, is to ensure “their” project succeeds in a
low capability environment by creating parallel systems. These parallel
systems come in many varieties, from project implementation units to
“bottom up” channels in which funds are provided directly to “commu-
nities.” The common difficulty with cocooning is that there is often no
coherent plan as to how the cocooned success will scale to become (or
replace) the routine practice. In fact, the cocooned implementation
modes are often so resource intensive (in either scarce human capital
resources “donated” by NGOs or financial resources) that they are not
scalable. Again, cocooning can be a valuable technique of persistent
failure—one can have long strings of demonstrably successful individual
projects while a sector itself never improves.
4. Throw more resources into it. It is easy to see how isomorphic mimicry and
premature load bearing make a powerful partnership. When govern-
ments are carrying out necessary and desirable goals (e.g. building
roads, educating children, maintaining law and order) and are doing so
by pursuing demonstrably successful policies (i.e. policies whose
5 Moreover, as the development saying goes, “A project that gives a man a fish feeds him for a
day, but a project to teach a man to fish lets you give your friend the technical assistance contract.”
Premature load bearing
71
effectiveness as a mapping from inputs to outcomes has been shown to
achieve results when implemented somewhere) and are doing so through
isomorphic organizational structures (e.g. police forces or education
ministries whose organizational charts and de jure operational manuals
are identical to those in functional countries), then doubling down the
bet seems the only viable strategy. After all, this is known to work: it works
in Denmark. Because most places with low state capability also have low
productivity and hence governments are working with few resources, it is
hard to not believe that simply applying more resources to achieve good
goals by implementing good policies through good organizations is not
the obvious, if not only, strategy.
Not only are there many good bad response options but some potentially
good options are bad options, on the part of both clients and donors.6
• Scaling policies to the available implementation capability is often pro-
fessionally and normatively unattractive (i.e. scaling to the level of a
given system’s prevailing capability to implement could be, or appear to
be, highly condescending, patronizing, and insulting if that level is actu-
ally embarrassingly low).
• Expanding capability in ways that are perhaps more “robust” but which
do not expand the “ideal” are often decidedly unattractive to develop-
ment actors who prefer options that are “modern,” “cutting edge,” and
technically “state of the art.”
• Attacking organizational failure is unattractive, as once an organization’s
goals have been inverted to rent collection these are often subsequently
capitalized into the political system in ways that eliminate potential
constituencies for organizational “reform.”
As techniques that can both produce and allow persistent failure, the dan-
gers of isomorphicmimicry and premature load bearing are pervasive precisely
because they are attractive to domestic reformers. But, paradoxically, as
already noted, external agents, whose presence is justified by the need to
promote (and fund) progress, also play a strong role in generating and sus-
taining failure. Development agencies, both multilateral and bilateral, have
very strong proclivities toward promoting isomorphic mimicry—e.g. encour-
aging governments to adopt the right policies and organization charts and to
6 Some of these issues were addressed in Chapter 1. See also Banerjee et al. (2008), who
demonstrate the resilience of deep organizational failure in attempts to enhance the performance
of nurses in Rajasthan. What is striking about these examples is that they all come from India,




pursue “best practice” reforms—without actually creating the conditions in
which true novelty can emerge, be evaluated, and scaled. It is much more
attractive for donors to measure their success as either inputs provided, train-
ing sessions held, or “reforms” undertaken and in process compliance in
project implementation; all of these are laudable activities that can be readily
justified and attractively presented at year’s end, yet can lead to zero actual
improvement in a system’s demonstrated performance.
The logic of the broader structures of the international aid architecture
and the core incentives faced by staff of the major development organiza-
tions, however, largely conspire against local innovation and context-
specific engagement. This system instead rewards those who manage large
portfolios with minimal fuss (actual accomplishment of objectives being a
second-order consideration), is resistant to rigorous evaluation (since such
an exercise may empirically document outright failure, which cannot be
ignored) and focuses primarily on measuring clear, material inputs (as
opposed to performance outcomes). Moreover, the more difficult the coun-
try context and the more ambiguous the appropriate policy response, the
stronger the incentive to legitimize one’s actions—to clients, colleagues,
and superiors—by deferring to what others deem to be “best practices”
and to assess one’s performance in accordance with measurable “indica-
tors,” which again tend to be inputs (since, unlike outcomes, those can be
controlled, managed, and predicted in relatively unproblematic ways).
Given that virtually all developing country contexts are, almost by defin-
ition, “complex” and facing all manner of “needs,” the systemic incentive
to identify “proven solutions” and universal “tool kits” is powerful; those
who can provide them (or claim to provide them)—from microfinance and
conditional cash transfers to malaria nets and “property rights”—are devel-
opment’s stars.
What to Do? Navigating the Second Jump
Across the Chasm
So what is the prognosis for states stuck in a capability trap? Clearly, the
standard responses of large development agencies to the failures caused by
isomorphic mimicry and premature load bearing do not counteract the nega-
tive trajectory of these pernicious processes. Unfortunately, the even more
worrisome problem with premature load bearing is that it may be more
difficult to fix an organization once broken than to build it from scratch.
In the debate over the transition in the post-Soviet era there was a saying
used to justify “shock therapy” approaches: “You cannot cross a chasm in two
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small jumps.”7 If your first jump fails, the second jump is from the bottom of
the chasm and your legs are broken.
Hence, whatever the explanation for why the first jump failed, a second
jump is different. Models of capability building that may have been correct
strategies for implementing first jumps are not applicable to second jumps.
To the extent that state capability completely (or nearly) collapsed (as in
Liberia or Afghanistan or DRC or Somalia or Haiti) or had been sharply
retrogressing from moderate levels (as the data on “Quality of Govern-
ment” suggest of Pakistan or Kenya or Venezuela) or is merely stuck at a
low rate of either retrogression or progression (or a mix) or a moderate level
of capacity (as appears to be the case in, say, India), these are all “second
jump” situations.
As organizations slip out of de jure control, agents consolidate around a
new set of norms and practices. Society’s expectations of the behavior of
the administration will alter as new behavioral patterns are created. The
difficulty of the second jump at the chasm in building state capability is
that with failure on the first jump one can end up in a situation in which
“things fall apart” (in Achebe’s resonant phrase; see also Bates 2008), and
while the previous systems of folk accountability and folk norms are eroded
they are not replaced with strong systems of external thin accountability
or strong internal performance norms in formal state organizations.8
Rather one has to contend with ingrained—indeed “capitalized”—cynicism
inside organizations and alienation and cynicism about state organizations
from without.
There are a variety of possible scenarios for capability failure, and different
states—and even different ministries within states—can take on different
characteristics.9 State functionality could collapse fully; the state could
remain present nominally but simply not perform any tasks; the state
could turn into an extractive state where rent-seeking and state capture by
individuals is the order of the day; or the agents of the state could respond to
the demands of the society as a whole and base its actions on the normative
underpinnings of the society as a whole. We conjecture Somalia exemplifies
7 An internet search attributes this saying to David Lloyd George, though variations on it exist in
numerous cultures (cf. China, which under Mao argued that “you cross the stream by stepping on
the stones” after a previous ill-fated attempt at a “great leap forward”). See also the witty exchange
between representatives of these contrasting approaches to institutional reform—single bound
versus incrementalism—in the post-Soviet era conveyed in Adams and Brock (1993). As Dani
Rodrik has wryly noted, when policy arguments are made with pithy aphorisms one knows the
contribution of economic science is limited.
8 As our opening epigraph from Dewantara conveys.
9 Onemight invoke Tolstoy at this point, extending his famous opening line in Anna Karenina to
propose that happy, high capability states are all the same but that unhappy, low capability states
are unhappy in their own way.
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the first scenario; Haiti perhaps the second; many sub-Saharan African coun-
tries the third scenario.
Each failure makes success the next time around that much more difficult,
as it breeds distrust between internal and external actors, cynicism among
citizens, and a “wait and see” attitude among existing public sector agents
when the next round of “solutions” are announced. Moreover, dysfunction
often comes with corruption and this creates powerful private interests for the
continuation of the status quo.
What to Do About Premature Load Bearing?
Does the risk of premature load bearing and collapse of state capability
mean that the state should take on fewer functions? Does this mean that
less aid should be channeled through the state? This is not a conclusion
that we would automatically draw. The role of the state is crucial for
effective development assistance, and therefore we have to treat state
capability as a scarce resource, or perhaps even the binding constraint on
development. We argue that state capability should be deployed in those
spheres where it is most crucial and strategic, and that tasks should remain
within the limits of what can genuinely be accomplished, even as we
recognize that a defining feature of development is that states become
incrementally more able to implement, under pressure and at scale, more
complex, and more contentious tasks.
At the moment, however, the international community is squandering this
precious resource by making tremendous demands on state capacity for non-
productive purposes, such as reporting requirements and continuous organ-
izational restructuring. Non-strategic functions can be outsourced, and a
strategic plan can be put in place for a slow and gradual transfer of responsi-
bility back to the state. Even so, there is the need for a genuine debate about
the tasks a government can realistically perform at a given moment in time.
When tasks can equally well be carried out by other actors, and the govern-
ment role in this sphere can be limited, then perhaps this is worth exploring.
As Thomas (2015) argues, aiming for a much less ambitious (or at least
realistic) role for the state “is not about ideology, this is pragmatism.” That
is, in states with high levels of capability much of the debate is about what the
state ideally should do, which sometimes breaks into the familiar left–right
ideological spectrum. But in fragile states the main problem is whether the
state can do even those very limited tasks itmust do. Adding roles and respon-
sibilities, however attractive thosemay be in principle and in the long run, can
actually be worse than useless.
The dilemma faced by the international community in fragile states and/or
conflict situations is a catch-22. State capability is low and clearly needs to be
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strengthened and reform is necessary to increase capability. At the same time,
pushing too hard for reformmay put toomuch strain on the system leading to
retrogression rather than progress. This is particularly true for those reforms
that are contentious and cause the highest stress on the system.
This is the capability trap in which many fragile states find themselves
stuck, and to which the presence of the international community too often
unwittingly contributes, in spite of good intentions. But explaining this dire
situation is the easy part. Much harder is offering a coherent, supportable
and implementable alternative, not least because trenchant criticism per
se does not automatically generate one. And the incumbent always has the
upper hand. But we argue that development practitioners must redefine
their modus operandi; perfectionist project designs and proliferation of




Capability for policy implementation
When one of us (Lant) was working in Indonesia for the World Bank he was
tasked with verifying the accuracy of government reports detailing which
households were receiving subsidized rice, a program provided to mitigate
the impact of a major economic crisis. As he traveled from the state capital to
the village he was reassured by officials at each level (state, then district, then
local) that all households that reported getting rice were actually getting the
total amount, and that only those households were receiving the subsidy.
Once in a village, however, it took all of about fifteen minutes to ascertain
that, once the village head had received the allotment of rice from the logistics
agency, the rice was being spread among many more people than just those
on the eligibility list. Lant already had good reason to suspect that this
spreading of benefits was happening, as it had been widely reported for
months. This was both perfectly understandable (given the village dynamics)
and perhaps even desirable in some ways—which is why he was traveling to
the village to see for himself. The real insight, though, came when he turned
to the officials who were accompanying him on the trip and said: “Why did
you keep telling me all was exactly according to the reports?” After some
furtive glancing back and forth, one of them said: “Well, you were from the
World Bank. None of you has ever wanted to know the truth before.”
Defining Organization Capability for Policy Implementation
Chapter 1 documented the low and stagnant levels of state capability using
primarily country-level indicators like “rule of law” or “bureaucratic quality”
or “government effectiveness.” In this chapter we zoom down to specific
organizations and ask: what does it mean for an organization to have capabil-
ity for policy implementation? For that we need to articulate what we mean
by “policy” and by “organizational capability.”
A study of getting a driver’s license in Delhi, India, in 2004 (Bertrand et al.
2007) helps illustrate the key concepts. Researchers solicited participation
from people arriving to get a driver’s license and documented how the “con-
trol” group in their experiment got their license (or not). The official or formal
or de jure policy for getting a driver’s license in New Delhi looks pretty much
like anywhere else: one goes to a government office, proves various personal
facts about eligibility (like identity, age, and residence), shows the physical
capacities associated with driving (like adequate vision), and then demon-
strates driving ability through a practical test. In principle, those that meet the
requirements get a license and those that don’t, don’t.
You might guess that that is not at all what happened. Fully 70 percent of
the control group who successfully obtained a license hired a tout (also known
as a fixer or facilitator) to help them with the transaction. The touts did more
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than just facilitate the interaction with the bureaucracy. Only 12 percent of
those in the control group who hired a tout actually took the legally required
driving examination. In contrast, 94 percent of those that did not hire a tout
had to follow the law and take the practical road test, and two-thirds of those
who took the test without hiring a tout failed the driving test and did not get a
driver’s license (at least in their first attempt; most of them wised up and just
hired a tout in the next round). The intervention of the tout did not just speed
the process along, it actually subverted the purpose. The study tested the
driving ability of those that hired a tout and got a license—and two-thirds of
them could not drive either and, if the policy were actually implemented,
should not have had a license. All else equal, those that hired a tout and had a
license were 38 percentage points more likely to fail an independent driving
exam than those who got a license without hiring a tout.
Knowing the results of this study, what is the “policy” for getting a license
in Delhi? One could recite the formal rules or policy formula but equally
persuasively one could say the actual policy is “hire a tout, get a license.”
In our working definition a “policy” has four elements: a formula that maps
from actions to facts, processes for determining the policy-relevant facts, a set
of objectives, and a causal model.
A policy formula is a mapping from facts to actions by agents of an organiza-
tion. This formula from facts or conditions or “states of the world” to actions by
agents is often what is described as a policy. A fire insurance policy says “if the
fact is that your house burneddown,here are the actionswe the company, via its
agents, will take” (though it may say this in a few hundred pages). We call this a
policy formula because inmathematics class we all learned that a functionmaps
from a domain to a range; a policy formula is a mapping where the domain is
“facts” and the range is “actions by an agent of an organization.”
Discussions often conflate the policy outcome and the formula. For instance,
a tariff policy is a mapping from different types and value of imports (the
policy relevant facts) to authorized actions of agents in collecting revenue. But
the total tariff revenue collected is not the policy formula; it is the outcome of
an application of the policy formula to a set of facts. The exact same policy
formula can produce very different outcomes: two countries could have
exactly the same tariff code and yet different tariff revenue if the composition
of their imports varied.
As a policy formula is a mapping from facts to actions, a policy must have a
specification of how the administratively relevant facts of the formula are to be
determinedand, if necessary, adjudicated. Thedriver’s license formula says “if the
administrative fact is that you can drive (and other conditions aremet), the action
is that youare issueda license.”An integral part of thepolicy is the specificationof
which organization and which agents have the authority to declare what the
administrative facts are. These need not have anything to do with common-or-
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garden variety facts. A property tax policy formula applies a tax rate to the
administratively relevant taxable value of a property. The value of the property as
determined by its market price or its value as collateral can be completely irrele-
vant to the policy implementation relevant fact of its value for tax purposes
(either de jure or de facto) and there is a processwhereby that value is determined.
The combination of a policy formula as a mapping from administratively
relevant facts to actions by agents and the process of determining the facts
implies that policies and organizations are inextricably linked. Integral to a
public policy is a designated organizational mechanism for implementation.
Conversely, most public sector organizations are defined by the policies they
are authorized to implement.
The emphasis on the organization authorized for policy implementation as
an integral part of a policy helps distinguish organizations and institutions.
Institutions are commonly defined as “norms or rules or human devices for
affecting the behavior of individuals so as to structure the interactions of
groups of people.” This definition of institutions would include an incredibly
broad array of human practices, from those associated with the “institution”
of marriage to an “institution” of private property to the “institution” of
religion. Some formal institutions may be enforced with official policies and
legally constituted organizations responsible for implementation. But institu-
tions can be also be “informal,” with no written policy formula and no
organization responsible for implementation. The distinction between organ-
izations and institutions and between formal and informal “rules or norms” is
crucial because formal organizations often lack capability for implementation
because there are informal norms that have more traction on the behavior of
implementing agents than formal rules and processes. As we will show in
several cases, this leads to policy dysfunction.
While one could regard the specification of the policy formula (mapping
from facts to actions) and the organizational processes of implementation
(how facts are determined and adjudicated and actions taken) as complete,
in our approach a policy has two more elements: objectives and a causal model.
We define objectives as an intrinsic component of a policy. Many policies may
lack an explicit declaration of objectives or purposes but, whether these are
implicit or explicit, a policy exists to do something—educate a child, limit
environmental damage, prevent corruption, resolve disputes to avoid violence.
We focus on a policy’s normative objectives, which may differ from the actual
purposes towhich the organization or policy is being used. That is, the normative
objective of a tax is to collect revenue for the government. The actual organiza-
tion purposesmay be to use the authorization to tax to collect some tax and also
extract some revenue that flows to others illicitly, but one can still consider a
policy and implementing organization relative to its normative objectives.
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A policy also has a causal model. A causal model is what relates the policy
formula (mapping from facts to actions of agents) to the policy objectives
(what the actions of the organization implementing the policy are meant to
achieve). While the causal model is almost never made explicit by organiza-
tions, it is nevertheless a critically important part of the policy as it ultimately
serves as part of the organization’s claim to legitimacy, both externally to its
“authorizing environment” (Moore 1995) and internally to its own agents.
The delineation of a policy into the four elements of policy formula, organ-
izational process for determining facts, normative objectives, and causal
model (as illustrated in Table 4.1) highlights two distinct ways in which a
policy could fail to achieve its normative objectives. The policy formula could
be based on a causal model that is wrong about the connections between the
fact-contingent actions of agents and the normative objectives. In this case,
even if the policy formula was faithfully implemented—the policy relevant
facts correctly assessed and policy formula stipulated facts taken—this would
not achieve (or perhaps even promote) the policy objectives.
The other possibility is that—as in the case of the post office and inter-
national mail in Chapter 1, the driver’s licenses in Delhi, the examples about
healthcare below, or any of hundreds of examples around the world—policy is
just not implemented. The driving test may or may not reduce traffic
accidents—but people are getting licenses without it so it doesn’t matter.
Having nurse-midwives in clinics providing antenatal care may or may
not decrease child mortality at birth—but if they are not there the question
is moot.
Much—almost certainly most, and quite possibly nearly all—analysis of
public policy focuses on which policy formula are based on correct causal
models such that if they were implemented they would produce better out-
comes. Economic analysis, for instance, often has very different predictions
about the impacts of the expansion of government supply of commodities
because it assumes consumers are already acting to secure what they demand.
This can mean that policies based on a naïve model of impact of supply will
fail to predict actual outcomes even if the policy were perfectly implemented.
We are all for more and better scientific analysis of policy impacts. But “black
box” approaches to policy/program/project impact cannot distinguish
between a failure to produce desired outcomes because of an incorrect causal
model linking outputs to outcomes, and a failure of policy implementation—
namely, that implementing agents just didn’t do what the policy formulation
stipulated they would do. Either will lead to the inputs provided not produ-
cing the desired outcome; not making these necessary distinctions can thus
lead to inaccurate conclusions as to why a given “policy” (or program or
project) failed.
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Organizational Capability for Policy Implementation
Sorry for the last section. It was kind of like a predatory big cat sneaking up on
prey with slow stealthy moves, no one of which seemed particularly threaten-
ing, in fact, kind of boring. While it may have seemed tedious, the definition of
“policy” as not just formula but also organizational process, objective(s), and a
causal model enables us to define strong and weak organizational capability for
policy implementation. Strong capability organizations are those in which
agents take those actions that promote the organization’s normative objectives.
Table 4.1. The elements of a policy: formula, administrative facts, normative objectives,
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Organizations with weak capability for policy implementation are those that
cannot equip their agents with the capacity, resources, and motivation to take
actions that promote the organization’s stated objectives.
There are two elements embedded in this definition of capability for policy
implementation that we need for our overall approach but which we wish to
highlight are unusual: the seemingly sudden pounce after the boring stalking.
It might be a big surprise that our definition of organizational capability for
policy implementation does not refer at all to the policy formula. One very
popular older approach was to define the objective of public sector manage-
ment or public administration as policy compliance. In that frame, an organ-
ization with strong capability for policy implementation would be one that
implements the policy formula: it ascertains the facts and applies the policy
formula to those facts with fidelity. In our view this approach is very
attractive—indeed it may seem like common sense, if not definitional, that
high organizational capability for policy implementation should be measured
by policy implementation. But we feel this approach is deeply wrong about
what capability is, indeed that it leads to misguided and counterproductive
approaches to achieving capability.
Embedded in our definition of organization capability is that organizations
discover and act on a workably correct causal model of achieving the policy’s
normative objectives. Take an extreme example. Suppose there was a society
that believed that the sun would only come up in the morning if during the
night a crank was turned. Given the importance of the sun coming up, this
society may create an elite organization responsible for the nightly crank
turning. This organizationmay achieve perfection in complyingwith the policy
formula and the crank is turned every night. Does this crank turning organiza-
tion have high capability? Certainly it has high capability for achieving com-
pliance with the policy formula. But since no reader of this book sincerely
shares the causal model that the sun’s rising is determined by crank turning
the organization has no capability at all for achieving the normative objective
of raising the sun.1 Enabled by the prevalence of isomorphic mimicry
(Chapter 2) and overambitious agendas (Chapter 3), the developing world is
full of excellent policies (indeed often “best practice” policies) and lousy out-
comes. At least partly responsible for this state of affairs, however, is that
definitions of organizational capability and its construction have been separ-
ated from achieving objectives and instead reduced to compliance.
1 And, as modern academics, we can go “postmodern” and define other social objectives that the
crank turning may achieve as defined from within a social context in which all participants do in
fact believe a false causal model about the sunrise and that the organization also has capability for
those, potentially important, objectives. But it doesn’t have capability to raise the sun.
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We are defining capability relative to normative objectives. This is not a
reprisal of the “functionalist” approach, in which an organization’s capability
would be defined relative to the function it actually served in the overall
system. This definition allows an organization engaged entirely in isomorph-
ism to assume the status of being “capable” if it was fulfilling a functional role
through that isomorphism.
Using our definition of state capability we delineate five levels.
Ideal capability, in which the agent takes the best possible action available and hence
produces the best achievable policy outcome. We assume agents are maximizing the
normative objective of the organization. This can produce outcomes better (perhaps
much better) than policy compliance. This assumes the agent has a perfect ability to
determine the relevant “facts of the world” and has perfect causal knowledge of what
action will produce the best outputs and outcomes—which, in our imperfect world, is
completely impossible. Even so, ideal capability is the standard to which the best
organizations aspire and in reality closely approximate.
Policy-compliant capability means that agents do exactly and only what the policy
formula dictates. Agents give drivers’ licenses when, and only when, the fact of the
world meets the policy formula conditions for a driver’s license. The case of the Delhi
drivers’ licenses, of course, was less than policy compliant. But even policy compliance
can be much less than ideal, if either (a) the policy formula is less than ideal (or just
plain wrong), or (b) success requires actions that cannot be fully specified in a written
policy (see Chapter 5 for a typology). In education it is hard to believe that a policy
could dictate exactly what teachers should do such that a “policy-compliant” outcome
would actually be an ideal educational experience.
Actual capability is what happens in practice when agents make their own decisions. In
Delhi, agents colluded with touts and gave licenses to drivers who had not passed the
formally required driving test. In this case, actual capability was less optimal than
policy compliance. This is the typical case of “actual capability” in the developing
world: agents choose to maximize their own wellbeing, with the objective function
that is inclusive of intrinsic and extrinsic motivations and with the incentives pre-
sented by their social and organizational context.
But in cases of high-capability organizations, actual capability is preferable
to pure policy compliance because agents can take actions to improve out-
comes. (In such organizations, “work to rule” is a threat because doing so
lowers effectiveness, whereas in low-capability environments “work to rule”
would be a massive improvement.) Thus, actual capability could be more than
policy-compliant capability and nearer ideal, or could be (and often is) much
less policy compliant and actually near zero.
Weak capability for implementation manifests in organizational inputs,
outputs, and outcomes. The agents of organizations do not do what they are
supposed to do—they are absent, they do not put in effort, they take bribes,
they are ineffective or even counterproductive in their actions. Weak
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capability results in low organizational outputs from policy implementation—
regulations are not enforced, infrastructure is not maintained, mail is not
delivered. The result is teachers who do not teach, police who do not police,
tax collectors who do not collect taxes.
Zero capability is what would happen if there were no organization at all. Actual
capability can be this low—or, as we will see, lower.
Negative capability is a possibility because the state, by the very definition of being the
state, has the ability to coerce. Organizations of the state can use power to exploit their
own citizens and, through the imposition of obligations with no corresponding bene-
fits, make them absolutely worse off.2
Capability: More Than Individuals, Less Than Countries
A key task as we move toward a pragmatic approach to building state capabil-
ity is to shed two common misconceptions that implicitly or explicitly guide
efforts to build capability. One misconception is to not distinguish between
the capacity of individuals and the capability of organizations. Perhaps the
most common response to low capability, particularly when external agents
get involved, is to propose more technical training (“capacity building”) on
the view that organizational capability is limited by individual capacities.
The second misconception is that state capability is completely determined
by broad nation-state (or perhaps state or provincial) level conditions and
hence what is needed to build capability is broad “reform” that affects all state
organizations.
Organizational capability versus individual capacity.Given the overwhelming importance
given to “training” in discussions of building capability, one might imagine that the
capacity of individuals in an organization was (nearly) everywhere and always a key
constraint to the capability of organizations. We define the technical capacity of individ-
uals as their ability to recognize and act on a correct causal model.3 But in many
instances it is obvious that the capacity of individuals is not the key constraint—they
know what to do, they just don’t do it.
One simple illustration of this is absenteeism. In this case the relevant
policy formula maps from the fact of the world that is date and time to the
action of the agent of being there. A study of teachers in India (again, a middle
2 Leeson (2007), for instance, argues that the typical Somali may well have been better off
without any state than with the predatory state they had. Scott (2009) discusses how various
communities in Southeast Asia have actively avoided “being governed,” as anarchy was deemed
preferable to the predatory states that were available.
3 We could just as easily refer to organization “capacity” and individual “capability”—the only
point is that it is helpful to distinguish the two, in particular the one is not the simple sum of the
other. Using a different word for each helps.
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capability country overall) found that teachers were not present in the school
26 percent of the time. A follow-up study, a decade later after much attention
to this issue, found it had declined, but only to 23 percent. A recent study of
eight African countries found average absence was 20 percent. These rates of
absence result in weak organizational capability—achieving the normative
goal of student learning is clearly inhibited by teacher absence—but it is
ridiculous to imagine that any of this absence is because the teachers either
don’t understand the policy formula (“be there on Tuesday”) or do not know
the true facts (“it’s Tuesday”).
An excellent illustration of the distinction between technical capacity and
organizational capability on a more complex implementation issue comes
from two different studies of healthcare providers in India. One study in
Delhi assessed the technical capacity of medical care providers by analyzing
their ability to respond correctly about how to diagnose and act on conditions
presented in vignettes (Das and Hammer 2007). They then also observed the
same providers in their actual practice. The public sector employed only
trained doctors as providers, so their technical capacity on the vignettes was
much higher than the typical private sector provider (many private sector
providers of first line medical care were “less than fully qualified”—some
might say “quacks,” i.e. people offering medical advice and services with
very little or no training at all). But, when examined in their public sector
primary health center (PHC) settings the trained doctors did only a small
fraction of what they had demonstrated they knew how to do while the
private sector knew little but did what they knew.
A follow-up study in rural Madhya Pradesh assessed healthcare providers by
training research collaborators to present as patients and report specific symp-
toms. Some presented with symptoms of myocardial infarction (heart attack),
complaining of chest pains. Of the public providers, very few asked even the
most basic diagnostic questions: only 45 percent asked about the location of
the pain, only 19 percent about its severity, and only 10 percent whether the
pain was radiating. (We as middle-aged men are a biased sample, but even we
know that location, severity, and radiating pain are key symptoms for recog-
nizing a heart attack.) The “policy formula” when faced with a “fact of the
world” of a patient presenting with symptoms of myocardial infarction in
rural settings is very simple: (1) aspirin, (2) nitroglycerine, (3) ECG, and (4)
referral to a hospital. Fifty-eight percent of formally trained (MBBS) doctors in
public primary clinics in Madhya Pradesh did none of those things for patients
presenting with symptoms of a heart attack—not an aspirin, not an ECG, not
a referral.
This outcome was not the result of a lack of technical capacity on the
part of those individuals to diagnose; it was the organizational setting that
determined these outcomes. The distinction between technical capacity and
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organizational capability was made clear because the study also had the
“patients” present themselves with symptoms at the practices of the exact
same MBBS-trained doctors who worked in the private health clinics when
they were working on the side in their own practices. The result was that,
when judged by either the likelihood of checklist completion of the protocol
for the disease or by a standardized checklist score, the worst medical care in
the study was provided by the trained doctors in their public clinics and the
best medical care was those exact same doctors in their private practices. The
differences are astounding, as checklist completion is less than 3 percent in
their public practice—which is therefore the organizational capability—while
in their private practice it is 27 percent—which reveals the technical capacity of
the doctors as individuals far outstrips their actions when embedded in the
organization.
By combining the efforts of individuals in productive ways, organizations
can have capabilities much, much higher than individuals alone. Indeed, it
might be said one of the very foundations of “modern” economic and political
life is the rise of organizations (public and private) that have vastly higher
productivity than that of individuals. In such organizations, the whole truly is
greater than the sum of its parts. Yet it is also the case that organizations can be
so dysfunctional that they become “value subtracting”—i.e. the productivity
of the individual when inside such an organization is lower than it is outside
and the whole is much less than the sum of the parts.
Illustrations of this unhappy phenomenon of value subtraction come from
studies of contract versus civil service teachers. In an experiment in Kenya, a
new teacher was added to early grades to reduce class size. When the teacher
added was hired as a civil service teacher the additional teacher had no impact
on improving child test scores. When nothing else was different but that the
new teacher was hired on a contract renewable at will by the school (and
hence with performance and parental input), student test scores improved
substantially (Duflo et al. 2007). An observational study in Uttar Pradesh
found students learned twice as much from a contract teacher versus a civil
service teacher—in spite of the fact that the salary of the civil service teacher
was many times higher than that of the contract teacher (Atherton and King-
don 2010). It appears that a person with exactly the same technical capacity
has their absolute level of productivity reduced by being inside the standard
civil service-type organization—the organization is value-subtracting.4
4 One should not conclude from such a study, of course, that the solution to raising student test
scores around the world is to hire lower-cost contract teachers; our point here (and that of the
researchers) is that it is the capability of organizations that powerfully influences the performance
of its constituent members, and that in the worst situations dysfunctional organizations can
literally subtract from, rather than add to, the technical capacity of their members.
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Capability varies across organizations in the same country. While in Chapter 1 we use
national measures of state capability, these are broad aggregates and of course hide
massive variations in capability across the same country. For instance, many of our
examples to illustrate low capability in this book come from studies in various states of
India and in Chapter 1 we saw that India was an average developing country in
aggregate capability. Yet many of the top-tier organizations in India exhibit very high
capability. In September 2014 India successfully put a satellite into orbit around Mars.
The graduates of India’s institutes of technology are highly recruited globally. So the
fundamental issue is not that India is a “failing” state with no state capability, rather it
is a “flailing” state with highly capable elite organizations and yet very poorly perform-
ing organizations in other aspects (e.g. policing, basic education, health).5
A study in Bolivia surveyed over 1,000 public officials and asked them to rate
the performance and characteristics of other Bolivian public agencies.6 The
results revealed large and consistent patterns in differences across organiza-
tions, even within a country with very low country-level measures of capabil-
ity. For instance, the Ombudsman, Electoral Court, and National Comptroller
had service performance ratings by agents of other public agencies over 80
whereas the police in Santa Cruz had a service rating of below 30. On an index
of bribery, organizations like the Ombudsman are rated near zero while the
worst (again the police in Santa Cruz) are rated over 80.7
Any adequate account of organizational capability has to be able to explain
bothdifferences across countries in aggregated or average organizational capabil-
ity as well as differences within countries across organizations. A World Bank
study on health and education in theMiddle East North Africa region shows this
same logic can be deployed to explore and explain how public agencies within
the same sector within the same country enacting the same policies can none-
theless generate considerable performance variation—in Yemen, for example,
staff absenteeism inhealth clinics ranges from8 to83percent. Learning from this
variation in performance can reveal how the capability can be strengthened.8
How Organizational Capability for Policy
Implementation Matters
The effectiveness of policy is mediated by the quality of implementation. The
example of the (non)returning of misaddressed international mail in
Chapter 1 shows that the exact same policy can lead to completely different
outcomes—from zero to 100 percent. All countries have policies against
5 See Pritchett (2009). 6 Kaufmann et al. (2002).
7 Since the scores are all normed by the mean and standard deviation within Bolivia, it
is impossible to compare how large these variations are compared to international differences.
8 See Brixi et al. (2015).
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corruption in public procurement and yet corruption is nearly absent in some
cases and ubiquitous in others. When implementation is weak the converse
can be true: we show below a case in which completely different de jure
policies lead to roughly similar outcomes.
Weak organizational capability for policy implementation leads to two
practical consequences: administrative fact becomes fiction; and the conse-
quences of de jure “policy reform,” particularly a change in the policy for-
mula, are completely unpredictable. Note that the key point here is not
whether these matter for final outcomes; rather, this is how weak capability
affects implementation. We address each in turn.
1. Facts Can Be Fiction
A policy formula is a mapping from facts to actions. This makes implementa-
tion sound easy. But the sad fact is facts are (often) not facts. Public sector
organizations do not operate on regular garden variety facts like that the sky is
blue, rain is wet, and Tuesday is a workday but on the administrative facts.
Policy includes the designation of which agents have the authority to declare
administrative facts and who and how disputes about administrative facts are
adjudicated. One of the ways in which implementation fails is not that the
real facts are agreed as administrative facts and implementing agents fail to
act on those facts, but rather that the administrative facts stipulated in
the policy formula are manipulated to create policy compliance which is a
complete fiction.
Living in parallel worlds of administrative facts and actual facts is part of life in
most developing countries.9 A friend of ours was interviewing a girl in rural India
about her schooling. Since government schools provide benefits like free uni-
forms and mid-day meals there are incentives to be enrolled in public school.
But learning conditions are perceived to be better in low-cost private schools.
The girl regularly attended a private school. But when asked where she went to
school she said she went to the government school. Our friend pointed out that
she was actually sitting in class in a private school during school time. The girl
thought about this for a few minutes then responded: “My name goes to the
9 Nearly any ethnographic work (or just work that actually asks people what is going on) finds
that “working misunderstandings” (Watkins and Swidler 2013) between the official policy
formula, front-line agents, brokers (who often have no formal existence), and “beneficiaries” are
rife (as Watkins and Swidler 2013 did in their work on NGOs and AIDS work in Malawi). Robert
Wade’s analysis of irrigation in India revealed that what was supposedly a bureaucratic agency was
really a collection of markets (Wade 1982). Diane Singerman (1995) in Egypt discusses the key roles
of networks in securing public services. As pointed out in different contexts by Scott (1998),
Ferguson (1994), and Mosse (2005)—among many others and the simple vignette that opens the
chapter—it actually takes a special kind of training and mindset to “stabilize the epistemic
framing” (Mosse 2005) and not see the gap.
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government school, but I go to private school.” In low-capability organizations,
even seemingly routine administrative facts like someone’s age are often opaque
and potentially open to abuse. Gupta (2012) documents in anthropological
detail how certain front-line implementers of social programs in rural India
exploit widespread uncertainty about people’s actual age to their personal
advantage, demanding sexual and financial favors from citizens in return for
declaring them age-eligible (i.e. over 50 years old) for these programs. In such
circumstances, one is as old as the implementer deems you to be; the adminis-
trative fact is effectively arbitrary on an issue that in high-capability organiza-
tions and contexts is precise and readily verifiable in seconds.
Let us give four other quick examples of where administrative fact is fiction.
Regulation of pollution in Gujarat. The regulation of industrial emissions of pollutants in
Gujarat, India, required private firms to hire other private firms as “auditors” to assess
their level of emissions. But these environmental emissions auditing firms were chosen,
hired, and paid by the emitting firms. A recent experiment looked at what happened to
reported emissions before and after the incentives changed such that auditors were not
dependent on the goodwill of emitting firms for business.10
Not surprisingly, when firms hired the auditors to declare the administrative
facts about their admissions, the facts were a complete fiction. The reported facts
were that nearly all firms had emissions just below the legal threshold. Again not
surprisingly, the actual facts were that many firms had emissions two or three
times higher than those reported by the auditor. Perhaps surprisingly, however,
many firms had emissions much lower than those that were reported by the
environmental auditor. One might think that reporting pollution higher than
your true level makes no sense. But, once it was widely acknowledged that the
administrative reports were a complete fiction the only objective was to be cheap
(why even visit the plant?) and not attract regulatory attention (so report a value
clustered where it seems not in violation but also doesn’t seem suspiciously low).
Community development in Kenya. The World Bank has financed “community driven
development” (CDD) projects in Kenya.11 One element of these projects is to create
“livelihoods” by providing poor beneficiaries with assets, often livestock like goats or
cattle or chickens. Given that this was a World Bank-financed project there were both
activities like local meetings intended to provide accountability to the beneficiaries and
hence reports on those meetings, as well as the standard reports on procurements. The
World Bank had, on the basis of the reported administrative facts, rated the project
performance as “Satisfactory” from 2003 right up until a forensic audit in 2010 revealed
the facts were fiction and forced the project to be suspended.12 A forensic audit of seven
districts found that in the CDD component of the project, 84 percent of all expend-
itures were “suspected fraudulent or questionable.” The records of “community
10 Duflo et al. (2012). 11 Ensminger (2013). 12 See World Bank (2012).
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participation” were fabricated and the names of villagers attending were just produced
without their actual participation or consent. Ethnographic research found that the
project implementers at the district level were able to combine with agents at the village
level to almost completely capture the benefits of the project in fact, while producing
documents and records creating the fiction that all was well.
Doing Business. The gap between the de jure administrative fact and the on-the-ground
reality is evident in many studies of particular issues in particular countries and also in
cross-national comparisons. As part of the Doing Business indicators the World Bank
ask experts to estimate how long it would take a form or person to obtain a construction
permit to build a new building of a specified type if they followed the law. In many of the
same countries theWorld Bank also does an Enterprise Survey of a sample of firms. This
survey asks of those firms that have recently constructed a building how long it took the
firm to get the license to do so. While not a perfect comparison—firms construct
many kinds of buildings in many different cities or regions within a country—this
provides at least a rough-and-ready comparison between de jure and de facto policy
implementation.
The comparison of the two measures of regulatory compliance is revealing.
While one might think that it would take longer in countries with stiffer
formal regulation, in reality there is almost zero correlation across countries
between the Doing Business time and the average or median of what firms
actually report. If you wanted to predict how long it would take a firm to get a
construction permit, knowing the country estimate of the legal time to obtain
a license would have no little or predictive power. Figure 3.4 (see Chapter 3)
showed that in countries where the Doing Business measure was fewer than
200 days the average firm reported it took 58 days to get a permit. In countries
where Doing Business reported, it took more than 300 days (and in the
median country in this category it was 381 days—more than a year), the
average firm that got a permit reported it took them less time—only 47 days.
So an increase in 230 days in the de jure time to get a construction permit is
associated with a nine day decrease in the time the average firm reported it
actually took (Hallward-Driemeier and Pritchett 2015).
This isn’t to say the law did not matter at all. In the Enterprise Survey data
there are responses frommany firms so one can compare the times reported by
“fast” firms (the 25th percentile) and the “slowest” firms (the 95th percentile).
There was a big gap between the “fast” and “slow” firms, such that the
difference between “fast” and “slow” firms in the same country was much,
much larger than the gap in legal times across countries. In countries where
the Doing Business reported de jure compliance times to 200 to 300 days the
“fast” firms reported 15 days and the slow firms reported 165 days—a gap of
150 days. Onemight say that for howmuch time it will really take a firm to get
a permit it matters less where you are than who you are, and that what really
matters for firms it not the de jure regulation but the implementation gap
between policy and action.
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Bank accounts in India. A naïve “public–private partnership” approach that relies on the
private sector for implementation to achieve public purposes does not solve the prob-
lem of state capability, as it just pushes the question off onto private organizations—
whichmay have capability for some purposes but not for pursuing a policy’s normative
objective. One illustration is that in order to promote financial inclusion the govern-
ment, via the Reserve Bank of India, mandated that all banks (both parastatal and
private) had to offer a low-cost, low-balance account. One might think that since the
law mandated their availability these accounts would be available. A study in the
Indian state of Tamil Nadu in 2014 sent “mystery shoppers” into various banks to see
if the banks would in fact tell potential customers about the availability of these
accounts or open them if asked. Zero were offered the low-balance account at any
type of bank. Even when the “mystery shopper” asked specifically about the type of
account, only between 10 and 25 percent would admit to offering the account they
































Figure 4.1. Changing law, changing behavior? A law in India mandating banks offer a
basic savings account didn’t lead them to offer it—even when asked directly—even in
public sector banks
Source: Adapted from Mowl and Boudot (2014: table 2)
Building State Capability
92
were better at doing what was in their interest—85 percent got offered a high-balance
account versus only one-third in public sector banks—but less likely to dowhat is not in
their interest (see Figure 4.1). So capability for implementation is not solved by pushing
implementation into the private sector, which can maintain the same fact–fiction gap
in the absence of capable regulation enforcement.
2. Weak Capability Makes It Impossible to Predict the Impact of Changing
a Policy Formula on Policy Actions, Outputs, or Outcomes
Since weak capability for policy implementation often implies both that the
policy formula is not being followed (and will have little or no traction on the
behavior of the organization’s agents) and that the normative objectives of the
organization are being undermined, this means that the impact of “policy
reform”—particularly of the type that changes the policy formula—has com-
pletely unpredictable impacts. Sensible sound policies—and even policies that
have been rigorously “proven” to work in other organizational settings—may
produce zero, or even perverse, results.
Some examples illustrate this point. Three different studies of attempts to
reduce front-line worker absences by introducing technology to track attend-
ance and incentives produced three different results. Working in partnership
with a local NGO, researchers looked at the impact of using date-stamped
cameras to verify the attendance of teachers at the NGO’s schools. They found
that the improved technology to verify attendance increased teacher attend-
ance and that increased teacher attendance improved child learning (Duflo
et al. 2012). So one might conclude that better technology to monitor attend-
ance improved attendance, and thus that better technology improves the
quality of service delivery. But no.
One of the same researchers worked with the same NGO to attempt to
improve attendance of auxiliary nurse midwives (ANMs) at local clinics. This
program introduced new technology to monitor attendance of the ANMs,
introduced the possibility that their pay would be docked if they were present
less than half the time,13 clarified responsibility for attendance on a “clinic
day” that ANMs should not have other field duties, and utilized the NGO in
spot checks to “ground truth” the reliability of the technological monitoring
of attendance (to check incentives to damage the new machines, etc.). More-
over, with a realistic nod to the difficult politics of changing the behavior of
existing staff, this new policy applied only to newly hired ANMs.
13 Previous extensive fieldwork by the researchers had revealed that the average absence in sub-
centers and aid posts was 45 per cent so this was only a moderately ambitious target (Banerjee et al.
2004).
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The outcome of this wonderful policy reform that drew on the rigorous
knowledge from the previous paper (“MonitoringWorks”) is aptly summarized
by the title of the new paper: “Putting a Band-Aid on a Corpse.”14 What is
interesting is how the program failed. Eighteen months into implementation
the rate of ANM administratively recorded absence had fallen in the treatment
versus control group. Unfortunately the actual physical presence rate of the
ANMs in the treatment group also fell. The program actually, if anything,
increased actual absence while decreasing administrative absence. How? The
category “exempted from duty”—ANMs not in the clinic but not counted as
absent—rose dramatically. This attempt at improving health through better
attendance of health workers failed because organizational capability for policy
implementation was so low that putting increasing pressure on the recorded
absence merely increased the manipulation of the administrative facts.
Another example comes from the Indian state of Karnataka, where the
government introduced biometric monitoring of attendance with the threat
that healthcare workers would be docked their leave days if they were exces-
sively absent. This experiment had even more curious implementation and
results (Dhaliwal and Hanna 2014). For one, the “treatment” was never fully
implemented as, while the biometric machines were installed and the data
reported, it was never actually the case that this data was used to discipline any
worker (nor did it appear it could be implemented given the internal political
objections and legal challenges). But birth outcomes improved in the “treat-
ment” areas where the PHC introduced biometric recording of attendance—
but not at all for the reasons hoped. The introduction of biometrics did not
change doctor attendance at all, but did raise the attendance of other workers
(e.g. nurses, pharmacists) at the clinic. Even so, this outcome was actually
associated with worse perceptions of clinic quality by users, which in turn led
fewer people to use the biometric treatment PHCs and instead they switched
into higher-quality facilities—bypassing the PHCs for larger hospitals. Hence
the better birth outcomes was the result of lower utilization of the PHCs in
favor of facilities with better birth outcomes.
So, three rigorous experiments, all in India, each introduced some form of
improved technology for tracking attendance into a low capability for implemen-
tation environment. The result is that pretty much anything that could happen,
did happen: in one—which was an NGO provider—attendance went up and
outcomes got better; in another, attendance didn’t change (or, if anything, got
worse) as the policy was completely undermined; and in yet another the policy
wasn’t implemented, the impact on attendance was mixed, patient-perceived
quality got worse, but outcomes got better—because they used the clinics less.
14 See Banerjee et al. (2007).
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Contract teachers. A policy formula that works when implemented by one
agency may fail when implemented by another agency, even when the “pol-
icy reform” seems an exact replica. A randomized experiment in western
Kenya showed that reducing class size by hiring contract teachers, whose
contracts might not be renewed at the discretion of the local community
and school, improved children’s learning.15 In that same setting, reducing
class size by the same amount by adding additional civil service teachers did
not improve student learning. Not that surprisingly, contractual status
affected teacher performance which improved child learning. This policy
reform had been tested in the most rigorous way and proven cost-effective.
When Kenya went to take this policy to scale nationwide, other researchers
measured the impact of the scaled program. Fortuitously for social science,
neither a major NGO nor the ministry of education had the ability to take the
program to scale nationwide, so in part of the country an NGO was respon-
sible for implementation and in other parts of the country the ministry was.
The new researchers16 found that when the new contract teachers’ policy was
implemented by an NGO it had exactly the impact the previous research had
found. However, then the exact same policy formula was scaled by the ministry
of education, reducing class size by hiring contract teachers had the same
impact as reducing class size with civil service teachers—zero. That the policy
was “proven” to work with one organization’s capability was not evidence the
same policy would work when implemented by an organization with different
capability.
Improving the “Doing Business” Indicators. As we argued above, there was very
little association between the rules on the books as recorded by the Doing
Business indicators and the responses firms gave. Many countries have pur-
sued reforms to aggressively reduce the times to compliance—as measured by
the Doing Business indicator. What effect does that have on firms? Figure 4.2
shows that two-thirds of countries that reduced their de jure times to get a
construction permit saw the time reported by firms either stay the same or
increase. The impact of policy formula reform with low initial compliance is
unpredictable (Hallward-Driemeier and Pritchett 2015).
* * *
Organizational capability for policy implementation is not the achievement
of policy compliance. Organizational capability is the ability of an organiza-
tion to equip, enable, and induce their agents to do the right thing at the right
time to achieve a normative policy objective. Reductionist approaches to
organizational capability often attempt to reduce this to compliance with
policy formula, which easily leads to isomorphism (see Chapter 2) or to
15 Duflo et al. (2007). 16 Bold et al. (2013).
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emphasis on the inputs deployed by the organization rather than the outputs
and outcomes achieved, or reduce organization capability to individual cap-
acity, which leads to an over-emphasis on technical training. Conversely, the
conflation of state capability with country-level legal or institutional features,
like laws against corruption or good looking civil service legislation, assume
that creating functional organizations begins with country-level action.
Achieving better outcomes requires better organizational capability for
implementation. Before moving on to describe a pragmatic approach to build-
ing capability, we first need to examine the different kinds of capability
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Figure 4.2. Evolution of days to get a construction permit: Doing Business and Enter-
prise Survey results




What type of organization capability
is needed?
Socrates: Suppose someone came to your friend [who is a doctor] and said
“I know treatments to raise or lower (whichever I prefer) the temperature of
people’s bodies; if I decide to, I can make them vomit or make their bowels
move, and all sorts of things. On the basis of this knowledge I claim to be a
physician; and I claim to be able to make other physicians as well by
imparting to them.” What do you think they would say when they heard
that?
Phaedrus: What could they say? They would ask him if he also knows to
whom he should apply such treatments, when and to what extent.
Socrates: What if he replied, “I have no idea. My claim is that whoever
learns from me will manage to do what you ask on his own”?
Phaedrus: I think they’d say the man’s mad if he thinks he’s a doctor just
because he read a book or happened to come across a few potions; he
knows nothing of the art.
(Plato, Phaedrus)
Capability Matching
Imagine you are an athletic trainer and someone comes to you and says:
“I want to build my athletic capability to compete successfully in a sport.”
The first question you would ask is: “What sport?” If a person wants to be a
badminton champion then quickness, agility, and flexibility are key capabil-
ities. If a person wants to be a long-distance runner then cardio-vascular
conditioning is a prime concern. A weightlifter’s capability is single repetition
maximum power. Capability needs to be matched to the task at hand.
In the private sector high-capability organizations take a variety of shapes
and sizes. In some domains high-capability organizations grow very rapidly
and become very large while in others high-capability organizations stay very
small. In others, organizational reach is large but not through direct expan-
sion but through relationships. The company Facebook was founded in 2004
and ten years later had 1.2 billion active users. Walmart was founded in 1962
and fifty years later had 2.1 million employees—it is surpassed as an employer
only by the US Department of Defense and China’s People’s Liberation Army.
Yet Harvard University was founded in 1636 and 380 years later still has only
6,722 undergraduate students out of a US total undergraduate enrollment of
over 28 million. McDonald’s serves 68 million customers a day in over 35,000
restaurants but it only owns and operates about 20 percent of those; the rest
are franchises. Clearly in the private sector, where organizational form can
freely adapt to function, there are a wide variety of ways, types, and scales at
which organizations build capability.
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Discussing how to build “state capability” independently of the answer to
the question “capability to do what?” is bound to end in disappointment. The
art of building the capability of state organizations has to begin with a tax-
onomy of the types of activities to be accomplished and the capabilities those
activities need. Is an organizational building capability to deliver the mail? Set
monetary policy? Deliver first contact curative care? Regulate point source
pollution? This chapter delineates an analytical typology that uses four ques-
tions to classify tasks or activities into five types of organizational capability it
requires. The five types are: policymaking/elite services, logistics, implementation-
intensive delivery of services, implementation-intensive imposition of obligations,
and wicked hard.
A Basic Framework of Accountability
What motivates a teacher to teach well, or a doctor to give his best effort in
treating patients?What is the difference between a tax collector who performs
his job effectively, and a tax collector who takes bribes? Organizational cap-
ability often boils down to a functional system of accountability. There are
two important dimensions of accountability: direct formal accountability to
the organization, and indirect and informal accountability to a broader social
and associational (e.g. professional, religious) norms.
Formal accountability is a relationship between two entities (person to
person, organization to organization, many people as collective to organiza-
tion leadership, organization to person). Formal accountability is embedded
in an ongoing relationship that creates set of norms and expectations for both
parties. Economists have used one type of accountability analysis, “principal–
agent” models, to examine features of organizational size, scope, and incen-
tive design as problems of contracting. In a purely market organization there
are principal–agent problems that deal with resources (what does the agent
work with?), information (how does the principal observe agent effort and
outcomes?), decision-making (which decisions are made by the agent, which
by the principal?), delivery mechanisms (who does the agent interact with?),
and incentives (to what extent do payoffs to the employed agent depend on
his/her performance?).1
Within any formal accountability relationship, there are four elements that
structure agents’ choices. The World Bank’s World Development Report 2004
(World Bank 2004) calls these the “design elements” of an accountability
relationship. Based on these, the agent chooses actions and hence the
1 This is not to say, of course, that a principal–agent analysis exhausts the complexity of the
service provision problem.
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performance of the agent is endogenous to (a function of) the design elements
but cannot be directly controlled.
The four elements of any formal accountability relationship are:
• Delegation: A specification of what is wanted from principals to agents.
• Finance/support: A flow of resources from principals to agents.
• Information: Once the agent carries out the required task some informa-
tion is created that is available to the principal—although the essence of a
principal–agent problem is that the information is necessarily incomplete
as many other factors determine success or failure at the observable
output/outcome than just the agent’s effort.
• Motivation: Based on the information the principal takes actions that
affect the agent, which can affect the agent’s intrinsic and extrinsic
motivation.
Life is full of garden variety accountability relationships. When your sink is
clogged and you contract a plumber, you delegate and finance the plumber
(by telling him to fix the sink with the promise of paying him if he does), he
chooses his own preferred level of performance (by either fixing the sink well
or not well), thereby providing you information (was the sink fixed?), and you
are left with some control over motivation through the power of enforceabil-
ity (to call the same plumber next time your sink clogs, give a tip for excep-
tional service, spread negative reviews if performance was bad, sue the
plumber, or just to call a different plumber the next time). Every time you
go to the doctor you become a principal in a potentially fraught principal–
agent relationship, as many things could go wrong with each of the elements
of the relationship.
Delegation. We go to a doctor for treatment when we experience symptoms. But as
doctors have specialized knowledge and expertise we cannot tell them exactly what to
do: which tests to run, how to interpret the results, and what treatments to give. Rather,
we delegate in a way that gives broad discretion to the doctor: “Make me feel better.”
Finance. A doctor has to be compensated adequately to make her effort worth the time
(and repay the years of training) but the structure of the financing arrangement creates
different incentives. In a “fee for service” arrangement the doctor gets paid depending
on the actions taken (diagnostics done, treatments given): this creates incentives for
doctors to over-treat patients, and in turn creates a tension between the interests of the
patient as principal (make me feel better at reasonable cost) and doctor.
Information. After whatever the doctor does, you as principal now ask how you feel. But
it may well be the doctor does the best he or she can and your condition doesn’t
respond. Alternatively, many visits to doctors are for “self-limiting” conditions that
would have gotten better whether the doctor did any treatment or not. Hence the
course of your own perceived health is not a good signal at all about whether the doctor
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treated you appropriately or not. Das and Hammer (2007) found massive amounts of
over-treatment by private sector health care providers, particularly the provision of
quack treatments like steroid drips that have temporary “feel good” benefits to make
patients think the provider was responsible when in fact the provider’s service is of no
real medical value.
Motivations. Based on the information from the doctor’s visit the principal may take
actions intended to either enhance or reduce the doctor’s wellbeing. These can be either
extrinsic or pecuniary motivations—like repeat business or referring the doctor to
others that increases the doctor’s income—or extrinsic motivators like direct praise of
the doctor’s behavior.
Economists and other social scientists have used analysis of principal–
agent relationships to examine how for-profit firms behave, as there are
generically three principal–agent problems. One is between owners of firms
(as principals) and those who manage the firm on their behalf (as agents).
Owners have to design incentive mechanisms that deter managers from
utilizing the assets of the firm to reward managers rather than the share-
holders. This is complex because in modern corporations ownership is often
quite diffuse and so many principals must coordinate to motivate few execu-
tives. The other generic principal–agent issue for a large private firm is how
the management (now acting as principals) structures the employment rela-
tionship and compensation structure to motivate workers (as agents).
Finally, firms must generate revenues and this is by the firm (as agent)
providing a service demanded by another, with the firm’s clients now acting
as principals.
The issues of accountability facing public sector organizations are consider-
ably more complex than for private firms. When the public sector acts it has
four continuously operating relationships of accountability between different
numbers and types of actors. Each of these relationships of accountability has
the four accountability elements of delegation, finance, information, and
motivation.
• Politics: Citizens, as principals, act to hold politicians, as agents, account-
able for how they exercise sovereign power.
• Compact: The executive/legislative powers of the state, as principals, act
to induce public sector organizations (central banks, police forces, envir-
onmental regulators, teachers, courts) to provide functions.
• Management: The top management of public sector organizations, as
principals, act to induce front-line workers, as agents, in the organization
to carry out their functions.
• Client Power: Citizens, as principals, act directly on front-line providers
and organizations to hold them, as agents, accountable for delivery.
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Weak organizational capability can be the result of weakness or incoher-
ence in accountability relationships within the organization, in particular the
management relationship. But just because a tire is flat does not mean the hole
is on the bottom. Weak performance of organizations can be symptomatic of
weak elements of the system of accountability relationships into which an
organization is embedded. Weaknesses in state organizations can start from
weakness in politics, such that politicians and policy makers are not con-
cerned with functional organizations, or from weak compact, in which the
executive apparatus of the state does not provide the conditions for organ-
izations to succeed.
There are four typical ways in which accountability in state organizations is
incoherent.
Mismatch of what is asked (delegation) and resources (finance). This mismatch happens at
all levels. As we say in the discussion of “premature load bearing” in Chapter 3, often
the goals articulated by the state for the organization, the delegation element of the
compact relationship, are far beyond what is possible with the finance actually pro-
vided. Many developing country governments just have control over far too few
resources to do all of the functions as well and as universally as they claim to (and
as they are pressured to by outside support). Thomas (2015) describes the situation of
Afghanistan after the US invasion in which the Afghan state was expected to provide a
wide array of services—from security to health to education to infrastructure—with a
tax base per person that was a small fraction of what the USA had even in 1900 when
the US federal government took on very few tasks. This mismatch sets up govern-
ments and organizations for failure, as they cannot possibly be held accountable to do
the impossible.
Mismatch of delegation and information. Another common accountability incoherence is
that the delegation is at least nominally oriented to normative objectives but information
is only collected (at best) on input utilization and process compliance. This is a
common feature both of the relationship of the state to organizations (compact) and
inside state organizations (management). For instance, a study of regulation of labor
safety in Brazil found that the agency’s goal was safer work places but that their only
informationwas about inspector visits and citations to firms about violations. For years,
they never actually tracked—and hence could not motivate workers to pursue—
workplace safety (until they did; more on this example later). Anyone who has worked
in a public bureaucracy knows that at times all that matters is that what gets measured
gets done—even if everyone knows that what is being measured doesn’t really matter.
As discussed in Chapter 2, when delegation is vague or just inconsistent with the
information collected then organizations can—and in many instances must—rely on
isomorphism rather than performance as performance isn’t measured.
Mismatch between delegation and motivation. Another common failing is that even with
delegation expressing laudable normative objectives, neither the organization (in the
compact relationship with the state) nor front-line workers (in the management
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relationship with the organization) are given the latitude and scope of autonomy to act,
nor is there alignment of extrinsic and intrinsic motivation. That is, often organizations
will get the same resources year after year whether they perform well at achieving their
normative objective or badly.
Mismatch in objectives across actors. Even if there is one strong and coherent relationship
of accountability the organization can nevertheless lack capability if there is incoher-
ence between the true accountability relationships across the different accountability
relationships. For instance, the leadership of an organization might attempt to
strengthen the management relationship by collecting better information on outcomes
and output and attempting to motivate (with carrots and sticks) providers to do a better
job. However, this may conflict with other motivations of politicians in the delegation
function. Politicians may want to use public sector organizations as a means to give
patronage jobs to political supporters. This is clearly incompatible with removal of
dysfunctional workers. This is incoherence across the rows of Table 5.1—the different
actors in their role as “principal” to “agents” really have very different objectives.
Again, one can expect failure out of a public sector system in which the citizens,
politicians and policy makers, leaders of public sector organizations and front-line
workers all have completely different notions of what “success” would look like.
But before one can discuss in detail how to construct effective and coherent
relationships of accountability within organizations, governments, and in
broader systems, there first has to be a clear analytic of what kind of capability
is required, and how that capability aligns with accountability.
Table 5.1. Four relationships of accountability (columns) by four elements of each
relationship of accountability between Principals(s) (P) and Agent(s) (A) (rows) as a
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Classifying the Type of Organizational Capability
Needed: Four Questions
We ask the reader to think of any concrete public policy objective. The more
specific the task and the more specific the context specified, the better. “Edu-
cation” is too broad, whereas “remediating reading proficiency deficits in Bihar,
India” or “vocational training in rural Sindh, Pakistan” is the desired level of
granularity. “Public financial management” is too broad, whereas “manage-
ment of procurement of medium-sized goods and services in Mozambique” is
fine. “Microfinance” is too broad whereas “micro-savings programs for urban
informal workers in Durban, South Africa” or “providing finance to promote
entrepreneurial finance medium-sized enterprises in Saudi Arabia” is better.
It will help if you, as a reader, take time to write down a policy objective that
interests you before proceeding. (We’ll wait while you find a pen and paper.
Back with pen and paper? OK.)
We want you to answer four questions about what it will take to accomplish
your policy objective. The goal is to classify the type of capability an organ-
ization would need to be successful. This classification scheme cuts across
sectors as within each sector (education, regulation, justice, infrastructure,
health) there are analytically very different types of tasks.
Each question begins: “Does the successful accomplishment of your policy
objective require actions or activities that are . . . ?”
1. Transaction intensive? The first question is whether the accomplishment
of the task is going to require many people or few people (or at least many
transactions). For instance, a central bank can set some macroeconomic and
monetary policies with decisions of a few individuals that are, more or less,
self-implementing. So even though the USA’s $20 trillion economy is unfath-
omably complex, key elements of monetary policy are made by a dozen or so
individuals who themselves draw on remarkably few people. This is not
transaction intensive. In contrast, primary schooling requires that lots of
teachers work with lots of students every day. Teaching in primary schooling
is transaction intensive. There are also elements of primary schooling, like
setting the curriculum or creating textbooks, whichmay involve relatively few
experts and hence are not transaction intensive.
Policing is transaction intensive. Passing laws is not transaction intensive.
Dispute resolution is transaction intensive. Appellate courts are not transac-
tion intensive. Procurement and spending budgets are transaction intensive.
Setting a budget is not transaction intensive.
“Does the successful accomplishment of your policy objective require actions or
activities that are transaction intensive?” Write down the answer. (And yes, we
realize many readers’ answer will always be “But it is more complicated than
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that”; even so, we ask the reader to shake that impulse off for now and just
write down yes or no.)
2. Discretionary? Services are discretionary to the extent that their delivery
requires decisions by the agents responsible for implementation to be made
on the basis of information that is important to success but inherently imper-
fectly specified and incomplete, thereby rendering them unable to be mech-
anized. Returning to Chapter 4’s definition of a “policy formula” as a mapping
between “facts” and “actions of an agent,” whether or not achieving the
policy objective requires agents to exercise discretion depends on three aspects
of the policy formula:
• Does successful implementation require agents to use professional train-
ing, experience and judgment, or are the relevant facts of the policy
formula obvious or easily ascertainable? Can policy implementation be
reduced to a script that relies nearly exclusively on “hard” or “thin”
information?
• How costly is it for a third party to verify and adjudicate in a contractually
enforceable way what the “true” facts of a given situation are?
• How sensitive is the link between facts, actions of the agents, and outcomes?
Vaccinations and ambulatory curative care illustrate the difference in “dis-
cretionary.” Both are transaction intensive, as they involve a face to face
meeting between an agent (health care provider of some type) and the person
receiving the service in order to be successful. But ambulatory curative care
requires that the action taken be tailored to each patient so that a diagnostic
process arrives at the right treatment (if any) can be discerned. A person pre-
senting with severe pain radiating from their chest must be treated differently
from a person presenting with pain in their knee for the curative care to be
effective. In contrast, nearly every child gets the same vaccinations for child-
hood diseases. The relevant policy formula fact for vaccinations is the age of the
child and their vaccination history, neither of which involves information
which is difficult to ascertain or hard to verify.
Nearly all sectors and activities involve some elements that do and do not
require local discretion. Policing requires that agents go into complex, often
dangerous and tense situations and make hard, sometimes life-and-death
decisions. No matter how finely specified the law, policemen operate with
discretion. In contrast, giving traffic tickets is transaction intensive but need
not involve discretion.
In primary schooling, getting textbooks delivered to each school on time
and one to each child is an important task, but not one that requires discre-
tion. In contrast, quality classroom instruction and teaching requires an
ongoing interaction in which teachers tailor their actions to the students,
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individually and as a class, on a near-continuous basis. As such, these locally
discretionary decisions usually entail extensive professional (gained via train-
ing and/or experience) or informal context-specific knowledge.2
“Does the successful accomplishment of your policy objective require actions or
activities that require implementing agents to exercise local discretion?” Write it
down. If some elements of accomplishing the policy objective do and others
do not require discretion, specify which. We’ll wait. OK.
3. Service or obligation? When the government’s agents interact with citi-
zens in the course of implementation they are either providing a service or
imposing an obligation. Taxes, for instance, are the price of civilization and in
democracies “the people” collectively agree to be taxed (Pritchett and Aiyar
2015). But in the act of collecting a property tax or sales tax or income tax the
agents responsible for tax implementation are imposing an obligation. Simi-
larly, the police necessarily interact with criminals. While this is a service to
the society at large, to those who seek to avoid the law the role of the police is
to impose obligations.
This distinction of whether the implementing agents are providing a service
or imposing an obligation in their typical interaction is key for two reasons.
One, it structures the possibilities for how the “client” interaction can be used
for accountability. When “service delivery” is the goal then incorporating the
feedback of direct users (of water, of schools, of health services, of roads) into
the accountability of agents expands the range of inputs and information
available to assess performance. In contrast, it is muchmore difficult to survey
criminals about how the police treated them or put too much emphasis on
“customer satisfaction” for tax auditors or environmental regulators
(Chapter 4 reported how putting “clients” in charge of contracting for the
reports of their own emissions lead to the predictable result of biased report-
ing). Two, in the imposition of obligations the decisions made in implemen-
tation can be high stakes and hence the pressure brought to bear on the agents
of implementation to mis-declare the “facts” of the policy formula in order to
produce an outcome desirable for the citizen but which thwarts the policy
objective are high. Corruption is the ever-present risk in the imposition of
obligations. Chapter 4 showed that even compliance with very mild obliga-
tions like demonstrating driving skill to get a driver’s license can be under-
mined by payments to implementing agents.
2 Forgive us the potential confusion, as “discretionary” more appropriately refers to the mode of
the arrangement of an activity (which, at some level, is an endogenous choice) while we are using
the term to refer to the underlying characteristics of the activity that lead it to be provided in a




“In their routine activities are the implementing agents providing a service or
imposing an obligation?” Write it down.
4. Based on known technology? Many tasks, like ambulatory curative care,
are complicated and require agents to exercise discretion. But doctors can rely
on bodies of knowledge and training and handbooks and even protocols to
follow for diagnosis and treatment. Running a central bank is not an easy task,
but there is a body of knowledge and empirical evidence and a strong profes-
sional consensus about many components of the decisionmaking that central
bank leaders and staff can rely on (or ignore at their peril). But often success
requires that the agents of an organization go beyond following established
protocols; they must actually innovate and move beyond the frontier of
known technology and accepted practice to achieve success.
This need to go beyond the known technology and actually innovate can
arise for a variety of reasons. One is that new situations and new technological
shifts maymean that what was the known technology no longer applies but no
one is (yet) sure what does. The other reason is that human beings are just
enormously complex and how to motivate them to do certain things and not
others cannot be reduced to a formula. So, while the technology of weight loss
is relatively well known there are very few successful programs to induce weight
loss in others. This isn’t to say nothing is known but just that, for instance,
ambulatory curative care, or treating specific disease conditions that patients
present with at facilities, is based on a known technology while inducing
populations to reduce risk has proven enormouslymore complex. A final reason
an activity might be wicked hard is that one is promoting something like
“entrepreneurship” that itself means individuals need to innovate.
“Does successful implementation require innovation from agents as opposed to
reliance on an agreed upon technology?” Write it down.
A Typology of Tasks by Capability Required
Based on these four questions (illustrated in Figure 5.1) we create a taxonomy
with five principal types of tasks based on the type of organizational capability
and how the task facilitates or complicates building this capability: policy-
making and/or concentrated (elite) services, logistics, implementation-intensive ser-
vice delivery, implementation-intensive imposition of obligations, and wicked hard
(illustrated in Figure 5.2)
Policy formulation (and elite concentrated services). The first category is distinguished from
all of the others by its nature of not being transaction intensive. This is really a
combination of categories of those for which implementation requires relatively few
people. The task of policymaking itself—of articulating the policy formula, objectives,
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and causal model—is nearly always possible (if not desirable) to do with relatively
few people.
This category can also include apex or elite institutions in many sectors as,
in the larger scheme of things, these require very few agents. Nearly every
sector has apex institutions—the tertiary hospital, the research university, the
highest appellate court, the central bank, for example—that may only involve
a few hundred core professionals and hence are not transaction intensive.
Even within organizations there are often “elite” units, as in most militaries.
When these are in separate organizations or distinct within an organization
this creates a different dynamic for organizational capability as their concen-
trated and apex nature makes peer monitoring and esprit de corps the primary
accountability mechanisms. Heart surgeons care about what other heart sur-
geons think of them, Navy SEALS about what other SEALS think of them. We
mention this because many countries maintain impressively strong elite or
apex institutions even in otherwise largely dysfunctional and/or corrupt
environments. However, these successes don’t necessarily point to a potential
for broader success at building capability for more transaction-intensive
activities.
Logistics. A second type of capability is the ability of organizations to induce large
numbers of agents to follow relatively simple scripts that rely on easily observable
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and judicable facts. In financial matters, an example is retail banking transactions,
many of which can be carried out by a junior clerk (or for themost routine transactions,
a machine).3 To implement a “program” the agents of the organization need only to
stick to a relatively fixed “script” (Leonard, 2002; Dobbin, forthcoming), in which the
choices are few and judging the choice appropriate to the situation is relatively easy.
Implementation-intensive service delivery. Tasks that are discretionary (unlike logistics)
and transaction intensive (unlike policy/elite services) we classify as “implementation
intensive” as they require large organizations with agents engaged in complicated
actions. The key distinction is whether these actions are devoted to “services” in
which agents interact with people who (in principle) directly benefit from successful
implementation.
Implementation-intensive imposition of obligations. The imposition of obligations can be
implementation intensive, like policing, taxation, or regulation. Implementing such
tasks entails overcoming the resistance of those upon whom obligations are being
imposed; recipients may seek to use everything from passive resistance to physical
threats to material incentives (bribes) to induce agents to be less than diligent in
carrying out their duties.
Wicked hard. The most difficult tasks that combine transaction intensive (a large number




























Figure 5.2. The five types of activities that have different capability needs in
implementation
3 The name “programs” has the advantage of following the usual development nomenclature (of
policies versus practices) but also invoking the idea of a computer program.
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difficult-to-verify knowledge) and not based on a known technology require a category all
their own. As we are based in Boston we call these “wicked hard” tasks (where “wicked”
is the local vernacular for “very,” not “evil”).
Going one level of specificity further, our taxonomy allows us to think
analytically about the diverse range of tasks within a given sector. The tax-
onomy is at the level of tasks because these classifications do not correspond
neatly to sectors; it is not that case that “education” is all “implementation-
intensive service delivery” or “finance” is all “concentrated/elite.” Rather,
within every sector and subsector there are examples of each type of task.
For instance, a girl turns up at elementary school eager to learn: What
has to happen to provide her with high-quality instruction? The teacher
has to know what to teach her and when, which means the curriculum has
to have been established, preferably along with some norms for learning
expectations grade by grade. This is a policy formulation problem as it is
primarily technocratic and not transaction intensive. The girl has to be
near a school with adequate facilities and learning materials. This is pri-
marily a logistical problem as building schools and buying blackboards and
desks can be reduced to a (reasonably) standardized process. There has to
be a teacher there that know what to teach, knows the material, and knows
how to teach it. This is implementation-intensive service delivery, as teachers
exercise local discretion, hour by hour, class by class, and child by child.
There are also elements of the wicked hard, as innovations are needed to not
just keep learning levels constant but increase them over time. Similarly
with procurement: the formal rules may be determined by a select com-
mittee (policy formulation), but ensuring that all relevant staff members in
an organization know what these rules are might entail preparing a hand-
book and an online tutorial that can test knowledge (logistics). Knowing
how to apply the rules in response to marginal, novel or ambiguous cases,
however, will entail considerable discretion on the part of adjudicators
(implementation-intensive service), while enforcing them in instances where
there might be potentially lucrative kickbacks on offer (implementation-
intensive obligations) is likely to entail adherence to strong professional
norms and internalized codes of conduct.
Implications for Organizations of the Capability Taxonomy
The purpose of the foregoing sections was to create an analytically grounded
classification of types of organizational capability. This taxonomy is necessary
because there is a tendency, in practice if not academically, to distinguish
between policy formulation and policy implementation. Capability in policy
formulation is the ability to frame objectives, analyze options and, based on
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the relevant methods and evidence, choose the best policy. Capability in
policy implementation is regarded in strictly logistical terms as creating organ-
izational procedures that produce the process compliance of agents with the
policy as formulated.
If everything the public sector did was “logistical” in our sense, and the
organizations already had adequate capability, then this wouldn’t be a terrible
approach. In Wilson’s (1989) classic on bureaucracy he points out that the US
Social Security administrationwas roughly as cost-effective in the task of deliver-
ing old age pension checks to eligible recipients as any organization, private or
public, could hope to be. This is because the task is entirely logistical: the policy
formula for eligibility is well defined in hard facts (based on age and duration of
contributions) and maps to a simple clear action (mail a check of a certain
amount). Full stop. At logistical tasks like that, nothing beats a bureaucracy.
Carpenter’s (2001) history of the emergence of the US Postal Service (and
others) as a modern Weberian bureaucracy recalls a period in which the
bureaucracy was seen by forward looking reformers as the solution to the
problems that riddled existing systems, which at the time were captured by
local political interests and patronage networks. It struggled its way into
existence by legitimizing stronger bureaucratic control over the post based
on its superior efficiency. Indeed, even as post offices around the world are
being corporatized and many functions shifting to private sector firms, those
firms are competing to be more effective bureaucracies. But if one compares
FedEx or DHL or UPS to the US Postal Service they are nearly identical in the
way they are organized and operate—because they are competing to be a
better bureaucracy at doing logistics.4
We have yet tomeet anyone who can name a large firm of dentists. Everyone
knows their dentist, but almost always inmarket economies their dentist works
alone or in a partnership with one or two other dentists. Dentistry isn’t policy-
making and dentistry isn’t logistics. Dentists have practices.5 A “practice” is the
organizational form for implementation-intensive service delivery when it is
not in the public sector. Most law firms, physician practices, universities,
household contractors, therapists, marriage counselors, music teachers, and
sports coaches6 are incredibly small relative to the national market. Even
4 Indeed, the slogan of UPS for a time was “We Love Logistics”; interestingly, for our purposes at
least, it is currently “United Problem Solvers.”
5 Our rendering of “practices” should not be confused with Sunstein and Ullmann-Margalit’s
(1999) intriguing notion of “second-order decisions,” which they define as the various strategies
adopted in complex environments (by key actors such as judges, politicians, administrators) to
avoid actually having to make discretionary decisions. Our discussion is more akin to, and in some
senses builds on, Heifetz’s (1994) useful distinction between “technical” and “adaptive” decision-
making.
6 The exception that proves the rule in the “coaching” industry (e.g. music lessons, sports
instruction) is the emergence of large organizations that provided courses that prepare students
for a standardized exam.
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though they are transaction intensive, the need for “local discretion” makes
these tasks a mismatch with the logic of the logistical imperatives of large-scale,
routinized, administrative control of agents to produce process compliance.7
The classic bureaucracy is appropriate for logistical tasks for which simple
accountability is sufficient for adequate performance; “delegation” (what it is
the agent should do) and “information” (measurement of the agent’s per-
formance) are completely reducible to easily judicable facts. The post office is
the quintessential example, as everything about what each agent should do to
each parcel is easily contained in a few bytes (the address and the class of
service). This creates compatible internal (management) and external (polit-
ics, compact, client power) formal and folk cultures of performance. What the
postal clerk is expected to do by his managers (did he deliver the mail?) is
measurable in exactly the same terms that clients can measure it (did my mail
arrive?), the overall organization can be measured (what percentage of parcels
were delivered on time?), and the political system can talk about it (is the post
office doing its job at a reasonable cost?).8 Note that this is a characteristic of
task, not sector, and not whether it is in the public or private sphere. In the
United States the internal mechanics and size and structure of organizations
that deliver packages in the private sector (FedEx, UPS, DHL) look organiza-
tionally nearly identical to the post office—same trucks, similar uniforms,
similar thin accountability tracked with thin information.
Everything about the way an organization tends to work depends on that task
it confronts at its “operating core” (Mintzberg 1979). All large organizations
have multiple elements and these elements have different capability require-
ments, but the “operating core” is the part of the organization that is the unique
producer of value and raison d’être for the organization’s existence. Law partner-
ships, universities, and architectural firms all have units that handle accounting
but accounting is not their “operating core”; it is a service function deployed in
the interests of the technical core—legal services, teaching and research, designs
of buildings respectively. When organizations can choose their structure the
overall size, scope, and culture of the organization is driven by the characteristics
7 In policing, for example, Goldstein (1990: 8) concludes that “studies identified the enormous
gap between the practice and the image of policing. They identified problems in policing that were
not simply the product of poor management, but rather reflections of the inherent complexity of
the police job: informal arrangements . . .were found to be more common than was compliance
with formally established procedures; individual police officers were found to be routinely
exercising a great deal of discretion in deciding how to handle the tremendous variety of
circumstances with which they were confronted.”
8 The postal service itself, it should be noted, rightly seeks to convey a more noble account of its
activities. Literally chiseled in stone on the National Postal Museum in Washington, DC is the
following inscription, reminding visitors that a postal worker is actually a: Messenger of Sympathy
and Love/Servant of Parted Friends/Consoler of the Lonely/Bond of the Scattered Family/Enlarger
of the Common Life.
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of the operating core. If the operating core is logistics, the organization reflects
that.When the technical core is a “practice” the organizational structure reflects
that, while incorporating service functions operating as logistics.
The major risk of not having an adequate taxonomy of organizational
capability is the risk of mismatch between the approach to building an effect-
ive organization and the task at its technical core. As we articulate in the future
chapters, the dominant tendency in public sector organizations has been to
impose the Procrustean bed that public sector organizations are either “pol-
icymaking” organizations or “logistical.” Organizations that are responsible
for implementation are treated as standard Weberian bureaucracies—which is
fine if tasks that are logistical are in the technical core, but not at all fine (i.e.
can fail badly) when more implementation-intensive activities are in the
technical core.
Pritchett (2013, 2014) illustrates this mismatch in primacy education. As
we saw above, primary education requires tasks of different capability
types: policymaking/elite (standard, curriculum, assessment), logistics (building
schooling, delivering inputs), and implementation-intensive service delivery
(classroom teaching). It is clear that when delivered outside of public sector
contexts that if instruction is the technical core then organizations are typic-
ally organized as “practices” because it is implementation intensive. However,
for a variety of historical, political, and intellectual reasons primary education
came to be dominated by “spider”9 organizations which approached public
education as a logistical problem of expanding enrollments. This mismatch
between an organizational structure well adapted to logistics led to a situation
in which the goal of expanding enrollment—through the construction of
buildings, buying of inputs, hiring of teachers—has been met but many
countries are admitting to a “learning crisis” as the quality of teaching and
student learning is, not at all surprisingly, given the inversion of the operating
core, very weak. In one state of India, enhanced budget and programs were
able to improve all of the measures of facilities and logistics—and yet in less
than a decade the system lost a million students to providers as parents chose
to pay for private education rather than enroll children in the public system
for free (Pritchett 2014).
Accounting and Accounts in Accountability
Let’s return to accountability relationships and systems of accountability in
light of the taxonomy we’ve just outlined. Packed into “accountability” are
9 The terminology of “spider” and “starfish” as types of organizations comes from Brafman and
Beckstrom (2006).
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two fundamentally different notions embedded in different variants of the
same word: account and accounting.
An “account” is the justificatory narrative I tell myself which reconciles my
actions with my identity: am I fulfilling my duties? An account is the story of
my actions I tell to those whose opinion of me is important to me (including
most importantly, myself, but including family and kinsmen, friends, co-
workers, co-religionists, people in my occupation and other people whose
admiration I seek) that explains why my actions are (or, if the account is a
confession, are not) in accord with a positive view of myself as an agent.10
Following the notion elaborated by Geertz (1973)11 of a “thick description,”
we create the distinction between “thick accountability” (the account) and
“thin accountability” (the accounting).12 Thick accountability is inevitably a
folk process in which behavior is shaped by norms that are unwritten and
informal, while thin accountability can be (re)produced within formal sector
organizations.
Our argument is that successful organizations rely on a combination of thin
and thick accountability, both internally and externally. Once agents have
lost the sense that their account, either to their organization or to their fellow
citizens or their fellow professionals, depends on their carrying out their
formal duties, no amount of accounting canmake a difference. A strong account
and indeed thick accountability is required in public service delivery that is
implementation intensive (and more so for the wicked hard).
As we saw in Chapter 4, when accounts and accounting diverge, organiza-
tions can often “fix” the accounting and thereby make the “administrative
facts” of accounting a complete fiction. A public agent’s account actually rests
squarely onmany folk understandings.What is the account of the doctor in the
Madhya Pradesh study, who doesn’t get off the phone when dealing with a
patient presenting with chest pains? What is the account of a teacher who
doesn’t smile at the students (much less laugh, joke, or talk to them)? What is
the account of a policeman who takes bribes frommotorists? Or the bureaucrat
who issues licenses without the compliance? Fixing the accounting cannot fix
the account, and the account is in the realm of the folk.
Our argument is that successful organizations are built on internal and
external accounts for which accounting provides some support and plays
some role. Think of any organization with a long track record of success (on
the organization’s objectives): Oxford University, the Catholic Church, the
10 Our views and description of an “account” is strongly influenced byMacIntyre (2007) and his
views on Aristotelian notions of virtue.
11 Geertz himself acknowledges the priority of Gilbert Ryle in the idea of “thick” description
but he popularized the notion as a methodological stance.
12 The term “thick accountability” is also used in Dubnick (2003), who describes the idea with
many of the same meanings and implications we use here.
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Red Cross, the US Marine Corps, Exxon. These organizations survive and
thrive because key agents believe it is important that their account of what
they do (indeed perhaps who they are) accords with the purposes of the
organization. Indeed, the three of us can attest from experience that high-
capability universities do not thrive because professors do accounting for their
behavior, but professors at thriving universities do have an account of what
they do because they are professors and this account is important to them.
Moreover, to some external audiences the organization has to justify itself
for legitimacy and ultimately resources. This external accountability is not
driven by accounting or detailed measures of cost effectiveness or proven
impact or reducible to precise figures, but they have to continually prove to
key constituencies that they work because there are competitors for their
support base (students and faculty for universities, adherents for religions,
donors and volunteers for philanthropic organizations, funding among other
public uses for marines, capital markets and customers for Exxon) and if these
external actors no longer believe the organization’s account then they lose
traction with their internal agents and external constituencies nomatter what
the accounting says.
Consider for a moment the thickness of information.13 “Thin” information
can be thought of as information that is easily amenable to being reduced to
“information” in the Shannon (1948) sense of information as messages
encoded in bits and bytes. “Is it Tuesday (right here, right now)?” is a “thin”
question on which we all can readily agree and, if necessary, have third-party
adjudicators agree to what the fact of the matter is. It is easy to create high-
powered incentives on thin information: “I will pay you $10 if it arrives
on Tuesday and only $5 if it arrives on Wednesday” is an enforceable
contract because the fact of “Tuesday” is easily judicable and hence Tuesday
is a contractible.
The world is, however, immensely thick. Only a tiny fraction of our every-
day existence can be reduced to thin information. Was Tuesday a nice day?
Was the bus driver rude to you on Tuesday?Was the Starbucks clerk friendly to
you on Tuesday? Were you in a good mood on Tuesday? Was your lunch
delicious on Tuesday? Were you attentive to your partner on Tuesday? Did
you do your best at work on Tuesday? All of these are potentially important
determinants of our wellbeing, but none of these are easily contractible. They
13 The central issue in the “economics of information” is the costliness of the adjudication of
information. The economics of information as an explanation of institutions and organizational
behaviors starts with Williamson (1975), then builds through principal–agent theory to
organizational compensation schemes (Lazear 1995), organizational strategies (Milgrom and
Roberts 1992), allocation of authority (Aghion and Tirole 1997), and the theory of the
boundaries of the firm itself as a problem of contracting (e.g. Hart and Holmstrom 2010). The
economics of information approach has also been applied to delegation, contracting, and the scope
of public sector organizations (e.g. Hart et al. 1997; Laffont and Tirole 1993).
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are not judicable because the difficulty of establishing third-party intersub-
jective agreement on just what the facts on Tuesday really were about: nice,
rude, friendly, delicious, inattentive, best effort, etc.
How does this “thick” versus “thin” distinction relate to the capability of
the state for policy implementation?
When attempts at thin accountability—making agent rewards depend on
judicable “facts” (like attendance, like were actual taxes owed)—are impossible
because the overall institutional environment is weak, then even using incen-
tives will not work.14 Besley and McLaren (1993) used a model of tax collec-
tion and tax inspection to note that when punishment based on observed
actions was sufficiently difficult (the probability of an effective audit with
punishment was low) there was no advantage of paying a fixed wage high
enough to deter corruption or encourage honest inspectors. In their model
when actions cannot be contracted then a “capitulation wage”—paying
low wages and admitting all tax inspectors who were not monitored would
be corrupt, which results in a cynical and entirely dishonest set of tax
inspectors—was the net revenue generating strategy.
Besley and Ghatak (2005) explore this issue referring to organizations with
“mission” (what we call internal folk culture of performance) and show that if
organizations can be matched to mission then this non-pecuniary form of
motivation reduces the need for (if not desirability of) high-powered pecuni-
ary incentives. The better organizations are able to recruit individuals motiv-
ated bymission (individuals whose personal thick accountability is strong) the
less the organization needs to rely on thin accountability.
As mentioned earlier, logistical organizations such as FedEx can rely on thin
accountability to function. In organizations that perform tasks that are pre-
dominantly of more difficult, non-logistical types (e.g. concentrated,
implementation-intensive service delivery, implementation-intensive impos-
ition of obligations, wicked hard) the internal folk culture required for per-
formance is at odds with a formal culture of thin accountability (see Table 5.1).
A high-performing university or hospital (either in the public or private sector)
requires a culture of accountability for performance. But this does not trans-
late into professors being tracked minute by minute by GPS. You cannot
reduce the delegation of what a professor should do to be a high-quality
professor to a sequence of bytes. The same is true of nurses. The same is true
of policemen.
While there might be some minimal performance criteria that are thin (like
attendance), what has been learned from decades of studies of schools, for
14 One of the key insights of principal–agent theory is that the less precisely the desirability of
the actions of the agent can bemeasured, the less high-powered the incentives should optimally be
(e.g. Holmstrom and Milgrom 1991, and for an application to civil service Klitgaard 1997).
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instance, is that the thin accountability parts of schooling do not affect
education very much. While good teachers—as measured by their
performance—matter a lot to student learning what being a “good teacher”
means is not reducible to thin criteria like degrees or age or years of service
(Chetty et al. 2011; Rivkin et al. 2005), or even, we would argue, student
learning alone. Similarly, inputs alone, the kinds of things that education
management information systems can measure and track, just do not have a
very strong connectionwith the education a child receives—or the inequality in
outcomes across schools (Pritchett and Viarengo 2009)—as “implementation-
intensive service delivery” good schools require thick accountability as well as
thin accountability, internally and externally.
Valuable local folk practices—idiosyncratic knowledge of variables crucial to
the welfare of the poor (e.g. soil conditions, weather patterns, water flows)—
get squeezed out, even lost completely, in large centralized development
programs designed to address these issues (see Ostrom, 1990; Scott, 1998).
The myriad informal “practices” that indigenous communities in particular
have evolved over the millennia to address these concerns may be clearly ill-
suited to the complexity and scale of modern economic life, but the transition
from one set of mechanisms to the other cannot be made in a single bound.
While not attempting the transition at all is a prescription for continued
poverty, revolutionaries from Stalin to Mao to Nyerere to contemporary
“shock therapists” have imagined that it was actually possible and desirable
to ruthlessly “skip straight to Weber”—but with patently disastrous results. In
the murky middle ground between the public services and risk management
systems of “Djibouti” and “Denmark” lies the need for a much more delicate
articulation of the two, an articulation that the technocrats and bureaucrats
of large development (and other) agencies inherently and inevitable struggle
to resolve.
These more graphic examples of large-scale bureaucratic disaster, however,
have their counterpart in a host of smaller everyday instances of repeated
failure by standardized delivery mechanisms to provide basic services to the
poor. Some of these problems, of course, stem from the fact that in many
instances the state itself (for whatever reason) was unable and/or unwilling to
provide the services that citizens wanted. Our concerns, however, apply to
systemic services failures that routinely occurred even in settings where inten-
tions and resources were reasonably good.
In our taxonomy of the capability requirements of activities we want to
stress thatmoving an organization from lacking capability to capability is itself
wicked hard. That is, if one has a dysfunctional post office that is not delivering
mail in an effective way the capability needed is pure logistics but moving an
organization from lacking the capability to do logistics to having the capabil-
ity to do logistics is wicked hard.Why? Because building capability, even using
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our approach of PDIA is not a “known technology.” Changing organizations
is changing the behavior of people and many aspects of human behavior are
just too complex to pretend it can be reduced to a simple formula.
The same is true of moving from organizations with capability for logistics
but not for the implementation-intensive components of what the organiza-
tion needs to do. For instance, in building out a system of basic education
capable of producing learning some elements—like building the school build-
ings or assigning teachers to schools, or ensuring attendance—can be reduced
to logistics but other elements, like teachers displaying concern, cannot.
Getting a large-scale organization from logistics to implementation-intensive
capability is itself wicked hard and requires something like PDIA.
In Part II of the book we turn to the practical task of building the capability








The challenge of building (real) state
capability for implementation
There is an old story of a doctor who prescribed aspirin to her patients every time
they complained of head pain. Where pain medication was the appropriate
solution, the treatment led to positive results with many patients. It helped
some patients avoid heart attacks and strokes as well, often as an unseen (and
unforeseen) side effect. It did not work for all the doctor’s patients, however.
Some returned with continuing head pain, which did not go away after even
repeated and extensive aspirin treatment. These patients typically suffered from
other ailments that needed different, more complex, treatments—aimed, for
instance, at cleaning sinuses, reducing stress, and even removing tumors. The
doctor failedmanyof thesepatientsbecauseofher limitedapproachand inability
to adapt diagnoses and treatment. Her failure was more direct with patients
whose bodies did not have the capacity to handle the aspirin treatment (and
suffered from severe bleeding disorders, asthma, and liver and kidney disease).
These patients experienced complications after receiving the aspirin treatments,
which sometimes brought on life-threateningmedical problems and evendeath.
This simple story helps to summarize our views on why many development
interventions have limited impacts, and especially why efforts to build state
capability have regularly had muted effects (as we saw in previous chapters).
These efforts often take the form of commonly used, highly designed and
engineered best-practice solutions (like aspirin) that have worked in many
other places and that we suspect (and hope) will work again inmany contexts.
Modern internal audit is an example. This is a relatively recent management
tool (codified only in 1979) that bolsters an organization’s ability to manage
risk and ensure accountability, both of which ostensibly foster greater cap-
ability. It emerged as a useful practice in mostly Anglo-Saxon countries and is
now a staple of state capacity building initiatives around the globe (Andrews
2011, 2012, 2013).
Such interventions do sometimes work, especially when the treatment actu-
ally addresses problems that fester in the context. Where the contextual prob-
lems are different, however, the treatment is just isomorphicmimicry—it looks
good but will not be a solution to problems that actuallymatter.Many internal
audit reforms have been just this, with governments introducing new laws and
audit requirements that are not acted upon. Development organizations often
cannot see this, however, and offer the same solution again and again—hoping
for a different outcome but imposing a capability trap on the policy context,
where a new diagnosis and prescription is actually needed. In some countries
the treatment has an even worse impact, fostering premature load bearing—
where the designated institutions cannot handle what is prescribed. Just like
the patients who bleed after aspirin, countries in this situation find that exter-
nal solutions overwhelm their limited capabilities, compromise the possibility
and legitimacy of institutional reform and policy implementation, and under-
mine efforts to build confidence and capability in the context. We see this in
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some countries even with something as apparently innocuous as internal
audit, where governments that try to use the tool sometimes find it to be
extremely disruptive and alien in their extant management systems.
Given that you were interested in reading a book on building state capabil-
ity for implementation, we assume that you are also asking what can be done
to improve the impact of efforts to build state capability, and if there are
approaches to doing development that can be applied when aspirin does not
work. This chapter offers an introduction to thinking about this approach,
which we call problem-driven iterative adaptation (PDIA).1 The chapter builds
up to a discussion of this approach and its core principles, taking you through
our own journey toward identifying PDIA, and showing why we think it is an
appropriate tool for building state capability, and when it is most relevant. We
start with a simple classroom exercise to do this, focused on designing a
strategy to travel from east to west in the United States of America in 2015
and 1804. The exercise may seem a little removed from your development
experience, but it leads into a discussion of the different challenges in building
state capability in developing countries—and the importance of having dif-
ferent strategies to face up to these different challenges. One of these strategies
is PDIA, whichwe see as appropriate in addressing complex challenges that are
common when trying to build state capability. We conclude by asking you to
reflect on which of your challenges fall into this category, and where you can
start applying the PDIA principles.
Building Capability to Go West
We take many of the development professionals we work with through a
simple exercise when introducing PDIA as a new strategy for building state
capability. It is designed to illustrate why different approaches are needed
when building state capability in developing countries, and to introduce
PDIA as a particularly useful approach.
The 2015 Challenge
We start by asking professionals to create a plan thatwill get them, as quickly as
possible, by car, from St Louis to Los Angeles in theUnited States in 2015. They
are given a road map and a table showing distances between cities. You might
want to try it out, using Figure 6.1 and Table 6.1 to assist. Do not hesitate to
draw on the map, showing the precise details of your journey—roads you will
1 Our initial work on PDIA was published as Andrews et al. (2013).
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Figure 6.1. How would you get from St Louis to Los Angeles in 2015?
Source: Google Maps
drive on, distances, times, and so forth. Think of it as your strategy to build
2015 capability to travel west.
Ultimately, all the professionals we work withmanage to produce a solution
in quite a short time period. Interestingly, they typically identify one of two
routes, going through Denver to the North or Albuquerque to the South.
These, apparently, are the “best-practice” options in this case (being the short-
est and most direct). Perhaps you identified the same routes?
We then ask what the professionals assumed when coming up with the
solution. The list is always long, and includes things like the following:
“we assumed the map was real”; “we assumed the distances shown were for
the routes on the maps”; “we assumed the roads really exist”; “we assumed
there would be rest rooms and gas stations en route”; and “we assumed there
would be police officers providing order (and not holding us up to extort
bribes).” We ask them why they are comfortable making so many assump-
tions. The answer is usually something like, “These assumptions are safe to
make because we are dealing with the United States, where we know such
things are really true.” They also note that the assumptions were possible
because they had firm start and end points. Some will also reflect on the fact
that they have followed the same kind ofmap before and this experience lends
credibility to the assumptions (“Maps in the United States are dependable, so
we expect this to be dependable too”).
We conclude this part of the exercise by asking what kind of capability they
need to complete the journey, whether it is a risky journey, and what kind of
leadership will be required tomake it happen. The answers are again quick and
common: “a pair of individuals with driving licenses, a cellphone and some
kind of mapping software can easily complete this, with no real risk.” We ask
how many people in the room have the requisite capabilities, and just about
every hand goes up. This demonstrates how accessible the journey is, requir-
ing common capabilities, and proceeding relatively risk-free along a best-
practice route that we know exists. The leadership discussion is short-lived
as a result: “You just need someone to oversee the drivers, and make sure they
follow the route as it has been identified.” A single individual can do this if
they are given authority over the drivers, with basic oversight capabilities,
facing very little risk of failure and very little resistance from the drivers.
Table 6.1. Distances of various cities from St Louis
City Grand Junction
CO
Denver, CO Dallas, TX Albuquerque
NM
Wichita KS Reno NV













Distance 496 1840 1606 253 1858 1504
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We summarize this discussion by asking participants to break down the key
elements of the strategy they propose to get from St Louis to Los Angeles in
2015 (“how would you build the capability to do this?”). They do so by
answering four questions: What drives action? How is action identified and
carried out? What authority or leadership is required? and, Who needs to be
involved? Table 6.2 shows the common responses to each question. These
show, essentially, that action will be driven by a predefined solution, which
is identified with reference to existing knowledge and experience, planned
out in detail and implemented as planned. This requires only one authorizer
or leader (given the narrowness or specificity of the task) and the person
authorizing or leading such work simply needs to ensure she can ensure full
compliance with the plan, involving very few individuals in the process
(ensuring they have appropriate skills, but facing few other personnel
problems—like having to motivate their engagement or incentivize them to
take on extra risk).
The 1804 Challenge
Thenwe turn the tables a bit, and give the professionals we work with amap of
the United States in 1804, before the west had been fully explored. St Louis
was one of the western-most cities at the time, and there was no fixed or
commonly shared knowledge about where the west coast was or what lay
between St Louis and that coastline. With a (nearly) blank map in front of
them, we ask the professionals to imagine they are in St Louis in 1804 and
then work out a strategy to find the west coast. You may want to take the
challenge yourself, with the map provided in Figure 6.2. It actually shows
more than you would have known in 1804 (given that we have added a
west coast boundary into the figure, but no one actually knew where this
coastline was at the time). Think of it as your strategy to build 1804 capability
to travel west.
Hopefully that was not too tough a task! It is for many of those we work
with, incidentally. Some of them try to retrofit the 2015 strategy into the 1804
Table 6.2. A strategy to Go West in 2015
What drives action? A clearly identified and predefined solution
How is action identified, carried out? Reference existing knowledge and experience, plot
exact course out in a plan, implement as designed
What authority or leadership is required? A single authorizer ensuring compliance with the
plan, with no other demands or tensions
Who needs to be involved? A small group of appropriately qualified individuals
Source: Authors’ work, based on Andrews (2015a)
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context: “take the same route up to Denver, and then down to Los Angeles.”
We remind them that Denver and Los Angeles do not exist, and the route from
St Louis is also not yet in place. This clarity is often greeted with frustrated and
confused questions: “how do we determine a solution without roads, or a
map?”; “surely someone knows where the west coast is and can direct us
there?”; “you must have some more information to share.”
Once the participating professionals realize that the unknowns are all
intended—and that they were really unknown to the adventurers of the
time—some of them immediately declare the task impossible: “if we don’t
know where we are going, how can we identify a strategy to get there?”; “how
do we identify a route if there is no route to choose from?”; “if no one knows
anything, why are we even trying to go the west coast?” Others say that a
strategy must be possible—after all, someone did find his way to the west
coast—but that any strategy is heavily dependent on luck. The most common
suggestion by such participants is the simple, fatalistic strategy: “identify
where west is on your compass and walk . . .hoping everything turns out OK!”
We acknowledge that luck must play a part in any initiative involving
fundamental uncertainty and weak (or nonexistent) knowledge and informa-
tion. At the same time, we ask if a strategy could have more detail to it than
“face west, walk, and hope for the best.” In essence, we ask if any process could
be set in place to maximize one’s luck in such an expedition (or even create
luck as one moves west).
St Louis
Figure 6.2. How would you get to the west coast from St Louis in 1804?
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Faced with this challenge, participants tend to start thinking a bit more
laterally, and offer interesting ideas about potential strategies for action. Most
participants begin by noting that a team is needed to do this work, for
instance, comprising a broad set of agents with different skills and playing
different functional roles. The list of necessary functions they offer usually
includes a doctor, cook, soldier, and builder. We often add a few roles to this
list, including a cartographer (to map the route, so that everyone can go back
afterwards), a local guide (to help the team navigate routes that have not yet
been codified but can be traversed if one has the tacit knowledge of their
existence, gained through hands-on experience), and an authorized spokes-
person representing whoever is sending the team (to negotiate with other
political representatives en route and ensure the journey is continuously
supported).
Typically, some of the professionals wework with will reflect on the need for
regular changes in the team’s composition. They argue that one cannot know
upfront exactly what skills are required, or who will fall away during the
journey, or when a new guide is needed: So the team needs to have a way of
adding and changing its membership given emerging challenges. This obser-
vation usually gets the whole class thinking about more general limits to pre-
planning the journey: One cannot predefine the exact composition of the
team or the exact path to take. Some participants will comment that this kind
of task warrants a step-by-step approach, where the team progresses in a set
direction for a few days, determined at times by a “best guess”method—using
whatever knowledge or experience is available and then deciding which
direction to take. The team would map the territory as it progresses and then
stop and set up camp, reflect on progress, send injured members back, access
reinforcements (to join via the same route), and think about what the next
step could be (given lessons learned along the path, and any unexpected
opportunities and difficulties encountered). They may be surprised by how
open their chosen path is and walk for days before having to stop, or theymay
encounter unknown challenges (like rivers) that require stopping soon and
maybe even turning back or changing direction dramatically.
Some of those we work with note that the journey will probably comprise a
number of these steps, which we would call experimental iterations. The steps
would combine into a new path leading from a known starting point to an
aspirational destination that emerges as one progresses (given that it is
unknown at the start). Some point out that the team would probably need
more steps like this on longer journeys. They note, as well, that the steps
would tend to be shorter and require more variation when passing through
demanding and surprising terrain (like mountains or rivers, where the team
would need to try multiple potential routes of passage, return to a base camp
to discuss which worked and why, and then decide on which one to take).
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We reflect on this idea in depth, noting how different it is to the strategy
identified as appropriate to go west in 2015. Going west in 2015 simply
requires a few individuals using common technical skills to follow a well-
established and reliable best-practice map. Going west in 1804 requires having
a multi-skilled group that moves step-by-step into the unknown, learning and
adapting in a continuous manner, and making the map as it goes along.
Professionals we work with note that the 1804 expedition is undoubtedly
more risky and demanding than the 2015 challenge. As a result, they point out
that we should expect the journey to test the resolve of authorizers (funding
and supporting the journey) and team members in a way that the 2015
journey will not. Anticipating this, we typically ask what they would do to
keep the journey funded and supported and to ensure the group members do
not mutiny or leave somewhere along the path. Some participants suggest
using monetary payments to incentivize everyone involved, but others indi-
cate that this will probably be very expensive (given the high level of uncer-
tainty and risk involved in the exercise) and may not be effective in getting
participants to do really risky things. Some suggest that these incentives may
even lead to strikes along the journey, where some group members demand
more money to take specific “next steps.”
Another common idea many participants offer is to inspire the authorizers
and group members by emphasizing the importance of the work, and particu-
larly how the work will reduce threats and problems faced by them and their
families, friends, and neighbors. Most agree that authorizers and group mem-
bers will remain engaged if they see their journey in this significantmanner, as
addressing a problem they care about and need to see solved. They note that
this approach will require creating and maintaining a motivating narrative
about the problem being solved, and providing ongoing feedback along the
route about how the problem is actually being solved (to the authorizers and
group members, to keep them motivated). Participants note that this motiv-
ation will be needed at repeated points in the journey, and would need to
target many diverse groups of authorizers and teammembers. There would be
many agents acting as authorizers, for instance, including those providing
Table 6.3. A strategy to Go West in 1804
What drives action? A motivating problem that is felt by those involved
How is action identified, carried out? Through experimental iterations where teams take an action
step, learn, adapt, and take another step
What authority or leadership is
required?
Multiple authorizers managing risks of the project (by
motivating teams, and more) and supporting experimentation
Who needs to be involved? Multi-agent groups (or teams) with many different functional
responsibilities and talents
Source: Authors’ work, based on Andrews (2015a)
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initial funding and those allowing the team to pass through new territory, or
to access new resources. These different authorizers would all need to be
motivated differently, as would team members from different backgrounds
andwith different personal and professional interests. This kind ofmotivation
is not needed if one is driving from St Louis to Los Angeles in 2015, given that
the journey is not risky and demands very little of both authorizers and
implementers (who are also individuals rather than groups).
We draw this discussion to a close by asking those we work with to identify
the strategic elements emerging from the discussion, given the same questions
posed in respect of Table 6.2. Table 6.3 summarizes the common answers,
which suggest, for instance, that the action needs to be driven by a highly
motivating problem that is felt and owned by those involved. Action cannot
be predefined but must rather emerge through experimental iterations where
teams take a step, learn, adapt, and take another step. Multiple authorizers will
be needed to manage risks of the project and support experimentation.
Finally, the work will require engagement and effort from multi-agent groups
(or teams) with many different functional responsibilities and talents (not just
a few appropriately skilled individuals).
We posit that this approach was actually adopted by the 1804 Lewis and
Clark expedition in the United States, which found a trade route to the United
States’ west coast under the primary authorization of President Thomas
Jefferson (but with additional authorization from various Native American
leaders along the way).2 This expedition focused on a multi-faceted problem,
centered on the need to establish an all-water trade route to the Pacific. This
trade-related problem was a high priority in Congress, which needed to
authorize funding for the journey even before it began. It was an urgent
problem, which Congress felt quite significantly, given that some newly
created Midwest communities needed expanded trade opportunities—and
there was a sense that other nations were looking for the same routes. The
expedition involved much more than the two men after whom it is remem-
bered (Lewis and Clark) as well. There was an entire corps of people, with
varied backgrounds and responsibilities. Their numbers were also expanded as
the journey unfolded, with local guides proving vital (especially Sacagawea,
the Native American renowned for assisting the expedition). The team also
iterated significantly as they moved along, using maps that existed to guide
the initial steps but adding to these as they progressed, continually learning
and adapting their path. Records show that they split into multiple smaller
teams when faced with unexpected challenges (like rivers and mountains), for
2 The best resources to reference for those unfamiliar with this initiative are at the PBS website,
in an active section where one can learn about the “Journey into the Unknown.” This is what
motivated the exercise. See http://www.pbs.org/lewisandclark/into/index.html
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example, to gain lessons about the possibilities and limits of different routes
along the way.
From Going West to Building State Capability
We commonly conclude with two interesting observations from the Go West
exercise:
• First, there are different capability building challenges in the world. One
(the 2015 challenge) involves doing things we know, using knowledge
that has already been acquired, with very few unknowns about the con-
text and very few risks. Chapter 5 calls this a logistical challenge (while
others might call it a simple or complicated challenge; see Glouberman
and Zimmerman 2004).3 A second (the 1804 challenge) involves doing
things we do not know, given a lack of knowledge about what to do, with
many unknowns about the context, many different interests, and many
interactions that heighten risk. This is like the wicked hard challenges
we discussed in Chapter 5, or what some call complex challenges
(Glouberman and Zimmerman 2004; Snyder 2013).
• Second, different strategies are needed to address the different challenges.
The relevant strategy to address a simple 2015 challenge is itself simple:
identify a solution, plan its implementation, and implement it as
planned, with strong oversight and the right people. The appropriate
strategy to address a more complex 1804 strategy is also more complex:
identify motivational problems, allow solutions to emerge from experi-
mental iteration, ensuring continued and expanding authorization for
work by teams of agents with highly varied skill sets and functional roles.
Whereas these observations arise from a basic exercise, we find much food
for thought when reflecting on the challenge of building state capability in
development. These manifest in two questions: (1) Do efforts to build state
capability involve 2015 or 1804 challenges, or a blend of both? and (2) Do
2015 or 1804 strategies work better when trying to build real state capability
for implementation?
3 Where a simple challenge is one that we know how to address and can address without
specialized or expensive resources—like following a map in a cross-country journey, which
anyone with a common driving license can do—whereas a complicated task is also something
we know how to do, but which requires some specialized resources—like building a rocket to go
into space, which requires hiring the right (expensive) people to use a known technology in a
precise manner.
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Is Building State Capability a 2015 or 1804 Challenge?
We believe that all challenges tend to have both 1804 and 2015 dimensions.
We have found empirical evidence supporting this argument as well, in a
case survey study of 30 public sector reform initiatives that are considered
sufficiently successful to be included in Princeton University’s Innovations
for Successful Society (ISS) case database (Andrews 2015a). We constructed
the sample to be representative of a significant slice of the state building
initiatives in development. The initiatives it includes range from efforts
aimed at improving tax collection agencies to strengthening municipal
management, providing better local government services, improving central
government policymaking, and beyond. These are common reforms in
countries across the world, and reflect successful efforts to build capabilities
considered important in many contexts. As such, we felt that a study of the
challenges involved in these initiatives would provide a useful perspective
on the nature of state building challenges in general.
We tried to code each case to see whether they resembled 2015 logistical or
1804 wicked hard challenges. This involved assessing the degree to which
each case exhibited the characteristics listed in Chapter 5: being transaction
intensive (or not), discretionary (or not), a service or an obligation, and based
on introducing a known technology (or not). The coding proved extremely
difficult, however, in that each case had numerous dimensions that all exhib-
ited different characteristics. Building a new tax agency involves some logis-
tical challenges, for instance (like passing a new tax law that creates the
agency) and many wicked hard challenges (like building the capability to
actually collect taxes from itinerant but wealthy citizens). Similarly, establish-
ing a high-level policy unit is partly logistical (identifying a location and a
legal basis for operation) and partly wicked hard (determining what policies to
examine, and how to build support for new policy ideas).
The study found that every single case involved a blend of challenges, some
resembling going west in 2015 (being logistical) and others resembling going
west in 1804 (being wicked hard, or complex). This validates our view that all
efforts to build state capability involve various types of challenge, such that
one never finds a pure logistical or wicked hard challenge. Interestingly (and
importantly), however, we found that twenty-five of the thirty cases were
dominated by wicked hard dimensions (i.e. that were transaction intensive,
discretionary, involving obligations, with no known solution). This means
that the challenge of building state capability is likely always a blended
challenge but has common, and commonly dominant 1804 dimensions that
need to be addressed for real impact.
This finding resonates with our own experience in building state capability,
where it is difficult to find any policy, program, or project that does not involve
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a mixed set of challenges. We also find that most initiatives are dominated by
wicked hard 1804 challenges, which commonly manifest in the downstream
activities of the initiative (after 2015 logistical challenges have been addressed).
For instance, education projects commonly include some school building ini-
tiatives, which are largely logistical (and hence 2015 in nature) but also include
efforts to improve teacher and student performance in the schools that have
been built (which resemble 1804 challenges). Internal audit reforms pose logis-
tical challenges (in passing new laws and introducing circulars) that are often
completed well before the many wicked hard 1804 challenges emerge (building
buy-in to the idea of internal audit, establishing units across government to
perform the audits, and ensuring managers use the audits once done). Many
health sector projects focus on building capabilities to procure pharmaceuticals
centrally (which is largely a logistical, 2015 challenge) and then focus on getting
the pharmaceuticals distributed across provinces and districts, dispensed at
health posts, and used as required by doctors and patients (all of which involve
many 1804 challenges).
What Strategies Lead to Success in Building State Capability?
Given the dominance of 1804 challenges in building state capability, we
should expect that 1804 strategies are more prevalent in successful efforts to
build such capability. This is indeed what we found when our coders exam-
ined the ISS cases (Andrews 2015a), but with some caveats. The coders were
asked to register a score between 1 and 5 reflecting whether (1) the effort was
driven by a known solution or a problem, and (2) if action was predetermined
in a plan or emerged through experimental iteration (contrasting ideas in the
2015 and 1804 strategies, as shown in Tables 6.2 and 6.3). They were also
asked to assess whether leadership and authorization was provided by one
agent or multiple agents, and if the initiative involved a small homogenous
team or a varied, multi-agent group (also probing differences in Tables 6.2
and 6.3). Table 6.4 shows their results.
Interestingly, all of the cases received points for having both types of
strategy in place, suggesting a blended approach to building state capability.
However, as Table 6.4 indicates, evidence also shows that the successful ini-
tiatives exhibited more of an 1804 strategy than a 2015 one. These cases were
more commonly motivated by problems than solutions, for instance (as
reflected in average scores of 4.2 and 2.4 on these dimensions). Similarly,
successes emerged more regularly from a process of experimentation and
learning than through a predesigned, planned out process (manifest in scores
of 3.4 and 2.3 on these dimensions). Finally, most successes involved multiple
leaders (or authorizers) and broad groups of agents, with only a few led by
individuals working in small groups of agents.
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In reflecting on these results, we found that different strategies were intro-
duced to address different challenges in most of the cases, which is why we
saw a blend of strategies being adopted. An initiative that focused on reorgan-
izing Indonesia’s Ministry of Finance adopted a solution-driven 2015 strategy
to develop standard operating procedures (SOPs), for instance (where the
minister worked with a small team to define these procedures and ensure
they were made available to the 64,000 employees) (ISS 2012). A more 1804,
problem-driven process was employed to ensure these procedures were
accepted and used in the organization, however (where multiple teams were
created to experiment with the procedures, gathering constant feedback on
what worked and why, adapting procedures based on this feedback, and
working gradually to a final product). We noticed further that the 1804
strategies were more emphasized in the cases because they were crucial in
ensuring success in the initiatives. Indonesia’s problem driven, experimental
1804 strategy made the difference between having SOPs and having an organ-
ization that ran according to SOPs.
This evidence points to the fact that strategies must be mixed in efforts to
build state capability, but also that 1804 strategies are crucial in these efforts.
This makes sense, given that the challenge of building state capability blends
both 1804 and 2015 dimensions, but with dominant 1804 dimensions. One
cannot address these complex challenges with a simple 2015 strategy (at least
not on its own), but must rather embrace the realities of complexity with an
equally complex 1804 strategy. In reflecting on this kind of strategy, one is
reminded again of Hirschman’s writing on implementation in development
and the importance of thinking about development projects as journeys, as
cited as one of this book’s epigraphs: “The term ‘implementation’ understates
the complexity of the task of carrying out projects that are affected by a high
Table 6.4. PDIA as the strategy required for 1804 state capability building challenges
A 2015 strategy (SLDC) An 1804 strategy (PDIA)
What drives action? A clearly identified and
predefined solution
Average score: 2.4 out of 5
A motivating problem that is felt by those
involved
Average score: 4.2 out of 5
How is action identified,
carried out?
Reference existing
knowledge, plot exact course
out in a plan, implement as
designed
Average score: 2.3 out of 5
Through experimental iterations where
teams take an action step, learn, adapt, and
take another step
Average score: 3.4 out of 5
What authority or
leadership is required?
A single authorizer ensuring
compliance with the plan,
with no other demands or
tensions
Multiple authorizers managing risks of the
project (by motivating teams, and more)
and supporting experimentation
Multiple leaders in all cases; average number of
leaders: 19
Who needs to be
involved?
A small group of
appropriately qualified
individuals
Multi-agent groups (or teams) with different
functional responsibilities
Evident in all cases
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degree of initial ignorance and uncertainty. Here ‘project implementation’
may often mean in fact a long voyage of discovery in the most varied
domains” (Hirschman 1967: 35).
PDIA and Your Challenges
You will notice that Table 6.4 provides acronyms for the 2015 and 1804
strategies that tend to emerge from our class discussions (and were shown in
Tables 6.2 and 6.3). The first, SLDC, stands for solution and leader-driven
change. This is where an intervention emerges from a fixed solution, is imple-
mented through a well-developed and disciplined plan, and led by a highly
authorized individual working with a small group of experts. The second,
PDIA, is the approach that we find most relevant in addressing complex,
wicked hard challenges commonly involved in building state capability.
PDIA is a process strategy that does not rely on blueprints and known solu-
tions as the key to building state capability. In contrast, PDIA combines four
key principles of engagement into a way of thinking about and doing devel-
opment work in the face of complexity: (1) Focus on specific problems in
particular local contexts, as nominated and prioritized by local actors;
(2) Foster active, ongoing experimental iterations with new ideas, gathering
lessons from these iterations to turn ideas into solutions; (3) Establish an
“authorizing environment” for decision-making that encourages experimen-
tation and “positive deviance”; and (4) Engage broad sets of agents to ensure
that reforms are viable, legitimate, and relevant—that is, politically support-
able and practically implementable. You will probably recognize these as the
key dimensions of an 1804 strategy, required to address complex challenges
with many unknowns and risks. As Table 6.4 shows, these principles also
feature prominently when examining successful efforts to build state capabil-
ity in development.
We will explain each of these principles in detail in the next chapters—and
describe how they foster an effective way of building state capability in the
face of complex challenges. We are mindful that you are probably familiar
with some of these principles, however, which are not altogether new to
development. This is because PDIA draws on and synthesizes the ideas of
others, and should thus be seen as building on a foundation of past work.
Others who have made similar arguments includes those whose work uses
expressions such as “learning organizations” (Senge 2006), “projects as policy
experiments” (Rondinelli 1993), “adaptive versus technical problems”
(Heifetz 1994), “positive deviance” (Marsh et al. 2004), institutional “mono-
cropping” versus “deliberation” (Evans 2004), “experimentation” (Mukand
and Rodrik 2005; de Búrca et al. 2014), “good-enough governance” (Grindle
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2004), “democracy as problem-solving” (de Souza Briggs 2008), “problem-
driven political economy” (Fritz et al. 2009), “the science of muddling
through” (Lindblom 1959, 1979), the “sabotage of harms” (Sparrow 2008),
“second-best institutions” (Rodrik 2008), “interim institutions” (Adler et al.
2009), “good intentions” versus real results (Easterly 2002), “multi-agent
leadership” (Andrews et al. 2010), “rapid results” (Matta and Morgan 2011),
“upside down governance” (Institute for Development Studies 2010), chal-
lenges of “governing the commons” (Ostrom 1990, 2008; McCay 2002), “just-
enough governance” (Levy and Fukuyama 2010), “best fit” strategies (Booth
2011), “principled incrementalism” (Knaus 2011), “radical institutional
change” (Greenwod and Hinings 1996), and “experiential learning” (Pritchett
et al. 2012), among others.
PDIA also draws on many existing implementation modalities, given that
others have developed practical methods to act on ideas that underpin the
four principles. Examples include design thinking, rapid results implementa-
tion modalities, agile policymaking, the use of problem trees and Ishikawa or
fishbone diagrams in problem analysis, problem-driven political economy
diagnostics, double-loop learning methods, and more. Some of these
approaches (and others) are evident in the successful interventions we studied
as part of our thirty case ISS sample. Many of these foundational ideas and
implementation methods have not been widely adopted in development,
however, or operationalized for routine use in efforts to build state capability.
Most such policies, programs, and projects adopt 2015 strategies exclusively
(or as the dominant strategy) by pre-specifying solutions, locking implemen-
tation plans in place through rigid logical framework mechanisms, and rely-
ing on the authorization and work of individual reform champions. This bias
toward 2015 strategies leads, in many cases, to gaps in state capability—where
governments have the capabilities associated with 2015 challenges but lack
the capabilities involved in getting 1804 challenges done (Andrews 2011,
2012). We see examples of this all over the world, and in different areas of
development:
• An expensive state-of-the-art courthouse in the Solomon Islands was
effectively built (as a 2015 challenge, according to a 2015 strategy), but
it sits only a few times each year and responds inadequately to the types of
justice problems that most citizens face most of the time (which are
predominantly 1804 challenges, requiring an 1804 strategy).
• A financial management information system was introduced to better
control expenditures in Malawi (a 2015 challenge, adopted through a
2015 strategy), but money still flowed into the wrong places, given
underlying political and social challenges (which are 1804 in nature,
and will only be effectively addressed through an 1804 strategy).
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• Brazil’s Fundescola reforms introduced new management tools in the
country’s education sector (largely a logistical, 2015 challenge that was
achieved through 2015 strategies), but these tools have often gone un-
used in the poorer schools of the northwest, given capacity constraints,
political complexities, and other challenges (which are all 1804 in nature
and need to be addressed using 1804 strategies).
We believe that the PDIA principles combine into a useful 1804 strategy
that can help close these kinds of gaps in building state capability. We believe,
further, that PDIA can be applied in various ways, using a wide range of
implementation options and modalities. PDIA is therefore not a single pro-
gram or “solution” in itself, but requires a lot of engagement from you—the
potential facilitator, policy entrepreneur, or reform catalyst—in determining
what tools to use, who to engage with, and what to focus on. We will ask you
to engage in this manner in coming chapters, chewing on the ideas we offer
for all four principles and trying out some tools we commonly use to bring
these principles to life. In order to do this, it would be useful for you to think
about the challenges you are currently facing—and particularly about chal-
lenges where PDIA would be most relevant. These are the 1804 challenges in
building state capability, where you do not know what to do, face real uncer-
tainty and weak information, and need to work hard in motivating broad
groups of agents. Chances are these are the challenges you are struggling with
the most, where you see low achievement and are most concerned about gaps
in state capability. Take a minute to identify these challenges in Table 6.5.
Table 6.5. What do my challenges look like?
My challenges The 2015 challenges The 1804 challenges





In the 1990s, anti-corruption commissions were a common “best practice”
solution for countries wanting to tackle corruption. These countries were
following the model of Hong Kong, which started a commission in the
1970s. Malawi is an example. Its Anti-Corruption Bureau (ACB) was conceived
in 1994, when the country underwent democratic transformation and donors
pushed for an anti-corruption agenda (Anders 2002). It has not been very
successful, however, achieving few prosecutions and operating in a time when
corruption crises seem to have accelerated (Andrews 2013). Political leaders
have not supported the commission or given it the independence needed to
operate effectively and tackle the country’s entrenched bureaucratic and pol-
itical corruption. This experience contrasts with that in the Hong Kong
“model,” where the commission emerged in response to a corruption crisis
in the police force. Political powers supported the commission because they
had to address this crisis, and therefore they gave the commission independ-
ence to investigate and aggressively pursue prosecutions.
We often observe that more successful efforts to establish complex state
capabilities (like anti-corruption efforts in Hong Kong) are problem driven;
they focus relentlessly on solving a specific, attention-grabbing problem. In
contrast, many less-successful initiatives (like that in Malawi) often seem to be
more solution driven, paying little attention to the problem or the context in
which the problem is felt. In fact, this seems to be the biggest difference
between “best practice” experiences and those that try to replicate such prac-
tices: the best practices emerged as responses to specific problems and this is
often why they succeeded, whereas the copies commonly do not have a clear
problem focus and ultimately struggle to gain traction or impact behavior in the
manner expected. We believe the lack of a problem focus commonly leads to
repeated failure with reforms like the Malawi ACB: every few years someone
notes that the commission is not working and tries to improve it by “doubling
down” on the design, and doing it better—only to experience similar frustra-
tion. Using the metaphor from Chapter 6, this is a little like assuming that a
2015 road exists in 1804 America, and insisting that adventurers drive down
that road—even though it obviously does not exist and the problem 1804
adventurers face is in getting west without roads (Andrews et al. 2015).
This chapter discusses the importance of focusing on problems that key
agents care about when trying to build complex state capabilities. This is
the first principle of problem-driven iterative adaptation (PDIA), and in this
chapter we consider why problems matter as entry points to complex state
capability building challenges. The next sections use theMalawi example (and
others we have researched or engaged in) to show how problems can be used
to drive processes of state capability building in practice; given the need to




Why Is a Problem-Driven Approach Necessary?
A study of forty-four health sector projects pursued by the World Bank and
Global Fund in the late 1990s and early 2000s demonstrates the value of
problems as drivers of effective state capability building (Andrews 2013). In
trying to explain why some projects were considered more successful than
others, we found evidence pointing towards two crucial dimensions, one of
which was the “problem focus” in project design and implementation: the
successful projects pursued locally defined, specific problems in a demon-
strable and continuous fashion. This meant that the projects were initiated
as responses to locally defined problems, baseline indicators of these problems
were measured in the early stages of the project, project activities were directly
determined as solutions to these problems, and progress in solving problems
was routinely evaluated and considered in adjusting project content. The
problem-driven nature of these projects ensured that they focused on actually
solving specified problems as the goal (rather than introducing a pre-designed
solution). They were adaptive as a result, allowing continuous changes in the
design to ensure the problem was effectively addressed.
Various literatures help explain why problem-driven processes are import-
ant in addressing complex problems like those involving corruption or in the
health sector. Management scholars like John Kotter (1990), for instance, are
famous for noting the importance of crises in fostering deep organizational
change. Another prominent management theorist, Kim Cameron (1986: 67),
posits similarly that “Institutional change and improvement are motivated
more by knowledge of problems than by knowledge of success.” He argues
that bureaucratic agents are more likely to support change initiatives aimed at
“overcoming obstacles to basic institutional effectiveness” than looking for
ways to improve already-effective institutions (Cameron 1986: 69). In the
same vein, institutionalist author Christine Oliver (1992: 564) argues that
“performance problems” foster political, social, and functional pressures for
institutional change because they “raise serious questions about the appropri-
ateness or legitimacy” of the status quo. Seo and Creed (2002) similarly
observes that a problem-driven process forces a reflective shift in collective
consciousness about the value of extant mechanisms, which is needed to
foster change.
In light of these and other views, we believe that problems force policy-
makers and would-be reformers to ask questions about the incumbent ways of
doing things, and promote a search for alternatives that actually offer a
solution (rather than just providing new ways of doing things). Reflecting
such view, Sparrow (2008) discusses how getting the right grip on the charac-
terization of the problem can unleash efforts to solve the problem. Beyond
this, problems provide a rallying point for coordinating distributed agents
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who might otherwise clash in the change process. In this respect, coalitions
are sometimes defined as groups of strange bedfellows who work together to
solve problems that they share but cannot solve on their own (Zakocs 2006;
see also Pires 2011).
These arguments suggest that problems provide common windows through
which agents are forced to examine their contexts, identify necessary changes,
and explore alternatives to find appropriate solutions. The idea of “problem
windows” is reminiscent of Kingdon’s (1995) work on policy change.
Applications of his “multiple streams” theory posits that an awareness of
problems brings issues onto the change agenda (Barzelay and Gallego 2006;
Guldbrandsson and Fossum 2009; Ridde 2009). Faced with problems they can
no longer ignore, agents across the social and political spectrum become aware
of structural weaknesses they usually do not consider and work together to
solve such.
Given this thinking, we believe in taking a problem-driven approach to any
complex reform or policy initiative like the 1804 capability challenges we
frequently encounter in development (Andrews et al. 2015). We do not just
mean identifying problems at the start of an intervention, however. Simply
saying one is identifying a problem does not mean that the impacts necessary
to foster effective change will be felt. Indeed, we find that many reformers
claiming to be problem-driven are in fact not problem-driven at all. They
define the problem as the lack of a preferred solution, rather than a perform-
ance deficiency, and their strategy has no real means to draw attention to the
need for change, provide a rallying point for coalition building, or offer a “true
north” destination of “problem solved” to guide, motivate, and inspire action.
For instance, many donors inMalawi continue to argue that the problemwith
corruption is that the ACB does not work. This kind of problem definition
entrenches the capability trap discussed in earlier chapters (where countries
do the same reforms repeatedly but continually face failure) and is unlikely to
generate the kind of behavioral change theorists like Kingdon propose. This,
we believe, is because such problem definitions do notmeet the characteristics
of a “good problem” that motivates and drives change:
• A good problem cannot be ignored and matters to key change agents.
• A good problem can be broken down into easily addressed causal elements.
• A good problem allows real, sequenced, strategic responses.
Constructing Problems That Matter
We advocate a problem-driven process because it provokes reflection, mobil-
izes attention, and promotes targeted and context-sensitive engagement.
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In order to achieve these impacts, however, we believe that the focal problem
needs to reflect on a performance deficiency that cannot be denied or ignored
and that matters to key change agents. Think, for instance, of the kind of
problem statement that would draw a skilled team together to go west in
1804—where the challenge was uncertain and risky, and the likelihood of
the adventurers’ deaths was high.
Work is often required to craft problems that canmotivate such groups, and
draw awareness to failures that commonly fester but are routinely ignored or
accepted as normal or unavoidable (or too difficult or risky to address)—as is
the case with many challenges in development and in government in general.
These challenges resemble what Kingdon (1995) calls “conditions” that agents
complain about but also accept—like a nagging hip pain one learns to live
with. One does nothing to resolve such pain as long as it is a condition one can
endure. When one wakes up and cannot walk, however, the condition
becomes a problem demanding attention and individuals find the strength
to accept needed change (like a hip operation). Similar to this example, King-
don notes that many social, political, and economic conditions have to be
politically and socially constructed to gain attention as “problems” before we
should expect any real change. We believe it is similar for many challenges in
building state capability, where weaknesses persist for years and never draw
the attention they demand. The construction process involves raising the
visibility of persistent weaknesses through spectacular “focusing events” like
crises, the use of statistical indicators, or manipulation of feedback from
previous experiences.
This is the first step in doing PDIA: Constructing problems out of condi-
tions, drawing attention to the need for change and bringing such change
onto the social, political, and administrative agenda.
The construction process involves gathering key change agents to answer
four questions: “What is the problem?,” “Why does it matter?,” “To whom
does it matter?,” “Who needs to care more?,” and “How do we get them to
give it more attention?” It is important—in principle and practice—to think
about who answers these questions (and frames the problem). In principle,
one should be aware of the power dynamics at play in gathering some
agents to do this work and not others, for instance, and include some who
are out of power (and potentially more aware of the problems). In practice, it
is vital to ensure that agents who can foster necessary next steps in the
change process are engaged to do so. Balancing these tensions requires
including both agitators (commonly not in power) and decision-makers
(commonly in power) in the problem construction process. Crucially,
these agents are all internal to the context targeted for change (such that
this process cannot be done by outsiders but must involve those directly
affected by future change).
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Answers to the questions should be informed by evidence at all times, to
convince agents of their validity and empower the group to have a problem
statement that others will find compelling. We provide actual examples in
Chapter 8, but the following helps to illustrate the principle in practice:
A would-be reformer in Malawi might be concerned about the failure of
Malawi’s Anti-Corruption Bureau (ACB). She could try to convince others
that serious reform is needed, focusing on improving the “preferred solution”
and creating a better ACB (in an example of “doubling down” discussed
earlier). Some might argue that the ACB is emerging, however, and will
work one day. Others might note that corruption has always been there
and is too politically difficult to address. Noting this, our reformer would
recognize the need to turn a condition into a problem, through problem
construction. She would need to gather a small (to start) group of agitators
and decision-makers and ask the questions listed above. Imagine the kind of
conversation that would ensue, and how it would focus the reform agenda:
• “The problem is that the ACB does not effectively address corruption.”
• Why does it matter? “Because we still have a lot of corruption in govern-
ment, which we can show in various indicators.”
• Why does it matter? “Because we lose money from the corruption, which
we can estimate using basic financial reporting data.”
• Why does it matter? “Because the lost money leads to reduced services,
which we can show in various sectors—including education, healthcare,
and water.”
Nowwehave a problemdefinition that refers to a real performance deficiency
that cannot be ignored and that we think will matter to key change agents.
• To whom does it matter? “All those receiving the services, including citizens
and the politicians who are meant to represent them. These are key
change agents, especially at the local level.”
• Who needs to care more? “Key government decision-makers like the min-
ister of finance and local budget and policy officials.”
• How do we get them to give it more attention? “By providing data showing the
loss in money from corruption, and how this translates into service
delivery weaknesses. These data could include stock-out statistics in clin-
ics, or textbook access in schools, and could be provided for different
constituencies to convince individual politicians that they should care.”
This problem construction process helps to steer one away from defining the
problem as the “lack of a preferred solution.” Rather, this kind of conversation
focuses would-be reformers on service delivery failures that arise because of
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corruption, which is a functional problem of performance that many agents
are likely to care about; and which is likely to mobilize attention and effort
to address festering weaknesses in state capability. Contrast this to talking
about the problem of a failing ACB, which was where our would-be reformer
began. (Whichmany agents may not care about and which will probably yield
little more than a technical fix to a technical condition. Much like giving our
friend with the sore hip a walking stick instead of a more necessary but
demanding operation. He may accept the help but it assists and perpetuates
the problem, rather than forcing our friend to actually confront and deal with
the problem.)
Given the way it focuses attention on the need for change, a construction
process like this can help to transform a solution and process-oriented condi-
tion into a “good problem” that fosters real state building (and the broad
and deep reflection and change this often requires). We see the importance
of this kind of construction exercise in the example of Swedish budgeting
reform:1
Technicians in the ministry of finance had been trying to introduce
technical reforms since the 1960s, looking to improve the management of
public monies, clarify relationships between central and local governments,
and discipline policymaking processes (to contain the growth in financial
commitments). They tried many international best practices between the
1960s and 1980s, including program budgeting, multi-year budgeting,
performance, and results budgeting, different types of accounting reform,
intergovernmental reforms, and management by objectives. These mostly
fell flat, and by the early 1990s Sweden still lacked fundamental elements of
a modern budgeting, accounting, or management system (including a
coherent budget calendar, ministry of finance responsible for spending,
shared accounting system, and more).
This all led to what theorists call a soft budget constraint, where public
spending was allowed to grow with very little control. This was a real
problem for Sweden, yielding it vulnerable to any shock and warranting
far reaching changes in the make-up of government (to provide capabilities
for expenditure control). It was treated largely as a technical condition,
however, until 1991, when the country was hit by a major economic
crisis. The crisis emerged in European financial markets but spread rapidly
to Sweden and wrought havoc on public finances, given the vulnerabilities
1 The discussion on Sweden’s case draws on work undertaken for Andrews (2015a) and reflecting
various sources, including von Hagen (1992), Premfors (1991), Olson and Sahlin-Andersson
(1998), Fudge and Gustafsson (1989), Burkitt and Whyman (1994), Brunsson (1995), Lundquist
(2001), Molander (2000), Mattisson et al. (2004), Wehner (2007), Pollittt and Bouckaert (2004),
Paulsson (2006), Miyazaki (2014), Molander and Holmquist (2013).
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that had worried experts. Welfare commitments could not be adjusted
quickly enough to respond to decreased revenues and soon the country
faced major deficits (at about 11 percent of GDP in 1992).
Most observers associated the “problematic” deficits with the broader
European crisis and high spending levels in the country (leading to calls
for spending cuts as the solution). A group of budgeting experts started to
construct a parallel narrative, however, that associated the soft budget
constraint “condition” with the crisis—in the hope of fostering deeper
reforms in the budget system. They worked with a respected German
economist to show that Sweden had the second lowest score on a key
index of budget system capability, on a par with Italy and Greece (neither
of which was considered a desirable comparator), proving that “we have a
problem.” Beyond this, they helped decision-makers understand the
academic studies showing that countries with higher scores on the index
had more capability to control spending (and avoid deficits). This helped
decision-makers see “why the problemmattered,” associating weak systems
with the painful deficits Sweden was enduring. They focused attention on
parliamentarians in this effort, knowing that these were the agents whose
support was most needed for change. Ultimately, these agents (and others)
came to care more—and see the conditions as problems—and a sense of
urgency entered the reform process, allowing far-reaching reforms.
This is a powerful example of how reformers can energize capacity building
efforts to go beyond mimicry and technical fixes and instead address the real
problems warranting change. We see problem construction achieve this focus
and attention in other engagements as well:
• One country, which we will call Nostria, was struggling to manage the
imbalance of demand and supply for justice, which manifest in a large
backlog in cases. The country lacked capabilities to manage this backlog,
and particularly to allocate public resources to the places where demand
was greatest. Donors had supported a project to create a case management
system that would help shore up such capability, but after five years the
project yielded nothing. Part of the reason was that the reform had been
framed as addressing a technical condition (“we do not have a case
management system”) that did not mobilize enough attention or engage-
ment across a broad section of affected agents whose support was needed
for reform. A small set of these agents remained committed to reform
even after this experience, however, and tried to reignite a case manage-
ment system project. Faced with a lack of enthusiasm amongst other
agents, they began constructing the problem as we suggest here, asking
why the lack of a systemmattered, to whom it mattered, and how it could
bemade tomattermore. The process was interesting, andwent something
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like this: “the system matters because we cannot determine where we
need new resources (judges, buildings, prosecutors, and more) without
the system”; “this matters because we cannot create effective budget
requests without knowing what to ask for (and being able to back our
requests up with real evidence)”; “This matters because we never get the
kind of money we need to manage justice, and our budget requests are
routinely turned down.” This characterization reflected on a performance
problem—rather than a technical condition—that was felt by a number of
agents involved in providing justice. It could be framed using real data
(showing gaps between budget requests and allocations) and personal
narratives (where agencies reflected on the frustration of repeatedly ask-
ing for and not receiving funds). As such, the reform team found this
framing very effective in drawing important agents into the reform pro-
cess, and in gaining support to kickstart a new reform process.
• Another government, in a country we will call Mantio, had been trying to
strengthen its capabilities to support private sector development. A small
group in the ministry of industry was focused on energizing a specific
underperforming sector of the economy, and identified the need to
improve the business climate faced by firms in this sector. It emphasized
policies aimed at improving the Doing Business indicators in this sector
(decreasing various kinds of regulatory burdens). This initiative was quite
difficult, partly because the group did not have authority over many of
the regulations it was trying to change: the regulations were under the
control of ministries like finance and land management, and various
municipal offices. These other agencies were not part of the reform pro-
cess, and did not see the need for the regulatory reforms. In essence, they
saw the poor performance of the sector as an accepted condition, and not
something that warranted major attention (or at least not something that
warranted their attention). The ministry of industry’s would-be reformers
initiated a problem construction process to address this malaise. They
started by identifying the problem as “having a weak Doing Business
score, given inefficient regulations.” When probed as to why this mat-
tered, however, they started offering new ideas: “Firms cannot grow in
this environment . . . and if they cannot grow we will not get enough jobs
or exports . . . and jobs and exports are sorely needed.” The group mem-
bers were asked to provide data showing the gap between where they
thought employment levels should have been in their chosen sector and
where employment levels actually were. These data were then used to
convince high-level government ministers and administrators and local
officials of the problem. Constructing the problem like this ensured that
these agents supported change, which accelerated in pace and deepened
over the next few months.
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Effectively constructed problems like these are intended to mobilize action,
but they could have the opposite effect if the groups involved in the construc-
tion process dwell only on the problem. There needs to be a positive balance to
such reflection; something that inspires and encourages vision. This is a lesson
we draw from the work on appreciative inquiry, which often presents itself as
the antithesis to problem-driven work. It advocates “collective inquiry into
the best of what is, in order to imagine what could be, followed by collective
design of a desired future state that is compelling and thus does not require the
use of incentives, coercion or persuasion for planned change to occur” (Bushe
2013: 1). We do not believe that this approach is in fact antithetical to the
problem-driven approach presented here, but rather emphasizes the import-
ance of the “other side of the coin” in doing such work—what will the
problem-driven work deliver? In reflecting this, groups doing such work
should follow their questions about the problem with an extra one designed
to foster positive views: “What will the problem look like when it is solved?”
In the Malawi example provided, the group should mention the fact that
school and health sector services would be stronger, and money would be
flowing to schools and clinics more effectively. The group would focus on
specific targets for improved stock access in clinics and textbook provision in
schools, once again reflecting on these targets for individual constituencies to
ensure the support of individual political representatives. Getting this support
allows a start to real action in the change process, which is crucial.
We saw evidence of this in the way the budgeting problem was constructed
in early 1990s Sweden. The group of officials who led this construction did not
leave decision-makers in a gloomy situation faced with just a problem (of a
system that that was prone to deficits). They used the data they had developed
to show that while Sweden looked like Greece and Italy at the time (and shared
these countries’ problems in controlling spending), reforms could help the
country produce systems like those in other European countries, where def-
icits were under control. This allowed them to construct an aspirational goal of
“problem solved”—where the country would not have deficits of 11 percent of
GDP but would rather enjoy low deficits or even surpluses. This communica-
tion did not downplay the urgency of the problem, but infused the urgency
with hope and vision. Similar visionary “problem solved” constructs proved
vital in the two examples just discussed:
• The Nostrian judicial reform group was quite overwhelmed by the size and
scope of the problem they faced (in accessing and organizing case data).
Their apprehension was also influenced by the fact that a prior project had
failed. This was partially overcome by asking them to construct a vision of
what the problemwould look like when solved, however. This empowered
positive discussion, where the group identified exactly what kinds of data
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would be available, noted that the data would help in determining what
resources would be needed, and explained further that the data would help
in requesting budgetary funds. Ultimately, they came up with estimates of
how much their budgets would expand because of the work, and how
many more cases would be passed each year because of these funds. This
measure of “problem solved” became what some leadership gurus would
call a “true north” goal for the group—foundational, motivational, and a
true measure of success.
• The Mantian officials also balanced their problem construction with a
vision of “problem solved.” This was done by estimating howmany of the
missing jobs could be generated in the underperforming sector they were
looking at, in six months, a year, and beyond, if reforms were forthcom-
ing. These estimates allowed the identification of a range of new job
creation levels that the group thought was possible from its work. It was
the first time that some members of the group actually saw their work
impacting something as significant as jobs (given that they tended to see
their work as administrative and bureaucratic). It was thus inspirational,
and injected some enthusiasm and added purpose into the exercise. The
“problem solved vision” was also crucial in getting support from politi-
cians who were motivated to support a problem-driven process but
needed a positive vision to frame the initiative.
We find that many efforts to build state capability do not construct problems
in this manner. These initiatives assume that problems are accepted and will
Table 7.1. Constructing a problem out of your 1804 challenge
What is the problem? (and how would we
measure it or tell stories about it?)
Why does it matter? (and how do we measure
this or tell stories about it?)
Why does it matter? (and how do we measure
this or tell stories about it?)
• Ask this question until you are at the point
where you can effectively answer the
question below, with more names than just
your own.
To whom does it matter? (In other words,
who cares? other than me?“)
Who needs to care more?
How dowe get them to give it more attention?
What will the problem look like when it is
solved? Can we think of what progress might
look like in a year, or 6 months?
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draw attention, and also that those working in the context have a vision of
problem solved. This assumption often proves incorrect, however, and agents
in the context lack motivation or disagree on what they should be doing.
This frequently plays out in failures to gain and maintain support or change or
to provoke the reflection needed to address wicked hard challenges. Given this,
wewant you to take a fewminutes (ormore) to construct a problemout of one or
more of the 1804 challenges you listed in the previous chapter (on 2015 and
1804 challenges). Use Table 7.1 as a guide in this process. We suggest doing the
exercise on your own first and then asking some involved colleagues or associ-
ates to do it as well. Then you can integrate each other’s work and develop a
combined version. This exercise will probably unleash some creative insight that
will help all of you better understand what you are dealing with. Good luck.
Deconstructed Problems Are Manageable Problems
Change processes that begin with this kind of problem construction will likely
yield immediate questions about solutions to employ. These questions can be
difficult to answer, because the problems are complex and the “right” solu-
tions are hard to identify. Reformers can get stuck at this point, given the
intractable nature of the problem: it is often just too big and thorny to make
sense of. This might lead to a push for preferred best practice solutions that
reformers are pretty sure will not build real state capability but at least offer
something to do. Our reformer in Malawi might still advocate a stronger ACB
as the solution to the defined problem, for instance.
To mitigate this risk, one needs to ensure that would-be reformers break the
problems down into smaller components that are more open to localized
solution building. This involves deconstructing the problem to reveal its
causes and then choosing solutions that address these causes. Deconstruction
like this helps tomake a “good problem” (where one can effectively “frame the
grievances of aggrieved constituencies, diagnose causes, assign blame” and
identify immediate options for redress (Snow and Benford 1992: 150)). In
essence, it turns a set of unmanageable challenges associated with any given
problem into a manageable set of focal points for engagement, where one can
ask what is going wrong and why, and look for workable solutions to these
problems. Deconstructing problems in this manner also helps one identify
multiple points at which to pursue short- and medium-term successes (or
quick wins), which are vital when dealing with a big problem that will likely
only be solved in the long run (and which is therefore not likely to attract the
needed short- and medium-term political support).
We propose using tools like the “5-why technique” and fishbone diagrams
in such deconstruction. These tools emerged from production process theory,
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especially from the experience of Toyota (Liker 2004; Ohno 1988). Toyota uses
the tools to scrutinize problems encountered inmaking cars, to ensure that any
remedies treat the root causes of these problems and allow production facilities
to introduce solutions that are sustainable (and mitigate against the recurrence
of the problem). This is how real capability is built in the Toyota Corporation,
where teams learn to“encounter aproblem,break it downandscrutinize it, solve
the root causes, and lock in the solutions so that the problem does not repeat
itself.” The tools require those involved in building state capability to ask,
repeatedly, “why” the problem was caused, and then chart the answers in a
visualmanner to show itsmanycausal roots. This allowsone to identifymultiple
root causes and to interrogate each cause in depth. Consider Table 7.2 to seehow
thismight focus theMalawi corruption in servicedeliveryproblem(reflectingon
just three potential lines of answers to the “why” questions).
The discussion encapsulated in Table 7.2 is only partial, of course, and one
could expect a number of answers to the leading question, “why is money
being lost in service delivery?” These strands or causal dimensions might
emphasize process failures, political interference in money flows, and more.
Each strand breaks down into a variety of sub-causes, which will all need
attention if change is to succeed and capability is enhanced. Different agents
will initiate different strands of thinking, leading to a more robust deconstruc-
tion of the problem when one works in groups rather than just doing the
exercise alone. We advocate including as many strands of thinking as the
group offers, and challenging those who suggest new “causes” and “sub-
causes” to provide evidence supporting the inclusion of such. For instance,
Table 7.2. An example of “5 why” conversations in action
Why is money being
lost in service
delivery?
Answer 1. Answer 2. Answer 3.
Funds budgeted for
services are disbursed for
other purposes.
Procurement costs are




























and have never been
improved.
Decisions to procure
goods are delayed and
delayed again, every year.
Local norms make it




We lack resources and






poor and depend on this
sharing.
Source: Authors’ example, intended for demonstration purposes.
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one might ask if there is evidence to show that “procurement costs are
inflated, leading to cost leakages.” This allows one to inform this dimension
of the problem, which is necessary to convince others that it requires atten-
tion. We would caution against prematurely excluding any causal issues
because they “don’t make sense” or “we lack evidence,” however. This is not
an academic exercise but rather a practical one—designed to flesh the problem
out as much as possible. If proposed causes seem difficult to defend, include
themwith an asterisk (suggesting they are pending further evidence) and keep
them in sight and mind (they just may end up emerging as important).
The many different strands or causal dimensions can be shown graphically
in what some call a fishbone diagram, which provides a visual deconstruction
of the bigger problems (as in Figure 7.1). The fishbone diagram specifies the
problem effect at the right, using data that helps stimulate attention. Potential
causes and sub-causes are shown as “bones on the fish,” with three illustrated
in the example—reflecting problems in fund disbursement processes, procure-
ment processes, and the private use of public funds by officials. Allowing the
identification of multiple bones will empower more agents to engage in
discussions of solutions, as it breaks often intractable and complex problems
down into manageable, bite-size pieces. For instance, it is easier to think of
potential solutions to close gaps in the disbursement system than it is to think
of solutions to the larger problem of “corruption.” This procedure will also dis-
abuse many of the notion that there is any one, cover-all solution to a
complex problem (as is implied in starting a commission to deal with
C1: Funds improperly disbursed
(evidenced by A)




System design was faulty,
and never improved
SC 1.1: Loopholes exist
in disbursement
Budget decisions are delayed
Systems lack key controls
SC 2.1: Procurement processes are
poorly implemented
Procurement decisions are delayed
Processes are often rushed
P: Money is lost in service
delivery (measured by X) leading
to service delivery failure
(measured by Y,Z)
C3: Local officials divert
resources to personal purposes
(evidenced by C)
Local norms make it appropriate to
‘share’ in this way
Local communities are poor and
depend on this redistribution
SC 3.1: Officials feel obliged to
redistribute public money
Constituents expect officials to
redistribute public money
Figure 7.1. Deconstructing complex problems in Ishikawa diagrams
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corruption problems). A real solution to big problems actually comes in the
form of many small solutions to the many causal dimensions of the problem.
We see exactly this kind of thinking in theway Swedish officials pursued their
budgeting reforms in the 1990s. As already discussed, a small group of technical
experts constructed the problem in amanner that ensured the support of parlia-
mentarians,ministers andmanagers.Once this supportwas inplace, however, it
would have been easy to despair; the budgeting problemswere expansive in size
and scope and it was difficult to knowwhere to start or what to do. The officials
did not use 5-why methods or fishbone diagrams, but their strategy at the time
shows a conscious effort to deconstruct the problem. This involved identifying
the main factors considered “causal” to the soft budget constraint problem
(which includedweak control over spending decisions, duplication of spending,
and confusion over roles in the budget process). The deconstruction process
involved various new actors, all contributing their views on “why” the budget
constraint was so soft. The process led to a manageable agenda of action, and a
broader constituency committed tomake the agenda a reality.
This process proved vital in the Nostrian and Mantian experiences already
described above, where “5 why” and fishbone methods were explicitly used:
• The deconstruction activity was a first for many in the Nostrian context,
and served to bring new agents into a fledgling team that included mem-
bers from a variety of affected agencies. These agents all had views on why
the justice sector could not create data-driven budgets, all of which led to
the identification of various “bones”: “we do not have some of the data we
need”; “the data we have are not reliable”; “we do not share the data that
exists”; “we do not know how to analyze the data that we have.” The team
members were asked to illustrate each cause with real evidence (showing,
for instance, which data were actually missing and which data were simply
in different non-sharing agencies). This evidence was often less than per-
fect but helped to convince everyone that the nominated cause was indeed
worthy of attention. The team then went into depth on each fishbone to
further interrogate the causes. In discussing “why” data were not being
shared, for instance, the team pointed to communication failures between
organizations, which stemmed frompolitical and bureaucratic tensions but
also from technocratic issues (like the fact that different organizations used
different statistical software that limited sharing potential). Ultimately,
within a few days, the team identified a number of causal strands in
which they could start thinking about action. They could see that there
was no single solution to the overall problem as well (and hence that the
“case management system” they had initially wanted was not a panacea).
• The Mantian officials were initially convinced that they could kickstart
their focal economic sector by addressing regulatory issues embedded in
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the Doing Business indicators. They decided not to simply assume this
“solution,” however, and embarked on a process of asking businesses
“why” employment was lower than it could be. The exercise yielded few
responses that related to the Doing Business regulatory issues. Instead,
it produced a list of over forty-two challenges that businesses in the
sector were facing, which the team of officials organized into a five
bone fishbone diagram (where “bones” referred to causal topics like
costs of employment, difficulties at the interface with government, costs
of engaging in trade, and constraints to innovation). Each major bone
represented a major cause of the problem, and additional bones showed
the sub-causes (as in the Malawi example in Figure 7.1). The officials were
quite amazed at the end of this exercise, especially by what they had
learned from asking “why” the problems were persisting (rather than
settling for a ready-made solution). Many of the forty-two challenges
were new to the officials and had not been on policy agendas before.
We find this kind of problem deconstruction both illuminating and
empowering. It forces would-be reformers and policymakers to interrogate
the problem that they often think they fully understand. This often leads to
a different—and more accurate—understanding of the problem. Beyond this,
the deconstruction process helps would-be reformers break the problem down
into smaller, manageable parts. This is encouraging to many reformers and
empowers practical thinking about where real reform can begin in the short
run (the kind of thinking one cannot dowhen reflecting on overly demanding
problems).
We do not want you to take our word on this, however. The value of this
approach is appreciated most when actually using the tools in an applied
context. Given this, we invite you to go through a basic exercise in decon-
structing your 1804 challenge (discussed in Table 7.1). Once again, we propose
working on your own initially and going through a “5 why” process to
identify as many causes and sub-causes of the problem as possible (use the
full-page Box 7.1 to do this). Then, build your fishbone diagram, showing the
causal strands (in blank Box 7.2). Get affected colleagues to do this as well, and
then come together and compare notes. Try and build a common fishbone
diagram, learning from each other’s ideas and building a fuller narrative of the
problem than any of you had at the start (in Box 7.3).
How does your challenge look now, compared with what you wrote down
in Table 7.1? It should be much more fleshed out or broken down than it was
before, into causal elements that you can seriously consider addressing. The
deconstructed problem should raise immediate questions: Where do I start in
trying to solve the problem? What do I do? How do I ensure that all causal
strands are addressed? The next steps in PDIA tackle exactly these questions.
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Box 7.1. MY “5 WHY” THOUGHT SHEET
Doing problem-driven work
155




Box 7.3. OUR COMBINED ISHIKAWA DIAGRAM
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Problem-Driven Sequencing Orders the Engagement
Deconstruction provides the basis for problem-driven sequencing in the change
process, where sequencing refers to the timing and staging of interventions and
engagement. Sequencing matters a great deal in the development process and
effective sequencing is key to doing PDIA. A failure to sequence effectively could
lead, in principle and practice, to premature load bearing (where change
demands are introduced before they can be managed by a targeted country or
organization). Most sequencing decisions in the development community are
solution-based, however, and involve introducing the “basics first” of a pre-
specified newpolicy or practice (often identified in an isomorphic way). Such an
approach does not ask whether these interventions address the problems in
place, however, or if “basics first” are even possible in the change context (or if
the “basics” are indeed always “basic” across different contexts) (Andrews 2006).
In contrast, problem-driven sequencing involves ordering engagements
based on a progressive approach to tackle problems, given contextual oppor-
tunities and constraints. The basic approach to doing this begins with recog-
nizing thatmost deconstructed problems take the form ofmeta-problems (with
many dimensions and indeed many problems making up the larger problem).
Solving these problems requires multiple interventions, which allows multiple
entry points for change. Each cause and sub-cause is essentially a separate—
albeit connected—point of engagement, and each causal dimension offers
different opportunity for change. We refer to this opportunity as the “space
for change” (other authors might call it “readiness”). This change space is
contingent on contextual factors commonly found to influence policy and
reform success, shapingwhat and howmuch one can do in any policy or reform
initiative at any time. These factors have been well discussed in the recent
literature on politically smart, locally led development (Booth 2011), and in
Brian Levy’s research on “working with the grain” (Levy 2014).We simplify the
observations from suchwork into a heuristic that reformers can use in assessing
“space for change” in any causal dimension area. This heuristic is not intended
as a scientific approach to assessing readiness for change, but generates a set of
important questions that reformers can ask when trying to assess where to start
an engagement and what kinds of activities to pursue. The heuristic points to
three key factors influencing the opportunity for change, authority, acceptance,
and ability (triple-A factors) (Andrews 2008; Andrews et al. 2010):
• “Authority” refers to the support needed to effect reform or policy change
or build state capability (political, legal, organizational, and personal).
Some change needs more authority than other change, and it is always
important to assess the extent of authority one already has—and the
authority gaps that need to be closed.
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• “Acceptance” relates to the extent to which those who will be affected by
reform or policy change accept the need for change and the implications
of change. Different types of change require different levels of acceptance
(from narrow or broad groups and at different depths) and the key is to
recognize what acceptance exists and what gaps need to be closed to
foster change.
• “Ability” focuses on the practical side of reform or policy change, and the
need for time, money, skills and the like to even start any kind of inter-
vention. It is important to ask what abilities exist and what gaps need to
be closed.
We assess these questions with different degrees of rigor, depending on the
context and availability of evidence on the status of each “triple-A factor.” At
the most basic, we will ask—for each sub-causal strand—what the authorizing
environment looks like and where authority for intervention will come from,
whose acceptance is needed to move ahead, and what kinds of abilities are
needed to make real progress. This calls for a descriptive discussion where
would-be reformers and policymakers are forced to reflect on the contextual
factors that actually shape what is possible. Various tools can be used in this
discussion, with a simple example provided in Table 7.3. This is meant to
structure a discussion on these factors amongst would-be reformers and pol-
icymakers and solicit estimates of the authority, acceptance and ability real-
ities they face. This kind of discussion is often quite novel for many, and the
resulting estimates are seldom if ever fully or even sufficiently informed.
Indeed, they require making assumptions about the behavior of others. We
believe these assumptions are part of doing complex policy and reform—
where we face uncertainty and opacity and do not really know all that we
need to know. The goal is to make as good an estimate as possible, in trans-
parent a fashion as possible, so that we allow ourselves to progressively learn
more about the context and turn uncertainty into clearer knowledge. As such,
we strive to record these assumptions as effectively as possible (to feed into the
learning discussed in the next chapter) in the last column of Table 7.3.
Findings will vary when these triple-A factors are considered in respect of
each causal dimension in the deconstructed problem. When considering
some sub-causes, for instance, reformers are likely to perceive that high levels
of authority, acceptance and ability are already in place, which suggests a large
change space or readiness for engagement. This is shown in the left Venn
diagram in Figure 7.2 (which provides an easy way to visualize change space
estimates and which shows that it is about having all three triple-A factors in
place, not just one). These large change space areas allow engagements that
can be heavily frontloaded, with bold efforts to resolve the causal issue in
question. In other words, they are entry points for aggressive reform. Perhaps
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these are areas related to slow procurement processes in the example we are
working through here (as shown in Figure 7.3), where significant change space
is thought to exist to address the key sub-causes: Procurement processes are
often half implemented; Procurement processes are often rushed; Decisions to
procure goods are delayed and delayed again, every year; Budget decisions
initiating purchase decisions are delayed.
Reformers will probably find less change space in other sub-cause areas, how-
ever, where there are gaps in one or more of the triple-A factors. There may be
questions about authority and ability to tackle the crucial sub-causes in strand 3,
for instance (as shown in the right hand Venn diagram in Figure 7.2 and in the
applied Venn diagram in Figure 7.3), where it is tougher to engage on the sub-
dimensions: officials feel obliged to redistribute money; constituents expect
Table 7.3. A basic triple-A change space analysis







Who has the authority to engage:
• Legal? Procedural? Informal?
Which of the authorizer(s) might support
engagement now?
Which probably would not support engagement
now?
Overall, how much acceptance do you think you
have to engage, and where are the gaps?
Acceptance Which agents (person/organization) have an
interest in this work?
• For each agent, on a scale of 1–10, think
about how much they are likely to support
engagement?
• On a scale of 1–10, think about how much
influence each agent has over potential
engagement?
• What proportion of “strong acceptance”
agents do you have (with above 5 on both
estimates)?
• What proportion of “low acceptance” agents
do you have (with below 5 on both estimates)?
Overall, how much acceptance do you think you
have to engage, and where are the gaps?
Ability What is your personnel ability?
• Who are the key (smallest group of) agents
you need to “work” on any opening
engagement?
• How much time would you need from these
agents?
What is your resource ability?
• Howmuch money would you need to engage?
• What other resources do you need to engage?
Overall, how much ability do you think you have
to engage, and where are the gaps?
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officials to redistribute money; local norms make it appropriate to “share” in this
way. This kind of observation should not lead to reformers dropping the area for
reform or policy engagement. Rather, it points to the need for early activities that
shore up the change space for more far-reaching second or third phase engage-
ments. These could include initiatives to sensitize local communities about the
costs of local patronage, or establishing coalitions among appropriately located
councilors andofficialswhomight authorize some reforms. Essentially, oneneeds
to grow the change space in such areas before filling this space with something
new (whether a newpolicy or idea or process). Growing the change space is itself a
key engagement in the reformprocess, involving specific activities that need to be
purposively thought out and introduced.
This approach will help reformers identify the kind of activities they need
to pursue in all cause and sub-cause areas of their deconstructed problem.
Many of the areas will warrant activities that grow the change space, whereas
others will allow more aggressive reform or policy adjustment because the
change space is already perceived as sufficient (as in the procurement area,
shown in Figure 7.3). Reformers should look for “quick wins” in this latter set



















Large change space No change space
No change spaceSmall change space
Figure 7.2. Showing the change space graphically
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(discussed in more detail in Chapter 9) and will likely help to grow the change
space in other areas.
We learned about this kind of sequencing when looking at cases like
Sweden’s budget reforms in the 1990s. While the reformers in this case were
not using the exact tools or approaches we recommend (they did not examine
the triple-A situation, for instance) they certainly took a similar view to
sequencing. They consciously front-loaded their early reforms in areas where
they had political acceptance and authorization, for instance, and where they
were building on ideas and abilities from past reform initiatives. They began
with substantive efforts to reignite 1980s initiatives to clarify intergovernmen-
tal spending rules, for instance, and to introduce a new budget calendar and
mechanisms to cut spending (where the calendar and austerity measures had
been piloted before). These provided quick wins, and built momentum for the
broader reforms. Other areas only saw visible change five to ten years after the
initiation however, when new laws shifted budgetary responsibilities from the
Parliament to the ministry of finance and introduced fiscal rules and related
innovations. The change space was not large enough to accommodate these
reforms in the early 1990s—because political acceptance was still only emer-
ging, the reformers needed to bolster their authority to act, and ideas and
other abilities had to be proposed, discussed, and tried out. Early steps to build
acceptance, authority, and ability yielded more change space in the mid and
late 1990s, and this was when more far-reaching change occurred. While
interventions were gradual, the entire reform process was always problem-














disbursed (evidenced by A)
C2: Inflated procurement
costs (evidenced by B)
SC 1.1: Loopholes exist
in disbursement
System design was faulty,
and never improved
Insufficient skills to
improve systems Budget decisions are delayed
Systems lack key controls
SC 2.1: Procurement processes
are poorly implemented
Process are often rushed
Procurement decisions are delayed
Local norms make it appropriate
to ‘share’ in this way
Local communities are poor and
depend on this redistribution
C3: Local officials divert
resources to personal purposes
(evdenced by C)
P: Money is lost in service
delivery (measured by X)
leading to service delivery





SC 3.1: Officials feel obliged to
redistribute public money
Constituents expect officials to
redistribute public money
No change space
Figure 7.3. Examining change space in different causal/sub-causal strands of a problem
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A similar sequencing approach also guided efforts to build state capability in
the other cases we have been discussing—Nostria and Mantia:
• The team working on building judicial capability recognized that some of
the causal areas in their fishbone diagram were not accessible for imme-
diate change. They could not, for instance, introduce ideas to improve
data sharing across the sector. This required them first building political
acceptance for the idea. They could also not immediately work to address
data gaps, given a lack of abilities to collect certain kinds of data in the
field. They could, however, start building these abilities to expand their
change space for future reform. They could also do more immediate
visible work identifying what data existed and using that data—even
when unshared—to construct a preliminary evidence-based picture of the
sector. This first step was intended to build change space in other areas and
help set the reform on a path towards solving the bigger problems.
• The Mantian officials went to work immediately on its five-bone fish-
bone, identifying the change space in all of the forty-two sub-causal areas.
It did this by listing the key agents needing to act in each area, noting
whether these agents enjoyed authority to act and would likely accept the
challenge, and determining whether policy vehicles already existed to
enable action. In a number of areas, this search showed the team that
some of the forty-two challenges had already been addressed—through
past policies or projects—and provided opportunities for “quick wins.” In
other areas policy vehicles existed and the team could push for quick
action to allow a second stage of these quick wins. In other areas the team
needed to build authority and acceptance to move ahead, which meant
starting with careful communications initiatives to engage other parties
and draw support to reform. Overall, this exercise helped the team iden-
tify what it was doing in all forty-two areas, stage some of these areas for
immediate action (and, hopefully, success) and prepare other areas
for more aggressive future engagement. The team built a spreadsheet to
note their assumptions in each area and to indicate the “next steps” they
proposed for each (which we will discuss in Chapter 8).
Problem-driven sequencing like this is both strategic and realistic, focused on
staging interventions to progressively solve the problem, given contextual real-
ities (rather than assuming these away or ignoring them). The focus is, overall,
on getting the problem solved—and this should be locked in as an aspirational
goal as early as possible, with specifiedmetrics that showwhat “problem solved”
actually looks like. Every entry point activity is intended to lead to this goal,
with some early steps growing the change space needed for future steps and
some aggressively filling the already-extant change space with new policy or
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reform initiatives. These aggressive early steps should yield the “quick wins”
that show the gains of change and point to the promise of more far-reaching
change in future. This helps to satisfy the twin need for reform plans that are
grounded and practical (addressing “what’s next” and “what’s possible”) and
visionary (tackling the big picture issues that authorizers often focus on).
Before moving on, take some time to think about the change space in which
you are acting with regards to the challenge identified in prior exercises in this
chapter. As with past exercises, use Table 7.4 to work on your own and then
with a group or team to reflect on, estimate, and note assumptions about the
authority, acceptance, and ability conditions in each sub-causal dimension of
your problem. Then modify your fishbone diagram (as in Figure 7.3) to show
the kind of change space you have in each area—and noting the kind of
engagement implied by such (aggressive engagement with new solutions in
existing space, ormore strategic engagements to build space, for instance). Use
Box 7.4 for this.
Where Does This Leave You?
Adoptingaproblem-drivenapproachtobuilding state capability is quite different
to the normal approach of pursuing a solution from the get-go. It is vital when
one does not knowwhat the “solution” is, however, andwhere there are no easy
or direct routes to building the state capability needed for implementation.
We believe that these complex situations demand a different approach,
where one identifies problems and finds solutions to the problems and then
institutionalizes those solutions. In a sense, this is like finding success before one
Table 7.4. A change space analysis for each sub-cause on your Ishikawa diagram
Describing your context (use









Box 7.4. CHANGE SPACE IN OUR GROUP ISHIKAWA DIAGRAM: WHERE SHOULD
WE START, WITH WHAT KIND OF ENGAGEMENT IN EACH AREA?
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institutionalizes such (which is the opposite of many efforts to build state
capability, which focus on introducing success through a new institutional
solution).
We expect that anyone actually pursuing the problem-driven approach in this
chapter will already find themselves looking at their state capability challenges
differently. In many of our engagements with development professionals, we
find colleagues enter with challenges that really reflect a missing solution: “we
don’t have a state of the art budget process” or “we don’t have modern teacher
monitoring mechanisms” or “we don’t have a functional anti-corruption bur-
eau.” Given this view, they tend to enter with some knowledge of the “right
solution” to their challenge: we can build state capability by modernizing the
budget process/teacher monitoring mechanisms/an anti-corruption bureau.
These colleagues leave the problem analysis phase of this work with a
completely different perspective on their challenge. They have constructed
the challenge to draw attention to the need for change and for real capacity
building, and deconstructed the challenge to make it more manageable, and
considered the contextual opportunities and constraints in determining
where to start and how to sequence engagements. Typically, this kind of
problem analysis empowers participants—especially working in their own
countries—to feel as if they can actually contribute to solving the problem.
This empowerment is itself a product of the PDIA state capability building
process, in that capability centers on confidence to do—and desire to do well.
Participants empowered in this manner are also impatient about what’s next,
however, and ask where the solutions are and how quickly they can start
implementing them. We hope that this chapter leaves you in a similar place,
ready to move on to thinking about iterative processes of finding and fitting






One of Matt’s students was a consultant working on a local government
project. He came to Matt with a specific concern. “I have a well thought-out
project design, based on a solution my firm adopted in a similar place a year
ago,” he said, “but I cannot get the community in this new locale to support
the work.”Matt encouraged him to start constructing and deconstructing the
problem that warranted his involvement in the community—first on his own
and then, when he felt he could state what the problem was, why it mattered,
and why it was festering, to engage with the community. He did this, and after
a month came back and said that he had learned various invaluable things:
first, the community could bemobilized around a problem they cared about—
and he had managed to identify such a problem with them; second, his initial
assumptions of the problem were mostly wrong, and the “solution” he hoped
to introduce would not have been possible or even effective; third, the com-
munity members themselves had a bunch of great ideas to work with. Motiv-
ated by this experience, he engaged different groups to try some of their own
ideas out, and some that he introduced based on his past experience.
Altogether, four different work streams emerged with groups trying different
“solutions.” They met monthly to discuss progress, and all four groups
adjusted their work based on the cumulative learning. After six months they
were focused on only two streams of work, where ideas had been merged
together and lessons accumulated into two potential solutions the commu-
nity was already implementing. The story is not complete, but progress is
being made.
As in the example, we believe that good problems mobilize actors to find
solutions to complex challenges like the one you have been working through
in prior chapters, partly because such problems point to “feasible remedial
action [that] can be meaningfully pursued” (Chan 2010: 3). The deconstruc-
tion and sequencing work helps to foster such action, allowing reformers
and policymakers to think about where they should act (where do we have
large change space, and where is it limited?), and even how (how do we build
change space or fill extant change space?). The challenge is still to determine
“what” to do when acting, however.
This is a serious challenge when dealing with complex problems, given that
thewhat answers are usually unclear—whenwe are honest about it, we have to
admit that we often do not know what to do when faced with complex
challenges in complex contexts. It is an even bigger challenge when an
externally identified best practice “solution” is offered to us, promising the
answer but quite likely to lead into a capability trap. This challenge can leave
one wondering what to do and how to manage the lure of best practices (or
isomorphic pressure to adopt such).
In response to this tension, we propose a core PDIA principle to inform a
strategy of finding and fitting the what answers in your situation. Put simply,
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we hold that the “what” answers to complex problems do exist and can be
found, but must emerge through active iteration, experimentation, and learn-
ing. This means that answers cannot be pre-planned or developed in a passive
or academic fashion by specialists applying knowledge from other contexts.
Answers must be found within the change context through active engage-
ment and learning.
This is not to say that ideas from the outside (and so-called “best practices”)
should not be considered as potential answers or pathways to building state
capability, but rather that even the most effective best practices are unlikely to
address all of the specific problem dimensions needing attention. If com-
pletely new to a context, they are also likely to lack the political acceptance
required to work effectively (see Andrews 2006, 2012). As such, these
“answers” must still be experimented with and adapted, through a process
that empowers the search for “technically viable solutions to locally perceived
problems” (Greenwood et al. 2002: 60). But what should this “find-and-fit”
process look like?
Why Experimental Iterations?
In trying to answer this question, we have been influenced by the literature on
incrementalism. This work is attributed primarily to Charles Lindblom (1959),
who referred to the policy-making process as one that entailed “muddling
through”—i.e. groups “find” institutional solutions through a series of small,
incremental steps or actions that are gradually introduced to address specific,
targeted parts of a problem. As Lindblom (1959: 301) explains, “A policy is
directed at a problem; it is tried, altered, tried in altered form, altered again and
so on.” Incrementalism can be linear, where one step leads to the next
predicted step and to the next step until a pre-planned solution is fully
adopted. This kind of incrementalism, however, will not hold up in the face
of the uncertainty of complex challenges, given that such challenges seldom
allow one to identify many steps ahead. Rather, these challenges demand an
iterative incrementalism, where the latter also involves taking small steps to
address problems—but where each step leads to some learning about what
works and what does not, which informs a next (and potentially different)
step to see if an adjusted action works better.1 The process is thus not perfectly
linear, because every step depends on what is learned in the step before—
which could be that a radical shift is needed or that the proposed path actually
makes sense.
1 Sabel and Jordan (2015) use the word “recursive” to describe a similar process.
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Iteration like this is similar to what some call the “try, learn, adapt”method
used by some leanmanagement gurus (e.g. Radnor andWalley 2008;Womack
and Jones 2010). The hallmarks of this process are simple: targeted actions are
rapidly tried, lessons are quickly gathered to inform what happened and why,
and a next action step is designed and undertaken based on what was learned
in prior steps. Think of an application in the 1804 journey westwards: a team
spends three days moving in a westerly direction, and then makes camp,
taking time to reflect on the obstacles and opportunities encountered and
lessons learned, and then decides on the next step (how long it will be, where
it will be, and who it will involve). Iterations like this continue until the
problem has been fully addressed (or, using the language of agile software
development, “requirements have been met” in the search for a solution).
The process should be seen as experimental, and probably involve acting on
multiple potential solution ideas at a time (instead of just one). It can also be
accelerated to ensure the change process gains and keeps momentum (tomore
or less degree, depending on where one is in the change process and what
problems, causes or sub-causes are being addressed). Trying a number of small
interventions in rapid “experiments” like this helps to assuage common risks
in reform and policy processes, of either appearing too slow in responding to a
problem or of leading a large and expensive capacity building failure. This is
because each step offers quick action that is relatively cheap and open to
adjustment; and with multiple actions at any one time there is an enhanced
prospect of early successes (commonly called “quick wins”).
The blend of cheapness and demonstrable success characterize what some
might call “positive deviations”2 in the process of building state capability,
and are important in contexts where change encounters opposition, which is
usually the case with government reforms in developing countries. The small
steps also help to flush out (or clarify) contextual challenges, including those
that emerge in response to the interventions themselves. Facilitating such
positive deviations and contextual lessons is especially important in uncertain
and complex contexts where reformers are unsure of what the problems and
solutions actually are and often lack confidence in their abilities to make
things better.
This approach is quite different to the conventional way state capability
initiatives are structured, in which specialists initially conduct studies to
decide on a “solution,” then design how the solution should be introduced
into a context, and then initiate implementation. Such phases in a linear
process, we believe, yields limited learning or chance for adaptation (whether




it is slow or big-bang in nature). An experimental, iterative process, in con-
trast, has the following characteristics:
• Multiple solution ideas are identified and put into action.
• Experimental, iterative steps progressively allow real (locally legitimate)
solutions to emerge.
• Disciplined, experiential learning and flexibility foster adaptation to the
idiosyncrasies of the local context.
Crawling the Design Space for Multiple Potential Solutions
Many reform and policy initiatives limit themselves to a narrative of two parts
when thinking about what to do in the face of a problem: (a) there is the status
quo, or the way things are currently done in the target context, that those in
the context know how to do but it has not solved the problem; and (b) there
are best practices in other contexts that are deemed to have solved similar
problems in those other contexts, but we are not sure how to do them in the
targeted place and time. Reform and policy change often centers on replacing
the internal current practices with external best practices. We believe that
there are more options for reformers to work with than just these two, how-
ever. A key principle of PDIA is to look for and experiment with multiple
alternatives.
We liken the idea to crawling the design space available to policymakers and
would-be reformers. Drawing from the ideation stage of design thinking
(Gruber et al. 2015; van Manen et al. 2015),3 the basic strategy here involves
requiring change agents to identify at least two ideas for change in the various
sub-causal dimensions they are trying to address. The ideas they are looking
for will vary in substance, depending on the available change space: new
practice ideas might be required where significant change space exists and
can be exploited; ideas to improve authority, acceptance or ability will be
more pertinent where change space is limited.
Change agents need to identify these various ideas, and then put them into
action to foster change. These agents might search for ideas, in different areas
of the “design space” shown in Figure 8.1, which helps to explain our
approach. It shows a stylized design space that policymakers and would-be
3 The initial steps of PDIA share a lot with design thinking process, where ideation follows
phases in which problems are better understood and constructed, through empathizing and
defining (similar to the construction and deconstruction processes discussed here). See the brief





reformers face when introducing new policy and reform ideas in response to a
complex problem (or when trying to build state capabilities to address these
challenges). There are two dimensions to this space, reflected in the axes of the
figure: horizontally, we reflect on whether an idea is administratively and
politically possible in the targeted context (have the solutions proved to
work in this context, such that the people in the context know how to
implement them?); vertically, we consider whether the ideas have proved
technically correct (such that they have been seen to solve the problem
being considered).
Existing practice is the first area of opportunity in the design space—denoted
by an “A” in the bottom right corner of Figure 8.1. We believe there is always
some existing practice or capability—whether this is a way of procuring text
books, reporting on finances, organizing classroom behavior or managing
pharmaceutical stocks in a district clinic. People in the context know this
practice, but we also know that the practice has fallen short of solving the
focal problem(s). Existing practice provides an opportunity, however, in the
lessons it holds about what works in the context (and what does not) and why.
D. External best practice
(to identify, translate, select
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Figure 8.1. The design space: where do we get ideas from?
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Initial work to find deficiencies in current practice thus identifies useful
starting points in the finding and fitting process. Common tools to help in
this process include gap analysis, program evaluation, site visits, immersion
and inspection initiatives (where would-be reformers and policymakers spend
time interacting with existing practice to get a better sense of how it works,
where it has failed, and why). Our would-be reformer in Malawi could suggest
examining current procurement processes to identify exactly where gaps
exist, for instance, and then try and close the gaps (see the approach to this
in Andrews and Bategeka 2013).
In many cases, existing practice also offers improvement opportunities that
could be used to initiate action. These opportunities can be identified by
engaging, in the field, with practitioners who often think about ways to
improve practices but lack incentives to share their ideas.4 These ideas might
emerge when our would-be reformer examines the procurement process in
Malawi, especially if she does so alongside local practitioners and asks them if
they have thought of ways to make the process work better. Whether the
improvements turn out to be successful or not, they are often the quickest
form of engagement that one can take in starting the process of addressing
problems—and they are also themost immediate arena in which one can force
action and learning in the process of building state capability. Existing prac-
tice is also the practice that agents in the change context know best, and
“starting form where they are” is a potentially empowering way of ensuring
these agents develop a properly constructed and deconstructed view of the
problem (better understanding why existing practices are not working) and
provide local ownership of the find-and-fit process.5
The next most accessible area in the design space is what we call “latent
practice” (shown as B in Figure 8.1). This is the set of potential ideas and
government capabilities that are possible in the context—given administra-
tive and political realities—but require some focused attention to emerge. This
attention could come in the form or Rapid Results type interventions, where
groups of affected agents are given a challenge to solve the focal problem (or
part thereof) in a defined period—with no new resources (Matta and Morgan
2011; Dillabaugh et al. 2012; Wilson 2013). In the example of Malawi’s cor-
ruption and service delivery challenge, one might instruct relevant agents to
act in a new way in areas where process gaps have been identified (like
establishing a quick way of tracking procurement requests and responses to
them). An example of this kind of activity comes from Burundi, where a rapid
4 This is central to the work on appreciative inquiry, where authors and practitioners believe that
local agents have positive ideas that need to be coaxed to the fore (Bushe 2013; Drew and Wallis
2014; Ridley-Duff and Duncan 2015).
5 See also Chapter 8 of Andrews (2013).
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results initiative focused on empowering officials to come up with creative
latent ideas to deliver school textbooks that had been sitting in a warehouse
for years (Campos et al. 2013). The officials went through various iterations in
working around this challenge, ultimately engaging parliamentarians to
deliver the books. The parliamentarians had always been available to do this
work, but had never been asked.
These kinds of initiatives can be incredibly motivating and empowering for
local agents, who get to see their own achievements in short periods. Ideas
that emerge from these rapid initiatives can also become the basis of perman-
ent solutions to existing problems (especially if learning processes are effect-
ively in place, as will be discussed shortly). Latent potential can also be
released when change agents construct a Hawthorne-type interaction where
the hands-on practitioners are included into some kind of real-world experi-
ment, and one hopes the awareness of being watched leads to behavior
modifications and new ideas (Schwartz et al. 2013). These ideas focus on
drawing ideas out of existing resources and agents, given the view that novelty
is always latent in such agents but needs to be coaxed out (in the same way
that juice is latent in an orange, and needs a good squeeze to be released).
The “positive deviance” domain (denoted by C at the top-right corner of
Figure 8.1) is a third area in which change agents can look for policy and
reform ideas. Positive deviance relates to ideas that are already being acted
upon in the change context (they are thus possible), and that yield positive
results (solving the problem, and thus being technically correct), but are not
the norm (hence the idea of deviance) (Marsh et al. 2004).6 For example, in
every town with high levels of infant mortality, one can identify a household
where no children die; they are the positive deviants, doing something that
others are not doing but that is effective in addressing the problem in the
context. As part of the search for policy and reform ideas, change agents need
to find these positive deviants, celebrate them, examine their successful prac-
tices (i.e. determining why they are different), and diffuse the core principles
of their success more broadly. The initial “finding” process offers a pragmatic
and immediate option with which to initiate any change process, and could
involve a search of evidence or practice (where change agents look for positive
outliers in a large data set or go to the field and look for positive real-world
experiences).
“External best practice” is the final idea domain we see as obvious in any
design space. This domain (denoted by D in Figure 8.1) is full of ideas outside
6 Marsh et al. (2004) define positive deviance as “an uncommon practice that confers advantage
to the people who practice it compared with the rest of the community. Such behaviors are likely to
be affordable, acceptable, and sustainable because they are already practiced by at risk people, they
do not conflict with local culture, and they work.” See other definitions and applications in
Spreitzer and Sonenshein (2003, 2004) and Dumas and Maggi (2015).
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of the change context that one has seen to address problems similar to those
targeted for attention. These are often the first set of ideas reformers and
policymakers look at and suggest. It is also typical for only one idea to emerge
at any given time from this domain as well, given a prevalent desire to identify
the “one best way” to do things. Many global indicators embed these ideas
and encourage their replication across contexts. Actually, there are usually
multiple external good or best practice ideas to learn from, and the find-and-fit
process should start by identifying a few of these—rather than settling for
one. In the case of Malawi’s corruption concerns, for instance, one could
identify ways in which Hong Kong’s anticorruption commission has dealt
with procurement and disbursement gaps, but one could also examine ideas
emanating from Botswana and South Africa. Once identified, change agents
need to translate the ideas to the change context—ensuring that the best
practice ideas can be communicated from their external context into the
new change context (explaining why the practice was done and how it was
done). This is often much easier to do when the best practices come from
similar contexts (and the “language” of government, society, and politics is
similar) (Andrews 2012). Once the external best practice idea has been com-
municated in this translated detail, it becomes a candidate for experimenta-
tion in the change context.
We advocate trying more than one new idea at a time in any change
context—much as 1804 adventurers would try two routes to get past a moun-
tain they have not yet bypassed. In some situations, one of the ideas will work
significantly better than the other(s) and stand out as the solution to be
diffused more broadly into the context. Our research and experience shows
that this is not commonly the case, however. Inmost cases of complex change
the process yields positive and negative lessons from each idea—with no
individual idea proving to be “the solution.” These lessons lead to the emer-
gence of new hybrids, or locally constructed solutions that blend elements
and lessons from experiments with all of the ideas.7 We see this in the
example of Rwanda’s municipal performance management system—one of
the ISS “success” cases investigated in the study referred to in Chapter 6
(Andrews 2013). It blends external best practice block grants with new plan-
ning ideas and revived old positive deviance practices in the Imihigo contract-
ing mechanism. The system could not have worked if only one idea was
employed, and it would not have emerged if Rwanda had not experimented
with many different ideas.
7 See Andrews (2015c). This account is echoed in the panoramic historical narrative provided by
Bayly (2004) of how particular states and sub-national institutions formed across the world in the
nineteenth century. Kennedy (2013) provides a related account of how the superior “problem
solvers” of the Allied forces “turned the tide” in World War II.
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We saw similar mixed solutions emerging in the examples discussed in
Chapter 7:
• Swedish budget and accounting reforms in the 1990s drew on many ideas.
Accounting innovations were largely an extension of 1980s reforms and
private sector practices that already existed, for instance. Important dimen-
sionsof theperformancemanagement systememerged fromexperimentsat
the local government level, which stimulated new latent ideas and
unearthed positive deviants. International best practices were also influen-
tial, especially in bringing multi-year budgeting and fiscal rules to the fore.
These various ideas were combined over a number of years, establishing a
budgeting and accounting system that looks quite different to any other in
Europe (or beyond), exhibitingall thehallmarks of a locally effectivehybrid.
• Solutions also emerged from various parts of the design space in Nostria’s
efforts to better manage judicial demand and supply. The reform team
found that most of the “missing” data was already generated by existing
systems, for instance, but steps were needed to ensure this data was
readily available (which led to practical steps to make the data available).
They also found positive deviants in the sector, where some agencies and
jurisdictions offered lessons to others in how to produce data andmanage
resources. They also learned lessons from a neighboring country about
how to use standard software packages to analyze data and build budgets.
Ultimately, their reform emerged as a blend of all these products, not a
pure product in either category.
• As discussed in Chapter 7, Mantian officials faced forty-two challenges in
their effort to promote economic activity in a poor performing sector. They
found some solutions in existing policies, programs, and policies, given
that a number of the challenges should actually have been resolved by past
initiatives. For instance, companies noted that they needed financial help
to innovate when in fact government had an active—but unused—
innovation fund in place. They also created pressure to foster latent prac-
tice, requiring agencies to report monthly on how they had addressed
challenges—and pushing relentlessly to ensure that solutions emerged
and were then institutionalized. They also experimented with various
best practice ideas promoted by international donors, as long as these
ideas actually addressed one of the forty-two challenges. The reform team
maintained a spreadsheet of all the “solutions” it was coordinating, and
whowas responsible for action in respect of each solution. The ideas in this
spreadsheet varied considerably (in terms of where they came from, who
they involved, what they involved, and how innovative they actually
were). This variation showed how much bricolage goes into producing
real state capability (to support private sector development, and beyond).
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The message here is simple: finding and fitting solutions to complex prob-
lems requires first identifying multiple ideas and then trying these out, in an
experimental manner, to allow the emergence of hybrids. The experimentation
process needs to offer significant opportunity for learning and adaptation—and
what some authors call bricolage (constructing a solution from a diverse range
of things, given lessons about what works and does not work in each).8 This
demands an iterative process which we will discuss next. Before getting there,
however, we recommend you use Table 8.1 to reflect on the various opportun-
ities you have to source new ideas that can help you find-and-fit solutions to
your challenge.
The table essentially asks you to first list the sub-causal dimensions of this
challenge and then think about the kind of substance you are looking for in
new ideas (e.g. Are you looking for a new policy idea or a way of expanding
change space by expanding authority, acceptance, or ability?). Following this,
there is a column in which you are encouraged to describe—briefly!—at least
two ideas you could act upon in two of the design space domains. We encour-
age you to do the exercise on your own and then with a group, and to try and
come up with at least two sets of activities you could quickly initiate to start
actively finding and fitting real solutions to your problems.
Table 8.1. A basic strategy to crawl your design space: looking for solution ideas
Sub-causal dimension
of my problem
What substance do we need from
any new idea?
a. New policy or practice to
fit into existing change
space
b. A way to expand authority
c. A way to expand
acceptance
d. A way to expand ability
How can we work to find ideas in at least two of








8 See, for instance, Christiansen and Lounsbury (2013) and Perkmann and Spicer (2014).
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What Do Experimental Iterations Involve?
You should note that Table 8.1 does not provide a specific solution for your
challenge. This will be frustrating for some, given that many popular policy or
reform processes strive to yield such solutions from an early identification
process. The solution then becomes the center of a project plan focused on
implementation. Plans usemechanisms like logical frameworks to identify the
steps required to turn the idea into a reality, locking one into a linear sequence
of action designed to solve the problem. This approach is considered good
practice for many in the development world, offering certainty about what
will be done, in a designated timeframe, and with known content.
This approach is not well suited to complex challenges, however, where we
do not really knowwhat the solution is, or what surprises we will encounter in
the context when we start any new initiative. It would be like the 1804
adventurers pre-identifying the exact route to take between St Louis and the
West Coast in 1804, even though no one knew where theWest Coast was or if
any particular route made sense. Such an approach often encounters its own
limits quickly, when reformers meet with unexpected constraints (like hostile
politics or capacity deficiencies, which act like unexpectedmountains or rivers
that impede their progress). At this stage, reformers and policymakers are
seldom equipped to respond to the realities they face, which certainly call
for a change in their implementation strategy and probably also require a
rethink of the solution they are attempting to introduce. Rigidities in the
logical framework approach make such adjustments extremely difficult, how-
ever, and often lead to periods where reforms and new policy initiatives
simply stagnate (given a lack of flexibility).9
A different approach is required when dealing with complex challenges—
where policymakers and would-be reformers can try new ideas out, learn what
works and why, adapt ideas, and repeat the process until a solution is found.
We call this experimental iteration.
This kind of process is driven by the urgency of finding and fitting solutions
to specific complex problems. Its aspirational end goal is thus defined by the
state one hopes to reach when the problem has been solved (which you
identified earlier, in Table 7.1). Given that chosen problems are complex,
however, it does not pretend that there is only one starting point or idea to
act upon, but rather that there are many entry points (as you would have
shown in Box 7.4) and multiple ideas to engage at each entry point (as
reflected in your thoughts in Table 8.1). It also does not assume that starting
9 This kind of observation is emerging constantly in development studies. See, for instance,




ideas will hold intact as ultimate solutions, and therefore that the goal is
simply to provide a linear chart to implement these ideas. Rather, this process
provides a structured, step-by-step engagement in which one tests ideas,
adjusts the ideas based on test results and lessons, and works progressively
towards shaping a solution that actually works.
One should be able to see the characteristics that lead us to call the process
experimental (where one is testing ideas that have not yet been finalized). The
approach should not be confused with a randomized controlled trial, how-
ever, where one tests an idea in a scientific manner, randomizing who receives
the “treatment” and attempting to control the messy influences of reality.
The experimental approach here happens in a specific context and in the
midst of reality, such that results are possible given the mess one is dealing
with. The approach is also accelerated and done in real time, with those
who will ultimately be the implementers. This gives some assurance that the
process—and ultimate policy or reform product—will be locally owned and
legitimate, and likely to lead to genuine improvements in state capability.
One should also be able to identify the characteristics that lead us to call this
process iterative (where one tries an idea out again and again, learning each
time, until the idea is properly specified as a functional solution to a nominated
problem). Figure 8.2 shows what the iterative process looks like in its simplest
form. The first iteration starts by identifying initial action steps (building on the
already-completed problem analysis and idea identification activities). The
initial steps should be highly specified, with precise determination of what
will be done by whom in relation to all chosen ideas, and predetermined start
and end points that create time boundaries for the first step. We propose
working with tight time boundaries at the start of this kind of work, so as to
establish the foundation of an action-oriented work culture, and to build
momentum.10 The boundaries help to define when action steps begin (stage 2
of each iteration), when the action stops and reflection begins (stage 3), and
when the iteration-check will take place (stage 4 of each iteration).
The action step stage should be easily understood. This is where our
Malawian reformers might take action to try some ideas out (initiating a
field visit to examine existing practice, or starting a rapid results initiative to
deliver text books, or trying out a new reporting mechanism that has been
seen to work in South Africa). Stage 3 reflection involves stopping after taking
this action and, in a group discussion, asking three questions: What was
achieved? What was learned? What is next? Stage 4 is called an iteration
check, where those involved in the work report to their authorizers on pro-
gress and lessons learned, and assess whether they have solved the problem (or
10 See Andrews (2015a).
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sub-causal dimension) they have been focused on. If the answer is yes (the
problem is solved), then there is no need to iterate further and the challenge
becomes one of stopping and diffusing the solution. If the answer is no,
however, the group moves into a second iteration—adapting its ideas based
on lessons learned and going through the same stages again. The group will
move closer to a workable solution as it passes through more iterations, with
more complex challenges requiring more iterations than other challenges.
Iterative experimentation like this mitigates the risk of making too many
assumptions about proposed solutions, or about the context in which one is
working. Every step provides an opportunity to test assumptions and tease out
any lessons about what works with specific ideas in specific contexts. It is a
process that many are using in other fields, and that development experts
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if problem is solved STOP
Figure 8.2. The iterative process in simple form
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We see many successful reforms adopting such process as well, including the
Swedish public budgeting reforms discussed earlier in this chapter (and
Chapter 7). Accounting innovations in Sweden were particularly subject to
an experimental process, starting in the 1980s when various local govern-
ments were encouraged to try using private sector accounting methods. Their
efforts were labeled “pilots” but were more reflective of the experimental
iterations described in this section: the local governments applied specific
tools in defined periods, stopped and assessed lessons learned in these efforts,
and then adapted the tools for another application. Observers note that this
kind of iteration continued for most of the 1980s and yielded useful and
usable accounting innovations that could be scaled up for implementation
in the early 1990s.
Experimental iteration like this was also used to foster change in the other
two examples of state capability building we have been referencing. One set of
activities in Nostria focused on sourcing judicial demand and supply data
from existing sources (remembering that their work began after a failed five-
year project that intended to introduce a new electronic case management
system). This is a stylized version of the first few iterations:
• The team identified potential opportunities in finding existing data and
specified a first step, requiring all teammembers to identify existing data in
their organizations and report on this at a teammeeting the next afternoon.
• The next afternoon they all camewithwritten descriptions of existing data.
After listing the existing data, the team reflected onwhat had been learned.
Lessons were simple but impressive: we havemore data thanwe thought; it
was quite easy to identify what we had; the real problem is that we do not
share it. Reflecting on these lessons, the team agreed that the problem was
not yet solved andmore iterationwas needed. It identified a next step: each
member should bring her data to a team meeting, the next day. The list of
available data and next step decision was shared with a senior official who
was overseeing the group, to ensure continued support.
• Thenextdayonlyhalf of the teammembershaddata to show, and thesedata
took the form of (generally) unusable reams of paper. The team reflected on
this, given prompting questions: What was achieved? What was learned?
What is next? Lessons centered on the political and bureaucratic walls team
members encountered when trying to access data to share, in their relevant
organizations (including the judiciary, prosecution, and ministry). Their
superiors simply did not allow the sharing (even though these authorizers
had committed their support to the initiative). The team members agreed
that these walls had been up for a long time and were a key reason for the
failure of prior efforts to establish case management systems. The next step,
they argued,was to engage thepolitical authorizerswhomtheyhad assumed
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were supportive of the work and ask for explicit permission to share. This
required a new and more aggressive strategy to explain the grave—and
shared—nature of the problem with the authorizers (which the team had
assumedwas alreadywell communicated but nowagreed could be presented
more aggressively). Teammembers immediately proposed a strategy for this,
and agreed to meet again two days later to compare results.
• Two days later the full team returned, with each member carrying an old
clunky laptop. Their superiors had jointly agreed that all data could be
shown to the full group but had to be kept in files in each laptop. This was
not the best mode of sharing, of course, but was a step ahead of where the
team had been two days previously. Team members thus opened their
laptops and began looking for their files, all of which were in Excel. Only
half of the group managed to find the files on their own, however, and it
became very obvious that the others could not work in Excel (even though
their official titles related to being in statistical or budget agencies). In reflect-
ing on this step, the team noted that more effective sharing modalities were
needed in the future (and decided a course of action to persuade authorizers
of this). They also noted the need to strengthen their own analytical abilities,
and started discussing options in the design space: they could approach the
World Bank to host a workshop (as best practice, perhaps), or ask the civil
service commission forhelp (existingpractice), or they could see if theirmore
capacitated team members could teach the others (building on their own
positive deviants). They agreed that the latter option was quicker, cheaper,
andmore accessible. Aworkshopwas planned for the nextweek, with one of
the teammembers identified as the primary instructor.
• The workshop took place a few days after it had been intended (given
common logistical and time management difficulties). It was a very
inspiring event, where peers empowered peers with new knowledge
(and were themselves empowered with new confidence). The team mem-
bers’ superiors all attended the closing of this workshop, and even invited
the media to attend (and take photographs). This led to interesting les-
sons for the team, which agreed that it had more authority and ability to
act and now knew more about what was needed. Half of the team mem-
bers felt that they could share all their data more effectively now, and
committed to do so before the next meeting. All team members agreed
that meetings should be regular and at consistent times, and scheduled
such for the beginning and end of each week, for the next six months.
• There were manymore iterations, some of which led backwards instead of
forwards and many of which generated difficult lessons. After seven
months of these iterations the team produced an Excel spreadsheet with
enough data to analyze national and provincial demand and supply and
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identify input gaps (where judges were needed, for instance). They could
build a budget that showed why new inputs were needed, which led to a
stronger request with the ministry of finance. The team was already
thinking about the limitations of Excel, however, and had enrolled in a
course on Access (a database software) with the goal of transferring their
data to this platform in the coming year.
A similar process was adopted in Mantria. The core teammet every few days for
the first few weeks of their engagement, taking steps to identify ideas and
responsible actors in all forty-two challenge areas on the fishbone diagram.
They built significant momentum in so doing, and after a month they had
developed an innovative spreadsheet detailing what was being done in all
challenge areas and who was responsible. Every meeting would involve a full
analysis of what was being done in each area, what was learned, and what was
next. Given the many actors involved in addressing all these challenges, the
team instituted amonthly schedule to ensure everyonewas able to check in and
report. The check-ins often led to vibrant discussion, sometimes involving the
responsible actors in different areas (who were invited to engage). For instance,
the coordinating team sometimes learned that responsible actors needed more
authority (or pressure) to act, and sometimes needed support with new ideas,
and sometimes tried ideas that didnotworkout—so the ideashad tobe changed.
After nine months of iterating, the team was able to show that all forty-two
challenges had been effectively addressed. They could also point to evidence
they had been collecting that showed the sector was growing and providing
more employment. This pointed to real progress in getting to the “problem
solved” goals set at the start, which led to a slowdown in the experimental
iterations. Interestingly, however, other groups across governmentwere starting
to use adapted versions of the coordination spreadsheet that proved so useful in
this work. This was itself an expression of expanded state capability.
These examples should show that experimental iterations are not necessarily
slow or slow to produce results. We believe, actually, that the iterations need to
be rapid and aggressive to build momentum and team spirit and to ensure
continued and expanded authorization (which we discuss more in Chapter 9).
The examples should also show that this work is not haphazard and informal.
It actually requires a lot of structure and discipline, and needs formal sanction
and support. The examples should also show that these approaches yield
many results in the short, medium, and long run. The staggered nature of
these results—which are often surprises—ensure that the process has continued
claims to legitimacy (which is vital when trying to foster contested state build-
ing initiatives that require bureaucratic and political support). Finally, the
examples show that experimental iteration yields opportunities to learn that
are crucial when pursuing wicked hard challenges. These lessons are often not
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forthcoming in more conventional linear project processes, which means that
contextual difficulties commonly go unidentified and untreated and ultimately
undermine project success. This was evident in both Nostria and Mantria,
where past projects had failed because of a failure to learn and adapt to difficul-
ties encountered in early iterations.
Although the benefits of experimental iteration seem very apparent, many
development organizations make it difficult for staff to pursue such approaches,
given the rigidity of Logframe and other linear planningmethods.We often hear
that funding organizations demand the structured, perceived certainty of a
Logframe-type device and will not allow projects to be too adaptive. In response
to this concern,wepropose anewLogframe-typemechanism that embeds experi-
mental iteration into a structured approach tomake policy or reform decisions in
the face of complex challenges. Called the Searchframe, it is shown in Figure 8.3.
The Searchframe facilitates a transition from the problem analysis into a
structured process of finding and fitting solutions. An aspirational goal is
included as the end point of the intervention, where one would record details
of “what the problem looks like solved.” In the Malawi example, we would
include an aspirational target relating hoped-for decreases in corruption-related
losses and improvements in service delivery in key sectors. Beyond this, key
intervening focal points are also included, based on the deconstruction and
sequencing analyses. These focal points reflect what the reform or policy inter-
vention aims to achieve at different points along the path towards solving the
overall problem. More detail will be provided for the early focal points, given
that we know with some certainty what we need and how we expect to get
there. For instance, the first focal points for Malawi might include “all disburse-
ment loopholes are identified” and “weaknesses in disbursement are fully
identified” and “we know what abilities are missing to address the diversion
of resources by local officials.” These are the focal points driving the action steps
in early iterations, and they need to be set in a defined andmeaningful manner
(as they shape accountability for action). The other focal points (2 and 3 in the
figure) will reflect what we assume or expect or hope will follow (perhaps
reading something like “we will close disbursement loopholes” and “disburse-
ments will reflect budgeted plans”). These focal points will not be rigid, given
that there are many more underlying assumptions, but they will provide a
directionality in the policymaking and reform process that gives funders and
authorizers a clear view of the intentional direction of the work.
The Searchframe, unlike a Logframe, does not specify every action step that
will be taken. Instead, it schedules a prospective number of iterations between
focal points (which one could also relate to a certain period of time). Funders
and authorizers are thus informed that the work will involve a minimum
number of iterations in a specific period. Only the first iteration is detailed,























































Construction (yields aspirational goal=’problem solved’)
Deconstruction and sequencing (yields pitstops to ‘problem solved’
in causal, sub-causal focal points, with starting point and aims)
Identifying ideas in all areas
Crawl design space of initial ideas, action steps
Time
Figure 8.3. The “Searchframe” as a Logframe alternative for complex challenges
Searchframe reflections en route to Focal Point 1 Searchframe reflections en route to Focal Point 2 Searchframe reflections en route to Focal Point 3
Assumptions we have made Assumptions we have made Assumptions we have made
Lessons we have learned Lessons we have learned Lessons we have learned
Adjustments we have made Adjustments we have made Adjustments we have made
will be told to expect reports on all of these check-in dates, which will detail
what was achieved and learned and what will be happening in the next
iteration (given the Searchframe reflections shown in Figure 8.3). Part of the
learning will be about the problem analysis and assumptions underpinning
the nature of each focal point and the timing of the initiative. These lessons
will feed into proposals to adjust the Searchframe, which will be provided to
funders and authorizers after every iteration. This fosters joint learning about
the realities of doing change, and constant adaptation of assumptions and
expectations.
We believe this kind of iterative process is both well suited to addressing
complex problems and meeting the structural needs of formal project pro-
cesses. As presented, it is extremely information and learning intensive,
requiring constant feedback as well as mechanisms to digest feedback and
foster adaptation on the basis of such. This is partly because we believe that
active discourse and engagement are vital in complex change processes, and
must therefore be facilitated through the iterations.11 We turn to some ideas
about this learning very shortly. Before getting there, however, we propose
that you stop and think about how experimental iteration might work in
helping you find-and-fit solutions to your challenge. We have two exercises
to help you in thinking about this. The first, centered on Table 8.2, requires
you to detail action steps in response to the ideas you wrote down in Table 8.1,
and provide time boundaries for a first iteration. The second, asks you to think
about building a Searchframe to use in communicating the intended path you
would propose to funders or other authorizers (showing themwhat the search
framework looks like, as of now, in your head). Box 8.1 is provided to give you
the chance to draw the Searchframe out (as is done in Figure 8.3), given the
work you have done in past exercises.
Table 8.2. Structuring your first iteration















11 See Marshak et al. (2015) and Babineau and Lessard (2015) who found that organizational
change in Canada’s health sector depended on building acceptance among those undergoing
change, which depended largely on creating active and agile dialogic processes. Other reading we
found useful in describing the importance and process of iterative reform include Tsoukas and Chia
(2002), Feldman and Pentland (2003), Abdollahi et al. (2015), and Dyba and Dingsoyr (2015).
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Box 8.1. THE SEARCHFRAME FOR MY FIND-AND-FIT PROCESS
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The Importance of Intense and Applied Learning
Complex challenges are commonly rife with unknowns, where information is
deficient and knowledge is limited. This is the reality with many of the
challenges in building state capability, especially in development: all we
know in many situations is that capability is lacking; we do not know why it
is lacking or what it will take to build the necessary capability. This poses real
constraints on most management strategies used in capacity building initia-
tives, which typically require designers and implementers to know more than
they do know (or could know). This is a sure-fire recipe for failure in policy,
programs, and projects. What is worse, when projects fail, the designers and
implementers of these policies, programs, and projects often do not know
why their initiatives failed even after the fact, given the continued lack of
information and knowledge.
We believe that capable states actually need information and knowledge,
and that efforts to build state capability should thus center on ensuring an
expansion of know-how. That is why every effort to build state capability
needs to embed learning as a key element.
We saw this clearly in a research project that tried to explain why some
health sector reforms build capacity whereas others did not.12 One of the
factors that set successful efforts apart was something we called “flexibility,”
a characteristic involving learning and being able to respond to lessons. This
was high when policies, programs, and projects: (1) produced evidence of
ongoing assessment of progress and results (not just periodic accountability-
based monitoring and evaluation); (2) ensured constant feedback on how well
key problems were being addressed, what lessons were being learned, and
what issues were being encountered; (3) created opportunities to adjust pro-
ject content, given lessons from ongoing assessments; and (4) showcased the
ideas emerging from learning and incorporated these into project activities
during implementation. We found that the average “flexibility” score for
more successful projects was 2.72, compared with 1.06 in the less successful
group (where 0 is the lowest and 4 the highest). This reflects the tendency of
more successful projects to facilitate learning and ensure responses to lessons
being learned—in real time.
Many readers might contend that this kind of learning is common in
development, and point to randomized control trials (RCTs) and evaluations
as ways in which learning is now institutionalized. The learning we are
advocating differs with the learning generated by these tools, however. RCTs
provide potential lessons about the theoretical validity of an idea in a controlled
12 See Andrews (2013: Chapter 7).
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setting, whereas ex post evaluations provide rear view lessons from already
completed initiatives. Both cost significant amounts and (generally) yield les-
sons to specialists working outside of the implementation context (in a more
theoretical domain). In contrast, we are talking about learning lessons about the
usability of ideas and validity of assumptions in specific contexts, learned by
agents engaged in doing the work in these contexts, and learned quickly with
the aim of feeding back into the process as design and strategy adaptations.13
The prior discussion of experimental iteration provided examples of this
learning in practice. In the Nostrian case, for instance, early lessons centered
on the availability of data in the justice sector, capacity constraints of statis-
tical experts, and limits to organizational authority. These lessons were gath-
ered in sessions by the team involved in the reform, who were encouraged to
reflect on experiences and observations they made while taking actions (given
three questions: “what was achieved?” “what was learned?” “what is next?”).
This reflective activity allowed what some call experiential learning, in groups,
and led immediately into adjustments to reform ideas and strategies.
Experiential learning like this (whichmight also be called “action learning”)
is the process of learning through experience, or by doing. It involves the
learner actively in a process of trying something and then reflecting on
experience, where the learner is both source and user of emergent knowledge;
as compared with many other approaches were the learner is a passive recipi-
ent of knowledge (and does not even have to use it). Such learning is not
common in many organizations, and must thus be consciously encouraged
and practically facilitated (Bamford et al. 2015; Senge 2014; Unertl et al. 2016).
Facilitation involves routinizing moments of reflection for groups involved in
the find-and-fit process (as is done in the experimental iterations) and provid-
ing reflective questions for these moments (to coax relevant lessons out of
agents). The questions can be general (as in the Nostrian example above) or
specific (where we would sometimes ask questions like “what did you learn
about your level of authorization?” or “what did you learn about the usability
of the idea you were experimenting with?”). The facilitation process should
also ensure that lessons are visibly and practically used to adapt the next steps
in any experimental iteration (such that those in the reform group can actu-
ally see the impact of their experience). In this respect, it is important to
13 Readings reflecting on this kind of learning in different organizational contexts include
(among others) Gertler (2003), Klein et al. (2015), Krause and O’Connell (2016), Kruger et al.
(2015), Lam (2000), Le and Raven (2015), Li and Armstrong (2015), Liu and Maula (2015), and
Yeniyurt et al. (2015). We particularly like Pulakos et al. (2015: 51) which addresses the importance
of iteration and experiential learning in results management reforms in governments. In reflecting
on successful reforms, the authors of this piece write, “Central to the intervention is that
organizational members need to intentionally practice and solidify effective Performance
Management behavior through a structured, on-the-job, experiential learning intervention that
yields meaningful behavior change.”
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incorporate measures to ensure that lessons are appropriately reliable. Reflect-
ing team discussions are useful in this respect (where one asks questions like,
“Does anyone disagree with that lesson?” or “Is there any supporting or
differing experience to share?”). This kind of reflection can help to triangulate
and interpret experiences from individuals to the group, increasing both
reliability of the lesson and buy-in to whatever implications the lesson has
for group behavior.
Interestingly, we find that routinized and regular lessons are often seen as
positive products of the PDIA process. Political authorizers in particular see the
value of lessons that help them “see” more effectively in any policy or reform
engagement. In a sense, this is like the value of a team of adventurers mapping
out the territory from St Louis to the west coast in 1804. Taking time to stop,
reflect, learn, and record the lessons about any new route allows others to
follow the route immediately, with less hassle and uncertainty, which gives
authorizers a greater scope of influence. Ultimately, the accumulated lessons
lead to a situation where complex problems like going west in 1804 are tamed,
becoming simple 2015 go west challenges.
Learning like this is not, however, common in many efforts to build state
capability. Furthermore, many risk-averse politicians and career bureaucrats
may resist this kind of learning—and the experimental process it involves—
before you can even get it going. Resistance often reflects a view that this kind
of learning lacks legitimacy, or that it will be undisciplined or ineffective (or is
just too difficult to do in hierarchical rule based organizations).14 This view
needs to be countered by an explicit and disciplined strategy to foster such
learning. This strategy helps to provide structure to the reflection activity
shown as stage 3 in each the iteration cycle (see Figure 8.2). It should specify
when the learning will happen in the iteration (creating the time boundary),
what the key learning questions will be, who will be involved, and how
lessons will be used. These questions are included in Table 8.3, which we
have left otherwise blank to help you think of a learning strategy in your
find-and-fit process. In filling the table out, reflect on the challenge you have
been discussing and the experimental iteration process you described previ-
ously. What are the questions you think are most appropriate to ask? Who
would need to be engaged? How regularly would you engage these agents?
How would you use the lessons learned?
14 We do not think that this kind or work is impossible in any context, although there is
evidence showing that it may be more difficult to introduce in certain contexts. Bamford et al.
(2015) find, for instance, that contextual pressures (like the appetite for change and cost of




Where Does This Leave You?
We have presented the thinking behind PDIA in many different countries,
and in most contexts the ideas we share are well received. The find-and-fit
straetgy here is considered common sense by many people we have presented
to and worked with. Some actually tell us they found the approach useful and
interesting but not new. At the same time, however, they will tell us that the
approach is not possible in their organization. “It may be common sense,”
someone once said, “but common sense is the least common of the senses.”
Themost common reason why people tell us they cannot do PDIA is simple;
“I will not get authorization for this kind of work.” This reason is particularly
common when talking with government officials in developing countries and
officials working in development organziations (like bilateral agencies, the
World Bank, regional development banks, or the OECD). We are told that
managers and politicians in these contexts will not support an experimental
process that will likely lead to failure before it geneates success. They do not
believe that their supervisors will see “lessons” as results, and end up saying
that they would love to work in this way but simply do not see it happening.
Youmay be in a similar situation as you finish the current chapter. Youmay
think that the ideas presented here seem sensible but very different to what
you normally do in your organization. They must, therefore, come acrosss as
unlikely to be supported. We do not want to leave you here, however, and we
do not want you to leave your thinking here either. The examples provided
here—from Sweden to Nostria andMantia—are real world situations in which
learning and experimentation were central to reforms in hierarchical, politic-
ally contested contexts where authorizers were also more adept to supporting
easy pathways to solutions. The find-and-fit process we are describing here was
possible in those contexts, however, and could be possible in your context
too. It depends on how well you manage your authorizing environment,
which is what we turn to next.
Table 8.3. Fostering experiential learning in your find-and-fit process
Key questions Your answers
What are the questions you think are most
appropriate to ask?
Who would need to be engaged?
How regularly would you engage these agents?





Managing your authorizing environment
A few years ago, one of us was working with an African government on health
issues. The health minister was committed to building public sector capability
to address women’s health issues (given problems with maternal mortality).
The minister assembled a team, and supported a problem analysis process
(complete with construction, deconstruction, and sequencing exercises).
She then supported the team in crawling the design space, which generated a
number of potential solutions to explore through experimental iteration.When
the team tried to initiate the first set of action steps, however, they ran into
trouble. Most of the steps involved actions taken in provinces, where governors
had significant power and where administrators weremore accountable to their
provincial authorizers than to the national minister of health. The minister
tried to build support from provincial governors but they were generally resist-
ant to the idea of working on the women’s health issues in an experimental
manner. Some of the governors asked why experiments were needed, and told
theminister her job was to provide solutions rather than identify problems and
propose experiments. Others noted that they had seen many pilots in the past
and were tired of the failure associated with such. In short, therefore, they
refused to authorize the work and the experimental iterations were stillborn.
There is a vital lesson from this story: one needs authority to undertake any
initiative aimed at building state capability, and this authority is often difficult
to attain. It is seldom located in one office or person, and is often harder to
lock in with risky work. One runs into this problem regularly with 1804
challenges, given that they commonly involve significant risk and uncertainty
and require engagement by many agents responding to different kinds of
authority. A third PDIA principle recognizes this fact and notes, therefore,
that every effort to address complex 1804 challenges must include an explicit
strategy to establish an appropriate authorizing environment.
This strategy cannot simply be to garner the general support of one or other
important authorizer, however. In the context of any effort to address a
wicked hard 1804 challenge, establishing the “appropriate” authorizing envir-
onment poses several specific challenges to would-be reformers, policymakers
and others engaged in building state capability for implementation. This
chapter discusses these challenges, and offers practical ideas to meet them.
It starts, however, by providing some background discussion on what the
authorizing environment involves and why it matters.
Why the Authorizing Environment Matters
Authority is a key focal point in the literature on organizations. It has enjoyed
prominence since (at least) the seminal work of Max Weber, which examined
the ways in which social and political power were exerted in society (Weber
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1978). Weber proffered a social–political view of authority, presenting it as the
exercise of influence and control by some agents over others in social settings.
Thisauthoritycouldbe exerted throughcharismatic individuals (whosepersonal
traits fostered influence), those holding traditional positions (where customs
defined influence), or people enjoying stature because of formal rules (where
influence was associated with a legally determined and conferred position of
authority).Whereas there are obvious differences inwhere power comes from in
these models (and how power is legitimized), they all essentially describe how
some powerful agents influence and shape the behavior of other less powerful
agents—constraining some activities while encouraging or supporting others.
Given the way authority constrains or supports certain behaviors, it must be
said that authority structures have huge implications for what organizations
do, how they do these things, when, where, and with whom.1 In a prominent
paper on the topic, Fama and Jensen (1983) identified these many manifest-
ations, noting (for instance) that authorizers influence which projects are
chosen, how obedience is exacted from subordinate employees, which actions
are approved and ratified, who gets rewarded for what, and how. Similar mani-
festations are common in public organizations, where authority structures
shape what is possible when trying to build state capability.2 Powerful people
(and processes that empower these people) determine what capability can be
built, for instance, who will be involved in building this capability, how the
process will work, how long it will continue, and what it will involve.
This means that would-be reformers need to pay attention to authority
structures when they initiate any effort to build state capability. This is not
news to those working at the coal face of development, in governments or in
development organizations. It is indeed a central theme of the work by
authors like David Booth andDavid Hulme (Faustino and Booth 2015; Routley
and Hulme 2013). This work emphasizes the importance of navigating the
local authorizing environment to ensure any initiative is locally led (or
authorized) and politically smart (meaning, inter alia, that it has broad sup-
port and authorization). Authors like Mark Moore have been emphasizing the
importance of navigating the authorizing environment for an even longer
period, noting that any initiative to produce or improve public value needs to
go beyond an individual with a good idea (Moore and Khagram 2004: 9): “It
[is] not sufficient for a public manager to have his or her own view of public
value; others ha[ve] to share it. In particular, the group of people in positions
that could confer legitimacy and provide financial support to the manager
1 See, among others, Aghion and Tirole (1997), Bolton and Dewatripont (2013), Etzioni (1959),
Guillén (1994), Presthus 1960).
2 See Dodlova (2013), Herbst (2014), Hughes (2013), Meyer (1968), Olsen (2015), andWang and
Ap (2013).
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would have to agree with the conception of public value that was to be
pursued.”
It is not easy to build authorization to act, however. Authorizing environ-
ments are commonly fragmented, and difficult to navigate.3 Policies, programs,
and policies typically cross over multiple (or overlapping) jurisdictional
domains in which many different agents and processes act to constrain or
support behavior. Authorizing structures often vary vertically as well, with
agents at different levels of an organization or intergovernmental structure
enjoying control over different dimensions of the same process.4 Consider,
for instance, the example with which we started this chapter, where provincial
governors were able to undermine a process that was supported at “higher”
levels by the national minister. This fragmentation is likely greater with com-
plex state building challenges that involve many agents and organizations.
Informality often reigns in these challenges as well, manifest in personality
and relationship-driven authority structures. These structures are seldom well
known, especially to outsiders, which makes it extremely difficult to know
who really authorizes what in any context.5 Whether formal or informal,
authority structures are often also fickle and inconsistent. Authorizers will
sanction new activities for many reasons, and may lose interest or energy or
patience for many reasons as well. This means that one is never guaranteed
continued support from any authorizer for any period of time, nomatter what
promises are made. Unfortunately, many project managers working for devel-
opment organizations or in governments involved in reform learn this the
hard way, when an initially supportive minister stops supporting a project
soon after it begins.
The fickleness of authority is most evident when dealing with risky change
initiatives that will almost certainly have unintended (or unanticipated) con-
sequences. This should not be surprising, however. New institutional scholars
remind us that authority is often given to those with power (or entrusted by
the powerful).6 These individuals are seldom appointed to their positions
3 Distributed authority is common in many policy areas and countries. Frosch and Kaplan (1999)
note that authority structures are shared in areas like clinical medicine, for instance, and Lieberthal
and Lampton argue that fragmented authority structures are a main feature of Chinese bureaucracy.
Janowitz (1998) even argues that complexity has led to fragmented and distributed authority in
military settings, commonly assumed to have extremely centered authority mechanisms.
4 See descriptions of varying authority structures, especially dependent on differences in culture
and social and governmental structure in Cartwright and Cooper (1993) and Horling and Lesser
(2004).
5 See Chapter 3 in Andrews (2013) and the instances of legal pluralism and development
conveyed in Tamanaha et al. (2012).
6 This thinking is reflected in work on the paradox of embeddedness, which suggests that those
most embedded in any context typically have power in such, and are simultaneously probably
most averse to change. The paradox is that they are needed to effect change, given the authority
they provide. See Greenwood and Suddaby (2006), Pache and Santos (2013), Seo and Creed (2002),
and Waddock et al. (2015).
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to foster dramatic change. They are, indeed, much more likely to support
maintenance of the status quo, and hence resist dramatic change and the
risk this involves. Furthermore, they are unlikely to entertain potential failure
and uncertainty associated with complex challenges. As discussed in
Chapter 5, this kind of authorizing environment is not conducive to novelty
or supportive of the PDIA-type change process.
We do not believe that this should be the end of the story, however, or
signal the death knell of PDIA-type initiatives (or any development initiatives
dealing with complex change). As already discussed in this book, there
are many examples where governments have adopted PDIA-type processes
to foster deep change. These initiatives take the authorizing environment
seriously, treating authority as variable rather than fixed, as an important
influence on the change space that can be expanded with well-structured
strategies (as discussed in Chapter 7). This is how we want you to think about
authority and the authorizing environment, as we discuss dimensions of a
dynamic authorizing environment strategy necessary to facilitate PDIA-type
initiatives. These strategic dimensions require attention to three questions:
• What authority do we need?
• Where can we find what we need, given how authority is structured?
• How do we get the authority we need, and grow this authority over time?
What Authority Do We Need?
Questions about the authorizing environment always arise when we are
teaching about PDIA. As mentioned, these questions tend to be infused with
pessimism—participants question the likelihood of getting the authority
needed for this kind of work. In response to this pessimism, we often ask
participants to tell us their general experience with getting authority to sup-
port policies, programs, and projects, as well as their most positive and nega-
tive story about getting and keeping authority in a change process. Most
answers are quite depressing, with participants noting how hard it is to ensure
proper authorization of any change process (whether using PDIA or more
linear project management mechanisms). The horror stories tend to tell of
reform champions committing to a project and then withdrawing support
shortly afterwards, or who were relieved of their position mid-way through
the process and replaced by a less supportive non-champion authorizer. The
most positive stories are about reform champions who actually hold interest
and office for long enough to support initiatives to the end.
These answers reveal a lot about the strategy commonly adopted to attain
authorization for policies, programs, and projects aimed at building state
capability (Andrews 2013). First, the strategy is very narrowly focused—on
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getting authorization from high-level authorizers like government ministers.
Second, the strategy is often general in nature—on “getting support”—with
little definition of what is actually required from the authorizer(s). Third, the
strategy is quite fatalistic—the high-level authorizer either pulls through and
actually provides whatever support is needed or does not.
We believe that versions of this kind of narrow, general, fatalistic strategy
are common in development. Such a strategy may even be appropriate for
certain kinds of initiatives. Consider, for instance, the strategy to go west in
2015 (discussed in Chapter 6). This involved hiring a car and following a map,
with minimal authorization required (by someone who could pay for the car).
There was no need to authorize risky activities, or to support actions that could
lead to failure. The authorizer simply needed to say “yes” at one point in time,
allocate minimal resources at that time, and step back. Nothing more. This,
arguably, is the kind of authorization one needs when undertaking simple
logistical tasks, where one knows the solution, has full information about the
challenge, does not require special skills or resources, and is not dealing with
high stakes or risky business.
This is not the kind of authorization one needs to tacklemore complex 1804
challenges, however. These challenges pose many more demands on those
who provide authorization—and the processes through which they provide
this authorization. Consider how much the 1804 Lewis and Clark expedition
needed to make a full trek across the western half of the United States (as
discussed in Chapter 6): a significant amount of money from Congress (with
no promise that it would be used well or repaid); a number of specialized
public officials and soldiers to be released from their other duties for an
indeterminate period of time; permission for those mid-level officials to nego-
tiate in the name of the government when encountering native tribes; the
right to set up camps and bases along the route, and to pass through territories
that were already inhabited; permission to hunt in already-settled areas; food
and resources en route; horses, boats, and other vehicles to use to get past
obstacles and cover long distances; assistance from guides and translators
along the way; help from unknown and potentially hostile tribes; and more.
This list of needs is obviously not as long as the de facto list from the actual
expedition. The expedition list was also probably not complete at any design or
preparation or planning stage when Lewis and Clark were engaging with their
champion, President Thomas Jefferson. The experimental nature of their jour-
ney meant that they would certainly encounter other needs along the way that
they could not present before the president at the start. This meant that the
president had to accept that there would be more needs that he would need to
authorize, and also that he would have to be open to Lewis and Clark looking to
others along the way for authorization (like local chiefs). This meant that
Jefferson had to provide what we call “flexible authority” and “shareable
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authority” (where he would be willing to entertain emergent authorization
requests and allow the engagement of other authorizers, giving up some of
his own control and ownership in the process). He also needed to provide what
might be called “grit authority,” which is steadfast and patient, and ready to
explain short-term failures to naysayers (given that these failures must be
expected in such challenges).7 These are additional needs for any group embark-
ing on a complex and unpredictable journey to address 1804 challenges.
We believe that anyone attempting to launch an effort to build state capabil-
ity should take stock of the kinds of authority needed, before starting and at
regular intervals during the journey. This stands in stark contrast to the fatalistic
approach where one assumes that the authorizer will work out what you need
support for and simply provide it (or not). These needs often include decision
rights over the reform agenda, specific people, time, money and resources, legal
and regulatory matters, mechanisms to suspend or amend unhelpful processes
and rules, and more. This is a demanding list, but it is perhaps not as demand-
ing as the key elements one actually needs to tackle complex challenges, when
experimenting to find and fit new solutions: “flexibility” and “shareability” and
“grit” (or patience)—as noted above—from those providing authorization
(where the last characteristic relates to the ability of an authorizer to manage
waiting periods, failure, and changes in direction, given a passion for attaining
the long-term goal). These are key attributes of supporters who create what
adaptive leadership theorists call the holding environment (where support is
provided for those working on the policy, program, or project “in spite of the
divisive forces generated by adaptive work” which could include failure, the
learning of uncomfortable lessons, or other disruption (Heifetz et al. 2009: 305)).
We believe that these needs can be met in change processes. We see
examples in the Sweden budget reform example and in the Nostrian and
Mantian cases (as discussed already, and built from Chapters 7 and 8):
• The Swedish reforms required significant authority from Parliament to cede
some power to the executive. It required the minister of finance to allocate
top people to change processes for a number of years. It also required a
patient wait for nearly five years before new laws were introduced to
institutionalize changes. These and other needs were not easy to satisfy,
but were satisfied over time given specific strategies adopted by reformers.
• The Nostrian judicial reform team comprised experts from across the sector,
in agencies that usually did not work together. The team needed authority
7 We build on the idea of “grit” in the management literature. This concept has been headlined
in research at the University of Pennsylvania, which finds that grit (defined as “perseverance and
passion for long term goals”) is a key ingredient to success in complex projects, such that “the
achievement of difficult goals entails not only talent but also the sustained and focused application
of talent over time” (Duckworth et al. 2007: 1087).
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from all the heads of these agencies to meet regularly, work together, and
share information. They needed these authorizers to accept that their
reform process was experimental and did not offer immediate solutions as
well, and that they would be working on a project with no clear solution or
pay off. These needs were difficult to meet, but they were met over time.
• The Mantian reform involved agencies across government working with
private companies. The coordinating agency needed to ensure the
involvement of all these other players, keep them involved, and push
them to allocate time and resources to a specific set of reform demands.
The coordinating team did this under the auspices of a minister who had
to be patient in waiting for results, spending political capital before
knowing the return on such. These needs are commonly hard to meet
but were met in the reform process.
The basis of any strategy to get and keep authority to do PDIA (and any other
complex and contentious state building activity) is to maintain awareness of
the authorization needs of the initiative. Table 9.1 is provided to help you
think through the needs in respect of the challenge you have been working
through (in Chapters 6–8). Take a fewminutes to think about these needs now
and generate a list in the table. Include some descriptions of the “flexibility,”
“shareabilty,” and “grit” needs you might have—i.e. where you need an
authorizer who is flexible in her support, open to sharing authorization, and
patient with experiments.
We do not expect you to identify an exhaustive list of needs here, given that
there will be emergent needs as you progress through your iterations. Further-
more, your list will always be based on many assumptions. We do anticipate,
however, that in PDIA one will need to allow for regular opportunities to
reflect on both the list content and its underlying assumptions. In particular,
we propose that this list be part of the iterative check in every iteration cycle
(discussed around Figure 8.2), where you can update your understanding of
Table 9.1. What are your authorization needs?
Potential categories Your answers
Your own time and effort









authorization needs (and assumptions) at regular intervals and engage author-
izers about this. Chapter 8 recounts an example of this kind of update in
Nostria, where the reform team realized mid-stream in an activity that they
needed authorization to share data: they discussed this need with their
authorizer, and constructed a strategy to get the authorization. In the spirit
of this example, the content of Table 9.1 should be dynamic—but a good start
should help you think carefully about what you need right now, which
informs your steps to attain the relevant authorization to start your work.
Where and How Does One Find the Needed Authority?
Our guess is that you have a long list of needs in Table 9.1, given that you have
been addressing an 1804 challenge and not a 2015 challenge. Challenges in the
1804 category typically have a lot of needs, and are thus very demanding on the
authorizing environment. Therefore, an active strategy tomanage one’s author-
izing environment cannot stop with listing authorizing needs; one also needs
to ask where the authorization will come from to meet these needs.
As already discussed, in our experience, many would-be reformers look for
authorization from the top officeholder of the organization proposing change.
An effort to build state capability through budget reforms, for instance, com-
monly looks to the minister of finance as the authorizer. In the example at the
start of this chapter, the health sector team looked to theminister of health for
authorization. The assumption is that this officeholder sits atop a hierarchical
bureaucracy in which decisions are made at the top, communicated down-
wards, and implemented as ordered.8 This assumption draws on (what we see
as common) views that governmental bodies are bureaucratic hierarchies
characterized by effective downward authorization mechanisms. These
could be informal mechanisms (like the charisma or political persuasion of a
minister) or formal mechanisms (including line management and delegation
mechanisms that foster unity of direction and command). One expects that
authority does emanate from the top of the organization in these structures, as
in Figure 9.1 (a simple hierarchy with downward lines of command that pass
seamlessly through levels of management, until they reach the lowest levels).
8 This thinking reflects the assumption of an “ideal type” bureaucracy (Weber 1978) or an
administration organized along the lines of classical theory (Gulick 1937). This kind of thinking
leads to management strategies that Nutt (1986) describes as “implementation by edict.” A vast
literature shows that this approach has limits in most contexts, however, because there are no
“ideal type” bureaucracies, and authority seldom works this simply (Clegg 2012; Ezrow and Frantz
2013; Im 2014). In many senses the emergence of new public management, public choice, and
other reform types was because of failures in traditional bureaucracies, which signaled limits to this
kind of thought.
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This expectation of effective downward authorization is often not met,
however, and the authorization falls short of what one needs or hopes for
(Horling and Lesser 2004; Nutt 1986). There are many reasons for this. Some
are illustrated in Figure 9.2 (with examples from various countries and sectors
evident in recent articles):9
• Most officeholders in public organizations actually have limited personal
authority in their organizations, and find their efforts to impose such
quite ineffective. Career bureaucrats who have been in the organization
for long periods commonly stop the flow of these officeholders’ com-
mands down the organization (as shown by marker A in Figure 9.2).
Personal charisma is not very effective in overcoming these kinds of
structural gaps, especially in large organizations.
• Most bureaucratic organizations do not have the “ideal type” lines of
command required for effective hierarchical authorization (shown by
marker B in Figure 9.2). There are breaks in these lines (where mid-level
managers simply fail to transmit commands) and deviations from such
(where mid-level managers actually transmit different commands, exer-
cising their own authority in mini-fiefdoms that are, de facto, not under
the high officeholder’s authority). Many bureaucracies lack feedback
mechanisms flowing upwards to inform high-level officials of these gaps
and deviations, which allows breaks in command to fester.
High-level officeholder
Clear levels of authority
Clear, consistent
lines of command
Figure 9.1. The common assumption of ‘ideal type’ hierarchical bureaucracy
9 See, for example, Campbell (2012), He (2012), Jones et al. (2013), and Poole (2016).
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• Organizations not only have line authority systems (where commands
flow downwards, typically, to ensure a goal-orientation exists); most organ-
izations and governments also have staff and function authorizing mech-
anisms in place. Staff authority mechanisms shape the way resources are
used, and functional authority mechanisms allocate authority for specific
types of activities to specific groups. The different mechanisms commonly
clash (as in marker C in Figure 9.2). For instance, an agent may be told to
spend money on a particular project by a line supervisor (even the minis-
ter) but the budget department may not allow such spending given the
rules they have for disbursement, and a functional team leader may lay
claim to the funding for a special project. This kind of clash frustrates the
flow of downward authority (often purposefully) and imposes limits on the
authority of even the most influential high-level officeholder.
• Agents in organizations often have to deal with competing voices (or lines
of authority) as well (illustrated through marker D in Figure 9.2). A local
government official working in the health sector, for instance, may be
taking orders from both the minister (through the ministry) and a local
government official (the mayor or town clerk, for instance). Lines of
command can exist outside of these competing bureaucratic structures
as well, with commands also emanating from professional, political,
religious, familial, and other domains (where agents are given directives
on how to behave, who to serve, what to prioritize, and more by author-
izing agents in the many domains they inhabit outside of their formal
job). These competing voices can dilute influence of a communication
line from any one source.
• Frequently, there are also tensions between those holding high-level office
in different organizations or parts of the same organization (as reflected
in E in Figure 9.2). Ministers and top managers are often political or pro-
fessional competitors, or sit together in other settings (political parties,
cabinets, boards) and can see each other as subordinates or superiors.
This means that any one minister or manager may in fact be taking orders
(formally or informally) from another minister or manager in a different
organization. This obviously complicates authorization structures.
• Most organizations are part of broader sectors or networks in which
many authorizing structures are at play (see F in Figure 9.3). This further
complicates any views about authority. It is seldom possible for a
hierarchy in a shared ecosystem to define its entire authorization struc-
ture or to contain the overlap of other authorizing mechanisms and
influences. These influences can fragment internal authorizing mech-
anisms or introduce confusion about what is authorized and what is
not authorized.
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This discussion is not meant to frustrate or frighten you as a reader! It
is simply intended as a reminder that authorizing structures are complex
and we cannot assume that one authorizer will fulfil all our needs. There
are many reasons why even the most well-meaning high-level office-
holder will not be able to authorize all we need when doing active state
building work, and we should acknowledge this upfront. Instead of only
depending on individual champions for authorization, therefore, we
should make a habit—and discipline—of actively navigating the author-
izing environment in which we will work. In other words, we need to
adopt a more expansive view of our authorizing environment when
looking for support.
We see this in the examples discussed over the past few chapters. Sweden’s
budget reform was certainly championed by a group in the ministry of
finance, but it was also authorized (crucially at points) by parliamentarians,
local government leaders, ministers in line ministries, and other influential
actors. This support cut across organizational boundaries and between the
worlds of technical administration and politics. The Nostrian judicial reform
was similar. Authority was initially provided by a supportiveminister, but over
time it was also provided by heads of the court system, prison service, and
other central agencies, as well as local government officials, administrators in
local courthouses, and more. The reform was complex, and required a com-
plex authorizing arrangement.
It is not easy to navigate an authorizing environment, however, given the
many unseen complexities in most contexts—which we have likened to
icebergs in past work, where one can only see a small part of the rules and
mechanisms driving behavior (Andrews 2013). The iterative nature of PDIA is
helpful (and intentional) in this respect, as it fosters constant learning about
the authorizing environment (in all reflections, at all times, one should be







Figure 9.2. The reality: fragmented and dysfunctional authorization mechanisms
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lessons regarding the sources and nature of authority are much more
useful than any theoretical or armchair pondering. This noted, however, we
think it is very useful to start any initiative with some armchair pondering,
asking where the needed authority will come from in one’s authorizing
environment.
We propose starting with identifying the primary authorizer(s) you
plan to work with, given that we expect most reforms are initiated under
the auspices or with authority of one or other high-level officeholder.
(In the Nostrian example this was a supportive minister of justice, who
opened the door to the work, agreed about the problem, and appointed a
team to do experimental iterations.) Then, identify which needs you assume
this authorizer will be able to meet. (In the Nostrian example, this included
things like the following: access to officials in the ministry of justice, as well
as data in the ministry, and—we hope—a holding environment in which to
experiment, given that the minister promised to be flexible, to share author-
ity, and to exercise patience and grit.) Similarly, you should then note
which of your needs are obviously outside of the scope of your primary
authorizer’s supervision and influence. (This was a long list in Nostria,
where the champion minister could obviously not authorize the participa-
tion of staff members from other justice sector agencies, or authorize access
to information in those agencies, or ensure the flexibility and patience of
other high-level officeholders.) The next step is to identify where or who
you believe additional authorization will need to come from to fill the
authorization gaps. (In Nostria this list included the chief justice, head of
prosecutions, and more; given the influence they had on key resources, it
also included mid-level bureaucrats responsible for budgeting and personal
management.)
This exercise helps to promote awareness of the challenge involved with
building true authority to foster change and build state capability. It is a
more fleshed-out version of the conversations we promoted in Chapter 7, in
the section on problem-driven sequencing. Such an exercise matters because
it guides would-be reformers in recognizing where they have authority to act
and where they do not (given that authority is a key ingredient in the
change space discussed in Chapter 7). The exercise also ensures transparency
about the assumptions one makes about the authorizing environment,
which is a key element in the work on “theory of change” (where would-
be reformers are encouraged to flesh out their theory as to why and how
change will happen). These transparent assumptions can become a key part
of the iteration and learning process (discussed in Chapter 8), guiding ques-
tions during reflection periods (shown in the iteration Figure 8.2 and in the
Searchframe Figure 8.3). We find that reform groups learn a lot about their
authorizing environment when iterating, but sometimes the lessons are hard
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to identify and capture because no one constructed a set of leading assump-
tions to reflect upon. Lessons are easier to capture when these assumptions
exist a priori.
For this reason, we ask you to use Tables 9.2 and 9.3 to list the assumptions
you currently have about your authorizing environment. Do the exercise on
your own and then with group members, to see what you can already learn
about different opinions and assumptions you all have about “the rules of the
game.” Please note that the table lists questions raised in the description we
have just completed. It does not ask how you will ensure that you get the
authority you need, simply that you flesh out what you think that authority is
and where it might be found. We will move onto a discussion of gaining and
growing authority once you are done.
Table 9.2. Where will you look for your authorization needs?
Who is your primary authorizer?
Why do you assume her/his support?
What are your needs (in the following
categories, as determined in
Table 9.1)
Do you think your primary
authorizer will satisfy this
need?
Who else needs to provide
authorization to satisfy this
need?
Your own time and effort







Table 9.3. Assumptions about our authorizing environment complexity (see Figure 9.2)
Authorizing Environment Complexities My assumptions
A. Limits to personal authority of high-level
authorizers
B. Breaks in formal command structures within
organizations
C. Conflicting authority structures within
organizations (line, staff, and functional, etc.)
D. Competing voices faced by mid-level employees
and/or frontline bureaucrats
E. Conflicts between high-level authorizers across an
organization/sector
F. Many horizontal authorizing structures overlap
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How Does One Gain and Grow the Needed Authority?
We expect that your completed Tables 9.2 and 9.3 are quite detailed. They
probably also reveal quite a few gaps in authority needs and challenges you
expect to face in addressing such needs. These are the areas where you will have
to work hard to gain the authority required to make your policy, program, or
project a success. The question, then, is how to gain the needed authority, and
also to grow the authority in tandemwith the growing scope and scale demands
typical to complex challenges. These are the issues we will now address.
The first point to make is simply that you should treat all your assumptions
about authority with the same degree of healthy skepticism. Even when you
are sure that a champion will support certain needs, you should recognize that
your certainty is actually just a strong assumption. And you should be open to
the potential that your assumption is incorrect. This perspective will compel
you to think strategically about all the authorization needs in Table 9.2 (not
just those where you have gaps) and to reflect about all your assumptions
(including those about your champion). This will mitigate any “authority
blind spots” you might have.
The second point is that you need a concerted strategy in place to gain the
authority you need from authorizers, and communication is at the heart of
this process. Authorizers are often arm’s-length removed from the details of
change processes or of challenges with capacity building. They have many
issues to deal with and need to determine how they allocate their time, energy,
authority, and (often) political capital. This means that they are often unaware
of the authorization needs in new initiatives, or unconvinced that they should
cater to these needs. A communications strategy will inform them of both,
persuading them to provide needed authority. As discussed in Chapter 7, we
believe that a problem-driven approach is crucial in this regard. The goal is to
construct the problem one is trying to solve (using data, focal events, and
narrative) in a manner that makes the authorizer agree: “We have a problem . . .
and must do something about it.” This seems a simple and obvious element in
any strategy, but we are amazed at how often it is ignored in development work.
Policies, projects, and programs are introduced with very little effort at strategic
framing, with the apparent assumption that authorizers will simply get behind
any new initiative.
The communications and persuasion process is made more complex when
one has multiple authorizers to engage. It is common for different authorizers
to respond to different kinds of problem construction, and thus would-be
reformers cannot settle once they have gained the ear of only one authorizer.
In Nostria, for instance, the problem of case backlogs was enough to motivate
the minister of justice to support a change initiative. She supported an experi-
mental approach, given a narrative her team constructed about past failures in
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solution-driven reforms. Other authorizers were less convinced, however, and
had become used to having case backlogs. Theywere also resistant to the idea of
experimental reforms. The teamneeded to reconstruct the problem to convince
them that it mattered (and hence was not just a condition to be lived with) and
that there was no routine solution. This persuasion activity involved linking
case backlogs to deficient data and ultimately to failed budget requests that
most high-level officials were very concerned about. Theywere alsomade aware
that their failed budget requests had persisted even after reforms that were
designed to improve the situation. This led to them supporting the reform
process and blessing the experimental approach the team chose to adopt.
When one is tackling complex reforms, it is important to ensure that
authorizers do not just support action in a specific area. There needs to be an
explicit authorization of the experimental approach one needs to adopt. The
communication strategy can help in gaining this authorization, as it was in
Nostria where the reform team used evidence of failed reforms in the past to
motivate authorizers to do something new. The team “sold” the need for
experimentation in this context, and communications strategies can be used
to “sell” other aspects of a flexible reform process as well, including the need
for learning from failure. Authorizers will bemore supportive of such process if
they are convinced that it is structured, that lessons and (potential) failure will
result from forward-looking experimentation (rather than laziness of poor
management), and that the process will be undertaken in a responsible and
highly engagedmanner—promoting accountability.10 The strategy for experi-
mental iteration outlined in Chapter 8 is designed to help you make this case
to your authorizer. It is structured, focused on a goal (“problem solved”) with
multiple milestones and many regular reflection points where you and your
team can report to the authorizer, enhancing accountability for all.
Table 9.4 poses some basic questions one could ask in designing a commu-
nications and persuasion strategy to gain authority to act in this manner. We
recommend that you take a few minutes and fill your thoughts into the open
spaces. These thoughts could become the basis of a first step to convince
authorizers to support your initiative.
The third point is that you do not require full authority at the start of your
initiative. It is common to find some authorizers offering more support at the
start of a reform, and this authority often allows one to mobilize enough
resources to initiate some action. We saw this in Mantia, where the reform
team actually had very little authority over the forty-two point agenda to
10 This is partly our own learning, but draws on various recent studies on the topic. Amy
Edmondson’s work on this topic has been particularly influential. She (and colleagues) tackle the
problem of getting performance-driven organizations (and authorizers) to allow learning through
failure. They find that the list of strategies discussed here matter a great deal in this process—see
Edmondson and Singer (2012), Khana et al. (2016), Senge and Kim (2013), and Senge (2014).
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address problems facing business. Many of the agenda items were under the
authority of other ministries and local governments. The teamwas tempted to
stop and wait until it gained the authority of these other agents before starting
the work. However, they could identify five entry points for change that were
directly under the control of their ministry and their supportive minister.
They began work in these entry points, building momentum through real
action. At the same time, they worked to gain authority from other ministers
and ministries, so as to gradually expand both their authorization to act and
reform impact. The momentum from early action steps was vital in convin-
cing other authorizers to join, given that they could see the approach being
taken and the results being achieved.
We see this happening quite regularly, and it raises an important point
about tailoring iterations in the change process: do not wait for full authority
to start, and do not start with too many action steps or with overly demanding action
steps. More (and more demanding) action steps escalate the risk of failure,
which one does not want to do in early iterations (given the potential to
demotivate authorizers and implementers). Further, one does not want to
over-ask from authorizers, especially at the start of an iterative process.
This could cause the primary authorizer to over-commit early on (rendering
her vulnerable to criticism and even to losing her authority) and it could
cause other potential authorizers to shy away from supporting your initiative
in future.
Beyond starting small (so as not to overwhelm your limited early authority)
we also propose—as a third point—being strategic about growing your author-
ization as you progress through the experimental iterations. This requires
acknowledging that authorizers are not just supporting an effort to enhance
state capability because it yields new functionality (be this better services in













Does the authorizer agree that you
have a problem?
What would make the authorizer
care more about the problem?
Does the authorizer support the
experimental iteration you propose?
What could convince the authorizer
that you need an experimental
iterative approach?
Note: Do this for all the authorizers named in Table 9.2, identifying potential strategies you could use to gain their
support.
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Malawi or higher employment in Mantia). Authorizers are also interested in
the legitimacy they derive from the initiative—being seen as the ones who
supported the work, and especially being associated with its successes. We
show this in Figure 9.3, which reflects on the “success” of a state building
initiative as involving both improvements to functionality (on the horizontal
axis) and legitimacy (on the vertical axis). We argue that would-be reformers
should strive to use each iteration to improve both of these success dimen-
sions, enhancing functionality and ensuring authorizers get more legitimacy
in the process. This involves taking a step to improve functionality (1.1) and
then stopping to ensure legitimacy is also enhanced (1.2); then taking another
step towards greater functionality (2.1) and stopping to consolidate support
and ensure that authorizers are gaining in legitimacy.
This kind of thinking is built into the iterative processes discussed in
Chapter 8, where action steps are taken, lessons are learned, and results are
discussed with authorizers (in the iteration check; see Figure 8.2). It is useful to
structure each of these discussions so that authorizers leave with news they
can share to expand their legitimacy (about progress that has been made, or
even lessons that have been learned). This will often lead to expanded author-
ization in the next step (given that the authorizer sees personal value in the
exercise), which could facilitate bigger advances in functionality. Over time,
the idea is to create a stairway to expanded state capability, with iterative




















Figure 9.3. Iterating to progressively improve functionality and legitimacy
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We saw an example of this in the work in Nostria. The initial work was done
under the authority of a minister who was willing and eager to support an
expansion in functionality in the justice sector. She was in a contentious
relationship with other high-level officeholders in the sector (as is common),
however, and could not authorize everything that was needed to achieve full
success. Early iterations were thus necessarily cautious, involving work with
only officials in the ministry. They were rapid, however, and targeted some
quick wins—in terms of lessons learned about potential opportunities to
improve the sector and in terms of expanded engagement across the sector.
Theminister was briefed on the lessons learned and the addedmembers in the
group, using this information tomarket the reform process with peers. She did
so confidently, knowing that the process was yielding modest but real results
(even in the first few iterations). As time went by, when iterations involved
direct steps to enhance the skills of people in her ministry (through Excel
courses, for instance), she ensured that other agencies had free and easy access
to the same sessions. This enhanced her legitimacy and the legitimacy of the
process, and led to other authorizers committing their support. They saw that
the process yielded tangible results quickly and consistently, and that it was
yielding change at a rate they—and their staff—could manage. Interestingly,
authorizers were not deterred by the limited size of results in early iterations
(as some observers in large development organizations advised they would
be). Authorizers saw the process as legitimate because the results—no matter
how small—were produced quickly and regularly. In a sense, these results gave
authorizers “sound bite” legitimacy (something to mention in a cabinet meet-
ing or weekly press report, as evidence of ongoing progress) instead of career-
defining legitimacy (a big achievement). Politics is as much about sound bites
as it is about career wins: PDIA allows many of the former en route to the
latter. It is important to note that we are not talking about “quick wins” on
their own here (which studies find matter but do not always open up into
broader reforms).11 We are emphasizing using quick wins to build space for
reform, so the strategy in which these wins is pursued and communicated
matters as much as (or more than) the wins themselves.
The final point we would like to make about gaining and growing authority
centers on the use of coalitions in PDIA. As we have argued in this book, most
state building challenges are complex. They involve many agents and impose
many needs on would-be reformers. They also tend to be high stakes, rife with
risk and uncertainty. Many authorizers will shy away from supporting action
in these areas because of such characteristics. This is, we believe, a primary
reason why low capability equilibria persist in many contexts (and why many
11 See Bunse and Fritz (2012), Haggard (1997), Porter et al. (20112), and Teskey et al. (2012).
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of the deficiencies associated with these low capabilities fester as conditions,
never attracting the attention of a real problem). There are individual author-
izers who do step out and support efforts targeting these challenges, however,
and sometimes they make a big difference. However, we observe two realities
that often limit the individual authorizers’ potential to really support
complex challenges. First, these authorizers often take on too much personal
risk in the process and do not survive to actually follow through with the
authorization they promise at the start. Second, these authorizers often lack
the scope or breadth of influence required to address complex challenges,
and end up supporting narrow interventions that cannot be scaled or diffused
or sustained.
These limits to individual authority are commonly referenced in the grow-
ing literature on leadership in development (Andrews 2013). This literature
routinely finds that deep and broad change is more commonly associated with
work by groups of authorizers.12 These groups typically engage in coalition-
like structures, where they agree to combine efforts to address shared problems
that they cannot solve on their own.13 They provide the different kinds of
authority needed to achieve a solution, and share risks involved in the process.
We believe that the authorizing needs of complex initiatives will always call
for some kind of coalition arrangement. These initiatives may well start with
an individual authorizer acting alone, but the authorization needs and risks
will soon prove overwhelming. Would-be reformers should therefore strat-
egize to build authorization coalitions from early on in any initiative, and
constantly try to build the coalition. It is the key to managing risks associated
with this kind of work and also to providing all of the authority needed in
such circumstances.
Table 9.5 acts as a summary set of questions we believe any would-be
reformer should ask when trying to gain and grow the authority to address a
wicked hard, complex 1804-type challenge. You can use the table to reflect on
addressing the authorization needs identified in Table 9.2. It asks you to go
back to Table 8.2 and the ideas you proposed acting upon in early iterations of
a find and fit process: Do you comfortably have enough authority to take these
steps?What legitimacy will these steps yield for your authorizer? Howwill this
legitimacy attract other authorizers to the initiative? Who might you be
looking to include in a coalition, and what strategies do you have to create
12 Haggard and Webb (1993), Krueger (2002), Leftwich (2010), and Lewis (1996).
13 There are various interesting strands of such thought, as reflected in recent work. For instance,
Oborn et al. (2011) note that the policy entrepreneurs referenced in work by people like Kingdon
often have their biggest impact when drawing agents together in coalitions. Nowlin (2011) writes
about the importance of coalitions in pushing policy processes forward, emphasizing the
importance of balancing homogeneity and heterogeneity in the design of such. Faust (2010)




such coalition? We propose answering these questions at the start of any
initiative and revisiting them in every reflection period, to ensure that you
are constantly mindful of the challenge of gaining and growing authorization
to do this work.
Where Does This Leave You?
We have covered a lot of ground in the last few chapters, and it is hoped that
you have participated actively through the exercises. If so, you would have
seen a challenge transformed into an attention-grabbing problem, and then
into a deconstructed set of entry points for action. You would then have
identified multiple options to address various entry point issues and crafted
a strategy to conduct experimental iterations with these ideas, learning about
what works and why. Finally, you would have considered the authorization
needs of your initiative, as well as where those needs might bemet and how to
gain and grow necessary authority.
Our discussion has been very practical and applied, and we hope this is
useful to you. The true test of all these ideas is when you apply them to your
real challenge, however, and actually start the iteration process. This is when
you get to see the way in which well-constructed problemsmobilize attention,
and how participatory problem analysis empowers colleagues to think in new
ways. This is when you realize how much can be learned when one tries an
action and then stops to reflect on what happened. Finally, when ideas turn to
action one learns a huge amount about who really has power and authority,
and who is really willing to use it to build state capability in areas where it has
been lacking.
We hope that you have found the ideas and tools interesting enough to
even consider taking the next step into action.We want to warn you not to do
this on your own, however. Just as we believe there are limits to the influence

















Who might you be
looking to include in a
coalition, and how
might this step help to
create the coalition?
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of individual authorizers, we also believe that there are limits to the influence
you can have—as development entrepreneur, would-be reformer, agitator, or
whatever identity is appropriate. Many people are required to build state
capability, playing many roles and sharing the risk involved. Broad engage-
ment is also the key to building capability at scale. Chapter 10 explains why,





Building state capability at
scale through groups
Matt uses comparative cases on public sector internal audit reform to teach
about PDIA (Andrews and Seligmann 2013). A first case reflects on Malaysia’s
experience. In 1979, motivated by a small cadre of newly professionalized
internal auditors in both the private sector and ministry of finance (and buoyed
by the passage of international norms regarding internal audit), the country
passed a law requiring government-wide adoption of internal audit, using inter-
national standards. A circular detailed how this should be done. Twenty-five
years later, a research program found that only 35 of 202 state and local govern-
ment bodies had internal audit units in place. Other entities either could not
afford the practice or did not see a need for it (Ali et al. 2007). The government
responded by producing a new circular demanding government-wide internal
audit adoption. Progress has been better since then, but is still slow and selective.
In contrast, Burkina Faso introduced an internal audit reform in 2007 that
was not actually called an “internal audit reform.” It emerged when a new
prime minister appointed a respected academic, Henri Bessin, to address the
high levels of corruption in the country (which was the focus of regular citizen
rallies and growing political tension). Three existing inspection and oversight
bodies weremerged for this purpose, and theWorld Bank was asked to provide
advice on reform options. Mr Bessin’s team adopted a step-by-step approach,
starting with a combined report from all three entities (outlining what they
did to address corruption and what they intended to do in the future). The
report was presented publicly, and gave the prime minister a quick and visible
early product on which to build legitimacy for the broader reform.
This led to a next step, where Mr Bessin gathered cabinet ministers (under
the auspices of the prime minister) to explore areas in which his unit might
start applied investigations. At a workshop, the ministers were asked about
the biggest problems in their ministries. A few ministers were forthcoming
with examples, which Mr Bessin and World Bank colleagues explained were
a manifestation of “risks” that could be mapped and addressed. In response,
a small group of ministers agreed to host five pilot “risk-mapping” exercises.
These built on basic internal audit methods translated into a Burkina-
compatible approach, and were implemented by local officials and consult-
ants in a matter of months. They proved a success, and generated enthusiasm
among ministers who reaped greater functionality and legitimacy from the
exercise. As a result, the work was scaled from five to elevenministries, and the
teams who undertook the risk maps were sent for international training in
more formal internal audit methods. They then undertook performance
audits in an expanded set of ministries, and adopted a formal corruption
investigations focus. By 2012, they had completed over 600 investigations.1




The role has grown since that time, even after Mr Bessin retired and the
government was ousted in a coup d’état.
We start our final chapter with these stories because they speak to questions
we often hear when discussing PDIA and efforts to build state capability:
“Can these efforts scale up?” and “Are these efforts sustainable?” The stories
reveal different answers to these questions—and help us to explain what we
think scaling and sustainability goals should entail in complex state building
processes, and how these should be pursued:
• Malaysia’s case tells a strangely positive story in respect of both concepts,
using standard interpretations of each. It involved rapid scaling—what
some call “explosions”—and affected large numbers of agencies covered
by audit laws (that were also meant to adopt the practices, in what Uvin
andMiller (1996) would call a significant “quantitative” scaling initiative).2
The change was sustained as well, with laws maintained for twenty-five
years—and the low level of implementation also holding firm—suggesting
that the government reached a new static equilibrium in which systems
and practices were “enduring” (even if they were not performing).
• In contrast, the Burkina case shows slower, less expansive, and more
muddled scaling—through what Uvin and Miller (1996) calls “expan-
sion” (where one builds on pilots) or “association” (where one builds on
and through relationships). The numbers were less impressive, with one
unit providing internal audit services to a small, incrementally growing
set of entities. There were other kinds of scaling, however, with the new
unit performing more activities over time, expanding its mandate, and
enhancing its resources. Uvin andMiller (1996) calls these the functional,
political, and organizational expressions of scaling up,3 which combine
with common quantitative manifestations to foster multi-dimensional
scaling (which we call 4-D scaling, given the four dimensions). Interest-
ingly, the continuous change suggests that it would be a misnomer to
describe Burkina reforms as “sustained.” Instead, they contributed to
what Chambers et al. (2013) call “dynamic sustainability” (involving
ongoing improvement to systems and capabilities, not an end goal or
resting point where one system or capability is simply maintained).
We are not fans of rapid but false scaling, as was experienced in Malaysia, or
the static sustainability one sees in the same case. Rather, we believe that the
2 Where “quantitative” scaling involves producing “more” units of something—arguably the
most common understanding of “scaling up” or “taking things to scale.”
3 Put simply, “functional” scaling involves learning how to do more actions and activities;
“political” scaling implies expanding a mandate and political support; “organizational” scaling
refers to the growth in an organization itself, typically through additions to resources.
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Burkina Faso case is a good example of scaling and sustainability in state
building exercises, especially when these exercises pertain to complex chal-
lenges. One needs gradual 4-D scaling in such situations—where capability
expands in all four ways; quantitative (“more” entities are affected), functional
(“more” activities are performed), political (“more” support is attracted, and
mandates are broadened), and organizational (“more” resources are allocated
to areas of growing capability)—with organizations learning more things and
achievingmore political space tomove and use new capability. One also needs
dynamic sustainability, where improvements are made, consolidated, and
improved upon, reflecting a progressive and adaptive expansion in capability
rather than the achievement of some apparent premature medium-term end
point. Think of the 1804 challenge we encountered in Chapter 6: Where
would the Lewis and Clark explorers have been if they managed to scale by
“numbers” only, making ground from St Louis to the west coast but with no
codified knowledge of how they got there, and no added political authoriza-
tion from indigenous leaders along the way, or extra resources to survive and
make it back to St Louis? Imagine, further, if individuals in the United States
stopped after the Lewis and Clark journey and “sustained” their achieve-
ments, instead of building on them: We would not have the easy 2015
journey from St Louis to Los Angeles if adventurers did not follow with their
own dynamic additions to knowledge and practice. We would not, in fact,
have Los Angeles.
We believe further that the goals of 4-D scaling and dynamic sustainability
are attained through a blend of “expansion” and “association” (where small
steps or pilots allow learning and then action at scale, and where many agents
are engaged to diffuse the new action), rather than “explosion” (where an
intervention is devised and scaled with haste). In keeping with the 1804
metaphor, we believe that one builds big journeys out of many small action
steps, and through relational links that allow learning along the way, diffusion
of lessons, and creative progress in groups. You cannot have a big bang scaling
up initiative when you don’t know what you are scaling, or how it will fit the
many contexts you are scaling to, or when you lack trust and acceptance from
those who have to adopt and then live with the new thing you are scaling.
We have embedded various strategies that promote 4-D scaling and
dynamic sustainability in the PDIA process. Think, for instance, of the way
problem deconstruction draws attention to the areas in which scaling is
actually required (where the “causes” of a problem typically overlap with
areas in which one needs quantitative, functional, political, or organizational
change—often at scale). Think, also, how iterative processes promote dynamic
learning and adaptation, and how action and reflection opportunities foster
improved functional and organizational scaling (where organizations are trying
new things, learning how to do them, and building resources to do them again).
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Think, further, about the PDIA focus on building authorization (which pro-
motes quantitative and political scaling over time).
People are at the center of all these PDIA elements.We have discussed this in
some length regarding the need to get authority for PDIA initiatives, and have
alluded to it in mentioning the work of “teams” at various points in prior
chapters. These discussions do not, however, do justice to the breadth and
depth of “agency” required to make PDIA happen—especially if the change
process aims to achieve broad and deep scaling and dynamic sustainability.
We focus on this topic here, in the final chapter. We start by presenting a
stylized discussion of the Burkina Faso case to showwhat wemean by building
broad and deep agency for PDIA, drawing on theory about embedded agency
and change. Following this, we discuss “who” we believe one needs in a PDIA
change process—focusing on a selection of key functions that need to be
played at different points in the change process. We then discuss “how” one
mobilizes agents to play the roles and provide the functions required, empha-
sizing strategies to leverage, convene, and connect. We conclude the chapter
(and book) by asking, as usual, what this means for you: What role will you
play in PDIA, given where you sit or stand in any given challenge situation?
Why Broad Engagement Matters
Gaps in state capability tend to fester. People in governments accept these
gaps and learn to live with them, all the while going to work, collecting
paychecks and climbing organizational ladders to positions of prominence.
This was arguably the case in Burkina Faso in the early 2000s. Corruption was
considered high and growing at this time, with the country performing poorly
on most corruption indicators (reflected, for instance, in a decline in its
Transparency International Corruption Index score, from thirty-four in 2005
to twenty-nine in 2007). This was becoming a problem for the government,
with social and political tensions increasingly focused on the issue—asking
why the country no longer lived up to its name (with “Burkina Faso”meaning
“land of the upright or honest people”). In this atmosphere, long-time Presi-
dent Blaise Campoaré appointed a new PrimeMinister, Tertius Zongo, to head
the government. He became the head of government—denoted by the central
position “A” in the large circle in Figure 10.1, which represents a defined social
or policy network or field—let us say “the Burkina Faso government.”
Zongo was part of the elite in his country, having spent over twenty years in
and around government and holding high-level portfolios prior to his final
appointment (like minister of finance). As discussed in Chapter 9, centrally
located agents (or elites) like Zongo are commonly considered the most
embedded in their contexts. They are empowered by pre-existing rules of the
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game and social and political structures, and are the greatest beneficiaries of
such—having the most power, biggest office, and largest paycheck. Because of
this, a theory called the paradox of embedded agency suggests that we should
not expect them to regularly perceive the need for change, have access to
change ideas, or risk their interests in pressing for change.4 This, theorists
would argue, is a major reason why capability gaps persist in most places
(given that one cannot get the authority needed to address pressing problems).5
In contrast, agents at the periphery of the network (like agent B in
Figure 10.1) aremore weakly embedded in the established network and coexist
in other social spheres (like the mid-sized circles, which signifies the network
of agents and entities working on anticorruption in Burkina Faso at the time).
These agents can often see the problems in the status quo, and even have ideas
to address them, and have less to lose in promoting change. They lack the
authority to actually promote the change, however, and need a connection to
authorizers for this.
Change in such situations requires a connection between the authorizer and






Figure 10.1. Broad agency even at the start of a change process
Source: Authors’ analysis, based on the approach in Andrews (2013: ch 9)
4 See Andrews (2013), Battilana and D’aunno (2009), and Seo and Creed (2002).
5 Adaptive leadership theorists (Heifetz et al. 2009) suggest that authorizers actually find
themselves at huge risk when supporting change, arguing that they are often removed or pushed
aside when they do step out and try to promote adjustments to the status quo (as other elites de-
authorize their change efforts, and them).
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Bessin, a respected academic who Mr Zongo knew from his own days teaching
accounting and finance. Bessin had enough overlap and respect in the Burkina
government to warrant an appointment by Mr Zongo (as the head of a new
entity to address corruption). Bessin was also independent enough to have
new ideas, given past work in France and elsewhere. Importantly, however, he
did not have the implementation experience in Burkina Faso that existed in
extant organizations also working on anticorruption (including inspections,
audit, and investigation bodies). As a result, he reached out to these entities (C,
D, and E in Figure 10.1), and started his work with a joint report on what they
all had done previously and planned to do in the future. He also lacked direct
experience working on the kinds of financial and service delivery corruption
that concerned many Burkinabe citizens, but found the World Bank did have
this experience and enlisted their help (even though they occupied a different,
and only partially overlapping, social circle).
This is a simplistic, stylized way of showing how the Burkina Faso reform
began. Note, however, how clearly we already see the multiple agents needed
for reform, playing different roles in different parts of the reform network.
This was not the work of one person, but of a broad set of agents—from the
start. Broad engagement like this helps to overcome the constraints of embed-
ded agency—such that authorizers can support reforms even if they do not
know what the core problems or solutions are, and with less risk than
when they act alone (with broad engagement and support helping shore up
legitimacy of the reform or policy intervention).
As alluded to in the introduction, the reform grew (or scaled up) at this
point. The report produced by Mr Bessin and his colleagues (with help from
the World Bank) was well received and “championed” by the prime minister
in a motivational public meeting. It became a tool the prime minister could
use in mobilizing other cabinet ministers to meet with Mr Bessin and his
team, at a workshop focused on identifying new activities and engagement
opportunities for the anticorruption authorities. Figure 10.2 shows these
cabinet ministers as F, G, H, I, and J; all close to the center of power and
surrounding Prime Minister A. They were asked to identify the major prob-
lems they faced, and Mr Bessin explained that his team would help them
uncover the causes of risk associated with these problems (much as a problem
deconstruction exercise would do). Not all of these ministers agreed to par-
ticipate in this activity, but the handful that did gave Mr Bessin and his team
authority to work with people in their ministries (F*, G*, H*, I,* and J*). These
people were vital to the work, because they knew their sectors and ministries
and departments better than anyone in Mr Bessin’s team. Mr Bessin’s team
also included some local consultants at this time (shown as “K” in the figure)
and World Bank advisers (L), who offered new skills and money to do the
“risk-mapping” pilots.
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The risk-mapping pilots demonstrated what proper internal audit and con-
trol could offer government, and showed how these tools could resolve the
problems worrying individual cabinet ministers. This led to additional cabinet
members signing up for an expanded set of risk-mapping exercises a few
months later. At the same time, funding for training started to grow (from
additional sources) and Mr Bessin’s team were offered training opportunities in
France. Each of these advances (andmany others alluded to in the introduction)
involved the addition of people into the reform process, helping to consolidate
gains and then build upon them (in the spirit of dynamic sustainability). Cumu-
latively, they helped to foster 4-D scaling: more entities were being covered by
the intervention (quantitative scaling), Mr Bessin’s organization was learning
new activities (functional scaling), their mandate was growing (political scaling),
and resource allocations were expanding (organizational scaling).
The importance of broad and deep engagement should be obvious, even
from these overly simplistic and stylized figures. It should be equally obvious
that efforts to build state capability demand more breadth and depth as
one looks to implement real actions and then to scale these up (in any of the
four scaling manifestations discussed). Broad engagement means expanded
authority, a better sense of the problems, an improved stock of ideas to solve
problems, a more accurate view of implementation challenges, and more.












Figure 10.2. Even broader agency as change processes scale and progress
Source: Authors’ analysis, based on the approach in Andrews (2013: ch 9)
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improve understanding of these challenges, and create agreement on what to
do in the face of such challenges.
When we talk about broad engagement, we are not just referring to the idea
of having many people involved in efforts to build state capability, however.
As in the example presented above (in Figures 10.1 and 10.2), a broad engage-
ment is one in which many people provide real and different leadership roles
from many different places in the social or state structure. In the example, this
includes the leadership of the Prime Minister, Mr Bessin, the World Bank,
individual cabinet ministers, and all others who took risks to engage in this
change process. The different roles played by these agents are all vital to
ensure the find and fit process benefits from diverse views and ideas. Addition-
ally, having people at different positions in the system allows for expanded
coverage and diffusion of new ideas and capabilities—all vital if one wants to
ensure 4-D scaling and dynamic sustainability (given that there are many
people to advance the reform, not one or two champions).
We see this breadth and diversity of engagement in other cases as well,
including in the reform cases discussed in prior chapters. Swedish budget
reforms emerged from blended contributions (of ideas and authority,
resources and time) emanating from specialists in think tanks, politicians
and experts in Parliament, career bureaucrats in the ministry of finance, the
newly appointed minister of finance, officials in other parts of the national
government, local governmentmembers, andmore.6 The diversity of ideas led
to creative reforms, and the breadth of engagement meant that the reforms
could be diffused across government—accepted by highly different groups of
agents and implemented at scale and in a sustained fashion. The private sector
reforms in Mantia tell a similar story. A team in the ministry of industry had
the mandate to lead these reforms, but only managed to achieve the reach
required for results through the links it forged with other government agencies
(addressing over forty challenges in very different organizational settings).
These included the customs bureau, ministries of infrastructure and land,
social services agencies, PrimeMinister’s Office, and various local governments.
Connections to all of these entities were made with real people, who needed to
be motivated and empowered and authorized to engage. Once engaged, how-
ever, they spread the ideas and urgency of reform to their own organizations,
bringing impact at scale through an organic process of diffusion.
These examples illustrate that broad engagement matters, but they do not
help to explain exactly “who” is needed in a broad engagement or how these
people can be mobilized and organized to foster change at scale. We move to
that now.
6 We provide a list of references in Chapter 7 to illustrate the sources referred to in the Swedish
case. These sources are themselves diverse and make the point of diversity quite apparent.
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The People You Need
The idea that broad sets of agents are required to make successful change
happen raises many questions: Who needs to provide such agency? When?
How? In 2008 a multi-donor group called the Global Leadership Initiative
(GLI) commissioned work to answer such questions (Andrews et al. 2010). The
research started by selecting reforms in which change seemed to be progressing
successfully in some of the toughest contexts one could imagine—post-war
Afghanistan, and Rwanda, and the Central African Republic. To better under-
stand the change experienced in these initiatives, participants and close
observers of the reforms were identified and interviewed, using a structured
protocol. Questions were asked about who led reforms at the start of reform
and years afterwards, and why these agents were considered leaders.
When asked about leaders at the start of reform, 148 respondents pointed to
103 agents, across 12 reforms. This reinforced the idea that multiple agents were
needed in reforms—not just as participants but as providers of “leadership.”
Interviewees were asked why they identified these agents as “leaders.” All
responses were transcribed, summarized, and classified according to emerging
themes. This helped to identify functionsplayedbypeople identified as “leaders”:
• some provided formal authority for change;
• others inspired and motivated change;
• some recognized the problems needing change;
• others supplied ideas for solutions;
• some provided financial resources needed to start change;
• others empowered other agents, offering continuous andpractical support
and encouragement;
• some contributed implementation advice to ensure reform designs were
realistic;
• others assisted the interaction of small groups of agents directly, by
“convening” their engagements; and
• still others were classified as “connectors” because they reached out beyond
core groups and teams, facilitating indirect links to distributed agents.
In follow-up work (Andrews 2015a) we find these functions are commonly
present in major reform initiatives. Interestingly, we also find that the person
commonly called “the champion” or identified as “the leader” usually plays
three of these functional roles (and very seldomplays others): authorizer,motiv-
ator, and convener. This is what we see the primeminister doing in the Burkina
Faso case as well (authorizing and re-authorizing the reform at various points,
motivating all parties at the time of the report and beyond, and convening
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cabinetministers to discuss next steps). Our stylized presentation of the Burkina
Faso case also resonates with the GLI finding that agency and leadership broad-
ened as implementation advanced and interventions scaled (Andrews et al.
2010). The GLI researchers identified 146 agents as leaders in the implementa-
tionof the 12 reforms. Thiswas forty-threemore thanwere identified at the start
of the initiatives (about a 30 percent broadening of agency).
When asked why they identified such agents as implementation leaders,
interviewees once again reflected predominantly on what the agents did
to facilitate change. Interestingly, a larger proportion of “leaders” provided
formal authority in this stage than at the start (19 percent as compared with
16 percent). The expansion of this “authorizer” group reflects the increased
formalization of state-building reforms over time (which required greater
formal authority), as well as the fact thatmost reforms becomemore distributed
during implementation (and more diffused authority is required when more
organizations are involved, as we see in the Burkina Faso example). Other
functions proving more prominent in the implementation stage included:
• the provision of implementation advice (increasing from 6 to 17 percent,
indicating the greater focus on applied action in diverse contexts);
• the empowerment of other groups to participate (increasing from 9 to
12 percent);
• problem identification and communication (which rose from 4 to
7 percent); and
• facilitating connections to distributed groups (which grew from 10 to
14 percent, showing that connectivity matters a great deal when scaling
reform).
The evidence from these interventions suggests that efforts to build state
capability require leadership contributions from multiple agents during initi-
ation and evenmore during implementation and scaling. It also helps to point
to the kinds of people required in these processes, given the roles they play.
Table 10.1 summarizes the key functions these people need to provide in three
categories commonly used (by functional theorists) to define the roles people
play in fostering change (Hackman and Walton 1986): substantive contribu-
tions relate to those providing ideas to make change happen; procedural
contributions refer to those navigating organizational rules and systems;
maintenance contributions are the relational roles vital to mobilizing others
to participate in the change process.
You should ensure that your initiative involves people playing these roles,
with champions potentially occupying three of the slots (authorizer, motivator,
and convener) but others on hand to ensure the others are also in place. To help
in this respect, Table 10.2 give you a chance to reflect on the people you believe
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will play different roles in the strategy you have been developing to address the
complex challenge you identified in Chapter 6. Take a minute filling the table
in, with real people’s names. Note where you have gaps, as well as where you
have multiple names to include; these give you a sense of where your “agency
strategy” needs to provide more focus (or could perhaps be more relaxed).
Mobilizing People to Build Capability at Scale
It is useful to identify the different role players needed for effective state building.
It can also be frustrating, however, because the list is probably long and the
people identified come from many different domains. You may be wondering
how you will mobilize them all into a PDIA process. This section offers some
ideas. The ideas derive from the work of Silvia Dorado (and more recent applica-
tion by Westley et al. (2013)). Dorado calls functions like those in Table 10.2
“resources” that agents provide and are “integral to change” (Dorado 2005: 390).
Table 10.2. Who will play the roles needed in your initiative?
Function set Roles Who you think will play the role?
Substantive contributions 1. Construct, communicate problems
2. Come up with ideas for reform
3. Provide implementation view
Procedural contributions 4. Provide formal authority
5. Motivate and inspire reform
6. Empower other agents
Provide financial support
Maintenance contributions 7. Conveners of small groups
8. Connectors to distributed agents
Source: Andrews (2013)
Table 10.1. The roles you need from people involved in your state building initiative
Function set Roles
Substantive contributions 1. Construct, communicate problems
2. Come up with ideas for reform
3. Provide implementation view
Procedural contributions 4. Provide formal authority
5. Motivate and inspire reform
6. Empower other agents
7. Provide financial support
Maintenance contributions 8. Conveners of small groups




She identifies three approaches to mobilize these “resources”: leveraging, con-
vening, and accumulating. We often employ these approaches whenmobilizing
agents for PDIA processes, with a fourth we call connecting.
“Leveraging” describes a process in which politically skilled agents initiate
change by identifying projects, and then build internal support and external
acceptance for such. This process depends on having agents that can influence
change from a central position and simultaneously identify people to provide
alternative ideas and package these as viable solutions. This calls for an
authorizer who is loosely embedded in the context or is connected (directly
or indirectly) to idea providers and translators. Prime Minister Zongo arguably
played this role at the start of the Burkina Faso case. He was embedded in local
politics but also enjoyed connections beyond such sphere, which he used to
identify and appoint Mr Bessin (who was less embedded and could bring a
legitimate voice of change to augment Zongo’s vision).
The leveraging approach usually involves strategies discussed in Chapter 7—
where those working with the authorizer build urgency and acceptance around
established problems. This is what Mr Bessin did (with the help of the World
Bank) in getting cabinet ministers to reflect on the problems they were facing
(as an entry point for change). It is also the approach that Mantian authorities
used to obtain support from other ministries and agencies—showing these
agencies that firms faced problems related to their area of expertise leveraged
their support.
Going beyond leveraging, the “convening” approach entails creating inter-
organizational arrangements that bring different people and their resources
and functional strengths together to “jumpstart a process of change” (Dorado
2005: 391). Events can be used to foster this convening (like the inter-
ministerial workshop in Burkina Faso) as can mechanisms like coalitions and
teams (as in the PDIA cases of Mantia and Nostria, discussed in prior chapters).
Teams are essentially convening mechanisms that bring select agents together,
in repeated engagements, to combine efforts in search of solutions around
shared problems. A convener is often required to bring teams or coalitions
together, because opportunities for engagement and coordination are not
organic. This key player is a “catalytic agent” who bridges “unaware, unsure
or skeptical actors to explore the possibilities of cooperation” (Kalegaonkar and
Brown 2000: 9). Both Prime Minister Zongo and Mr Bessin played this role in
Burkina Faso, especially assembling the cabinet members for discussion—but
also the teams to work on actual risk maps.
It is important to note that convening mechanisms like teams take a lot of
energy and effort to actually work effectively. One needs to have the right
process for this as well. A few key process elements are embedded into PDIA to
help in this respect. The emphasis on repeated action engagements is an
example. Studies show that teams work better when they work together, and
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the repeated activities help to ensure this happens. The emphasis on identi-
fying a clear problem to solve, and a goal (problem solved) is also crucial for
any team: studies show that focused and goal-directed teams tend to be more
effective than others.
Connectors play a similar role to conveners, though theymake links between
agents without necessarily bringing these agents together. The connector thus
gives reforms and other interventions “reach,” ensuring that distributed groups
can engage even over distances and differences. Consider the way Mr Bessin
connected the primeminister and other ministers to capacities in local consult-
ing firms, indirectly, to ensure that the former groups benefited from the talents
of the latter agents.
In their study on reforms, Andrews et al. (2010) find that the most import-
ant leadership functions across all twelve reform cases related to convening
and connecting. Conveners brought smaller groups of key agents together,
with direct ties, to initiate and guide reform. They did this mostly by hosting
formal and informal meetings and gatherings and establishing diverse teams.
These teams became the nerve center of reforms. In contrast, connecting
agents created indirect ties between other actors to facilitate broad interaction,
ensuring that ideas were shared between core groups devising reforms and
distributed agents experimenting with new proposals. These connectors were
particularly important in implementation, where the role of distributed
agents was also greater—fostering diffusion of the changes and allowing new
capabilities to reach scale.
These kinds of convening and connecting roles are vital in the mobilization
process in many successful reforms. The work in Mantia and Nostria involved
regular meetings, for instance, organized and facilitated by specific people
who exhibit the classic traits of a convener: being liked and trusted by
many, organized and persuasive, and open to others’ ideas. It is important to
note that these people were often the quietest in meetings, and when they did
engage it was to move meetings along or to facilitate reflection. In both of
these examples the convener worked with relatively small teams (of five to
seven people) who met face to face regularly. These people all connected to
other groups and people outside of the core team, however, which ensured
breadth of reach.
The convening and connection arrangements described here are perhaps
best illustrated in a snowflake metaphor (as shown in the figure at the start of
this chapter, and used in other work on organizing (McKenna andHan 2014)).
A core team is convened at the center of the snowflake, with all members
connecting outwards to other people who convene their own teams. This
structure can expand outwards and still stay stable given the strong convening
at its core. It balances the competing need to have smaller teams (capable of
actually getting things done) while also achieving broad reach.
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It is important and interesting to note that convening and connecting
agents accounted for more than 25 percent of named “leaders” in the GLI
study (Andrews et al. 2010). There was also a key role for those motivating and
inspiring reform, however, especially in early periods. This indicates some
“leveraging” in the mobilization process (where a high-level office holder
mobilized people by inspiring them), although the coexistence of these agents
with conveners and connectors suggests that motivation was an insufficient
mobilizer. Conveners and connectors were still required, particularly in the
implementation period where the role of motivators was smaller and the role
of connectors grew. This speaks, potentially, to the importance of third party
ties between powerful high-level agents at the center of a network (like a
minister), and implementers at the periphery. Direct ties between such agents
are not common and are certainly not conducive to equal engagement or
mutual empowerment (especially in hierarchical contexts). Peripheral imple-
menters may view centrally located motivators like ministers of even mayors
as powerful authoritarians trying to control them—as subordinates—which
could foster resistance to change. Less prominent conveners and connectors,
in contrast, can build connections to distributed implementers and more
effectively mobilize their engagement.
The final strategy for mobilizing broad agency is “Accumulating.” This
involves a long and probabilistic process whereby new designs emerge and
are implemented and diffused through the unorganized interaction of mul-
tiple agents. There is no central agent facilitating this interaction, which
happens largely because of luck and/or the natural coordinating characteris-
tics of open social systems, both of which are argued to emerge as a change
process takes shape (and as the intervention becomes dynamic). This is the
emergent leadership one finds referenced in complexity theory, and is exem-
plified in an effective free market system (where all agents have freedom of
information, movement, and interaction, and ideas and engagement patterns
emerge to foster continuous and dynamic change).
What Is Your Role in Building State Capability?
It is likely that mobilization always involves a blend of leveraging, convening,
connecting and accumulating. We certainly embed ideas of the first three into
the PDIA work we support: building authority and a problem narrative to
facilitate leverage, creating teams for convening, fostering broad connections,
and hoping for emergence and accumulating forces.
The salient observation is that mobilization matters, however, to ensure that
broad agency is in place to foster change. We believe that you could benefit
from thinking about the viability of using all of these strategies in your context.
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Table 10.3 allows such thought, asking you to reflect upon who you might see
playing key roles in either mobilization strategy (motivators in leveraging and
conveners and connectors in convening). It also invites you to think about the
contextual viability of both strategies. As with prior exercises, your thoughts at
this stage (when we assume you are still preparing for an initiative) will not be
final or complete. These thoughts allow some structure to your “agency” or
“people” strategy, however, and also give you a foundation to use in structuring
learning throughout the reformprocess.We imagine you returning to reflect on
these thoughts when you are considering lessons from your various experimen-
tal iterations, constantly identifying new people to include and noting oppor-
tunities and constraints to using different mobilization mechanisms.
The challenge of mobilizing agents to build state capability is not easy,
regardless of the mechanism one employs, especially in places where gaps
have festered for long periods (or where no capability ever existed). We like to
think of these challenges as adventures or expeditions into the unknown—
much like the 1804 Lewis and Clark expedition discussed in Chapter 6.
Anyone signing up to such an expedition needs to be aware of the demands
and risks of the journey; this is not the same as building a road or following a
map in a car down that road. The journey is dangerous, and potentially costly,
and must therefore be embarked upon with thoughtful care and consider-
ation. It will involve failure, and days where it is difficult to see such failure as
learning (which we obviously encourage). It is also a potentially exciting and
rewarding journey, however, that will energize and empower those who are
open to trying new things out, learning, and adapting.
Onward
We are grateful that you havemanaged to read your way all the way to the end
of this book and can only imagine it is because you are in fact open to exactly
this kind of experience. We have been working with people all over the world
Table 10.3. Which mobilization mechanism/strategy best fits your situation?
Mechanism/strategy Key role players Contextual considerations
Leveraging Who are the motivators? Are there trust and power issues that might
undermine the motivation?
How much reach do the motivators have?
Convening and Connecting Who are the conveners? Are mechanisms like teams commonly used?
Are the mobilizers trusted and neutral?
How organized are the mobilizers?Who are the connectors?
Accumulating None How open and emergent is your context?
Can agents engage freely with each other?
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who are thirsty for a new way of doing development, and especially of work-
ing with governments in developing countries. You may want to join that
community, at www.doingdevelopmentdiffernetly.com. You will meet
people there who are trying new things out, working iteratively, and pushing
boundaries. Not everyone is using the PDIA approach as we present it here,
and that is appropriate and important: the more variation in methods, the
more opportunity we all have to learn.
As you consider your next steps after reading this book, we want to make
one last suggestion: try and reflect on what your roles are in addressing the
challenge you have been working with since Chapter 6. Use Table 10.4 to do
this. Make sure that you do not identify yourself as playing more than three
roles, please—this is our rule-of-thumb limit to the number of roles any one
person should play in any given effort to build state capability. Every role
involves risk, and we think that people playingmore than three roles are likely
taking on too much risk and putting their survival in jeopardy. Furthermore,
we believe that groups are needed to make change happen and build state
capability; and you limit the size of your group if you occupy too many roles.
Good luck in your efforts to build state capability, and please make sure to
check in with us on your progress!7
Table 10.4. What role will you play in your chosen effort to build state capability?
Function set Roles What role will you play,
and why?
Substantive contributions 1. Construct, communicate problems
2. Come up with ideas for reform
3. Provide implementation view
Procedural contributions 4. Provide formal authority
5. Motivate and inspire reform
6. Empower other agents
Provide financial support
Maintenance contributions 7. Conveners of small groups
8. Connectors to distributed agents
Source: Andrews (2013)
7 Further updates to the building state capability program can be found at: http://bsc.cid.
harvard.edu.
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