Comparison results on preconditioned SOR-type iterative method for Z-matrices linear systems  by Wang, Xue-Zhong et al.
Journal of Computational and Applied Mathematics 206 (2007) 726–732
www.elsevier.com/locate/cam
Comparison results on preconditioned SOR-type iterative method
for Z-matrices linear systems
Xue-Zhong Wang, Ting-Zhu Huang∗, Ying-Ding Fu
School of Applied Mathematics, University of Electronic Science and Technology of China, Chengdu, Sichuan 610054, PR China
Received 27 June 2006
Abstract
In this paper, we present some comparison theorems on preconditioned iterative method for solving Z-matrices linear systems,
Comparison results show that the rate of convergence of the Gauss–Seidel-type method is faster than the rate of convergence of the
SOR-type iterative method.
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1. Introduction
For solving linear system
Ax = b, (1)
where A is an n × n square matrix, and x and b are n-dimensional vectors, the basic iterative method is
Mxk+1 = Nxk + b, k = 0, 1, . . . . (2)
Where A = M − N and M is nonsingular. Thus (2) can be written as
xk+1 = T xk + c, k = 0, 1, . . . ,
where T = M−1N , c = M−1b. Assuming A has unit diagonal entries and let A = I − L − U , where I is the identity
matrix, −L and −U are strictly lower and strictly upper triangular parts of A, respectively. Then, the iteration matrix
of the classical SOR method is given by
T = (I − rL)−1((1 − r)I + rU), (3)
where r = 0 is a parameter called the relaxation parameter. (Note that for r = 1, we get the Gauss–Seidel method.)
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Transforming the original systems (1) into the preconditioned form
PAx = Pb. (4)
Then, we can deﬁne the basic iterative scheme:
Mpx
k+1 = Npxk + Pb, k = 0, 1, . . . , (5)
where PA = Mp − Np and Mp is nonsingular. Thus (5) can also be written as
xk+1 = T xk + c, k = 0, 1, . . . ,
where T = M−1p Np, c = M−1p Pb. Assuming
A˜ = PA = (I + S)A = D˜ − L˜ − U˜ ,
with
D˜ = I + D1, L˜ = L + L1 and U˜ = U + U1,
where D1, −L1 and −U1 are diagonal, strictly lower and strictly upper triangular parts of S − SU , respectively. In the
following, we consider the SOR-type splitting for A˜:
A˜ =
⎧⎨
⎩
1
r
(I − r(L + L1)) − 1
r
[(1 − r)I + r(D1 + U + U1)],
1
r
(I + D1 − r(L + L1)) − 1
r
[(1 − r)(I + D1) + r(+U + U1)].
(6)
In view of (6) the SOR-type iteration matrix associated with A˜ are:
Lr = (I − rL˜)−1((1 − r)I + r(D1 + U˜ )), (7)
L˜r = (D˜ − rL˜)−1((1 − r)D˜ + rU˜). (8)
Recently, Huang et al. [1], presented the preconditioned SOR-type iterativemethod for solving irreducible Z-matrices
linear systems with P = I + Sˆ and showed that the rate of convergence of the Gauss–Seidel method is faster than that
of SOR iterative method, where
(Sˆ)ij =
{−ai1, i = 2, . . . , n,
0 otherwise.
Also in [2], Li considered the preconditioned Gauss–Seidel iterative method for solving irreducible Z-matrices linear
systems by employing P = I + Sm and obtained some comparison results, where
(Sm)ij =
{−aiki , j = ki,
0 otherwise
and ki =min j ∈ {j |maxj (>i)|aij |, i < n}.Whether this results are true or not for general preconditioner? In this paper,
we consider preconditioner of the following general form (see [3]):
P = I + S =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −a1k1
1 −a2k2
. . .
−arkr
. . .
. . .
−ankn 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (9)
where i = ki . We consider the preconditioned SOR-type iterative method for solving linear systems. Convergence of
the method applied to Z-matrix are discussed. Also the optimal parameter is presented. Numerical experiment show
that the results are true.
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2. Comparison results with SOR-type method
We need the following deﬁnitions and results.
Lemma 2.1 (Young [5]). A matrix A is a Z-matrix if aij 0, for all i, j = 1, . . . , n, such that i = j .
Lemma 2.2 (Varga [4]). A matrix A is irreducible if the directed graph associated to A is strongly connected. ByG(A)
denote the directed graph of matrix A.
Lemma 2.3 (Young [5]). Let A0 be an irreducible matrix. Then
(1) A has a positive real eigenvalue equals to its spectral radius;
(2) To (A) there corresponds an eigenvector x > 0;
(3) (A) is a simple eigenvalue of A.
Lemma 2.4 (Varga [4]). Let A be a nonnegative matrix. Then
(1) If xAx for some nonnegative vector x, x = 0, then (A);
(2) If Axx for some positive vector x, then (A). Moreover, if A is irreducible and if 0 = xAxx for
some nonnegative vector x, then
(A)
and x is a positive vector.
Now we give the main results as follows.
Theorem 2.1. Let A be a Z-matrix with 0<aiki aki i < 1. Then A is irreducible.
Proof. Assuming A is a reducible matrix, then the directed graph of A is not strongly connected, i.e., there exists
vertices i and j such that there has not a path from vertices i to j, without loss of generality, we take i = 1, j = 2. Since
a1k1ak11 > 0, this implies (1, k1, 1) is a closed path inG(A), so k1 = 2, or else (1, 2, 1) is a closed path, a contradiction.
From ak1kk1 akk1k1 > 0, we have (1, k1, kk1 , k1, 1) is a closed path in G(A), therefore kk1 = 2.
Going on in this way, it follows that all ki = 2 (i = 1, . . . , n) which imply that there is not a path from each of
vertices 1, 3, . . . , n to vertices 2, it is contradict to a2k2ak22 > 0. This completes the proof. 
Theorem 2.2. Let T, Lr and L˜r be the iteration matrices of the SOR-type methods given by (3), (7) and (8). If A
is a Z-matrix with 0<aiki aki i < 1, i = 1, . . . , n, and 0<r < 1, then T,Lr and L˜r are nonnegative and irreducible
matrices.
Proof. By Theorem 2.1, A is an irreducible Z-matrix. From A = I − L − U , we have L + U is a nonnegative and
irreducible matrix. Further, since
T = (I − rL)−1((1 − r)I + rU)
and L,U0, we have
T = (I + rL + (rL)2 + · · ·)((1 − r)I + rU)
= (1 − r)I + r(L + U) + nonnegative terms.
Therefore, T is a nonnegative and irreducible matrix.
Similarly, we can proveLr and L˜r are nonnegative and irreducible matrix. 
Some results similar to [1,2] for the SOR-type methods with preconditioner I + S is given below:
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Theorem 2.3. Let T andLr be the iteration matrices of the SOR-type methods given by (3) and (7). If A is a Z-matrix
with 0<aiki aki i < 1 (i = 1, . . . , n) and 0<r < 1, then
(1) (Lr )> (T ) if (T )> 1;
(2) (Lr ) = (T ) if (T ) = 1;
(3) (Lr )< (T ) if (T )< 1.
Proof. First, from Theorem 2.2, it is clear that T andLr are nonnegative and irreducible matrices. Thus, from Lemma
2.3, we note that there exists a positive vector x = (x1, . . . , xn)T such that
T x = x,
where = (T ), or, equivalently,
((1 − r)I + rU)x = (I − rL)x.
Now consider
Lrx − x = (I − rL˜)−1((1 − r)I + rU˜ − D1)x − x
= (I − rL˜)−1((1 − r)I + r(U + U1 − D1) − (I − rL˜))x
= (I − rL˜)−1(r(U1 − D1 + L1) + r(− 1)L1)x
= (I − rL˜)−1(r(SL + SU − S) + r(− 1)L1)x
= (I − rL˜)−1(S((1 − r)I + rU) − S(I − rL) + r(− 1)L1)x
= (I − rL˜)−1(S(I − rL) − S(I − rL) + r(− 1)L1)x
= (I − rL˜)−1 − 1

((1 − r)S + rSU + rL1)x. (10)
Let
y = (I − rL˜)−1((1 − r)S + rSU + rL1)x.
Then y > 0.
(1) If > 1, thenLrx − x0 but not equal to 0. Therefore
Lrxx.
By Lemma 2.4, we get (Lr)> = (T ).
(2) If = 1, thenLrx − x = 0. Therefore
Lrx = x.
By Lemma 2.4, we get (Lr) = = (T ).
(3) If < 1, thenLrx − x0 but not equal to 0. Therefore
Lrxx.
By Lemma 2.4, we get (Lr)< = (T ). 
Theorem 2.4. Let T and L˜r be the iteration matrices of the SOR-type methods given by (3) and (8). If A is a Z-matrix
with 0<aiki aki i < 1 (i = 1, . . . , n) and 0<r < 1, then
(1) (L˜r )> (T ) if (T )> 1;
(2) (L˜r ) = (T ) if (T ) = 1;
(3) (L˜r )< (T ) if (T )< 1.
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Proof. In view of the proof of Theorem 2.3, we note that there exists a positive vector x = (x1, . . . , xn)T such that
T x = x,
where = (T ), or, equivalently,
((1 − r)I + rU)x = (I − rL)x.
Now consider
L˜rx − x = (D˜ − rL˜)−1((1 − r)D˜ + rU˜)x − x
= (D˜ − rL˜)−1((1 − r)D˜ + r(U + U1) − (D˜ − rL˜))x
= (D˜ − rL˜)−1(r(U1 − D1 + L1) + r(− 1)L1 − (− 1)D1)x
= (D˜ − rL˜)−1 − 1

((1 − r)S + rSU + rL1 − D1)x. (11)
Let
y = (D˜ − rL˜)−1((1 − r)S + rSU + rL1 − D1)x,
then y > 0.
(1) If > 1, then L˜rx − x0 but not equal to 0. Therefore
L˜rxx.
By Lemma 2.4, we get (L˜r )> = (T ).
(2) If = 1, then L˜rx − x = 0. Therefore
L˜rx = x.
By Lemma 2.4, we get (L˜r ) = = (T ).
(3) If < 1, then L˜rx − x0 but not equal to 0. Therefore
L˜rxx.
By Lemma 2.4, we get (L˜r )< = (T ). 
Theorem 2.5. LetLr and L˜r be the iteration matrices of the SOR-type methods given by (7) and (8). If A is a Z-matrix
with 0<aiki aki i < 1 (i = 1, . . . , n) and 0<r < 1, then
(1) (L˜r )(Lr ) if (T )1;
(2) (L˜r )(Lr ) if (T )< 1.
Proof. From I − rL˜ and D˜ − rL˜ are two lower triangular L-matrices with I − rL˜D˜ − rL˜, which imply that
(I − rL˜)−1(D˜ − rL˜)−1.
Now consider
L˜rx −Lrx = L˜r − x − (Lrx − x)
= (D˜ − rL˜)−1((1 − r)D˜ + rU˜)x − x − (I − rL˜)−1((1 − r)I + rU˜ − D1)x − x
(D˜ − rL˜)−1((1 − r)D˜ + rU˜ − (1 − r)I − rU˜ + D1)x.
In view of (10) and (11), we have
L˜rx −Lrx − (D˜ − rL˜)−1(− 1)D1.
(1) Obviously, if 1, the right-hand side of above inequality is more than zero. By Lemma 2.4, (L˜r )(Lr ).
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(2) Obviously, if < 1, the right-hand side of above inequality is less than zero. By Lemma 2.4,
(L˜r )(Lr ). 
If in (3), (7) and (8) we consider r = 1, we obtain the iteration matrices of Gauss–Seidel-type method. Therefore,
we have the following results.
Corollary 2.1. Let T andL1 be the iteration matrices of the Gauss–Seidel-type methods given by (3) and (7). If A is
a Z-matrix with 0<aiki aki i < 1 (i = 1, . . . , n) and 0<r < 1, then
(1) (L1)> (T ) if (T )> 1;
(2) (L1) = (T ) if (T ) = 1;
(3) (L1)< (T ) if (T )< 1.
Corollary 2.2. Let T and L˜1 be the iteration matrices of the Gauss–Seidel-type methods given by (3) and (8). If A is
a Z-matrix with 0<aiki aki i < 1 (i = 1, . . . , n) and 0<r < 1, then
(1) (L˜1)> (T ) if (T )> 1;
(2) (L˜1) = (T ) if (T ) = 1;
(3) (L˜1)< (T ) if (T )< 1.
Corollary 2.3. LetL1 and L˜1 be the iteration matrices of the Gauss–Seidel-type methods given by (7) and (8). If A
is a Z-matrix with 0<aiki aki i < 1 (i = 1, . . . , n) and 0<r < 1, then
(1) (L˜1)(L1) if (T )1;
(2) (L˜1)(L1) if (T )< 1.
Remark 2.1. From above theorems and corollaries, we know that the results are same as those in [1,2] by employing
general preconditioner P = I + S. Hence the results extend previous conclusions.
Theorem 2.6. Under the assumptions of Theorem 2.3, if r1 >r2, then
(1) (Lr1)(Lr2) if (T )1;
(2) (Lr1)(Lr2) if (T )< 1.
Proof. By the analogous proof of Theorem 2.5, one can prove Theorem 2.6. 
Theorem 2.7. Under the assumptions of Theorem 2.4, if r1 >r2, then
(1) (L˜r1)(L˜r2) if (T )1;
(2) (L˜r1)(L˜r2) if (T )< 1.
Proof. The proof is same as Theorem 2.6, so omitted. 
Remark 2.2. From Theorems 2.6 and 2.7, we can conclude that the rate of convergence of the preconditioned
Gauss–Seidel method is faster than the rate of convergence of the preconditioned SOR iterative method, i.e., r = 1 is
the optimal value.
Remark 2.3. If we apply the AOR method to (4) we have the preconditioned AOR-type iterative method, we can
obtain the similar results and conclude that the rate of convergence of the Gauss–Seidel method is faster than the rate
of convergence of the AOR-type iterative method, i.e., = r = 1 is the optimal value.
Example. For randomly generated nonsingular M-matrices for n = 10, we have determined the spectral radius of the
iteration matrices of SOR-type methods mentioned previously.
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Fig. 1. Spectral radii of SOR-type iteration matrices for different r, “.” denotes T’s, “*” denotesLr ’s, “o” denotes L˜r ’s, respectively.
From Fig. 1 we can conclude that the rate of convergence of the preconditioned Gauss–Seidel-type method is faster
than the rate of convergence of the preconditioned SOR-type iterative method.
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