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I. ~NTROIXJCTION 
The Phillips operator is defined by 
As far as the degree of approximation is concerned, the behavior of this 
operator is very similar to that of Bernstein polynomials, Szasz operators, 
and Post-Widder operators, or, following [7], the so-called exponential-type 
operators. However, the Phillips operator does not satisfy the differential 
equation 
(?;a) W(h, 1, 20 = @p(t)) WA, t, 21)(11 - r), 
where M’(A. t, 11) is the kernel of S, (that is 
W(h, t, II) =-= P A(’ “1 cc ’ (xv)” u”-1 ~,,)~, n!(I? --l)! S(u)) 
and 
(1.2) 
(1.3) 
( I .4 
Since relation (1.2) is one of the basic properties of the exponential operators, 
there are some technical difficulties in the analogous estimations for the 
Phillips operators. In this note, we try to suggest some methods for handling 
such problems by discussing the properties of the Phillips operators. This is 
our main purpose. 
In the study of the approximation properties of the Phillips operators, a 
few results for some special cases are known. In the case whenJ’is replaced by 
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T(.)./in (1.1). where(T(r),r 0) is a C,,-semigroup of operators. Phillips [8j 
proved that s,,(‘T(.) f; f) converges to 7‘(r),/’ uniformly on [O. 1-1 for an! 
0. L. -x. Recently, Ditzian [3] estimated this rate of convergence in 
terms of (JJ~(A ‘It’). r(.) f). the modulus of continuity of T(.) f on [O. L]. 
Later. Ditzian and May [4] characterized the saturation clash for thi\ 
operator. again when,f’is of the form 7‘( ,) f. In the present note. we determine 
the classes of functions satisfying s,,u: k. t) .t’(t)llc Iu./,l ()(A iii I”?). 
for all 0 \ 2, where S,,(,/, h. t) is a combination of the Phillips operator\ 
S,,( 1. t). and f ih ;I function in C[O. x). In particular when I, 0. we obtain 
both satur;ition and inverse theorems for Phillips operatorx. The :~nalogoux 
results for semigroups of operators can be deduced from it easily. 
The saturation theorem (i.e.. I 2) proved in Section 2 is essentially part 
of the author’s Ph.D. thesis which was written under the {upcrvision ot 
Professors Z. Ditzian and S. Riemelischneidel-.’ In Section 3. :I direct theorem 
is proLed for the purpose of the completeness of the theory. In Section 4. CLC 
prove an in\,erse theorem. which the author was not able to prove in his 
thesis. For simplicity. we only prove the case when I, 0 for the inverse 
theorem. but there is no essential difficulties for the generalization. 
2. THE SATUKATIOS RESUI 
We first prove some preliminary results. 
Let I+‘(/\. I. II). defined by (1.3), be the kernel of the Phillips operator. The 
following lemma. describing the “varying property” of the kernel. ih the 
basic property of this operator. 
LE\IMA 2.1. If 
wl~err D i //i t, th 
PW(h. t, u) W(h, t. zr) II. 
Proof: Beginning with the expression 
(2.1) 
(2.2) 
’ Professor Ditkm was the author’s thesis supervisor and Professor Riemenschneider 
was the author‘s direcf supervisor in the year when Professor Ditzian was on sabbatical. 
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we differentiate twice with respect to t on both sides to obtain 
$‘(A D)” S,,(.J f) :- (h’l’f) (‘7 tA’ Iv@, t, 11) L!f(L/) rlu. 
. ,I 
Dividing both sides by (X”!t) Gf yields the required relation. 
Rrmarh. In order to calculate S,,(xl, t). it would be simpler to compute 
PD’l than to calculate directly from the operator. For example. PI I, 
P-O’1 f, PI : t” -I-- (2/h) t, $“‘I tl” -! 90(1!‘:‘h) + 3240(tyh’) -’ 60480 
(r7’X:‘) ~-~ 635040(tsjh4) + 3810240(tj;k>) ; 12700800(t”~h”) $~ 21772800 
(t:‘fA’) 16329600(tz/hs) -j- 3628800(t:h!‘). 
LEMMA 2.2. Let A,,,(X, t) he dqfined hi 
.-I,,,(& t) y- A”! 1” W(X. I, L/)(U t)‘J’ rlu, /II =- 0, I) 2 ).... (2.3) 
0 II 
Then the,jdiou~ing stateme~lts ure true. 
( I ) A,,,(h, t) is a polynoniial ill (At); 
(2) the degrees sf A,,,(h. t) in (At) is [m/2], I~Ylile the degree qf’S,,(.P’, t) in 
t is e.wctiy 171. 
Proof: First observe that, if,/; ,:’ F C’, then 
This can be seen from the relation 
Replacing (Df)(Dg) by D(,f’Dg) ~-J(D”g), we obtain relation (2.4). 
Now the lemma can be proved easily by induction. 
The lemma is trivial for 111 0, I, and 2. Assume that the lemma is true 
for integers less than or equal to m. Applying the operator ((2t’h) D -I- 
(t,X”) D”) P ~ t to both sides of (2.3). we have 
318 <'. I'. \lAI 
htl’ ; 1’ [PW(X, t, Ll)](Z/ - tp rl1r -- th!J’ (_I- W(h, I. l/)(11 - I)“’ 1/r; 
’ I, . 0 
2tXJ,l ’ y W(X, t, II) I)(21 - t)“’ t/1/ 
1 0 
t/III’ ’ 1.’ W(h. 1. II) D”(ll - ty th 
’ 0 
, 2t,]w -2 
i 
., 
W(A. t, u) D( I/ - t )‘” dll 
. 0 
I 
,, A,,, ,(A, t) - 2tmA,,,~-,(A. t ) -- tnl(m .-- 1) A,-,(h. t ) 
2t/11 
j D‘4,,,_,(X. f ). 
Thus. the lemma is also true for 111 -,. 1 
j W(A. t. 11) c&‘l t/u \I&~, (2.5) 
il..,,. h c lii,lil 
Our saturation result is for a linear combination of S,, introduced 1~) 
Butzer [II]. As ;I special case. when h 0. the combination S,,(.fI 0. o 
reduces to the operator S,,(,/; t). and we ha\e a saturation theorem for the 
Phillips operators. The linear combination is defined as follows. 
DLI hIlION 2.3. The linear combination S,\(,/; k. t) is detined b! 
b here 
.S,,( f; I<, t 1 i, C( i. h 1 .Y,,,,C 1. 1). 
CC.i, X-J !\, -jg 2’+i 
(2.6, 
DEFINITION 2.4. Let C,,,[O. #w) ( f’il C[O. ‘~1): f(t) Me”’ for some 
Mu. Define <;,, on C,[O. ccl) by 
1’; ( , SUP ,I.(/) 1’ \I. 
0 ! I 
It is easy to see that the operator S,,(,/; /i. I) is indeed an approximation 
operator for functions in Cy[O, -x) for some V 0. It is also easy to 5ec that. 
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the rates of convergence to zero for S,,(f; k, t) -f(t) and for S&f; k, t) - 
S,(f; k, t) are the same. However, dealing with {S,,(f, k, t) - S,(f, k, t)j 
instead of {S,(f, k, t) - f(r)) will simplify much of the proof of Lemma 2.8, 
which is one of the major steps for proving the saturation theorem. 
LEMMA 2.5. LetJ’s C,[O. m),for some N > 0. Jff.f’21c-t2)(t) exists, then 
“6. 2 
P1(S2,(.f. k, t) ~ S,,(,f: k, t)) =- C Q(.j, k, t>f”‘(t) -1 o(1) 
.i lb, 
p,,c @)f’(t) + o(l), 
(2.7) 
lc*here {Q( ,j. k, t)} are polytfonlials in t. Moreover. 
Q(2k + 2, k, t) =: CIF’S1 and Q(2k + 1, k, t) = Czf”‘. 
Jf ,f E C”“-‘z[a, b], the/l (2.7) is un(f&vz in any interial interval [al , b,] C 
(a, b). 
Proqfl Clearly, SA(eN”, f) is uniformly bounded for t in any bounded 
interval. Hence, by the corollary to Lemma 2.2, we may assume that ,f has 
compact support. 
As S,,(,f, k, r) is a linear combination of S,4(,fi t), so is S,,(A 1;. t) - S,(,f; k. t). 
Tf we denote 
then the coefficients a( ,i. /c) have the following property 
This follows from the well-known fact that 
Now by Taylor’s formula we write 
Using Lemma 2.2 and relation (2.Q the lemma can be proved easily. 
The following lemma is an induction step for proving the saturation 
theorem. This Lemma is similar to a lemma we proved in [5]. 
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LEMMA 2.6. Let J’E C,v[O, a) jar som N > 0. rf’ h” L l, S,,(j, k, .) 
SAL k .)i,ch,bl I-. MI , th A” II &AU; k 1, .) - S,C.L A- -- 1. .);~C[u,bJ M,. 
Proojl By Definition 2.3, it is easy to verify the following recursion 
relation 
S,(,j; k, t) :mm (2L - 1)--l [2”&(J: k - I, t) - S,,(,f, k - 1, t)]. (2.9) 
Let h 2’lh,, , A,, t [N -k I, N -;- 2) and consider 
71--L 
f,(f) = (27L -~ I) 1 279s,, I,,$,/. k, 1) - s,i,,g Ii, r)] (2.10) 
L- 0 
By assumption of the lemma, we have 
I‘ 1 
A,,“’ 1 f,(t) ~C/(,,(,] 5 (2” - 1) c 2”‘(2”X,,)-(J :I) MJ,,” 2(2” - 1) M, . (2.1 1) 
i 0 
On the other hand, substitute (2.9) into (2.10), f,(t) can be rewritten as 
f,,(f) ~~~ 1 2”i{2”s,, 4,(l(,f; k --~- I. 2) -~ Sziila,,(,j, k -~ 1. t)) 
, ,I 
‘il 2/<i{2/‘S ?, ,,,,,( f: k -~ I, t) -- S,,,,,c./: k I. t)l , :d 
(2.12) 
2”‘“‘s , nn+l,,,, (.I; I<-- 1. f 1 -~~ s,,,, cj; k ’ 0 1. 0; 
2”{S,,~,f; k -- I, r) - S,,,(.f k -~ 1: t)j. 
Hence 
t2’lh,,)“’ 1’ S,n+,,,tj; k - 1, -1 -- S,n,j,l( f; k - 1, .) r[rr,r,l 
. A”” I f,(t) ~C[,,.l,l -i- A4’ M2 
To prove our saturation result, we need two more lemmas. 
LEMMA 2.7. Let 
B,(A, 24) =--- Cm Iv@, f, 24) t”’ r/t. (2.13) 
. ,I 
Then (1) B,,,(h, t) is a polynomial in u and 1 /A; (2) tile degree qj’B,,,(h, t) in I/ 
is m; (3) the coeficient of urn in B,,,(x, u) i& I. 
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Proqf: This lemma can be proved by using Lemma 2.2 and changing the 
variables. However, the following direct argument may be clearer. 
First, we have 
That is, the assertion holds for 1~ 0. I. and 2. Proceeding to the induction 
proceudre, first, we integrate &,(A, 21) by parts twice to obtain 
B,,,(X, u) =:= IT W(h. t, 21) 1”’ dt 
* (1 
iDW(X, f, n)) t”’ l tit 
It follows that 
Since P W(A, t, q) &‘(A, t, u) 21, the above relation implies that 
The lemma follows readily by induction. 
LEMMA 2.8. Let 0 < a < b < m. If f E C,,[O, co). and g E C,,“, with 
supp g C (a, b), then 
h”‘-1([S2A(/i k. t) - S,\( f: k. t)]. g(t)\ -- K ,f’ c,, . 
where K is a comtant depending on(ls on g md its derimtiws. 
(2.14) 
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Proojl The proof is standard. First we observe 
by the corollary to Lemma 2.2. Now. by Fubini’s theorem, we change the 
order of integration, and then expand g(t) by Taylor’s formula to obtain 
Further, J, ’ IW,A-(~+~) by Lemma 2.2. since t is bounded: and, again by the 
same lemma. 
By cl1oo5ing III k -+- 3. we find that J, M,‘X-I’ Ii. 
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On the other hand, 
323 
l(A) i" (I2 W(X, t, Ll)zyYy(Ll) f?' df dL1. 
- (I - 0 ./ 0 
where 
Now b!, Lemma 2.7 and relation (2.8), we have 
i 4 I
z, x(,j. k) 1(2jh) =- 0(X ci, ‘9. 
Therefore. combining the above estimates, we have, 
Our main result in saturation is the following theorem. 
THEOREV 2.8. Let ,f’E C,,[O, co). and let 0 < a ( n, < 0, < b -; cr,. 
Deuote I($ h. k, a. 6) == h” i1 / S,(,f; k, t) -f(t)lIcln,b~ . Tlrew the following 
inylicoti0n.r ( I ) (2) -:- (3) d(4) -r- (5) =- (6) hold. 
( I ) J(f A, k. a. b) -= O(1): (2) .f’“” il) E A c (a b) and f”” 2) E L, 
[a. 01: (3) 1c.t: A. k. a, 6) = O(1); (4) I(,fi A, k, a, h; -I- oil); (5).fi C2~-2(u, h) 
Guld 2;;; 2I Q( ,j. I;. t)f(j)(t) _ 0 i/l (a, h) M,here Q(,j. k. t) are po[womials i/l t: 
(6) L(,f: A. X. a, . h,) = o( 1). 
Here, r/If O( I ) md o(l) term are with respect to h tiltlen h -> -?- ~1. 
Proqf: The method used here goes back to DeLeeuw and Lorentz (see. 
e.g., [6] or [7]). 
Let J,h. fi k, t) y= XL l[S,,,(,j k, f) -- S,,(,/: h-, t)]. Clearly. condition (1) 
implies 
I’ 4k.f; k, f) icrrr.t,l ‘I hf. ( 1”) 
In the following we prove that (I*) implies (2) by induction on Ji. 
This proposition is true for /L z 0 by assumption. Assume that it is true 
for /< ~ I. then by Lemma 2.6 we have .f’““’ E L,[n. h] as an intermediate 
result. 
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Next, condition (I*) shows that {J(X, 1. I,, t)),, is bounded in C[u. b] C 
L,.[a. 61. Since ,&[a, b] is the dueal of [&,[a, h]. {.I(&/; I;. I);, iy weak” 
compact. That is, there are 17 t L,[a, h] and subnet {h,; of (hi such that 
;J(X, .,f; h, t )j converges to h in the weak* topology. In particular. for any 
,y fin C,, ~ with supp s C (0, /7). we have 
On the other hand, for any $ t CXL -t[u, h]. Lemma 2.5 implies 
./(A,, (i,h, t).g(t) ’ p,,, , c(D) #h s 
c#. P$: 2(L)) g . 
where P&+,(D) is the adjoint of P,, +2 (II) (in this case. it is simply ;I result of 
integration by parts). 
Since C”” j “[a, b] n CJO. 0;) is dense in C,[O, ~1). there exists I+,,; m 
CzA fB[a. b] n CIVIO, x) converging to ,f’ in ‘I ‘.,,-Norm. Now. using 
Lemma 2.8. we have 
Combining (2.15) (2.16), and (2.7). we get h(t). g(t) y(1). P;;,(D) 
s(t)‘ for all g E C/. This implies P,,<,,(D)J(r) = l!(r) since they are equal as 
generalized functjons. Recall that f’““) t; L, [a. h], from the above differential 
equation we obtain .f(2’t~ 2, E L,[a, h]. 
This Proves (I) . (2). The proof for the implication (4) :- (5) is similar 
and the other implications are calculational. We shall omit the rest of the 
proof. 
3. A DIRECI THEOREM 
A direct theorem can be easily deduced from the properties proved in the 
last section. We estimate the degree of approximation of S,,(,$ k. t ) to ,f(t) in 
terms of the general moduli of smoothness of,f’which is defined by 
where 
13.3) 
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S,\( f. A. 1) ~~ j’(t)::C[(,,,b,l ‘._ M(w?J,. Jfi A-(‘,“‘. u, h) -;- A-” ;‘I j &,), (3.3) 
Proof. Consider a function ,q E Pi 2 defined by 
First observe that. from the definition of g, we have 
for all .v rz [ul . b,]. 
On the other hand, we claim that 
; !: I C[r!,,b,l . M ‘1.1’1 C[,,.l,l .- hf’ I f ~c~v . 
and 
I pL':?l I 
lCI~rl,b*l '. MA'"' ")W2,( / & f; A-" "'1, a. h). 
Inequality (3.6) is clear. In order to show (3.7). notice that 
(3.6) 
(3.7) 
(3.8) 
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Further, observe that 
and 
Using (3.8), (3.9). and (3.10) 
which proves (3.7). Now we prove (3.3). By linearity of S,,(,. k, t), we get 
It follows from (3.5) that 
b(f) ICI”,.“,1 MW,,~, &J’; 7). a, /I) : /Mw,,;+,(f; A~ ” i)‘, N. h,. / 3.12) 
The estimation for I,(r) follows from the corollary to Theorem 1.2: indeed, 
we have. 
an d 
where S min(a, N, II h,) 
PHlLLlPS OPERATORS 327 
Hence, using (3.5), 
It remains to estimate I:%(t). By Taylor’s formula, we write 
where [ between 21 and t. We separate the integral into two parts as in esti- 
mating II(t), then use Lemma 2.2 and relation (2.8), we obtain 
Since /i gci’ Ilc[u,,~l~ < M(ll g Ilctrr,,~,l -f 1/ g”“-‘) lIC[ol,b~~), and choosing /rz 2 
k -L 1, we have further that 
Using (3.6), (3.7), and the defining relation (3.4) of g, the estimate of I3 is 
I~~(~~~Ic~~,,,~~I = :I Wg, k, t) - g(t) I~[,,,,I+I -< M(u,l;m, d.f; k’1’2’. a, h) 
- ~-44) 1l.f ‘Q (3.14) 
Combining (3.12), (3.13), and (3.14), we obtain (3.3). 
4. THE INVERSE THEOREMS 
Let 0 -:: Lo < 2, and let Lip*(a; C[a, b]) be the Zygmund class of functions 
Lip*(n; C[O, 11) e= (.fE C[O, I]; w,(,f; /I, a, b) -< MhQj, (4.1) 
where w,(f; 11, a, 6) is the second modulus of smoothness offdefined in (3. I). 
Our inverse theorem is for S,(f, 0, t) =: S,(,J r). Analogous theorems for 
general k’s can be proved similarly. 
THEOREM 4.1. LetO<~,<a,,.~<b,+,<b,<$-~,i--1,2,O<ai2, 
and suppose ,f E C,,,[O, co). Then in the following statements, the implications 
(1) .. (2) 0 (3) :+ (4) hold. 
(1) ” S,(f, t) -.f(t)~lc[,l*q = ah-?: 
0) fE Lip*(a; Cb, , bl); 
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(3) .fg Lip(Y: C[U, , /l&, if.0 -. k 1 ,,f’c Lip*( 1; c[U, , h,]). if’,\ 1. 
f’ t Cl[U~ . 621 andf E Lip(a I; C[u2. h,]), if 1 (x 2: 
(4) 1 s/kc f. f) - .f~~)h,,,i~,,l O(h- ii”). 
The equivalence of (2) and (3) is known (cf.. [O. pp. 257, 333. and 3371). 
The implication of (3) to (4) follows from the direct theorem proven in the 
last section. 
There are two major steps in proving that ( I) implies (2). 
(I) We first reduce the original problem to the following one. a special 
case when f’ has compact support inside some interior interval [a’. 6’1 of 
(a, , 6,). 
THEOREM 4. I’. Let 0 x:. CI -.. h x,0 k 2. If’ f 6 c,, ll.ifl7 supp 
f C (a, h), tlien tl7e,follo~~~i77g stuteb77wts are ry7rimlmt 
(1’) ~ s,,(.f; t) --- .f(NCi,,.hl 0th t ‘). 
(2’) ,/‘t Lip*(:l; C[u, 61). 
The proof of this reduced version will be given in the next step. ln this step 
we show that Theorem 4.1’ implies Theorem 4. I. 
Let a’, a”, 6’. and 6” be chosen so that a, ‘. u’ u” -a_ a, and I72 
6” < 6’ . . . 6, . Also, let g t C,,Y be such that supp g C [a”. 6”] and g(x) 1 
on [a,. 6,]. In order to prove the assertion. it suffices to show. assuming 
Theorem 4.1’ is true, that the condition ~‘S,(f; t) f(f) crrl.bIl O(h- i/2) 
would imply I S,d f,?, t) .fk(r)l C~lr’.~i’~ O(kT”). The proof of the last 
assertion is also divided into two steps. 
(1.1) First assume 0 <: \ I. l-or t t [a’. 6’1, we have 
S,,(.fi, t) j(f) S(f) 
I,(t) ‘~ I,(t) -!- o( I ix). 
where the o( 1 ,‘A) term is uniform for t E [a’, 6’1 by the corollary to Lemma 2.3. 
The assumption I’ S,!(,j; t) - ,f(r)~~c.t,i,.ir,l O(h+p) yields the estimate 
The estimate of I,(r) follows by the mean value theorem 
I,(f) r-= (7i’ W(h. 1. U).t‘(l/)[,~‘(5:)(24 -- t,] Al. (4.4) 
. <I, 
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Hence, by Lemma 2.2 and Cauchy-Schwarz inequality. 
4 liCrn’,b’l O(h Ii”) I, O(/\-&I’). 
Combining the above estimates, we conclude 
/ S,\C.fi, t) --yfgtt)’ C[i,‘,7,‘] = O(h- u ‘I. 
Therefore. Theorem 4.1 holds for at least 0 \: I I. 
(4.5) 
(1.2) Now assume 1 s-c Y < 2. In this case we choose two more points 
.Y and .r* such that a, -; .Y cc a’ and h’ c: !’ -: 6, Let S E (0, 1). We shall 
prove the assertion for 1 x ,T x: 2 ~~. 6. Since 6 is arbitrary, we may then 
conclude the assertion holds for all Y -: 3. 
First notice that, by the result of (I. I), the condition ~1 S,(f, t) -- f(t)l:,to,,l,,l 
O(h-1’2) implies f’ E Lip[ I -~~- 8, C[x. 3.1). Now for t E [a’, b’], we form 
Sd fk t> - f(r) K(f) 
where the o(h-l) term is uniform for t E [a’. b’] (corollary to Lemma 2.2). 
The facts that I! J1 ~lCtrr,,b,~ 1 O(h-,1/2) follows from the assumption, and 
I J, j’c[c,,.li,] = 0(X-l) < O(kUj2) by Lemma 2.4. Also, since 1 j(u) -f(t)! ci 
M j I* - t )1--8 and g(u) - g(r) == g’(&)(u - t), using Jensen’s inequality and 
Lemma 2 2 we obtain ‘1 J ” . . 3 dO’,il’l o(p-NP) < o(p/“). 
(11) We prove Theorem 4.1’ in this step. Since supp,fC (a, 6). we may 
choose a’, a”, h’, h” in such a way that a < a’ < a” < h” < b’ -: b, supp 
fC [a”. h”]. Let !!? denote the class 
9 = ( g E C,,“, supp g c [a’, 6’1) 
and define the Peetre K-function by 
K([,f) = infill f- g f 5 j/g” 1’ ; g E ./,, ‘0 
where 0 < [ .< 1. 
(4.7) 
(4.8) 
In the following we shall only prove conditions (1’) implies (2’) in 
Theorem 4.1’. 
LEMMA 4.2. Conditiorl (I ‘) ?f Theorem 4.1 implies 
K(f, f) :< MO(ky” + ASKCX-‘3 .f)). (4.9) 
640,‘20,‘4-2 
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ProoJ Since suppJ’C [a”, b”], there is an /r E 3’. such that 
,: /l’l’( t ) ~~~ 
i 0 and 2. Therefore 
Hence, it is sufficient to show that there exists an hf, such that, for each 
g E Y 
Moreover, differentiating the kernel W(A, 1. N) directly gives 
Now. since 
we have 
sic I’ - ,$. t>i Cl~I.bl (2hial .I’- ,:’ = nl,h ,f -- g /‘. (4.13) 
On the other hand. by Lemma 2.2, the degree of SJP, t) is I??. it follows 
That Si(1, t) r_ S,y(x, t) = 0. Therefore. 
s;c g, t> =- .r,’ [-& M/(X, t, II)] g(u) t/u 
-~= .,,’ [...],q(t) -i ,$(r)(u f) -.. g”(&U i t)~clzr 
. “7 [. .] g”(r$)(zr -- f )” dll i 
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Combining (4.13) and (4.14). we obtain (4.10). This completes the proof of 
the lemma. 
LEMMA 4.3. Rcdatiotl (4.9) i777plir.s 
K((..f) (. !44? LJ for .sot77e conslnnf A4 _ 0. (4.15) 
The proof of this lemma is standard and can be found in [I]. 
Therefore, to complete the proof of Theorem 4.1’ (and hence the proof of 
Theorem 4.1) it is sufficient to prove the following lemma. 
LEVMA 4.4. Relation (4.15) implies 
f’C Lip”( u: C[a, 61). 
Proof: Let 0 I d /I. Then for any x E Y. we have 
&f(f)i &if(t) ~~ g(t)) -~ d,2g(/) 
4’ f’- g ‘- 62 <$I . 
Thus 
a(.f’; /I, u. h) 4K(l7”, J) . 4MI1‘, 
or/‘5 Lip” (‘Y: c[a. h]). 
(4.16) 
(4.17) 
The author would like to express his sincere thanks to Professors 2. Ditzian and S. 
Kiemenschneider for their excellent supervisions and constant assistances. He would 
like also to thank the referee for valuable suggestions. 
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