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Abstract: A constructive proof for existence and unicity of the rational R,,, belonging to gM.,v, M > 0, N > 0, 
having prescribed N poles and interpolating M + 1 Hermite data is given. It is based upon explicit computation of the 
confluent Cauchy-Vandermonde determinant in terms of the nodes and the poles. An algorithm to compute R,,,(z) 
is presented. It calculates this value from a triangular field of values of rational interpolants of lowest possible orders. 
The algorithm is based upon a Neville-Aitken interpolation formula and has arithmetical complexity 0( L*), 
L := max( M + 1, N). 
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1. Introduction 
Let N z 0 and M z 0 be integers. As usual, by 9M,N we denote the set of all rational 
functions R = P/Q, where P and Q are irreducible complex polynomials of degrees M resp. N 
at most and where Q is not the zero polynomial. 
In the following, we deal with rational interpolants belonging to .%‘M.N having prescribed 
poles. To consider in the same formulation all possibilities M > N, M = N or M < N, we write 
N = v + w, M = v + vo, where the meaning of the integers v, w, v0 is explained below. 
Let a,, a*,. . . , a,, m 2 1, be pairwise distinct complex numbers with corresponding multi- 
plicities pI, p2,. . . , p, z 1, such that pL1 + . . . +pL, = M + 1. These numbers a, will be used as 
interpolation points (“nodes”) taking into account multiplicities. By 
.3X?:= (AI,..., AM+I ):=(a, ,..., a,, a2 ,_.., a2 ,..., a, ,..., ami, 
-- 
l-9 P2 Pm 
will be denoted the ordered node system and by A = { a,, . . . , urn } the corresponding node set. 
Note that this particular ordering of the nodes and that of the poles below are taken only to get 
simple sign factors in determinants. 
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Let b,, . . . , b,,, n 2 0, be pairwise distinct complex numbers with multiplicities vi,. . . , v, >, 1 
and put 
v:=vi + 0.. +v,. 
If M 2 N - 1, we define w = 0 and v0 = A4 - N 2 - 1, where v0 > 0 means that the interpolant 
has b, := cc as a pole of order not greater than vO. 
If M -C N - 1, we define v0 := - 1 and o := N - M - 1. In this case, let 
a’o= (&Y&J 
be a system of complex numbers which are not necessarily distinct, not necessarily different from 
the b;‘s and which are prescribed poles of the interpolant too. 
We denote by 
3?i := (Bi,..., BJ=(b, )...) b, )...) b, )‘..) 6,), 
Vl VIZ 
.54?:=.5%‘,u.@‘,, 
the ordered pole systems, where each pole occurs according to its multiplicity, and by B the 
corresponding pole set (containing each pole only once). 
The following theorem explains what we mean by interpolation by rational functions with 
prescribed poles. Compare a corresponding definition given by Stahl [7]. 
Theorem 1. Let A n B = ,k?. Given a complex valued function f that is defined and sufficiently smooth 
in a neighborhood of A, then there exists uniquely a rational function R belonging to .%?M,N of the 
f orm 
1 
Q,(z) 
where ei J E C and 
e,(~):=fIwl,(4~) 
that interpolates f at .sl, i.e., 
(~)‘-‘R(aj) =( $j’-lf(aj), j= l,..., pi, i= l,..., m. 
(0 
(2) 
Remarks. Observe that R is an element of 9M,N, where M 2 0 and N 2 0 are determined by the 
given data, that interpolates f at .&’ having all its poles contained in .4? taking into account 
multiplicities. Note that prescribing the form (1) implies unicity whereas the properties just 
mentioned do not. 
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There is a classical proof of Theorem 1 due to Walsh [8] reducing it to polynomial 
interpolation. If 
and if P is the polynomial of degree M at most that interpolates (2f at the nodes of csl, then 
R := P/Q is a rational function belonging to gM,,,, that has the form (1) and interpolates f at 
&‘. If Q is fixed, it is easily proved that R is unique. 
Accordingly, interpolation by rational functions with prescribed poles is very close to 
interpolation by polynomials. We will give a constructive proof of Theorem 1 by computing the 
determinant of the associated system of linear equations (2) explicitly in terms of the nodes and 
poles. It shows that this kind of interpolation actually is Hermite interpolation by generalized 
polynomials, i.e., by linear combinations of functions forming an extended complete Tchebycheff 
(ECT) system. The main reason to give this more complicated proof in detail in Section 2 is that 
it constitutes the basis for deriving an algorithm computing the interpolant numerically, which is 
the main aim of this paper. The computation scheme is described in Section 3. 
2. Existence and unicity 
For simplicity, we shall first assume M > N - 1, that is w = 0, v0 > - 1. Let z be a complex 
variable. We will consider two ordered systems of M + 1 = v + Y,, + 1 complex functions: 
1 1 1 1 1 
/ (Z_b,)2”“’ (Z_-bl)Y” z--2”“’ (Z_-2)Y~‘.“‘Z-b,““’ 
‘=:(4, 4,...,44+1), 
(Z-A,). *. (z -A,) (z-A,)-*(z-A,) 
Q,(z) 
? * . . 3 
Q,(z) 
=: ( d;) d; ) . . . ) a,,,)) 
with 
The function z 4 (z - bi)-j will be referred to as the pole function of order j corresponding to 
the pole b, . 
Throughout we adopt the convention that void sums are equal to zero, void products and void 
determinants are equal to one. If IJ,f, is any product of complex numbers f,, then by ll:fi we 
denote the product where all zero factors have been suppressed. 
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Proposition 2. Let A fl B = 0. Then ouer Q= 
span 9, = span 4,. 
Moreover, ZSI = C&, with a lower triangular matrix C = ( c,,~) whose diagonal entries are 
’ i 
k-l k-l 
C kk= 
Proof. Clearly, span .Qi 2 span &i since each element d;, of $i has a unique partial fraction 
decomposition in terms of d,, . . . , d,: 
d;, = 5 c,,jdj, k=l,..., M+ 1. 
Furthermore, it is easy to see that c~,~ has the value given. Since with no difficulty it is shown 
that .&i is linearly independent, the proof is complete. •I 
Next we will compute D := det 32 8 Qi explicitly in terms of the nodes and poles taking into 
account their multiplicities. 
Here 3: 8 9i := (L,d,) denotes the Kronecker product of the system of linear functionals 
.9&:= (L’,, Lf, . . .) LB’, L;, . . . ) Liz,. . . ) L’,, . . .) L2) := (L,, . . .) L,,,), 
that corresponds to the node system -01, with the basis 9i. Proceeding this way we are using an 
approach taken from [2], which in review of the results of [5] appears quite natural and will be 
proved to be efficient. In [5] this determinant has been computed either for simple poles and 
multiple nodes or vice versa. Here we treat the most general case. We shall first compute 
Proposition 3. Let A f’ B = 0. Then 
m Iv1 Iv+1 M+l Iv+1 Y 
h = n I-I j! n n (Ak-Ah)/ n n @k- Bh). 
i-1 ;=o k=l h=l k=l h=l 
k>h kah 
Proof. For any two nonnegative integers r < s and every sufficiently smooth function g, from 
Leibniz’ rule we infer 
(+-)‘{(z-a)“g(r)},_,= ( k!g(a) ii Lzz’ 
Let k ti (i, j) 
k 1 2 . . . 111 /Ai+1 . . . j.Q+jAs . . . A4+1 
(4 A (1, 1) (I, 2) . . . (I, j-Q) (2, 1) . . . (2, p2) . . . (m, pL,) 
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be the one-one correspondence between the two enumerations of the nodes in JZ? (or of the 
corresponding functionals in 9”). Then for I= 1, . . . , M + 1, 
I k minCk.v) 
j-l 
d;(a;) = (j-l)!l$Ak-A,)/ hol hk-h,) if’=k, 
0 if I> k. 
From this equation Proposition 3 is immediate. 13 
By combining Propositions 2 and 3 we get the following proposition. 
Proposition 4. Let A CI B = 0. Then 
D, =det 92@9i 
M+l M+l 
n rI’ okmA;) ii fi @k-w 
k=l i=l k=l i=l 
k>i k>t 
/M+l Y Y Y \-’ 
n n (Ak-B;) r--I I-I @k-b) * 
k=l i=l k=l i=l 
k&i k>i 
Remark. In [5] D, has been called the Cauchy-Vandermonde determinant because it contains 
the classical determinants of Vandermonde: 
At+1 A4+1 
D,= n n (Ak-A;) ifm=M+l, vo=M, o=v=N=O, 
k=l i=l 
kzi 
and that of Cauchy: 
A4+1 A4+1 A4+1 Iv+1 
D,= II II (Ak-Ai)(Bi-Bk)/ II EI (Ai-‘;) 
k=l i=l k=l i=l 
k>i 
if m=n=N=v=M+l, w=O 
as particular cases. 
Let us now turn to the second case of (1) when w > 0. Then according to the convention in 
Section 1 v0 = - 1, N = o + Y > M + 1 = Y, and 9i and G1 are to be replaced by the systems 
9:= Q,‘91 =: (ai, S,,. . ., 6M+1), 6, := d/Q,, (3) 
&:= Q,‘gt, =: (s”i, & ,..., 8M+1), &:=x/Q,, (4) 
where 
W 
Q,(z) := tG (z - P;>. 
Again, we have the factorization 9= C&, with the matrix C from Proposition 2 with 
Y = M + 1. For the sequel, the systems (3) and (4) can be viewed as describing both cases, when, 
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according to Section 1, we adopt the convention w = 0 if M 2 N - 1 (then M = v + vO, vO >, - 1, 
N=v), and vO= -1 if M<N-1 (then M=v-1, N=v+w). In this sense, from the above 
and from Propositions 2, 3 and 4 we get the following proposition. 
Proposition 5. Let A n B = 0. Then 
D := det 92 @I 9 
M p*,-l M+l M+l 
k=l i=l 
kri k>i 
= A4+1 w M+l Y 
kcl lq(Ak-Pi) kcl zg tAkpBl) kol fi tBkBAr). 
I 
k>r k>i 
As a corollary we have the following theorem. 
Theorem 6. .9 is an ECT system on every subset of the complex plane not intersecting the pole set B. 
Now Theorem 1 follows at once since it is merely a reformulation of Theorem 6 taking into 
account the particular form of the basis 9. 
3. Computation 
With the aid of Proposition 5 it is possible to develop a quick and storage saving method to 
compute recursively the interpolant R(z) given by (1). The procedure is nearly as quick as simple 
interpolation by polynomials taking not more than 0( L*) arithmetical operations, where 
L := max( M + 1, N). It will be derived from two general facts. 
First, when dealing with ECT systems it is possible to compute the value 
R(z) =p[f; 9, &l(z) E span 9, 
where 9 and ~8 have cardinality M + 1 each, as a generalized arithmetic mean from two 
interpolants 
p[f; g’, di](z)? i=l, 2, 
where 9’ and &, are subsystems of 9 and -01, respectively, each having cardinality M, with 
weights adding to one. In fact, with these notations and assumptions there holds the following 
theorem. 
Theorem 7 (Mi.ihlbach [3]). Let 9 and 9’ c 9 be ECT systems on A?* := (SC?, z). Let (+) := 9\ 
9’ and let ~8~ and d2 be distinct subsystems of .SZ? such that A@‘~ Usdz =.d. If z @ral, then 
+; 9’, 4](4 - +4; 9’, J%](z) + 0, 
and 
P[fi 9, 4(z) 
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Here, 
r[+; g’, di](z>:=+(z> -p[+; Q’, di](z). 
On the other side, it is well known that an interpolation remainder can be represented as a 
quotient of generalized Vandermonde determinants: 
Theorem 8 (Popoviciu [6]. If 9 is an ECT system on .GS? * = (J&‘, z), then 
where 9* = (9, f). 
Actually, the remainder is the Schur complement of the matrix 6”,‘@ 9 in the bordered 
matrix LL, @ 9* (see [4]). 
In view of Theorems 7 and 8 for the interpolation problem considered in this paper the 
weights can easily be computed in terms of the nodes and poles, as will be shown now. With 
respect to the basis (3) there are essentially two different possibilities passing from the basis 9 to 
a subsystem 9’ that is also an ECT system on JX?’ * = ( JZY, z): omitting the last power function 
zyo, v, > 0, or omitting a pole function of highest order, the latter divided by QO(z) if w > 0. As 
subsystems of .JZ? we can take .GS?~ = (A,, . . . , A,) and dZ = (A,, . . . , A,,,) as long as they are 
different. Then by relabelling the nodes if necessary we may assume A, # A,,,+t. The case of a 
(M + 1)-fold node will be discussed below. 
Theorem 9. Under the assumptions of Theorem 1 R(z) can be computed recursively with a total 
amount of arithmetical operations not exceeding 0( L’), where L := max( M + 1, N), by making 
use of the following recurrence relations which are valid for z P A U B: 
p[f; 9, -4(z)= 
P[f; 9’3 &21(4(z-A,) -p[f; g’, dl](~)(~-AA,+l) 
A -A, 
7 (5) 
M+l 
when .9’=9\(z’o), ~~20, A, #A,+,; 
p[f; 93 d](z) = {p[f; g’, I,p,](z)(B,-A,+,)(z-A,) 
-p[f; 9’3 ~~](z)(B,-A,)(z-A,+,)} 
x {(By - Z)(A,+* -A,)) -l, 
when 9’ =~\(Q,(z)-‘(z - b,)-“n), v,, > 1, A, # AM+l. 
(6) 
Proof. According to Theorem 8 in any case 
where J%‘;* = ( di, z). By computing both determinants according to Proposition 5 after cancella- 
tion of common factors, we get, when +(z) = zyo and z c+iG A U B, 
M Y 
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and the same expression for 
+#G 9’3 &2](z), 
with Ai replaced by A,+i. 
When G(z) = Q,( z)-‘( z - b,,)-“n and z @ A U B we obtain 
r[+; B’, sB,](z)=(-l~N-lfi(Z-Ai~~~f(Bv-Bi) 
i=l i=l 
x Q,(z),~l(z-BI)~~l(A,-B.)) 7 
i 
-1 
the same expression where only Ai is to be replaced by Ai+ r. Computing the weights according to 
Theorem 7 yields in the first case 
and in the second one 
In both cases the corresponding second weight is obtained by substracting the first one from 1. 
Note, that in formula (5) the weights actually are those of simple polynomial interpolation. 
Moreover, this formula appears as the limit of (6) when a new pole function Q,( z)-‘( z - B,)-‘, 
with pole B,, is adjoined to 9’ which then is moved to infinity: B, + co. 
The recursive procedure starts from the field of values 
p[ai](z)Y p[ai, ai](z)>*.*YP (7) 
P, 
where 
=p f; 
[ 
is a generalized Taylor 
combination of 
M-J 
Pi 
polynomial of f with center a,. More precisely, pi is the unique linear 
(6 ,,...,s,,):=Q,'(cl,,...,d,,), 
or, equivalently, of 
( s” I ,..., $,) := Q,‘(d; ,..., JP,), 
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these being initial sections of bases of type ~2 or 6 , respectively, that satisfies 
(8) 
The predecessors of pi in (7) simply are the corresponding initial parts of p,. It will be shown 
below that pi(z) can be calculated with a total amount of arithmetical operations not exceeding 
0(12), Zj := max(p;, w). Then by using the recurrence relations of Theorem 9 from the starting 
values (7) the whole triangular field of the values 
Q&):=P[f; 4, &,...vSk+l; A;, 4+w..A+k](Z)? 
l<i<M+l, O<k<M, l<i+k<M+l, (9) 
can be computed row by row or column by column with a total amount of arithmetical 
operations not greater than 0( L2), L := max( M + 1, N). At the end we get 
R,,,(z) =Pk 9, 4(z) =N4 
where R(z) is given by (1). 0 
A simple method to calculate the starting values (7) proceeds as follows. Compute first the 
coefficients e”,, . . . , gp,, of pi with respect to 
&=(a ,,..., LZ~) and B=(& ,..., J,,), 
which is itself an ECT system on any subset of the complex plane not intersecting the pole set, 
and then compute 
p,(z) = 5 C?-&&(z). 
p=l 
Since the matrix of the system of linear equations corresponding to (8), 
d t-1 
i-i_ 
dz 
&(a,), k=l,..., p;, ~=I,...>P;, 
is lower triangular, this can be done with 0( pf) arithmetical operations, provided that the matrix 
is known. But the entries of this matrix themselves can be computed recursively by the following 
algorithms, which have to be adapted by identifying a with a, and M with pi - 1. The total 
amount of arithmetical operations is bounded by 0( I,‘), 1; = max( pi, w). 
Algorithm 1. 
- input data: a; P,,.YP, 
_ initializations: b,,, = 1 
for i = l(l)M set 
b;,. = 0 
_ algorithm: for i = 0( 1) M compute 
for j = l( 1) w compute 
bi,, = (bi,i-1 - iL,,Ma - PI> 
_ output data: bi,w = ($1 $z, >,=a, i = O(l)M. 
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Algorithm 2. 
- input data: a; B I>...> B,; bo,,,..., b,,, 
_ initializations: for i=O(l)M-1 set 
= bi+l cJ(i + 1) 
a,Ii:ilb ,/(i - B ) 
- algorithm: j L 0: fGwi = l(l)h compute 
ai,o = (-i/(a - &))(ai-l,o ‘a,-,_,) 
for j = l( 1) M compute 
for i = O(l)j - 1 set 
ai,j = 0 
for i =j(l)M compute 
ifj<v-1 
ai,j = (- i/(a - Bi+l))(ai--l,j - ai-l,i-1) 
else 
ai,j = ia. r-l,j-1 
_ output data: ai,i, i = O(l)M, j = 0(1)&I. 
Theorem 10. Algorithm 2 computes the entries of the lower triangular matrix 
where 
Algorithm 1 essentially computes the initializations of Algorithm 2: 
bi+= ($)j{ &-q},=a, i =O(l)M. 
Remark. Let us emphasize that when w = 0 Algorithm 1 has to be dropped. Since then Q, = 1 
the initializations of Algorithm 2 are reduced to a,,_, = 0 for i = O(l)M - 1 and sop = (a - B,)-‘. 
Proof of Theorem 10. We start proving the first assertion concerning Algorithm 2. For any h, 
0 G h G v, by Leibniz’ rule, 
1 
i-j 
if i<j, 
I 
if i>j. 
,?=a 
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Applying Leibniz’ rule again for h 2 1 we get 
d i-1 
i-j 
dz &=;i; i 
d i-j 
1 i 
1 1 
Q,-,(z) z - B, 1 
=;<(i;i)($)i-‘-‘,,_liI,($)‘& 
For j = O(l)v - 1 and i =j(l)M, by setting h =j + 1 we get 
‘-j Ui_,_l j-1 (-1)’ = i!C 
t=~ (z--t--l)! (pBj+,)ltl’ 
Here we have exploited that 
which, in view of the initializations of Algorithm 2, does also hold for j = 0 and h > 0. Writing 
ai,j = 
)’ -ai-l’j-l ’ I 
one easily realizes that the first term in the square brackets equals u,_,,~ if j z 0 and i z 1. 
If Y - 1 cj G M, then directly from 
a,./ = ia,_l j-1 
follows. This completes the proof of the first assertion of Theorem 10. 
The second part of Theorem 10 is proved by a similar calculation. Setting 
and 
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by applying again Leibniz’ rule for i = 1( 1) M and j = 1( 1) U, 
1 =- 
a - Pj 
[ b;,j-l - ibl-,,j] 
follows. In view of the initializations of Algorithm 1 this recurrence relation also holds for i = 0 
and j = l(1) w. Hence by Algorithm 1 indeed 
is computed because of U, = Q,. Observe finally that all calculations do not need more than 
0( I’) arithmetical operations, where I= max( M, 0). In fact, that number is 0( M2) when 
M >, N - 1 (that is w = 0) and 0( Mo) when M < N - 1, but both cases are covered with 0( 12). 
The same can be said in Theorem 9 with L, N instead of 1, o. q 
It remains to compare the computational scheme we have presented with the approach used 
by Walsh [8] in his proof of Theorem 1. He first computes the value P(z) of the polynomial P of 
degree M at most that interpolates the product QJ at the nodes of _GG? where 
Q(z):=~~,(Z-p,),~,(z-‘“), 
(remember: w = 0 if M > N - l), and then R(z) := P(z)/Q(z). Of course, P can also be 
computed recursively by making use of the simple Neville-Aitken formula. This procedure starts 
from the values P,( a,, z) of the ordinary Taylor polynomials of Qf of degrees j = 0, 1,. . . , pi - 1 
withcenter a;, i=l,..., m, and computes the triangular field of values 
S;,,(Z) =P(Qf>[‘i, ‘iti,..., Ai+,I(z)/Q(z), 
l<i<M+l, O<k<M, l<i+k<M+l. 00) 
Here at the end S,,,(z) = R(z), where R(z) is given by (1). 
Which are the differences between the two procedures (9) and (lo)? 
Clearly, by construction the intermediate results Ri,k(~) resp. S,,,(z) of both procedures are 
values of rational functions Ri k resp. S,,, that interpolate f at the nodes A,, Ai+i,. . ., FI;+~ 
taking into account multiplicities. But 
S,,, E ~2%‘~ N for all i, k, 
having poles in @ possibly at pi,. _ . , p,, B,, . . . , B, counting multiplicities, whereas 
Ri,k E9k,min(w+k+l,N) for a11 iT ky 
having poles possibly at pi,. . _ , p,, B,, . . . , B,, 1 counting multiplicities. In particular, when 
w = 0 then our procedure starts in column 1 with functions having precisely one pole at B,, and 
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for each new column precisely one new pole is adjoined. This may be the pole b, = 00 when only 
the degree of the numerator is enlarged. 
Of course, also by Walsh’s approach the field (9) could be computed columnwise, where for 
the k th column 
k 
Q,(Z) = Q,(z) I-I (Z - B,) 
had to be used instead of Q. But then a total amount of arithmetical operations which is 
proportional to M3 would be needed because the procedure had to be restarted for each new 
column. Moreover, there are some advantages of our procedure in computing the starting values. 
For Walsh’s method the function @ and its derivatives have to be evaluated where Q is a 
polynomial of high degree. In contrast, for simple nodes our method does not need any 
computations to get started, and in case of multiple nodes this can be achieved with lower costs, 
as we have seen. 
When disregarding the numerical differences, which calculating procedure is to be preferred 
depends on which poles one is willing to prescribe for the intermediate interpolants. 
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