This paper concerns a quantity which is equal to the norm of the smallest structured perturbation to a Hermitian matrix that makes the perturbed matrix singular. This quantity of course then gives an indication on how much such structured perturbation the Hermitian matrix can tolerate before becoming singular. For some structures, this quantity can be computed explicitly. For some more general structures, only the lower bound on this quantity is given. 0 1998 Elsevier Science Inc. All rights reserved.
Introduction
For M E Cm"", the Schmidt-Mirsky theorem says (among other things) that inf { 11A/1: A E Cnx", det(Z + AA4) = 0) = IIMIIP'.
Here and in the sequel, the matrix norm used is the spectral norm, i.e., the largest singular value. Formula (1) has found wide applications in engineering problems, see for example [1, 2] . However, in many applications, the perturbation A is often restricted to a subset of Cxm. One interesting subset is [w""". It is shown in [3] Recently, it was discovered in [5] that the solution to certain robust performance problem for linear systems requires computing the following quantity for a given Hermitian matrix 
In [5] , a formula for computing $(M) in the special case when S 3 0 and R 2 0 was obtained. In this paper, we will extend the formula to the general case. We will also study the following generalized quantity.
ICIK(M):= inf{llA]l: AEgK,det(I+ [i* :]M)

=0}
A lower bound on e&4) will be obtained. This lower bound will be shown to be equal to $K(M) if K < 2. The paper is organized as follows. Section 2 studies G(M). An explicit formula for I,+(M) is obtained. Section 3 considers the general case. A lower bound on $&4) is obtained. This lower bound, when specialized to the case when K = 1, gives the formula obtained in Section 2 and hence is equal to 1C/K(M). Section 4 shows that the lower bound obtained in Section 3 is also equal to $&4) when K = 2.
In the following, we define some notation used in this paper. For X E Cm"", the singular values of X are denoted by o&Y), assuming nonincreasing order. The largest singular value of X is also denoted by 8(X). We always set &Y/l = a(X). If X is Hermitian, then the eigenvalues of X are denoted by 2, (X), also assuming nonincreasing order, and the inertia of X is denoted by {n+(J$ no(X), n-(X))9 re P resenting the number of positive, zero, and negative eigenvalues of X, respectively.
Formula for computing +(M)
Note that for all y > 0, 
then $(M) = cc but the right hand side of (5) Proof. If the multiplicity of kj(ro) is one, then 3.,(y) is equal to some xj(y) given in Lemma 1 in an open neighborhood of y,,. Thus 1/O is also a stationary point of j,(y). Let Vj(r) be the analytic eigenvector corresponding to /?j(y). Then (6) gives:
If instead the multiplicity of A,(yO) is greater than one, then we can assume, without loss of generality, that in an open neighborhood of I),,, i,(y) = x,,(y) for y < ;'O and Ai = i,?(y) for y 2 yO. Ifj, = j,, then ",(yO) must be a local extremum of Aji, (y), so we get the result by applying (6) . Otherwise let &(y), k = jl) j,, be the analytic eigenvectors of F(y) corresponding to &(y). Then (6) gives:
. dy Put U, = at;,, + (1 -'x2)"*Vi2 for CY E [0, 11. Then uX(yO) is also a unit length eigenvector of F(y,) corresponding to iti,( Define .f('X) = 4(&J Tr.(r0).
Since 7" is a local extremum of n,(y), we must have 
then rank H(y, A) is independent of ?; and det{Z+ [i* JMj =O if and only if det H(y, A) = 0 for all y E (0, co). Since E(y) is analytic and nonsingular, and V(y) is analytic, it follows that for a fixed A, the eigenvalues of H(y, A) are continuous in ?; on (0, co). Since rank [H(y, A)] is independent of y, we conclude that for a fixed A, the inertia of H(y, A) is independent of y. Consequently, this inertia can be denoted by {r$ @, 7.r").
Assume now that z+ > 0 and z-> 0. Then the eigenvalues of H(y, 0) = E-'(y) are 
<I'+, then -&_,,[F(y)] is unimodal and uny local minimum of 21 [F(y)] mllst hr t~pal OI smaller thun (r-)-'
Here, by unimodality, we mean that a function has only one local infimum. is not. Proposition 1 says that although local minimization algorithms cannot guarantee to find both Y+ and T_, they can find $(M) accurately.
Proof. Again write
F(y) = Assume r+ < Y-, then I/I(M) = r+. Recall that Y+ = { inf, >" i.l [F(y)]}-'. Suppose that 2, [F(y)] is
Lower bound for tiK(M)
For a given matrix 
It is easy to verify that for A E ZK, It is easy to see from the orthonormalization process that the maps from X to V and to R are analytic when X has full column rank. Hence, V(y) and R(y) are analytic in 7.
Let E(y) = R(y)AR*(y), then E(y) is Hermitian, nonsingular and analytic. Furthermore In some applications, the given Hermitian matrix
satisfies S, R >, 0. In this case, r+ 6 r-, and 1, [D(y)MD(g)] is unimodal
Proposition 2. Suppose S, R 2 0. Then 1-1 [D(Y)MD(Y)] 2 -J,+,[D(y)MD(y)] andr+<r_.
Proof. Partition 
Multiplying (13) with t and (14) with 1 -t, t E [0, 11, and adding the two resulting inequalities, we have
tr,sr, + (1 -t)rhsrh [tr, + (1 -t)rb]N N*[tr, + (1 -t)rh] R
1
[
tr, + (1 -t)r, 0 <a 0 tr, + (1 -t)r, 1
Let X = S'j2r,, Y = S1i2rh. Then from
[tX+(l -t)Y]'[tx+(l -t)Y] -[tu*X+(l -t)Y*Y] = -t(l -t)(X -Y)*(X -Y) GO, we get
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[tr, + (1 -t)r,]s[tr, + (1 -t)Z,] < tr,sr, + (1 -t)rhSrb, which implies that ty, + (1 -t)yb E Q(a). Therefore, Q(a) is convex. It follows that At [D(y)MD(y)] is unimodal. 0
The two block case
In this section, we will show that the lower bound of $K(M) given by Theorem 3 is actually the exact value of ijK(M) when K = 2. 
-1 [P(a, p)] is its global infimum. Furthermore, let & be a local infmum of -k+n[P(cc, B)], h t en r+ < i.0'. A similar result holds when r+ > r-.
This theorem says that, in the two block case, the maximum of a local infimum of A,[P(cc, /I)] and a local infimum of -A,+,[P(cc, /?)I also exactly gives II/,' 6% Thus IL,(M) can be reliably computed by any reasonable nonlinear programming method. Before the proof of Theorem 4, we state a lemma which is a sort of extension of Lemma 5.
Lemma 6. Let F(y) = A(y) + y-'B + ym2C E cnxn where A(y) is a Hermitiun matrix function analytic on an open interval r around 0 and B, C are constant Hermitian matrices. Assume that C has a spectral decomposition, where A, E R'"' . 1s nonsingular and also assume that VTBV, = 0. Then as 7 approaches 0, z+(C) eigenvalues of F(y) go to 00, z_(C) eigenvalues of F(y) to -CQ, and the rest to the eigenvalues of V;[A(O) -BKA;'TB]b.
Proof. Without loss of generality, assume that an analytic spectral decomposition of ;"F(;l) is such that i,(O) = A, and i>(O) = 0. Then F(;,) = [ R (7) " (7' 
Differentiating both sides, we obtain [2yA(y)+ y'k(y)+B]V;(~) + [y*A(y) +yB+ C]kb) = iqY);i*(j') + &(I)&.
Evaluating at ;J = 0, we obtain
B&(O)+ C?,(0) = &(0)i2(0).
Notice that We then have
B&(O)+ C&(O) = 0.
From C = 6(O)A,(O)v,'(O), we get
B&(O)+ fi(O);2,(O)v,'(O)~~(O) = 0.
This leads to 
= V;(O)A(O)V;(O)+ c(O)B[e(O)V,*(O)+ v;(O)c(O)]t2(0) = V;*(O)A(O)V;(O)+ ~(O)B~(O)~'(O)k(O) = c(O)[A(O) -Bfi(O);l,'(O)V,'(O)B]V;(O).
Note that a,,, B) ]. This case can be converted to case 3 by exchanging CI with l/b, l/a with p, A2 with A;, A; with A,, and permuting P(cc, b) accordingly. We can assume the above cases since from the following discussion, we see that the limits exist if they do not go to infinity.
The following proof is long and dry. The main idea is to construct a A= AI 0 be an isometry onto the kernel of S. Then
It is clear that J_'(k) has a local infimum j$ at ko. The following is to construct a desired A= AI 0 IS a simple eigenvalue of P?(cI, /IO), with a corresponding analytic eigenvector of unit length. Denote this eigenvector by partitioned in accordance with Pz(x,fl) in (17). In the following, the limit of xi(x) as x + x will be used to construct a desired A.
Since 
