Abstract
Introduction
Flow cytometry is a powerful technique for the automated analysis of phytoplankton. Optical characteristics of particles in a fluid stream are determined by passing this suspension through a laser beam. For the study of phytoplankton, several fluorescence signals, light scatter and particle length are measured. The fluorescence signals, resulting from excitation at different wavelengths, give insight into the pigment composition. Based on these parameters, taxonomic groups can be discriminated.
Flow cytometry is an inherently fast technique, allowing analysis of thousands of particles per second. However, the full potential of the flow cytometric approach can only be realized by combining it with a rapid classification method capable of operating at the same rate. Particles of interest can then be detected fast enough to trigger devices such as an in-flow electronic imaging system, or a cell sorter to allow separation from the sample stream for collection and subsequent purification of cultures.
There are many classification methods which can be used for categorizing multivariate data patterns, such as flow cytometric signatures, into known data classes, e.g. biological taxa. Techniques employed for this task include multivariate analysis and cluster analysis (Demers el al., 1992) , and projection methods such as principal component analysis (Joliffe, 1986) for aiding visualization of the cluster structure of the multivariate data (e.g. Frankel et al., 1989) . Comparatively recently, artificial neural networks (ANNs) have augmented the list of available methods. Here we compare the ability of five ANN paradigms and two non-neural methods to a typical flow cytometric recognition problem, and discuss their relative merits for this task.
The ANN paradigms were the multilayer perceptron (MLP), the learning vector quantization (LVQ) network, the radial basis function (RBF) network, and a powerful generalized variant thereof, asymmetric RBF (ARBF). The non-neural methods were parametric and nonparametric statistical techniques, modelling the class probability density functions using a Gaussian multivariate statistical method (GAUSS) and directly estimating the relative densities of each class from the training data set via the /:-nearest neighbour (KNN) method. A further neural method, the Kohonen self-organizing mapping (SOM) network, was also used, but to visualize the multivariate data rather than as a classification technique in its own right. The data clustering discovered by this network is compared with the results from the other classifiers. In each case we optimized the classification method by adjustment of relevant parameters to achieve the best level of performance.
All of the neural network methods in this study (with the exception of the SOM) consist of three interconnected layers of simple processing elements or nodes (Figure 1 ). The data pattern to be classified is applied to the nodes of the input layer (which contains one node per parameter), then passed through the connections to the nodes of the intermediate (hidden) layer, and thence to the nodes of the output layer (which contains one node per possible classification). The role of the input layer nodes is merely to distribute the data to the hidden layer nodes (HLNs), and the classification selected by the network is in each case indicated by the node in the output layer with the highest value. The SOM has no hidden layer, and the output layer nodes do not directly indicate a classification. The MLP and RBF/ARBF networks also incorporate a bias node (a node with a constant output value independent of the input pattern). This allows network nodes individually to set the threshold level of input that is required to produce a mid-range output value.
The networks all differ in the detailed functioning of the hidden and output layer nodes, and the method by which these collectively iearn' to represent the training data (a representative selection of labelled data patterns for each class).
MLP networks
In MLP networks (Rumelhart, 1986; Lippmann, 1987; Maren et al., 1990; Hush and Home, 1993; Haykin, 1994) each HLN represents a hyperplanar decision boundary, the position and orientation of which is determined by the weight values connecting it to the input layer. The output from the HLN indicates on which side of its hyperplane the input pattern falls. The output layer nodes interpolate smoothly to produce arbitrary convex decision boundaries between the classes (Figure 2) , and since these outputs can be shown to have a simple interpretation as estimators of Bayesian a posteriori class probabilities (Richard and Lippmann, 1991) , choosing the node with the highest value corresponds to classical Bayesian decision theory (Tou and Gonzalez, 1974) . This has the advantage that allowance may be made (via linear rescaling of the output values) if the frequency of occurrence of each class in the training data does not reflect the underlying frequency of each class, or if certain misclassifications are more potentially costly than others. Non-convex boundaries can be formed by adding a second hidden layer of nodes (Lippmann 1987) , but this markedly increases the training time. The suitability of MLPs for analysing flow cytometric data is well proved (Frankel el al., 1989; Balfoort el al., 1992; Morris et al., 1992; Smits el al., 1992; Morris, 1993a,b, Boddy et al., 1994) .
LVQ networks
In LVQ networks (Kohonen, 1988a (Kohonen, , 1990 Wilkins et al., 1994) each HLN represents not a hyperplane but a 'class prototype'. The HLNs compete with each other to represent the input pattern; the node whose prototype is nearest -0.1 0.1 0.3 0.5 0.7 0.9 1.1 'wins' and activates the output layer node representing its particular class, while the others are ignored. This is known as a 'winner-takes-all' strategy. 'LVQ learning' is a process of adjusting the locations of these class prototypes during training through an iterative process (randomly presenting training patterns and moving the winning prototype from the correct class a little closer), until their distribution approximately models the underlying data distribution from which the training data for each class is drawn. The decision boundaries formed are 'piecewise linear', but depending on the locations and numbers of class prototypes they can be of arbitrary shape and complexity, in the limit approaching the optimal Bayes decision boundary (Figure 3 ) (Kohonen 1990 ).
RBF networks
In RBF networks (Traven, 1991; Hush and Home, 1993; Haykin, 1994; Wilkins et al., 1994) the HLNs are similar to the class prototypes in LVQ networks, but instead of (a) X 2 i competing with each other, the output from the network depends upon the output of all of the HLNs (like in the MLP), and not just the nearest one to the input pattern. Each HLN represents a basis function or kernel (a function the value of which depends on the distance between the input pattern and the kernel centre). Each kernel will only respond to patterns occurring in a localized region around its centre; there must therefore be sufficient kernels (and so HLNs) to fill the whole region of the input space in which input patterns may occur. Like LVQ networks, the decision boundaries formed can be arbitrarily complex depending on the number, size and locations of the kernels (Figure 4) . The centre and size of the kernel function represented by each RBF HLN are determined by the mean and variance of the (^-dimensional) patterns represented by the kernel (i.e. the spatial spread). Thus the size of the region represented by an RBF HLN is not fixed-a node representing a large diffusely distributed population of samples will have a larger variance and therefore a kernel with a greater spatial spread than one representing a more compact, well-defined cluster. The output nodes of RBF networks calculate a linear weighted sum of the outputs of the HLNs, and as in the MLP these correspond to a posteriori probability estimators with the advantages this entails (Richard and Lippmann, 1991) .
Asymmetric radial basis function networks (ARBF)
The RBF network described above can be made more sophisticated, and thereby better able to classify data drawn from arbitrarily complex distributions, by replacing the Euclidean distance metric used by the HLN kernels by a generalized distance measure known as the Mahalanobis distance (Haykin, 1994) . This allows non-radially symmetric kernels which are elongated into ellipsoids ( Figure 5 ). These model the elongated clusters typically found in flow cytometry data much more accurately than can the radially symmetric kernels described previously ( Figure 6 ).
Parametric class density function estimation (GAUSS)
This is an instance of a parametric statistical method, entailing an assumption that the data for each class is drawn from a distribution for which the probability density function is described (at least to a reasonably good approximation) by a known function, which is commonly taken to be the multivariate Gaussian normal (Tou and Gonzalez, 1974; Schalkoff, 1992) . The parameters (mean and covariance) that determine these class distributions are estimated from the training data. Since an estimate of the probability density function for each class is then known, the most likely class to have produced any observed pattern can be found via application of Bayes' rule. The decision boundaries are 'Bayes boundaries'; if the Gaussian normal model is used to model each class these are hyperquadric in form ( Figure 7 ). For data from multivariate normal distributions this classifier is optimal in the sense of minimizing the number of misclassifications. However, many real-life data distributions, including those commonly found in flow cytometry data, are not accurately modelled by any simple theoretical distribution (e.g. they may be multi-modal), and this classifier will then be suboptimal.
K-nearest neighbours (KNN)
The KNN classifier (Duda and Hart, 1973; Tou and Gonzalez, 1974; Schalkoff, 1992 ) is a non-parametric statistical method that, like the neural network methods, makes no strong a priori assumptions about the form of the data distribution. It functions by taking a poll of the K nearest training patterns to the presented pattern, and assigning the presented pattern to the most represented class among them. In effect this directly estimates the relative densities of patterns from each class in the immediate vicinity of the presented pattern, and selects the most densely represented class. For A" = 1, the classifier is equivalent to an LVQ network with a HLN to represent each of the training patterns; however, in LVQ each node usually represents not one but an entire cluster of training patterns.
Kohonen self-organizing map (SOM)
This is akin to an LVQ network, in that the nodes represent prototypes which compete to represent the input pattern, the closest node being selected to 'learn' and move closer to the pattern. However, instead of hidden and output layers, the nodes in a SOM are usually arranged in a single two-dimensional interconnected layer. The neighbouring nodes surrounding the winning node at different distances in the layer also move slightly closer to the input pattern, with the result that after training the two-dimensional layer represents a map onto which the multi-dimensional input data are mapped (Kohonen 1988b (Kohonen , 1990 Blayo and Demartines, 1991; Reibnegger et ah, 1993; Haykin, 1994; Wilkins et al., 1994) . The prototypes are not assigned in advance to represent any preconceived classification structure, however, and the class membership information for the training patterns is not used during training; consequently unlike the other classification methods above, the mapping formed by an SOM network is a natural one purely determined by the cluster structure present in the training data without regard to class (Figure 8 ). Din.
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Fig. 8. Two-dimensional maps of the distribution of six-dimensional flow cytometer data for (a) the seven freshwater species, (b) the five marine species and (c) all 12 species (Table I) , as formed by three 10x10 node Kohonen SOM networks after 40 000 pattern presentations. The thickness of the line separating adjacent nodes in the map is proportional to the Euclidean distance between the nodes in the data space. For clarity, lines separating nodes that represent the same class are not shown.
Methods
Data used
The data set for this study consisted of optical measurements on laboratory cultures of 12 phytoplankton species, made using the Optical Plankton Analyser (OPA) (Dubelaar et ai, 1989) , a flow cytometer specifically designed to cope with the wide range of shapes and sizes encountered in analysis of plankton cells and colonies. Seven of the species occur naturally in a freshwater environment and the other five in a brackish or marine environment (Table I) . In a field sample these groups would be mutually exclusive, i.e. species from either group would not occur in conjunction with species from the other. Six parameters were quantified for each particle, each of which correlated with some aspect of physical structure: time of flight (length), forward light scatter (overall size), red fluorescence at 633 nm excitation (phycocyanin content), red fluorescence at 488 nm excitation (chlorophyll-a content), orange fluorescence at 488 nm excitation (phycoerythrin content) and perpendicular light scatter (internal cell granularity).
As well as entire viable cells, cultures also generally contain a proportion of 'noise' particles (inorganic particles, cell debris, bacterial contamination, etc.), frequently characterized by an absence of chlorophyll, and thus a low red fluorescence value. These are not usually typical of particular species, and so for the purposes of this study scatterplots of the flow cytometric data for each species were used to 'gate out' the clusters of events corresponding to noise particles (although an alternative approach would have been to combine the data from the noise clusters of each species to create a generic 'noise' class, effectively allowing the classifier to learn to perform its own noise gating). Nine hundred gated flow cytometric events for each of the 12 species were stored as ASCII listmode files (except for Microcystis aeruginosa, for which only 630 events were available after gating).
Each classifier was tested on three tasks: discriminating between all 12 species; discriminating between the seven freshwater species; and discriminating between the five marine species. To evaluate the performance of the different classification techniques in each case, two sets of data were produced-the training set, used to train the ANNs and calculate estimates of the parameters used by the GAUSS classifier, and a separate test data set, to assess the classification performance of each technique on independent data. Both were drawn from the same underlying multivariate distribution, by randomly selecting 300 events from the listmode files for each species. The random sampling ensured that the effect of any systematic variation of the measured parameters present in the listmode files was eliminated.
Software and hardware
MLP networks were simulated in software using the NeuralWare Professional II + software package (NeuralWare Inc., Pittsburgh, USA). All other classifiers were simulated by programs written in C by the authors. In all cases the hardware used was a 33 MHz 386 PC with maths coprocessor.
Optimization of classifiers
Each supervised ANN method was tried using using various numbers of HLNs: 5-20 HLNs for the MLP networks, and 1-6 HLNs per output class for the LVQ, RBF and ARBF networks. The numbers of nodes in the input and output layers were fixed (by the dimensionality of the input data and the number of output classes respectively). The number of HLNs affects the complexity of decision boundary which can be implemented. Since neural networks are initially randomized, for each number of HLNs the network was trained three times from different random starting configurations and the best chosen, to allow for statistical variability in the results.
The KNN method was tried for seven values of K ranging from 3 to 20. Unlike the neural paradigms the GAUSS and KNN classifiers do not initially start learning from a random configuration, and so replicate experiments for these were unnecessary.
The output layer of each of the Kohonen SOM networks had 100 nodes, arranged in a 10 x 10 square lattice.
Training of classifiers
MLP classifiers were each trained for a fixed 100 000 pattern presentations, using the default NeuralWorks backpropagation learning schedule for adjusting learning rate and momentum during training. All used the hyperbolic tangent transfer function. This combination was found experimentally to be near optimal, consistently yielding networks with similar final performance levels for which further training failed to improve performance.
LVQ classifiers were each trained for a total number of pattern presentations proportional to the number of competing HLNs in the network (750 x the number of HLNs), thereby ensuring that during the learning process, each HLN would 'win' and be able to 'learn' an approximately equal number of times irrespective of the total number of HLNs in the network. This allowed direct performance comparison between LVQ networks of different sizes. The learning process was divided into five learning stages, adapted from the NeuralWorks default LVQ learning schedule.
For the RBF and ARBF classifiers the kernel centres were initially randomly positioned. The nodes were then assigned equally among the classes and the positions of the kernel centres adjusted using the LVQ algorithm as described above, to ensure that the locations of the kernel centres approximated the distribution of data for each class. This was followed by two systematic passes through the training data set to determine the kernel widths and output layer weights.
For the Kohonen SOM, the initial learning rate was 0.7, Table II . Misclassification matrix showing performance of an RBF network trained on the five marine species on 300 "unseen" test data patterns for each of the five marine species, together with performance on 300 data patterns for each of four 'novel' freshwater species (on which this net had not been trained) The network had four HLNs per class (i.e. 20 HLNs) and Gaussian kernels. Figures on each row are the percentage of patterns for each species either classified as the species at the head of the columns or rejected. The data patterns were rejected as 'unclassed' if the total output from all HLNs was <0.8, a criterion which successfully rejects most data patterns from the four novel classes. The network had 15 HLNs in a single hidden layer. The data patterns were rejected if the highest-valued output node was < 0.4, or there was a difference of <0.5 between it and the second-highest valued output node.
with the function controlling the extent of the updates occurring for nodes at different distances from the winning node being a Gaussian with a width of 2.0. During the first 2000 presentations the learning rate was linearly reduced to 0.01, then reduced linearly to 0 over the next 40000 presentations, while the width of the Gaussian was reduced linearly to 0.5.
For the GAUSS classifier, during training the mean and covariance of the training data for each class were calculated, and then used as estimates for the parameters in the statistical model of the underlying distribution. The KNN classifier requires no training, since it merely stores the training data.
Testing of classifiers
The performance of each classification method was assessed by means of 'misclassifieation matrices', showing the proportion of test data patterns for each class that were given each possible classification (e.g. Tables II and  III) . The overall proportion of test data patterns that were correctly classified was used as an indicator of classifier performance.
Results and Discussion
Performance of different classifiers
All classifiers, when optimized, had similar identification success on this particular data set, i.e. within 3.4% of each other (Table IV) . For the MLP networks, the number of HLNs had very little effect on the test data performance: increasing the number of HLNs from 5 to 20 improved the best test data performance on the freshwater data by only 0.6%, and did not improve it at all for the marine data. Increasing the number of nodes from one to four per class for LVQ and RBF networks did improve test data performance, typically by 10% (on the freshwater data); further increases did not improve performance noticeably. Adding nodes to the ARBF networks had virtually no effect, since because of the more general kernel shape, performance was near optimal even with just one HLN per All neural net methods were trained three times from random weight configurations-the results quoted are for the best network (range of performance between best and worst network in each case was typically 1 % or less).
class (this reflects the unimodal class distributions of these data).
Performance of SOM networks
For a near-optimal classifier, the misclassification matrices indicated the extent to which each species overlapped with the others in the input data space, showing qualitative similarity with the clustering structure discovered by a Kohonen self-organizing map applied to the same data. For example, the fact that Isochrysis galbana and Dunaliella tertiolecta were not confused by the RBF classifier at all was reflected by their appearance on opposite sides of the map, while the proximity of Pyramimonas obovata and Pavlova lutheri clusters evident from the extent of their mutual misclassification (Table II) resulted in their appearance in adjacent and overlapping regions of the map (Figure 8b ). To some extent the maps reflect conventional taxonomic groupings, where these are made on the basis of a characteristic, such as photosynthetic pigmentation, which can be measured by the flow cytometer. For example, the association in the maps between Anabaena fios-aquae and Microcystis aeruginosa, which both belong to Cyanophyta (Figure 8a,c) , the clear partitioning of Hemiselmis rufescens, a cryptophyte (Figure 8b,c) , and the grouping of Chlamydomonas eugamelos, Dunaliella tertiotecta, Pyramimonas obovata, Sceneclesmus accuminatus and Staurastrum cingulum, which are all chlorophytes (Figure 8c ). In general, however, there is not a strong correlation between taxonomic similarity and similarity of flow cytometric character .
Relative merits of each classifier
The only way to increase percentage successful classification by a near-optimal classifier is to provide it with additional discriminatory information that allows overlapping species distributions to be resolved. Since identification success was similar for all techniques on these data, other criteria must be assessed to decide which is the best to use for a particular identification problem of this type (Table V) . In general, the assumptions about the form of the class distributions made by parametric statistical methods such as GAUSS may not be even approximately true (e.g. distributions may be multi-modal, common in flow cytometry). If so, such parametric classifiers are an inappropriate choice.
The MLP is reliable, robust, simple to use and rapid in operation, although the long training time in comparison with the other methods (Table VI) may be a consideration in some applications. MLPs with a single hidden layer are limited to the formation of convex and continuous decision regions: this is often sufficient, but this restriction can degrade their performance where class distributions are overlapping and multimodal. Adding a second hidden layer allows arbitrarily complex decision boundaries, but increases the difficulty of training (de Villiers et al., 1992) . If surplus HLNs are used the decision boundaries may become over-complex (Figure 2 ), leading to poor generalization performance (ability to classify a pattern correctly which is actually drawn from one of the known classes, but which shows a certain amount of variation from the training data for that class).
The RBF/ARBF and LVQ classifiers offer the advantage of much shorter training times than the MLP and allow the formation of non-convex and disjoint decision regions. ARBF networks require less HLNs than RBF networks for good performance; however, since each HLN must store an inverse covariance matrix, the amount of computational memory store increases approximately as the square of the dimensionality of the input data (which may be important if the number of input dimensions is large). Computation of Mahalanobis distances used in ARBF also takes substantially longer than computation of the Euclidean distances used in RBF. Like the MLP, there is a useful probabilistic interpretation to RBF output values (Richard and Lippmann, 1991 MLP timings made on NeuralWorks Professional II+ , all others using the author's own software, running on a 33MHz PC with maths coprocessor. "RBF and ARBF networks required 21 000 randomly-selected training patterns to select the kernel centres using LVQ training, followed by two systematic passes through the whole training data set to calculate kernel widths and output layer weights. b GAUSS classifier required one systematic pass through the training data set. C KNN classifier has no training phase.
which can be used to assess the likelihood that the network decision is correct, in contrast to the yes/no binary outputs of the LVQ. However, since LVQ networks merely require calculation of Euclidean distance between each pattern prototype and the presented pattern followed by selection of the closest prototype, for a given number of HLNs, the LVQ classifier has shorter analysis times than any of the other ANN methods (Table VI) .
The KNN classifier requires no training and by using direct probability density estimation it can represent arbitrarily complex data distributions. However, it is . A constraint on the sum of hidden-layer node outputs (of the same ARBF network used to produce Figure 6 ) can be used to reject novel data. For patterns occurring in the region outside the thick line the summed output over all hidden-layer kernels is < 1.2, and this can be used as a rejection criterion. No such constraint can be used in the case of the MLP network.
slow in operation compared to the other classifiers (Table VI) , and for good performance requires storage of a large representative training data set which may be impractical.
Rejection of 'novel' data
A profound difference is apparent in the behaviour of MLP and RBF/ARBF networks when confronted by 'novel' patterns, i.e. patterns from a class not encountered by the network during training, which is substantially different from any of the known classes. This situation is quite likely to occur for a plankton recognition system used for analysis of field samples. For any such pattern, the network outputs of an RBF or ARBF network have fixed values which are virtually independent of the actual pattern. This is a consequence of the localized nature of the RBF HLN kernels. Since for Gaussian-type HLN kernels the kernel output falls to zero far from the kernel centre, summing the outputs of all the hidden-layer kernels and comparing it to a preselected threshold allows rejection of any pattern occurring far from any of the kernel centres ( Figure 9 ). For example, in the case of an RBF network trained on the five marine species, rejecting patterns where the sum of HLN outputs was <0.8 rejected on average 3.2% of test data from the known species, but almost 98% of data from four 'novel' freshwater species (Table II) . This contrasts with the MLP, where decision regions are often infinite in extent, and the network outputs always depend on the position of the pattern relative to the hyperplanes represented by the HLNs. MLPs have in theory the capability to use surplus hyperplanar boundaries to produce closed, finite-sized decision regions round each class. In practice, since an MLP network learns through gradient descent reduction of error, there is no reason this will occur unless the network can reduce its output error by so doing, and use of an excess of hidden layer nodes may also have unpredictable effects on the form of the decision boundaries far from the known data (Figure 2) . Constraints on the output node values, e.g. that there must be at least a preset difference between the highest and second-highest output node values, are effective for rejecting 'ambiguous' data patterns occurring in the vicinity of the decision boundaries between known classes (Boddy et ai, 1994) . This is true for RBF as well as MLP networks. However, this does nothing to allow recognition of truly novel data (Table III) .
LVQ and KNN classifiers both operate by calculation of distances, between the input pattern and the prototypes or the patterns in the training data respectively. A distance threshold criterion, above which patterns are to be rejected as novel, could possibly be used to reject patterns lying far from the training data. However, selection of a suitable threshold would require knowledge of the spatial spread of the known class distributions. The RBF/ARBF and GAUSS classifiers both find this information during training and use it in calculation of their outputs.
Conclusion
The fact that all the classifiers demonstrated similar levels of identification success suggests that they were all nearoptimal for the data in this study, and that the main limiting factor on discrimination accuracy was the overlap of class distributions. Where this occurs, there exist 'ambiguous' regions of the data space within which patterns may have more than one possible classification, and 100% identification success can never be achieved (however sophisticated the classification method). The classifier can be supplied with further information, in the form of additional measured parameters, in order to remove the ambiguity and allow resolution of the classes which had overlapped. Any improvement in accuracy will then depend upon whether the classifier used is able to exploit the increased inherent discriminability of the data despite the greater complexity of the classification task due to the increased dimensionality of the data space.
While in this study all classification methods were comparable in terms of identification success, RBF and ARBF networks have particular advantages over the other classifiers in combining rapidity of training, efficiency of operation, ability to produce reasonable decision regions for non-convex and disjoint classes, ability to reject input patterns from truly novel classes not represented in the training data, and a probabilistic interpretation of their output node values. LVQ networks offer faster analysis times (of value if speed of analysis is an important factor) and faster training, but lack both probabilistic outputs and the ability to reject novel data.
