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Abstract
We present some distinct asymptotic properties of solutions to Ca-
puto fractional differential equations (FDEs). First, we show that the
non-trivial solutions to a FDE can not converge to the fixed points
faster than t−α, where α is the order of the FDE. Then, we introduce
the notion of Mittag-Leffler stability which is suitable for systems of
fractional-order. Next, we use this notion to describe the asymptotical
behavior of solutions to FDEs by two approaches: Lyapunov’s first
method and Lyapunov’s second method. Finally, we give a discus-
sion on the relation between Lipschitz condition, stability and speed
of decay, separation of trajectories to scalar FDEs.
Key words: Fractional calculus, Caputo derivative, Fractional differen-
tial equation, Comparison principle, Lyapunov’s first method, Lyapunov’s
second method, Asymptotic behavior, Stability, Asymptotic stability, Mittag-
Leffler stability.
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1 Introduction
Fractional derivatives provide an excellent instrument for the description of
memory and hereditary properties of various materials and processes. This
is the main advantage of fractional derivatives in comparison with classical
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integer-order models, in which such effects are in fact neglected [24]. There-
fore, during the last decades, fractional calculus has been applied to almost
every field of science, engineering, and mathematics. The areas where frac-
tional calculus has made a profound impact include viscoelasticity and rhe-
ology, electrical engineering, electrochemistry, biology, biophysics and bio-
engineering, signal and image processing, mechanics, mechatronics, physics,
and control theory. For more details we refer the reader the monographs
[23, 24, 5, 13, 18, 19, 26] and the references therein. The mathematical
modeling and simulation of systems and processes, based on the descrip-
tion of their properties in terms of fractional derivatives, naturally leads to
differential equations of fractional order and to the necessity to solve such
equations. However, most of the fractional differential equations used to
describe practical problems can not be solved explicitly.
Many important problems of the qualitative theory to fractional-order
systems deal with asymptotic properties of solutions what happens after
a long period of time. If a particular solution is well understood, it is
natural to ask next whether a small change in the initial condition will
lead to similar behavior. Stability theory addresses the following questions:
how do the trajectories of solutions change under small perturbations? will
the solutions starting near to a given equilibrium point converge to that
equilibrium point, and, if yes, with what rate of convergence?
In his seminal 1892 thesis [L92] Lyapunov proposed two main methods
for investigation asymptotic properties of solution of ODEs as follows.
• Lyapunov’s first method (reduction method): the key feature of this
method is that one reduces the original problem to a much simpler one—
linearization of the nonlinear equation near an equilibrium point. Then
the stability of the resulting linearized equation can be solved and used for
deducting the asymptotic properties of the original equation.
• Lyapunov’s second method (direct method): use the action of the system
on a specific function (called Lyapunov function) to deduct the asymptotic
properties of the system without the need to solve the system explicitly.
The two Lyapunov’s methods proved to be powerful tools in the clas-
sical theory of ordinary differential equations, which help the research and
understanding the behavior of solutions of a system of ordinary differential
equations (ODEs). It is natural to expect that the Lyapunov’s methods
may work for FDEs as well since the fractional order systems are general-
izations of integer-order systems. However, one should take care of many
distinct features of ”purely” fractional-order systems, especially the nonlocal
property and the long memory of the system.
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The first work concerning with Lyapunov’s first method for fractional-
order systems is the paper [3]. Using linearization, the authors proposed a
criterion to test the stability of a fractional-order predator-prey model and
a fractional-order rabies model. They also examined these results by a nu-
merical example. However, no rigorous mathematical proof is given in that
paper. After that in [33, 6, 35], the authors formulated theorems on lin-
earized stability. Unfortunately, as showed in [10, Remark 3.7], these papers
contain some serious flaws in the proof of the linearization theorems. Using
other tools, the authors of [10] improved the assertions presented in the pa-
pers mentioned above and gave a powerful stability criterion. However, the
convergence rate of solutions to an equilibrium point is still unavailable.
Although several results of the Lyapunov’s second method for fractional-
order nonlinear systems have been published. We list here some typical
contributions [1, 7, 2, 14, 21, 22, 15, 34, 36]. However, the development of
this theory is still in its infancy and requires further investigation. One of
the reasons for this might be that computation and estimation of fractional
derivatives of Lyapunov candidate functions are very complicated due to
the fact that the well-known Leibniz rule does not hold true for such deriva-
tives. On the other hand, in contrast to classical derivative, there is no an
acceptable geometrical or physical interpretation of fractional derivatives.
To the best of our knowledge, the common strategy in study the stability
of FDEs by Lyapunov’s second method as follows. The authors combined
effective fractional derivative inequalities [2, inequalities (6) and (16)], [15,
inequality (24)], [7, inequality (10)] and mains results in [21, 22] to obtain
the estimation of solutions to FDEs. However, in those papers there are
some shortcomings of that approach and some flaws in the proofs, which
were shown in [30]. Recently, using other tools the authors of [30] were able
to avoid the shortcomings and flaws mentioned above and proposed a rigor-
ous method of fractional Lyapunov candidate functions to study the weakly
asymptotical stability for FDEs.
In this paper, we will develop a framework to study the asymptotical
behavior of solution to FDEs by two directions: Lyapunov’s first method
and Lyapunov’s second method. We will improve the existing results and
solve the open problems in the literature.
The rest of the paper is organized as follows. In Section 2, some impor-
tant notions and elementary results concerning with fractional calculus and
FDEs are recalled. In Section 3, we first show that every nontrivial solution
of a FDE having Lipschitz continuous ”vector field” does not converge to
the equilibrium point of the FDE with a rate faster than t−α where α is the
order of the equation. Then, based on the role of Mittag-leffler function in
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expression of solution to linear FDEs and its asymptotical behavior, we in-
troduce the notion of Mittag-Leffler stability to characterize the decay rate
of solution to FDEs around fixed points of the ”vector field”. The suitability
and usefulness of this definition will be specified in the next sections. In Sec-
tion 4, we develop a Lyapunov’s first method for a FDE linearized around
its equilibrium points. Our strategy is to combine a variation of constant
formula, properties of Mittag-Leffler function, Lyapunov–Perron approach
and a new weighted norm to obtain the Mittag-Leffler stability of fixed
points. Using comparison principles, a characterization of functions having
fractional derivative and an inequality concerning with fractional derivative
of convex functions, in Section 5 we develop a Lyapunov’s second method for
FDEs. Some examples are also presented to illustrate for the theoretical re-
sult. Finally, in Section 6 we discuss relations between Lipschitz condition,
stability and speed of decay, separation of trajectories to FDEs. In par-
ticular, we give an example showing that Mittag-Leffler stability is strictly
stronger than asymptotic stability, and another example showing that with-
out Lipschitz condition we may encounter the non-uniqueness of solutions
to FDE and that alone may lead to instability of the equilibrium point al-
though almost all solutions tend to the equilibrium point with a power rate.
At the end of this section, we prove a distinct property of solution to scalar
FDEs in comparison to solution of general higher dimensional FDEs: two
trajectories starting from two different initial conditions do not intersect.
To conclude this part we introduce notations which are used through
the paper. Denote by R, R≥0 and C the set of real numbers, non-negative
numbers and complex numbers, respectively. For some arbitrary positive
constant integer d, let Rd and Cd be the d-dimensional Euclidean spaces
with the scalar product 〈·, ·〉 and the norm ‖ · ‖. For a Banach space X with
the norm ‖ · ‖, x ∈ X and r > 0, let BX(x, r) be the closed ball with the
center at x and the radius r > 0. For some T > 0, denote by C([0, T ],X)
the linear space of continuous functions ϕ : [0, T ]→ X and by C∞([0, T ],X)
the normed space of C([0, T ],X) equipped with the norm
‖ϕ‖∞ := sup
t∈[0,T ]
‖ϕ(t)‖ <∞
for any ϕ ∈ C∞([0, T ],X). It is obvious that (C∞([0, T ],X), ‖ · ‖∞) is a
Banach space. Finally, for α ∈ (0, 1] we mean Hα([0, T ],Rd) the standard
Ho¨lder space consisting of functions v ∈ C([0, T ],Rd) such that
‖v‖Hα := max
0≤t≤T
‖v(t)‖ + sup
0≤s<t≤T
‖v(t) − v(s)‖
(t− s)α
<∞
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and by Hα0 ([0, T ],R
d) the closed subspace of Hα([0, T ],Rd) consisting of
functions v ∈ Hα([0, T ],Rd) such that
sup
0≤s<t≤T,t−s≤ε
‖v(t)− v(s)‖
(t− s)α
→ 0 as ε→ 0.
2 Preliminaries
We recall briefly important notions of fractional calculus and some funda-
mental results concerning with fractional differential equations.
Let α ∈ (0, 1), [0, T ] ⊂ R and x : [0, T ] → R satisfy
∫ T
0 |x(τ)| dτ < ∞.
Then, the Riemann–Liouville integral of order α is defined by
Iα0+x(t) :=
1
Γ(α)
∫ t
0
(t− τ)α−1x(τ) dτ for t ∈ (0, T ],
where the Gamma function Γ : (0,∞)→ R is defined as
Γ(α) :=
∫ ∞
0
τα−1 exp(−τ) dτ,
see e.g., Diethelm [13]. The Riemann–Liouville derivative of fractional-order
α is given by
RDα0+x(t) := (DI
1−α
0+ x)(t) ∀t ∈ (0, T ],
where D = ddt is the classical derivative. In the case the Riemann–Liouville
derivative of x(·) exists, the Caputo fractional derivative CDα0+x of this func-
tion is defined by
CDα0+x(t) :=
RDα0+(x(t)− x(0)), for t ∈ (0, T ],
see [13, Definition 3.2, pp. 50]. The Caputo fractional derivative of a d-
dimensional vector function x(t) = (x1(t), . . . , xd(t))
T is defined component-
wise as
CDα0+x(t) = (
CDα0+x1(t), . . . ,
CDα0+xd(t))
T .
Denote by Iα0+C([0, T ],R
d) the space of functions ϕ : [0, T ] → Rd such
that there exists a function ψ ∈ C([0, T ],Rd) satisfying ϕ = Iα0+ψ. Due
to [31, Theorem 5.2, pp. 475], we have the following characterization of
functions having Caputo fractional derivative.
Theorem 1. For α ∈ (0, 1) and a function v ∈ C([0, T ],Rd), the following
conditions (i), (ii), (iii) are equivalent:
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(i) the fractional derivative CDα0+v ∈ C([0, T ],R
d) exists;
(ii) a finite limit limt→0
v(t)−v(0)
tα := γ exists, and
sup
0<t≤T
∥∥∥∥∫ t
θt
v(t)− v(τ)
(t− τ)α+1
dτ
∥∥∥∥→ 0 as θ → 1;
(iii) v has the structure v − v(0) = tαγ + v0, where γ is a constant vector,
v0 ∈ H
α
0 ([0, T ],R
d), and
∫ t
0 (t−τ)
−α−1(v(t)−v(τ))dτ =: w(t) converges
for every t ∈ (0, T ] defining a function w ∈ C((0, T ],Rd) which has a
finite limit limt→0 w(t) =: w(0).
For v ∈ C([0, T ],Rd) having fractional derivative CDα0+v ∈ C([0, T ],R
d), it
holds CDα0+v(0) = Γ(α+ 1)γ, and
CDα0+v(t) =
v(t)− v(0)
Γ(1− α)tα
+
α
Γ(1− α)
∫ t
0
v(t)− v(τ)
(t− τ)α+1
dτ, 0 < t ≤ T.
Let x0 ∈ R
d, K > 0, G := {(t, x) : 0 ≤ t ≤ T, ‖y − x0‖ ≤ K} and
f : G → Rd is a continuous. Consider a initial value problem of order α in
the form
CDα0+x(t) = f(t, x(t)), t > 0, (1)
x(0) = x0 (2)
Using Theorem 1 and the arguments as in [13, Lemma 6.2, p. 86] we obtain
the following result.
Lemma 2. A function y ∈ BC([0,T ],Rd)(x0,K) is a solution of the problem
(1)-(2) if and only if it satisfies the Volterra integral equation
y(t) = x0 +
1
Γ(α)
∫ t
0
(t− τ)α−1f(τ, y(τ)) dτ, t ∈ [0, T ].
Using this lemma one derive the following results on existence and unique-
ness of solution to the problem (1)-(2).
Theorem 3 (Local existence). There exists Tb(x0) ∈ (0, T ) such that the
problem (1)-(2) has a solution ϕ(·, x0) ∈ C([0, Tb(x0)],R
d). Moreover, for
any 0 ≤ t ≤ Tb(x0) we have (t, ϕ(t, x0)) ∈ G.
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Proof. Using the same arguments as in the proof of [13, Theorem 6.1, p.
86].
Theorem 4 (Existence of unique solution on maximal interval of existence).
Assume additionally that the function f(·, ·) is uniformly Lipschitz continu-
ous with respect to the second variable on G. Then there exists (a maximal
time) Tb(x0) ∈ (0, T ] such that the problem (1)-(2) has a unique solution
ϕ(·, x0) ∈ C([0, Tb(x0)],R
d). Moreover, for any 0 ≤ t ≤ Tb(x0) we have
(t, ϕ(t, x0)) ∈ G, and (Tb(x0), ϕ(Tb(x0), x0)) ∈ ∂G, i.e. either Tb(x0) = T , or
Tb(x0) < T and ‖ϕ(Tb(x0), x0)− x0‖ = K.
Proof. The proof is followed directly from [20, Proposition 4.6, p. 2892].
3 Asymptotic behavior of solutions to FDEs
In this section we study asymptotic properties of solutions to fractional dif-
ferential equations and show some distinct features compared to that of
solutions to ordinary differential equations. We first show that a solution of
fractional differential equations does not converge to an equilibrium point
with exponential rate. Then, we present various notions of stability of solu-
tions to FDEs, some of them are completely analogous to that of the ODEs,
but one, namely the Mittag-Leffler stability is a new notion of stability which
is suitable for systems of fractional-order.
3.1 Solution of FDEs cannot decay faster than power rate
Consider a nonlinear fractional system of order α ∈ (0, 1) in the form
CDα0+x(t) = g(t, x(t)), t > 0, (3)
where g : R≥0 × R
d → Rd satisfies the three conditions:
(g.1) g(·, ·) is continuous;
(g.2) g(t, 0) = 0 for all t ≥ 0;
(g.3) g(·, ·) is global Lipschitz continuous with respect to the second variable,
i.e., there exists a constant L > 0 such that ‖g(t, x)− g(t, y)‖ ≤ L‖x−
y‖ for all t ≥ 0 and x, y ∈ Rd.
It is well known that the initial value problem for the fraction differential
equation (3) has unique solution defined on the whole R≥0, for any given
initial value in Rd (see [4, Theorem 2]). We will prove that there is no
nontrivial solution of (3) converging to the origin with exponential rate.
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Lemma 5. Every nontrivial solution of (3) does not converge to the origin
with exponential rate.
Proof. Due to the existence and uniqueness of solution to (3), for any x0 6= 0,
the initial value problem (3) with the condition x(0) = x0 has the unique
solution Φ(·, x0) on the interval [0,∞). Assume that this solution converges
to the origin with the exponential rate, then there exist positive constants
λ and T1 such that
‖Φ(t, x0)‖ <
1
exp (λt)
, for all t ≥ T1. (4)
Take and fix a positive number K > 0 satisfying K‖x0‖ > 1. We recall here
the notion of Mittag-Leffler functions; namely, the Mittag-Leffler matrix
function Eα,β(A), for β > 0 and a matrix A ∈ R
d×d is defined as
Eα,β(A) :=
∞∑
k=0
Ak
Γ(αk + β)
, Eα(A) := Eα,1(A),
see, e.g., Diethelm [13]. In case d = 1 the above formula gives definition of
Mittag-Lefler function of a real variable. From the asymptotic behavior of
the exponential functions and Mittag-Leffler functions, there is a constant
T2 > 0 such that
1
exp (λt)
<
Eα(−Lt
α)
K
, for all t ≥ T2. (5)
Put T0 = max{T1, T2}. Using the equivalent integral form of (3), by virtue
of (4) and (5), we have
Γ(α)‖x0‖ ≤ lim sup
t→∞
(
L
∫ T0
0
(t− s)α−1‖Φ(s, x0)‖ ds+ L
∫ t
T0
(t− s)α−1‖Φ(s, x0)‖ ds
)
≤ lim sup
t→∞
(
L sup
s∈[0,T0]
‖Φ(s, x0‖
∫ T0
0
(t− s)α−1 ds+
L
K
∫ t
T0
(t− s)α−1Eα(−Ls
α) ds
)
≤ lim sup
t→∞
L
K
∫ t
0
(t− s)α−1Eα(−Ls
α) ds. (6)
It is worth mentioning that Eα(−Lt
α) is the solution of the initial value
problem
CDα0+x(t) = −Lx(t), t > 0,
x(0) = 1.
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Hence,
Eα(−Lt
α) = 1−
L
Γ(α)
∫ t
0
(t− s)α−1Eα(−Ls
α) ds, ∀t ≥ 1,
and
lim
t→∞
∫ t
0
(t− s)α−1Eα(−Ls
α) ds =
Γ(α)
L
,
a contradiction with (6). Therefore, there do not exist any nontrivial solution
of (3) converging to the origin with the exponential rate. The proof is
complete.
A closer look at the proof of Lemma 5 allows us to have a even stronger
statement on the decaying rate of solutions to fractional differential equa-
tions.
Theorem 6 (Power rate decay of solution of FDEs). Any nontrivial solution
of the FDE (3) cannot decay to 0 faster than t−α. More precisely, let Φ(·, x0)
be an arbitrary solution of the FDE (3) with initial value Φ(0, x0) = x0 6= 0
and β > 0 be an arbitrary positive number satisfying β > α, then
lim sup
t→+∞
tβ‖Φ(t, x0)‖ = +∞.
Proof. Assume, in contrary, that there exists an β > α such that
lim sup
t→+∞
tβ‖Φ(t, x0)‖ =M <∞.
It suffices to use the arguments of the proof of Lemma 5, modifying the
relations (4) and (5) by changing exp(λt) there to tβ/(M + 1), to derive a
contradiction.
Remark 7. Lemma 5 remains true if we replace the strong condition of global
Lipschitz property (g.3) by a weaker condition of local Lipschitz property of
g at the origin:
(g.3’) There are positive constants a > 0, L > 0 such that ‖g(t, x)−g(t, y)‖ ≤
L‖x− y‖ for all t ≥ 0 and x, y ∈ Rd, ‖x‖ ≤ a, ‖y‖ ≤ a.
Similarly, nonuniform Lipschitz property (g.3’) of g suffices for Theorem 6.
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3.2 Notions of stablity for FDE systems
Consider the nonlinear fractional differential equation (3)
CDα0+x(t) = g(t, x(t)), t > 0,
where g : R≥0×R
d → Rd is continuous and satisfies the condition (g.1)-(g.2)-
(g.3’). Since g is local Lipschitz continuous, Theorem 3 and Theorem 4 imply
unique existence of solution to the initial value problem (3), x(0) = x0 for
x0 ∈ R
d, ‖x‖ ≤ a. Let Φ : I×Rd → Rd denote the solution of (8), x(0) = x0,
on its maximal interval of existence I = [0, Tb(x0)) with 0 < Tb(x0) ≤ ∞. We
recall notions of stability and asymptotical stability of the trivial solution
of (3) which is a direct application of the stability notions from classical
ordinary differential equations theory to the FDE case, cf. [13, Definition
7.2, p. 157].
Definition 8. (i) The trivial solution of the nonlinear fractional differen-
tial equation (3) is called stable if for any ε > 0 there exists δ = δ(ε) >
0 such that for all ‖x0‖ < δ we have Tb(x0) = ∞ and ‖Φ(t, x0)‖ < ε
for all t ≥ 0.
(ii) The trivial solution is called asymptotically stable if it is stable and
there exists some δ˜ > 0 such that limt→∞ ‖Φ(t, x0)‖ = 0 whenever
‖x0‖ < δ˜.
It is well known that there is a notion of exponential stability of solution
of ordinary differential equations which related to the exponential rate of
convergence to solutions. However, the results of Section 3 show that the
non-trivial solution of FDEs cannot decay with exponential rate but at most
power rate. Therefore, it make sense to investigate the power rate of decay
of solution to FDEs.
In the equation (3) if g(t, x) = Ax for all t ≥ 0, x ∈ Rd and A ∈ Rd×d,
then for any x0 ∈ R
d, this system with the initial condition x(0) = x0 has
the unique solution Eα(t
αA)x0 on the interval [0,∞). This suggests us to
use the Mittag-Leffler function in establishing a suitable stability definition
for systems of fractional- order.
Motivated by Lemma 5, we now propose a new definition to characterize
the convergent rate to the equilibrium points of solutions of FDEs. This is
similar to that introduced by several authors (see Li et al. [21, 22], Choi et
al. [8], Stamova [29]).
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Definition 9. The equilibrium point x∗ = 0 of (3) is called Mittag-Leffler
stable if there exist positive constants β, m and δ such that
sup
t≥0
tβ‖Φ(t, x0)‖ ≤ m (7)
for all ‖x0‖ ≤ δ.
Remark 10. (i) Our definition of Mittag-Leffler stability is formulated in the
form similar to the notion of exponential stability in the classical theory of
ordinary differential equations. It reveals the power rate of decay of solutions
of Mittag-Leffler stable systems.
(ii) Due to the asymptotic behavior of the Mittag-Leffler function our
definition is equivalent to the definition of Mittag-Leffler stability by several
other authors (see Li et al. [21, 22], Choi et al. [8], Stamova [29]).
(iii) In light of Theorem 6 the parameter β in the Definition 9 must
satisfy β ≤ α.
4 Linearized Mittag-Leffler stability of fractional
systems
In this section, we will develop a Lyapunov’s first method to study the
asymptotic behavior of solutions to FDEs. Based on a variation of constant
formula, properties of Mittag-Leffler function, Lyapunov-Perron approach
and a new weighted norm which first appears in the literature, we obtain the
Mittag-Leffler stability of fixed points to a class of nonlinear FDEs linearized
about its equilibrium points.
4.1 Formulation of the result
Consider a nonlinear fractional differential equation of the following form
CDα0+x(t) = Ax(t) + f(x(t)), (8)
where A ∈ Rd×d and f : Rd → Rd is continuous on Rd and Lipschitz
continuous in a neighborhood of the origin satisfying
f(0) = 0 and lim
r→0
ℓf (r) = 0, (9)
in which
ℓf (r) := sup
x,y∈B
Rd
(0,r)
‖f(x)− f(y)‖
‖x− y‖
.
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Furthermore, let λ1, . . . , λn denote the eigenvalues of A. Suppose that
λi ∈ Λ
s
α :=
{
λ ∈ C \ {0} : |arg(λ)| >
απ
2
}
, i = 1, . . . , n. (10)
Our task is to study the asymptotic behavior of solutions to (8) around the
origin. In [10], the authors give a linearized stability theorem for the trivial
solution of (8) as follows.
Theorem 11 (see [10, Theorem 3.1]). Assume that A satisfies the condition
(10) and f(·) satisfies the condition (9). Then the trivial solution of the
system (8) is asymptotically stable.
After work [10, Theorem 3.1] a natural question now arises: what is the
rate of convergence to the origin for solutions of the nonlinear FDE (8)? As
shown above (see Theorem 6) the trivial solution of fractional-order systems
can not be exponentially stable. Hence, the best rate of convergence one
may expect is the polynomial rate, and one of our main contributions is the
following result on Mittag -Leffler stability of FDEs.
Theorem 12 (Lyapunov’s first method for Mittag-Leffler stability). As-
sume that A satisfies (10) and f(·) satisfies the condition (9). Then the
trivial solution of the system (8) is Mittag-Leffler stable.
To prove Theorem 12 we need the lemmas below.
Lemma 13. (i) For any λ ∈ Λsα, there exists a constant C1 > 0 such that
|Eα(λt
α)| ≤ C1Eα(−t
α), ∀t ≥ 0.
(ii) There is a constant C2 > 0 such that
tα
∫ t
0
(t− s)α−1Eα,α(−(t− s)
α)s−α ds ≤ C2, ∀t ≥ 0.
Proof. (i) The proof of this statement is obvious.
(ii) The proof is deduced by using [24, Formula (1.100)] and the asymptotic
behavior of Mittag-Leffler function Eα(−t
α).
Lemma 14. Let λ ∈ Λsα. Then, there exists a positive constant C3 such
that ∫ ∞
0
τα−1|Eα,α(λτ
α)| dτ < C3.
Proof. See [12, Theorem 3(ii)].
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4.2 Proof of Theorem 12
We follow the approach in our preceding paper [10] to complete the proof
of Theorem 12. This proof contain two main steps:
• Transformation of the linear part: we transform the linear part of (8)
to a matrix which is ”very close” to a diagonal matrix. This technical
step help us to reduce the difficulty in the estimation of the matrix
valued Mittag-Leffler function in the next step.
• Construction of an appropriate Lyapunov-Perron operator: we will
present a family of operators with the property that any solution of
the nonlinear system (8) can be interpreted as a fixed point of these
operators. Furthermore, these operators are contractive in a suitable
space hence the fixed points of these operators can be estimated.
Transformation of the linear part
By virtue [28, Theorem 6.37, pp. 146], we can find a nonsingular matrix
T ∈ Cd×d such that
T−1AT = diag(A1, . . . , An),
where for i = 1, . . . , n the block Ai has the form
Ai = λi iddi×di + δiNdi×di ,
with λi is an eigenvalue, δi ∈ {0, 1} and the nilpotent matrix Ndi×di is given
by
Ndi×di :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
0 0 · · · 0 1
0 0 · · · 0 0

di×di
.
Let η be an arbitrary but fixed positive number. Applying the transforma-
tion Pi := diag(1, η, . . . , η
di−1) leads to
P−1i AiPi = λi iddi×di + ηiNdi×di ,
ηi ∈ {0, η}. Hence, under the transformation y := (TP )
−1x system (8)
becomes
CDα0+y(t) = diag(J1, . . . , Jn)y(t) + h(y(t)), (11)
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where Ji := λiiddi×di for i = 1, . . . , n and the function h is given by
h(y) := diag(η1Nd1×d1 , . . . , ηnNdn×dn)y + (TP )
−1f(TPy).
Remark 15 (see [10, Remark 3.2]). The map x 7→ diag(η1Nd1×d1 , . . . , ηnNdn×dn)x
is a Lipschitz continuous function with Lipschitz constant η. Thus, by (9)
we have
h(0) = 0, lim
r→0
ℓh(r) =
{
η if there exists ηi = η,
0 otherwise.
Remark 16. The type of stability of the trivial solution to equations (8)
and (11) is the same, i.e., they are both stable (asymptotic/Mittag-Leffler
stable) or not stable (asymptotic/Mittag-Leffler stable).
Construction of an appropriate Lyapunov-Perron operator
We now concentrate only on the equation (11) and introduce a Lyapunov-
Perron operator associated with this equation.
For any x = (x1, . . . , xn) ∈ Cd = Cd1 × · · · × Cdn , the operator Tx :
C∞([0,∞),C
d)→ C∞([0,∞),C
d) is defined by
(Txξ)(t) = ((Txξ)
1(t), . . . , (Txξ)
n(t)) for t ∈ R≥0,
where for i = 1, . . . , n
(Txξ)
i(t) = Eα(t
αJi)x
i +∫ t
0
(t− τ)α−1Eα,α((t− τ)
αJi)h
i(ξ(τ)) dτ,
is called the Lyapunov-Perron operator associated with (11). The relation-
ship between a fixed point of the operator Tx(·) and a solution to the equation
(11) is described in the lemma below.
Lemma 17. Consider (11) and assume that the function h(·) is global Lips-
chitz continuous. Let x ∈ Cd be arbitrary and ξ : R≥0 → C
d be a continuous
function satisfying that ξ(0) = x. Then, the following statements are equiv-
alent:
(i) ξ is a solution of (11) satisfying the initial condition x(0) = x.
(ii) ξ is a fixed point of the operator Tx.
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Proof. The assertion follows from the variation of constants formula for frac-
tional differential equations, see e.g., [11].
Our novel contribution in the present work is to combine the approach
in [10] and a new weighted norm as follows. In C∞([0,∞),C
d) we define a
function ‖ · ‖w by
‖x‖w = max{ sup
t∈[0,1]
‖x(t)‖, sup
t≥1
tα‖x(t)‖}.
Then Cw := {x ∈ C∞([0,∞),C
d) : ‖x‖w < ∞} is also a Banach space with
the norm ‖ · ‖w.
Next, we provide some estimates concerning the operator Tx in the space
Cw.
Proposition 18. Consider system (11) and suppose that
λi ∈ Λ
s
α, i = 1, . . . , n,
where λ1, . . . , λn are eigenvalues of A. Then, there exists a constant C(α,A)
depending on α and λ := (λ1, . . . , λn) such that for all x, x̂ ∈ C
d and ξ, ξ̂ ∈
Cw the following inequality holds
‖Txξ − Tx̂ξ̂‖w ≤ max
1≤i≤n
{ sup
t∈[0,1]
|Eα(λit
α)|+ sup
t≥1
tα|Eα(λit
α)|}‖x− x̂‖
+ C(α,A) ℓh(max{‖ξ‖∞, ‖ξ̂‖∞})‖ξ − ξ̂‖w.
Consequently, Tx considered as an operator on the Banach space Cw endowed
with the norm ‖ · ‖w is well-defined and
‖Txξ − Txξ̂‖w ≤ C(α,A) ℓh(max{‖ξ‖∞, ‖ξ̂‖∞)}‖ξ − ξ̂‖w. (12)
Proof. For i = 1, . . . , n, we get
‖(Txξ)
i(t)− (Tx̂ξ̂)
i(t)‖ ≤ ‖x− x̂‖|Eα(λit
α)|
+ ℓh(max{‖ξ‖∞, ‖ξ̂‖∞})
∫ t
0
(t− τ)α−1|Eα,α(λi(t− τ)
α)|‖(ξ − ξ̂)(τ)‖ dτ.
In the case t ∈ [0, 1], we have
sup
t∈[0,1]
‖(Txξ − Txξ̂)
i(t)‖ ≤ sup
t∈[0,1]
|Eα(λit
α)|‖x− x̂‖
+ ℓh(max{‖ξ‖∞, ‖ξ̂‖∞})
∫ ∞
0
uα−1|Eα,α(−λiu
α)| du ‖ξ − ξ̂‖w. (13)
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Furthermore,
sup
t≥1
tα‖(Txξ − Txξ̂)
i(t)‖ ≤ sup
t≥1
tα|Eα(λit
α)| ‖x− x̂‖
+ Cλiℓh(max{‖ξ‖∞, ‖ξ̂‖∞}) sup
t≥1
tα
∫ t
0
(t− τ)α−1Eα,α(−(t− τ)
α)τ−α dτ‖ξ − ξ̂‖w,
(14)
where Cλi is a constant chosen as in Lemma 13 (i). Now by combining
Lemma 13, (13) and (14), we have
‖Txξ)− Tx̂ξ̂‖w ≤ max
1≤i≤n
{ sup
t∈[0,1]
|Eα(λit
α)|+ sup
t≥1
tα|Eα(λit
α)|}‖x− x̂‖
+ C(α,A) ℓh(max{‖ξ‖∞, ‖ξ̂‖∞})‖ξ − ξ̂‖w,
where
C(α,A) := max
1≤i≤n
∫ ∞
0
uα−1|Eα,α(λiu
α)| du
+ Cλ sup
t≥1
tα
∫ t
0
(t− τ)α−1Eα,α(−(t− τ)
α)τ−α dτ
with Cλ := max{Cλ1 , . . . , Cλn}. The proof is complete.
We have showed that the Lyapunov-Perron operator Tx(·) is well-defined
and Lipschitz continuous and that the constant C(α,A) is independent of the
constant η. From now on, we choose and fix the constant η as η := 12C(α,A) .
Lemma 19. The following statements hold:
(i) There exists r > 0 such that
q := C(α,A) ℓh(r) < 1. (15)
(ii) Choose and fix r > 0 satisfying (15). Define
r∗ :=
r(1− q)
max1≤i≤n{supt∈[0,1] |Eα(λit
α)|+ supt≥1 t
α|Eα(λitα)|}
. (16)
Let BCw(0, r) := {ξ ∈ C∞([0,∞),C
d) : ||ξ||w ≤ r}. Then, for any
x ∈ BCd(0, r
∗) we have Tx(BCw(0, r)) ⊂ BCw(0, r) and
‖Txξ − Txξ̂‖w ≤ q‖ξ − ξ̂‖w for all ξ, ξ̂ ∈ BCw(0, r).
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Proof. (i) By Remark 15, limr→0 ℓh(r) ≤ η. Since ηC(α,A) =
1
2 , the asser-
tion (i) is proved.
(ii) Let x ∈ BCd(0, r
∗) and ξ ∈ BCw(0, r). According to (12) in Proposi-
tion 18, we obtain that
‖Txξ‖w ≤ max
1≤i≤n
{ sup
t∈[0,1]
|Eα(λit
α)|+ sup
t≥1
tα|Eα(λit
α)|}‖x‖ + C(α,A) ℓh(r)‖ξ‖w
≤ (1− q)r + qr,
which proves that Tx(BCw(0, r)) ⊂ BCw(0, r). Furthermore, by Proposition
18 and part (i) for all x ∈ BCd(0, r
∗) and ξ, ξ̂ ∈ BCw(0, r) we have
‖Txξ − Txξ̂‖w ≤ C(α,A)ℓh(r) ‖ξ − ξ̂‖w
≤ q‖ξ − ξ̂‖w,
which ends the proof.
Proof of Theorem 12. Due to Remark 16, it is sufficient to prove the Mittag-
Leffler stability for the trivial solution of (11). For this purpose, let r∗
be defined as in (16). Let x ∈ BCd(0, r
∗) be arbitrary. Using Lemma 19
and the Contraction Mapping Principle, there exists a unique fixed point
ξ ∈ BCw(0, r) of Tx. This fixed point is also the unique solution of (11)
with the initial condition ξ(0) = x (see Lemma 17). Together existence and
uniqueness of solutions for initial value problems for the equation (11) in a
neighborhood of the origin, this shows that the solution 0 is stable in the
Lyapunov’s sense. Moreover,
sup
t≥0
tα‖ξ(t)‖ ≤ r,
which shows that the trivial solution of (11) is Mittag-Leffler stable. The
proof is complete.
Remark 20. In [10, Theorem 3.1], we proved that the trivial solution to (8)
is asymptotically stable. However, we did not know decay rate of non-trivial
solutions to this equation. Now by Theorem 12 this question is answered
fully. Namely, in the proof of Theorem 12 we showed the convergence rate
of solutions around the equilibrium as t−α.
Remark 21. In the case A = 0, we can not use the linearization method
around an equilibrium point to analyze the Mittag-Leffler stability of (8).
To overcome this obstacle, in Section 5 we will develop the Lyapunov’s
second method for fractional differential equations.
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5 Lyapunov’s second method and Mittag-Leffler
stability
In this section, we develop a Lyapunov’s second method for fractional-order
systems. Our approach is based on a comparison principle for FDE and
an inequality concerning with fractional derivative of convex functions. For
this purpose, we need the following preparation results.
Lemma 22. Let m : [0, T ] → R be continuous and Caputo derivative
CDα0+m exists on the interval (0, T ]. If there exists t0 ∈ (0, T ] such that
m(t) ≤ 0 ∀t ∈ [0, t0) and m(t0) = 0,
then CDα0+m(t0) ≥ 0.
Proof. Using the same arguments as in [25, Lemma 2.1]
Based on arguments as in [25, Theorem 2.3], we obtain the following
comparison proposition.
Proposition 23. Let L : R→ R be continuous and non-increasing (it means
that for x1 ≤ x2 then L(x1) ≥ L(x2), m1 : [0, T ] → R, m2 : [0, T ] → R be
continuous. Assume that CDα0+m1,
CDα0+m1 exist on (0, T ]. If
CDα0+m1(t) ≥ L(m1(t)), t ∈ (0, T ], m1(0) ≥ m0, (17)
CDα0+m2(t) ≤ L(m2(t)), t ∈ (0, T ], m2(0) ≤ m0, (18)
then m1(t) ≥ m2(t) for all t ∈ (0, T ].
Proof. Assume first without loss of generality that one of the inequalities in
(17) and (18) is strict, say CDα0+m2(t) < L(m2(t)) andm2(0) < m0 ≤ m1(0).
We will show that m2(t) < m1(t) for all t ∈ [0, T ]. Suppose, to the contrary,
that there exists t0 such that 0 < t0 ≤ T for which m2(t0) = m1(t0) and
m2(t) < m1(t) for all t ∈ [0, t0). Set m(t) = m2(t) −m1(t) it follows that
m(t0) = 0 and m(t) < 0 for t ∈ [0, t0). Then by hypothesis and Lemma 22
we have that CDα0+m(t0) ≥ 0. Therefore, since m2(t0) = m1(t0) we get
L(m2(t0)) >
CDα0+m2(t0) ≥
CDα0+m1(t0) ≥ L(m1(t0)) = L(m2(t0)),
which is a contradiction. Consequently, m2(t) < m1(t) for all t ∈ [0, T ].
Now assume that the inequalities in (17) are non-strict. We will show that
m2(t) ≤ m1(t) for all t ∈ [0, T ]. Set m
ε
1(t) = m1(t) + ελ(t) where ε > 0 and
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λ(t) = Eα(t
α). Noting that λ(·) is positive, we have mε1(t) > m1(t) and,
since L(·) is non-increasing
CDα0+m
ε
1(t) =
CDα0+m1(t) + ελ(t)
≥ L(m1(t)) + ελ(t)
= L(mε1(t)) + L(m1(t)) − L(m
ε
1(t)) + ελ(t)
≥ L(mε1(t)) + ελ(t)
> L(mε1(t)), t ∈ (0, T ]. (19)
Due to (19), applying now the result above for strict inequalities to mε1(t)
and m2(t), we get that m2(t) < m
ε
1(t) for all t ∈ [0, T ]. Consequently,
letting ε → 0 we get that m2(t) ≤ m1(t) for all t ∈ [0, T ]. The proof is
complete.
Remark 24. Proposition 23 improved [25, Theorem 2.3] in the way that
we do not need to require continuous differentiability of m1(·),m2(·), and
Lipschitz property of L(·). This improvement is very useful for our purpose
in the next steps.
5.1 Lyapunov’s second method for fractional differential equa-
tions
Let D ⊂ Rd is an open set and 0 ∈ D. Consider the following fractional
order equation with the order α ∈ (0, 1):
CDα0+x(t) = f(x(t)), for t ∈ (0,∞), (20)
where f : D → Rd satisfies the following conditions:
(f.1) f(0) = 0;
(f.2) the function f(·) is Lipchitz continuous in a neighborhood of the origin.
The main result in this section is the following theorem.
Theorem 25 (Lyapunov’s second method for Mittag-Leffler stability). Con-
sider the equation (20). Assume there is a function V : Rd → R+ satisfying
(V.1) the function V is convex and differentiable on Rd;
(V.2) there exist constants a, b, C1, C2, r > 0 such that
C1‖x‖
a ≤ V (x) ≤ C2‖x‖
b
for all x ∈ BRd(0, r);
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(V.3) there are constants C3, c ≥ 0 such that
〈∇V (x), f(x)〉 ≤ −C3‖x‖
c
for all x ∈ BRd(0, r).
Then,
(a) the trivial solution of (20) is stable if C3 = 0;
(b) the trivial solution of (20) is Mittag-Leffler stable if C3 > 0.
Proof. (a) See the proof of [30, Theorem 3(a)].
(b) Due to the fact that the trivial solution to (20) is stable, for any ε > 0
there exists δ > 0 such that every solution ϕ(t, x0) to (20) with ‖x0‖ < δ
satisfies ‖ϕ(t, x0)‖ < ε for all t ≥ 0. Moreover, from [30, Theorem 2] and
the conditions (V.2) and (V.3), we have
CDα0+V (ϕ(t, x0)) ≤ 〈∇V (ϕ(t, x0)),
C Dα0+ϕ(t, x0)〉
≤ −C3‖ϕ(t, x0)‖
c
≤ −
C3
C
c/b
2
(V (ϕ(t, x0)))
c/b, ∀t ≥ 0.
Put A := − C3
C
c/b
2
, p := cb and consider the following initial value problem{
CDα0+y(t) = Ay
p(t), t > 0,
y(0) = V (x0) > 0.
(21)
Then V (ϕ(·, x0)) is a sub-solution of (21) (for the definition of sub-solution
see [32]). Furthermore, from the construction of a super-solution to (21)
(see [32, p. 333]), we can find a super-solution w of (21) on [0,∞) defined
by
w(t) =
{
V (x0), t ∈ [0, t1],
Ct
−α
p , t ≥ t1,
where C = V (x0)t
α
p
1 and
tα1 =
V (x0)
1−p
−A
(
2α
Γ(1− α)
+
α
p
2
α+α
p
Γ(2− α)
)
.
Now using the comparison proposition 23, we obtain
V (ϕ(t, x0)) ≤ w(t), ∀t ≥ 0.
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This implies that for any x0 ∈ BRd(0, δ) \ {0}, there exists a constant d > 0
such that
‖ϕ(t, x0)‖ ≤
(
1
C1
V (ϕ(t, x0))
)1/a
≤
(
d
C1(1 + tα/p)
)1/a
for all t ≥ 0. Note that from the existence and uniqueness of the solution
to (20), if x0 = 0 then ϕ(·, 0) = 0. So, the trivial solution to the original
system (20) is Mittag-Leffler stable. The proof is complete.
Remark 26. (i) Theorem 25 is still true if we replace the condition of global
convex and differentiable property (V.1) by a condition of local convex and
differentiable property in a neighborhood of the origin.
(ii) Theorem 25 is a new contribution in the theory of Lyapunov’s second
method for fractional differential equations. It improves and strengthens a
recent result by Tuan and Hieu [30, Theorem 3]. In particular, we removed
the condition c > b in the statement of [30, Theorem 3(c)]. Moreover, we
obtained the Mittag-Leffler stability of the trivial solution instead of the
weakly asymptotic stability.
5.2 Illustrative examples
Example 27 (Simple nonlinear one-dimensional FDE). Consider the nonlin-
ear one-dimensional FDE of order 0 < α < 1 which is nonlinear of order
β ≥ 1:
CDα0+x(t) = f(x(t)), x(0) = x0, (22)
where
f(x) :=
{
−xβ, if x ≥ 0,
|x|β , if x < 0.
(23)
It is obvious that the function f(·) is local Lipschitz continuous at the ori-
gin. Choosing the function V (x) = x2, x ∈ R. This function satisfies the
conditions (V.1), (V.2) (with C1 = C2 = 1 and a = b = 2), and (V.3) (with
C3 = 2 and c = 1+ β). Thus, from Theorem 25, the trivial solution to (22)
is Mittag-Leffler stable. More precisely, from the proof of Theorem 25, we
see that the non-trivial solutions of (22) converge to the origin with the rate
at least t−α/(1+β) as t→∞. A special case of (22) when β = 3 was studied
by Li et al. [21, Example 14], Shen et al. [27, Remark 11], Zhou et al. [36],
where they tried to prove asymptotic stability of (22). However, their proof
is not correct, see Tuan and Hieu [30, Remark 3] for details. Our method
now solves this problem completely: we showed that the trivial solution of
(22) is Mittag-Leffler stable, hence asymptotically stable.
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Example 28 (A more complicated nonlinear one-dimensional FDE). Con-
sider an equation in form
CDα0+x(t) = −x
3 + g(x(t)), t > 0, (24)
where g : R→ R is differentiable at the origin and satisfies
g(0) = 0, lim
x→0
g(x)
x3
= 0.
Choosing the Lyapunov candidate function V (x) = x2 for x ∈ R and
r > 0 such that
2x(−x3 + g(x)) ≤ −x4, ∀x ∈ BR(0, r).
Then the conditions of Theorem 25 are satisfied for C1 = C2 = 1, a = b = 2,
C3 = 1 and c = 4. Thus, the trivial solution of (24) is Mittag-Leffler stable.
Example 29 (Higher dimensional nonlinear FDE). Consider a two dimen-
sional fractional-order nonlinear system
CDα0+x(t) = f(x(t)), t > 0, (25)
where f(x) = (−x31 + x
4
2,−x
3
2 − x2x
2
1)
T for any x = (x1, x2) ∈ R
2. In this
case we choose the Lyapunov candidate function V (x) = ‖x‖2 = x21+ x
2
2 for
x = (x1, x2) ∈ R
2 and r > 0 such that
〈(2x1, 2x2), (−x
3
1 + x
4
2,−x
3
2 − x
2
1x2)〉 ≤ −x
4
1 − x
4
2
for all x = (x1, x2) ∈ BR2(0, r). The function V (·) now satisfies the condi-
tions (V.1), (V.2) and (V.3) in Theorem 25 for a = b = 2, c = 4, C1 = C2 = 1
and C3 = 1. Hence, the trivial solution of (25) is Mittag-Leffler stable.
6 Relation between Lipschitz condition, stability
and speed of decay, separation of trajectories to
Caputo FDEs
We first present here several examples of Caputo FDEs of various kinds of
stability to illustrate the stability notions given in Section 3. It is obvious
that Mittag-Leffler stability is stronger than asymptotic stability.
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Example 30 (Linear autonomous FDE). Let us consider a linear autonomous
FDE of order α ∈ (0, 1):
CDα0+x(t) = Ax(t), A = diag(a1, . . . , ad), ai < 0, i = 1, . . . , d. (26)
This FDE is solvable explicitly and and its solutions are of the form
diag(Eα(a1t
α), . . . , Eα(adt
α))x0, x0 ∈ R
d (see Diethelm [13, Theorem 7.2]).
It is easy to see that the trivial solution of (26) is Mittag-Leffler stable and
all non-trivial solutions have decay rate t−α.
Unlike the linear autonomous case, solution to nonlinear FDEs may have
decay rate smaller or bigger than order of the equations. The FDE (22)
treated in Example 27 is a nonlinear FDE with solutions decaying to 0 with
rate slower that t−α. Actually we show in Example 27, using Theorem
25 that the decay rate of nontrivial solutions to the FDE (22) is at least
t−α/(1+β) as t→∞. An application of the result of Vergara and Zacher [32,
Theorem 7.1, p. 334] shows that decay rate of nontrivial solutions to the
FDE (22) is α/β < α for β > 1. Our next example is a nonlinear FDE with
nontrivial solutions having decay rate bigger than the order of the equation.
Example 31 (Nonlinear one-dimensional FDE with non Lipschitz right-hand
side). Consider the nonlinear one-dimensional FDE of order 0 < α < 1
which is nonlinear of order β ∈ (0, 1):
CDα0+x(t) = f(x(t)), x(0) = x0, (27)
where
f(x) :=
{
−xβ, if x ≥ 0,
|x|β , if x < 0.
(28)
It is worth mentioning that the function f(·) in right-hand side of the above
FDE is continuous but non Lipschitzian in a neighborhood of the origin.
Let x0 > 0, consider the FDE (27) in the area x ∈ (0,∞). From Theorem
4, the equation (27) has a unique solution, denoted by ϕ(·, x0), on the maxi-
mal interval of existence [0, Tb). If Tb(x0) <∞, then lim inft→Tb(x0)− ϕ(t, x0) =
0 or lim supt→Tb(x0)− ϕ(t, x0) =∞ (see [17, Proposition 1]). However, using
Proposition 23 and construction of a super-solution and a sub-solution to
(27) (see [32, pp. 232–234]), we have
lim sup
t→Tb−
ϕ(t, x0) ≤
c1
1 + T
α/β
b
and
lim inf
t→Tb−
ϕ(t, x0) ≥
c2
1 + T
α/β
b
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for some c1, c2 > 0, a contradiction. Hence, Tb =∞ and
c2
1 + tα/β
≤ ϕ(t, x0) ≤
c1
1 + tα/β
, ∀t ≥ 0.
On the other hand, due to the specific form of f in (28), if we multiply the
solutions of (27) with negative initial values by −1 then we get solutions of
(27) with the positive initial values, and vice versa. Therefore, the solution
of (27) starting from x0 6= 0 has decay rate as t
−γ with γ = α/β > α. This
is different from the Lipschitz case (see Theorem 6).
On the other hand, by a direct computation, we obtain a global solution
of the initial value problem{
CDα0+x(t) = (x(t))
β , t > 0.
x(0) = 0,
as ϕ(t, 0) =
(
Γ(1−α)
α
1−β
B(1−α, α
1−β
)
)1/(1−β)
tα/(1−β), where Γ(·) is Gamma function
and B(·, ·) is Beta function. This implies that the trivial solution to (27) is
unstable.
A consequence of the non-Lipschitz property at the origin of f(·) in this
example is non-uniqueness of the solution: we have at least two solutions
starting from the origin. This circumstance alone makes the system unstable
although any solution starting from a point close to the origin but distinct
from the origin tends to the origin with decay rate of t−γ .
Now we show that the Mittag-Leffler stability is strictly stronger than
asymptotic stability. For this, we give below an example of an asymptotically
stable FDE which is not Mittag-Leffler stable.
Example 32 (Asymptotically stable nonlinear one-dimensional FDE which
is not Mittag-Leffler stable). Consider a nonlinear one-dimensional FDE of
order 0 < α < 1:
CDα0+x(t) = f(x(t)), x(0) = x0, (29)
where
f(x) :=

−e−1/xx, if x > 0,
0, if x = 0,
−e1/xx, if x < 0.
(30)
Clearly f(·) ∈ C2(−∞,∞). Therefore, by [4, Theorem 2] the equation (29)
has a unique solution x(·) which exists globally on R≥0.
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Fix some x0 > 0. By [11, Theorem 3.5], the solution of the FDE (29)
cannot intersect the trivial solution, hence x(t) > 0 for all t ∈ R≥0.
Now let n ≥ 2 be an arbitrary integer. Put g(x) := −(n − 1)!xn on a
neighborhood of 0 and extend it suitably to get g(x) ≤ f(x) on (0,∞). By
Proposition 23, the solution x(·) of (29) is bounded by the solution of the
FDE
CDα0+y(t) = g(y(t)), y(0) = x0. (31)
Using construction of a sub-solution by Vergara and Zacher [32, pp. 332–
334], we see that the solution y(·) of the FDE (31) has decay rate of t−α/n,
hence the function x(·), which is bigger or equal to y(·), cannot converge
faster than t−α/n. Since n is arbitrary, x(·) cannot decay with power-rate.
Thus, the trivial solution of (29) is not Mittag-Leffler stable.
On the other hand, due to the fact that f|(0,∞) ∈ C
2(0,∞), using [17,
Theorem 3.3], we see that the solution x(·) of (29) is strictly decreasing on
the interval [0,∞). Now we assume that there exist δ ∈ (0, 1) such that
x(t) ≥ δ for all t ≥ 0. Then,
CDα0+x(t) ≤ −e
−1/δx(t), t > 0.
Using Proposition 23, we obtain
x(t) ≤ x0Eα(−e
−1/δt)→ 0 as t→∞,
and we arrive at a contradiction. Consequently, x(·) converges to 0 as t
tends to ∞. It is easily seen that this assertion is also true for the solution
of (29) starting from any x0 < 0.
Finally, since f(·) ∈ C2(−∞,∞) the equation (29) with the initial con-
dition x0 = 0 has the unique solution x(t) ≡ 0. Hence, the trivial solution
of (29) is asymptotically stable.
To complete this section, we study the separation of trajectories of solu-
tions to an one-dimensional FDE with local Lipschitz right-hand side defin-
ing on an interval x ∈ (a, b) ⊂ R. We extend our previous result [11,
Theorem 3.5] on separation of solution of one-dimensional FDE to this case.
Let −∞ ≤ a < b ≤ ∞ and f : [0,∞) × (a, b) → R be a continuous function
and locally Lipschitz continuous with respect the second variable, that is,
for any T > 0 and any compact interval K ⊂ (a, b) there exists a positive
constant LK,T such that
|f(t, x)− f(t, y)| ≤ LK,T |x− y|, ∀x, y ∈ K, t ∈ [0, T ]. (32)
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Consider the equation
CDα0+x(t) = f(t, x(t)), t > 0. (33)
Then, using the approach of [11] we obtain the following result.
Theorem 33. Assume that the function f(·, ·) satisfies the condition (32).
Then, for any pair of distinct points x1, x2 ∈ (a, b) the solutions of the FDE
(33) starting from x1 and x2, respectively, do not meet.
Proof. By virtue Theorem 4, for xi ∈ (a, b) the initial value problem (33),
x(0) = xi (i = 1, 2), has the unique solution denoted by ϕ(·, xi) on the
maximal interval of existence [0, Tb(xi)). Without loss of generality we let
x1 < x2. Assume that ϕ(·, x1) and ϕ(·, x2) meet at some t ∈ (0, Tb(x1)) ∩
(0, Tb(x2)). Let t1 := inf{t ∈ (0, Tb(x1)) ∩ (0, Tb(x2)) : ϕ(t, x1) = ϕ(t, x2)}.
It is obvious that 0 < t1 < min{Tb(x1), Tb(x1)} and
ϕ(t1, x1) = ϕ(t1, x2), ϕ(t, x1) < ϕ(t, x2), ∀t ∈ [0, t1).
Take r1, r2 > 0 such that [x1 − r1, x2 + r2] ⊂ (a, b) and ϕ(t, x1), ϕ(t, x2) ∈
[x1 − r1, x2 + r2] for all t ∈ [0, t1]. Then following the assumption on the
locally Lipschitz continuity of f(·, ·) (see the condition (32)), the function
f1 := f|[0,t1]×[x1−r1,x2+r2]
is continuous and Lipschitz continuous with respect to the second variable
on the set [0, t1]× [x1 − r1, x2 + r2].
Now we construct a extension of f1(·, ·) as follows:
f2(t, x) :=

f1(t, x), if (t, x) ∈ [0, t1]× [x1 − r1, x2 + r2],
f1(t, x2 + r2), if t ∈ [0, t1], x > x2 + r2,
f1(t, x1 − r1), if t ∈ [0, t1], x < x1 − r1.
This function is continuous and global Lipschitz continuous with respect to
the second variable on the domain [0, t1]×R. Therefore, by [4, Theorem 2]
the FDE
CDα0+x(t) = f2(t, x(t)), t > 0, x(0) = xi, i = 1, 2, (34)
has unique solutions ϕ˜(·, xi), i = 1, 2, on R≥0. On the other hand, using [11,
Theorem 3.5], we have
ϕ˜(t, x1) < ϕ˜(t, x2), ∀t ∈ R≥0.
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However, due to the fact ϕ(t, x1), ϕ(t, x2) ∈ [x1−r1, x2+r2] for all t ∈ [0, t1],
we also have
CDα0+ϕ(t, xi) = f(t, ϕ(t, xi))
= f2(t, ϕ(t, xi)), t ∈ (0, t1], i = 1, 2.
This implies that
ϕ(t, x1) = ϕ˜(t, x1) < ϕ˜(t, x2) = ϕ(t, x2)
for all t ∈ [0, t1], a contradiction. Thus two solutions ϕ(·, x1) and ϕ(·, x2) do
not meet and the proof is complete.
Remark 34. (i) Theorem 33 improves our preceding result [11, Theorem
3.5]. Here, we only used the assumption on the locally Lipschitz continuity of
”vector field” f(·, ·) instead of the global Lipschitz continuity of this function.
(ii) This theorem also improved a recent result by Y. Feng et al. [17,
proposition 2]. More precisely, we removed the condition on monotonity of
the function f(·) in [17, Proposition 2] (see also [17, Remark 6]).
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