The flexibility of the decision tree classifier makes it attrac tive for a wide range of applications, either for improving the classifier perfonnance in general (maximizing accuracy while minimizing computational requirements) or for treating special applications in which multilevel decision logic is the only prac tical approach. Effective use of this approach requires, how ever, that means be available to determine a suitable decision tree for the problems at hand. In some cases, manual or inter active methods are adequate, although ideally one would like to have a computer-implemented algorithm capable of optimal tree design. Some success with the latter has been described here, but much remains to be done.
I. INTRODUCTION
T HIS PAPER presents the resuUs of an experiment to esti mate the probability of error using unlabeled samples.
Two procedures, along with the test results of each, are pre sented. The first procedure estimates the probability of error analytically, using the a posteriori density function. (The anal)rtical estimate is shown to be unbiased.) The second labels fields (for use in estimating the probability of error) simply by noting the class into which most of the field picture elements (pixels) were classified by the classifier (called the majority nde method). Empirical results from both procedures are pre sented, and an analysis of variance from which conclusions are drawn is performed.
II. DESCRIPTION OF THE Two PROCEDURES

A. Estimating the Probability ofEnor Without Ground Truth
Let X represent an unlabeled sample which is a random inde pendent ftHlimensional measurement vector belonging to one of m classes. These classes are assumed to be normally distrib uted with a priori probabilities given by Qí and conditional probability density functions given by p(X/i), i = 1, · · ·, w. Then, the overall mixture density is denoted as estimate of Pir(fir)): 1) Pt(//i) and Fr (i/i) can be estimated using unlabeled samples; 2) an upper bound is known for the variance of Pt(Er) in the two-class case.
To implement this analytical procedure, an assumption is made which slightly amends the computational procedure. It is assumed that the proportion of pixels classified as wheat compared to the total number of pixels is a good estimate of the a priori probability of wheat; that is.
The Bayes decision rule defines a Bayes region R/ for each class/:
Thus the probability of error is defined as 
where Ft (//i) is the probability of misclassifying a sample from class / into class /:
Pr(//0= f p(X/i)dX. 
From (7), it is shown that the probability of classifying a pixel from class i into class / is the "expected value" of fiilX) over the Bayes region Rf, that is,
likewise, it can be shown that the probability of correct classification (FCC) for class i, Pr(//0, is mi{)'ER,\fiilX)V
These expressions for Pt(//0 and Pr (i/i) have two useful properties (in the following, ft (Er) will represent the empirical number of pixels classified as wheat (Ny,)
total number of pixels {Νγ)
(1) Using (6) and (9) 
and a=l
Variance of Pr(Er):
For clarity of presentation, an upper bound on the variance of Pt(Er) for a two-class case will be discussed [IJ. First, some terms will be defined. The mixture density for two classes is given by
and
QiP(X/i) P(X)
denotes the a posteriori probability. When A'is classified according to the Bayes decision rule, the conditional probability of error is
When the expectation of r{X) is taken with respect to the random vector X, the Bayes error is given by lh(Er)^E[r{Xy\ (22) and the Bayes error can be estimated by the sample mean of r{X¡) for Nf test samples as
On the other hand, if class identification were available for the Νηρ test samples and an empirical error count were made, the error count would also give an unbiased estimate ^\Er) of the Bayes error. The variance of this estimate is known to be [2] var
Pr(gr)[l-Pr(£>-)]
NT (32)
Pirn-
(18) Thus a reduction in variance can be achieved by using fir (Er).
Β, Majority-Rule Field-Identification Procedure
The second estimate of the probability of error will be com puted after the classification procedure is completed. The test fields are labeled wheat or nonwheat to agree with the classifi cation of the majority of pixels in the particular field. This estimate will be called the nu^ority-rule field-identification procedure.
Let Ni be the total number of pixels in field f, where I = 1, · · ·, m, and let ΛΓ^ be the total number of pixels in all of those fields identified as wheat fields from the majority pixel count; Ncy,^ will be the total number of pixels classified as wheat in field i. The probability of correctly classifying wheat will be estimated by 
where the probability of correctly classifying wheat in field i is given by ft/(w/H') = ^. The test fields were chosen by randomly selecting 100 fields For each county from the ground-truth information. Thirty training fields were chosen for each county by first clustering the ITS's into 30 clusters and then selecting a representative lumber (10 wheat, 20 nonwheat) of fields of homogeneous dusters.
The classification procedures were applied to the test sites, md a paired t-test was used in evaluating the performance of the analytical and pixel-count procedures. In both cases, this test used the difference between the estimated PCC and the true PCC (TPCC). Additionally, analysis-of-variance tables jvere done for the PCC, the estimated probability of classifica tion as wheat ^ (PCW), and the estimated probability of classiication as "other" (PCO), as calculated from the analytical procedure.
IV. RESULTS OF THE EXPERIMENT
By means of the analytical procedure, the random test lelds in each county were classified using various combinaions of ERTS-1 passes. The FCC was approximated by syslematic samplings of the entire test area using the following malytic estimate:
Γο compare the estimated PCC with the TPCC, a paired t-test vas performed and is presented in Table I . Each entry in the column "mean PCC" represents the average of 30 estimates of the PCC, each arising from a separate systematic sample from the same classification run. The rows of this table refer to the biological phase or phases and the site used in that classifica tion run. The t-test indicates that the PCC is a biased estima tor. Upon further examination, the estimates of the PCC were found to be 6.0 percentage points too high. The tolerance (±fo.o5<^) of the bias was calculated to ±1.5 percentage points. Fig. 1 compares the computed probability with the TPCC and shows the theoretical line on which the points should be found. Again, the PCC is biased toward a slightly higher estimate.
All approximations were tested further by an analysis of variance on the differences between the estimates and true values.
For the PCW, no significant differences were found among the sites or phases in the performance of the estimate. How ever, the mean F value was significant. The bias was found to be 11 percentage points hJgher than the true value. The toler ance (±^0^5^) of the bias was calculated to be ±6.6 percentage points. This supports the conclusion that the PCW, on the average and over all phases, overestimates the true values.
The PCO was found to be unbiased over sites, phases, or means.
For the PCC, significant differences were encountered in the means and sites. The average overestimation for Morton County was found to be 8.0 percentage points; for Finney County, 4.0 percentage points. These corroborate the fact that the bias was 6.0 percentage points high over both sites. (It should be noted that only two sites were used, and the inferences made here must be confined to these particular sites.) Thus the PCC is a consistent overestimator of the true value.
The results of using the pixel-count procedure to compare the estimated with the true values of the PCW and PCO are given in Table II . The statistical analysis of the pixel-count procedure includes the student t-statistic for the^ PCW and PCO for all test combinations of passes. Most of the statistics indicated significance at the 5-percent level with no apparent 
