Abstract. In the present paper, the Liouville theorem and the finite dimension theorem of polynomial growth harmonic functions are proved on Alexandrov spaces with nonnegative Ricci curvature in the sense of Sturm, Lott-Villani and Kuwae-Shioya.
Introduction
Early, Yau [Y] proved the Liouville theorem for harmonic functions on complete Riemannian manifolds with nonnegative Ricci curvature, i.e. any positive harmonic function must be constant. Then he conjectured that the linear space of polynomial growth harmonic functions is finite dimensional. Later, Colding-Minicozzi II gave an affirmative answer in [CM1] and the optimal dimension estimate in [CM2] by the uniform Poincaré inequality. And in [L1] , Li used the mean value inequality to simplify the proof and which can be applied to other cases such as manifolds with nonnegative curvature outside some compact subset (c.f. [T] ).
Recently, Hua [H] generalized Liouville theorem to Alexandrov spaces with nonnegative sectional curvature by Nash-Moser iteration method (c.f. [M] , [G] or [SC2] ). In the present paper, we generalize the previous results to Alexandrov spaces with nonnegative Ricci curvature in the sense of Sturm, Lott-Villani and Kuwae-Shioya. In fact, we prove the Poincaré inequality on such spaces and use the Nash-Moser iteration to derive the mean value inequality. Then the general method can be applied in this case. The ingredient is that these global properties of harmonic functions on Alexandrov spaces depend on the volume growth at infinity, so the nonnegative Ricci curvature is sufficient.
In the framework of Colding-Minicozzi II [CM1] [CM2] and Li [L1] , the main ingredient is to consider the L 2 inner product on the geodesic ball B R for the subspace of polynomial growth harmonic functions. On Riemannian manifolds, the integration over B R is an inner product for the fixed R due to the unique extension property of solution to smooth coefficient elliptic PDE. But it is still open on Alexandrov spaces for the low regularity of the metric. Avoiding the open problem, the authors proved a key lemma 3.2 which states that they are inner products for sufficient large R. Then the arguments by Colding-Minicozzi II and Li do work on Alexandrov spaces. Assumption 1.1. Throughout this paper, we always denote by (X, d, H n ) an n-dimensional Alexandrov space X with Sec ≥ −κ (κ > 0) and satisfying the curvature-dimension condition CD(0, n), i.e. Ric ≥ 0 in some sense, where H n is n-dimensional Hausdorff measure. It is denoted by H d (X) the space of harmonic functions with polynomial growth at infinity less or equal to degree d.
, where the constant C(n) only depends on the dimension n.
Preliminaries
Definition 2.1 (Alexandrov space, c.f. [BGP] or [BBI] ). An n-dimensional Alexandrov space with sectional curvature bounded from below by κ (κ ∈ R) means that the Toponogov triangle comparison theorem holds on such space with respect to model space of constant curvature κ.
There is a natural extension map by geodesics on Alexandrov space X. For fixed p ∈ X, 0 < t ≤ 1, the extension map is denoted by Φ p,t : W p,t → X, where x ∈ W p,t if and only if there exist some y ∈ X and a minimal geodesic py such that x ∈ py and d(p, x) : d(p, y) = t : 1. Then Φ p,t (x) = y, by Alexandrov convexity such y is unique and the map is well defined.
for any x ∈ X, 0 < t ≤ 1, where Φ p,t * H n is the push forward measure by Φ p,t of H n .
In additon, Sturm [S1] [S2] and Lott-Villani [LV] defined Ricci curvature on metric measure space (X, d, m) by optimal transport. For an ndimensional Alexandrov space, we can choose natural measure m = H n . Denote by P 2 X all Borel probability measures on X with finite second moment, i.e. µ ∈ P 2 X if and only if µ(X) = 1 and´X d 2 (p 0 , x)dµ(x) < ∞ for some (and all) p 0 ∈ X.
For any µ 0 , µ 1 ∈ P 2 (X), a probability measure π on X × X is called a coupling of µ 0 and µ 1 if
for any measurable subsets A, B ⊂ X. Then the L 2 −Wasserstein distance between them is defined as
2 (x, y)dπ(x, y), π is a coupling of µ 0 and µ 1 }.
The pair (P 2 X, d w ) is a complete metric space. And it is a length space if and only if (X, d) is (c.f. [S1] or [LV] ).
For the Alexandrov space (X, d, H n ) and N ∈ R, some functional S N :
where µ = ρH n + µ s , according to Lebesgue decomposition, ρ is the absolutely continuous part of µ and µ s the singular part with respect to H n .
Definition 2.3 (CD(0, n), c.f. [S2] or [LV] ). A metric measure space (X, d, H n ) satisfies the curvature-dimension condition CD(0, n) if the functionals S N are convex on the Wasserstein space (P 2 X, d w ) for all N ≥ n. i.e. for any µ 0 , µ 1 ∈ P 2 X, there is some geodesic path µ t , t ∈ [0, 1] such that the real function t → S N (µ t ) is convex for all N ≥ n.
Remark. For Riemannian manifolds (M, d, H n ), the curvature-dimension condition CD(0, n) is equivalent to Ric ≥ 0 and dimM ≤ n (c.f. [S2] , [LV] or [V] ). For Alexandrov spaces (X, d, H n ), Petrunin proved that sec ≥ 0 implies CD(0, n) (c.f. [P1] ). So the optimal transport definition is compatible on Alexandrov spaces. Remark. On Alexandrov spaces, the curvature-dimension condition CD(0, n) is stronger than BG(0) (c.f. [S2] ). Next we recall some basic definitions about harmonic functions on Alexandrov spaces (c.f. [H] , [KMS] or [P2] ).The Sobolev space W 1,2 (Ω), Ω ⊂ X is the closure of Lipschitz functions with respect to the norm u 2 W 1,2 (Ω) = Ω (u 2 + | u| 2 ), where u ∈ Lip(Ω). And W In addition, the Bishop-Gromov volume comparison theorem is still ture on CD(0, n) spaces.
Theorem 2.5 (Bishop-Gromov c.f. [S2] [LV] or [Ku-S] )
. Let Assumption 1.1 be fulfilled. Then for ∀ p ∈ X, ∀ 0 < r < r ,
3 Poincaré inequality and main theorems
Poincaré inequality. For the general theory on Poincaré inequality (c.f. Hajlasz and Koskela [HK] ), we get the uniform local 2-Poincar'e inequality on Alexandrov spaces with nonnegative Ricci curvature.
Theorem 3.1 (Uniform 2-Poincaré Inequality). Let Assumption 1.1 be fulfilled. Then there exists a constant C = C(n), such that for any u ∈ W 1,2
Proof. First, we prove weak local 1-Poincaré inequality (c.f. lemma 3.2 in [H] ),ˆB
The point is due to lemma 3.1 in [H] , and Korevaar-Schoen's trick (c.f. [Ko-S] ). In fact, the infinitesimal Bishop-Gromov comparison BG(0) is sufficient for the lemma other than Sec ≥ 0 in original proof. Then we apply the Jordan domain technique (c.f. Theorem 5.1 and Corollary 9.8 in [HK] ) to obtain the 2-Poincaré inequality.
The proofs of main theorems. Proof of main Theorem 1.2. Due to 2-Poincaré inequality (3.1) and volume doubling property (2.3), we can apply Nash-Moser iteration to get Harnarck inequality and Liouville theorem (c.f. [H] ).
is an inner product on K.
is a basis of K. If the lemma is not true, then there exists a sequence R j → ∞ (j → ∞), and u j = Σ i a i j u i = 0, such that´B R j u 2 j = 0. Without loss of generality, we assume Σ i (a i j ) 2 = 1, and a subsequence a i j :
So´B R u 2 = 0, due to the Hölder regularity of harmonic functions, u| B R ≡ 0. Since it holds for any R, u ≡ 0 on X. A contradiction. Remark. The key point to prove the finite dimensional theorem of polynomial growth harmonic functions is that´B R uv is an inner product on K. For fixed R,´B R u 2 = 0, we have u B R ≡ 0, which doesn't imply u ≡ 0 on X, since the unique extension property for harmonic functions is unknown on Alexandrov spaces. But for fixed subspace K, the integration over B R is an inner product on K for sufficient large R. Then Colding-Minicozzi II and Li's arguments do work, and the dimension estimate doesn't depend on K, hence the finite dimension theorem follows.
Proof 1 of main Theorem 1.3. According to the key Lemma 3.2, 2-Poincaré inequality (3.1) and relative volume doubling property (2.2), Colding-Minicozzi II's argument in [CM2] is applied on Alexandrov spaces with nonnegative Ricci curvature. And the dimension estimate is optimal asymptotically, i.e. dimH d (X) ≤ Cd n−1 .
Doing the first part of Nash-Moser iteration, we get the mean value inequality on Alexandrov spaces with nonnegative Ricci curvature. Theorem 3.3 (Mean value inequality, c.f. Theorem 5.2 in [H] ). Let Assumption 1.1 be fulfilled. Then there exists a constant C(n), for positive harmonic function u on X and any p ∈ X, such that
Proof 2 of main Theorem 1.3. According to the key Lemma 3.2, using Li's mean value inequality argument in [L1] or [L2] , we can also get optimal dimension estimate.
