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Abstract
This paper draws a parallel between model combination and the mean-variance tradeoff in
Modern Portfolio Theory (Markowitz, 1952) and proposes a bias-variance tradeoff framework.
Building on the bias-variance tradeoff framework, the paper proposes a Model Portfolio Ap-
proach (MPA) and a Global Minimum Variance(GMV) weighting scheme to mitigate asset
pricing model uncertainty. Using a well-conditioned pricing covariance estimator,the proposed
approach improves out-of-sample pricing performance over six widely used asset pricing mod-
els, a model selection method, and the two most popular benchmarks in existing model com-
bination studies, i.e., the simple arithmetic average (“1/N”) and Ordinary Least Squares (OLS)
weighting methods.
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I. INTRODUCTION
Out-of-sample asset pricing model uncertainty arises primarily from economic uncertainty (as-
set return volatility) and modeling uncertainty (model specification uncertainty and parameter
uncertainty). While the economic uncertainty affecting the modeling process is irreducible,
and thus appears as a lower bound on out-of-sample pricing uncertainty, model and parameter
uncertainty can be reduced. Hence, reducing modeling uncertainty is the major task in out-
of-sample asset pricing modeling. Out-of-sample performance relies largely on the tradeoff
between bias and variance. As asset pricing models are relatively unbiased and the large out-
of-sample pricing error is due primarily to the variance (Simin, 2008), the diversification of
asset pricing variability is critical to the improvement of equilibrium asset pricing model out-
of-sample pricing performance. Inspired by the mean-variance tradeoff framework in Modern
Portfolio Theory (Markowitz, 1952), which states that a properly weighted portfolio of assets
diversifies asset return uncertainty, I propose a bias-variance tradeoff framework for construct-
ing an optimal “model portfolio” . Under this framework, I derive a Model Portfolio Approach
(MPA) and a Global Minimum Variance (GMV) weighting scheme for pooling a set of individ-
ual asset pricing models to diversify asset pricing model uncertainty.
Model selection has long been widely used to mitigate asset pricing model uncertainty.
However, the choice of one asset pricing model to the exclusion of another is an inherently
misguided strategy (O’Doherty et al., 2012). The underlying assumption of both non-Bayesian
and Bayesian model selection is that the model space is complete and, hence, the true model
is in the model space. However, the finance literature is far from consensus on whether a
particular asset pricing model is a true model. Worse, omitting useful information in other,
abandoned models is detrimental to accurate asset pricing. Moreover, sampling error is also
a concern. The best performing model for one sample may prove to be the worst for another
sample. Despite the winner’s curse problem (see Hansen, 2009), unobservable changes in the
economic structure may also increase the risk of excluding the seemingly worse model under
a given regime. This situation is akin to the six blind monks who encountered an elephant for
the first time–each monk grasping a different part of the beast and coming to a wholly different
conclusion as to what an elephant is but no one giving a true picture of the elephant. Disciples
of different pricing models have captured different features of the same financial asset price, but
none of them has a completely true description. A collection of all opinions provides a closer
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illustration of the truth.
Model combination is another common approach for addressing model uncertainty. The
first use of model combination in econometric forecasting was by Bates and Granger (1969),
then extended by Granger and Ramanathan (1984), which then spawned a large volume of lit-
erature. Some excellent reviews include Granger (1989), Clemen (1989), Diebold and Lopez
(1996), Clements et al. (2002),Timmermann (2006) and Stock and Watson (2006). Recently,
forecast combinations have received renewed attention in the macroeconomic forecasting lit-
erature with respect to forecasting inflation and real output growth (e.g., Stock and Watson,
2003). Despite the increasing popularity of forecast combination in economic forecasting, ap-
plications remain relatively scarce in the finance forecasting literature. Only in recent several
years has forecasting combination been employed in asset pricing studies (e.g., Rapach et al.,
2010; O’Doherty et al., 2012; Durham and Geweke, 2014). There is no consensus on model
combination weighting. A plethora of weighting schemes has been developed in both non-
Bayesian and Bayesian econometrics. However, it appears that the simple arithmetic average
weighting method (i.e., the “1/N” rule) outperforms the existing, more complicated weights
in most cases. Stock and Watson (2004) find that among all the competing weights, the sim-
ple “1/N” rule yields smallest mean squared forecasting error (MSFE). This “1/N” puzzle has
long haunted forecast combination practice. The common explanation for this puzzle is that
the weight estimation error is too large to be offset by the gains from diversification due to the
small effective sample size. 1
I propose an MPA to diversify the out-of-sample mispricing uncertainty of individual asset
pricing models. My approach is in the same spirit as Modern Portfolio Theory for asset alloca-
tion (Markowitz, 1952). The core inspiration of portfolio theory is that idiosyncratic risk can
be diversified by optimally pooling a set of assets and that the portfolio of assets will provide
higher risk-adjusted return than any individual asset. Mapping this approach to the construc-
tion of an asset portfolio that is derived under the mean-variance framework using a tradeoff
between the return and the risk, I derive the optimal “model portfolio” through a tradeoff be-
tween bias and variance. This bias-variance tradeoff is critical to the success of out-of-sample
prediction.2 The optimal weighting in this study is a by-product of the optimization of the
objective function along the bias-variance efficient frontier. Because the bias and variance of
1The number of models “N” is large relative to the sample size used to estimate the weights.
2See Geman et al. (1992)
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the out-of-sample forecasting error are unobservable, the optimization is actually performed
along the estimated frontier rather than the true frontier. Considering the frontier estimation
error problem, I propose a GMV weighting scheme, which uses the weights of the global min-
imum variance portfolio. The GMV weighting in its basic form can unify the Granger-Bates-
Ramanathan optimal Ordinary Least Squares (OLS) weighting scheme. Moreover, by utilizing
recent developments in large-scale covariance matrix estimation techniques, GMV weighting
can be used to address the small effective sample size problem when the number of models
is large. The traditional Granger-Bates-Ramanathan OLS weighting has theoretical optimal-
ity, but due to estimation error in small samples, empirically, it usually under-performs other
weighting schemes.
To justify the performance of the proposed MPA, I further provide simulation and empirical
analyses. The simulation shows that, when the true model is in the model set, the true model
performs best, and the MPA has the closest performance to the true model and outperforms
all other individual false models. When the sample size increases, the MPA assigns a weight
closer to 1 to the true model. When the true model is not in the model set, the MPA outper-
forms all individual asset pricing models. The MPA also performs better than the “1/N” and
OLS weightings. However, when I enlarge the sample size, the weights of the individual as-
set pricing models become more equal and my approach obtains closer performance to “1/N”
weighting. The simulation also provides an explanation for the improvement of combined as-
set pricing models in out-of-sample pricing. In sum, when the true model is not the in the
model set, the superior performance of the MPA is most pronounced when the out-of-sample
forecasting errors are highly correlated and individual models perform differently. In my em-
pirical analyses, I include six popular asset pricing models: (1) the capital asset pricing model
(CAPM); (2) a linear version of the consumption CAPM (CCAPM); (3) the Jagannathan and
Wang (1996) unconditional version of conditional CAPM (JW); (4) a linear version of Camp-
bell’s (1996) log-linear pricing model (CAMP); (5) the Fama-French three-factor model (FF3);
and (6) the Fama-French five-factor pricing model (FF5). I provide details of the six pricing
models in Appendix B. My empirical evidence shows that the forecasting errors of the six asset
pricing models are highly correlated and that the models differ in their performance over time,
which makes GMV weighting advantageous in pooling these asset pricing models.
This paper provides a bias-variance tradeoff framework for model combination, which con-
tributes to the line of model combination research by formally proving the diversification gains.
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The paper also develops a new and easy-to-implement optimal weighting scheme in the con-
text of out-of-sample asset pricing model uncertainty. Moreover, the paper can also serve as
a bridge between asset portfolio and model combination studies. Theoretical and empirical
studies in these two areas will be mutually beneficial to the development of both fields. Some
related studies have already appeared in both econometric and finance journals. DeMiguel
et al. (2009) compares portfolio strategies that differ in the treatment of estimation risk and find
that none of the strategies suggested in the literature are significantly better than the portfolio
constructed using “1/N” weighting. This puzzle has also long existed in forecast combina-
tion studies (Bunn, 1989; Clemen and Winkler, 1986; Dunis et al., 2001). To address the
long-standing puzzle in empirical work, both forecast combination and asset portfolio stud-
ies propose shrinkage-weighting schemes. In the forecast combination literature, Diebold and
Pauly (1990) propose shrinking toward equal weights. Stock and Watson (2004) also propose
shrinkage toward the arithmetic average of forecasts. Recently, in portfolio construction stud-
ies, Frahm and Memmel (2010) documents the dominance of shrinking the Markowitz weight
toward equal weighting. The present paper draws an explicit parallel to these two studies. The
unified framework can lead to future exploration of the similarities between these two isolated
streams of literature.
The reminder of the paper is organized as follows: Section II analytically defines asset
pricing model uncertainty; Section III derives the MPA and the GMV weighting scheme; Sec-
tion IV details the simulation design and presents the simulation results; Section V provides
empirical methods and analyses; and Section VI concludes.
II. ASSET PRICING UNCERTAINTY
The pricing kernel of any asset pricing model can be expressed as follows:
Et−h[MtRi,t] = 1 (1)
where Mt is the stochastic discount factor (SDF), and Ri,t is asset i’s return at time t. The oper-
ator Et−h is the conditional expectation conditioning on information up to time t − h. All asset
pricing models can be unified under this framework with a specific SDF. However, since the
true SDF is unobservable, it is uncertain which asset pricing model is the true model. Empiri-
cal studies show that both conditional and unconditional asset pricing models perform poorly,
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especially in out-of-sample tests (Simin, 2008). Because of the lack of a valid proxy for the
true expected return and uncertainty in empirical estimation, thus far, there is a lack of consen-
sus on determining whether a particular asset pricing model is true or false. Confronted with
asset pricing model uncertainty in a potentially incomplete existing model space, without loss
of generality, it is logical to assume that a selected model j is biased about the true expected
return of asset i with a bias (b ji ) and a random error (v
j
i,t), which can be expressed as







where h denotes the forecast horizon. Empirically, ETruet−h [Ri,t] is unobservable, and thus the
performance of the asset pricing model is normally benchmarked with the realized return. The
realized return Ri,t comprises a true expected return and an unexpected component (ηi,t) (Elton,
1999), that is,
Ri,t = ETruet−h [Ri,t] + ηi,t (3)







i,t + ηi,t (4)
Empirical evaluation of the out-of-sample performance of asset pricing models in the existing
literature is based primarily on the observable forecasting error (e ji,t) between the realized return
and the estimated expected return. Rearranging equation (4), I obtain the following equation:
e ji,t = Ri,t − E jt−h[Ri,t] = b ji + v ji,t + ηi,t (5)
Assuming a simple quadratic loss function, 3 I define asset pricing model uncertainty as E(e ji,t)
2,
which is identical to MSFE. MSFE is widely used in existing studies for evaluating the out-of-
sample performance of asset pricing models (e.g., Simin, 2008; Ferson et al., 2013).
The unexpected return, ηi,t in equation (5), is attributable to economic uncertainty and in-
formation shocks. Therefore, it is common to all asset pricing models and thus has no influence
on the ranking of asset pricing models. While ηi,t is irreducible in the modeling process, it is
3While quadratic loss functions are widely used as a simple benchmark, some studies argue that investor loss
functions are asymmetric. I use a simple quadratic loss function to focus on the development of my main argument.
The generalization of the method proposed in this paper to other general loss functions is left for future studies.
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diversifiable by forming an asset portfolio. Clearly, the objective of diversifying asset pricing
model uncertainty depends on the reduction of b ji and v
j
i,t. For simplicity, I remove ηi,t from the
forecasting error and thus can simplify the loss function to
E(e ji,t)
2 = E[(b ji + v
j
i,t + ηi,t)
2] ≈ E[(b ji + v ji,t)2] = Var(v ji,t) + E(b ji )2 (6)
As shown in equation (6), it is obvious that reducing the total magnitude of pricing uncertainty
requires the minimization of both the bias and variance. However, as in reality, the sample size
cannot grow to infinity; the bias and variance cannot be eliminated simultaneously. Thus, there
is a trade-off between bias and variance. The out-of-sample performance of a pricing model
relies on the balance between the two. In any finite sample, the cost of low bias is high variance
(Geman et al., 1992).
III. MODEL PORTFOLIO APPROACH
In this section, I first map a “model portfolio” to a mean-variance asset portfolio in the gen-
eral set-up. My proposed MPA involves two main steps: (1) weight estimation and (2) bias
correction. I develop a GMV weighting scheme to obtain a minimum variance combination of
models and then correct the bias for the combined model.
A. General Set-up
The minimization depends on a trade-off between the bias and variance of the error, which is
analogous to typical mean-variance portfolio allocation optimization (Zhou et al., 2014). Thus,
I map the model combination to Markowitz (1952)’s mean-variance framework. Instead of
trading off between the mean return and the risk, I trade off between the bias and variance of
the pricing error. Given J available asset pricing models, my objective is to choose optimal
model weights (ω) to pool individual asset pricing models to diversify the variance of pricing
errors of individual models. Mapping to the mean-variance optimization framework, I specify







S = ω′s (8)
ω′1 = 1 (9)
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where Σ is the covariance matrix of pricing errors of individual asset pricing models, and s is
a vector of the biases of individual models. S is a given bias level of the combined model.
Building on the above specification, the efficient pooled model frontier can then be derived in a
similar fashion to Merton (1973). To save space, I provide details of the analytical derivation of
the efficient frontier in a separate online appendix. Although the bias-variance and the mean-
variance optimization have essentially the same solutions, it is noteworthy that while higher
mean returns are preferable for the portfolio construction in the return-risk tradeoff framework,
lower biases are desirable for improving pricing accuracy in the context of the bias-variance
tradeoff.
B. Global Minimum Variance Weighting and Bias Correction
As in optimal asset portfolio estimation, the optimal model portfolio can be solved along the
frontier. However, in practice, the true efficient frontier can be distorted because the bias and
variance have to be estimated rather than being known. Thus, the estimated frontier actually
deviates from the true frontier (Jorion, 1986). In my bias-variance method, both bias and vari-
ance have to be estimated. The optimization is conducted along the estimated frontier rather
than the true frontier. The gains from model uncertainty diversification will be reduced by the
estimation error. Hence, not every ex ante optimal model pool is also ex post optimal. The
actual performance is reflected on the actual frontier by the estimated weights. Among all
portfolios along the frontier, the GMV portfolio can be estimated more accurately than other
frontier portfolios. The ex post optimality of the GMV portfolio is also demonstrated in as-
set portfolio studies (e.g., Chan et al., 1999; Jagannathan and Ma, 2003; Kempf and Memmel,
2003).
There are two main explanations for the ex post optimality of GMV weighting. First, esti-
mating the mean return is more volatile than estimating risk (see Merton, 1980). For the model
portfolio, this argument also holds, i.e., the out-of-sample asset pricing bias estimate is more
volatile than the estimate of the variance of the pricing error. Second, the GMV portfolio can
avoid the estimation error of the mean (Green and Hollifield, 1992). As Jagannathan and Ma
(2003) note, the sample mean is an imprecise estimator of the population mean, which worsens
the out-of-sample performance of mean-variance efficient portfolios constructed using sample
means and sample covariance matrices. Hence, when no further information about the popula-
tion mean is available, nothing is lost by ignoring the mean altogether, as the estimation error in
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the sample mean is so large. I demonstrate the divergence of true, estimated and actual frontiers
and the ex post optimality of GMV weighting using a simple simulation detailed in Appendix
A.
Firmly based on the reasoning above, I use the weights of the GMV portfolio for the MPA.






The GMV weight depends solely on the estimation of variance-covariance matrix Σ; it is
independent of the information on bias. As with the asset portfolio, the GMV weights are






As the formula for calculating the weights indicates, the estimation of an inverse covariance
matrix of prediction errors across different pricing models is critical to the success of the MPA.
The variance-covariance matrix Σ can be estimated as its sample counterpart. However, for
a large-scale problem, as the sample becomes relatively small, the sample covariance matrix is
estimated with a larger error. I adopt a robust covariance estimation method from Schafer et al.
(2005), that is,
Σ = λT + (1 − λ)U (12)
where T and U represent the target covariance matrix and the maximum likelihood covariance
estimator, respectively; λ is the shrinkage intensity that is given by
λ =
∑p
i=1 ˆvar(ui) − ˆcov(ti, ui) − ˆBias(ui)(ti − ui)∑p
i=1(ti − ui)2
(13)
The shrinkage intensity (the weights) can be solved analytically by Lediot and Wolf’s (2003)
theorem. For brevity, I omit a detailed discussion of the estimation details that are covered in
Ledoit et al. (2003) and Schafer et al. (2005). This weighting method is distribution free and is
not as computationally intensive as are MCMC, bootstrap and cross validation. By producing
a well-conditioned covariance estimate, an equally well-conditioned estimate of the inverse
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covariance can be automatically obtained (Schafer et al., 2005). The estimated covariance
matrix is a weighted average of the unbiased covariance estimator and a target.
Notably, applying this covariance estimator, three most popular weighting schemes can
be unified under the MPA. (1) Consider “1/N” weighting. The GMV weighting is identical
to “1/N” weighting if I let U = 0 and use a scalar matrix as the target covariance matrix
T . It then makes no use of sample data information. Thus, if the true covariance matrix is
not a scalar matrix, GMV can outperform “1/N”. (2) Consider OLS weighting. The GMV
weighting is equivalent to OLS weighting with sample covariance matrix as the estimate for the
covariance matrix. As the sample covariance matrix estimator is less accurate than the robust
covariance matrix estimator in small effective samples, GMV weighting has better small sample
performance than OLS weighting. (3) Consider Shrinkage weighting. Shrinking weighting is
identical to GMV weighting when a proper shrinkage intensity λ is applied.
I first combine individual models using GMV weighting to reduce the variance of the com-
bined model. Next, I estimate the bias-correction term and then correct the bias for the com-
bined model. I use the simple sample bias to correct for bias, which is estimated as the mean
difference between the model forecasts and the realized asset return in the validation sample
discussed below in Section V.
IV. SIMULATION
My proposed MPA provides improved performance over individual models, provided that the
true model is not in the model set. If a single true model is in the model set, model selection can
perform better than the MPA because the model selection criteria are capable of identifying the
true model. To examine the performance of the MPA, I conduct my simulations under two dif-
ferent scenarios: when the true model is and is not in the model set. I compare the performance
of GMV weighting with the two most widely used benchmark combination methods in the
econometric forecast combination literature, including the “1/N” and OLS weighting methods.
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A. Simulation Design
Given the empirical popularity of Fama-French three-factor (FF3) model, I use FF3 as the true
model and generate return series from it as shown in equation (14):
Ri,t − R f ,t = βi,m(Rm,t − R f ,t) + βi,sRsmb,t + βi,hRhml,t + εi,t (14)
εi,t ∼ N(0, σ2)
First, I calibrate parameters (βi,m,βi,s,βi,h, σ) according to the previous estimates of Fama and
French (1993), and then I retrieve the three factors (Rm,Rsmb, Rhml) and risk-free rate (R f ) data
from Kenneth R. French’s website. I simulate return data for 4 portfolios, small/low, small/high,
big/low, big/high. Here, I report the results for the small/low portfolio.4 For the small/low
portfolio, the parameter values are βi,m = 1.04 βi,s = 1.46; βi,h = −0.29 (Fama and French,
1993). To make the simulation results comparable to the empirical analyses, I generate a series
of asset returns of length T = 660.
I then divide the full sample into 3 sub-samples of equal size. Each sample has a length
of 220 observations, that is, T1 = T2 = T3 = 220. I use the first 220 observations for in-
sample estimation of asset pricing models. The second 220 observations are used as a validation
sample, or hold-out period, to collect the out-of-sample forecasting errors and estimate the
model weights and biases; the last 220 observations are used as the testing sample for model
comparison. I generate the one-step-ahead out-of-sample forecasts using a rolling regression
with a window of 220 observations. Then, I draw the forecast of the true model as follows:
f Truei,t = βˆ
t−1,t−220
i,m (Rm,t − R f ,t) + βˆt−1,t−220i,s Rsmb,t + βˆt−1,t−220i,h Rhml,t (15)
where f Truei,t is the true model for asset i at time t, and 220 < t < 660; βˆ
t−1,t−220 is the sample
estimate of β using the previous 220 observations at time t.
The forecasts from other false asset pricing models are generated from
fi,t = βˆt−1,t−220i,m (Rm,t − R f ,t)+βˆt−1,t−220i,s Rsmb,t + βˆt−1,t−220i,h Rhml,t + ηi,t (16)
ηi,t ∼ MVN(Bt,Σt)
4Other simulated data series provide similar results.
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where B is the mean bias vector of individual asset pricing models, with elements Bi = αBi−1 +
ui, and ui ∼ i.i.d.U(a, b), 0 < α < 1. I specify a spatial dependence in bias by setting α = 0.5.
The aggregate average bias is a+b2(1−α) . I specify parameter values as a = −0.5, b = 0.3. Σ is
the variance-covariance matrix of forecasting errors. With different specifications for Σ, I have
three cases for the two simulated scenarios, i.e., the true model is and is not in the model set:
(1) highly correlated forecasting errors with correlation coefficients in the range (0.7, 0.9); (2)
moderately correlated forecasting errors with correlation coefficients in the range (0.4, 0.7); and
(3) weakly correlated forecasting errors with correlation coefficients in the range (0.0, 0.4).
I obtain 440 out-of-sample forecasts for each of the six simulated models. I then estimate
the covariance matrix of the forecasting errors and the GMV weights using a rolling window of
220 observed forecasting errors and form the forecast using the GMV weights. I obtain a total
of 220 forecasting errors for the combined model. I compare the performance of alternative
methods using root mean squared forecasting error (RMSFE), which is defined as follows:








(Ri,t − f ji,t)2 = var(e ji,t) + [bias(e ji,t)]2 (17)
where f ji,t is the return forecast of asset i at time t from asset pricing model j. I repeat the
simulation procedures 10, 000 times and report the average results.
B. Simulation Results
Panel A in Table 1 shows that, when the true model is in the model set, the single true model has
the lowest RMSFE, at 1.022. The GMV combined asset pricing model has the closest perfor-
mance to the true model with RMSFE 1.036 in the case of highly correlated, 1.037 in the case
of moderately correlated, and 1.040 in the case of weakly correlated forecasting errors. The
benchmark methods, i.e., the “1/N” and OLS combinations, perform worse than the forecast
using my GMV weighting. Evidently, despite the differences between alternative combination
methods, all of the combined models perform better than individual false models. As shown
in Panel B of Table 1, when the true model is not in the model set, the GMV combined model
outperforms all of the individual models. The GMV combined model also performs better than
the “1/N” and OLS combined models in all cases.
[Insert Table 1 here.]
Next, I investigate other features of GMV weighting. To examine the effect of sample size,
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I use an expanding window for the estimation of GMV weights and change the cutoff points
of three sub-samples to T1 = 100, T2 = 100 and T3 = 460. Figure 1 shows that when the true
model is in the model set, GMV weighting always assigns the largest weight to the true model,
and when the sample size is increases, the weight assigned to true model gradually approaches
1 in all cases.
In Figure 2, I evaluate the GMV weighting when the true model is not in the model set
and the forecasting errors of individual models are uncorrelated and have the same variances.
I change the data generating process for the out-of-sample forecasts from the individual mod-
els by restricting the correlation coefficients of individual models to zero and variances to 1.
As shown in Figure 2, in this scenario, the weights of all six individual asset pricing models
converge to an equal weight of 16.6% as the sample size increases.
[Insert Figure 1 here.]
[Insert Figure 2 here.]
V. EMPIRICAL METHODS AND RESULTS
A. Data
I collect monthly return data for 55 portfolios (25 Fama-French size and book-to-market port-
folios and 30 industry portfolios) from Kenneth R. French’s website. I provide details on the
data sources for the asset pricing model factors in Appendix B. To ensure the comparability of
my results with a recent asset pricing model comparison study by Kan and Robotti (2009), I
use the same sample period, which runs from 01/1952 to 12/2006 (660 monthly observations).
In addition to this main sample period, I also extend my sample to 12/2011, which includes
the 2008 Global Financial Crisis (GFC). I use the additional sample period to examine the
robustness of my results.
B. Empirical Issues
The key inputs of the MPA are the inverse covariance matrix and the bias-correction term,
which require the estimation of out-of-sample forecast errors. As Hastie et al. (2009) note that
in-sample error is a poor estimator of out-of-sample error, I divide my full sample into three
three sub-samples, which include a training sample, a validation sample, and a testing sample. I
estimate individual models in in the training sample, and then I estimate out-of-sample pricing
error from the second validation sample. I use the testing sample to evaluate the performance of
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alternative forecasting models. I also estimate the inverse covariance matrix and bias-correction
term based on the estimated out-of-sample pricing errors in the validation sample. I estimate
the covariance matrix using equation (12) and model weights using equation (11). I estimate
the bias-correction term as the mean forecasting error in the validation sample.
Specifically, I use a rolling window of 220 months for the in-sample fitting of the sin-
gle models and a rolling window of the same length to estimate GMV weights, which is
named a “rolling-rolling” window.5 I also check the robustness by employing alternative
window schemes, including the “rolling-fix”,“rolling-recursive”, “fix-rolling”,“fix-recursive”
, “fix-fix”,“recursive-rolling”,“recursive-recursive” and “recursive-fix” windowS. The main re-
sults are robust to using alternative sampling methods.
C. Empirical Results
C.1. In-Sample Model Comparison
I compare the in-sample performance of the six popular asset pricing models used in Section IV
to illustrate the pricing model uncertainty, including CAPM, CCAPM, JW,CAMP, FF3 and
FF5 (see Appendix B for further details). The two most popular methods for evaluating and
comparing in-sample asset pricing models are the Beta and Stochastic Discount Factor (SDF)
methods, which correspond to two representations of asset pricing models, the Beta (i.e., a
representation of multivariate betas and risk prices) and the SDF representations. I summarize
these two representations in Appendix B. I provide details of both the Beta and SDF methods
in Appendix C. I present the results using the Beta method in the main empirical analyses and
provide results using the SDF method in Appendix D.
Table 2 reports the results using the Beta method. I use the approach of Shanken (1992) and
evaluate the six linear asset pricing models using both OLS R2 and Generalized Least Squares
(GLS) 6 R2 to measure the goodness-of-fit of the models. For model comparison purposes, the
point estimate of R2 is not satisfactory due to sample variation. Kan et al. (2013) derive the
asymptotic distribution of this statistic and develop associated model comparison tests. I adopt
5The first “rolling” refers to the rolling window for the individual asset pricing estimation, and the sec-
ond “rolling” represents the rolling window for the covariance matrix and model weight estimation. The
following “rolling-fix”,“rolling-recursive”, “fix-rolling”,“fix-recursive”, “fix-fix”,“recursive-rolling”,“recursive-
recursive” and “recursive-fix” windows all have similar definitions.
6Lewellen et al. (2010) note that OLS R2 is quite uninformative of how well a model explains the cross-
sectional variation in mean returns: when test assets have an approximate factor structure, even models with
randomly selected factors often generate high R2. They instead advocate the cross-sectional GLS R2 as a more
reliable evaluation measure
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Kan et al.’s (2013) method for comparing asset pricing models. I consider the null hypothesis of
both a correctly specified model and a misspecified model and report two p−values, p(R2 = 1)
and p(R2 = 0), respectively. Both tests are based on the propositions from Kan et al. (2013). I
also compute the asymptotic standard error for R2, se(Rˆ2), to examine the sampling variability
of sample R2 (Rˆ2).
[Insert Table 2 here.]
Table 2 shows that all 6 linear asset pricing models are rejected at the 1% significance level
in both OLS and GLS F-tests with p−values of 0.000. Panel A uses OLS R2 tests; the results
show that five of the six models are rejected at the 1% significance level under the null hy-
pothesis of a correctly specified model (i.e., H0 : R2 = 1), and CAMP is rejected at the 10%
significance level. Moreover, none of the models can reject the null hypothesis of misspecifi-
cation, i.e., H0 : R2 = 0. Panel B shows the results using the GLS R2 tests. The results are
similar to those shown in Panel A, except for FF3. I reject the null of misspecification for FF3
and the null of correct specification. FF5 has the highest OLS and GLS R2 values among all
individual models. However, the point estimates of R2 are quite uninformative because FF5’s
Rˆ2 also presents the highest standard error. Due to the sampling variability, it is not entirely
clear whether any model will outperform other models using another sample.
The model specification tests provide compelling evidence of linear asset pricing model
misspecification. Although all of the models are misspecified, it would nevertheless be desir-
able to select an individual less inaccurate model as a second choice. However, the follow-
ing results show that the model selection based on in-sample model fit cannot distinguish one
model from another when the model specification and sampling variation are considered. I test
the equality of the individual asset pricing models and summarize the results in Table 3 .
[Insert Table 3 here.]
Panel A of Table 3 shows that, for all of the pairwise model comparisons, I cannot reject
the null of a correctly specified or a misspecified model. In Panel B, except for FF3 and FF5
that outperform CAPM at the 1% significance level under the null hypothesis of a correctly
specified model, none of the pairwise comparisons can differentiate one model from another.
Consistent with Kan et al. (2013) and Kan and Robotti (2009), I find that all of the asset
pricing models considered are potentially misspecified, and it is difficult to differentiate among
the models. In addition to the goodness-of-fit tests and model fit comparison using the full
sample, I also examine the cross-sectional fit of the asset pricing models over time. I use a
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rolling window of 220 months7 to estimate pricing models and estimate sample R2s and the
p-value under the null hypothesis H0 : R2 = 1. I plot the series of R2s and p-values from
05/1970 to 12/2006 in Figure 3. I test model fit using both the 25 size and book-to-market and
30 industry portfolios.
[Insert Figure 3 here.]
Figure 3 shows that both OLS and GLS R2s are quite volatile over time with changing p-
values. Rejecting or not rejecting models depends on the testing sample considered. Comparing
graph (a) and graph (b) in Figure 3, I can see that whether one should reject a model also varies
across testing assets. In sum, the in-sample fit of the six asset pricing models changes over time
and across testing assets, indicating that all the six models are potentially misspecified.
C.2. Out-of-Sample Model Comparison
The in-sample evidence shows that all six models are false, and the in-sample fit tests can-
not aid in selecting a single dominant asset pricing model, especially when the models are
potentially misspecified. Moreover, goodness-of-fit measures are uninformative of the out-of-
sample forecasting performance of the asset pricing models. Hence, I compare the out-of-
sample performance of the six individual asset pricing models in this section. I also compare
the out-of-sample performance of the combined model constructed using GMV, “1/N” and OLS
weightings. In addition to the individual models and combined models, I also include a model
selection method in my out-of-sample model comparison studies, which is named the model
rotation method. The model rotation method selects in individual model using a rolling regres-
sion with a window length of 220 months. For each one-step-ahead forecast, I select the single
best model based on its GLS R2 over the previous 220 months. I then calculate the accumulated
pricing errors. The comparisons are performed in the third sub-sample, i.e., the testing sample
from 09/1988 to 12/2006. The selection results based on OLS R2 and HJ-distance are similar
to those based on GLS R2. Hence, I only report the results using GLS R2 selection for brevity.
I use a 220 month rolling window and obtain a total of 440 (except for model CAMP) one-
step-ahead out-of-sample forecasts. I compare out-of-sample forecasting performance using
RMSFE, and I also decompose RMSEFEs into biases and variances.
7I exclude Campbell CAMP because of the much shorter length of its pricing factor data (467 monthly obser-
vations). It is thus not comparable to other models in the time dimension. As shown in the model specification
tests, CAMP is also possibly misspecified, and thus, the omission of CAMP has no effect on the overall results
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In addition to individual portfolio-level comparison, I also use an aggregate measure, CS-
Ave RMSFE, to compare the performance of asset pricing models across all testing assets. It is
calculated as a cross-sectional average RMSFE of all portfolios. That is,











(Ri,t − f ji,t)2 (18)
i = 1, ..., I is the total number of testing assets.
To compare the performance of the MPA with the individual models, I calculate ratios





CS − AveRMS FERatio = CS − AveMS FE
j
CS − AveMS FEc (20)
where superscript j represents an individual model j and c denotes the MPA. Hence, a ratio
greater than 1 indicates that the individual model performs worse than the GMV combined
model. I also compare the performance of the GMV combined model with the model rotation
method, the “1/N” and OLS combined models. To evaluate the statistical significance of the
difference between the performance of individual models and the MPA, I use the Diebold-
Mariano test statistic (2012). I report the statistics on the basis of the loss differential that is
defined as the difference in the squared forecast errors between my GMV combined model
forecast and the alternative models.
In Table 4, I report representative results from five of the 55 total portfolios, including
small/low, small/high, big/low, big/high and oil industry portfolios. I report RMSFEs, biases
and variances, along with the ratios of these metrics between alternative methods and my GMV
combined model. Table 4 shows that all six individual models perform poorly and display large
RMSFE values. Among the five portfolios, the RMSFE of the small/low portfolio is the largest,
indicating that the return on the small/low portfolio is the most difficult to forecast accurately.
At the aggregate level, the six asset pricing models all have relatively large CS-Ave RMSFEs of
approximately 5.9. It is also clear that the inaccurate forecast is mainly attributable to the large
variances in the forecast errors. The biases are relatively small, which is consistent with Simin
(2008). Hence, reducing the error of asset pricing models relies substantially on reducing the
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variance of the error.
[Insert Table 4 here.]
Comparing the performance of individual models, the model rotation and the combination
methods in Table 4, I can also see that both the model rotation method and combined models
perform better than the individual models. The variances are all greatly reduced. The absolute
values of ratios between alternative models and my GMV combined model are all greater than
one, indicating they all perform worse than my approach according to all evaluation metrics.
I report the Diebold-Mariano test statistic (2012) in Table 5. 8 The table shows that, at the
5% significance level, the GMV combined model performs statistically better than all individ-
ual models, the model rotation method and the “1/N” combination of models when small/low,
small/high, big/high portfolios are used as testing assets. Table 5 also shows that the GMV
combined model outperforms the OLS combined model at the 5% significance level when
big/high and oil industry portfolios are used as testing assets. The varying underlying correla-
tions of forecasting errors of individual models for different portfolios can result in the different
performance of the GMV combined model across different testing portfolios.
[Insert Table 5 here.]
In addition to the main results using the sample period from 01/1952 to 12/2006, I also
conduct additional analyses by extending the sample to 12/2011, which includes the 2008 GFC
period, to examine the influence of the presence of the structural break on my results. I report
the additional robustness results in Tables 6 and 7. Consistent with the main results, the ratios
of RMSEs between alternative methods and the GMV combined method are all greater than
1. As in the main results, the GMV combined model performs statistically better than moat
of the individual models according to the Diebold-Mariano test statistic. However, as shown
in Table 7, when comparing the model rotation method, “1/N” and OLS combination, I find
that the accuracy of the GMV combined model is not significantly different from alternative
forecast combination methods, indicating that the GMV only provides a minor improvement
over the alternative combination methods for these portfolios.
[Insert Table 6 here.]
[Insert Table 7 here.]
In Figure 4, I plot the individual model weights over the test sample period (09/1988 to
8I omit the results for the CAMP model. Due to data availability, the testing sample for CAMP only includes
27 observations, which renders the Diebold-Mariano test uninformative.
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12/2006) for the five representative portfolios. My GMV weighting method assigns larger
weights to the models that perform relatively better and smaller weights to relatively worse
models. The model weights thus reflect the relative performance of alternative methods. The
left four sub-figures of Figure 4 show that the relative performance of the five9 asset pricing
models changes over time. There is an obvious change in relative model performance around
the year 2000, the dot com bubble. The performance of the models converges in a period and
then diverges in other periods, and all models obtain weights greater than 0. No one true model
dominates in all sample periods. The right four sub-figures of Figure 4 show the relationships
between the forecast errors of the individual asset pricing models. For all the portfolios, the
forecast errors of the five individual asset pricing models are highly correlated. This feature
makes the GMV weighting advantageous in pooling asset pricing models.
[Insert Figure 4 here.]
VI. CONCLUSION
The out-of-sample performance of an asset pricing model is important for the model to be be
ultimately useful and is highly relevant to investment and corporate decisions. However, the
hypothesis tests of asset pricing models tell us quite little about the usefulness of these mod-
els. The ongoing asset pricing anomalies and empirical evidence of poor out-of-sample asset
pricing performance raise the concern that the filed is far from identifying the true asset pric-
ing model, and no one model can dominate all others across all economic states. Thus, model
selection is less advantageous, as at most, it can only identify one, less inaccurate asset pricing
model and abandons the useful information contained in other useful asset pricing models.
I develop a MPA and a GMV weighting scheme to combine individual asset pricing mod-
els. I derive this approach in a simple bias and variance tradeoff framework and provide the
intuition for pooling asset pricing models. Applying the model portfolio approach to six linear
asset pricing models, I find that my approach provides better asset pricing model out-of-sample
forecasting performance compared with all individual pricing models and the model selection
method. GMV weighting also outperforms the two common benchmarks that are widely used
in the forecast combination literature, i.e., the “1/N” and OLS weighting methods. This im-
proved performance is supported by my simulation studies. The improved performance comes
9CAMP is omitted, as the available sample length is limited
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from the fact that all asset pricing models are incomplete descriptions of the true asset return
generating process and their pricing errors are highly correlated.
My proposed MPA can be extended by specifying different loss functions. The “model
portfolio” can be formed using asymmetric loss functions and investment-oriented utility func-
tions. These are left for future studies. This work is the first to explicitly map from model
combination to Modern Portfolio Theory. This work paves the way for future research that will
fully appreciate the findings of these two literatures.
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Appendix A. DIVERGENCE OF FRONTIERS
I describe my simulation procedures and results regarding the divergence of the frontiers and
ex post optimality for GMV weighting in this appendix.
Assuming that the pricing errors of different asset pricing models are multivariate normally
distributed, et+h,t ∼ MVN(µ,Σ). I simulate the true efficient frontier with true parameters µ and
Σ (see the solid line in Figure A.1). Next, I estimate the parameters µˆ and Σˆ, and then I draw
the estimated efficient frontier (see the asterisked line in Figure A.1). I also draw the actual
frontier, which is generated with estimated weights ωˆ and the true parameters( µ and Σ). The
actual frontier is the realization of estimated model portfolio ex post performance. The actual
frontier is the dotted line in Figure A.1. I report a typical plot from 10,000 simulations.
Figure A.1: Simulated Frontiers
This figure shows that the actual frontier is to the right of the true frontier, and hence, the
estimated optimal model portfolio is ex post suboptimal. This is because at, a similar level of
bias, one can always find a combination of models with smaller variance. The chosen model
pool is thus not ex post optimal.
Appendix B. ASSET PRICING MODELS
One of the earliest equilibrium asset pricing models is the Sharp-Lintner-Black-Mossin Capital
Asset Pricing Model (CAPM), developed in the early 1960s. Since then, a tremendous number
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of theoretical papers have refined the assumptions and provided derivations of the CAPM. De-
spite the theoretical development of asset pricing models, the empirical anomalies generated by
CAPM models have accumulated. These empirical failures of theoretical asset pricing models
motivated the creation of several empirically driven asset pricing models. In the present study,
I concentrate on 6 linear asset pricing models, the same model set used in Hodrick and Zhang
(2001) and Kan and Robotti (2009). To facilitate the subsequent evaluation of the asset pricing
models, I consider both an SDF specification and a Beta specification of the six asset pricing
models.
The stochastic discount factor (SDF) or pricing kernel framework provides a unified frame-
work for both theoretical studies and econometric analyses of asset pricing models. Assuming
that I have n basic assets to be priced, in the absence of arbitrage opportunities, there exists
a set M of SDF, m, that prices assets correctly. The basic pricing equation can be written as
follows:
Et(mt+1Ri,t+1) = pi, ∀mt+1 ∈ Mt+1 (B.1)
where mt+1 is the pricing kernel. Here, pi = 1 if Ri,t+1 is the gross return and pi = 0 if Ri,t+1 is
the excess return. The unconditional version of equation (B.1) is
E(mt+1Ri,t+1) = pi, ∀mt+1 ∈ Mt+1 (B.2)
In the paper, I consider six linear asset pricing models in which the SDF proxies yt+1 are
linear functions of a constant and a vector of factors ft+1. The general formula for a linear
pricing proxy is
yt+1 = b0 + b1 ft+1 = bFt+1 (B.3)
where b = [b0b1] and Ft+1 = [1 ft+1].
The pricing kernel proxies of the six linear asset pricing models are specified as follows:
The first model is CAPM. The SDF model has two factors, a constant (λ0) and the excess
return on the valued-weighted combined NYSE-AMEX-NASDAQ index (rvt w) from CRSP:
yt = λ0 + λvw ∗ rvwt (B.4)
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The second model is a linearized consumption CAPM (C-CAPM) with an SDF:
yt = λ0 + λcgr
cg
t (B.5)
where rcgt is the growth rate in real nondurable consumption from the Bureau of Economic
Analysis, U.S Department of Commerce.
The third model is the Jagannathan and Wang (1996) unconditional version of a conditional
CAPM, which has an SDF:







where r jvwt is the return on the value-weighted combined NYSE-AMEX-NASDAQ index from
CRSP; rpremt−1 is the lagged yield spread between BAA- and AAA-rated corporate bonds from
the Board of Governors of the Federal Reserve System; and rlabt is the per capita labor income
growth rate measured as rlabt = (Lt−1 + Lt−2)/(Lt−2 + Lt−3) − 1. L is defined as the difference
between personal income and dividend income per capita (from the Bureau of Economic Anal-
ysis, U.S Department of Commerce). Following Jagannathan and Wang (1996), the rlabt is
calculated as a 2-month moving average to reduce the influence of measurement errors.
The fourth model is a linear version of Campbell’s (1996) log-linear asset pricing model
(CAMP in subsequently). The SDF is assumed to take a nonlinear form y = exp(−F′b), where
the six factors are as follows: rrvwt is the real return on the CRSP value-weighted index; r
clab
t is
the monthly growth rate of real labor income (constructed differently from the JW labor series);
rdivt−1 is the dividend yield on the CRSP value-weighted market portfolio; r
rtb
t−1 is the difference
between the one-month T-bill rate and its one-year backward moving average; and rtrmt−1 is the
yield spread between long- and short-term government bonds. I simply specify the SDF as a
linear SDF model, y = F′b. The SDF thus takes the following form:









The last two models are empirically driven. The fifth model is the Fama and French (1993)
three-factor model, which assumes that the SDF is






Where rsmbt is the difference in return between the small size and the big size portfolio and
rhmlt is the return difference between portfolios with high and low book-to-market ratios. The
fifth model is the Fama and French (1993) five-factor model, which assumes that the SDF is






t + λde f r
de f
t (B.9)
The two additional terms rtermt are the return spread between a 30-year Treasury bond and the
one-month T-bill, and rde ft is the return spread between long-term corporate and long-term
government bonds. These data are from Ibbotson Associates.
These asset pricing models have an equivalent representation in terms of multivariate betas
and risk prices. The Beta pricing model specification implies that the expected return of an
asset is a linear function of betas:
E(R) = R0 p + β′Λ (B.10)
Where R0 = 1/E(y), β = cov( f , f ′)−1cov( f ,R′), and Λ = −R0cov( f , f ′)b1. R0 is the uncondi-
tional zero-beta rate of return, βs are factor loadings, and Λs are the prices of beta risks.
Appendix C. ASSET PRICING MODEL COMPARISON
The two-pass regression method estimates the parameters in a linear factor pricing model using
its Beta representation. Betas are estimated from the first-pass time-series regression of stock
returns on pricing factors. Then, in the second-pass regression, the cross-sectional average
return is regressed on the betas. This methodology was initially developed based on Fama
and MacBeth (1973). However, various problems arose in conducting the estimation of this
two-pass regression. Shanken (1992) formalizes the econometric methodology of the two-pass
regression and documents the errors in variables problem, which requires an adjustment of the
Fama-MacBeth standard errors. I use the results from Shanken (1992) and evaluate the six
linear asset pricing models using both Ordinary Least Squares (OLS) R2 and Generalized Least
Squares (GLS) R2 to measure the goodness-of-fit of the models. The point estimate of R2 is not
satisfactory for model comparison purposes due to sample variation. Kan et al. (2013) derive
the asymptotic distribution of this statistic and develop associated model comparison tests.
The SDF method involves estimating the asset pricing model using its SDF representation
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and the Generalized Method of Moments (GMM). Two widely used asset pricing model spec-
ification tests using the SDF method are the optimal GMM of Hansen (1982) and HJ-distance
of Hansen and Jagannathan (1997). These two tests can be unified under a standard GMM
framework (Hodrick and Zhang, 2001).






Rtyt − p, (C.1)
the pricing model coefficients can be chosen as
bˆ = argmin g′T (b)WT gT (b) (C.2)
Optimal GMM uses the weighting matrix, W∗T = S
−1
T , where S T is a consistent estimator of
S ∗ ≡ [Tvar(gT )]. W∗T is optimal in the sense that the estimated parameters have the smallest
asymptotic covariance.
Hansen and Jagannathan’s method is equivalent to using a sample estimate of E(RR′)−1 as
weighting matrix WT under the GMM framework. The HJ distance was developed to measure
specification errors in SDF models using least squares distances between an SDF and the a
set of all admissible SDFs that correctly price test assets. Hansen and Jagannathan define the
HJ-distance as
δ = min ‖ y − m ‖, whereE(mR) = p (C.3)
when the asset pricing model is false, y < M, and there is a strictly positive distance between y
and M.
Hansen and Jagannathan’s method requires the assumption that WT is nonsingular, and thus,
inversion is problematic when E(RR′)−1 is nearly singular. I do not face such a problem in this
study. I report both optimal GMM test results and HJ-distance test results.
The optimal GMM weighting matrix WT changes across different models, while the weight-
ing matrix in the HJ-distance approach is invariant across models. Thus, the HJ-distance is
more suitable for comparing asset pricing models. However, in application, due to statistical
variation, the comparison of the absolute value of the HJ-distance is not entirely informative;
thus, I conduct equality tests of the null H0 : δ2i = δ
2
j to check whether two competing mod-
els, model i and model j, have equal HJ-distance. I use the asymptotic distribution of the test
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statistics derived in Kan and Robotti (2009).
Appendix D. IN-SAMPLE ASSET PRICING MODEL COMPARISON RESULTS
USING THE SDF METHOD
Table D.1 presents specification tests of six linear asset pricing models using the SDF method
of Kan and Robotti (2009). I report both HJ-distance and optimal GMM test statistics. As
shown in Table D.1, all models are rejected at the 1% significance level in both the HJ and
optimal GMM tests.
Table D.1: Model Specification Tests using the SDF Method
Test Assets: Gross Return on 55 portfolio
CAPM CCAPM JW CAMP FF3 FF5
HJ-dist.(δˆ) 22.040 27.257 20.650 21.508 21.019 19.850
p(δ = 0) 0.000 0.000 0.000 0.000 0.000 0.000
se(δˆ). 1.535 1.836 1.712 1.812 1.539 1.566
2.5% CI(δˆ) 19.299 23.988 17.610 18.314 18.273 17.068
97.5% CI(δˆ) 25.366 31.254 24.369 25.483 24.356 23.260
J-test 174.750 178.200 125.640 128.630 164.360 150.060
p-value 0.000 0.000 0.000 0.000 0.000 0.000
This table summarizes model specification tests of the six linear asset pricing models detailed in Appendix B
using the SDF method. The table reports both the HJ-distance test (Hansen and Jagannathan (1997)) and Hansen
optimal GMM specification test. The models are estimated using the monthly gross return of 55 portfolios (25
Fama-French size and book-to-market and 30 industry portfolios). The data span from 01/1952 to 12/2006 (660
monthly observations). δˆ is the sample HJ-distance, p(δ = 0) is the p-value of testing H0 : δ = 0. se(δˆ) is the
standard error of the sample HJ-distance under the alternative. 2.5%CI(δˆ) and 97.5%CI(δˆ) are the lower 2.5% and
upper 2.5% confidence interval of the HJ-distance. The table also presents the optimal GMM J-statistic and the
p-value.
The equality of tests using HJ distance in Table D.2 is also inconclusive with respect to
which model is the single best pricing model.
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Table D.2: In-Sample Model Comparison using the HJ-Distance
Test Assets: Gross Return on 55 portfolio
Model CCAPM JW CAMP FF3 FF5
CAPM -247.787 59.350 26.643 43.945 91.755
pc 0.000 0.000 0.208 0.000 0.000
pm(normal test) 0.000 0.141 0.338 0.000 0.004
pm(sequential test) 0.000 0.141 0.338 0.000 0.004
CCAPM 298.756 291.785 307.726 335.417
pc 0.000 0.000 0.000 0.000
pm(normal test) 0.000 0.000 0.000 0.000
pm(sequential test) 0.000 0.000 0.000 0.000
JW -20.420 -15.405 32.405
pc 0.131 0.082 0.344
pm(normal test) 0.685 0.732 0.476
pm(sequential test) 0.685 0.732 0.476
CAMP 28.717 67.754
pc 0.173 0.002
pm(normal test) 0.413 0.122





This table presents pairwise comparisons of the six linear asset pricing models detailed in Appendix B using the
SDF method or HJ-distance. The first row of each pair comparison is the difference between the sample squared
HJ-distances of the models in row i and column j. The following rows present p-values for the tests H0 : δ2i = δ
2
j .
The p-values are computed under the assumption that the models are correctly specified (pc) and potentially
misspecified (pm). I use both normal tests and sequential tests to compute pm.
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Table 1: Simulation Results
Panel A: True Model is in the Model Set
GMV Combination 1/N Combination OLS Combination True Model Single Model 1 Single Model 2 Single Model 3 Single Model 4 Single Model 5
Highly Correlated Pricing Model Forecasting Errors
1.036 1.102 1.041 1.022 1.200 1.200 1.201 1.201 1.201
Moderately Correlated Pricing Model Forecasting Errors
1.037 1.089 1.041 1.022 1.203 1.201 1.202 1.203 1.199
Weakly Correlated Pricing Model Forecasting Errors
1.040 1.095 1.041 1.022 1.453 1.452 1.452 1.452 1.452
Panel B: True Model is not in the Model Set
Highly Correlated Pricing Model Forecasting Errors
1.028 1.136 1.031 1.190 1.190 1.188 1.190 1.189 1.193
Moderately Correlated Pricing Model Forecasting Errors
1.028 1.111 1.037 1.191 1.187 1.190 1.190 1.191 1.189
Weakly Correlated Pricing Model Forecasting Errors
1.028 1.113 1.106 1.443 1.443 1.444 1.443 1.443 1.443
This table presents simulation results. The table compares the out-of-sample forecasting performance of the combined models using global minimum variance (GMV)
weights, simple equal weights (“1/N”), Ordinary Least Squares (OLS) weights, and six individual models detailed in Appendix B. The table reports the root mean square
forecasting error (RMSE) of each method. In Panel A, one of the six individual models is assumed to be the true model, denoted “True Model” ; in Panel B, the forecasts
of all six individual models are generated randomly. I include three scenarios for the correlations of the forecasting errors of the individual asset pricing models: (1) Highly
correlated forecast errors with correlation coefficients in the range (0.7, 0.9); (2) moderately correlated forecast errors with correlation coefficients in the range (0.4, 0.7); and
(3) weakly correlated forecast errors with correlation coefficients in the range (0.0, 0.4).
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Table 2: Empirical Results: Model Specification Tests using the Beta Method
Panel A: Ordinary Lest Square (OLS)
CAPM CCAPM JW CAMP FF3 FF5
Rˆ2 0.021 0.037 0.077 0.208 0.277 0.329
p(R2 = 1) 0.003 0.009 0.002 0.086 0.007 0.009
p(R2 = 0) 0.598 0.496 0.726 0.664 0.159 0.188
se(Rˆ2) 0.081 0.106 0.123 0.156 0.170 0.170
Qˆc 0.185 0.198 0.181 0.158 0.166 0.159
p(Qc = 0) 0.000 0.000 0.000 0.000 0.000 0.000
Panel B: Generalised Lest Square (GLS)
CAPM CCAPM JW CAMP FF3 FF5
Rˆ2 0.016 0.052 0.019 0.042 0.138 0.144
p(R2 = 1) 0.000 0.000 0.000 0.000 0.000 0.000
p(R2 = 0) 0.154 0.082 0.804 0.803 0.000 0.031
se(Rˆ2) 0.022 0.059 0.029 0.050 0.057 0.060
Qˆc 0.183 0.186 0.178 0.169 0.163 0.161
p(Qc = 0) 0.000 0.000 0.000 0.000 0.000 0.000
This table reports the two-pass cross-sectional regression R2 (Rˆ2) and approximate F-test statistic Qˆc (generalized
version of CSRT of Shaken (1985)) for testing the six individual asset pricing models detailed in Appendix B.
Panel A uses the OLS estimation method, while Panel B uses the GLS estimation method. The models are
estimated using the monthly excess return of 55 portfolios (25 Fama-French size and book-to-market and 30
industry portfolios). The data span from 01/1952 to 12/2006 (660 monthly observations). p(R2 = 1) and p(R2 = 0)
are the p-values for the tests of null hypotheses, H0 : R2 = 1 and H0 : R2 = 0, respectively. se(Rˆ2) is the standard
error of Rˆ2 under the assumption that 0 < R2 < 1. p(Qc = 0) is the p-value for the F-test of H0 : Qc = 0. The
asymptotic distribution of R2 depends on the assumption of correctly specified or misspecified models (see Kan
et al., 2013).
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Table 3: Empirical Results: In-Sample Model Comparison using Cross-Sectional R2
Panel A: Ordinary Lest Square (OLS)
Model CCAPM JW CAMP FF3 FF5
CAPM -0.006 -0.055 -0.179 -0.304 -0.369
pc 0.654 0.619 0.248 0.045 0.043
pm(normal test) 0.975 0.653 0.330 0.250 0.175
pm(sequential test) 0.163 0.833 0.516 0.089 0.163
CCAPM -0.040 -0.162 -0.298 -0.362
pc 0.984 0.530 0.039 0.041
pm(normal test) 0.848 0.510 0.066 0.082
pm(sequential test) 0.524 0.519 0.066 0.082
JW -0.089 -0.258 -0.323
pc 0.282 0.061 0.052
pm(normal test) 0.597 0.242 0.144
pm(sequential test) 0.730 0.206 0.245
CAMP -0.042 -0.059
pc 0.934 0.840
pm(normal test) 0.847 0.776





Panel B: Generalised Lest Square (GLS)
Model CCAPM JW CAMP FF3 FF5
CAPM -0.027 -0.003 -0.034 -0.142 -0.157
pc 0.151 0.729 0.642 0.000 0.000
pm(normal test) 0.703 0.865 0.480 0.070 0.059
pm(sequential test) 0.703 0.707 0.828 0.070 0.059
CCAPM 0.017 -0.027 -0.115 -0.129
pc 0.290 0.929 0.000 0.002
pm(normal test) 0.838 0.744 0.001 0.033
pm(sequential test) 0.089 0.562 0.001 0.033
JW -0.034 -0.132 -0.146
pc 0.386 0.002 0.002
pm(normal test) 0.479 0.166 0.141
pm(sequential test) 0.943 0.166 0.141
CAMP -0.081 -0.096
pc 0.103 0.128
pm(normal test) 0.365 0.345





This table shows pairwise comparisons of the six linear asset pricing models detailed in Appendix B using OLS
and GLS cross-sectional R2s in Panels A and B, respectively. The first row of each pair comparison is the difference
between the sample cross-sectional R2s of models in row i and column j. The following rows present p-values for
the tests H0 : R2i = R
2
j . The p-values are computed under the assumption that the models are correctly specified
(pc) and potentially misspecified (pm). I use both normal tests and sequential tests to compute pm.
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Table 4: Empirical Results: Out-of-Sample Forecast Comparison (05/1970 to 12/2006)
Small/Low Small/High Big/Low Big/High Oil Ind. Small/Low Small/High Big/Low Big/High Oil Ind. Small/Low Small/High Big/Low Big/High Oil Ind. Average (55 Portfolios)
RMSE Bias Variance CS-Ave
CAPM 6.098 5.482 5.338 4.838 5.599 1.656 1.4 1.494 1.337 1.271 34.528 28.158 26.323 21.666 29.801 5.938
(1.214) (1.221) (1.172) (1.167) (1.164) (-207) (-12.5) (-8.346) (-37.139) (423.667) (1.363) (1.392) (1.265) (1.255) (1.283) (1.097)
RMSE Bias Variance CS-Ave
CCAPM 6.11 5.49 5.344 4.84 5.598 1.656 1.401 1.494 1.338 1.272 34.667 28.238 26.39 21.688 29.788 5.942
(1.217) (1.223) (1.173) (1.168) (1.164) (-207) (-12.509) (-8.346) (-37.167) (424) (1.369) (1.396) (1.269) (1.257) (1.282) (1.098)
RMSE Bias Variance CS-Ave
JW 6.099 5.482 5.338 4.837 5.599 1.656 1.4 1.493 1.336 1.272 34.534 28.161 26.322 21.665 29.804 5.938
(1.215) (1.221) (1.172) (1.167) (1.164) (-207) (-12.5) (-8.341) (-37.111) (424) (1.364) (1.392) (1.265) (1.255) (1.283) (1.097)
RMSE Bias Variance CS-Ave
CAMP 6.607 6.029 5.723 5.209 5.94 1.429 1.316 1.47 1.282 1.316 41.774 34.761 30.709 25.594 33.688 6.19
(1.316) (1.343) (1.257) (1.257) (1.235) (-178.625) (-11.75) (-8.212) (-35.611) (438.667) (1.649) (1.718) (1.476) (1.483) (1.451) (1.144)
RMSE Bias Variance CS-Ave
FF3 6.103 5.487 5.343 4.84 5.598 1.657 1.401 1.494 1.338 1.271 34.578 28.208 26.371 21.684 29.788 5.939
(1.215) (1.222) (1.173) (1.168) (1.164) (-207.125) (-12.509) (-8.346) (-37.167) (423.667) (1.365) (1.394) (1.268) (1.257) (1.282) (1.097)
RMSE Bias Variance CS-Ave
FF5 6.1 5.484 5.339 4.836 5.597 1.656 1.4 1.493 1.337 1.271 34.544 28.172 26.332 21.647 29.781 5.937
(1.215) (1.222) (1.172) (1.167) (1.164) (-207) (-12.5) (-8.341) (-37.139) (423.667) (1.364) (1.392) (1.269) (1.254) (1.282) (1.097)
RMSE Bias Variance CS-Ave
Model Rotation 5.254 4.682 4.741 4.34 4.946 1.594 1.37 1.375 1.314 1.209 25.181 20.134 20.678 17.184 23.107 5.52
(1.046) (1.043) (1.041) (1.047) (1.028) (-199.25) (-12.232) (-7.682) (-36.5) (403) (0.994) (0.995) (0.994) (0.996) (0.994) (1.020)
RMSE Bias Variance CS-Ave
“1/N ” Combination 5.259 4.683 4.742 4.342 4.947 1.597 1.372 1.377 1.317 1.21 25.223 20.137 20.68 17.195 23.112 5.522
(1.047) (1.043) (1.041) (1.048) (1.029) (-199.625) (-12.25) (-7.693) (-36.583) (403.333) (0.996) (0.995) (0.994) (0.996) (0.995) (1.020)
RMSE Bias Variance CS-Ave
OLS Combination 5.064 4.685 4.806 4.362 5.027 1.34 1.189 1.444 1.314 1.139 23.957 20.63 21.109 17.382 24.084 5.56
(1.009) (1.044) (1.055) (1.052) (1.045) (-167.5) (-10.616) (-8.067) (-36.5) (379.667) (0.946) (1.020) (1.015) (1.007) (1.036) (1.027)
RMSE Bias Variance CS-Ave
GMV Combination 5.021 4.489 4.554 4.145 4.809 -0.008 -0.112 -0.18 -0.036 0.003 25.327 20.235 20.802 17.257 23.236 5.412
This table compares the one-step-ahead forecast accuracy of the six individual asset pricing models detailed in Appendix B, a model rotation method, “1/N”, OLS and my
global minimum variance (GMV) combined forecasts. The first row for each forecast is the root mean square forecasting error (RMSE), bias and variances, while the second
row for each forecast reports the ratio of RMSE, bias and variance between an alternative method and the GMV combined forecast in parentheses. A ratio above 1 thus
indicates that the GMV combined model outperforms the alternative method. The table reports results for five representative portfolios, including small/low, small/high,
big/low, big/high and oil industry portfolios. The last column reports the average RMSFE and RMSFE ratios of all 55 portfolios (25 Fama-French size and book-to-market
and 30 industry portfolios). The sample is from 05/1970 to 12/2006.
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Table 5: Empirical Results: Diebold and Mariano’s (2012) Test Statistics (05/1970 to 12/2006)
Portfolios CAPM CCAPM JW FF3 FF5 Model rotation “1/N” Combination OLS Combination
Small/Low −2.280∗∗ −2.385∗∗ −2.289∗∗ −2.290∗∗ −2.281∗∗ −2.270∗∗ −2.322∗∗ −0.276
Small/High −1.970∗∗ −2.045∗∗ −1.976∗∗ −2.011∗∗ −1.999∗∗ −1.999∗∗ −2.011∗∗ −1.498
Big/Low −1.817∗ −1.887∗ −1.824∗ −1.866∗ −1.856∗ −1.854∗ −1.860∗ −1.920∗
Big/High −2.206∗∗ −2.249∗∗ −2.208∗∗ −2.233∗∗ −2.225∗∗ −2.220∗∗ −2.232∗∗ −2.323∗∗
Oil Ind. −1.784∗ −1.765∗ −1.786∗ −1.776∗ −1.779∗ −1.773∗ −1.778∗ −2.537∗∗
The table reports Diebold-Mariano test statistics (2012) for pairwise comparisons of the global minimum variance
(GMV) combined forecast and alternative methods, including the six individual asset pricing models detailed
in Appendix B, a model rotation method, “1/N” and OLS combined forecasts. The table reports results for five
representative portfolios, including small/low, small/high, big/low, big/high and oil industry portfolios. The sam-
ple is from 05/1970 to 12/2006. ***, ** and * represents significance at the 1%, 5%, and 10% level, respectively.
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Table 6: Additional Empirical Results: Out-of-Sample Forecast Comparison (05/1970 to 12/2011)
Small/Low Small/High Big/Low Big/High Oil Ind. Small/Low Small/High Big/Low Big/High Oil Ind. Small/Low Small/High Big/Low Big/High Oil Ind. Average (55 Portfolios)
RMSE Bias Variance CS-Ave
CAPM 6.511 5.843 5.656 5.215 5.651 -0.035 0.029 -0.030 -0.031 0.149 42.471 34.204 32.048 27.246 31.974 6.204
(1.156) (1.066) (1.030) (1.006) (1.042) (0.126) (-0.110) (0.088) (0.138) (-0.662) (1.337) (1.138) (1.063) (1.012) (1.084) (1.019)
RMSE Bias Variance CS-Ave
CCAPM 6.794 7.012 6.724 6.453 6.787 0.015 0.006 -0.027 -0.056 0.224 46.249 49.266 45.301 41.726 46.103 7.477
(1.206) (1.280) (1.224) (1.245) (1.251) (-0.054) (-0.023) (0.079) (0.249) (-0.996) (1.455) (1.639) (1.503) (1.550) (1.564) (1.228)
RMSE Bias Variance CS-Ave
JW 7.303 7.367 7.002 6.746 7.406 0.331 0.546 0.593 0.474 0.658 53.440 54.192 48.866 45.468 54.640 7.681
(1.296) (1.344) (1.275) (1.301) (1.365) (-1.190) (-2.068) (-1.739) (-2.107) (-2.924) (1.682) (1.803) (1.621) (1.689) (1.853) (1.262)
RMSE Bias Variance CS-Ave
CAMP 7.307 6.802 6.469 5.566 5.744 -0.019 0.044 -0.018 -0.005 0.120 53.493 46.360 41.932 31.039 33.045 6.766
(1.297) (1.241) (1.178) (1.074) (1.059) (0.068) (-0.167) (0.053) (0.022) (-0.533) (1.683) (1.542) (1.391) (1.153) (1.121) (1.111)
RMSE Bias Variance CS-Ave
FF3 7.195 6.760 6.449 5.692 5.870 0.025 0.090 0.026 0.059 0.206 51.870 45.778 41.672 32.466 34.483 6.822
(1.277) (1.234) (1.174) (1.098) (1.082) (-0.090) (-0.341) (-0.076) (-0.26) (-0.916) (1.632) (1.523) (1.382) (1.206) (1.169) (1.121)
RMSE Bias Variance CS-Ave
FF5 6.835 6.589 6.340 5.559 5.614 0.093 0.070 -0.088 0.067 0.133 46.870 43.565 40.336 31.004 31.611 6.737
(1.213) (1.202) (1.154) (1.072) (1.035) (-0.335) (-0.265) (0.258) (-0.298) (-0.591) (1.475) (1.449) (1.338) (1.152) (1.072) (1.107)
RMSE Bias Variance CS-Ave
“1/N” Combination 5.594 5.564 5.512 5.172 5.476 0.146 0.104 -0.018 0.105 0.127 31.386 31.053 30.491 26.836 30.078 6.148
(0.993) (1.015) (1.004) (0.997) (1.009) (-0.525) (-0.394) (0.053) (-0.467) (-0.564) (0.988) (1.033) (1.011) (0.997) (1.020) (1.010)
RMSE Bias Variance CS-Ave
OLS Combination 5.692 5.507 5.500 5.246 5.434 -0.591 -0.284 -0.282 -0.049 -0.116 32.169 30.360 30.284 27.619 29.616 6.154
(1.010) (1.005) (1.001) (1.012) (1.002) (2.126) (1.076) (0.827) (0.218) (0.516) (1.012) (1.010) (1.010) (1.026) (1.004) (1.011)
RMSE Bias Variance CS-Ave
GMV Combination 5.634 5.480 5.492 5.184 5.425 -0.278 -0.264 -0.341 -0.225 -0.225 31.776 30.064 30.150 26.919 29.487 6.088
This table compares the one-step-ahead forecast accuracy of the six individual asset pricing models detailed in Appendix B, a model rotation method, “1/N”, OLS and my
global minimum variance (GMV) combined forecasts. The first row for each forecast is the root mean square forecasting error (RMSE), bias and variances, while the second
row for each forecast reports the ratio of RMSE, bias and variance between an alternative method and the GMV combined forecast in parentheses. A ratio above 1 thus
indicates that the GMV combined model outperforms the alternative method. The table reports results for five representative portfolios, including small/low, small/high,
big/low, big/high and oil industry portfolios. The last column reports the average RMSFE and RMSFE ratios of all 55 portfolios (25 Fama-French size and book-to-market
and 30 industry portfolios). The sample is from 05/1970 to 12/2011.
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Table 7: Additional Empirical Results: Diebold and Mariano’s (2012) Test Statistics (05/1970 to
12/2011)
Portfolio CAPM CCAPM JW FF3 FF5 Model rotation “1/N” Combination OLS Combination
Small/Low −2.488∗∗ −1.537 −3.061∗∗∗ −3.270∗∗∗ −4.011∗∗∗ 0.590 −0.900 −0.276
Small/High −0.188 −3.226∗∗∗ −2.068∗∗ −4.561∗∗∗ −5.336∗∗∗ −0.909 −0.476 −1.498
Big/Low −0.423 −2.845∗∗∗ −2.307∗∗ −4.232∗∗∗ −4.732∗∗∗ −0.296 −0.138 −1.920∗
Big/High −0.011 −2.959∗∗∗ −2.029∗∗ −2.641∗∗∗ −2.557∗∗ 0.131 −1.667∗ −2.323∗∗
Oil Ind. 3.433∗∗∗ −3.075∗∗∗ −2.952∗∗∗ −1.963∗∗ −1.677∗ −0.520 −0.398 −2.537∗∗
The table reports Diebold-Mariano test statistics (2012) for pairwise comparisons of the global minimum variance
(GMV) combined forecast and alternative methods, including the six individual asset pricing models detailed
in Appendix B, a model rotation method, “1/N” and OLS combined forecasts. The table reports results for five
representative portfolios, including small/low, small/high, big/low, big/high and oil industry portfolios. The sam-
ple is from 05/1970 to 12/2011. ***, ** and * represents significance at the 1%, 5%, and 10% level, respectively.
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(a) Simulated Model Weights (Highly Correlated Forecasting Errors)
(b) Simulated Model Weights (Moderately Correlated Forecasting Errors)
(c) Simulated Model Weights (Weakly Correlated Forecasting Errors)
Figure 1: Simulated Model Weights When the True Model is in the Model Set. The figure depicts
the simulated model weights when the true model is in the model set. Panels (a), (b), and (c) describe
three scenarios for the correlations of forecasting errors of individual asset pricing models: (1) Highly
correlated forecast errors with correlation coefficients in the range (0.7, 0.9); (2) moderately correlated
forecast errors with correlation coefficients in the range (0.4, 0.7); and (3) weakly correlated forecast
errors with correlation coefficients in the range (0.0, 0.4). The X-axis is the length of the testing sample.
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Figure 2: Simulated Model weights When Forecasting Errors of the Individual Models are Uncorrelated.
The figure simulates individual asset pricing model weights when the true model is not in the model set
and the individual asset pricing models perform identically with uncorrelated out-of-sample forecasting
errors. This simulation uses an expanding window to show how model weights vary with changing
sample size.
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(a) Time Varying Model Fit (25 Fama-French Size and Book-to-Market Portfolios)
(b) Time Varying Model Fit (30 Industry Portfolios)
Figure 3: Time-varying Model Fit. The figure shows cross-sectional OLS and GLS R2 values of the
five asset pricing models detailed in Appendix B (excluding CAMP due to the limited testing sample
length for this model). The sample period spans from 01/1952 to 12/2006 (660 monthly observations).
The asset pricing models are estimated using a rolling window of 220 months. The testing sample is
from 05/1970 to 12/2006. I plot the time series of R2 and p-values. Figure (a) shows plots for the 25






(e) Oil Industry Portfolio
Figure 4: Time-varying Weights and Forecasting Errors of the Individual Asset Pricing Models. The
figure describes the varying weights in the left and forecasting errors in the right five sub-figures of
the the five asset pricing models detailed in Appendix B (excluding CAMP due to the limited testing
sample length for this model). For brevity, I only report results using five representative portfolios, the
small/low, small/high, big/low, big/high and Oil industry portfolios.
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