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Abstract
For any given Salem number, we construct an automorphism on a simple abelian variety
whose first dynamical degree is the square of the Salem number. Our construction works
for both simple abelian varieties with totally indefinite quaternion multiplication and for
simple abelian varieties of the second kind. We then give a complete classification of the
dynamical degree sequences for abelian varieties of dimension at most four and obtain an
ergodic result for sequences of pullbacks of forms.
Contents
Introduction 2
1 Abelian varieties 4
1.1 Endomorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Quaternion algebras and Salem numbers . . . . . . . . . . . . . . . . . . . . 5
1.3 Dynamical degrees and entropies . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Construction of an automorphism with prescribed entropy 8
2.1 Construction of a divisional quaternion algebra . . . . . . . . . . . . . . . . 10
2.2 Proof of Theorem 2.1 and Corollary 2.2 . . . . . . . . . . . . . . . . . . . . 12
2.3 Application: Minimal entropy and Salem numbers in dimension four . . . . 15
3 Classification of automorphisms on low dimensional simple abelian vari-
eties 17
3.1 Lefschetz fixed-point formula . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Automorphisms of elliptic curves . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Automorphisms of abelian surfaces . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Automorphisms of abelian threefolds . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Automorphisms of abelian fourfolds . . . . . . . . . . . . . . . . . . . . . . . 21
4 Dynamical results 27
4.1 Hyperbolicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Partial hyperbolic automorphisms . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Proof of Theorem A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Appendix – Mathematica code for Lemma 2.20 31
∗The second author was supported by DFG grant HE 8393/1-1.
Keywords: Dynamical degrees, abelian varieties, automorphisms, Salem numbers, (quaternion algebras)
Mathematical Subject Classification (2020): 11G10, 14K05, 37F80, (11R52)
1
ar
X
iv
:2
00
7.
01
91
4v
1 
 [m
ath
.A
G]
  3
 Ju
l 2
02
0
Introduction
Let X be a complex abelian variety of dimension g and f : X −→ X an endomorphism.
Such a pair (X, f) can be viewed as a dynamical system on the underlying (compact)
complex torus or as an integral point inside the associated endomorphism algebra. In this
paper, we explore the connection between the underlying dynamical system induced by
the map f and the algebro-geometric and number-theoretic viewpoint.
Viewed as a dynamical system on the metric spaceX, the topological entropy htop(f) of
f is a fundamental invariant that measures quantitatively how the orbits of f "separate".
By Gromov-Yomdin’s theorem [Gro87], this quantity can be expressed as
htop(f) = max
k6g
log ||f∗ : Hk,k(X) −→ Hk,k(X)||,
where Hk,k(X) denotes the (k, k)-Dolbeaut cohomology of X. The spectral radius of f∗
on each Hk,k(X) provides a more refined dynamical invariant, the k-th dynamical degree
λk(f) of f . These quantities measure the volume growth of the preimages by f of complex
subvarieties of codimension k and k 7→ λk(f) forms a log concave sequence by Khovanskii-
Teissier inequalities (see [Laz04, Example 1.6.4]).
The dynamical degrees are Pisot or Salem numbers when f is a surface automorphism
or a birational surface map of positive entropy [DF01, BC16]. Conversely, automorphisms
with Salem entropies or Salem dynamical degrees were realized in the case of K3 surfaces
[McM11, McM02, Ogu10], Enriques surfaces [MOR18, OY20], two-dimensional complex
tori [Res12], abelian surfaces [Res17] (see also [BC16] for Cremona transformations) and
on certain abelian varieties and Calabi-Yau varieties [Ogu19]. In this paper, we adopt the
convention in which a Salem polynomial has at least one root of absolute value one (cf.
[BDGGH+92]).
We are interested in the dynamical spectra of a given automorphism f on an abelian
variety of arbitrary dimension g, namely on the sequences of the form:
Λ(f) := (λ1(f), λ2(f), . . . , λg−1(f)).
In this particular situation, the knowledge of the spectra of a given endomorphism allows
one to deduce if there are preserved fibrations on threefolds [OT14]. Moreover, the precise
eigenvalues of the pullback action f∗ on the cohomology H•(X) can be used to detect
when invariant subvarieties are translates of subtori [KR17]. This property was proven
by Raynaud [Ray83] and is an occurrence of the Manin-Mumford conjecture [PR02]. The
dynamical formulation of this conjecture was stated by Ghioca-Tucker-Zhang [GTZ11] and
obtained in various situations [Zha06, BD11, DF17, FG20].
Considering the different values of the dynamical degrees and how these numbers are
arranged, one can recover various ergodic properties displayed by a given rational map f
when it is cohomologically hyperbolic in the sense of Guedj:
λ1(f) < λ2(f) < . . . < λk(f) > λk+1(f) > . . . > λg(f).
Guedj [Gue10] proved that f admits a unique measure of maximal entropy when the
topological degree is the largest dynamical degree and the construction of this measure was
extended to more general cohomologically hyperbolic situations [DS05, DTV10, Vig14].
Naturally, one can ask whether one can still deduce some ergodic properties when the
cohomological hyperbolicity condition is violated. When this happens, the eigenspace Ek
associated to the spectral radius of the action on Hk,k(X) has dimension ek > 1. We
obtain the following result.
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Theorem A. Let X be an abelian variety of dimension g ≤ 4 and let f be an automorphism
on X of positive entropy. Then, either f is semi-conjugate to an automorphism on an
abelian variety of lower dimension, or the following properties hold:
(i) The Haar measure is an ergodic and invariant measure for f .
(ii) Take an integer 1 6 k 6 g − 1. For any (k, k)-form Ω (not necessarily closed), the
limit in the sense of currents
lim
N→+∞
1
N
∑
j6N
(f j)∗Ω
λk(f)j
exists and belongs to Ek.
The convergence of non-closed forms to a closed one already occurs in complex dy-
namics in the case of polynomial diffeomorphisms of C2 [BS91] whereas the convergence
of (k, k) closed currents towards a unique closed positive current was known for endomor-
phisms having λk(f) as a dominant dynamical degree [DS10, Corollary 4.3.5].
The core of our proof lies in a classification of all dynamical degrees of automorphisms
on simple abelian varieties up to dimension 4 (see chapter 3). We obtain that an automor-
phism of positive entropy is either cohomologically hyperbolic or the spectral radius of the
pullback action on the de Rham cohomology H1(X) is a Salem number. The crucial step
in the proof of assertion (ii) is to exploit the fact that Galois conjugates of Salem numbers
that are on the unit circle have Q-independent arguments together with the Von-Neumann
ergodic theorem.
Besides knowing the shape of the dynamical degrees sequence, we ask which alge-
braic numbers are dynamical degrees of automorphisms on abelian varieties. We focus on
simple abelian varieties, since every algebraic integer can be realized on non-simple ones
(see Example 1.2) and because they give rise to non fibration preserving automorphisms
[Ogu16, AC08, GS17]. We shall construct automorphisms using the algebraic structure
of the endomorphism algebras. This method was used to classify abelian surfaces having
an infinite automorphisms group [GV94] (consequently complex surfaces having infinitely
many Anosov diffeomorphisms [Ghy95]) and to determine the asymptotic growth of the
number of fixed-points of an endomorphism [BH16, AA18].
In [Her19], the second author showed that a simple abelian variety X whose endomor-
phism algebra End(X) ⊗ Q is a totally real number field, a totally definite quaternion
algebra or a CM-field does not allow an endomorphism whose entropy is a Salem number.
The remaining simple abelian varieties to consider are the ones with totally indefinite
quaternion multiplication or of the second kind. We obtain the following.
Theorem B. Let λ be a Salem number of degree g.
(i) There exists an automorphism f on a g-dimensional simple abelian variety X with
totally indefinite quaternion multiplication with dynamical degrees
λ1(f) = . . . = λg−1(f) = λ2 and λ0(f) = λg(f) = 1.
(ii) There exists an automorphism f on a 2g-dimensional simple abelian variety Y with
second kind multiplication with dynamical degrees
λ1(f) = λ2g−1(f) = λ2, λ2(f) = . . . = λ2g−2(f) = λ4 and λ0(f) = λ2g = 1.
The endomorphism algebra EndQ(Y ) is a quaternion algebra whose center is a CM-
field of degree g.
The proof of this theorem yields a more general result which is stated in Corollary 2.2.
The core step in our proof is the construction of a simple abelian variety, or equivalently
of a suitable divisional quaternion algebra (Theorem 2.5) which relies on a local-global
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principle for quaternion algebras combined with Cˇebotarev’s density theorem.
The third main result of this paper is a complete classification of the dynamical degrees of
automorphisms on simple abelian varieties up to dimension 4. Our classification draws a
parallel between the endomorphism algebras EndQ(X) and the number field Q(f) gener-
ated by the automorphism f with the dynamical spectra Λ(f). The detailed classification
can be found in the tables 1 to 4 and the figures 1 to 4 in chapter 3.
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1 Abelian varieties
We briefly introduce abelian varieties and relevant facts about their endomorphisms. More
details can be found in [BL04].
A complex torus X of dimension g is a quotient group Cg/Λ, where Λ ⊆ Cg is a lattice.
The tori that can be embedded into the projective space PNC are exactly abelian varieties
and they are called simple if the only subtori are the trivial ones 0 and X.
1.1 Endomorphisms
Every holomorphic map h : X −→ X on a g-dimensional complex torus X is the sum of a
translation and a unique endomorphism f : X −→ X (with respect to the additive struc-
ture of X). For such an endomorphism f we have the analytic and rational representation
ρa : End(X) −→ Mg(C) and ρr : End(X) −→ M2g(Z).
The eigenvalues of the matrices ρa(f) and ρr(f) will be called analytic and rational eigen-
values in the following. The two representations have the useful relation ρr ⊗ 1 ' ρa ⊕ ρa
which can be found in a concrete expression of the Holomorphic Lefschetz Fixed-Point
Formula (cf. [BL94])
#Fix(f) = det(id− ρr(f)) =
∣∣ g∏
i=1
(1− ρi)(1− ρi)
∣∣,
where ρ1, . . . , ρg are the analytic eigenvalues. We will see later how these eigenvalues
determine the dynamical degrees and the entropy of the endomorphism f .
We will focus on endomorphisms of simple abelian varieties. By Poincare´’s Complete
Reducibility Theorem, the endomorphism algebra B := EndQ(X) = End(X) ⊗ Q of a g-
dimensional abelian variety X has to be a skew field of finite Q-dimension with a positive
anti-involution x 7→ x′, the Rosati involution (with respect to the polarization L of X).
Albert’s classification determines the possibilities for the pairs (B, ′). We denote F the
center of B and F0 the fixed field of the anti-involution ′ restricted to F . A pair (B, ′) is
called of the first kind if ′ is trivial on F and of the second kind otherwise.
Denote
[B : F ] = d2, [F : Q] = e and [F0 : Q] = e0,
then the classification gives the following restrictions.
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Proposition 1.1. ([BL04, Proposition 5.5.7])
B = EndQ(X) d e0 restriction
totally real number field 1 e e|g
totally indefinite quaternion algebra 2 e 2e|g
totally definite quaternion algebra 2 e 2e|g
(B, ′ ) of the second kind d 12e e0d
2|g
The analytic eigenvalues are related to the first fixed-point formula and to a particular
norm (cf.[BL94]). Let N: B −→ Q be the reduced norm map and f ∈ End(X) an
endomorphism of a simple abelian variety X, then we have
#Fix(f) =
(
N(1− f)) 2gde .
Simple abelian varieties whose endomorphism algebras are totally indefinite quaternion
algebras or of the second kind are of special interest for us, we will discuss their algebraic
structures in the next section.
1.2 Quaternion algebras and Salem numbers
We focus on the main properties of quaternion algebras and their commutative subalgebras.
More details on quaternion algebras can be found in [Voi19], [GS06] and [Vig80].
A quaternion algebra B =
(a, b
F
)
over a field F (of char 6= 2) with a, b ∈ F× is an
F -vector space with a basis 1, i, j, ij such that the equations
i2 = a, j2 = b and ij = −ji
hold.
Let F be a totally real number field and H =
(−1,−1
R
)
denote the Hamiltonian quater-
nions. A quaternion algebra B over F is called totally definite if we have
B ⊗σ R ' H
for all embeddings σ : F ↪→ R. If we have
B ⊗σ R ' M2(R)
for all embeddings σ : F ↪→ R, then we call B totally indefinite.
In the situation (B, ′) of the second kind we will consider quaternion algebras whose
center is a CM-field K, i.e. a quadratic extension of a totally real number field that is
totally imaginary. In this case the restriction of the anti-involution ′ to K will correspond
to the complex conjugation.
The endomorphism ring End(X) of a simple abelian variety X is an order O in the
endomorphism algebras B, i.e. a lattice with a ring structure.
We are especially interested in simple abelian varieties and their endomorphism alge-
bras which have to be skew fields. A quaternion algebra B =
(a, b
F
)
is divisional if and
only if it is not split, i.e. the algebra B is not isomorphic to the matrix ring M2(F ). To
construct a divisional quaternion algebra we will later use a local-global principle which is
formulated in terms of the places v (we will use the same notation for the corresponding
valuation) of the center F . We denote Fv to be the completion of F with respect to the
valuation v. We say that B is ramified at v if
Bv = B ⊗F Fv
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is divisional. Otherwise, B is called split at v. In these terms, B is totally definite if
it ramifies at all archimedean places and totally indefinite if it splits at all archimedean
places. In the following, the set Ram(B) denotes the set of ramified places of B. By the
local-global principle for quaternion algebras (see [Voi19, Corollary 14.6.5]), we get the
useful equivalences
B divisional⇔ B 6' M2(F )⇔ Ram(B) 6= ∅.
So, for the construction of a totally indefinite quaternion algebra B we need a non-
archimedean place v such that B ramifies at v.
For the mentioned fixed-point formulas we need the reduced norm N: B −→ F defined
by N(y) = y ·y, where α+ βi+ γj + δij = α−βi−γj−δij is the quaternion conjugation.
The reduced trace T(y) is defined by y + y such that we get the reduced characteristic
polynomial
X2 − T(y)X + N(y)
of y over F .
The endomorphism algebra of a simple abelian variety can also be a totally real num-
ber field or a CM-field. A number field F is totally real if the image of all its embeddings
into the complex numbers lies in the real numbers. Further, all subfields of F are again
totally real (see [Her19, Lemma 1.1]). A CM-field K is a quadratic extension of a totally
real number field F , but K is totally imaginary, i.e., the image of no embedding of K into
the complex numbers lies in the real numbers. The normal closure of a CM-field is again
a CM-field and subfields of a CM-field are either totally real or CM-fields (see [Her19,
Lemma 1.3]). By Theorem 3 in [Dai06], the unimodular units of CM-fields are always
roots of unity.
The existence of Salem numbers or their algebraic conjugates in the endomorphism al-
gebra will play an important role later. More details on these numbers can be found in
[BDGGH+92]. Depending on the purpose of a paper, some authors allow real quadratic
numbers to be Salem. We use the original definition introduced by Raphaël Salem in
[Sal63, p. 26]. A number λ ∈ R is a Salem number if it is an algebraic integer larger than
1 whose conjugates lie inside or on the unit circle, assuming that at least one conjugate
actually lies on the unit circle. A number field Q(λ) is a real quadratic extension of the
totally real number field Q(λ+λ−1) (see [BDGGH+92, Theorem 5.2.3]) and obviously not
a CM-field. Further, the conjugate roots of modulus 1 are not roots of unity.
Pisot numbers are similar to Salem number and also define a special class of numbers. A
Pisot number τ ∈ R is an algebraic integer larger than 1 whose conjugates lie inside the unit
circle. They are not as rare as Salem numbers, because by Theorem 5.2.2 in [BDGGH+92],
every real algebraic extension of degree n over the rationals contains infinitely many Pisot
numbers of degree n, while some of them are also units.
1.3 Dynamical degrees and entropies
In this section, we briefly introduce the notions of topological entropy and the k-th dy-
namical degree for an endomorphism on an abelian variety.
If X is a compact Kähler manifold and f : X −→ X a holomorphic map, then Gromov
[Gro03] and Yomdin [Yom87]’s result shows that the topological entropy htop(f) (see [HK03,
§8.2]) is given by the equation
max
1≤k≤n
log ρ(f∗ : Hk,k(X) −→ Hk,k(X)) = log(γ),
where ρ stands for the spectral radius and Hk,k(X) for the (k, k)-Dolbeaut cohomology.
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The k-th dynamical degree λk(f) of f is by definition the spectral radius of f∗ on
Hk,k(X).
In our setting, the k-th dynamical degree of an automorphism can be computed as
follows:
The image of a non-zero endomorphism f : X −→ X of an abelian varietyX is non-zero
and defines an abelian subvariety. Considering an automorphism f or a simple abelian
variety X, the analytic representation ρa(f) has to be an isomorphism of the universal
cover and all eigenvalues are non-zero. Furthermore, the action f∗ of f on the cohomology
group H1(X,C) is given by
tρa(f)⊕t ρa(f)
which induces the action of f on all cohomology groups by the isomorphism
k∧
H1(X,C) ' Hk(X,C).
The eigenvalues of tρa(f)⊕t ρa(f) correspond to the eigenvalues of ρr(f) which we denote
by ρ1, . . . , ρ2g with g = dimX. The spectral radius ρ of f∗ on Hk,k(X,C) is thus given by
the largest product of 2k pairwise distinct eigenvalues ρi. We will explain in §1.1 on how
one can compute the analytic eigenvalues using the two fixed-point formulas introduced.
We restrict on the properties of the dynamical degrees of automorphisms on simple
abelian varieties, the reason is that there are no obstructions when one works on non-
simple abelian varieties.
Example 1.2. Considering the non-simple case, we can start with an integral polynomial
P (t) = (−1)n(tn + an−1tn−1 + . . .+ a1t+ a0) ∈ Z[t]
and its companion matrix
f =

0 . . . 0 −a0
1 0 . . . 0 −a1
1
. . . 0
...
. . . 0
...
0 1 −an−1

which defines an endomorphism on the self-product En of an elliptic curve E. Hence, we
are able to create every algebraic integer as an analytic eigenvalue of an endomorphism
on an abelian variety. Automorphisms are obviously generated by a0 = 1.
When one restricts to simple abelian varieties with multiplication by a totally indefinite
quaternion algebra and of the second kind, the situation is more constrained and we have
(see [Her19, Proposition 2.2, Proposition 2.3 and Proposition 2.3]):
Corollary 1.3. The analytic eigenvalues of simple abelian varieties with real, totally def-
inite quaternion or complex multiplication are either all of absolute value 1 or none is of
absolute value 1.
Remark 1.4. To be precise with the vocabulary: By complex multiplication we mean that
the endomorphism algebra is a CM-field and by simple abelian variety of the second kind
we mean that the endomorphism algebra defines a division algebra over a CM-field.
The previous corollary implies the following.
Corollary 1.5. Let f be an automorphism of a g-dimensional simple abelian variety with
real, totally definite quaternion or complex multiplication. Then, we are in one of the
following two situations:
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(i) All dynamical degrees λj(f) are 1 and f is of zero entropy.
(ii) There exists a j ∈ {1, . . . , g} such that λj(f) is strictly larger than all other dynamical
degrees and for all k ∈ {1, . . . , g − 1} the inequality λk(f) 6= λk+1(f) holds. In
particular, f is of positive entropy.
The existence of automorphisms of positive entropy is general and is a consequence of
Dirichlet’s unit theorem.
Remark 1.6. Let F be a totally real number field of degree r or a CM-field of degree 2r.
Then, Dirichlet’s unit theorem (see [Neu99, p. 39–44]) states: Every order O in F has
exactly r− 1 fundamental units 1, . . . , r−1, such that any unit  can be written uniquely
as
 = ζ · m11 · . . . · mr−1r−1
with a root of unity ζ and integers mi. Taking such an order O, we can construct by
[BL04, Chapter 9.2 and 9.6] a simple abelian variety X with real or complex multiplication
such that O is contained in End(X). One of the mentioned fundamental units finally
corresponds to an automorphism of positive entropy.
Let us mention that some situations were realized, in [Her19, Proposition3.6], the
following automorphism on a four dimensional simple abelian variety was constructed.
Example 1.7. The quaternion algebra
B =
(
2, −2− 2√13
Q(
√
13)
)
is divisional and totally indefinite. There exists a 4-dimensional simple abelian variety
X whose endomorphism ring End(X) lies in B and contains an automorphism f whose
analytic eigenvalues are the roots of the Salem polynomial x4− x3− x2− x+ 1. Denote λ
to be the Salem number of this polynomial, then we get λ1(f) = λ2(f) = λ3(f) = λ2 and
λ4(f) = λ · λ−1 = 1.
2 Construction of an automorphism with prescribed
entropy
In this chapter we will prove one of the main results of this paper.
Theorem 2.1. Let λ be a Salem number of degree g.
(i) There exists an automorphism f on a g-dimensional simple abelian variety X with
totally indefinite quaternion multiplication with dynamical degrees
λ1(f) = . . . = λg−1(f) = λ2 and λ0(f) = λg(f) = 1.
(ii) There exists an automorphism f on a 2g-dimensional simple abelian variety Y with
second kind multiplication with dynamical degrees
λ1(f) = λ2g−1(f) = λ2, λ2(f) = . . . = λ2g−2(f) = λ4 and λ0(f) = λ2g = 1.
The endomorphism algebra EndQ(Y ) is a quaternion algebra whose center is a CM-
field of degree g.
We can modify the proof afterwards to get a generalization.
Corollary 2.2. Let λ be a Salem number of degree h.
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(i) For all natural numbers v there exists an automorphism f on a v ·h-dimensional sim-
ple abelian variety X with totally indefinite quaternion multiplication with dynamical
degrees
λk(f) = λvh−k(f) = λ2k for 0 ≤ k ≤ v
and λk(f) = λ2v for v < k < v(h− 1).
(ii) For all natural numbers v here exists an automorphism f on a 2 · v · h-dimensional
simple abelian variety Y with second kind multiplication with dynamical degrees
λk(f) = λ2vh−k(f) = λ2k for 0 ≤ k ≤ 2v
and λk(f) = λ4v for 2v < k < 2v(h− 1).
The endomorphism algebra EndQ(Y ) is a quaternion algebra whose center is a CM-
field of degree v · h.
The difficulty of these results comes from the fact that we have to construct a suitable
endomorphism on a simple abelian variety. Our construction is made in the following way.
Construction manual:
1. We choose a Salem number λ with minimal polynomial P of degree g.
2. Let γ be a complex root of the polynomial P . For this algebraic integer of modulus
1 we get an imaginary quadratic extension K = F (γ) of a totally real number field
F = Q(γ + γ).
3. Denote by OF the ring of integers of F . We choose an a ∈ OF such that K = F (
√
a).
4. We prove the existence of a prime number p such thatB =
(
a, p
F
)
becomes a divisional
quaternion algebra. (The construction is explained in detail in part 2.1.)
5. We install a positive anti-involution ′ on B and construct an order O in B with
γ ∈ O.
6. We prove the existence of an integer d ∈ Z>0 such that the quaternion algebra
B2 =
(
a, p
F (
√−d)
)
stays divisional. We show that the positive anit-involution ′ can
be extended to B2 and acts as complex conjugation on F (
√−d). We also show the
existence of an order O2 in B2 that contains γ.
7. The following two propositions provide a simple g-dimensional abelian variety X and
a simple 2g-dimensional abelian variety Y such that the endomorphism rings End(X)
and End(Y ) contain O resp. O2.
Proposition 2.3. ([BL04, Chapter 9.4]) Let B be a totally indefinite quaternion
algebra over a totally real number field F with [F : Q] = e and ′ a positive anti-
involution on B. Fix an order O in B and suppose that B is divisional. Then there
exists a 2e dimensional simple abelian variety X whose endomorphism ring End(X)
contains O.
Proposition 2.4. ([BL04, Chapter 9.6]) Let B′ be a divisional quaternion algebra
over a CM-field F (
√−d) with [F (√−d) : Q] = 2e and ′ a positive anti-involution on
B2. Fix an order O2 in B2 and suppose that B2 is divisional. Then there exists a
2e dimensional simple abelian variety Y whose endomorphism ring End(Y ) contains
O2.
8. We finally get automorphisms f and f2 in O resp. O2 whose rational eigenvalues
are 2-times resp. 4-times the roots of the Salem polynomial P which leads to the
claimed dynamical degrees.
In the next section, we prove the statement of part 4 of our construction. After this
crucial part we are able to prove Theorem 2.1 in a next section.
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2.1 Construction of a divisional quaternion algebra
The main result of this section is the construction of a certain divisional quaternion algebra.
Theorem 2.5. Let F be a totally real number field and K = F (
√
a) a quadratic extension
for a ∈ OF . Then there exists a prime number p such that the quaternion algebra B =
(a, p
F
)
is divisional.
To prove this theorem we will use the local-global principle for quaternion algebras
which tells us that a quaternion algebra B over a global field F is divisional if and only if
the set of ramified places Ram(B) of B is not empty.
Starting with the totally real number field F and the algebraic integer a ∈ OF , we
will look for a prime number p and a non-archimedean valuation vF extending the p-adic
valuation such that B =
(a, p
F
)
ramifies at vF . We will construct the valuation vF to meet
the assumptions of the following proposition.
Proposition 2.6. ([Voi19, Corollary 12.3.9]) Let FvF be a non-archimedean local field, p a
uniformizer for vF and kvF the residue field with char 6= 2. Then, a quaternion algebra B0
is divisional if and only if B0 '
( a, p
FvF
)
, where vF (a) = 0 and a is nontrivial in k×vF /(k
×
vF
)2.
The following two statements provide us the right amount of appropriate prime ideals
p in F and P in K to construct the required valuation vF .
Let F ⊆ K be a Galois extension with Galois group G := Gal(K/F ). For every σ ∈ G,
we consider the set M := PK/F (σ) of prime ideals p of F , unramified in K such that
there exists a prime ideal P of K above p whose Frobenius automorphism
(
K/F
P
)
over F
coincides with σ. The Dirichlet density of M , provided it exists, is defined as
d(M) = lim
s→1+
∑
p∈M N(p)
−s∑
pN(p)
−s ,
where N(p) stands for the index [OF : p].
Theorem 2.7. (Cˇebotarev’s density theorem [Neu99, Theorem 13.4]) Let K/F be a Galois
extension with group G. Then for every σ ∈ G, the set PK/F (σ) has a density, denoted
d(PK/F (σ)), and it is given by the formula
d(PK/F (σ)) =
#〈σ〉
#G
.
The following proposition provides us infinitely many prime ideals that are unramified
in a separable field extension:
Proposition 2.8. ([Neu99, Poposition 8.4]) If K|F is a separable field extension, then
there are only finitely many ideals of F that are ramified in K.
In our setting, K is a degree 2 extension of F . We now choose suitable prime ideals in
the fields F and K above a prime number p to construct a non-archimedean valuation vK
on K. In the prove of Theorem 2.5, this vK will restrict to the desired valuation vF and
deliver all required properties to apply Proposition 2.6.
Corollary 2.9. Let F be a totally real number field and K = F (
√
a) an imaginary
quadratic extension for a ∈ OF . Then there exists a prime number p, a valuation vK
on K, a prime ideal p in F containing pZ and a prime ideal P in K containing p satis-
fying the following conditions:
(i) p and NF/Q(a) are coprime.
(ii) The ideal p ⊂ F is unramified in K.
10
(iii) The Frobenius automorphism
(
K/F
P
)
of P corresponds to the complex conjugation.
(iv) For all α ∈ P \P2, vK(α) = 1 and the restriction of vK to Z is the p-adic valuation.
Observe that the last condition implies that vK extends the p-adic valuation on Z since
the ideal P contains the ideal pZ.
Proof. We start with σ ∈ Gal(K/F ) that coincides with the complex conjugation on K.
By Theorem 2.7 and Proposition 2.8, we get infinitely many pairs (p,P) of prime ideals,
such that p is unramified in K, P in K lies above p and the Frobenius automorphism(
K/F
P
)
of P corresponds to σ. For all these pairs (p,P) of prime ideals, the conditions
(ii) and (iii) hold.
Next, we look at the factorization
∏k
j=1 p
dj
j of the norm NF/Q(a) in Z, as a lies in OF .
For every prime pj we denote the unique decomposition pjOF =
∏m
l=1 p
el
l of prime ideals
in OF . The number of all prime ideals that occur in these decompositions is finite.
At least, we choose one of our infinitely many pairs (p,P) such that p is not a factor in
the decomposition pjOF as
∏m
l=1 p
el
l for all j ∈ {1, . . . , k}. By construction, such a prime
ideal p lies above a prime number p which is coprime to NF/Q(a). This shows that we can
find a prime number p and a pair (p,P) of prime ideals satisfying the conditions (i), (ii)
and (iii). By Proposition 2.8, there are only finitely many prime numbers p such that
the ideal pZ is ramified in F . In particular, we can choose (p, p,P) so that pZ is also
unramified in F .
Let us now construct a valuation vK satisfying condition (iv). We thus take vK to be
the unique discrete valuation such that
vK(α) = 1,
for all α ∈ P \ P2. We now check that the above valuation vK satisfies condition (iv).
Since the ideal p ⊂ F is unramified in K, it can be decomposed as:
pOK =
l∏
j=0
Ij ,
where Ij are prime ideals of K. Since the ideal P contains p, we can suppose that I0 = P.
Similarly, since we have constructed p so that the ideal pZ is unramified in F , we have:
(p)OF = p
r∏
j=0
Jj ,
where Jj are prime ideals in F . We obtain a decomposition (p) in K as:
(p)OK = P
l∏
j=1
Ij
∏
s
J˜s,
where J˜s are prime ideals of K containing one of the ideals Jj . This shows that vK(p) = 1
and condition (iv) holds.
Proof of Theorem 2.5. Consider the quadruple (p, vK , p,P) constructed using Corollary
2.9. Denote by kF := (OF )p/(p(OF )p) ' OF /p the residue field with respect to vK
restricted to F . The following lemma will translate the results of Corollary 2.9 to meet
the assumptions of Proposition 2.6.
Lemma 2.10. The following properties are satisfied.
(i) One has vK(a) = 0 and a is nontrivial in the residue field kF of F .
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(ii) The element p is a uniformizer for vF .
(iii) One has a ∈ k∗F \ (k∗F )2.
Proof of Lemma 2.10. By Corollary 2.9 (i), p and NF/Q(a) are coprime, so vK(a) = 0 and
assertion (i) holds.
As for assertion (ii), it follows directly from assertion (ii) and (iv) of Corollary 2.9.
Let us prove (iii). We consider the Galois extension K/F with Galois group G and
the decomposition pOK = (
∏g
j=1Pj)
e of p in K, where Pj = P holds for one j. Besides
kF we get the residue field kK := OK/P and denote [kK : kF ] = f . Altogether, we get
the equation [K : F ] = e · f · g = 2. Our aim is to show that f = 2 in our setting.
The decomposition group DP := {σ ∈ G |σ(P) = P} ofP is of order e·f and the inertia
group IP := ker(DP → Gal(kK/kF )) is of order e. The Frobenius automorphism
(
K/F
P
)
of
P can be identified with an element of the Galois group Gal(kK/kF ) via the isomorphism
Gal(kK/kF ) ' DP/IP (see [Neu99, Chapter 9, p. 57]). In our case, this identifies the
complex conjugation σ ∈ DP with the corresponding Frobenius automorphism.
Claim: The inertia group IP is trivial.
Since p is a prime number distinct from 2, the residue field kK is separable over kF .
As a result, the fact that p is unramified in K implies that the inertia group IP is trivial
by (see [Neu99, Chapter 9, p. 58]), and the claim is proved.
Using the claim, we have σ ∈ DP ' DP/IP ' Gal(kK/kF ) and this shows that
the order of the Frobenius automorphism corresponding to σ is of order exactly 2 in
Gal(kK/kF ). Hence the order of DP/IP = f must be a multiple of 2, which implies f = 2
and e = g = 1, since e · f · g = 2 holds. Moreover, the isomorphism between DP/IP and
the Galois group of kK/kF implies that the degree of the extension [kK : kF ] is also 2, so
the residue class of
√
a in kK does not belong to kF and determines a quadratic extension
of this field. We have thus shown that property (iii) holds.
We denote FvF to be the completion of F for vF with residue field kvF . Since vF is a
normalized and discrete valuation on F , the extension of vF to FvF is again normalized
and discrete. Hence, p stays a uniformizer of the extended valuation. Because of the
isomorphism kF ' kvF , a nontrivial and square-free element in the residue field kF keeps
these properties in kvF .
Finally, Lemma 2.10 and Proposition 2.6 imply Theorem 2.5.
2.2 Proof of Theorem 2.1 and Corollary 2.2
Proof of part (i) of Theorem 2.1:
Let γ be a complex root of a Salem polynomial of degree g and λ the corresponding
Salem number. Then K = Q(γ) defines an imaginary quadratic extension of a totally real
number field F = Q(γ + γ) with [F : Q] = g/2. To apply Theorem 2.5 we first look for an
appropriate generator of the field K over F .
Lemma 2.11. There exists an algebraic integer a ∈ OF such that F (
√
a) = K.
Proof. We can write γ as α + β
√
b with α, β ∈ F and b ∈ F<0 and it is known that
γ + γ = 2α lies in OF . For the norm of γ we get the equation
NK/F (γ) = α
2 − β2b ∈ OF .
Because of
−(4α2 − 4β2 − (2α)2) = 4β2b ∈ OF
we obtain an algebraic integer a = 4β2b such that
√
a = 2β
√
b generates K over F .
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Now, we have the totally real number field F and the quadratic extension K = F (
√
a)
with a ∈ OF . Given these data, we can apply Theorem 2.5 and get a prime number p
such that the quaternion algebra B =
(
a , p
F
)
is divisional. Since σ(p) = p > 0 for every
embedding σ : F ↪→ R, we always get B ⊗σ R ' M2(R) which means by definition that B
is totally indefinite.
To show that γ defines an automorphism of a simple abelian variety, we have to show
that γ lies in an order O of the quaternion algebra B, while B is the endomorphism algebra
of a simple abelian variety.
Lemma 2.12. There exists an order O in B = (a, pF ), such that we have γ ∈ O and O is
contained in the endomorphism ring End(X) of a g-dimensional simple abelian variety X.
Proof. Let OK be the ring of integers in the field K and we write j2 = p and i2 = a for the
defining elements of B. Via the embedding ι : K ↪→ B we get a Z-lattice O := OK ⊕OKj
in B and by easy calculations we see that O is also a Z-order. Since γ is an algebraic
integer in K, we have γ ∈ OK ⊆ O.
On the quaternion algebra B we have a positive anti-involution given by x 7→ i−1xi, where
x is the quaternion conjugation. We finish the proof of the lemma by using Proposition
2.3.
We now determine the eigenvalues of the endomorphism γ which are needed to compute
the dynamical degrees. Since NB/Q(γ) = 1, the map γ is in fact an automorphism. We
start by considering the reduced characteristic polynomial
χred(γ)(x) = x
2 − TB/F (γ) · x+ NB/F (γ)
of γ over the center F . With regard to the embedding ι : K ↪→ B, we consider γ as an
element of B. We have the relation
NB/F (x− γ) = χred(γ)(x).
Our element γ = α+β0
√
a leads under ι to γ = α+β0i and we have NB/F (γ) = α2−β20a =
1. Together with the equation TB/F (γ) = 2α we receive the factorization
χred(γ)(x) = (x− α+ β0
√
a)(x− α− β0
√
a) = (x− t1)(x− t2)
with t1, t2 ∈ K \ F .
We have
NB/Q(x− γ) = NF/Q(x− t1)(x− t2)
and further
NB/Q(x− γ)2 = NF/Q((x− t1)(x− t2))2 = NK/Q(x− t1)(x− t2). (1)
For integers s we look at the endomorphisms γ−s+1 and compare the two fixed-point
formulas. The second one tells us
#Fix(γ − s+ 1) = NB/Q(s− γ)2g/g.
Let σ1, . . . , σg be the Q-embeddings of K into the algebraic closure. With the previous
ideas we get the equation
g∏
k=1
(s− σk(t1))
g∏
k=1
(s− σk(t2)) = #Fix(γ − s+ 1) =
g∏
l=1
(s− ρl)(s− ρl). (2)
This equation holds for all integers s and t1 and t2 have the same minimal polynomial over
Q, since they are complex conjugate to each other and of modulus 1. Hence, all analytic
eigenvalues ρl have to coincide with a root of the minimal polynomial of γ. Finally, the
dynamical degree λk(γ) is the product of 2k pairwise distinct (with regard to the numer-
ation) elements ρ1, . . . , ρg, ρ1, . . . , ρg. which completes the proof.
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Proof of part (ii) of Theorem 2.1:
We consider the divisional quaternion algebra B =
(a ,p
F
)
from the previous part. Our
strategy is to find a suitable integer d ∈ Z>0 such that the quaternion algebra B2 =( a ,p
F (
√−d)
)
stays divisional. This is equivalent to the following lemma.
Lemma 2.13. There exists an integer d ∈ Z>0 such that there exists no embedding
F (
√−d) ↪→ B as an F -algebra.
Proof. If v is a non-archimedean norm on F , we denote by Fv its completion with respect
to this norm.
Suppose by contradiction that for all integer d 6= 0, there exists an embedding F (√−d)
into B. Let us take the valuation vK |F = vF ∈ Ram(B) and the prime p given by Corollary
2.9. By construction, p is a uniformizer for vF which is an extension of the p-adic valuation.
That F (
√−d) embeds into B for all integer d 6= 0 is equivalent to −d 6∈ F×2v for all these d
and all v ∈ Ram(B). Furthermore, there is a natural inclusion from Z×p to F×vF and we have
a canonical isomorphism Q×p ' Z× Z×p . We look at the image of the canonical projection
of Zp onto its residue field Z/pZ. Because the canonical projection onto the residue field
induces the isomorphism between Z×p /(Z×p )2 and (Z/pZ)×/(Z/pZ×)2, we deduce that an
integer −d which is coprime to p is a square if and only if its image in the residue field
is also a square. As a result, there exist one integer d such that the image of −d in the
residue field is a square, which is a contradiction.
The positive anti-involution ′ from Lemma 2.12 extends to B2 by acting on F (
√−d)
as complex conjugation. As in Lemma 2.12 we get an order O2 = OF (√−d) ⊕ OF (√−d)j
in B2, where OF (√−d) is the ring of integers in F (
√−d) and j2 = p. Now, we can apply
Proposition 2.4 and get:
Lemma 2.14. There exists an order O2 in B2 =
( a ,p
F (
√−d)
)
, such that we have γ ∈ O2
and O2 is contained in the endomorphism ring End(X) of a 2g-dimensional simple abelian
variety.
We can continue as in the proof of part (i) such that we get
NB2/Q(x− γ)2 = NF (√−d)/Q(x− t1)(x− t2)2
= NK(
√−d)/Q(x− t1)(x− t2) = NK/Q(x− t1)(x− t2)2
as equation (1).
Having the same notation as in part (i), equation (2) becomes
( g∏
k=1
(s− σk(t1))
g∏
k=1
(s− σk(t2))
)2
=
2g∏
l=1
(s− ρl)(s− ρl)
and the statement about the dynamical degrees follows in the same way as above.
Proof of Corollary 2.2:
Let γ be a complex root of a Salem polynomial of degree h and λ the corresponding
Salem number. The number field Q(γ) is an imaginary quadratic extension of the totally
real number field Q(γ + γ) which is of degree h/2. Taking a natural number v, we extend
this totally real number field to a totally real number field F of degree v · h/2 and also
get a quadratic extension K = F (γ). Changing the notation from c · h/2 to g/2, we can
proceed as in the proofs of part (i) and (ii) of Theorem 2.1. The only differences will be
new exponents in the equations 2 of the mentioned proofs which become
( h∏
k=1
(s− σk(t1))
h∏
k=1
(s− σk(t2))
)v
= #Fix(γ − s+ 1) =
vh∏
l=1
(s− ρl)(s− ρl)
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and( h∏
k=1
(s− σk(t1))
h∏
k=1
(s− σk(t2))
)2v
= #Fix(γ − s+ 1) =
2vh∏
l=1
(s− ρl)(s− ρl).
Considering the analytic eigenvalues, we get the statements about the dynamical degrees.
Remark 2.15. The equations 2 of the previous proofs show that the degree of the minimal
polynomial of an analytic eigenvalue has to divide the dimension of the abelian variety.
The consequence for occurring Salem numbers is:
Let X be a g-dimensional simple abelian variety whose endomorphism algebra EndQ(X)
is either a totally indefinite quaternion algebra or a quaternion algebra over a CM-field. If
X admits an automorphism f whose analytic eigenvalues contain a Salem number λ, then
the degree h of λ divides the dimension g.
2.3 Application: Minimal entropy and Salem numbers in di-
mension four
In this part, we apply our construction to get an automorphism on a simple abelian fourfold
whose entropy is a Salem number. This will be the smallest Salem number that can occur
as the entropy in dimension 4.
The minimal Salem number of degree 4 is λ := 1/4(1 +
√
13 +
√
2
√
13− 2) and its
minimal polynomial is of the form
S(X) = X4 −X3 −X2 −X + 1 = (X − λ)(X − λ−1)(X − γ)(X − γ¯),
where γ ∈ C is a point on the unit circle given by
γ :=
1−√13 + i
√
2 + 2
√
13
4
.
Let us construct an automorphism f on a simple 4-dimensional abelian variety with
totally indefinite quaternion multiplication whose first, second and third dynamical de-
grees are λ2. Following our construction above, the final map f will coincide with the
multiplication by γ and its analytic eigenvalues will be the roots of the Salem polynomial
S.
Set α = 1 +
√
13 and a = −2α, our totally real number field F is Q(γ + γ) = Q(√13)
and its imaginary quadratic extension K is F (
√−2α) = F (√a). We determine a suitable
prime number p, such that B :=
(
a, p
F
)
is a skew field; B is a totally indefinite quaternion
algebra, since p is a positive integer. To do so, we shall apply the following proposition.
Proposition 2.16. The following properties hold.
(i) The norm of a over Q is NK/Q(a) = −24 · 3.
(ii) The ring of integers of F is OF = Z⊕ 1+
√
13
2 Z.
(iii) The norm of
√
a/2 is NK/Q(1 +
i
√
2+2
√
13
2 ) = NF/Q(
3+
√
13
2 ) = −1.
Lemma 2.17. The ring of integers OK of K is given by
OK = Z⊕ Zγ ⊕ Zγ2 ⊕ Zγ3
and the discriminant ∆K of OK is −523.
Proof. The element γ is an algebraic integer and its minimal polynomial is
S(X) := X4 −X3 −X2 −X + 1.
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Further, 1, γ, γ2 and γ3 are algebraic integers, too. To prove the statement it is sufficient
to show that the discriminant of these four elements is squarefree (see [Jar14, Corollary
3.33]). The discriminant ∆{1, γ, γ2, γ3} can be computed ( see [Jar14, Proposition 3.31])
by
NK/Q(S
′(γ)).
Using computer support, we get
S′(γ) =
1
4
(
3−
√
13− i
√
6(
√
13− 1)
)
.
We calculate the norm
NK/Q
(1
4
(
3−
√
13− i
√
6(
√
13− 1)
))
= NF/Q
(1
2
(
51 + 19
√
13
))
= −523
which is squarefree and hence proves the claim.
Since the ideal (−523)OK is not contained in the ideal (5)OK , we get the following
result (see [Neu99, Corollary 2.12]).
Corollary 2.18. The prime ideal (5)Z of Z is unramified in K.
The prime ideal (5)Z is unramified in K which means
(5)OK = pe11 · . . . · pekk
with e1 = . . . = ek = 1. Since OF ⊆ OK holds, the equation
(5)OFOK = (5)OK
implies the following.
Corollary 2.19. The prime ideal (5)OF of OF is unramified in K.
Lemma 2.20. The ideal 5OK is a prime ideal of the ring OK .
Proof. We show that for any two integers u, v ∈ OK , the product uv belongs to 5OK if u
or v is in the ideal 5OK . Let us write u, v in the basis given by Proposition 2.16.
u = u1 + u2γ + u3γ
2 + u4γ
3,
v = v1 +
αv2
2
+
i
√
2αv3
2
+
iv4α
√
2α
4
,
where ui, vi are integers. The product uv is then of the form:
uv = u1v1 − u4v2 − u3v3 − u4v3 − u2v4 − u3v4 − 2u4v4
+ γ(u2v1 + u1v2 + u4v2 + u3v3 + u2v4 + u4v4)
+ γ2(u3v1 + u2v2 + u4v2 + u1v3 + u3v3 + 2u4v3 + u2v4 + 2u3v4 + 2u4v4)
+ γ3(u4v1 + u3v2 + u4v2 + u2v3 + u3v3 + 2u4v3 + u1v4 + u2v4 + 2u3v4 + 4u4v4).
One sees that the conditions that uv ∈ 5OK holds implies that ui, vi are solutions of the
following system of equations in Z /5Z:
L1(u, v) := u1v1 − u4v2 − u3v3 − u4v3 − u2v4 − u3v4 − 2u4v4 = 0,
L2(u, v) := u2v1 + u1v2 + u4v2 + u3v3 + u2v4 + u4v4 = 0,
L3(u, v) := u3v1 + u2v2 + u4v2 + u1v3 + u3v3 + 2u4v3 + u2v4 + 2u3v4 + 2u4v4 = 0,
L4(u, v) := u4v1 + u3v2 + u4v2 + u2v3 + u3v3 + 2u4v3 + u1v4 + u2v4 + 2u3v4 + 4u4v4 = 0.
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We show that if uv ∈ 5OK , then either ui = 0 ∈ Z /5Z for all i or vi = 0 ∈ Z /5Z for
all i. We check this property by exhausting all the possibilities using computer algebra.
For each u, v ∈ (Z /5Z)4, we compute L1(u, v), . . . , L4(u, v) modulo 5. If every Li(u, v)
is zero modulo 5, we check whether all components of u or v are zero modulo 5. If this
does not happen, then there exist two integers u, v which do not belong to the ideal 5OK
whose product belongs to 5OK and the ideal is not prime. Otherwise, it is prime. In the
algorithm, we are reduced by symmetry to the case where u1 6 v1 holds for a given order
in Z /5Z and the Mathematica code is given in the appendix below (see 4.3).
The ideal p = (5)OF in OF decomposes in OK as
pOK =
g∏
j=1
P
ej
j = 5OK ,
since 5OK is a prime ideal. Because of this decomposition and the equation [K : F ] = 2 =
e·f ·g, we get f = 2 and e = g = 1. Using the local-global principle for quaternion algebras
with the extended 5-adic valuation, we get the desired divisional quaternion algebra.
Corollary 2.21. The quaternion algebra
B1 =
(
5, −2− 2√13
Q(
√
13)
)
with I2 = 5 and J2 = −2− 2√13 is a skew field with an orderM = OK ⊕OK · I and the
map ′ : B1 −→ B1 with x′ = J−1xJ defines a positive anti-involution on B1.
Following the construction of chapter 9.4 in [BL04], we get
Corollary 2.22. There exists a simple abelian variety X of dimension 4 whose endomor-
phism ring End(X) contains the orderM. The element
γ =
1−√13 + i
√
2 + 2
√
13
4
lies in M and defines an automorphism f of X whose analytic eigenvalues are the roots
of X4 −X3 −X2 −X + 1.
The dynamical degrees of f are λ0(f) = λ4(f) = 1 and λ1(f) = λ2(f) = λ3(f) = λ2.
3 Classification of automorphisms on low dimen-
sional simple abelian varieties
3.1 Lefschetz fixed-point formula
To discuss the possible dynamical degrees of automorphisms on simple abelian varieties
of dimension 1 to 4, we need precise insight in the possible eigenvalues of the analytic
representation. Therefore, we again use the two fixed-point formulas as in the proof of
Theorem 2.1. In this way, we will get information about the analytic eigenvalues by
analyzing the algebraic structure of the possible endomorphism algebras. In the following,
g will be the dimension of the abelian variety X.
First, we consider the case that B := EndQ(X) is a field with [B : Q] = e. For an
endomorphism f ∈ End(X), we define l := [Q(f) : Q] and m := [B : Q(f)]. We can
compute the eigenvalues ρ1, . . . , ρg, ρ1, . . . , ρg by
g∏
i=1
(X − ρi)(X − ρi) = #Fix(f −X + 1) = (
( l∏
j=1
X − σj(f)
)m
)2g/e. (3)
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Secondly, we treat the case that B :=
(α, β
F
)
is a quaternion algebra over the center F . If
B is a totally definite or indefinite quaternion algebra, then F is totally real. If the abelian
variety is of the second kind, then F is a CM-field. An endomorphism f ∈ End(X) is of
the form a+ bi+ cj+ dij with a, b, c, d ∈ F and i2 = α, j2 = β. As in the end of the proof
of Theorem 2.1, the map f corresponds to the numbers t1/2 = a ±
√
b2α+ c2β − d2αβ
and F (t1/2) defines a quadratic extension of F . We define e := [F : Q], l := [Q(t1/2) : Q]
and m := [F (t1/2) : Q(t1/2)], while l ·m = 2e holds. As in the proof of Theorem 2.1, the
eigenvalues ρ1, . . . , ρg, ρ1, . . . , ρg can be computed by
g∏
i=1
(X−ρi)(X−ρi) = #Fix(f−X+1) = (
( l∏
j=1
X−σj(t1)
)m( l∏
j=1
X−σj(t2)
)m
)g/2e. (4)
We briefly remember how to compute the dynamical degrees if the analytic eigenvalues
are known:
We denote the eigenvalues of ρr(f) ' ρa(f)⊕ ρa(f) by ρ1, . . . , ρg, ρg+1 = ρ1, . . . , ρ2g =
ρg. The action f∗ of f on H1(X,C) is given by tρa(f)⊕ tρa(f) and Hn(X,C) = ∧nH1(X,C)
holds. Then, the k-th dynamical degree λk(f) is the product of the largest 2k pairwise
distinct (in terms of the indices) eigenvalues ρi.
The automorphisms of simple abelian varieties with trivial multiplication are exactly ±1
whose dynamical degrees λi are always 1. In the following statements, we concentrate on
the non-trivial automorphisms.
3.2 Automorphisms of elliptic curves
(1) 10 λ0 = λ1 = 1
Figure 1: Dimension 1
multiplication Q(f) [Q(f) : Q] diagram Properties of λj(f)
trivial Q 1 (1) 1 ∈ Z
complex CM-field 2 (1) 1 ∈ Z
Table 1: Dimension 1
We have to determine the analytic eigenvalues that can be found on the left hand side
of the equation 3, i.e
(X − ρ1)(X − ρ1).
Complex Multiplication: Let f be a non-trivial automorphism on an elliptic curve E,
i.e. EndQ(E) is an imaginary quadratic number field and f ∈ End(E) ⊆ EndQ(E). The
formula 3 becomes in this setting
(X − ρ1)(X − ρ1) = (X − f)(X − f) = X2 −X(f + f) + 1.
Because of f · f = 1, the dynamical degrees are λ0 = λ1 = 1 as claimed.
Example 3.1. The polynomial X2 + X + 1 is the minimal one of the algebraic integers
1±√−3
2 of modulus 1. The elliptic curve C/Λ with Λ = Z ⊕ 1+
√−3
2 Z, embedded in P
2
C by
the Weierstrass equation x3 = y2z + z2y, admits the automorphisms 1±
√−3
2 .
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(1) 10 2 λj = 1 for j = 0, 1, 2
(2)
1
0 2 1 = λ0 = λ2 < λ1
Figure 2: Dimension 2
multiplication Q(f) [Q(f) : Q] diagram Properties of λ1(f)
trivial Q 1 (1) 1 ∈ Z
real totally real 2 (2) constructible, Pisot
deg. 2 , tot. real
tot. indef. quaternion totally real 2 (2) constructible, Pisot
deg. 2, tot. real
- CM-field 2 (1) 1 ∈ Z
complex totally real 2 (2) constructible, Pisot,
deg. 2, tot. real
- CM-field 2 (1) 1 ∈ Z
CM-field 4 (1), (2) 1 ∈ Z or
- constructible, Pisot,
deg. 2., tot. real
Table 2: Dimension 2
3.3 Automorphisms of abelian surfaces
We use the equations 3 and 4 to determine the eigenvalues ρi and further the dynamical
degrees λj . The left hand side of the equations in dimension 2 is
2∏
i=1
(X − ρi)(X − ρi),
while the right hand side varies depending on the automorphism f . We prove the state-
ments of table 2 by distinguishing the cases in the first column connected with the ones
in the following two columns.
Real multiplication: For the parameters in equation 3, we get m = 1 and g = e = l = 2,
i.e.
2∏
i=1
(X − ρi)(X − ρi) =
( 2∏
j=1
X − σj(f)
)2
.
This implies ρ1 = ρ3, ρ2 = ρ4 with |ρ1| > |ρ2| and ρ1 · ρ2 = 1 which leads to the claim in
table 2.
Totally indefinite quaternion multiplication: The parameters in equation 4 become
e = m = 1 and g = l = 2, i.e.
2∏
j=1
X − σj(t1)
2∏
j=1
X − σj(t2).
If Q(
√
t1/2) defines a real quadratic extension, then we get the same result as for real
multiplication.
If Q(
√
t1/2) defines an imaginary quadratic extension, then we get ρ2 = ρ1 = ρ3 and
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ρ4 = ρ1 with |ρ1| = 1 and the dynamical degrees become as claimed.
Complex multiplication: First, the parameters g = e = l = 2 and m = 1 can oc-
cur, i.e.
(
2∏
j=1
X − σj(f)
)2
.
Since Q(f) must be an imaginary quadratic field, we get ρ2 = ρ1 = ρ3 and ρ4 = ρ1 with
|ρ1| = 1 which finishes this case.
Secondly, the parameters can be e = 4, g = 2.
For l = m = 2, we are either in the previous case or in the same situation as in real
multiplication.
For m = 1 and l = 4 we have
4∏
j=1
X − σj(f)
which offers two possibilities. First, one gets ρ1, . . . , ρ4 that are all of absolute value 1
which leads to diagram (1). Secondly, we have ρ3 = ρ1, ρ4 = ρ2 with 1 6= |ρ1| = |ρ2|−1
which implies diagram (2).
3.4 Automorphisms of abelian threefolds
(1) 210 3 λj = 1 for j = 0, . . . , 4
(2)
2
1
0 3 λ1 < λ2 < λ21
(3)
1
0
2
3 λ22 > λ1 > λ2
Figure 3: Dimension 3
multiplication Q(f) [Q(f) : Q] diagram Properties of λ1(f), λ2(f)
trivial Q 1 (1) 1 ∈ Z
real totally real 3 (2), (3) deg. 3, tot. real
complex totally real 3 (2), (3) deg. 3, tot. real
- CM-field 2 (1) 1 ∈ Z
- CM-field 6 (1), (2), (3) 1 ∈ Z or
deg. 3, tot. real
Table 3: Dimension 3
In this setting, the left hand side of the equations 3 and 4 becomes
3∏
i=1
(X − ρi)(X − ρi).
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Real multiplication: The possible parameters in equation 3 are m = 1 and g = e = l =
3, i.e.
Pf (X) =
( 3∏
j=1
X − σj(f)
)2
.
Therefore, we get the eigenvalues ρi+3 = ρi for i = 1, 2, 3. The polynomial X3 − 5X + 1
has two roots greater than one and the polynomial X3 − 3X2 − 2X + 1 has two roots
smaller than one. These two polynomials are examples of the two possible distributions
of eigenvalues and lead to the diagrams (2) and (3).
Complex multiplication: First, the parameters can be g = 3, e = l = 2 and m = 1, i.e.
( 2∏
j=1
X − σj(f)
)3
.
Here, f has to lie in an imaginary quadratic field, such that ρ5 = ρ3 = ρ1 and ρ6 = ρ4 =
ρ2 = ρ1 which implies diagram (1).
Secondly, the parameters can be g = 3 and e = 6. The first sub-case is m = 3 and l = 2
which gives the same situation as in the first case. The second one is l = 3 and m = 2
which is the same as in real multiplication. The last sub-case, l = 6 and m = 1, defines a
new situation, i.e.
6∏
j=1
X − σj(f)
with ρi+1 = ρi for i = 1, 2, 3.
The polynomial
X6 +X4 +X3 + 2X2 + 1
has roots with |ρ1| > |ρ2| > 1 > |ρ3| which implies diagram (2). The roots of the
polynomial
X6 +X4 +X3 + 1
have the properties |ρ1| > 1 > |ρ2| > |ρ3| and lead to diagram (3).
Corollary 3.2. The first dynamical degree λ1 in diagram (3) in the case of real multipli-
cation is a Pisot number.
Proof. In real multiplication, diagram (3) occurs if one eigenvalue ρ1 is a Pisot number.
The first dynamical degree λ1 is then given by ρ21. The square of a Pisot number is again
a Pisot number such that the corollary is proven.
3.5 Automorphisms of abelian fourfolds
We use the equations 3 and 4 as in the previous subsections, while the left hand side in
this case is always
4∏
i=1
(X − ρi)(X − ρi).
Real multiplication: First, the parameters of the equation 3 can be g = 4, e = l = 2
and m = 1, i.e. ( 2∏
j=1
X − σj(f)
)4
.
This gives us ρ1 6= ρ2 and ρi = ρi+2 which determines diagram (2).
Secondly, the variables become g = e = 4.
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(1) 210 3 4 λj = 1 for j = 0, . . . , 4
(2)
2
1
0
3
4 1 < λ21 = λ2 = λ
2
3
(3)
2
1
0
3
4 λ1 < λ2 > λ3, λ21 > λ2 < λ
2
3, λ1 < λ3
(4)
2
1
0
3
4 λ1 < λ2 > λ3, λ21 > λ2 < λ
2
3, λ1 = λ3
(5)
21
0
3
4 λ1 < λ2 > λ3, λ21 > λ2 < λ
2
3, λ1 > λ3
(6)
2
1
0
3
4 λ1 < λ2 < λ3, λ21 > λ2, λ
2
2 > λ3
(7)
21
0
3
4 λ1 > λ2 > λ3, λ1 < λ22, λ2 < λ
2
3
(8)
2
1
0
3
4 λ1 < λ2 < λ3, λ21 = λ2, λ
2
2 > λ3
(9)
21
0
3
4 λ1 > λ2 > λ3, λ1 < λ22, λ2 = λ
2
3
(10)
2
1
0
3
4 λ1 < λ2 > λ3, λ21 = λ2 < λ
2
3, λ1 < λ3
(11)
2
1
0
3
4 λ1 < λ2 > λ3, λ21 > λ2 = λ
2
3, λ1 > λ3
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(12)
21
0
3
4 1 < λ1 = λ2 = λ3
Figure 4: Dimension 4
multiplication Q(f) [Q(f) : Q] diagram Properties of λ1(f)
trivial Q 1 (1) λ1(f) = 1
real totally real 2 (2) Constructible
- totally real 4 (2) - (7) deg. 6 4
tot. def. quaternion totally real 2 (2) Constructible
- CM-field 2 (1) λ1(f) = 1
- CM-field 4 (1), (2) Constructible
tot. indef. quaternion totally real 2 (2) Constructible
- totally real 4 (2) - (7) deg. 6 4
- CM-field 2 (1) Constructible
- CM-field 4 (1), (2) Constructible
- real and complex 4 (6) - (12), deg. 6 4
embeddings
second kind totally real 2 (2) Constructible
- CM-field 2 (1) λ1(f) = 1
- CM-field 4 (1), (2) Constructible
- totally real 4 (2) - (7) deg. 6 4
- CM-field 8 at most (2) - (7) deg. 6 8
- quad. ext. of 4 (1), (2) Constructible
CM-field of deg. 2
Table 4: Dimension 4
The first sub-case l = m = 2 implies the same result as in the first case.
The second sub-case l = 4 and m = 1, i.e.
( 4∏
j=1
X − σj(f)
)2
= P (X)2,
provides the following possibilities. We list examples of all possible distributions of roots
of the polynomial P (X):
• X4 − 5X2 + 1 with |ρ1| = |ρ2| > 1 > |ρ3| = |ρ4| = |ρ1|−1 gives diagram (2).
• X4+X3−5X2+X+1 with the relations |ρ1| > |ρ2| > 1 > |ρ3| > |ρ4| and |ρ2 ·ρ3| > 1
gives diagram (3).
• X4 + X3 − 5X2 + X + 1 has roots with the relations |ρ1| > |ρ2| > 1 > |ρ3| > |ρ4|
with |ρ4| = |ρ1|−1 and |ρ3| = |ρ2|−1 which implies diagram (4).
• X4 − X3 − 7X2 + 1 has roots with the relations |ρ1| > |ρ2| > 1 > |ρ3| > |ρ4| and
|ρ2 · ρ3| < 1 such that we get diagram (5).
• X4 −X3 − 139X2 + 139X + 1 with |ρ1| > |ρ2| > |ρ3| > 1 > |ρ4| determines diagram
(6).
• Pisot number: X4 − 1133X3 − 139X2 + 13X + 1 with |ρ1| > 1 > |ρ2| > |ρ3| > |ρ4|
leads to diagram (7).
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Totally definite quaternion multiplication: If f lies in the totally real number
field F , then we are in the same situation as in the first case of the real multiplication.
In the following cases, the numbers t1/2 = a±
√
b2α+ c2β − d2αβ always define a totally
imaginary quadratic extension of a totally real number field (either F or Q) and t1 and t2
are complex conjugate to each other (see [Her19, Proposition 2.4]).
In the first new case, the parameters in equation 4 become g = 4, l = 2 and e = m = 1,
i.e. ( 2∏
j=1
X − σj(t1)
2∏
j=1
X − σj(t2)
)2
.
We have F = Q and t1/2 are imaginary quadratic numbers with t1 = t2 which means
|t1| = |t2| = 1 and t−11 = t2. So, we are in diagram (1).
The parameters g = 4, e = l = m = 2 lead to the formula
( 2∏
j=1
X − σj(t1)
)2( 2∏
j=1
X − σj(t2)
)2
which gives the same possibilities for the eigenvalues as in the previous case.
The last case deals with the values g = 4, l = 4, e = 2, m = 1, i.e.
4∏
j=1
X − σj(t1)
4∏
j=1
X − σj(t2).
The numbers t1/2 can be roots of unity such that we get diagram (1). Otherwise, we have
four roots ρ1, . . . , ρ4 of the minimal polynomial with ρ1 = ρ2, |ρ1| = |ρ2| > 1 and ρ3 = ρ4,
ρ−11 = ρ3 and ρ
−1
2 = ρ4. This defines diagram (2).
Totally indefinite quaternion multiplication: As in the previous abstract, if f lies
in the totally real number field F , then we are in the same situation as in the first case of
the real multiplication.
The first difference to the definite case is that the numbers t1/2 can define real or complex
quadratic extensions of a totally real number field (again either F or Q).
First, we consider the values g = 4, l = 2 and e = m = 1, i.e.
( 2∏
j=1
X − σj(t1)
2∏
j=1
X − σj(t2)
)2
.
Since the roots of the minimal polynomial have to occur in conjugate pairs, we have either
two complex roots of absolute value 1 (diagram (1)) or two real roots of absolute value
6= 1 (diagram (2)). Further, the parameters g = 4, e = l = m = 2 imply
( 2∏
j=1
X − σj(t1)
)2( 2∏
j=1
X − σj(t2)
)2
which leads to the same diagrams as in the previous setting.
Secondly, the variables g = l = 4, e = 2 and m = 1 give the formula
4∏
j=1
X − σj(t1)
4∏
j=1
X − σj(t2).
As a first sub-case we assume t1/2 to be totally real numbers. We get ρi = ρi+4 = ρi
for totally real numbers such that t1 and t2 have the same minimal polynomial over Q.
Analogous to the real multiplication, we can realize the diagrams from (2) to (7).
As a second sub-case, let t1/2 define a CM-field over F . This determines exactly the same
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situation as in the last case of the totally definite quaternion multiplication, so we get the
diagrams (1) and (2).
The third sub-case is a new special one, the polynomial
∏4
j=1(X − σj(t1)) has two real
and two complex roots. The existence of two real roots implies ρi = ρi for two analytic
eigenvalues. Then,
∏4
j=1(X − σj(t1)) and
∏4
j=1(X − σj(t2)) have a common root such
that these two minimal polynomials have to coincide.
We first observe the situation that the complex roots are not of modulus 1. The following
list gives examples for every possible distribution of the analytic eigenvalues:
• The roots of the polynomial
X4 + 2X3 − 3X2 + 3X + 1
are |ρ1| > |ρ2| = |ρ3| > 1 > |ρ4| which gives diagram (6).
• The polynomial
X4 − 4X3 + 2X2 − 3X + 1
has the roots |ρ1| > 1 > |ρ2| = |ρ3| > |ρ4| which leads to diagram (7).
• The polynomial
X4 −X3 +X2 + 7X + 1
with the roots |ρ1| = |ρ2| > 1 > |ρ3| > |ρ4| implies diagram (8).
• For the polynomial
X4 − 5X3 + 3X2 −X + 1
we get the roots |ρ1| > 1 > |ρ2| > |ρ3| = |ρ4| and further diagram (9).
• The polynomial
X4 −X3 + 3X2 + 7X + 1
has the roots |ρ1| = |ρ2| > 1 > |ρ3| = |ρ4| and leads to diagram (10).
• The polynomial
X4 − 5X3 +X2 + 3X + 1
comes with the roots |ρ1| > |ρ2| > 1 > |ρ3| = ρ4| and implies diagram (11).
If one of the complex roots of
∏4
j=1(X − σj(t1)) is a Salem polynomial, then we get
diagram (12). Its existence is provided by Theorem 2.1.
Second kind and complex multiplication: We start with the cases that EndQ(X)
is a CM-field of degree 2, 4 or 8. If we take an element of the underlying totally number
fields, we exactly rediscover all cases of the real multiplication.
Considering the values g = 4, e = l = 2 and m = 1, we get
(
2∏
j=1
X − σj(f))4.
The two roots are imaginary quadratic and therefore lead to diagram (1). Taking e = 4
with l = m = 2 and e = 8 with l = 2 and m = 4 gives the same result.
The data g = l = e = 4 and m = 1 imply
(
4∏
j=1
X − σj(f))2.
and we have two possibilities: All roots lie on the unit circle (diagram (1)) or two outside
and two inside the unit circle (diagram (2)). The parameters e = 8, l = 4 and m = 2 give
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the same result.
The variables g = 4, e = l = 8 and m = 1 give
8∏
j=1
X − σj(f).
The roots of this polynomial have to occur in conjugate pairs, such that we have the fol-
lowing possibilities for the 4 conjugate pairs: One pair lies inside and three pairs outside
the unit circle, two inside and two outside or three inside and one outside. In the middle
case, the two pairs outside the unit circle might be of the same or different absolute value
and therefore the two inside. All these possibilities would at most lead to the diagrams
(2) - (7) that already occur for elements of the underlying totally real subfield.
As the last and new case, given by the classification of the endomorphism algebra, we con-
sider a division algebra of dimension 4 over a CM-field of degree 2. By [GS06, Proposition
1.2.1], the algebra B is a divisional quaternion algebra over an imaginary quadratic num-
ber field F . Further, by [GS06, Corollary 2.2.10], the quadratic extension H := F (t1/2)
splits the quaternion algebra B. The cases that the endomorphism f lies in the center F
or in a real quadratic extension of F were already considered.
Let σj and σ′j be the Q-embeddings of t1 and t2 in the algebraic closure C, then we have
for g = 4 and e = 2 the equation
4∏
j=1
X − σj(t1)
4∏
j=1
X − σ′j(t2).
The number field F is of the Form Q(
√−d) with d ∈ Z>0 squarefree. If we take an el-
ement τ of the number field H, then the four roots of its minimal polynomial are either
all complex or two are real and the other two are complex. The elements t1 and t2 define
the same field extension H of F , the images of σj and σ′j are therefore either all complex
or two of each four are real and two are complex. In the second situation, the minimal
polynomials of t1 and t2 have to be the same, since the real roots have to be the same
because of ρi+4 = ρi for the analytic eigenvalues.
We start with the case of two complex and two real embeddings of t1 or t2. By definition,
the number field H is imaginary, but not totally complex.
Let us first assume that t1 = a+
√
t is real. We can write a as a1+a2
√−d with a1, a2 ∈ Q.
If a2 is unequal 0, then the equation a1 + a2
√−d+√t ∈ R implies √t = −a2
√−d. This
is a contradiction, since
√
t defines a field extension of F = Q(
√−d).
If a2 = 0, then we have t ∈ Q>0 and H = Q(
√−d,√t) is a CM-field. This is a contradic-
tion, since H is not totally complex.
We now assume t1 to be complex. The elements t1 and t2 define the same field extension
of F and have the same minimal polynomial. By the argument of the previous abstract,
t2 also has to be complex. Further, t1 and t2 are different and the only complex roots of
the same minimal polynomial which means t1 = t2 must hold. Hence, the field H is closed
under complex conjugation as an imaginary field that is not totally complex. Especially,
H is not a CM-field.
By [Dai06, Theorem 2], the field H must contain unimodular units that are not roots of
unity. These are exactly complex roots of a Salem polynomial of degree 4. Let τ be a
complex root of such a Salem polynomial P . Then, we have τ + τ =
√
e ∈ H with e ∈ Z>0
square-free. The elements
√
e and
√−d are contained in H and H is of degree 4 over Q
such that H = Q(
√−d,√e) is a CM-field, a contradiction.
We come to the case that all roots of the minimal polynomials of t1 and t2 are com-
plex. We start with the case that t1 is of absolute value 1. Then, t1 has to be a primitive
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4-th root of unity. These are exactly the numbers
±
√
2
2
±
√−2
2
, ±
√
3
2
±
√−1
2
, −1
4
+
√
5
4
±
√
5
8
+
√
5
8
and − 1
4
−
√
5
4
±
√
5
8
−
√
5
8
.
By the form of t1, we see that if t1 is one of these numbers, then t2 is one of them, too.
The last two numbers with the double root are obviously not possible. Hence, if t1 is of
modulus 1, then all analytic eigenvalues are roots of unity and we get diagram (1).
We assume that t1 and t2 are not of modulus 1. The general roots of a polynomial of
degree 4 with root t1 = a+
√
t = a1 + a2
√−d+
√
b1 + b2
√−d are
a1 ± a2
√−d+
√
b1 ± b2
√−d and a1 ± a2
√−d−
√
b1 ± b2
√−d
with a1, a2, b1, b2 ∈ Q. This implies that t1 and t2 have the same minimal polynomial and
we get the analytic eigenvalues |ρ1| = |ρ2| = |ρ3| = |ρ4| > 1 > |ρ5| = |ρ6| = |ρ7| = |ρ8|
leading to diagram (2).
4 Dynamical results
4.1 Hyperbolicity
In this section, we view an abelian variety X as the underlying smooth compact manifold
corresponding to the complex torus Cg /Λ. The dynamical properties of an endomorphism
can be read directly from the properties of the action on the universal cover, which is a
linear map of Cg which preserves the lattice Λ. In this particular setting, some important
dynamical properties are well understood. Recall that a linear map L : Cg −→ Cg is
hyperbolic if the vector space Cg can be decomposed as:
Cg = Es ⊕ Eu,
where Es is a subspace containing eigenspaces associated to eigenvalues λ such that |λ| < 1
and Eu is a subspace containing eigenspaces associated to eigenvalues λ satisfying |λ| > 1.
An endomorphism f : Cg /Λ −→ Cg /Λ of an abelian variety is called hyperbolic if its
lift to the universal cover Cg is hyperbolic. In other words, one can read the hyperbolicity
of an endomorphism on the sequence of dynamical degrees.
Proposition 4.1. Let f : Cg /Λ −→ Cg /Λ be an endomorphism of an abelian variety of
complex dimension g, then the following conditions are equivalent.
(i) The map f is hyperbolic.
(ii) The analytic representation of f has no eigenvalue on the unit circle.
(iii) For any k ≤ g − 1, we have λk(f) 6= λk+1(f).
We also obtain the following convergence of forms through a straightforward calcula-
tion.
Proposition 4.2. Let f : Cg /Λ −→ Cg /Λ be an automorphism which is hyperbolic such
that λk(f) = maxj6g λj(f). Then there exists a unique (up to scaling) (k, k)-form α with
constant coefficients such that for any (k, k)-form Ω, the sequence
1
N
∑
j6N
1
λk(f)j
(f j)∗Ω (5)
converges to a multiple of α.
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4.2 Partial hyperbolic automorphisms
We now discuss the non-hyperbolic automorphisms. To do so, if f is an endomorphism of
Cg /Λ, we fix a basis dz1, . . . , dzg, dz¯1, . . . , dz¯g of Cg diagonalizing the linear transformation
on the tangent space. For simplicity, let us order the eigenvalues and eigenvectors in a
decreasing order.
Theorem 4.3. Let f : Cg /Λ −→ Cg /Λ be an automorphism of an abelian variety of
complex dimension g. Suppose that the spectral radius of the linear map associated to f is
a Salem number. Then, for any integer 1 6 k 6 g− 1 and any (k, k)-form Ω, the sequence
1
N
∑
j6N
1
λk(f)j
(f j)∗Ω
converges to the constant form: ∑
|I|=k
1∈I
aIdzI ∧ dz¯I ,
where
aI =
∫
Ω ∧ dzIc ∧ dz¯Ic .
Remark 4.4. The above proposition shows that the averages in the space of forms realize
a projection onto a finite dimensional vector space of dimension
(
g−2
k−1
)
.
Proof. Suppose first k = 1. Let us first observe that the eigenvalue λ1(f) is the spectral
radius of the action f∗ on Λ1,1(Cg). We order the eigenvalues of f such that |ρ1| > |ρ2| =
. . . = |ρg−1| = 1 > |ρg|. Let us choose a basis of (Cg)∗ diagonalizing the linear map f so
that:
f∗zi = ρizi, f∗z¯i = ρ¯iz¯i,
for i = 1 or i = g and such that
f∗zi = eiθizi, f∗z¯i = e−iθi z¯i,
for 2 6 i 6 g − 1. Now the eigenvalue λ1(f) is a simple eigenvalue for the action of f∗ on
Λ1,1(Cg) and the eigenvector associated to λ1(f) is given by:
α = dz1 ∧ dz¯1.
Let us now take a general strictly positive (1, 1)-form:
ω =
∑
i
ωi,j dzi ∧ dz¯j ,
where the ωi,j are functions. Taking the pullback (f j)∗ω/λ1(f)j , the only term that
remains is of the form:
1
λ1(f)j
(f j)∗ω = (ω1,1 ◦ f j)α+ o(1).
The average is thus given by:
1
N
∑
j6N
1
λ1(f)j
(f j)∗ω =
1
N
∑
j6N
(ω1,1 ◦ f j) + o(1).
Since the linear transformation L has no eigenvalues that are roots of unity, the transfor-
mation f is ergodic by [Wal75, Corollary 1.10.1] and Birkhoff’s ergodic theorem (see e.g
[Wal75, Theorem 1.14]) yields:
lim
N→+∞
1
N
∑
j6N
1
λ1(f)j
(f j)∗ω =
(∫
X
ω1,1dµ
)
α,
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where µ is the Haar measure on the abelian variety X.
Let us now suppose that k > 2 and k 6 g − 1. Take a pure (k, k)-form:
dzI ∧ dz¯J ,
where the multi-indices I, J are of length k. Observe that 1/λk(f)m(fm)∗dzI ∧ dz¯J
converges with exponential speed to zero whenever I or J do not contain 1. This yields
the following estimate:
1
λk(f)m
(fm)∗dzI ∧ dz¯J = eim(θI′−θJ′ )dzI ∧ dz¯J ,
where I = I ′ ∪ {1}, J = J ′ ∪ {1} and I ′, J ′ are contained in {2, . . . , g − 1}, and where
θI′ , θJ ′ are given by:
θI′ =
∑
i∈I′
θi.
We obtain the asymptotic relation:
1
N
∑
m6N
1
λk(f)m
(fm)∗ω =
1
N
∑
m6N
∑
(ωI,J ◦ fm) eim(θI′−θJ′ )dzI ∧ dz¯J + o(1),
where the sum is taken over all multi-indices of the form I = I ′ ∪ {1}, J = J ′ ∪ {1} where
I ′, J ′ ⊂ {2, . . . , g − 1}.
Consider the operator TI,J on L2(µ,C) given by:
TI,J = e
i(θI−θJ )f∗.
By construction, the operator TI′,J ′ is unitary for I ′, J ′ ⊂ {2, . . . , n − 1}. By Von-
Neumann’s ergodic theorem [Wal75, Corollary 1.14.1], the sequence of functions:
1
N
∑
n6N
TnI′,J ′(ωI,J)
converges to a function ω¯ ∈ L2(µ,C) satisfying:
TI′,J ′ω¯ = ω¯.
We thus obtain:
ei(θI′−θJ′ )ω¯ ◦ f = ω¯.
Hence, we get:
f∗ω¯ = ei(θJ′−θI′ )ω¯. (6)
Taking the Birkhoff average and applying Birkhoff ergodic theorem, we have:
lim
N→+∞
1
N
∑
n6N
(fn)∗ω¯ =
∫
ω¯dµ = lim
N→+∞
1
N
∑
n6N
ein(θJ′−θI′ )ω¯ = 0,
under the condition that I ′ 6= J ′. This shows that the constant term in the Fourier
decomposition of ω¯ is zero. Let us show now that ω¯ is zero. Take l ∈ Λ∗ and denote by
cl(ω¯) the Fourier coefficient of the function ω¯ associated to l. (6) shows that:
cl(f
∗ω¯) = ei(θI′−θJ′ )cl(ω¯).
Moreover, if A is the matrix associated to f acting on the dual lattice Λ∗, then:
cl(f
∗ω¯) = cA·l(ω¯) = ei(θI′−θJ′ )cl(ω¯).
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Iterating n times, one obtains the relation:
cAn·l(ω¯) = ein(θI′−θJ′ )cl(ω¯).
Since the sequence An · l diverges to infinity as A has an eigenvalue strictly larger than
1 and since the Fourier coefficient of ω¯ decreases exponentially fast at infinity, we deduce
that cl(ω¯) also decreases exponentially fast, hence they are all zero. This shows that ω¯ = 0
and we have obtained that:
1
N
∑
m6N
(ωI,J ◦ fm) eim(θI′−θJ′ ) = 0,
whenever I ′, J ′ ⊂ {2, . . . , g−1} are distinct multi-indices. The asymptotic formula can be
simplified as:
1
N
∑
m6N
1
λk(f)m
(fm)∗ω =
1
N
∑
m6N
∑
|I|=k
1∈I
(ωI,I ◦ fm) dzI ∧ dz¯I + o(1).
Birkhoff ergodic theorem thus yields:
lim
N→+∞
1
N
∑
m6N
1
λk(f)m
(fm)∗ω =
∑
|I|=k
1∈I
(∫
ωI,I
)
dzI ∧ dz¯I .
The proposition then follows by identifying the integral with each coefficient aI .
4.3 Proof of Theorem A
We start by the following simple criterion for an endomorphism to be integrable.
Proposition 4.5. Let f : X −→ X be an automorphism of a g-dimensional abelian va-
riety. If 1 is an eigenvalue of the analytic representation ρa(f) of algebraic multiplicity
1 ≤ µalg(1) = h < g, then X is isogenous to the product of abelian varieties Y1×Y2, where
Y1 is of dimension h.
In particular, Y1 is an abelian subvariety of X fixed by the automorphism f .
We postpone the proof of the proposition above. Let us show Theorem A when X is
of dimension 1, 2, 3 and 4.
Take an automorphism f : X −→ X of positive entropy.
Suppose that X is an abelian surface. Then either X is simple or non-simple. If X
is simple, then our classification in Section 3.3 shows that any automorphism of positive
entropy is hyperbolic. Theorem A then follows from Proposition 4.2. In the case where X
is not simple, we claim that no roots of unity are eigenvalues of the analytic representation.
Indeed, if it were the case, Proposition 4.5 shows that f would be semi-conjugate to an
automorphism on an elliptic curve, but then f would have zero entropy. Moreover, if the
analytic representation has an eigenvalue that is on the unit circle but not a root of unity,
then the other eigenvalue is its conjugate and f also has zero entropy.
Suppose now that X is an abelian threefold. If X is simple, then our classification in
Section 3.4 shows that f is hyperbolic. And we conclude using Proposition 4.2. If X is
not simple, then two cases appear. If the analytic representation has an eigenvalue that
is a root of unity, then f is semi-conjugate to an automorphism on an elliptic curve or an
abelian surface. Otherwise, no eigenvalues of the analytic representation is a root of unity,
this implies that the three eigenvalues of the analytic representation are also not on the
unit circle because f has positive entropy (as their product is 1). Hence f is hyperbolic
and we can apply Proposition 4.2.
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In the case where X is a fourfold. If X is simple, then our classification in Section 3.5
shows that f is either hyperbolic or the first dynamical degree is the square of a Salem
number. In either situation, we apply Proposition 4.2 or Theorem 4.3 respectively and
obtain Theorem A. IfX is not simple, three cases appear. If the analytic representation has
no eigenvalue on the unit circle, then f is hyperbolic and Theorem A holds by Proposition
4.2. If the analytic representation has a root of unity as an eigenvalue, then Proposition
4.5 shows that f is semi-conjugate to an automorphism on an abelian variety of smaller
dimension. If the analytic representation has an eigenvalue on the unit circle that is
not a root of unity, then its complex conjugate is another eigenvalue and the other two
eigenvalues are in the unit disk and on the outside respectively. We obtain that λ1(f) is
the square of a Salem number and we conclude using Theorem 4.3.
Proof of Proposition 4.5. Let 1 be an analytic eigenvalue of the automorphism f : X −→
X of the abelian variety Cg/Λ. We consider the subtorus Y1 := ker(f− id)0, the connected
component of ker(f) that contains 0 (see [BL04, Proposition 1.2.4]). It must be of positive
dimension. Because, otherwise, f − id would be an isogeny and ρa(f) − 1 an invertible
matrix which is impossible, since 1 is an eigenvalue of ρa(f).
We determine the dimension of Y1: It is known that (ρa(f) − 1)−1(Cg)0 has to be a
subspace V of Cg of dimension h. Further, we know that Γ = (ρa(f)− 1)−1(Cg)0 ∩Λ is a
lattice in V such that Y1 = V/Γ becomes a complex subtorus of X of dimension h. Since
complex subtori of abelian varieties are abelian varieties, Y1 is an abelian subvariety of X.
By Poincare’s reducibility theorem [BL04, Theorem 5.3.7], we get an abelian subvariety
Y2 of X such that X is isogenous to Y1 × Y2.
By construction, we have (f − id)(Y1) = 0, i.e. f(Y1) = Y1.
Appendix – Mathematica code for Lemma 2.20
The code we used for the proof of the lemma is as follows. The function isprime returns
True if the ideal 5OK is prime and False otherwise.
L1[x_, y_]:=
Mod[Expand[u1v1− u4v2− u3v3− u4v3− u2v4− u3v4− 2u4v4/.
{u1→ x[[1]], u2→ x[[2]], u3→ x[[3]], u4→ x[[4]], v1→ y[[1]],
v2→ y[[2]], v3→ y[[3]], v4→ y[[4]]}], 5]
L2[x_, y_]:=
Mod[Expand[(u2v1 + u1v2 + u4v2 + u3v3 + u2v4 + u4v4)/.
{u1→ x[[1]], u2→ x[[2]], u3→ x[[3]], u4→ x[[4]], v1→ y[[1]],
v2→ y[[2]], v3→ y[[3]], v4→ y[[4]]}], 5]
L3[x_, y_]:=
Mod[Expand[(u3v1 + u2v2 + u4v2 + u1v3 + u3v3 + 2u4v3 + u2v4 + 2u3v4 + 2u4v4)/.
{u1→ x[[1]], u2→ x[[2]], u3→ x[[3]], u4→ x[[4]], v1→ y[[1]],
v2→ y[[2]], v3→ y[[3]], v4→ y[[4]]}], 5]
L4[x_, y_]:=
31
Mod[Expand[(u4v1 + u3v2 + u4v2 + u2v3 + u3v3 + 2u4v3 + u1v4 + u2v4 + 2u3v4 + 4u4v4)/.
{u1→ x[[1]], u2→ x[[2]], u3→ x[[3]], u4→ x[[4]], v1→ y[[1]],
v2→ y[[2]], v3→ y[[3]], v4→ y[[4]]}], 5]
isprime:=Module[{valueisprime, i1, j1, i2, j2, i3, j3, i4, j4},
valueisprime:=True;
For[i1 = 0, i1 < 5, i1++,
For[i2 = 0, i2 < 5, i2++,
For[i3 = 0, i3 < 5, i3++,
For[i4 = 0, i4 < 5, i4++,
For[j1 = 0, j1<=i1, j1++,
For[j2 = 0, j2 < 5, j2++,
For[j3 = 0, j3 < 5, j3++,
For[j4 = 0, j4 < 5, j4++,
If[L1[{i1, i2, i3, i4}, {j1, j2, j3, j4}] ==
L2[{i1, i2, i3, i4}, {j1, j2, j3, j4}] ==
L3[{i1, i2, i3, i4}, {j1, j2, j3, j4}]==
L4[{i1, i2, i3, i4}, {j1, j2, j3, j4}] == 0,
If[(i1 == i2 == i3 == i4 == 0)‖(j1 == j2 == j3 == j4 == 0), ,
valueisprime:=False]]]]]]]]]]; valueisprime]
isprime
True
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