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complejo o la norma de r E R N ,  sin que ello caiise confusión. En cambio 11,111 podrá 
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Introducción 
El objetivo primordial de esta tesis es el estudio del coinportamiento radial 
de funciones holomorfas f : A 4 R, donde A denota el disco unidad del plano 
complejo, A = ( 2  E @ : 121 < 11, y R es iiiia superficie (le Ricinann hiperbólica, es 
decir, A es su reciibridor universal. Eii particular los resiiltados que obtendremos 
se aplican al caso en qiie R = 0, 1111 doiiiinio plano hiperbólico. esto es, un dominio 
plano tal que sil coiiiplcniento coiiticne al menos dos puntos. 
El método iitilizado para obtener niiestros resultados consiste en factorizar f 
a través del ciihriniieiito iiiiiversal, F : A --+ R, de R, esto es 
La  razón lieiirística por la cliic es de esperar que tal proceder conduzca a la 
obtención de resiiltitdos sobre cl coinportatnieiito radial de f ,  es que el cubrimiento 
universal siiele ser la fiiiicióti tle comportainieiito extreiiio entre las que aplicaii A 
en R. De lieclio, ciiaiido iiiio conoce. el teorema. correcto para. el caso en que f es el 
cubrimient,~ iiiiiversal, tieiie ya itiia idea. dc ciiál es el resiilt,atl» qiie debe verificarse 
para una fiiiicióii lio1oriiiof;i ciialqiiiera porqiie uno piiede siipoiier qiie b es interna, 
ya que éste siiele ser el caso clifícil. 
Observetiios cliie un teorema de este tipo para el ciibriiiiiento universal F ,  se 
traduce eii iin resiilt;tdo sobre cotiiportaiiiiciit.~ asiiitótico de geodésicas en la métrica 
de Poincaré de R. 
Esta distiiicióii es fiiiiclaiiieiit.iil, piiesto cliic las técnicas iitilizadas para estudiar 
el comportamiento de geodésiciis cii R son coiiipletanieiit,e difereiit,es a las usadas 
en el contexto geiicral ya qiic cn el priiiier caso uno tieiie a sil tlisposición la simetría 
que da  el griipo tlc cii1)riniiciito y el coiiociiiiiento de la geometría del recubridor 
universal, esto es. el tlisco iiiiitlnrl o el sciniplano superior. Ejemplos de aplicación 
de tales téciiicns sc ciiciiciit~riiii eii dos artíciilos ([MP] y [DMPV]) que lie escrito 
en colaboración con M. V. Meliáii, M. Dodson y S. Velani, y en el reciente trabajo 
[FM] de J. L. Fernández y M. Melián. 
Pasainos ahora a una descripción pormenorizada de los principales resultados 
de esta tesis. Para nomenclatitra, defiiiiciones básicas y resultados generales referi- 
mos al lector d Capítulo 1. 
Los resiiltados que probaremos en el Capitulo 6 se refieren al tamaño del 
conjunto de direcciones en que f está acotada (cuando R = Q es un dominio 
plano), y m& generalmente al del conjunto de direcciones en que la curva imagen 
{f(reie)}o<,<l - permanece a distancia hiperbólica acotada de un punto prefijado 
p E R. 
Concretamente, se tienc qiie los conjuntos de direcciones mencionados a pesar 
de que pueden ser de medida nula, son "grandes" pues su dimensión de Hausdorff 
lo es: 
Teorema 12. Sea  R u n a  superficie de  R i e m a n n  hiperbólica y sea p un p u n t o  de  
R. Si f : A --+ R e3 holo~norfa, ,  entonces 
donde  
d(0) = sup p(f (reie), p )  , 
o<r<i 
6(R) e s  el e zponen te  de  convergencia del grupo d e  cubr imien to  de  R y p d e n o t a  
d is tanc ia  hiperbólica e n  R. 
Así pues el Teorema 12 resiielve totalmente el problema. Además el teorema 
es exacto, pues J. L. Feriiáiidez y M. Meliáii lian probado (Teorema 1, Capítulo 6) 
que se obtiene igualdad en el Tcore~na 12, ciiarido f : A -t R es el cubrimiento 
universal de R. 
Para doniinios planos la condición d(0) < +m significa qiic la curva imagen 
{ f(reZB)} permanece a distancia esférica positiva de la frontera topológica de Q. 
Un teorema acerca de donlinios planos es el Tcorema 9 en el que se estima en 
cuántas direcciones la imagen del radio perinailece alejada de un punto aislado de 
dQ. Además hemos logrado extender el Teoreina 9 en el sentido de que se obtiene 
la misma conclusión no sólo si f omite dos piintos, sino si f toma al menos dos 
valores un iiíiinero finito de vcces. Esta extensióii constituye el Tcorema 11. 
Teoreillas 9 y 11. Si f : A -t @ es ho iomor fa  y t o m a  ( a l  m e n o s )  dos  pun tos  
s o l a m e n t e  u n  n ~ i m e r o  finito de  vecea, en tonces  
D I  : sup 1 f(rei8)1 < m) = 1 
O<"<l 
E n  part icular,  la m i s m a  conclcisión es vál ida s i  f o m i t e  ( a l  m e n o s )  dos puntos .  

donde  A l 0  deno ta  a -con ten ido .  
2) Para todo U. con O 5 o < 1, 
donde  cap, deno ta  o-capacidad.  
Además ,  s i  cap,(E) > O, entonces e n  (0.3) sólo puede ocurr ir  la igualdad si  Ó 
bien  f es u n a  rotación,  ó b ien  cap,(E) = cap,(BA). 
En particuiar, se  sigue que para cualquier función  in t e rna  y cualquier boreiiano 
de aA,  
~ i n z (  f - ' (E)) 2 Diin(E) . 
Observemos que el enunciado de uiiicidad contenido en (0.3) tiene, entre otras, 
consecuencias diiiá,niicas. Así por ejemplo, una función interna con f (0)  = O, no 
sólo es ergódica con respecto n la medida de Lebesgue, sino también con respecto a 
la a-capacidad, es decir, 
Corolario. Si f : A -+ A es in t e rna ,  f ( 0 )  = O, y f n o  es u n a  ro tac ión ,  en tonces  
s i  E es un borelinno de a A  tal p i e  la diferencia simétrica e7i.tre E y f - ' (E)  t i ene  
a-capacidad cero (O 5 a < l ) ,  entonces,  o b ien  cap,(E) = O, o b i en  cap,(E) = 
cap,(BA). 
El Teorema. 1 + 2 piiede generalizarse a diinensión siiperior, esto es a funciones 
internas en la bola unidacl B,, de C". Más aíin, con la misma técnica se obtiene 
un resultado aniílogo a (0.2) con contenido con respecto a la métrica d(a, b )  = 
1 - (a ,  b )  (1, b E aB, . .L\ ello se dedica el Capítulo 2, y concretamente uno 
tiene que 
Teorema 1. Si f : B, -4 A es in.terna, f (0)  = 0, y E es un boreliano d e  aA,  
entonces ,  para O < o 5 1, 
donde  A4, y M ,  denota ,  re.~pectinam.ente, o.-contenido con. respecto a la.7 métr icas  
euclz'dea y la mé t r i ca  d .  
E n  p a r t i c ~ ~ l a r  s i  f : B,, -4 A es .una f ~ i n c i ó n  in t e rna  c ~ ~ a l q u i e r a  y E es un 
boreliano de aA: entonces 
donde Dim and Diiu deii.ota~~.: ree~yecti.uameí~te, la dimen.sión de H a ~ u d o r f f  con  
respecto a la métrica e~irclícleci. y la tirétrica d .  
Eii la seccióii 3.2.2 clel Capítiilo 3 se aborcla la extensióii de (0.3) a dimensión 
superior que, aiite la iieccsiclad <le calcular los coeficientes tle Fourier del núcleo 
capacitario, requiere el uso de ariiióiiicos esféricos y de fiinciones especiales. El 
resultado obtciiido es 
Teorema 4. S i  f : B, -t A es in.terna, f ( 0 )  = O ,  y E e.3 u n  boreliano de aA,  
entonces,  si O < N < 1, 
donde 
01 q12 - 1 + 3) 
Ií(l7, n) = d cu ' 
(17.  - l ) !  r(:) 
2 
y, para cu = 0 ,  
Di111 (f- l(E))  2 2lZ - 2 + Di117 ( E )  
La clave clc la prucl>a tlc este tcorcma, así coino de (0.3) .  coilsist,e en eilcontrar ': 
una expresióii iiit,egral tle la. eiiergíii. tle iiiia. iiictlicla. en tériiiiiios tle la exterisión de 
Poisson de la niisiiia.. Tal expresióii sc obtieiie cii el 
Teoreina 5. S i  ,r es ~ c r r r i  7n.edida con. 3iqno soportarla e n  '=,hr-i = {z E W~ : lz l  = 
l } ,  tenenios TU(: 
i) Si O < n < !Y - 1. entonces 
con  
i i)  S i  172 = p(SN-,  ), e~i.tonce.q 
El Capítulo 4 se dedica a dar algunas aplicaciones de los Teoremas 1 y 2 (en 
dimensión dos) así como algunos resultados adicionales. Por ejemplo, el siguiente 
resultado resuelve un problema extrema1 
Corolario.  Sea O 5 cu < 1. Si I es cualquier  in tervalo  e n  a A ,  entonces  I t i e n e  
la  a -capac idad  m í n i m a  entre todos lo8 borelianos de  L3A c o n  la  m i s m a  med ida  d e  
Lebesgue que I .  
Este resultado es conocido para cu = O (Allifors en [A-, p. 35-36] lo atribuye a 
Beuriing), pero no lo hemos encontrado en la literatura para cu > O. En cualquier 
caso la prueba del mismo es novedosa, incluso para a = 0. 
De entre los resultados del Capítulo 4 cabe destacar la siguiente propiedad 
dinámica. 
Propocicióii 4.2. Si f : A -4 A es i n t e r n a  pero n o  zina ro tac ión ,  f(0) = 0, 
O 5 a < 1, y E es un s z rbcon j~~n to  de  Barel  de a A  c o n  cap,(.??) > O, entonces  
cap,(f-"~))  + cap,(aA) c u a n d o  k + w 
La última sección del Capítulo 4 contiene dos extensiones (Teoremas 6 y 7) del 
Teorema 2 para el caso en qiie f tiene orden mayor que 1 en el origen. 
En el Capítulo 5 prohainos un resiiltado de distorsión (Teorema 8) para sub- 
conjuntos del disco. Coiicretaiilente, 
Teorema  8. Si f : A + A es i n t e r n a ,  
en tonces  
para todos  los borelianos de  A. A d e m á s  la desigualdad n o  se  puede mejorar .  
Si f es zin prodzicto de  Dla.schke f ini to,  en tonces  (0.4) es vál ida para todos los  
borelianos de  ñ y, a d e m á ~ ,  s i  E es un cerrado c o n  capo(E) > O, la igualdad e n  
I 
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- (0.4) sólo puede d a v e  .ui o bien f ( r )  = Xzk ,  I X I  = 1, o bien ca.po(E) = capo(A) = 
Esta partc tlc la tesis lia siclo iiiotirada por iin trabajo tlc D. Hainilton que, por 
otra parte, estiivo niotivatlo por [FP]. En él, Hainilton probó un teorema de dis- 
torsión de mctlid;is de H;riisdotff cle siil~conjiintos del disco (ver Teorema D, Sección 
5.1), y conjetiiró qiic la coiistaiitc correcta en l a  tlesigualtlad para capacidades del 
Teorema 1 dc [FP] era C, = 1, conio así resiiltó scr (Teorema 2 de esta tesis). 
Los resultados conocitlos anterioriiiciite a este trabajo se encuentran básicamen- 
te en las Seccioiies 2.1 y 3.1. La Sccciótl 5.1 contiene el rcsiilt,ado de D. Hainiltoii 
ya comentatlo eii el párrafo aiit.erior. 
Una parte de los resiilt,ados niicvos que aparecen en est,a tesis están contenidos 
en los artículos 
[FP] Fernándcz, J. L., Pcstaiia, D., Distortion of boundary sets under inner func- 
tions and applications. In(1iaif.n Uni.u. Mri.th. J. 41 (1.992), 439-447. 
[FPR] Fernándcz, J .  L., Pcstti~ia, D., Roclríguez, J .  hf., Distortion of boundary sets 
under inner functions, 11. Prcpriiit. 1993. 
Capítulo 1 
Nociones básicas 
Este capítiilo reúne la descripciones de ciertas herramientas, nociones, t emi -  
nología y heclios básicos eil los que se eninarcan los resultatlos de esta tesis. El 
capítulo se estructura de la siguiente fornia: 
1.1. Sistemas diiliiliicos. 
1.2. Fiiiicioiles iiiteriias. Lcma de Lowner. 
1.3. Funciones iiilivaleiites. Leina de Lomner. 
1.4. Coiitenidos. 
1.5. Capacidades. 
1.6. Diáinetro traiisfiilito. 
1.7. Capacidad. coiitcnido y tliiiiciisióii de Haiistlorff 
1.8. FiiiiciOil tlc Grceii dc iiii tloiiliiiio plaiio. 
1.9. Uiiiforiiiización, métrica liipcrl,ólica y expoiiciit,~ de convergencia. 
En esta tesis estudiarciilos propiedades ctiiiámicas del sistema ( a A ,  L, f *), don- 
de a A  = {: E @ : I:( = l} ,  L es la medida de Lebesgiie iiormalizada, L ( d A )  = 1, 
y f *  denota los valores radiales frontera de una función f : A -4 A interna con 
f (O) = O.  Por esto dedicaremos esta primera sección a exponer las propiedades más 
básicas de un siste~na diiiáiiiico. -4 modo de ilustración daremos también algunos 
ejeinplos. 
Defiilicióii 1.1. U n  s i s t ema  d inámico  es u n a  cua te rna  (X,  A, p, S ) ,  donde  
(X,A,  p)  es un espacio de  med ida  ( c o n  frecuencia p es u n a  m e d i d a  d e  probabilidad) 
Y 
T : (X, A, p)  ---+ (X, A, p)  
es un endomor f i smo ,  es to  es, u n a  t rans formac ión  medible que  preserva la medida ,  
p(T-'(A)) = p(A) , para todo A E A 
Observemos que p preserva medida si y sólo si 
para toda función f : -+ @ medible. 
EJEMPLOS: 
1) X = aA,  p = L, T(eis) = e ids  con d =  1 ,2 , . .  
2) Sea E un conjunto de d símbolos, E = {O, 1 ,2 , .  . . , d - 1 )  y denotemos 
E" = nw n=l E. Sea p una probabilidad en E,  i.e. 
d-1 
p({.iI) = P; , con Cp; = 1 .  
;=o 
Si P denota la medida de probabilidad prodiicto en E", y 
A', : E" -t E 
son las proyecciones, es claro que las S, son idénticamente distribuídas e indepen- 
dientes. Sea T : E" -+ ECO la transformación definida por 
T es conocida como el "sliift" a dereclias. Es sencillo comprobar que 
es un sistema dinámico, 
3) Los ejemplos ant,eriores son básicamente el mismo pues E" puede identi- 
ficarse con el conjunto de desarrollos d-ádicos de los números en [O, 11. V' la esta 
identificación es fácil ver que P no es otra cosa que la medida de Lebesgue en 
[O, 11, y el "shift" a derechas coincide con la transformación T : [O, 11 -+ [O, 11, 
Tx = dx (mod 1). El sistema dinámico así obtenido en [O, 11, es a su vez el mismo 
(son isomorfos) que el del Ejemplo 1, vía la identificación eis H 8 / ( 2 ~ ) .  
Aún más, todos estos sistemas dinámicos son casos particulares (con f (z )  = 
z d )  de otro más general, cual es (aA,¿?(aA), L, f* ) ,  donde B(aA) denota a los 
borelianos de aA ,  y f *  es la "restricción" a ¿?A de una función interna f : A - A, 
con f(0) = O (ver la Seccióii 1.2). 
Una herramienta f~indamental en el estudio de los sistemas dinámicos son los 
teoremas ergódicos. Si p es una probabilidad se tiene 
Teorema ergódico d e  Birkoff-Kliiiicliiii [Si, p. 61. Sea f E L1(p). Entonce3 
Tienen especial interés acluellos sistemas dinámicos para los cuales f es cons- 
tante (para toda f E L' (@)), i.e. la media temporal f coiiicide coi1 la media espacial 
Js f dp (la esperanza mateiriática). 
Defiiiición 1.2. Sea (.Y, A, 11, T )  un sistema dinámico con Ir una medida de proba- 
bilidad. T es ergódico si y sólo 8i para toda función f E L1(p), f es constante, y 
por tanto 
La ergodicidatl tieiie otras foriniilacioiies e<luivaleiites; cle hecho eqiiivale a la 
imposibilidad de desconipoiier el sisteiiia eii conjiintos T-iiivariantes no triviales. 
Defiiiicióii 1.3. Sea A E d. 
1) A es S-invnriante si y pólo si A = T-'(A). 
7) .4 es S-invariante (mod O) si y sólo si p(A A TP1(A)) = 0. 
Aquí A denota diferencia siiiiétrica. Observemos que 2) equivale a decir que 
A = S-'(.4) salvo eii u11 coiijuilto de @-medida niila. Para indicar este hecho 
usaremos la notación -4 T-'(A). 
Proposición 1.1. S o n  equivalentes: 
1) T es ergódico. 
2) Si APT- ' (A)  entonces ,  p ( ~ )  = O ó p ( ~ )  = 1. 
3) Toda  f u n c i ó n  S - i n v a r i a n t e  es  cons tan te  (c.t .p.).  
En todo lo que sigue TI  = T O T O . . . O T es la j-ésima iterada de T, y T-j = 
DEMOSTRACI~N.  1) 2). Si A Z  T-'(A), es claro que ,yA = G-j ( A )  = ,yA o S' 
c.t.p., de donde X A  = ,yA en casi todo punto. Por otro lado, como T es ergódico, 
Por tanto, xA(x) = p ( A ) ,  c.t.p. x E Se sigue que ó bien p(A) = 0, ó bien 
p(A) = 1. 
2) ==+ 3). Si f es T-invariante, para todos a ,  b E W los conjuntos 
~ : f  = {x: Q 5 f ( z )  5 b) 
son T-invariantes (modo), de donde p ( ~ !  f )  = O ó 1. Se sigue fácilmente que f debe 
ser constante en casi todo punto. 
* 
3) 1). Se sigue inmediatamente del teorema ergódico, pues f es T- 
invariante para toda f E L1 ( p ) ,  luego constante, por 3). ¤ 
Todos los ejemplos mencionados anteriormente son sistemas ergódicos, salvo 
en el caso en que f *(eie) = eiUe con ci. irracional (ver la Sección 1.2). 
Existen otras prol>iedacles que son más fuertes que la ergodicidad. Nosotros 
estamos interesados en dos de ellas, m.ezcla y exact i tud.  
Definición 1.4. 
1) T es de  mezc la  s i  para todos E ,  F medible3 
2) T es exacto s i  los Únicos conjuntos  A tales que para todo n E N ,  
A ~ T - " ( A , ) ,  c o n  A, E A ,  
t i e n e n  p -med ida  O ó 1. 
OBSERVACIÓN. Es claro qiie la exactitiid implica la ergodicidad pero, de hecho, se 
verifica que 
exactitud ==+ mezcla ==+ ergodicidad. 
Veremos que cualquier fiinción interna que no sea una rotación y que tenga un 
punto fijo en A, digamos f(0)  = O, es exacta y, por tanto, es de mezcla y ergódica. 
De hecho se satisface una propiedad más fuerte de mezcla uniforme [P2, Lema 31 
(ver la Sección 1.2). 
1.2. Funciones internas. Lema de Lowner. 
Una fuxicióii iiiteriia es iiiia fiincióii holoinoifa f : A -+ A tal que 
para casi todo eie (con respecto a la medida de Lebesgue cn OA). 
Aquí y en todo lo que sigue A denota el disco unidad del plano complejo, 
A = { z  E @ : Izl < 11, y BA la circunferencia unidad, BA = {z E @ : Izl = 1) .  
Es claro qiie tina fiinción interna f está acotada, es decir, f E Hm(A). Por 
tanto, aunqiic f puecle no estar definida en todo punto de ¿)A, por el teorema de 
Fatoii, f *(eze) = liin,,l f (re") existe para casi todo e", y por hipótesis, 1 f *(ete)\  = 
1, por lo que f * : OA - OA está definida salvo en un coiljiiiito de medida nula. 
En lo que sigue, para no complicar la notación, omitiremos la estrella aunque f esté 
actuando en OA. 
Aparte de sus propiedades cliiiáiiiicas las fiiiiciones iiiteriias son importantes 
porque toda fiiiicióii f E H m ( A )  piiede factorizarse como (ver por ejemplo [G, 
Capítulo 21) 
donde p es una medida finita y positiva eii BA, y {aj} es la sucesión de los ceros 
de f .  Esta siicesióii satisface la coiidicióii <le Blaschke 
que asegura la convergencia del producto iiifiiiito en (1.1). Si algún uj  es cero, 
entenderemos que Jajl /uj  = 1. 
La función f es interna si y sólo si la medida p es singular (con respecto a 
la medida de Lebesgue). De hecho, (1.1) nos dice que toda f E Hm(A)  puede 
factorizarse como f = Ef. If donde 
es una función holomorfa Ef : A -4 A sin ceros (suele llamarse a E, una función 
externa) y 
m laj/ z - a j  
(1.2) I~ ( z )  = e' - a j  1 - ájz  exp ( - Lr + d u ( ~ ) )  ,j=i e'@ - z 
donde u es una medida singular, esto es, If es una función interna. Por tanto, (1.2) 
es la forma más general de una función interna. 
Los productos de Blaschke, 
m laj[ z - a j  f (z) = ei' z" - 
a j  1 - á j z  ( a j  # 0) 1 j=i 
donde la sucesión {aj} cumple la condición de Blaschke, y en particular las trans- 
formaciones de Mobius, 
z - a  f ( z )  = e'p  
1 - a-. 7 (14 < l ) ?  
son las funciones internas sin parte siilgiilar. De entre ellos, los productos de 
Blaschke finitos son precisameilte las funcioiies internas tales que f : a A  + ¿?A es 
continua. 
Por un teorema de Frostman (ver Capítulo 5, donde se enuncia) toda función 
interna es, salvo componer con una transformación de Mibias  adecuada, u n  pro- 
ducto de Blaschke. 
Una funcióii interna si11 ceros se llama una función interna singular, 
27r ,¡O + z 
f ( r )  = exp ( - 6 e;8_ du(9)) , u singular. 
Obsérvese que si u es la. delta de Dirac soportada en 1, se obtiene la función singular, 
Si f es interna,, f : OA -+ a A  puede ser muy discontinua. De hecho, si 
r E a A  es un punto singular de f ,  esto es, iin punto tal que f no puede extenderse 
analíticamente a través de ilingúil eiltorilo siiyo (en OA), entonces f aplica todo 
entorno de z sobre aA.  Deiiotareiiios por S( f )  el coiljiinto de puntos singulares de 
f ;  S ( f )  está formado por el conjunto de puntos de acumulación de los ceros {a,} 
junto con el soporte de la medida v. 
La dinámica de tina aplicación holomorfa f  : A -+ A está descrita por la 
siguiente 
Proposicióii 1.2 (Denjoy-U'olff, [DI). Sea f  : A -+ A ho[omorfa. Entonces, existe 
p E E tal Que 
lim f  "(2) = p  , 
n-m 
uniformemente sobre compactos. Además, si p  E A, y f  no es Mebaus, entonces 
f ( p )  = p, y ( f l ( p ) (  < 1 ,  y si p E B A ,  entonces lim,-i I f f ( r p ) (  < 1. 
El punto p suele ser denominado como el punto de Denjoy- Wolff para f .  
Es una fácil consectiencia del lema de Schwarz que si f  tiene un punto fijo p en 
A, y f  no es una transformación de Mobius (y, por tantoo tampoco una rotación), 
entonces p es su punto de Denjoy-ki'olff y 1 f ' (p) l  < 1. 
La iinportancia de qtie f  : A -4 A interna., tenga un plinto fijo en A queda 
patente por el sigiiiente lema. 
Proposicióii 1.3 (Lema de Lo~vner). Si f  es interna, entonces f : B A  -t d A  
preserva la medida d e  Lebesgue si y sólo si f ( 0 )  = 0. 
DEMOSTRACI~N.  Si f  es una rotación, es decir, si f ( z )  = e ' q z ,  esto es claro. Así 
pues, supongamos que f no es tina rotación. 
Supongamos primero que f ( 0 )  = O.  Denotemos por L la medida de Lebesgue 
nor~nalizada en ¿)A. Es stificiente ver que 
para todo intervalo (arco) I C ¿)A. Sea ti la extensión dc Poisson de x I ,  
Como 11 O f  es arinónica y acotada, por el teorema de Fatou, Z L  O f  = P ( h ) ,  donde 
11 E L m ( a A ) ,  y 
( 1 1  o f ) ( ~ - e " )  - h ( e l ' ) ,  c.t.p. O .  
r - l  
Por otro lado, por un teorema. de Schwarz [ A l ,  p. 1691, también 
en cada punto de continuidad de ~ ~ ( 0 ) .  Es decir, 
si e' E Int (1) , 
u( se i e )  - 
si e" E E x t ( I ) .  
Por el principio de reflexión de Schwarz u puede prolongarse a través de Int (1) y 
de Ext (1) con lo que 
y, como f es interna, se deduce que en casi todo e'', 
Esto nos permite concluir que 12 = x f - 'W , y finalmente que 
R.ecíproca,meilte, si f : B A  --+ aA preserva la. medida de Lebesgue, se sigue 
que para toda g : B A  -t @ medible, 
En particular, tomando g(e 'e)  = e", 
por el teorema de Caucliy. 
Por tanto, si f es interna, para que (8A, B ( B A ) ,  L., f )  sea un sistema dinámico 
es necesaria la hipótesis f ( 0 )  = O que siempre estará presente en los próximos 
capítulos. 
Sin embargo esta hipótesis no es tan restrictiva como parece, pues si f es 
interna y tiene un  punto fijo p E A, entonces f preserva la medida armónica A, 
de forma que en ese caso el sistema dinámico a considerar sería ( B A ,  B ( B A ) ,  A,, f ) .  
Las propiedades de todos estos sistemas dinámicos son equivalentes; de hecho son 
isomorfos a través de una transformación de Mobius adecuada que lleve uno en otro. 
Recordemos que A, puede definirse como la única medida de probabilidad tal 
que 
para toda iIi : 0A  - IR coiitiiiua. .4quí $(p) es la única extensión de Q que es 
contiiiua cn y ariiióiiica eii A. Es decir, G = P(iIi), la integral de Poisson de @. 
Observemos que, cil particular, si p = O, X p  = L. 
Además, por uii argiiirieiit,~ de aproxiiilacióii, es sencillo vcr que si I C aA es 
un intervalo, 
lo que permite ada.ptar fáciliiieiite la priieba del lema de Lowner para ver qiie f 
preserva X p .  
Observemos tambiéii cliie para toda @ : 8A + W contiiiiia 
y, por el teorema de represeiitacióii de Riesz, A, es absolutamente continua respecto 
de L, y su derivada tle Radon-Niliodym cs 
Si el puiito fijo es p E aA, eiltoiices f : BA --+ 0A  110 tiene una medida 
finita invariaiite cliie sea al,solutaiiieiit,e coiitiiiiia respecto de la medida de Lebesgue, ,; 
aunque piiede teiier uiia iiieclicla iiivariaiite u-finita que puede ser ergódica o no. De 
hecho [Neu], si  f : 0A  + 0A  tiene r ~ n a  medida de  probabilidad p invarzante 
y ab.qol,t~tamente contintra respecto de lo. m,edida de Lebesgue, entonces  f t i e n e  un 
pz~n to  fijo p E A, y adern.6.q 11 = X p  . 
Volvieiirlo al caso ceiitral, f ( 0 )  = O, las propiedades ergódicas de f son 
Proposicióri 1.4. (Ergodicidatl). Si f : A + A es in.ter7rrz y f (0)  = O, entonces  
f : 0A  + aA es e~górlica.  sc~,luo que f ata .tLn.a rotación de ringulo racional .  
Eii efecto, el hecho tlc cliic eiitre las rotacioiies sólo las de ángiilo irracional son 
ergódicas, es coiiocido coiiio teorema de \ITeyl-\ron Neiiinaiiii [Si, p. 251. 
Si f no es iiiia rotacióii, eiitoiices 
uniforineiiieiite sobre compactos. Ahora, si E; f- ' (E),  y llamamos, como en la 
prueba del leiiia <le Lri\v~ier. ti = P(,yE ), eiitoiices 
t l  o f = P ( x  ) = P ( x E )  = ' L .  f-'(E) 
Por tanto, iisaiitlo (1.3), 
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es decir, u = cte. Se sigue que ó bien E 0, ó bien E 2 aA.  ¤ . 
En cuanto a la mezcla, de hecho, se verifica un resultado más fuerte de mezcla 
uniforme, 
Proposición 1.5 (Pornrnerenke [P2]). Si f : A -+ A es in terna  con f(0) = 0, 
pero n o  u n a  rotación, entonces existe u n a  constante absol.uta Ii tal  que 
para todo n E N ,  y para todos los arcos 1 C dA, y todos los borelianos A C a A  con 
L(A) > O, y donde a = max{l/7, 1 fl(0)l}. 
Como consecirencia, se t iene qlLe f t iene  entropía positiva. Concretamente ,  
h(f )  2 c ( l  - lf1(0)l). 
Por último, en cuanto a la exactitud (que, en particular, prueba la mezcla y la 
ergodicidad), 
Proposicióil 1 . G  (Exactitud). Si f : A + A es in terna pero n o  u n a  rotación y 
f (O) = O, entonces f es exacta. 
En efecto, si A ;  f-"(E,) con E, E B(dA), entonces es fácil ver, como en la 
prueba del lema de Lowner, que 
'(xA) = '(xE, ) O f n  '
Ahora, como por el lema de Sch\varz, fn(:) + O, cuando 12 + m, uniformemente 
en {IzI = r } ,  y como L(A) = L(E,,) para todo n,  por el lema de Lowner, tenemos 
Por tanto, P ( x A )  es constailte, de donde, ó bien P ( x A )  E 0, ó bien P ( x A )  r 1/(27r). 
Es decir, L(A) = O Ó L(.4) = 1. W 
Una función iiiterila en la bola unidad de @" es una función holomorfa f : 
B, -+ A, donde B, = {z E @" : Izl < 1) tal que liin 1 f(r[)l = 1, en casi todo 
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punto 5 E S, = dBn con respecto a la medida de Lebesgue en S,. 
Recordemos que si : = (21,. . . , z,) E @", entonces lzI2 = zi Izj12. 
Hasta 1.981 se peilsaba que no había tales funciones (ver [R3]) pero en ese año 
A. B. Aleksandrov [AL] y poco después E. Low [Lo] fueron capaces de construirlas. 
Sin embargo ambas coilstrucciones son complicadas, lo que hace difícil manejar 
ejemplos concretos de tales funciones. 
Si f : B, * A es interna y f(0) = O, es sencillo comprobar, adaptando 
trivialmente la prueba de lema de Lowner, que f "preserva" la medida de Lebesgue 
Proposicióii 1.7 (Lema de Lowner para E,). Sea f : B, --+ A u n a  func ión  
in terna  con f(0) = O. S i  E a A  es un boreiiano, entonces 
donde u y L denotan,  re.spectivamente, las medidas de Lebesgue normalizadas e n  
S, = aB, y e n  aA.  
1.3. Funciones uiiivaleiltes. Leina de Lowiler. 
Una función holomorfa f : A -+ A se dice univalen,te si es inyectiva. El 
comportamiento frontera de estas funciones es, en cierto modo, opuesto al de las 
funciones internas pues, como veremos, las funciones internas aumentan el tamafio 
de las antiimágenes, mientras que las uilivalentes hacen crecer a las imágenes. 
La razón heurística de tal diferencia puede encontrarse en el hecho de que si f 
es univalente 1 fl([)I 1, si ( E a A ,  mientras que si f es interna para casi todos los 
ur E A (excepto en un coiijuiit.~ de capacidad logarítmica nula) 
lo que, grosso modo, nos dice cliie l (  f -')'(ci))l L 1 
La siguiente. es la "versióii" del lema de Lowiler para fuiiciones univalentes. 
Proposicióii 1.8 (Lema de Lowner [.42, p. 131) S E  f : A + A es univalente con 
f (O)  = O, y s i  E C EIA es u n  boreliano con l ímites radiales f ( E )  C ¿?A, entonces 
Además  nunca hay desigualdad e n  sentido contrario, y e n  cuanto a la igualdad, s i  
L(E) > O, ésta sólo puede darse s i  f es Iinm rotación. 
1.4. Contenidos. 
Puesto que el lema de Lowner dice poca cosa cuando L ( E )  = O, necesitamos 
una forma de medir el tamaño de los conjuntos que discrimine entre conjuntos de 
medida cero. Esto nos conducirá al estudio de las dimensiones fraccionarias que 
pueden calcularse usando contenidos o capacidades de Riesz cuyas definiciones y 
propiedades abordaremos en la presente y próxima secciones, respectivamente. 
Sea ( X , d )  un espacio métrico. Dados x E X, r > O, denotaremos la bola con 
centro x y radio r por Bd(x, r) .  
Sean ahora A C A', 6 > O. Llamaremos un 6-cubrimiento de A, a una familia 
{Bd(xi,ri)}i,l de bolas en que cubren A, (es decir, A UiBd(xi,ri)), tal que 
r, 5 6 para todos los radios vi.  Dcfiiiimos también, dado a > 0, 
H,,a(A) = inf { x r q  : {Bd(zi , r i )}  es un 6-cubrimiento de A }  . 
i 
Es claro que si 6, 5 62, entonces Ha,&, (.4) 2 H0,62(.4). Esto da. sentido a la siguiente 
definición. 
La medida de Hausdorff a-dimensional de A, es 
H,(A) = lim H,,s(A) 
6-0 
Observemos que puede ocurrir que H,(A) = +m. H, resulta ser una medida 
(positiva) en una cierta u-álgebra en A', si la distancia d verifica. ciertas propiedades 
de separación (ver, por ejemplo, [Rol). Si X = R" estas propiedades se verifican y 
los borelianos resultan ser inedibles. 
Puesto que 6 -+ O ,  los cubrirnientos extremales corresponden a radios pequeños, 
lo que nos dice que 
0.1 5 0 . 2  ==+ H,,(-4)2He2(-4) ,  
esto es, H,(A) es iina función dccrcciente en a. 
La dimensión de Ha~lsdorff de A, se define como 
Dim(A) = sup { a  : H,(A) > O) = inf {ff : Hm(A) = 01 
De hecho (ver, por ejemplo, [ICS]) se tiene que 
por lo que si O < Hp(rl) < +m, entonces Dim(A) = p. El recíproco de esta 
afirmación es falso (ver los ejemplos que sigiien). 
1) Si X = W", es claro que H, es un múltiplo de la medida de Lebesgue. Se 
deduce que todo conjunto en Wn de medida positiva y finita tiene dimensión de 
HausdorfT igual a n.  
2) Puesto que toda bola en Wn tiene medida positiva y finita, tiene dimensión 
de Hausdoríf n. Por tanto, toda bola tiene medida de Hausdoiff (n  + E)-dimensional 
nula, cualquiera que sea E > O. Puesto que H, es una medida, se sigue que todo 
boreliano de Wn, incluyendo al propio W n ,  tiene medida de HausdorfT (n  + E ) -  
dimensional nula, y por tanto, la dimensión de Hausdoríf de cualquier subconjunto 
de Wn de medida de Lebesgue positiva (aunque sea infinita) es n. 
3) En cambio, los su1,coiijuntos de Wn de medida de Lebesgue nula pueden 
tener cualquier dimensión entre O y n.  Por ejemplo, ciialquier conjunto numerable 
{ a }  tiene dimensión cero, pues {B(a,,  n/?")} es un 6-cubriiniento de {a,), 
cualquiera que sea R < 6, de donde Hnj6({a,,)) = O ,  para todos o , 6  > O. Sin 
embargo, también hay subconju~~tos de medida de Lebesgue nula y dimensión n. 
De hecho, se puede construir iin conjunto de Cantor (para cada O 5 o 5 n)  tal que 
Dim(A) = a.  
La medida de Hausdoiff tiene el inconveniente de que, en ocasiones, es difícil 
de manejar porque en muchas ocasiones es infinito. Una forma alternativa de hallar 
dimensiones de Hausdod la proporciona el o-contenido. 
Si A 2 -Y, el o-conten.ido de -4, se define como 
Es claro que 
A&(.+i) = O U H,(-4) = O, 
por lo que 
Dii i~(A) = itif {o  : Af0 = 0) = sup { a  : 111, > O} 
Sin embargo, AJO tiene la gran ventaja de ser finita sobre conjuntos acotados 
y el inconvenieiite de que no es una medida. Aliora bien, si MO(A) > O ,  entonces 
([S], [Fa]) existe una medida / L  positiva tal que: 
i) hf,(A) = 11,111, (la masa total de p)  
ii) p (Bd(r ,R))  5 C, RO,  para. toda bola Bd(x, R). 
Esto suele facilitar el cálculo de dimensiones de Haiisdoiff. 
1.5. Capacidades. 
Sea (x,7) iin espacio topológico. Una capacidad en S es una función de 
conjunto f no negativa que cumple 
1) f ( E )  = sup {f (F)  : F C E ,  F compacto}, 
2) ~ ( E I )  L f(Ez), si EI C Ez ,  
3) f *(E)  = lim f*(E,), si E, /" E, 
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donde f* es la función de conjunto (llamada capacidad ezterior) definida por 
f*(E)  = inf {f(O) : E 0 ,  O abierto} 
Un conjunto se dice capacitable si f ( E )  = f *(E) .  
Nosotros estamos interesados en las capacidades de Riesz y logarítmica, puesto 
que las primeras nos permitirán calcular dimensiones de HausdorfT y la segunda 
es un invariante conforme por transformaciones confornles normalizadas en infinito 
(ver la Sección 1,s). 
donde 
Si p es una medida con signo en I R N  (O < a < N),  la N-energía de p se define 
como 
L(P) = JJ w x  - YI) ~ P ( x )  +(Y), 
E N  xBN 
Si E es un sul,conjii~ito conipacto <le I R N ,  entonces la a-capacidad (de Riesz) 
de E es 
1 
(1.4) = i 1 )  : 1, prol~abillidad soportada en E} 
ca!Je(E) 
si O < N < N ,  y la capaciclad logarítmica de E se define como 
1 
(1.5) lag ca.po(E) = i f  { I o ( )  : p probabilidad soportada en E} 
OBSERVACIONES: 
1) Si a = N - 2 ( N  > 2), la capacidad de Riesz es la capacidad newtoniana. La 
energía newtonia.na es Ia que aparece asociada en la Física a los potenciales gravi- 
tatorios o de Coulomb. Su ariálogo en dimensión dos es la capacidad logarítmica. 
2) Si a = O, la capacidad logarítmica se define de forma diferente con dos 
objetivos: que sea positiva y que coincida con el diámetro transñiiito y con e-7 
donde y es la constante de Robiii de E (ver las secciones 1.G y 1.8). 
3) Si Io(p) = +m, para toda probabilidad p soportada en E, diremos que 
capo(E) = O.  
El ínfimo eii (1.4) y (1.5), si es mayor que cero, se alcanza para una Única 
medida de probabilidad / r e  qiie llamaremos la a-distribución de equilibrio de E. 
Para probarlo y con el objetivo adicional de caracterizar la a-capacidad de E 
cuando E no es compacto, necesitamos recordar algunos hechos sobre convergencia 
de medidas. Eii cualqiiier caso, las iefcreiicias básicas sobre este tópico son [C], 
[IíS] y [L], especiiilineilte esta últiiiia. aunque allí los resultados qiie necesitamos 
están bastante dispersos. Por tanto, cn lo que sigue, vamos a darles una redacción 
unificada y coi1 cierto detalle. 
Diremos que uiia siicesióii de medidas con signo, {u,}, con soportes conteiiidos 
en un coiljuiito compacto Ii, converge (u* a. tina inedida con signo u,  si 
para toda h E C(I i ) ,  el espacio de las funciones contiiiuas en II'. Aquí, la conver- 
gencia tu* hace referencia a la diialiclad eiit.re el espacio [le medidas con signo con 
soporte en Ii, y el espacio C(II'). 
Denotareinos por M,( I i )  el espacio de todas las medidas con signo con soporte 
contenido en Ii y ciiya &-energía es fiiiita. M ,  denotará el mismo espacio sin 
restrición sobre e1 soporte de la medida, y M i  el espacio correspondiente de medidas 
positivas. 
"1. Lelila 1.1. Si {a , , }  C M: ( O  < cu < !Ir) .  y u,, + u ,  en.tonce.9 u E M:, y 
I,(u) 5 liin iis Im(u,,)  .
,,-m 
DE~IOSTRACIÓN. Sea @o,p(t)  el núcleo "triincado" 
Eiitonces, para todo p > 0, 
JJ C ~ ~ , ~ ( l x  - y1) du(z)  du(y) = liin @,,,(1~ - VI) clun(z) ~ O , ( Y )  ,,-m JJ 
5 liin iiif I,(a,,) . 
"-m 
El lema se sigiie aliora del teorema de la convergencia nioiiótona (cuando p + m). 
O 
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Lema 1.2 ([L, p. 791). S i  O < a < N, y o E M,, entonces I,(a) > O. Ademá3 
I,(a) = O si y sólo s i  a O. 
Lemma 1.3 ([L, p. SO]). Si a E M. y el soporte de a está contenido e n  un disco 
abierto de radio 1, entonces Io(a) 2 O, y 
Io(a) = O s i  y sólo s i  a = 0. 
Estos dos lcmas nos permiten definir un producto esca.lar en M, (para O < 
U. < N) y, por ejemplo, en Mo({l.cl 5 1/2))  (para a = 0) coino sigue 
Observemos que la norma asociada verifica (no confundir IJaJJ con a(LRN)). 
Lema 1.4. Si O < a < N, {o,) C M:(I<), a, %a,  y Ilonll < M, entonces 
a E M:(aA) y a, = o  e n  sentido débil con  respecto al producto escalar. 
El resultado también es cierto s i  reemplazamos M;(CIA) por~t ({1x1 5 1/2}). 
D E M O S T R A C I ~ N .  Por el Lema 1.1, tenemos que o E M;(I<), en el caso O < ol < N ,  
+ Y 0 E M. ({lzl 5 1/2)), en el caso a = O .  ..\demás, 
Por otro lado, si y es una medida con signo cuyo potencial 
es una función continua., entoilces 
Esto deinuestra el lema, puesto que tales medidas son densas en M,(I<) (O < 
a < N) ([L, p. S?]) y en Mo({ln:l 5 1/?}) ([L, p. 831). ¤ 
Lema 1.5. Si O < a < N ,  {u,} es u n a  suces ión  de  C a u c h y  ( c o n  respecto al 
w producto escalar) e n  M:(IC), y o ,  +o ,  entonces  u,  + a e n  la n o r m a ,  i.e. 
[lo,, - al\ + O ,  cuando  n + co 
E1 lema  sigue s iendo vál ido s i  reemplazamos  M ; ( I i )  por ~ $ ( { l x l  < 112)). 
D E ~ I O S T R A C I ~ N .  Puesto que {o,} es una sucesión de Caiicliy, {IIu,I)} es un con- 
junto acotado y, por tanto, el Lema 1.4 implica que o E MO(I i ) ,  y 
2 
u - o = ( o  - o,,u -u,)  = lim ( o  -u,, ,o, -o,) 
P- 0" 
Por tanto, por la desig~ialclad tlc Caiicliy-Scliwarz, 
esto es, 
- oiTII 5 lilll llgp - 
P-m 
Ahora estamos en coildiciones de prol~ar la existcncia de una medida que rni- 
nimiza (1.4) (y (1.5)) ,  en el caso en que E es compacto. 
En efecto, sea {/L,}?=,. con 1 1 ,  probal~ilidades soportadas en E ,  una sucesión 
minimizante, i.e. 
l i n ~  I m ( ~ r )  = I,V"(E) , 
,>-m 
donde I,V,(E) denota el íiifiiiio qiie aparece en (1.4) y (1.5). Coino pn(E)  = 1, para 
" 8 .  todo u ,  por el teorema tle Baiiacli-.4laoglii, podemos siipoiicr que p ,  -+ p e ,  donde 
p ,  es una cierta iiiedida con soporte cii E. Es fácil ver (pie, además, / r e  es una 
probabilidad en E. .4dciiiás. por el Lciiia 1.1,  
Por tanto, Io (pe )  = I,V,(E). La iinicidad de p ,  se sigue tlcl siguiente: 
Lema 1 . G .  Si O < a. < A', entonces para toda  probabilidad a sopor tada e n  E ,  
subconjunto  compacto  de JRN, 
El  l e m a  sigue s iendo vál ido para el caso a = O s i  E es 1Ln subconjunto  compacto  de  
{IxI 51 /21 .  
DEMOSTRACIÓN. Consideremos para t  E [O, 11 las probabilidades soportadas en E 
dadas por 
at = (1 - t ) p e  + t u .  
Corno at = pe + t ( a  - p , ) ,  tenemos que 
Por tanto, 3 ( p , , o  - p e )  + t J J u  - p,1J2 _> O, si t  E (O, 1) .  Haciendo t  -+ O ,  obtenemos 
que (pe, Q - pe) 2 O, esto es, 
Por tanto, 
Corolario. Si E es compacto ,  la med ida  p,  que minimiza la integral d e  energía, 
es dnica. 
DEMOSTRACI~N.  En el caso O < a < N, esto es claro por el Lema 1.6. En el caso 
a = O, la unicidad de p ,  se ve del siguiente modo: Si E C {Ixl 5 R} y si v es una 
probabilidad con soporte eii E, entonces la probabilidad I/* definida por 
(l.6) v*(.i) = v(7R A ) ,  
para todo A boreliano de { lz l  < 1/2} está soportada en & E  = {x/(2R) : s E E}. 
Por el Lema 1.6, & E  C {1z1 5 1/2} ticne una única medida de equilibrio que 
denotaremos p:. La probabilidad / l e ,  definida por medio de (1.6) a partir de p:,  
está soportada en E y es la única nieclida iiiitiiiiiizante, piics es claro que 
En orden a obtener iiila capacidacl ~iccesitamos extcntler la definición a sub- 
conjuntos arbitrarios de IRN. Si E 2 WN (O < a. < N), dcfiiiimos 
cap,(E) = sup {cap,(Ii) : II: C E ,  II: coinpacto} 
Es un teorema clásico de Clioquet [L, p. 1441 que todos los conjuntos de Borel (de 
hecho todos los cotijiintos analíticos) son capacitables, es decir, si E es un boreliano 
cap,(E) = inf {cap,(O) : E C O, O abierto} 
En el Capítulo 3 necesitaremos una caracterización de la a-capacidad de cual- 
quier boreliano de tlA eii términos de la a-cnergía. De lieclio, estamos ahora en 
condiciones de dar tal caracterizacióri para ctialquier boreliano acotado de WN. 
Lema  1.7. S i  O < a < A' y s i  E e s  un ~ u b c o n j u n t o  de Bore l  aco tado  e n  IRN, 
1 
= inf { Io ( ,~ )  : LL probabilidad! p(E)  = 1) , 
capn(E) 










y, por tanto, 
D E ~ ~ O S T R A C I ~ N .  Si capo(E) = O es fAcil verificar que ambos miembros de (1.7) 
son simultáneamente infinito. Sripongamos, pues, que cap,(E) > O, y sea p una 
probabilidad con p(E)  = 1 y a-energía finita. Sea Ii,, c E una sucesión de 
conjuntos compactos tales que f ~ ( I i , )  /" 1. Entonces 
Haciendo n + m, el teorema de la. convergencia monótona nos da  que 
1 
< i f  { I )  : 11 probabilidad, p (E)  = 1) 
cap,(E) - 
Pasa probar In desigiialtla<l opii<.st;i, clijamos iiiia siicesión creciente Ii, C E de 
conjiintos compactos talcs qiie cnpo(Ii, ,) -+ cap,(E). Entonces, si /A,, denota la 
distribución <le equilibrio tlc Ii,. 
Esto prueba (1.7). .4deinás, salvo por tener que extraer tina subsucesión, podemos 
siiponer que 
I U>. - P e ,  L L r l  >,-m 
donde 11, es tina medida dc probabilidad soportada en E. Por el Lema 1.1, esta 
medida cumple que 
Para terminar, sólo necesitamos verificar que p, es la medida que aparece en (1.8) 
probando que, de hecho, tenemos igualdad en (1.9). Puesto que 
en virtud del Lema 1.5, sólo necesitamos mostrar que { es una sucesión de 
Cauchy en M:(E) .  Pero si n , p  E N, y si n  2 p ,  como ICP C IC,, tenemos que p, 
es una probabilidad soportada sobre I<, y por tanto, el Lema 1.6 y (1.9) nos dan 
Para el caso a = O tenemos 
Lemilla 1.8. Si E es un s~~bcon j z rn to  de  Borel  acotado de   IR^, en tonces  
log 1 (1.10) = iiif {Io(fs) : p probabilidad, /,(E) = 1) 
capo(E) 
A d e m á s ,  e z i s t e  u n a  m e d i d a  de  probabilidad 11, soportada e n  E ta l  que 
DEMOCTRACIÓN. Sigue las mismas líneas que la del Lema 1.7 hasta los pasos finales. 
Para probar (1.11) necesitamos algunas modificaciones similares a las que hicimos 
en el caso en que E es compacto. 
Si X > O, y si A C lRN. denotaremos por AA el conjiinto AA = {Xx : x E A}. 
Siipongaiiios que E C {x : 1x1 5 R). Entonces & E  es un subconjunto 
de Borel de {IxI 5 1/2}. .4iiora, t,oiiieiiios una sucesióii creciente de compactos 
I<: C & E tales que capo(I<:) -+ capo(& E). Sea /L:, la medida de equilibrio de 
I<:. Las probabilidades p,, definidas por 
para A boreliaiio en (1x1 < R}, están soportadas en E. ..\demás, es claro que 
U>. Por otro lado, como en la clemostración del Lema 1.7, fi:, -+ p:, donde p: es una 
-
medida de probabilidacl soportada en E ,  y 
UI - Como p, + p, ,  donde p,  es la medida de probabilidad soportada en E y definida 
a partir de p.: por medio de (1.12), concliiimos de (1.13) y (1.14) que 
OBSERVACIÓN. Las medidas p,  de los dos lemas anteriores son únicas, por el Lema 
1.6 y su corolario. 
1.6. Diámetro trailsfiilito. 
La conexión etitrc la capacidatl ciil>,(E) y las propieclades inétricas de E queda 
de manifiesto por su coincidencia coi1 el o-diámetro transfiiiito. 
La construcción del a-diámetro traiisfinito es como sigue. Dado n E N, sean 
21 , .  . . , z n ,  n puntos arbitrarios de E,  subconjutlto conlpacto de W N .  La función 
alcanza su valor mínimo en E,  en ciertos puntos (In'") que Ila.inaremos los a-puntos ' '  
de Fekete de E de orden 1 7 .  Llamemos 
No es difícil comprol,ar que D!,!, (E) > D ! ~ ) ( E )  ([L, p. 160]),  por lo que existe el 
límite 
D'" ' (E)  = liin D,:' 
11 -03 
( ( E )  2 0 
que Ilamarciiios el a- diciirretro tr~n.sfinito de E .  Las ca~it,idatles D?'(E) se Iiamará~i 
los (n,a)-di6m.etros de E .  
En el caso a = O ,  el clizíriietro trarisfiriito se obtierie de fornia. similar: para cada 
n E N la fuiicióil 
1 
- E log 1 ( )  I < J  . Ixi-Xjl 
alcanza su mínimo en E en ciertos puntos E ( " )  llamados los puntos de Fekete de 
E de orden 1 1 .  Si denotamos por log l / D , , ( E )  el valor iníiiimo de (1.15) sobre E, 
entonces 
Como antes, es fácil comprobar que D,+¡(E) < D,,(E), y por tanto, existe el límite 
D(E)  = linl D,,(E),  
n-m 
que llamareinos el diámetro transfinito de E. Nos referiremos a las cantidades 
D,(E) como los n-diámetros de E .  Pues bien, se tiene 
Teorema IL, p. 161, 1691. Si E es un compacto en I I tN,  
1) Si O < a < N, entonces 
2) Si a = O, entonces 
D(E)  = capo(E) 
(1) OBSERVACIÓN. Si N = 3, n. = 1, las cantidades D, ( E )  tienen una interpretación 
física sencilla. Consideremos en E una distribución de n cargas puntuales de carga 
l l n ;  entonces, la energía poteiicial de tal sistema de cargas es mínima cuando las 
(n,]) 
cargas están localizadas en los puntos de Fekete ti . 
1.7. Capacidad, coiiteiiido y dimeiisióii de Hausdorff. 
N Comparando normas C,, en el espacio de siicesiones { u , } ~ = ~  con la norma 
N (h lajlu)llo, tenemos (por la desigualtlad de Holder) que si al 5 0 2 ,  en- 
tonces 11 . I, < 1 1 .  II,,, es decir 
donde la primera desigiialdad se sigue de la definición de los al-puntos de Fekete 
de orden n.  Por tanto, 
I/o? (D!:~)(E))'/~' 2 ( D ~ ( E ) )  , si O < al 5 a 2  < N ,  
y pasando al Iíiilite cuando 72 + CU, 
Para relacionar las capacidades de Riesz con la capacidad logarítinica, usemos 
la desigualdad de Jensen otra vez en el espacio dc siicesiones con la misma 
norina que antes. Obtenemos, iisando la función convexa Q(t) = log(l/t)'Ie, que 
sicu>O 
donde, en la primera desigualdad, hemos usado que los puntos de Fekete de orden 
n,  e!"), minimizan (1.15). Por tanto, 
1 ( (E))-I/O> 
exp (log -) 5 (DR) 
D"(E)  
Pasando al límite cuando 71. -+ m, y en vista del Teorema. de la sección anterior, 
vemos que 
Hemos obtcnido (1.16) y (1.17) si E es coinpacto, de tloiide, tomando supremos 
en todos los compaci.os contenidos en E, (1.16) y (1.17) son válidas para todo 
boreliano de W N  . 
Observeiiios ahora que, fijado E ,  por (1.16), ( c a p , ( ~ ) ) ' l U  es una función 
monótoiia decreciente cii a, por lo qiie ticiic sentido definir la dim.ens ión  capaci-  
tar la  d e  E coino 
Dirn,,,(E) = sup {ct : cap,(E) > O) = illf { O  : cap,(E) = 01.  
Observemos que O 5 Diiiic.,(E) 5 N. El Iiecho criicial cs que 
Teoreriia [I\S, p. 341. Para  t odo  bore l i~~1 .o  de W N ,  la d i m e n s i ó n  capac i tar ia  d e  E 
coinc ide  c o n  J I L  diTneT¿.qiÓl~ d e  H n i ~ ~ d o r f f .  
1) Si E tiene ineclitla tle Lcbesgiie positiva, entonces Divz(E) = N. Como 
vimos anterioriiientc, es suficieiit,~ verlo si E tiene ineditla finita. Pero entonces, 
L/L(E)  es una I>rol~iibilidad en E que i.iciie a-energía. finita para todo O < a < N. 
Por ta.nto, Dinz(E) = N. 
2) Cualquier conjunto finito o numerable tiene a-capacidad nula para todo 
O 5 a < N ,  ya que todas las probabiliclades en E son combinaciones de deltas de 
Dirac. Por tanto, todo coiijiinto finito o numerable ticne dimensión cero. 
3) Por 1) vemos que los conjuiitos con Diila(E) E [O, N )  tienen medida cero. 
Esto deja patente el interés cle las capacidades y contenidos pues son formas de 
medir el tamaño, que discritniiiaii entre conjuntos dc medida nula. 
1.8. Función de Green de un dominio plano. 
Sea ahora E un compacto en W2 = @, y veamos que el comportamiento 
asintótico del poteiicial logarítmico 
de la medida de equilibrio de E nos da una importante interpretación de la capacidad 
logarítmica en el marco de la teoría de las funciones analíticas. Supongamos que 
capo(E) > 0. Entonces ([L, p. 1361, [A, p. 251) 
= I ~ ( / l e )  , aproximadaiiiciite en todo E, 
U''= ( z )  
5 Io(/le), para todo 1: E WZ, 
doiide la expresión "aprosiiiiadaiiieiite eii todo E" significa igualdad, salvo, a lo 
sumo, en iin siibconjuiito clc capacidad logarítiiiica iiiila. 
Por otro lado, cuando 1x1 -+ w, 
Por tanto, la fiincióii 
g ~ ( z )  = -UiLe(z) + I u (~1.e 1 , 
que es armónica en R,, la compoiietite coilesa no acotada de @ \ E, cumple que 
1) gE(z) = 0, aproximaclaineiite en todo E, en particular en 8R,. 
3) El coinportarnieiit~o en iifiiiito clc gE(z) es, por (l . lS),  
f J ~ ( z )  = lo& 1x1 + I ~ ( / L ~ )  f 0 
1 1 
= log I:cl + log 
cñpU(E) + O (M) 
La función gE(x) que está iinívocameiite caracterizada por l ) ,  2) y 3) (los conjuntos 
de capacidad logarítinica nula son de unicidad para el problema de Dirichlet) recibe 
el nombre de la función de Green de O, con polo e n  anjinito [Al,  p. 2571. 
La constante 
- liin gE(x) - log 1x1 = log 1 
- lzl-, capo(E) 
recibe el nombre de constante de Robin de E .  
Observemos que yE = ya*, , y por tanto, una primera consecuencia de (1.20) 
es que 
capo(E) = capO(aO,) = capo(@ \ O,). 
Además es claro qiie (1.30) nos proporciona otra forina. <le calcular capo(E). 
La función de Green de O, está íntimamente relacionada con la aplicación de 
Riemann de O,, si esta últinia es simplemente coiiexa. 
En efecto, en este caso, definiendo la fiiiición armónica conjugada hE(x) de 
gE(x) tal que 
es analítica en O, y realiza iiiia aplicacióii conforme de O, sobre { z  E @ : 1: > l .  : 
Además para 1z1 grande 
lo que priieba que la capacidad logarítiiiica de E coincide con el radio conforme 
(externo) de E ,  [Gol. 
Otra coiisecueiicia de (1.19) es la iiivariancia de capo(E) por transformaciones 
conformes normalizatlas en iilfinito. En efecto, sea f : O, --+ OI una transfor- 
mación conforme con f ( w )  = w ,  y tal qiie el desarrollo tle Laiirent de f ( z )  en oo 
tiene la forma 
f ( : ) = z +  . . .  
es decir, f está norinalizatla de foriiia qiie 
Si gl es la función de Greeii tle O1 con polo en infinito. entonces gl o f es la función 
de Green dc O, con polo en iiifiiiit,~. Si El = @ \ O,. sc sigue de (1.20) y (1.21) 
que 
capo(Ei) = ca i~o(E) ,  
puesto que Y ~ ,  = y E .  
Observemos que i f no aplica E en E l !  sino que la comparación viene de pasar 
a las componentes conexas no acotadas de @ \ E y @ \ El. 
Sin la condición [le normalización (1.21), habríamos obtenido 
donde f (z) = a: + . . . . 
Finalmente, señalemos que (1.19) permite calcular fácilmente la capacidad 
logarítmica en ciertos casos particulares (jsin hallar la medida de equilibrio!) 
Por ejemplo, si E = dA, es claro que la fiinción log JzJ  cumple l ) ,  2) y 3) con 
yE = O. Por tanto, gaa(z) = log I z l ,  y capo(¿3A) = capo(A) = 1. 
Ahora, por (1.22), se sigue que 
donde AR = {z E @ :  Ir1 < R}. 
Utilizando la fuiición 
que transforma {I:) > 1)  en el corn~>leniento del segmeiito [-2,2] vemos que 
y, nuevamente por (1.23) 
.o 
Ahora, nuevaineiite haciendo uso de la función (1.33) es fácil ver que la ca- 
pacidad logarítmica de un arco en dA de medida de Lebesgue e (O 5 e 5 27~) es 
sen (P/4). 
También es sencillo probar [L, p. 1731 que si E, denota la proyección ortogonal 
del compacto E sobre una línea recta cualquiera, entonces 
donde L(E,) denota la ~netlida. de Lebesgue (lineal) de E,. 
1.9. Uniforniización, métrica hiperbólica 
y expoiieiite de coiivergeiicia. 
En esta seccióii se describeii algunos tópicos qiie serán iiecesarios en el Capítulo 
6. Referencias básicas en este coiitexto soii (A2, Capítulos 9 y 101 y [Ni]. 
Sea R una supei-ficie de R.ieiiiaiiii. Uiia 8isperficie de c~sbr imien to  de R es u n  
par (S ,  f )  doiide S es tina siipei%cie de Riemann y f : S -t R es holomorfa y 
homeomorñsmo local. Si (S i ,  f i )  es una siiperficie de cubrimieiito de R, y (Sz, s i l )  
es un cubrimieiito de de S i ,  es claro que entonces (Sz,  fi  o f i l )  es de nuevo un 
cubriiniento, que direinos m á s  fuerte,  de R .  Obsérvese que si dos cubrimientos son 
mutuamente uno más fiierte que el otro, eiit,onces son coiiformemente equivalentes 
y pueden considerarse eseiicialineiite el mismo. 
Los subgriipos del griipo fundainental II l(R,po) coi1 punto base po E R [Mal 
tienen orden parcial LLiiiv~rso" al de las supcificies de ciibrimiento de R (A2). Esto 
tiene coino consecuencia qiie: 
Existe un cribriinieiito de R que es el m á s  f~rer t e  de todos. Tal cubrimiento 
- (R ,  rr) se llama el ci tbrimie~?.to zrni.uersa1 de R y tiene la propiedad de que su grupo 
fundamental IIi( '6,$o) con piiiito base $o E 2 ,  es trivial. Por tanto, í'? es simple- 
mente conexa. 
- 
Si R es iina siipei-ficie de Riciiiaiiii y K : R -t R es sil ciihrimiento iiniversal, 
el grispo de c1~6rirn.iento r de R (asoci;ido a K)  es cl grupo de transformaciones 
biholoinorfas y : 2 - '7? tales que rr o y = rr (lo qiic eqiiivale a decir que p y 
y(p) tienen la iiiisma proyeccióii). Se tiene qiie I' es isotiioifo al grupo fundamental 
n , (R,po)  [A31. 
El grupo r actúa tliscoiitiiiuaiii~iite y siii puntos fijos y R es conformemente 
- 
equivaleiite a R / r .  Rccíprocainciite, dado ciialquier griipo r de transformaciones 
biliolomoifas y : 'k - 2 que act,íicii discoiitiiiuaii~eiitc. y sin piintos fijos, Rlr es 
una superñcie de Rieinaiiii y K : 'l? -+ Rlr es su reciibriiniento iiniversal. Un tal 
grupo r se llaina un grirpo Fischsiano si 'l? = A. 
Uii hecho fiiiidaiiiciital es qiie esisteii miiy pocas siiperficies de Riemann sim- 
plemente conexas: 
Teorema de uiiiformizacióii [.A?, p. 1 Toda .qaperficie de R i e m a n n  simple-  
m e n t e  coneza  e,? c o n f o r n ~ e m e n t e  eq~ii.ualente al disco 1snida.d del  lan no complejo A, 
al propio plano con~.p¡ejo C. o a. la esfera dr: Riema.ní~  @ = @ U  {m}. 
Por tanto fi = A,  @ ó @. 
Si 'l? = 6, entonces R ha de ser necesariamente U?, ya que @ solo puede ser 
espacio recubridor de sí misma. 
- 
Si R = @, el grupo de cubrimiento ha de estar constituido necesariamente 
por transformaciones de la forma y(z) = z + a para que no haya puntos fijos en 
@; como, además, el grupo debe actuar discontinuamente, r ha de ser o bien el 
grupo trivial o bien debe tener uno o dos generadores. Por tanto R tiene que ser 
conformemente equivalente a @, @ \ {O), o a un toro, respectivamente (hay toda 
una variedad unidimensional de toros no conformemente equivalentes entre sí). 
Estas superficies que no tienen como recubridor universal al disco A se llaman 
ezcepcaonales. Todas las demás, que llamaremos hiperbólicas, tienen al disco como 
recubridor universal. 
Las transformaciones biliolomorfas que preservan A son precisamente las isome- 
trías que conservan orientación, del disco dotado de la métrica de Poincaré, 
Estas isometrías son las tra.iisformacio~ies de Mobius (foriiiaxi el grupo de Mobius), 
El disco con esta métrica coiistitiiyc cl modelo de Poincaré de la geometría 
hiperbólica, en el que las geoclésicas son los cliáinetros y los arcos de circunferencia 
perpencliciilares a 8A, y que time ciirvatiira Ii = -1. La razón de los factores 2 y 4 
en las expresiones de ds y dsZ es precisainciite lograr que la inétrica tenga curvatura 
1; = -1. 
Otro modelo coiiforinemciite equivalente a éste es el semiplano superior W = 
{ z  E @ : 1111 s > O} con la ~nétrica 
en el que las geodésicas son, o bien arcos de circiinferencia perpendiculares a W, o 
rayos verticales. 
Dada cualquier superficie de Rieinann hiperbólica, si T : A -4 R es su cubri- 
miento iiniversal, y dada T E h46b (A) ,  eiitoiices x o T : A 4 R es también un 
cubrimiento universal y, de liccho, estos son todos. Por tanto, al elegir un cubri- 
miento universal, podemos prcfijar ~ ( 0 )  y, por ejemplo, el argumento de xl(0). 
0bsi.rvese ahora que el griipo tle ciil)riiiiiciito r asociaclo a T : A -t R es un 
subgrupo de h G b  (A)  y coiiio R es coiiforiiienicnte equivalente a A / r ,  los grupos 
Fuchsianos r que podemos elegir son únicos salvo conjugación por un elemento de 
Mob (A). Por otro lado, coino r es iin grupo de isometrías eii la métrica de Poincaré 
de A, puede proyectarse diclia iiiétrica mediante T, obteniéiidose una métrica Rie- 
manniana conforine, completa y con curvatura I< = -1 en R = A/r.  
Si R = R es un doniinio plano, el término conforme se refiere a que la métrica 
es conforme con la métrica euclí<lca, esto es, 
La función A,(:) se denomina la densidad de la métr ica  hiperbólica de R. Las 
densidades de las métricas A,(z) y A,(z) verifican la relación 
donde x : A -+ R es el ciibri~iiieiito universal. 
Cononer A,(z) es tan difícil coino conocer x, pero existen ciertas cotas [A21 
para A,, a saber: 
Como consecuencia dcl lema de Scliwarz se tiene qiic 
., 
donde d denota. distancia eiiclíclea 
Usando el teorcina 114 de Iioel~e, se r e  qiie 
si R es simpleiiiente conexo. 
En ciertos casos part.iciilares se puede11 obtener cotas mejores. Por ejemplo 
[A-, p. 171 
1 
~ c \ ( O , l , ( = )  5 1 '  121 < 1. 
121 log - 1 - 1  
Usaremos esta. est,iniacióii en el capítiilo 6. 
La longitiitl de una. ciirva. y C R eii la iiiétrica de Poiiicaré de R es 
y la distaiicia iiitliicidii se ~Icfiiie coiiio 
pn (í,, z2 ) = iiif {L,( y) : y C R ciirva uniendo zl con z z }  . 
El ínfimo se alcanza y, de hecho, la curva que da el mínimo es un arco de geodésica 
en i2 en la métrica hiperbólica. 
Si f : A -, A es lioloinorfa, una reformulación del lema de Schwarz implica 
que 
~ , ( f ( z ) , f ( t u ) )  l p,(z,iu), para todos z ,w E A .  
De hecho, se cumple una versión nluclio más fuerte de este hecho. Si f : S -+ R 
es holomorfa, entonces 
es decir, las aplicacioiles lioloinorfas so11 coiltractivas para la métrica hiperbólica. 
En particular, si f es la inclusión de en Q2,  donde R1 C R2 son dominios 
planos, entonces 
( z )  A ,  ( 2 )  para. todo z E QI . 
Dada una curva y con piinto base p E R, denotemos por [y] la clase de homo- 
topía de y en I í l (R,p) ,  el griipo fiiiidainental de R .  La loiigitiid de la clase [y] se 
define por 
L,([y]) = i1zf{Lx(17) : 17 E [y]) . 
Consideremos ahora. la serie a1~soliit.a de Poiiicaré 
Si x : A -, R = A / r  es 1111 cubrimiento iiniversal con x(0) = p, y y es una curva 
cerrada en R coi1 piinto base p, denotemos por j la elevacióii de y a A que comienza 
en O y termina en, digamos, 2. Por el teorema dc ~nonodroinía, este punto final es 
el mismo para la elevación de ciialcliiier curva liornótopa a y que comienze en O. 
Además, es claro que x(:) = x(0) = p ,  por lo que z = T(0) para una Única T E r. 
Por otro lado, si u es el seginento (arco de geodésica eii A )  qiie une O con z, se tiene 
que 
L , (nou)  5 LA(u)  5 L,(li) = L,(D), 
para toda cirrva. 71 E [y]; coino, adeiixís, x O u E [y], se tiene que L,([y]) es, de 
hecho, un iníiliiiio y 
Por tanto, 
Puesto que 1 5 (1 + IT(0)I)' S ? ' ,  veinos que 
Por otro lado, es conociclo qiie ([T, p. 5161, [Ni, p. 211) Up(t) < +m si t > 1. Por 
tanto resulta iiatiiral tlcfiiiir el expoiiciite de convergencia tle R (o de r )  como 
esto es, la abcisa de convergencia de Up(t). 
Observemos que se obtiene el mismo exponente de convergencia si se sustituye 
O por cualquier otro punto de A, piics ello sólo supone coiijiigación en el grupo r y 
las transforinacioiies de Mobius conservan p, . 
Por lo anterior, veinos que 6(R) E [O, 11. Por otro laclo, 6(R) > O, salvo que R 
sea conformeiiiente equivalente al disco o a iiii anillo, y 6(A \ {O}) = 112. También 
es fácil ver [Ni, p. 221 que si R tiene área fiiiit,a, o más generalmente, si R no tiene 
función de Grccii [T, p. 5-21, entonces 6(R) = 1 y Up(l)  = +m. Todos estos hechos ' 
nos dicen que 6(R) tiene que ver con el taiiiaiio de la "froiitcra" de R a la que, en 
cierto sentido. mide 
Existe una relación directa eiit.rc 6(R) y el conjunto líinite A(r )  de r. Este se 
define coino el iiiíiiiiiio cerrado de a A  qiie es invariante por la acción dc r, o también 
corno el conjiiiito de puiitos de aciiiiiiilacióii de la órbita r (0 )  de O (se puede tomar 
la órbita de ciiiilqiiier otro punto dc A). Un iiiil>ortaiit.e siibconjunto de A(r) es 
el conjunto líiiiite cónico, denotado C ( r ) ,  qiie se define como el conjunto de los 
< E A(r )  ta.les que alguna subsucesión de r ( 0 )  está dentro de algún cono de Stolz 
con vértice en E .  Una exy>osicióii tlct;rllada cle éste y otros siil~conjuntos de A(r)  se 
encuentra en [Ni, Capít,iilo 21. 
Si r es finit.ameiite generado aiiibos coiijiiiitos líiiiitc coinciden salvo en un 
conjunto niiiiicral~le, el coiijiiiito de los puiitos fijos de los cle~iientos parabólicos de 
r. Si r no es finitaniente geiieraclo esto no ticne por qu6 ocurrir. Por ejemplo, si 
6 - E = A / r ,  donde E es cl coiijiinto de Cantor clásico, ciit,onces Dim(C(r ) )  < 1 
y Dim(A(r))  = 1. Esto se deduce como coiiseciiencia dcl teorema de Patterson y 
Siillivan que ahora eiiiinciareinos y de [F?]. 
El teoreiiia de S. J. Patterson y D. Siillivan comeiltii<lo (ver por ejemplo [N2, 
p. 1591) afirma qitc 
D17ii(C(r)) = 6 ( R ) ,  
con la única cxccpción dc R = A \ {O} ya cliie 6(A \ { O ] )  = 112 y A(A \ {O}) consta 
de un único piinto (su griipo dc ciilxiiiiiciito cs elemental). En part,icillar, 
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y si r es finitameiite generado, 
Dim(A(r)) = 6(R) 
Capítulo 2 
Distorsión del contenido 
de conjuntos frontera 
En este capítulo exteiidercinos rl lcina de Lowner a tliincnsiones fraccionarias 
inidiendo la distorsióii en tCriiiiiios (le o-cont,ciiido. Eri priiner liigar, veremos la 
exteiisión de N. G.  hIakaso\~ [h'l] para cl caso dc fiincioiics iinivaleiites. Su prueba 
rediice el problema a la desigualtlad <le Pominereiike para la capacidad logarítrnica 
qiie veremos eii el Capítulo 3. Eii la segiiiida sección probaremos el teorema de 
distorsión para fuiicioiies iiitcriias eii la bola unidad de @" ( 1 1  > 1). La prueba, que 
aparece en [FPR] es uiia exteiisión de la del caso n = 1 qiie puede encontrarse en 
[FP]. Adeiiiás, enuiiciaiiios y clcinostraiiios el teoreina tanibiéii para el caso en que 
la métrica eiiclídea en aB,, = {: 6 @" : I: = 1) es siistituida por una métrica 
equivalente a la métrica de Cariiot-Caratlieodory en el giiil>o de Heisenberg. Final- 
mente, en la Seccióii 2.3 probamos qiie, al ineiios en el caso n = 1, las desigualdades 
no pueden iiivertirse por lo que. en este caso, el Teorciiia 1 es "sharp". 
El Capítiilo se cst,ructiira de la sigiiieiite foriiia: 
2.1. Fiincioiies uiiiviileiites: Teorema de Maliarov 
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2.1. Funciones univalentes: Teorema de Makarov. 
En 1.988, N. G. Makarov logró probar la siguiente extensión del lema de 
Lowner. 
Teorema A. Sea f : A -, A una junción uniualente con f(0) = O .  Si E es un 
boreliano de i3A tal que f ( E )  aA, y si O < U. 1 ,  entonces 
En particular, 
Dim( f (E) )  2 Dim(E) , 
para cualquier f : A -+ A uniualente. 
Recordemos que f ( E )  denota el coiijunto de límites radiales 
Tales límites están definidos salvo cii 1111 si~l~coiijiiiito de E de capacidad logantmica 
nula y, por tanto, de a-coilteilido iiulo, para todo a, O < N 1. 
D E M O S T R A C I ~ N .  ES conociclo que existe una constante Cg tal que 
para todo boreliailo A en W2 (ver, por ejemplo, [L, p. 2031). Aquí capo denota ca- 
pacidad logarítiilica. Dado .E > 0, sea { I , } ~ ,  iin cubrimicnto de f ( E )  con intervalos 
(arcos) de radio T ,  tal que 
Para cada j ,  deiioteinos por E, el coiijuiit,~ 
Puesto que f ( E j )  C I j ,  cl t,coreilia tlc Poiiiiiicrciike (Cal>ítulo 3, Teorenla B) nos 
dice que 
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Se sigue, usando ( T I ) ,  (3.3) y el hecho de que ca.po(Ij) 5 Cr;, que 
Puesto que E > O era arl,it,rario. esto coiicliiye la priiel~a. 
En esta sección cotisitlcr;~remos dos métricas en S,, = 8B,,, la esfera unidad de 
@" (n > 1): la métrica eliclíclea y la iiií.t.rica 
donde 
es el procliicto escalar lieriiiítico iisii;il rlc CM. Una 11iicii;i rcfcrcxicia tlonde enco~itrar 
m,& detalles acerca tlc esta iii6trica es [R?]. Si E es 1111 I)orelii~no de S,,, denotaremos 
por AJo(E) y M, (E)  el a-conteiiitlo tle E con respect,o ;I la métrica euclídea y la 
métrica (1, respect,ivatiieiit,c!. 
El sigiiieiite tcoreina estirnde el lciiia tlr: L6wiier a diinciisiones fraccionarias y 
a dimensión siiperior. 
Teorema 1 ([FP], [FPR]). Si f : B,, -+ A es in terna.  f ( 0 )  = O ,  y E es un 
boreiiano de 8A,  en.to7rceu. pnnL 0 < a. 5 l. 
E n  particular s i  f : B, -t A es una función interna cualquiera y E es u n  
boreliano de B A ,  entonces 
(2.5) Din-~( f - ' (E))  >_ 211 - 2 + Dirn(E) 
donde Dim and Vim denotan, respectivamente, la dimensión de Hausdorff con 
respecto a la métrica euclídea y la métrica d. 
OBSERVACIÓN. Si n = 1, (2.5) y (2.6) coincide11 pues, en este caso, 
1 /2 d(n, 6 )  = la - 61 , b € d A ,  
con lo qiie 
Viin(A) = 2 Diiil(A), 
para todo boreliaiio de B A .  
En cambio, si la > 1, (2.5) y (2.6) son iiiclependientes. Esto se debe al hecho 
de que las bolas en la métrica (1 soii "clipses" eiiclídeas cil S,, con excentricidad no 
acotada ciiando el radio tieiide a cero. 
Para probar cl Teoreiiia 1, dciiiost,rarciiios iin lema acerca de integrales de 
Poisson y para ello liemos de coiisiderar el iiúcleo de Poisson clásico (no normalizado) 
y el núcleo de Poisson invariaiite (por los aiitoinorfismos cle B,,) 
Por siipuesto. aiiibos coiiicideii si 11. = 1. 
En esta seccióii, si v es una mctlida positiva en S,, denotaremos por P, la 
extensión de Poissoii clásica de v, es decir, 
y por Q, la exteiisióii de Poisson iiiv;iri;iiitc, 
Lema 2.1. Sea p una medida positiva y finita en 80, y sea f : B, --+ A una 
función interna. Entonces. eziste .una medida finita v > O en S,, tal que P,o f = P,. 
Además, si v tiene pnrte singrlar u y parte ab.qo11rtamente continua y, y denotamos 
4 = { E S ,  : P,(rE) -t +cm, cuando r -+ 1) 
Y 
B = {< E S, : 3 liin f(r[) = f (0, 1 f(()l = 1 , y l i i ~ i  P-,(r() > O) , 
r-1 r- 1 
entonces 
.A U B E f -' (soporte ( p ) )  
y por tanto: 
. (f- l(sol ,orte(~)))  = IIvII > 
puesto que -4 tiene a-medida p l e ~ ~ a  y B tieí~e y-medida plena. 
Lo mismo es válido ~i reemplazamos P, por Q,, para (posiblemente) otra me- 
dida u' > O, y A, B por los siqz~ieíites conitrntos 
Y 
B' = {< E S, : 3 lirn f ( r 0  = f(0, 1 f([)l = 1 ,  y liiii Q-,,(r{) > O}, 
7-1 7- 1 
donde u' and y' denotnn. re,~pecti~iic~~n.ente, 1.q partes singular absol.utamente con- 
tinua de v'. 
D E M O S T R A C I ~ N .  Probaremos el leiiia solaiiieiit,e para. la iiictlida v', puesto que la 
prueba del resiiltado para i/ cs siiiiilar y inSs cst;iiiclar. 
Sea U : A -4 @ iiiia fiiiicióii lioloinoifa tal que R.c U = P,,. Entonces U o f 
es tainbién liolonioifa y, por tanto, Rc(U o f )  = P,, o f cs ~>liii.iarmónica, es decir, 
a,rmónica y M-ariiiónica. (ver, por ejeiiiplo, [R?, Teorema 4.4.91). Por tanto, existen 
dos inedidas finitas y positiv;is i/ y 1)' cii S,, tales qiie 
Denotemos por E el sol1ort.e tlc la iiictlitla 11 .  Si ( E .A', entonces 1 f (r() l  -+ 1 
cuando r -t 1. La curva { f ( r ( )  : O 5 1.  < 11, que está contenida en A, debe 
terminar en un úiiico piiiit,o c ' $  = f([) E A,  pricsto qiic, cn otro caso, P, +m 
sobre un coiijiiiito dc iiieclicla clc Lchcsgiie positiva, lo ciitil es iinposible puesto que 
y la derivada de Radoti-Nil;ocl:.rii dp/dL E L1(DA). .41ioia bicn, e'* E E, puesto 
que, en otro caso. P, se aiiulaiía coiitiiiiiaiiiciite eii e'*, lo que contradice el hecho 
de que Q,,(r() -+ +cm. Por tanto. -4' C f - ' (E) .  
Si ( E B', entonces 
lim P,,( f ( r ( ) )  = lini Q,,(r() L linl Q-,,(r() > 0 .  
r-1 r- 1 r-1 
Puesto que p está concentrada en E, esto significa qiie f ( ( )  E E, y, por tanto, que 
B' c f- '(E). 
Por otro lado, el conjunto A' tiene o'-medida plena, piiesto que, por la de- 
sigualdad (2.9), que luego probaremos, 
{ E  E S" : Do1(() - = + m )  C A' ,  
donde 
D o'(() = liin inf u1(Bd(t7 r ) )  
- IBd(s,r)l ' 
y el conjunto {( : Do1(() = +m} tiene o'-medida plena (ver el Lema 2.2 más 
- 
abajo). Observemos aquí que ([R?, p. Gí]) 
donde 1 . 1 denota medida cle Lel~esgue. 
El conjuiito B' ticne y'-iiieclida pleiia, piiesto que ciiaiido r -+ 1, 
con respecto a. la mediela de Lebesgue L (ver, por ejemplo, [RZ, Teorema 5.4.91) y { g  > O} tiene y'-medida pleiia.. O 
Lema 2.2. S,t~pon.gamos qr~e 11 es u n a  medida positiva de Borei e n  S ,  que es singular 
( c o n  respecto a 1«. medida de Lebe.sgtre). Ent0n.ce.s 
D E M O S T R A C I ~ N .  Sca A u11 boreliano tal qiie Id1 = O y / L  está concentrada en A. 
Definamos los siibcoiijuiitos 
Basta con qiie prol~ciiio~ cliie / I (A<,)  = 0. para todo n > O. Para ello, a sil vez, por 
regiilariclad, hasta deinost.r;ir cliir bc(Ii) = O para toclo siibco~ijuiito compacto I\' de 
A,. 
Fijemos E > O. Piicsto cliie I i  C A, C A, se sigiie que II\') = O. Por tanto, 
existe un conjuiito abierto 1' tal qiie I i  C Ií y IVI < E .  
Ahora, para cada x E Ii, potlcnios encontrar un radio r, > O tal que 
La familia {Bd(x, r2/3) : 1 E I i }  cubre a Ii, y por taiito podemos extraer un 
subrecubriniiento finito <P. Aliora. iisaiido un leiria "tipo Vitali" (ver, por ejemplo, 
[R2, Lema 5.7.3]), podeiiios encontrar una siil~faiiiilia r cle @ disjunta y tal que 
Observemos ahora que (vcr, por ejemplo, [R7, Proposición 5.1.41) 
Por tanto, 
con lo que, coiii<> E > O cra iirl>itrario, se sigiic cliic / i(I i)  = O.  
D F , ~ I O S T R , \ C I ~ N  D E L  TI:OI~E~I,I 1. Dc~iiostrarc~iios sólainciit~e (2.4), puesto que la 
prueba de (7.3) es similar. 
Podemos siipoiier qiic E es iiii siil~coiijiiiito cerrado (le ¿)A y qiie A/l,(E) > 0. 
Entonces (ver, por ejeniplo, [S, p. M]) ,  es i s t ,~  iiiia iiieditla positiva. y finita tal que: 
donde C, es iiiia const.;iiit.c iiidepeii<liciit,e <le E .  
Dado 2 = rc'p ( r  < 1) tleiiotciiios por 1, cl intervalo (arco) abierto en BA con 
centro e ' ~  tal qiie IIzI = 1 - 121. Sea 11 = n(:) el pri~iier número natural tal que 
2"1I,1 2 2 ~ ,  es decir 
donde 1.1 denota la función '&parte eiitera". Los intervalos "doblados" (todos con 
centro e'v) I,, 2I,, . . . , 2"I. ciibren a A  y, por tanto, usando b )  
m puesto que la serie Ck=l es coiivcrgeiite ( O  < <y 5 1). Así pues, 
con C, una nueva coiistaiitc. 
Sea ahora y' 2 O una mctlida en S,, tal que P,, O f = QYt. El lema de Schwarz 
(ver, por ejemplo, [R2 ,  Teorciiia 8.1.21) y (2.7) 110s da11 la misma desigualdad para 
v' > 
Ahora liaccinos la sigiiieiite afirxnacióii: 
donde ( = z/[[z11 y B d ( ( ,  R)  denota la (1--bola coi1 cctitro y radio R. 
Suponiendo probatlo (2.9), ol)teiieinos que 
(2.10) v ' ( B ~ ( [ ,  R ) )  5 c,,,, R ~ ~ " - ~ + ~ )  , ( E E S , , R > O ) ,  
por (2.8). 
Por tanto. si cubriiiios el coiijiiiito -4' U B' (ver Lctna 7 .1 )  con d-bolas de radios 
Ri , vemos por (2.10) que 
l / ' ( . l l  U B ' )  5 C,,,, R , ? ( ~ - ' + ~ )  
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y, por tanto, que 
~ [ " ' l l  = "'(A' U B') I C,,n:M2(,,-i+,,(.4' U B') I C , , ~ M ~ ~ , - ~ + , ) ( ~ - ' ( E ) )  
Pero, puesto que f (0)  = O, 
Por tanto, para teriiiiiiar la tleiiiostracióii de (2.4), solo nos qiieda por probar (2.9). 
Observemos que, para ello, potleinos suponer qiic [ = el = (1, O , .  . . , O )  puesto que 
d es invariaiite bajo las traiisforiiiacioiics unitarias de S,, para el producto escalar 
(., .). Ahora, si z = rel , poiigaiiios R2 = 2(1 - T ) .  Si 17 E Bd(el , R), entonces 
donde 7 = ( v i , .  . . , II,,). 
Por tanto, si 11 E Bd(ei , R )  
Puesto que Q es iiirariaiite bajo la acción dcl grupo iiiiitario para el producto 
escalar (., .) en S,, , obteiieiiios que si z = r<  y 11 E B d ( [ ,  R),  entonces 
lo que pruel,a (2.9). 
La l>riiel,a tle (2.G) cs :iIior;i i i i in  siiiil>lc coiisccueiici;i dc (2.4) y del liccho de 
quc 
1 1 1 ( )  = S : M,(.4) > O} . 
En efecto, si cu < Diln(E). eiit,oiices A.I,(E) > O ,  y por (2.4), JM~( , - I+ , ) (~ - ' (E ) )  > 
O. Se sigue qiie 
'Di7i,( f - ' (E ) )  2 272 - 2 + 70 
Como a < Dim(E)  cra arbitr;irio, (2.6) sc obticiic liacienclo 0 -+ Ditn(E).  Análoga- 
mente, (7.5) es coiiseciieiicia <Ic (2.3). W 
OBSER~,ZCIÓN. Si 12 > 1. rl Tcoreiiia 1 nos dice qiie para cualquier boreliano 
Ec 8A, 
D i l > ~ ( . f - ~ ( E ) )  2 211 - 2 > o .  
En particular, tomando E unitario, deduciinos que f- ' (E)  # 0, y por tanto que 
f : di5, - - P  80 es sobreyectiva, esto es if toma todos los valores e'v E dA! 
Sin embargo, esto no se dediice tlcl Teorema 1, si n = 1. blás adelante veremos 
una prueba de que, tambicti en este caso, f : dA -+ dA es sobreyectiva (ver la 
Proposición 4.3). 
En cualquier caso, la siguiente es una prueba de este lieclio, válida en cualquier 
dimensión. 
Sea f : di5, - BA una función interna. Es suficiente probar que f-'((11) # 
0. Ahora bien, sea 
La función u es armónica y positiva en B,, y por tanto, existe iina medida positiva 
en S, tal que 
l + f  
u = Re (-) = P,, 
1 - f  
Por (2.11), P, tiende radialniente a cero en casi todo piinto con respecto a la medida 
de Lebesgiie, piicsto que f es interna: por el Teorema de Privalov (ver, por ejemplo, 
[R2, Teorema 5.5.91) f piiede t,oiiiar el valor 1 como máxiino en un conjunto de 
medida de Lebesgiie iiiila. Por tanto, la tlerivada dc Radon-Nikodym de p con 
respecto a la ineclicla de Lcbcsgue es cero en casi todo punto, de donde p es una 
medida singular. Se sigue, por el Lema 2.2, que P,, + +m, cuaiido r -+ 1, en un 
conjunto de {i-medida plena. Pero, i f(re") -t 1, cuando r + 1, en ese conjunto! 
m 
2.3. Uii ejemplo e n  diiiieiisióii ii = 1. 
En esta sección mostraiiios con un ejeinplo que, al menos si n = 1, las desigual- 
dades del Teorema 1 no pueden invertirse. De lieclio jen (7.5) puede ocurrir que los 
dos mieinbros sean lo más tliferentes posible!, es decir, la desigualdad (2.5) puede 
ser máxima. 
EJEMPLO. Con.sideremos ln función interna singl~íar p(:) = e-('+')/(':') y sea 
1 
E = .-' ({-, d 17 = l , ? ,  3 > .   . 1) " {O} . 
Si H e.s una o,plico,ción de reccrbrirn,ieírto ~rni.iier~nl de A .pobre A \ E ,  entonces H 
es interna y 
~ i r n ( ~ - ' ( ( 1 ) ) )  = 1 > O = Diin.({l}). 
D E M O S T R A C I ~ N .  Observemos, en primer lugar, que E sólo se acumula en 1. Por 
otro lado, puesto qiie E es iiiinicrablc, tiene capacidad logarítmica nula y, por tanto, 
H es interna [CL ,  p. 371. Sca 
A = { e i v  : l i in(F o  r re'^) = O }  
r-l 
Puesto que si F ( H ( r e l v ) )  + 0 ,  ciiaiido r  + 1, entonces forzosaiiiente ~ ( r e ~ q )  + 1,
se sigue que A C H - ' ( { l } .  Por tanto, para tenniliar, es siificieiite que verifiquemos 
que 
Diin(A)  = 1 .  
Observemos qiie F o H es iina aplicación de reciihrimiento uiiiversal de 
1  
A \ {  n = 1 , 3 , 3  . . . } \ {  O } .  
En particular, puesto que F o  H es iina fiincióii interna sin ceros, se sigue que F o H 
es una fiinción ititeri~a siiigiilar: es decir, 
doiicle /L es iiiia cierta iiieclitla siiigiilar soportatla en 8A.  Por tanto, 
(7.13) log lF o HI = -P, 
Sea 
1  
g ( : )  = 
F ( H ( z ) )  .
Entonces, g es lioloiiioifa cii A y oinite los piiiitos {2" : 11 = 1 ,3 , .  . . }. Por un 
teorema de Little\voocl [Li: p. 33S], concliiiinos que para ciertas constantes C > 0 ,  
b > 2,  
ri 
Se sigiie que 
Por otio lado, si tlciiotaiiios. coiiio niitrs, por I 2  el intervalo en 8 A  con centro 
z/lzI = e'v y radio 1  - 1-1, se tieiie qiie 
Por (2.13) y (2.14), 
( 1 )  ( 1  - ) para todo O < ol < 1 
Esto nos dice que 
p(B((, R)) 5 c R@,  para todo O < /3 < 1,  
de donde deducitnos que todo coiijunto S OA de pmeclida positiva tiene di- 
mensión de Hausdoiff 1, piiesto que para todo /3 con O < /3 < 1 y todo recubriniiento 
IB(l i ,  R;)} de -Y, 
con lo que > /¿(-Y) > 0. 
Ahora bien, puesto qiic, por el Lema 2.2,  re'') -+ +m, c . t . p .  p, se deduce 
que p(.4) = 11p11 en virtud de (2.12). Por taiit,o Dinz(.4) = 1. W 
Capítulo 3 
Distorsión de la capacidad 
de conjuntos frontera 
En este capítiilo estciidciiios el leina <le Lowiier a diiiiciisiones fraccionarias 
por iin métoclo alt,eriiativo a1 del Capít.iilo 2. Puesto qiie lii (liinensión capacitaria 
coincide con la tliiiirnsióii <le Haiiscloiff es <Ir esperar qiic la tlcsigualdacl (2.5) pueda 
obtenerse taiiibiéii ciiiiiitific;iiic\o chiiio tlist,orsioiia iiiia fiiiicióii (iinivaleiite ó in- 
terna) la o-capacitliid. Por ot,ro lado. esta ar>roxiniacióii al prol,lema tiene ventajas 
inliereiites piiesto qiie. coiiio vereinos en el Capitiilo 4, al iiiciios en climensióii dos, 
podremos obt,eiier iiiforiiiación atlicional solxe la diiiáiiiica tlcl comportamiento de 
irna fuiicióri iiiter~ia.. 
El capítiilo se estriictiira. de la sigiiieiite inanera; la priiiiera sección contiene 
las extensioiics capzicitarias del leiiia <le Lowiicr para fiiiicioiies univaleiites debidas 
a Ch. Poiniiiereiilie [Pl] 3: ci D. Haiiiiltoii [DI]. En la segiiiitla. sección probaremos 
las extensiones aiiilogas para. el caso de fiiiicioiies iiit,criias. La prueba consiste, 
bfisicaineiitc. en retliicir1:i n prolxlr iiiia expresión iiitcgr;il para la o-energía, en 
tériiiiiios tle la. est,rnsióii de Poissoii de la iiietlida.. Por otro li~tlo, hemos dividido la 
Sección 2 en dos part,es; en la priiiiera se eiiiiiicia. y se pruel,ii. el t,eorema de distorsión 
capacitaria en diineiisióii dos y en la segiiiida en cualtluicr tliiiieiisión (compleja). La 
razón de tal procetlcr es dolde; en priiiier liignr el t.corciiia es "sliarp" en dimensión 
dos; en segiiiido lugar. aiincliie el tcoreiiia general iiicliiye al tle tlimeiisión dos, las 
ideas I15siciis iii\,oliicradas sc ven iiicjor cii el caso 72 = 1 y ;ideiiiás, en este caso, 
la prueba lisa t6ciiicas cle v;irial,lc coiiipleja.. iiiieiit.ras cliic en el caso general las 
téciiicas iisii<las son esciici;iliiieiite rcalcs. hIiis coiicret.aiiiciit,c. un ingrediente fiin- 
daineiital va ii ser cl cilciilo <le los coeficiciites tle. Foiiricr tlcl iiiícleo capacitario. En 
diineiisióii dos, potlciiios iisiir los poliiioiiiios ortogonales cliisicos {ei")fz+z, pero 
en diniensióii superior iiecesitareiiios siist,itiiirlos por cicrtos ariiiónicos esféricos. Fi- 
naliiiente cn la Sección 3 tlareiiios algiinas aplicaciones cle la cxpresión integral de 
la a-energía obtenida. en la Sección 2. En rcsuiiieii, las secciones del Capítulo son 
3.1. Fi~~icioiies iiiiivaleiitcs: 
Teoremas cle Poiiiiiiereiike y Hainilton. 
3.2. Fiinciones int,ernas. 
3.2.1. El teorenla de distorsión capacitaria 
para. fiiiicioiies internas clásicas. 
3.2.2. El teorenia de distorsióii capacitaria 
para funciones internas en la bola uiiiclatl de C". 
3.3. Aplicacioiies <le la expresión integral tle la. energía.. 
3.1. Fuiicioiles uiiivaleiltes: 
Teoremas de Poiliiiiereiike y Hailiiltoii. 
Ingrediente fiindanieiital tle la priiel);~ tlel Teorciiia de Poininereiike es la si- 
guiente desigualtlacl debida a Z. Neliari. 
Leina 3.1. (Z. Neliari, [Nc]).  ser^ ,f : A -4 A ~tniualente C O T L  f ( 0 )  = O. Entonces, 
para toda elección de 21,. . . , í,, E A,  71,. . ..y,, E R. 12 E W 
La ventaja tle la esprcsióii (3.1) tle la tlesigiialdad, freiit,e a la inás usual (3.3), 
es que se adapta incjor al c;ílciilo tlc cap;icitl;itlrs lognrítiiiic;is en vista. de su coinci- 
dencia con el tliiiiietro t,r;iiisfiiiit,o. 
El te ore ni;^ tliie sigiie. tlel~itlo w Ch. Poiiiinerciikc (1.9GS): iniiestra. cómo dis- 
torsioiia una fiiiicióii iiiiii;ilciihc 1;i c:\piicitlnd logarítniica tle co~ijuntos frontera. 
Además, como verenios. coiist.itiiye el l>iiiito tle partida para probar el resultado de 
distorsión análogo para a-capacitlatles. 
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Teorema B (Cli. Poiiiinereiike, [P l ,  1). 3481, [P3]) Sea f : A -t A u n a  función 
univalente con f (0)  = O. S i  .A e3 7171 boreiial~o e n  OA, y denotamos por f (A) el 
conj?into de l i~n i t e s  rndiales f ( c i s )  = i i ~ i i , - ~  f ( re i s ) ,  e'' E .A, y por 
- 
E =  ( d  - :  ~ ~ J C E ) ,  E G X ,  
entonces, 
(3.3) capo(f(.A) u f(A))  L lf'(0)1-'/~ cap~(.A).  
En partictrlar, ~i f (.A) C OA, entonces 
cai)o(.f(.A)) 1 l.f'(0)1-'/~ cap0(.4) 2 cap~(.-l),  
plre~ to  que 1 f'(0)l 5 1. e n  virtud del lema de Scli.warz. 
OBSERVACIÓN. f(.4) está defiiiido salvo para uii conjiiiito cle O's de capacidad 
logarítinica iiiila [P l .  Teorema 11.51. 
D E ~ I O S T R ~ I C ~ Ó N .  Sc;i B {R 5 Ir/ 5 1 . )  coi~il~acto ( O  < h? < 1. < l), y sea 
w 
F = f (B)  U f ( B ) .  Por tant,o, F es iiii coiiil~acto eii C. Se;iii 2 1 , .  . . , z ,  los puntos 
de Fekete tlc B (le orclcii 71  y ponganios 1c1j = ,f(z;). .Aplicaii<lo la desigiialclad de 
Nehari (3.1) con -ji = . . . = y,, = $. ol~t.ciiciiios qiie 
de clonde, 
Aliora, por el troreiiin cle tlistorsi<íii de Iiocl>e. 
con lo que 
Por otro lado, 
puesto que 
Por tanto, piiesto qiie 111j: 1/13 E E ,  sil 311-diánietro Dz , (F )  es 
con lo que, por (3.4), (3.5)  y (3.6). 
~ , f ' ( ~ ) l ~ " ~  Di , , (F) 2 (1  - r)"' > 1zj - =kl" 
j # k  
- (1  - r)"" (D,,(B))" . 
Tomando la raíz de íiitlice ?i?(?ii - 1) y pasando al líiiiite ciiaiitlo i z  + m, ohtenemos 
que 
que es la versióii <le (3.3) para siil)coiijiiiitos coiiipactos dc A. .4hora, para obtener 
(3.3), la idea es pasar al líiiiite cuaiido r -+ 1 en la ~Iesi~iialtl~icl (3.7). 
Dado E > 0. elijaiiios iiii coiijunt,~ ;il~ierto H tal que 
Por la t1~:fiiiicióii tlc f ( . 4 ) .  p;ir;i c;itl;i f E .4 (salvo, a 10 siirno. en iiii coiijiiiito 
de capacitlatl logarít.iiiic;i iiiilii. qiie iio iiifliiye) existe 1111 r = r ( ( )  < 1 tal qiie 
f (l.(() E )  E H. Por t;iiito. ~ c ) r  coiitiiiiiitl;itl. 
donde U(() = { z  E BA : 1: - ( 1  < 6 ( ( ) ]  con 6([) siificiciitcmeiite peqiieño. El 
coiijjiiiito 1/ = UcEAU(() es iiii al~ierto rclativo cle BA y coiiticiie a A. 
Sea aliora B' iiii siibcoiijiiiit.o coiiip;icto tlc 1'. Eiitoiiccs. por compacidad, 
para ciertos E l , .  . . , (,,, E .-l. El coiijiiiit~o 
es compacto y sil proyección B* sobre BA coiit,iciie a E'. Piiesto que f ( B )  C H 
(por (3.S)), usaiiclo (3.7), 
y el teorema está probado puesto qiic E > O era tirbitrario. ¤ 
En 1.9SS, D. Haiiiiltoii logri) estciitlcr cl Iciiia. de Lon~ticr para. funciones uni- 
va1eiit.e~ a tlimciisioiics finccioii;irias. iis;iii<lo n-capacitliitlcs. iiiíís o mciios en la 
inistiia época eii qiic N. G.  11itl;;irov pri1116 I R  correspoiitliciitc extensión iisando el 
m-coiiteiiitlo (Teorciiiti A ) .  
Teoreiiia C (D. Haiiiiltoii, [DI]). SC(L f : A + A u n a  f i r ~ ~ c i ó n  ani.ualente con 
f ( O )  = O. Si E  C a A  e.< 1 ~ 7 1 .  borc l i (~7~0 t(1.1 ~ r r e  f ( E )  2 BA, e7rto7rces: para O < a. < 1, 
En particrrlar, si  f : A --+ A es ctacilpier frr71,ción .irn.ir,cilente y E BA es tal 
que f (E) C a A .  eit.torrces 
Obsérvese cliic el Teoreiiiit C iiicliiye al Tcorciiia B (si f ( E )  C 0 0 ) .  Sin em- 
bargo: el piiiit,o tle ptirt,i<la cI<: 1;) l~riiclxi coiisiste. esencialiiieiit,e. en tlemostrar una 
desigiialdad (ver (3.10)) ciitrrs las eiiergí;ts log;irít,iiiicas clc iiiin. mctlida y tle su me- 
dida iiiiagcii por f ?  qiie piir(lc coiisitlcr;irse iiiiii. versión alt,criiat,iva de (3 .7) .  Tal 
desigiialdad implica, por 1111 liido, cl Teoreiiia B en el caso a = O y, por otro, el caso 
O < a < 1 por "espoiieiiciiicióii" tle tliclia dcsigiialdad. 
IDEA D E  L A  D E ~ I O S T R A C I Ó N .  La idca es fiícil de explicar cn el caso en el que f 
- 
puede exteiiderse a A y si nos ol\ritlaiiios del factor 1 f '(0)1-~/' .  En primer lugar la 
desigualtlad <Ic Ncliiiri (Lciiia 3.1) l>iirtle traiisforiiiarse en 
1 (3.10) t//i(x) cl/~(y) 5 1 11 lag f ( z )  - . f( i) l  11 Iog - ~ / L ( x )  d~1(?/) 3 
E x E  E x E  
donde E C OA es aplicado sobre OA y p es cualquier metlitla real soportada en 
E con cnergía logarítiilica fiiiit,a (t,iilcs iiictlitlas ctistcn si c;ipo(E) > O; en caso 
contrario no liay liada qiie probar), 
Ahora, coino E, f ( E )  C uA, los iiíicleos cii (3.10) son seiiiitl<:fiiiidos positivos con 
lo que podenios usar i i i i  lciiia tlr Scliiir para "exl~oiieiicii~~" (3.10), a saber: 
.Lema 3.2 (Schiir.). S.i~pongc~n~o8 que -4, B srm funcione.* re«.les $imétricas definadas 
en ñ x ñ g con t in t~~s  excepto e n  111. dinyonel. S.i~pongn7n.o.u «.~Iemcis que cz~mplen 
1 I.4(n.. y ) [  + [B(.r. y)I 5 C log - . 
lz - y1 
si ( z ,  y)  E ñ x \ {diagonal}. 
para toda medidn real ~oportt~.~I«. en X. 1, 
Entonxe~, 3i Ii e3 .ILTI.~I. ft1,7t.cit;i~ t~.b.~olti~t~une~~te monÓ on.t~, ( decir, h., A', h", . . . 
son po.~iti.ua~) tt1.1 TILC 
11 ( log - [:,) E L:,,(R2), 
t e n e m o s  que 
JJ h ( B ( x .  y ) )  c / /1 ( .1 : )  clp(y) 2 JJ /1(.4(x, y ) )  ( / / I . ( x )  d / ~ ( y )  , 
- - - 
a X? axa 
para toda medida real. .qoportcidn e n  a, con  e n e r g h  f i ~ ~ i t a ,  
Tornando h( t )  = en'.  el Iciiia de Scliur aplicado a (3.10) nos da 
para todas liis iiietlidas 11 soportatlas cii E coi1 m-energía finita, es decir, tales que 
Toiiieiiios aliora iiiia siicrsióii { / I , ,  ]:=, (le iile<litlas tlr i,rol>;il,ilidatl tales iliie 
Si u,, deiiot,a la. iiieclit1:i ii~iageii <le / 1 , ,  1" f .  i.e. 
l/,,(--l) = ~ l ! ~ ( . f - l ( . A ) ) .  
para t,odo I,»~.cliaiio .4 s. (3 .11)  tlr lirclii> iios tiice qiic 
I (  ) I (  ) para toclo 1 1  . 
y piicsto qiie las I / , ,  soii iiiedid;is tle prol)al,ilitlacl qiie Ic t1;iii iiiasa 1 a f ( E ) ,  t,eiiemos 
fiiialiiieiite qiie 
El caso geiicral (y 1;i g;~ii;iiicia clcl fart,or l,fl(0)l-"1') es más coin~>licado. La 
idca es aprosiiiiar E por coiijiiiiros eii A (roiiio en la tlriii~stración del Teorema B)  
y tener ciiitliitlo coi1 el licclio tlr qiic ;iliora iio t,otlos los iiíicleos iiivoliicraclos soii 
semidefinidos posit,ivos. ¤ 
3.2.1. El teorema de distorsióil capacitaria 
para fuiicioiles iilteriias clásicas. 
En este caso liciilos pocliclo probar el sigiiiciite teorciiia que iiicluye un fuerte 
enunciado dc uniciclatl. Coiivictie resaltar aqiií que la dcsigiinlclacl (3.12) fue es- 
tablecida en [FP] con iiiia cierta coiistaiice Cm. D. H<unilton conjeturó en [H2] que 
la constante correcta debía scr C, = 1, como así resultó ser [FPR]. 
Teorema  2 ([FP], [FPR]) Si f : A -4 A es u n a  f.c~nción in terna  con  f(0) = O y s i  
E es un boreliano e n  í)A. entonces para todo <y con O < a < 1. 
(3.12) caP,(f- '(E)) 2 capo(E) .  
Ademn's, s i  cap,(E) > 0, en.tonce3 e n  (3.12) sólo puede ocurrir la i g ~ ~ a l d a d  s i  
o bien f es u n a  rotación: o bien cap,(E) = cap,(DA). 
E n  partic?ilnrl de (3.12) se s i y t ~ e  r/ue para c s c ~ l r l , ~ i e r f i ~ n c i ó n  n terna  y c~ialquier 
boreliano de í)A. 
~ i ~ ~ l ( , f - ~ ( ~ ) )  2 D ; I ~ ( E ) .  
Como ya vitilos eii el Capítulo 1, si f no es una rotación. f es ergódica, esto 
es, no existen subcoiijuiitos iio triviales e invariaiit,es por f .  Piies bien, el Teorema 
2 tiene como coiiscciieilcia el siigerciitc resultatlo de que esto también es cierto con 
a-capacidades. 
Corolario. Si f : A --+ A e.< interna,  f (0 )  = O, :y f n o  eii .ir7re rotación, entonces 
s i  E es ~ i n  boreliairo de ¿)A t(i.1 q,tLe lír. diferencia .qimitrica errtre E y f - ' (E)  t iene 
a-capacidad cero ( O  5 n < 1 entonces. o bien cap,(E) = O. o bien cap,(E) = 
ca.p,(í)A). 
~~~~~~~~ACIÓN. Si la clifrreiicia siiiibtrica eiitxc E y f - ' ( E )  tiene a-capacidad 
nula, eiitoiiccs por 1;) i~ionotoiiicidatl tlc 1;i a-capnciclatl 
Por otro lado. por siibaditivitlatl. 
cap,(f- '(E)) 5 c~1 l '~ ( . f - ' (E )n  E)  +cnp,(f- ' (E) \ E) 5 cap,(E),  
s i O < o < l , y  
log 
lag capo( f - ' (E))  log ca110(f - I (E )  n E) ~ai)o(.f- ' (E) \ E )  
log I 
cal),, ( E) 
es clccir, 
ciii>,( f - ' ( E ) )  5 c a p , ( E ) .  
Por (3 .12) ,  est,o implica qiic 
c;ipo( f - ' ( ~ ) )  = c a p , ( E ) ,  O 5 cu < 1. 
Así, si cap , (E )  > 0 .  coi110 f iio es iiila rotacióii, se sigiie del Teorema 2 que 
cap,(E)  = cap,(¿IA).  ¤ 
Necesitarciiios algiiiios Icilias para probar el Teoreilia 2 .  
Leiiia 3.3. Sea f~ una ~ n e d i d a f i ~ ~ i t a  y positi.ua en  8A, y sea f : A -t A una función 
interna. Entonces, exi.qte xna ~;ír,ica medida positiva v en. 0 0  tul que P, o f = P, y 
I / (  f - '(.qoporte(/'))) = v(¿IA)  
Si, a d e m á ~ ,  f ( O )  = O, e n t o n ~ e ~  llvll = 11/1.11. 
O D S E R V A C I ~ N .  A q t ~ i  1 1 .  1 1  denota la ma.m total de lo medidn. Por otro lado, en  todo 
lo que ~ i g u e  con.cidernrerrro.u el ~iticleo de Poi.qson n o ~ r n ~ l i ~ ~ ~ , d » .  
D E ~ I O S T R ~ ~ C I Ó N .  La. priiiiern. l,art,e <Ir1 1viii;i ya. la viiiios eii el Lciiia 2.1. S i .  adeiiiás, 
f ( O )  = 0 ,  eiit.oiices 1laiii;iiiclo E iil soport,e <le 11. 
Observeiiios cliie u es iíiiica. por cjciilplo. portlur P , , ( f ( r ~ ' ~ ) ) d O  -t 11, cuando 
r + 1,  en  la topología tlCl,il-*. ¤ 
.'> 
Lema 3.4 (Priiicipio tle siil>ortliii;icióii). Sea f : A -t A , ~ I ~ I , I L  f t~nc ión  Ii.olomorfa 
tal que f ( O )  = O .  y $ea ( J  : A -+ R .tina ft~rici(;n s t i b a ~ ~ ~ i Ó 7 1 . i ~ ~ ~ .  E7~tonces, 
(3.13) 1" I : ( ~ ' ( v c ' ' ) )  dO 5 li" I , ( ~ C ' ~ )  . 
para todo r E ( O .  1 ) .  Ade~rri?;. kr. ig.rraldnd en (3 .13)  <qó1o prrede rhir.se para u n  r dado, 
si o bien v es ar~nónictr en  A,. = {r E A : ( - 1  < r } !  o bien. f c.% .una rotación. 
D E ~ I O S T R A C I ~ N .  sca O < 1. < 1. Sea 11 la friiicióii armóilica eii A,  = { ( z (  < r }  tal 
que ti = U eii ¿IA,-. Eiit.oiices. piiest,o qiic por el leilia. tle Scli\v;irz f aplica 0; eii ñ; 
- 
y v 5 11 eii A,., t,ciieiiios qiie 
lo que prueba (3.13). 
Observeiiios aliora que podeiiios tener igualtlad en (3.13), para un T daclo, si y 
sólo si 
Si { f ( ~ e ~ ~ ) } ~ ~ , , ,  C A,., entonces .u( f (reis))  5 zr(f(reie)) y, por (3.14) 
Pero entonces, por el priiici1,io dcl iiiAxiiiio, esto iinplica qiic 1 1  = u en A, y, por 
tanto, que v es armóiiica cii A,. 
Si existe un áiigiilo 0 tal qiie 1 f ( reze) [  = r ,  entonces cl lciiia de Scliwarz nos 
dice que f es iiiia rotación. ¤ 
Veainos aliara la 
DEMOSTRACIÓN D E L  TEOIII :~IA 2. La l>rueba. se basa en eiicoiitrar una expresión 
integral para la o.-energía cii t,ériiiiiios de la exteiisión cle Poissoii de f i  (ver el Teo- 
rema 3, más atlelaiite). Una est,iinac.ióii para el caso N = O, auncliie no una identidad, 
aparece eii el artículo [B] <le -1. Beiirliiig. 
Suponganios qiie para catlti. o E [O' 1) existiera iiiia fiiiiri6ii ILe : (0, 1) -r W+ 
tal que 
donde P,, denot;i la. extciisi<;ii de Poissoii (iioriiinliz>itla) dc i r .  
Para probar (3.12), podemos siipoiicr cliie cap,(E) > O y que E es cerrado. Sea pe 
la N-distribiicióii cle eqiiilil~iio d r  E y sea ir/ la nirtlicla de proha1)ilidad tal qiie P, = 
P,= o f cuya existciicia iios ziscgiira cl Lciiia 3.3. Por el priiicil~io tle subortlinación, 
piiesto que IP,,* 1' y IP,,= - 1/(2ír)(' soii subariii(íiiicas, clediiciiiios clue 
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Y 
4'" 1 P" l 2  (16 = 
con lo qiic. eii vista tle (3.15) y (3.16). iiitegraiido estas dcsigiialtl;itlcs con respecto 
a r. despiiés dc iniiltiplicar aiiibos iiiieiiibros por el factor atlecii;ido, obtenenios que 
Si f - ' (E)  fuera cerrado Iiabríanios tcrniiiiado. Sin embargo, puesto que por el 
Lema 3.3, u(f- '(E)) = 1, potleinos soslayar fácilniente esta clificiiltad. Eii primer 
lugar, 
.(") = // Qn(1z - tal) d, , ( : )  (l"(~1,) 
l - ' ( E ) x J - ' ( E )  
En segundo lugar, si {Ii,,} es iiiia siicesióii crecieiite de siil>coiijiintos compactos de 
¿?A tales qiie Ii,, C f - l ( E ) :  i/(Ii, ,) /" 1. cl teoreiiia tle 1;) coiivergeiicia monótona 
nos da qiie 
1 1 I ,  ( v )  2 liiii = iiif 
W-w ciil>,,(Ii,#) 11 (:;~l>~(Ii,,) 
que, con (3.17), iiril11ic;i (3.12), iiihdiilo prnl~ar la certczi tle (3.15) y (3.16). La 
últiiiia cadena tle tlcsigiialtliitles se ve tle ft)riiia tot;iliiieiit,e nii;iloga cii el caso a = O. 
Probenios aliorti el eiiriiici;irIo de igiialtliid del Teorciii;i 7. Lo liaseinos primero 
en el c;i.so eii qiir E es cerratlo. Lo liacciiios así porcliic 1;i priicl>a muestra más 
claramciitc las itle;is qiie iisnrciiios para tlcniostrar el c;iso general. 
Siipoi~gaiiios qiie O < 0 < 1. El caso n = O es siiiiilar. Heiiios visto qiie si 
ca.p,(E) > O ?  y 11, es sil n-tlistril>iici~íii tle crliiilil>rio. ciitoiiccs 
Por taiito, si E y , f- ' (E) t~iriieii 1;i iiiis1ii;i n-cay>ncitlatl. ciiroiicrs 
I<>(l/) = In(l lc)  3 
y esto, eii vista <le (3.15). esto es l>«sil~lc si y shlo si para totlo r E (O,  l ) ,  
lo que significa que tenemos igiialdad al aplicar el principio de siibordiiiación (Lema 
3.4). Por tanto, ó bien f es i ~ i i i i  rotacióij Ó bien JP,,= l2 es armónica. En este último 
caso, puesto qiie P,,, es tani1,iCii ariiióiiica. es fácil ver qiie forzosamente debe ser 
PPe constaiitc. Piiesto qiie P,,c(0) = l / (?a) ,  se sigiie que p. es la medida de 
Lebesgiie noriiidizada, es tlccir, ila nieditla de ecliiilihrio de OA! y, por tanto, 
cap,(E) = cap,(OA). 
En el caso general necesitarcinos la caracterización de la a-capacidad y de la 
a-distribución de ecluilibrio para borelianos generales vista en la Sección 1.5. 
Sea E un siibconjunto dc Borel de OA tal qiie 
Elijamos una sucesióii creciente de coiijiiiit,os coiiipact,os Ii,, C E tales que 
Sea p. la a-metlitla de cqiiilihrio tle Ii,, y sea 11, la medida tlc probabilidad soportada 
en E clada por los Lenias 1.7 y 1.S. Rccorclcmos qiie 11, iiiiiiiiiiiza la integral de 
energía y que, 
Por otro lado' recordeiiios ta1iil~iC.n qiie viiiios en la cleiiiostración de los Lemas 1.7 
y 1.8 cliie 
111- 
1 1  1 1  Y In(lLtl) \ I o ( / l e )  i 
cuando 11 + m. De lieclio. 
, - 1 ,  + O , ciiaiido 11 -+ 
Obsérvese cliie aquí 11 . 11 tlciiot,a. no la iiiasa t,otal tlc la iiiedida, sino la norma 
asociarla al procliicto escalar 
es clecir, llallZ = In(a).  
Sea u,, la iiictlicla <le ~>rol,;il,ilidacl. tal cliio P,,, = P,,,, o f :  v,, taiiil>ibii verifica qiie 
v,,(f -'(I<,)) = 1 (ver Lciiia 3 .3) .  Poclciiios siipoiier, tr;is cst.rner iiiia. siil~siiccsión, 
" J .  quc i/, -+ u ,  cli~iidc 11 es ii11;i prol>al>ilitlatl soportatia en f -I(E). Coiiio el níicleo de 
Poisson es coiitiiiiio en A. ol~tciieiiios. t,r;is iisar la coiirergciicia. t u * ,  qiie 
puntualmeiite. Por taiito P, = Pl,c o f (dr doiitle u es tina l>robal>ilitlad eii f - ' (E)) .  
Como Y, es una iiieditla tle l>rol~abilitlad eii f T 1 ( E ) ,  los Leiiias 1.7 y 1.S nos 
garantizan que 
1 
< 1 ,  ) , para todo 77 , 
c q ~ ~ ( f - l ( E ) )  - 
y, haciendo 11 + co, 
1 
< I"(Y) . 
c a p d f  - ' (E) )  - 
Como P, = P1,= o f ,  el priiicipio de sul~orcliiiacióii, (3.15) y (3.1G) 110s dicen (como 
en (3.17)) que 
1 1 
< I " ( l / )  5 I"(}l,?) =
ca1>"(.fP1(E)) - capo(E)  ' 
De (3.18) deduciilios que I 0 ( u )  = Ic,(/~c). Fiiiiiliileiite, 11ocIeii1os razonar como en 
el caso en qiie E es cerrado y coiicliiir ~ 1 1 1 ~  ó l~ieii f es iiiia rot;icióii ó bien p, es la 
m medida de Lebesgiie iioriilaliz;itla. es tlccir. ca.p,(E) = cap,(aA). 
DE~IOSTRACIÓN DI: I.,\ , \ I . I I I ~ I , \ ( ; I ~ X :  Coiisi(li:rciiios priiiiero el caso O < a < 1. 
- Puesto que P,p-,,L - Pl,p-l,ri O ,f.  por iil)licacióii tlel ~>riiicipio tle siibortliilación y 
(3.15) obtetiemos qiic 
ll~/~, - 1/,,112 = I"(J/~, - l),,) 5 1 0 ( / 1 1 >  - 1 1 , ) )  = llPl, -P!,Il2 1,,, z-0 
Por tanto {i/,,} es I I I ~ R  s~icesióii <le CHIICII~ e11l i ~  iioriiii~ y. por t.iiilt,o, por el Lema. 
1.5, teilemos que 
1 ,  - 1 + 0 Y I<,(J/,,) + I"(l/). 
cuaiitlo l a  -+ m. 
Eii el caso o. = 0. seaii /I:, antI r / n  las iiletlitlas dcfiiii<las t i  pnrtir de p, y u, 
coiiio cii la deiiiostracióii tlel Lciiia 1,s.. es tlecir, 
para todo boreliaiio tle 32, ( y  iiii5log.;iiiiciit,~ piira v,,). Es claro qiic 
I ( / 1 , ) = I 0 ( / , ) + l 1 .  I " ( l / : , )= Io (1 / , , )+ log~ .  
Usantlo de iiiirvo el priiicil)io tlc siil>or(liiiacióii y (3.1G) ol>tciicinos que 
* 1 
111); - 1/,,11- = I0(1/: 1 - 11; ) 
= lo ( J/,, - i/,, ) + log 7 
5 Ill(il,, - 1 1 , ~ )  + log2 
* ' 4 O .  
= 111"; - l "n l l  
,>,"-m 
Por tarito, {u:} es una succsi61i de Caiicliy en la norma y dc nuevo por el Lema 1.5, 
obtenemos que 
llun - u*/ + O alid IU(i/,:) - I U ( v 8 ) .  
cuando 12 -+ m. Por tanto, 
I ( )  + ( )  cuando 12 -+ m. M 
Así pues, hc~nos reducido la demostración del Teorema '2 a probar las expre- 
siones integrales de la. energía (3.15) y (3.16). Esto es lo que liaceinos en el siguiente 
Teorei-iia 3. Si / L  e3 Tina medida con signo soportada en OA. entonces 
i) Si O < a < 1, 
donde 
y r(.) es la fianción gamma de E?¿ler. 
ii) Si cu = O. 
donde 111 = /r(OA) 
DE~IOSTRACIÓN. Deiiotcliios por 9,  ( t  ) el núcleo 
1 
si O < n < l  
11 - ct1In . 
P o ( t )  = 1 lo:, si o = O .  11 - cnt1 . 
Si y,,, y j l ( 1 1 )  deiiot,;iii, respcct,ivniiiriito. los cocficieiit~es (k: Foiiricr tlcl tiiíclco p,(t) 
y de la iiiedida Ir '  esto es, 
2" 
- i r , (  i2K e - i ~ ~ ~  d / ~ ( t ) ,  y., = 1 P ( ~ t ,  IQ()  = - 2 a 
el tcoreiiia de Plaiicliercl, aplicado (los veces, nos <la para la o-cnergía (O 5 o < 1) 
qiie 
Si llamamos A,(lr) al lado dereclio tlc i) y ii), piicsto que 
teiiemos que: 
ii) Si o = 0, aplicaiido cl teorciiia tlc Plniiclicrel 
Ahora. bie~i, coiiio 
1 1 , > a l  e log = Rc ( L ~ ~  11 - e' /[  - 
r > = l  r i = - c c  
,##O 
se sigiie cliic los <:ocficiciit,cs tlc Fniiricr tlcl iiúcleo loga.rít,iiiicn soii: 
De (3.10), (3.20) y (3.21) tlccluciiiios qtic lo(//) = Ao(p). 
i) Si O < o < l.  ;iplic;iiiclo iiiicr;iiiiciitc (los reces el t,corcma (le Plaiichcrel al 
lado tlcrcclio tle (3.15). o1)tciieiiios qiic 
que, compara~ido con (3.19) nos dice qiie la fiinción Ií,(r) buscacla debe verificar 
Obsérvese que, crunbiniido de variable, esto cqiiivale a encontrar una función h,(t) 
tal cliie 
ea 
Iz,(t)e-"'dt, n = 0 , 1 , 2  , . . . ,  
esto es, tal que la restricción de la transformada de Laplace de 11, a los números 
enteros coincida con los coeficientes de Foiiricr y,,, del núcleo q, ( t ) .  
La clave para cncont,rai la fiiiición ICo(r) cs poder calciilar los coeficientes y,,,. 
Ahora bien, 
El siguiente Ieina 110s cla cl iñloi de la iíltiii~a integral. 
donde  B ( . ,  .) es firnción betn di :  E.ctler. 
c integréiiios1;i a lo largo t l ~ l  c;iiiiiiio C <IP 1;i figiira 1. Piicsto qiie .f es liolotiioifa en 
el recinto interior a 1;) ciirm. 
f ( 2 )  tr: = o .  
Figura 1. 
La condicióii 1) > (I > -1. iios asegiira. tliic la iiitegral tle ,f a lo largo de los 
peqileños arcos de círciilo C l .  C2 y C3 tle i.;iclio :, coi1 cc.iit,ro eii -1,0,1. tiende a 
cero cualido : + O. Por ot,t.o la(lo. 
En nuestro caso n = -a, b = 217, con 10 que 
y en virtud de la conocida fóriniila de los coinpleiiieiitos de Eiiler, 
1 sen K: 
-- 
 , 2 E@. 
r(:) r(1 - 2 )  7: 
en la qiie r ( . )  es la fiiiici<;ii G;iiiiiiia <Ir: Eiilcr 
obtenemos, por (3.23), qiie 
Ahora bien, coino 
vemos que (3.21), y por t,aiito (3.15), sc vrsific;i coii 
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3.2.2. El teorenla de distorsióil capacitaria para funcioiles 
iiiteriias eii la bola uiiidad de Cn. 
En esta srccióii cstciitlcreiiios el Tcorciiia 2 al caso de fiincioiies iiitcrnas 
donde B, = { z  E @" : 1 1 - 1 1  < l}. Coi110 C O I I S C C U ~ ~ C ~ ~ .  ol>t.cildremos la misma 
desigualdad ciitre las tliiiiciisiones tle Haiisdotff de E y f - ' (E) tliie en el Teorema 
1. Concretaincntc. 
Teorema 4 ([FPR]). Si f : B,, -t A ea i n t e rna ,  f (0)  = 0, 21 E es un boreliano de  
aA, entonceil. >i O < n. < 1. 
donde  
Y 
Di111 ( f - ' ( E ) )  2 211 - 2 + Dii~z (E) 
Ous~nv,zció,v. Si 11 = 1, I i (1 ,  o )  1, l>or lo qiic (3.25) csticiide a dimensión 
superior la dcsigiia1cl;itl (3.12) tlc.1 Tcoieiii;~ 2. 
Eii cuanto al coiiil,ortaiiiiciito tic la coii5t;iiitc I i ( i l ,n) ,  sc tiene qiic, para a 
fiio. " ,  
Il-l+o/2 
Ii(11,o) - o .  ciiantlo IL -+ cm. 
r(;) 
y para n fijo, 
Ii(11,n.) N C,, O , ciiniitlo (Y + O .  
Co~iio en el caso 1, = 1, 1 ; ~  ~>riicl>a. tlcl Tcorciii;~ 4 coiisistc cil reducirla a en- 
contrar una cxI>resióii iiit,cgi;il l3;ii.n la a-energía tlc tina iiietlitla soportada en la 
esfera uiiidatl tlc R". Ss-', en t6riiiinos dc sil extensión tlc Poisson (ver Teorema 
5, iii,k adelaiite). P;ira. ello iicccsit,aseiiios sustitiiir los poliiioiiiios trigonométricos 
i k i  w { e  }k=-w por cicrt,os ariiií,iiic(,s esf6ricos (los ariiióiiicos zonales) con vistas a 
desarrollar el iiúcleo de Poissoii y el iiúcleo integral a, eii términos de dichos 
armónicos. Segiiircinos a E. Iv1. Steiii y G.  II'eiss [SIV, Capítulo 41 cn lo que concierne 
a notaciones y rcsultatlos acerca de los ariiióiiicos esféricos. 
Sea 7ir, el espacio vectorial (real) de los arrnóiiicos esfbricos <le grado k en IRN 
(N > 1). Si nk denota la tliiiiciisión de 7 i k ,  teneiiios que ([SIV, p. 1451) 
Es sabido que el espacio L2(T,v-, , d ( )  piiede descomponerse coiiio 
donde d( denota la iiieditla tlc L(~l,rsgiic itsiial (no iiormalizatla). 
Si <, 7 E Y N - l ,  el arin6nico zona1 <le gratlo b con polo 11, z!:)(<), se clefine por 
dualidad a travíis del f~iiirioiial 
Si . . . , df'} es iiiia. base ortoiioriiial tle ?ík, sc tiene qiie ([SITI, p. 1431) 
La clave de la priteba es el lieclio de cltie el iiúcleo de la capacitlad es en realidad, 
coiiio eii el caso 11 = 1, iiii;i fiiiicióii de iiiiti varial,lc, atiiicluc aliora en el iiitervalo 
[-l,ll.  
1 
@ < > ( l (  -111)  = = Y < > ( ( .  11). IC - 111" 
doiitle 1 "/i 
Y - )  - - .  , O < O < ! V - I  
Si N > 2 los arnióiiicos zoiiales piictlcii expresarse en t,ériiiiiios de los polinomios 
ultraesféricos (ó  de Gegciilxiiier) de l>ar;íiiictro X = ( N  - ?)/?l. t ~ n e  se defiiicn me- 
diante 
1C. 
( 1  - 2l.t + i . 2 ) - A  = ~ t ( f )  lk. Ir1 < 1, Itl 5 1 . X > O.  
k=O 
Concretarneiit,~~ [SI\;, p. 1491, si !V > 2. 
Como los poliiioiiiios de Gegeilhaiicr constituyen una base ortogonal de 
L ~ ( [ - 1 . 1 1 ,  (1  - t 2 ) ( i V - 3 1 / 2  dt) . , si A ' > ? .  
tenemos que 
con ( ~ - 2 ) / 2  
) 
Por tanto, 
El caso IV = 2,  es tlccir 11 = 1. es ligcraineiit,e tlifereiite. Eii este caso, podemos 
1 - 1  1 tomar como base de ' H k ,  ex1 liigar <le {- JTñ '6 eik'} cpic condiicen a.1 análisis 
de Fourier clAsico, los l>oliiioniios 
( )  is 1 1'; ( e  ) = - seii bb' , J. 
donde los TL clciiotari los poliiioiiiios clc Clicl~ysev, tlcfiiiitlo~ cii [-1,1] por medio de 
. , la rclacion 
TI (cos O) = cos kB . 
y que también constituyen una base ortogonal de 
~ 2 ( [ - 1 ,  11, (1 - tZ)-'12 dt) . 
Por tanto, en el caso N = 2, podemos poner Pi  = Tk, es clccir sustituir los poli- 
nomios de Gegenhaucr por los de Cliebysev sin perder el hecho fundamental de que 
( k )  P :~ -~ ) '~ ( [ .  11) = ck N Zv ([). Adciii6s lo antcrior prueba qiic. en este caso, 
El cálculo de los coeficientes c ~ , ~ ,  si N > 2, es como sigiic. En primer lugar, 
S1 denota la medida de superficie de EN-¡, se tiene [S\\', p. 1441 
mientras que, por otro lado, 
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Aliora, para obteiicr los cocficiciites tic Foiirier (y,, P : ~ - ~ ) / ~ ) ,  usaremos la 
funcióii Iiipergcoiriétrica clc Gaiiss. 
m 
F (";" 1') = 1 )  ( b  - t"'(c)," m! ' 
ni=O 
Taiito los poliiloiiiios de Gcgeiibauer coiiio los de Cliebyscv pueden expresarse 
en tériniiios dc F ([AS, p. 7i9]) 
Si N > 7, para los l>oliiioiiiios [le Gegciil~aiicr se ticiir qiie 
Por tanto, 
Haciendo (1 - t ) / 2  = s cii expresión aiit,crior, ol>tenciiios cliic 
Por otro lado, iis;~iido el licclio tic q~ ic  los ~>oliiioiiiios tic Gcgeiil>aiier verifican ([SW, 
p. 1491, [.iS, p. 77.51). 
p;,:Y-2)/? ( - t )  = (-1,k pj , !v-2) /z  
( f ) .  
r>oiiiciitlo (1 - t ) / 2  = ~< cii (3.31). (Ii~(1iiciiiios qiir 
por lo qiie 
Por otro lado, integriiiido tériiiiiio a término la serie que define a F ,  obtenemos que 
donde B(., .) es In fiinción beta. de Eiiler. Ahora bien, 
Lema 3.6 (Fórinula. tle Gauss [Ba, p. 21, [AS, 1x556)). Si a, b,  c E R, c > a + b, 
entonces 
Por taiit,o. 
y usando la conocitl;~ rclación sigiiiente. satisfcclla por la fiiiicióii gamma de Euler, 
Así, (3.33) se conviert.c cii 
que, en nuestro caso. iios dice qiic (3.32) se rctliice a 
(go, p;~\'-2)12 ) = 
Por tanto, de (3.27). (3.29)? (3.30) y (3.34). dctliicinios qiic. si :\' > 2, 
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Si A' = 2. el A:-ksiiiio poliiioiiiio cle Clicl~ysliev es [AS, p. 7791 
y, por tanto. 
Con los inisiiios cilciilos qiie eii cl caso A' = 7, obtenemos que 
Adeinás es fácil vcr [.4S, 1>.774], ~ I I C  
por lo qiie, iis;iii<lo (3.25) eii 11ig;ir cle (3.30). vciiios qiie (3.35) ttiiiil~idii es válitla cii 
el caso N = 2. 
Por tanto, lieiiios probnd~, 1.1 sigiiieiite: 
Ahora, iina vez ctilciilatlos los cocfiriciit,cs de Foiirier tlel iiiícleo a,, podeinos 
expresar la a-ciicrgía. <le iiiiti iiicclitln 11 cii t.6riiiiiios tlc sil cst~ciisióii tle Poisson P,,. 
Teorema 5 ([FPR.]) Si 11 c.. ,trrra 7ncílidci con. s i p o  .soporlc~cla c n  EN-] ,  t enemos  
que 
i )  Si O < o < ?\í - 1. errtolrcc.~ 
con  
ii) Si m = / I ( S ~ - ~ ) -  entonces  
DE~IOSTRACIÓN. Scaii {11:")) ( k  2 0, 1 5 j 5 i ~ k )  los coeficiciitcs de Foiirier de la 
metiida p ,  est,o es, 
Recordemos qiie P,, se define coiiio 
P,,(, .[)= j 1 ) ( ~ 1 . ~ 0 ( ~ / ~ ( ~ 1 ) ,  
x , v - ,  
doiide ~(11, T E )  es iiiíclco tlc Poissoii cl;isico (iioriii;iliz;\ilo). 
Es coiiocido qiie (ver, por cjeiiil>lo, [S\\', 1). 145)) 
DD 
k  ( k )  k  . A k )  p(11, 1.0 = E r Z,, ' (E) = E r 1 (11) 
k=u k , j  
Aliora, cl teorciiia de Plaiiclicrcl 110s tla qiie 
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y usando de nuevo el teoreiiia de Plancherel, obtenemos que 
Así, si llainailios i \ , ( / ~ )  al lado rlcre(:lio de i). tenemos 
( k )  2 r2k+a-l 
I \ ~ ~ ( P )  = C(IV, 0) Ipj I 1' ( 1  - r2)"-2-"  dr , k . j  
y, sustituyendo r2 = t .  llegiiiiios a. cpie 
"("> O) 1 / :., 2 /' t k + ( " - l ) / 2  A 0 ( p )  = 1 1 (1 - qN-2-e t-1/2 3 dt 
d 
k . 1  o 
c(nr, N)  O 
- 
'7 
1 ~ ~ j ~ ) 1 ~  B(ní - 1 - N, k + - )  (3.36) - '7 +
k . j  
Ahora bien, iisaildo la coiiocitla f6riiiiila tle <liiplicación de la fiiiici6n gamma, 
1 
"G l-(?:) = P = - I  r(:) r(: + ? ) ,  
- 
con z = (N - 1 - m ) / ? ,  tciieiiios qiie 
fir(!v- 1 - n )  = 2 ) r ( 9 )  
Volvieiitlo a ( 3 3 ) .  cst,c> iir>s tlicc rliic 
es decir, 
de acucrclo coi1 el Leiiia 3.7. si C(1V.n) cs la constante que aparcce en i) .  
Por otro lado, conlo 
usando (dos veces) el teorema tle Plancherel, obtenemos 
que, en vista de (3.37). trrn1in;i (le r>rolxir la parte i) tI(4 tcorcina. 
Para probar ii), obscr~~emos en priiiler lugnr cliie 
Integrando (3.3S), obteneinos que 
y como (liaciendo 1." t )  
donde 
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Obsérvese que 
C(!V, a )  liin = lim 
0-0 O 
Por tanto, de (3.40), se dediice <pie 
10(p) - 11z2 U(n)  1 lim = w 2 N - 2  & 1 { J  ~ p 1 8 ( ~ ~ ~ - ~ ~ 2 ( ~ ~ } ( l - r )  
a !Y - 1 0-0 0 v .  un'- 1 l' 
- , \ - I  
I,(,l) - 71l2 U(n)  I"(/L) - 111 2 [;(a) - 1 liiii = liiii - m2 liiii 
0-0 N O -O n O -0 CI 
y, por otro lado, cs f5cil ver rliic 
Así, fiiialineiite. (3.40) se coiiviert,c eii ( i i ) .  ¤ 
Aliora est,aiiins rii c»ii<licioiics <le prol~ar el Tcoreiiia 4 coiiio iiiia coiiseciiencia 
del Teorcina 5. Piir;~. cllo. coiilo cii el caso 11 = 1. iiecesitaiiios iiiios lemas previos 
que soti gciiera1iz;icioiics [le los L<!iii;is 3.3 3.4. 
Lema 3.8. Sea 11 .iiira lr~edida finita y po.uitiaa e n  aA! y .?e(r. f : B, -, A u n a  
f u n c i ó n  in terna.  En to~~ ,ce>.  esiLste .irn.a ,ii~rica ~riedida p o s i t i ~ ~ a  i; e n  S,, tal que P,,o f = 
p ü  Y 
- 
l,( f-l(slll>l>ort 1 , ) )  = P(S,,) . 
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A d e m á ~ ,  si f ( 0 )  = O ,  entonces 
D E M O S T R A C I ~ N .  La primera parte del lema, ya la vimos al probar el Lema 2.1. Si, 
además, f ( 0 )  = 0 ,  eiitonces, Ilainnndo E al soporte de p ,  
P ( E )  ü ( f - l ( E ) )  = ,;(O) = P, '( f (O))  = PP(O) = -. w 
W ~ > l - l  27I 
Eti lo qiie sigiir, iisarciiios iiiia iioriiializacióii clifcreiite: rlip,iciido 
obtenemos 
7 71 
P" = - P,, o f y u ( s " )  = , , ( a ~ ) .  
("l?>i-l 
Lema 3.9 (Priiicipio de siibordinacióii). Sea f : B, + A , I L ~ ( I .  función holomorfa 
tal que f ( 0 )  = O ,  y *ea u : A -t W ffrn.ción 3rrbarmÓnica. En.to~~ce8 
D E A I O S T R A C I ~ N .  Sea. t. E ( O .  1). y sea 11 la fiiiicióii arinóilica.cn A, = { r  E A : Izl < 
T }  tal qiie tr = o eii 8A,. Por el Iciiia. cle Scliwarz (ver, por ejriiiplo, [R2, Teorema 
S.1.71) 1 f ( z ) l  5 Izl? con lo qiie ,f Ilevn iiiia 11ola. B ( 0 ,  T )  = { z  E B, : 1 - 1  < t.) en 
A,. Puesto que r 9  es siil~aiiiióilic;i. f .  5 ti rii A,.. luego L: O f 5 11  o f e11 B(O,T). 
Fiiinliilciit,e, puesto cliic las fiiiicioiics nriiióiiicas vcrificari cl ti3i>rciii;i. del valor i~icdio, 
O B S E H V A C I ~ N .  -41 contrario <liir: eii el Leiiia 3.4, iio teneiilos eiiiiiiciaclo de igualdad 
en el Lema 3.9. Esto se debe a qiie en diiileiisi(51i superior las funciones extremales 
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en el lema de Scliwarz iio estáii taxi bien determinadas coiiio eii cl caso n = 1 (ver, 
por ejeiiiplo, [R?, p. 1641). 
El sigiiieiite Icilia iios dice ciiál es la rclacióii entre las o-eiiergíiis de las medidas 
p y v tlel Lema 3.8. 
L e i ~ i a  3.10. Sea 11 ,tLn,cL ínedida con signo en ¿3A, f : B,, + A una función interna 
con f ( O )  = O, y v una medida COTL ~ i g n o  en S,, tal que 
ii) Si72 > 1, O <  m <  1. 
donde 
r , 1 - 1 + 3  
IC( l1 .  o )  = ( 7 ,  - 
( T I  - ~)!r(:) 
ETL e ~ t e  caso. s i  a = O y 111 = /i(¿3A) = l/(S,,): e~1.tonce.q 
O B S E R \ U C I ~ X .  D;id;i 1 1 .  1;) iiio<li<lii 11 sc ol>tiriic scp;ir;iiitlo 1 1  cii siis p;irt,cs positiva 
y iiegativa (tlcscoiii~>~.>sici(iii <I<: Joi.<l;iii t 1 ~  1 1 ) .  
D ~ h 1 0 ~ ' r i i ~ ~ i Ó h ' .  Piiesto qiic Ir,, - $ 1 '  y IP,,12 so11 siil~;iriii<;iiic;is, obtenemos por 
subortliii;lci6ii (Lciii;~ 3.9) qiic si 11 = 1 y o = 0. 
y si 12 2 1, O < o < 1: qiic 
'2 >r d.. " 1 2  = ( )  f I 2  5 IP,,12~*. ? o , - ]  W2,i-l 
En el primer caso obteneiiios, coino ya vimos en la demostración del Teorema 
2, que 
Io(v) l Io(P) 
integrando con respecto a 2rr d r l r  y aplicando la parte ii) del Teorema 5. 
En el segundo caso, iisa~ido la parte i) del Teorema 5, 
donde 
r ( 7 1  - 1 + f) 
I i ( l 1 .  a )  = (11 - l ) !  r ( f )  
Finalmente, piiesto que z/(S,, ) = 111 
y por tanto, si 71. > 1. el Teoreinn 5. nos da, 
Ahora bien, el principio de siil~orcliiiacióii (Lema 3.9) nos dice qiie 
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por lo que, de (3.41), decliiciiiios qiie 
Esto termina la priieba dcl Lciiia 3.10. 
3.3. Aplicacioiles de la expresióil iiltegral de la energía. 
Como aplicación de las fóiiiulas clel Teorema 5, veamos cóiiio podeinos calcular 
la a-capacidad de Chi-1 . 
Eii priiiicr Iiigar, cs claro qiie 1;) a-distribució~i de eqiiilil~rio de E N - ,  es iilva- 
ria~ite por rotaciones, y, por tanto, coiiicicle coi1 la medida de Lcbcsgiie (siipeficial) 
iiorinalizada, /LZ , - ,  = 1 . I / w , ~ - ~ .  Como 
de (3.40) decliiciiiios que 
y, por tanto, (O < o. < Ar - 1) 
Por otro lado; por la part,c ii) clel Tcorciiia 5, decliicimos qiie 
E I ~  partici~lar~ poiiiciltlo 11' = 2, ol,t,ciicnios qiic capo(¿lA) = 1. 
Calculemos las capacidades logarítiiiicas de las esferas ( N  > 1). 
Llamando 
x A ( x )  = Q(-) - Q(x  - 1 )  , 2 
de la relacióii r ( x  + 1) = z r ( z ) ,  es f5cil obtener que 
Por otro lado, puesto qiic r f ( l )  = -y, coi1 y la. coiistante tle Eiilcr, se sigue que si 
M E N , M > l ,  
A<-1 . 
Distiilgaiiios aliora <los casos: 
i) Si N es par, taiito Ar/3 coiiio N - 1 so11 iiatiiralcs, por lo qiie 
Por taiito, 
Recorcleiiios qiie 
1 m P ( z )  
= -= ( # L .  k >_ O entero), 
r ( - )  k=1 . ( z  + k )  ' 
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por lo qiie 
= - y - 7 + 2 ( 1 - l o g 2 ) = - y - l o g 4  
Se sigue qiic si lIr es inipar, !Ir 2 3, 
2,i-1 n 
(3.47) cap~(Y?, , )  = e -~(2»+1)/2 = ., e~ / ( zk )  J e-l/(l+2(n-k)) 
k = l  k= 1 
Por (3.45) y (3.47) t,eiieiiios para las priiiieras esferas que 
El 1eiit.o <:rcciiiiiciit,o <le 1;1 siiccsi0ii { c ; ~ l > ~ ( Y ; y - ~  ) }  parc<:e iiiilicar qiie est.a. siice- 
si611 es convcrgc~it,~ (:r)iiio cii efi:ctn rriirrc. l>iics si 11 > 1, por (3 .44 )  y (3.4G). teiiciiios 
qiie 
212 - 1 
- 2log.7 - log- - 1064 
11 + 1 
- 
711 - 1 
- - log -. ciiaiiclo 11 -+ m . 
1, + 1 
Por tanto, 
de donde se cletliice el sorpiciidciite resultatlo 
(3.48) liin capo(X~-1)  = liin e - A ( N ) / 2  = \/;j - .  
N-m N-oo 
Para las a-capacidades, piicsto que 
en vista de (3 .49,  teiieiiios cliic 
Puesto qiic, si tieiiot,aiii<is F ( n )  = 2-"/'. sc ticne que F f ( 0 )  = l o g ( l / d ) ,  (3.48) 
y (3.49) coiiciiertlaii coi1 e1 licclio tic <pie 
Por otro lado, si cleiiotaiiios por S r z  la csfera uiiidad <le1 cspacio de siicesiones 
eZ, (3.48) y (3.41)) piiedcii iiitcrpretarse ronlo qiie 
cap,(Yp) = ? O / ' .  c ~ q > ~ ( Y ~ 2 )  = d?. 
ya que los 11-tliáiiietros (vcr la Sccci<íii 1.G) tlc Srl son 
0 )  T. .,n/? D!, ( 4 2 )  = - . D , , ( S p )  = d .  
Capítulo 4 
Aplicaciones y resultados adicionales 
en diineilsión dos 
Este Capítiilo en el qiie vereiiios diversas aplicaciones de los resultados tle los 
Capítiilos '2 y 3 cii di~iieiisióti dos, se estriictiira clc la sigiiieiit.c forma.: 
4.1. Precisióil del Tcorcnla 7. 
4.2. Resiiltaclos crgóclicos. 
4.3. Estciisioiics del Teorciiia 2. 
4.1. Precisióil del Teorenla 2. 
El siguieiitc rcsiiltado iios clicc cliic cl Trorriiia 3 es realiiiriitc lo mejor posible. 
ProposiciÓii 4.1. cap,( f -' (E)) pirede tomar c.rralyirier .i~a/or entre ca.p,(E) y 
cap,(aA). M i s  precisamente: ~ I L I L O J  O < S 5 f < cal>,(DA), existe un .~tibconjunto 
de Borei E of a A  y ?rna firnción i71.tern.n f : A -4 A con f(O) = O, tal que 
cap,(E) = S y capo(f- '(E)) = t .  
La Proposición anterior es iiii corolario clel sigiiiciite lcinñ. 
Lema 4.1. Sea I c~ralqirier inter.ocr.lo cerrado e n  a A  con III > O >  y .Pea B u n a  trnión 
finita de in,teroalo.q cerra.dos e n  sil tci.1 qne = 111. Enton,ces. existe Irna fiinción 
in terna f : A -4 A tal qtre 
De hecho! > i  O < III < 27. entonces f e3 linica 
1) Ligeras niodificaciones en la prueba del Lema 4.1 permiten también probar 
que si B es cualquier boreliano en dA tal que ID) = II(, entonces existe una función 
interna f con f (0 )  = O y f-'(1) B, donde 2 denota igualdad salvo un conjunto 
de medida de Lebesgiie nula. 
2) Es natural preguntarse si este lema es cierto en dimensión superior, más 
precisamente: 
i Es cierto que dado un intervalo I e n  O A  y un boreiianw B de S, tal que 
esiste u n a  función in terna  f : B, - A tal que f - ' ( I )  2 B Y 
No es posible construir tal f usando los polinomios dc Ry11-Wojtaszczyk (ver 
[R3]), (los polinomios utilizados por Aleksandrov para constriiir fiinciones internas 
en la bola unidad de en), piiesto qiie es fácil ver que, en ese caso. tanibién sería cierto 
el siguiente resultado más fuerte: Dados E, I s ~ i b c o n j u n t o ~  de O A  con IEl = 11 y 
N E N ,  existe u n a  f i ~ n c i ó n  in terna f : A + A tal qlle 
Pero es fácil ver, como consecuencia clel Lema 4.2 (ver más abajo), que esto no es 
posible en general. 
En efecto, si I es un iiitcrvalo en O A ,  (O < 11 < 27).  centrado en 1, y J I ,  
J z  son dos intervalos de medida IJi 1 = I J 2 )  = ) I ) / 2  centrados en 1, -1 y ponemos 
J = Jl U J z ,  es claro qiie f p ' ( I )  = J si f ( z )  = z 2 .  Por tanto. el Lema 4.2 nos dice 
que si g-'(I) = J ,  coi1 g interna y g(0) = O. ent,onccs forzosaiiientc g(z) = z 2 .  Esto 
prueba que, en todo caso, no potleiiios fijar niás allá de la scgiiiicla derivada. 
La sigiiicnte conseci~~iicia rlc la Proposición 4.1 es conocida para la capacidad 
logaríttnica (Alilfors en [.A, p. 35-36) la at,ril>uyc a A. Beiirliiig). Que sepamos es 
nueva para las capacidades de Riesz. En ciialquier caso cs un bello resultado de 
simetrización. 
Corolario. Sea O 5 o/ < 1. Si  I es c~inlqaier intervalo en. O A ,  entonces I t iene 
la a-ca.pacidad minirna entre todos los borelianos de dA con  la m i s m a  medida de 
Lebesg,~ie que I .  
D E ~ ~ O S T R A C I Ó X  DEI, L E ~ I ; \  1 . 1 .  sea f r  la. integral dc Poissoli de la función carac- 
terística tle B, y sea li sil f~tncióii ari~lóiiica. conjiigada elegida. clr forma que C(0) = 0. 
Piiest,o qiic ~ ( 0 )  = lB1 / (2~) ,  la fiiiicióii lioloinoifa F = t i  + i i i  transforma A en la 
banda S = {o : O < R e o  < 1). Obser~einos que F tiene vaIores radiales frontera 
excepto a lo siimo eii iin nú~nero finito de piintos y que F aplica el interior de B en 
{ u :  Rew = 1) y a A \ B e n  { u :  Rew = O } .  
Ahora, sea G la aplicación de Rieniann de S elegida tle forma que G(IB1/27r) = 
O .  G transforma {w : Rew = l} sobre iin cierto intervalo .T de aA.  Por otro lado, 
la función h = G o F es claraniente iina fiinción interna, h ( 0 )  = O y h k l ( I )  = B. 
Co~nponiendo h con rotación atleciiada (IJI = IBI = 11 por el lema de Lowner) 
terniiiiamos de deiiiostrar el eniinciado de existencia. 
Para probas la iiiiiciclad de f ,  es suficiciite probar cl sigiiieiite 
Leii~a 4.2. Si A e3 u n  subcon j l~n to  de Borel  de d a ,  tul que S, e-"de # 0, y f ,  g 
s o n  funciones in ternas  con  f (0)  = g ( 0 )  = O tales q u e  
entonces,  f 5 g 
denota igualdad salvo a lo siiiiio en iin coiijiinto de niedida de Lebesgue cero. 
D E M O S T R A C I ~ N .  Sca F : A - {w : O < Rew < l}  la fiinción holomoi-fa dada 
F es univaleiit,e en iin entorno of O porcliie 
por Iiipótesis. Aliora., ol~serveriios que R e ( F  o f )  = R c ( F o g )  cn ca.si todo piinto de 
a A .  Puesto <pie R c ( F  o f )  y R e ( F  o g )  son fuiicioncs arinóiiicas acotadas, se sigue 
que F o f = F o g + ic  en A. clontle c es iiiia coiistant,e re;il. Piiesto que f ( O )  = g(0), 
dcducimos cpie F o f = F o g. lo (pie priicl,;~. el lema piicsto que F es iinivalente en 
un ent,orno de O. O 
1) En particiilar, la coiitlicióii S, e-"rlB # O es satisfecha, por ejemplo, si A es 
iin intervalo en 8Lj con O < 1.41 < 2 ~ .  
2) La. condición S/, e-'@rl$ # O es niás quc tle iiatiiraleza técnica. Si A es k- 
simétrico (es decir. si existe iiii siil>conjiint,o .Ao c A. con A0 C [O ,  2 ~ / k ] ,  tal que 
A A0 U (.Ao + 2 ~ l k )  U (-4" + 4~/1>:) U . .  . U (.lo + 2 ~ ( k  - 1)/1;), y S), e-ik'dO # O ,  
entonces f = wg, cloii<lc w es tina raíz k-6siiiia de la uiiir1;id. Para probar esto. uno 
piede iisar el Leiiia 4.2 con las fiiiicioiies Ii o f ,  h o y. y el conjuiito h(=l), donde 
k h ( : )  = :. 
Observemos taiiil>ií.ii qiie si .4 es la iinióii de dos iiit,crvalos en dA,  entonces 
f = f g,  porqiie la coiiclicióii SI, e-"dO = O iiiiplicn (pie -4 es 2-simbtrico. 
3) Notciiios qiie si la función g en el Lema 4.2 fuera la identidad y O < [Al < 2x, 
entonces, por ergodicidad, podríaliios coiicliiir qiie f es una rotación de ángulo 
racional. Esto, jiiiito coi1 la observación aiiterior parece sugerir que quizá la si- 
guiente afiriiiacióii sea cierta: 
S i  A  es 71n ,s,irhconj~~n,to de Borel de aA.  que O < 1-41 < 2x, y f ,  g son  
f~rnc iones  interncis con f ( O )  = g ( 0 )  = O tales que 
entonces f E Xg C O I L  I X I  = 1. 
Pero esto es falso como iiiiiestra. cl siguiente ejemplo: Sea B el siguiente pro- 
ducto de Blasclil<e 2r - 1 
B(2) = 2 -. 
7 - 2  
Aplicando uii teorema de Ií .  St,eplictisoii [SI, Teorema 31 al par B,  -B,  obtenemos 
dos funciones iiit,eriias f y g coi1 f ( 0 )  = g(0) = O ,  tales que 
Pero, entoilces ( B ( f ) ) '  = (B(g)) ' ,  y por taiito, si tuviérainos que f = Xg, podríamos 
concluir que B ( z )  = -B(X:). Pero, puesto que B1(0) # 0, tendríamos X = -1, esto 
es, B ( z )  = - B ( - í ) ,  una coilt,radicciÓn. 
4.2. Resiiltados ergódicos. 
Lo siguiente iio es iiiesperado puesto que la teoría ergódica nos dice que f - k ( ~ )  
está bién distri1,iiitlo sobre aA.  En adelailt,e, f k  = f o . . . o f denotará la k-ésima 
iterada de f .  y f -%igiiificará f -' = ( , f k ) - '  . 
Proposicióii  4.2. Si  ,f : A + A es in terna pero n o  ? ~ n m  rotación,  f (0) = 0, 
O 5 a < 1,  y E ei; . I I . ~ L  ~s~i~~bconjunto ¡le Borel de 8n con cap,(E) > O ,  entonces 
La demostracióii de este rcsiilt,ado es iiiia f5cil coiisccueiicia del siguiente lema. 
Lema 4.3. Con. las hipótesis de 1~ Proposición 4.2,  si 11 es ,una probabilidad e n  
E  con a-eiiergía, fi7~itf1. ;y .qi vi: e.? la medida de probabilidad e n  f - k ( ~ )  tal que 
P,, = P,, o f k >  e7stonce.q 
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D E ~ I O S T R A C I ~ N  D E  L A  PROPOSICI~N 4.2. Por el lema, tenemos qiie 
l <  1 < I e ( l / k )  + Io 1 . 1  1 
c ~ P , ( ~ A )  - cap,( f-"E)) - I;-CO ( )  = ~ ~ ~ . ( a a )  , M 
DE~IOSTRACIÓN DEL LEMA 4.3. Probarciiios el caso O < n < 1; el caso cu = O es 
similar. 
Por la partc i) del Tcoreiiia 3, tenemos qiie 
con 
para toda medida de prohabilidad a en ¿?A. 
Usaiido el priilcipio de siibordiilacióii (Lcina 3.4), tlccliiciiiios que, para todo 
7. (0, l ) ,  
Piiesto qiie /i ticiie o-eiicrgía fiiiita, cl lziclo dercclio dc esta clcsigualdad, coino 
una función eii T ,  pcrtcnece a L1(G,(r)di) .  Por taiito. Iizil~rciiios terminado si 
prohanios qiie 
(4.1) 1 Ipuk ( ? ~ e ' e ) 1 2 d ~  +- ciiaiido A. - m .  2 a 
para cada r E (O. l ) ,  piiesto cliic CI tcorciii;i <le la coiircrgciicia tloiiiinada 110s daría 
que 
Ahora. Iicii, por tlefiiiicióii <Ic v k .  P,,(~c") = Pl , ( fk (~ .~ i e ) )  + 1/(2a), cuando 
k -+ m, uiiiforiiicnte cii 0 p;,r;i 7. fijo, l>iicst,o qiie fk( l .e is)  + 0, ciiaiido k -t m, 
u~iiforiiicriient~e eii 6 para r fijo, eii virtiicl tlcl lciiia de Scli~varz. Esto implica (4.1). 
El sigiiic~ite rcsiiltaclo 110s tlice qiie los coiijiiiitos f -"E) rstán bien distrihiiidos 
sobre 0 4  incliiso eii el caso cii cliie cap,(E) = 0. 
Proposicióii 4.3. Si f : A -t (1 en u n n  firnción in terna  (di,stinta de una. rotación) 
con  f (0)  = O. E en u n  boreliairo n o  vacío e n  8 A J  y 11 en ciralqaier medida de 
probabilidad e n  E. en.forrce.q. esiivten ? L ~ B  constante nb.uolt~la C y n n a  constante 
po.sitiun rl q i ~ e  .sólo depende (le l,fl(0)l: to1,le.s qile 
para todo in tervalo  I C  BA. En particalar, 
en la topologia débil-*. 
Aquá ur; es la med ida  de probabilidad concentrada e n  f- '"(E) ta l  que P,, = 
P,, O fk. 
DEXIOSTRACI~N.  La relació~i P,, = P,, o f k  nos dice, en términos de medida 
armónica, que 
Recordemos qiie si a es iiiia iiledida cii ¿)A, E C BA, 
Por otro lado, si I es uil ii~t~ervalo (arco) eil 8A y denotanios por I* los iiitervalos 
con el misino centro qiie I tiiles que 11'1 = 111 -t E ,  tenemos <pie 
en virtud de (4.3). Coiiio r ~ k ( , f - " ~ ) )  = 1 (Leiii;i T I ) ,  coiicliiiilios que 
La idea, ahora, es conipar;ir el lado izcliiicrdo de (4.4) con 11i1/(2i7), 
Como, por cl Icina de Scli~varz, f" O ~iiiiforinementc solxc compactos, se sigue 
que para 17 2 izo = II~(E), 
donde 
n.f( f k ,  T )  = lll;lX I , ~ ~ ( z ) J .  
I:I=r 
Ahora, fijarlo i > 0. sea v = v ( ~ )  tal qiic (v = 1 - c4 sirve) 
Entonces, es flícil coiiiprobar cluc para r = ?.(E), 
y que 
Por tanto, iisnndo (4.6), 
Finalmente, (4 .5) ,  (4 .8)  y (4.9)  iiiiplican q i ~ e  
con r = r ( ~ )  = 1 - _c.'. 
Recordemos ahora el espectaciilar resiiltaclo de Ch. Pommerenke siguiente 
Lema 4.4 (Poininerenke [P?, Lema. 21). Sea f : A -* A una función holomorfa 
con f(0) = O. En.tonces 
1 N 
n r ( f k .  Y )  5 a k  (-) , 
1-1.  
donde N es ilna con3tante a.bsoliata (AT = 13 sirve), y 
Con esto, tomaiiclo para cada k ,  ~k = (4.10) nos da  cliie 
con NI una cierta coilstaiite absoliita.. 
1 )  La pruelja de la Proposición 4.3 sigiie I~iísicaiiiente la línea del Lema 3 en 
[Pí]. Diclio lema (eiiiiiiciatlo en la Secci6ii 1 coino Prol>osición 1.5) es un resultado 
de mezcla iinifornie i~iii'; fiierte. En la Seccióii 4.3, coiiio coiiseciiencia de una mejora 
del Teorema 2, obtendremos 1111 resiilt,ado parcial de inezcla con a-capacidad. 
2) La con~~ergencia cléljil-*, r / ~  -, 1 . I/(27r), se sigiie fácilmente de (4.11). Sin 
embargo, hay clue decir (lile la rclación P,, = P$,of cliic tlefine a las probabilidades un. 
junto con el teorema de Baiiach-Alaoglii taiiibién iml~lican tal convergencia débil-*. 
Ol~sérvese que iiiia coiiseciiencia de 121 Proposici611 4.3 es 
Corollary. Si f : A -r A e3 irirterna. er~lonce.? f toma todos los valores en 8A.  
4.3. Exteilsioiles del Teoreilla 2. 
Ciianclo la función iiiterna f tiene or(lcn L; 2 1 en 0, podemos mejorar el 
Teoreina 2. En el caso a=O. tciieiiios 
Teoreiiia G ([FPR]). Si f : A -t A es in terna,  
y E es un boreliano de aa, entonces 
A d e m á s ,  si capo(E) > O, la iyra ldad e n  (4.12) sólo puede rlar.~e s i  o b ien  f (z )  = Xz k 
con  IXI = 1, o bien  capo(E) = capo(t7A). 
D E ~ I O S T R A C I ~ N .  Para una tal función, el Icina. de Scli\varz nos dice que 1 f ( t ) l  5 
Izl" con igiialdad sólo si f ( z )  = Xzk con IXI = 1. Con esto en mente, el principio 
de subordinacióii (Leina. 3.4) nos diría aliorit cliie si v : A -4 R es una función 
subarmónira.. eiitoiices 
con igualdatl para. i ~ i i  1. <ladoo sólo si u cs ariiiOiiica en A,. (5 ,f es una rotación de z k 
(ver, por ejc~iiplo, [HH]). 
Aliora, para. pr0ba.r (4.12), es suficiciite silponer cliic E es cerrado. Si p, es 
la distribución logarítiiiica clc ecliiilibrio de El y 11 es la. iiic<li<la de probabilidad en 
f- ' (E)  tal que P, = P,, o ,f,  ciit,onccs 
de dondc (4.12). El eiiiiiici;itlo de igitaltla<l se prueba tlc foriiia análoga al corres- 
poiidicntc eiiiiiici:ido del Tcorciiia 2. ¤ 
En el caso O < U. < 1, si iino procede de forma análoga, tiene que, por subor- 
dinación 
y haciendo r k  = t ,  
donde, 
Observemos que H,(t) se parece a G,/A(t), pero la relación entre ambas funciones 
va en el sentido "inalo". No obstante, quizá H,(t) pudiera corresponder a un núcleo 
integral, distinto del de Riesz, pero calculable. Si fuera así. tendríamos 
de donde 
- 
cal>.( f - ' (E) )  2 cap,(E). 
Llaniemos 6, al (liipotético) núclco tal cluc 
para toda mcditla con signo 11 sol>ortaclri. en i3A. Si j , , ,  y ji(n) denotan, respectiva- 
inente, los coeficieiites dc Foiirier del iiúcleo &,( l l -  e"\() y tle I w  medida p ,  entonces, 
como viiiios en el Capítulo 3. 
y, por otro latlo, por el tcorciiia de Plí~iiclicrcl 
Por tanto, se tlcbc verificar qiie ( j  ,,,, = i -,,,, ), 
y, liaciciido t l l k  = I r ,  ol,t,eiic!iilos qiie 
tloiitlc y,,,, soii los cocfi<:iciit,cs tlc Foiiricr tlcl iiiíclco tlc Ricsz, @,(Il - eifl) = 
11 - e"[-". Est,o sigiiificn qiic 
0bsi.rvcsc qiie el liiícleo ol,tciiido itlcpciitlc dc k! Esto significa que ohteiiemos un 
resiiltado no sólo con c;ipí~ci<líicles tlifcrciites sino qiie, atlciii;ís. iina de ellas depende 
de L:, CI orden de f cn 0. EII ot,ra.s p;il;il,rns, iiii rcsiilta(lo iio 1111iy satisfíictorio. 
El problema principal que nos heinos encontrado es que las funciones G,(r) 
que apareccii eii la expresióii iiitegral de la energía no se "recscalan" bien al hacer 
el caiilbio de ~ar iab le  r = t l l ' .  En el sigiiiciite teorema LLcaiiil,iamos" las funciones 
G,(r )  por ot,ras qiie nos pcriiiiteii soslayar este problcinn. 
Teoreiiia 7. S i  f : A --+ A es in terna,  
(k-1) f ( 0 ) = f t ( O ) = . . . = f  (O)=O, f ( ' ; ) (0)#0 ,  ( k > l ) ,  
y E es u n  boreliano e n  ¿lA, entonces para O < N < 1, 
donde C, 2 1 es u n a  constante r/ue depende sólo de o;. 
Ncccsit,;irci~los el sigiiiciite 
Lema 4.5. Existe u n a  constante C, 2 1  ta l  que para t o d ( ~  ~ n e d i d a  de probabilidad 
p soportada e n  8A, 
donde 
1 2  d x  dU 
J ~ ( / J )  = JJ A IplL(:) - 7 l  1 O '  
-" /2l2 (lag -) 1 - 1  
DE~IOSI ' IX, \CI~N.  Observciiios qiie, iis;iii<lo cl teorelila tlc Plniiclierel 
y, puesta rluc la traiisforiiiatla de Laplace tlc t-" es r(l - n . ) / ~ ' - ~ ,  obteiicinos que 
Por otro lado, piiesto que 
r(lz + a) 
l z n  cuando n + m, a > 0 ,  
r(l2) 
de (3.24) sc dcdiice fácilineiite que y,,, - nO-', cuando n + m. Por tanto, 
que, junto con (4.15), iinplica cl lema. ¤ 
DEMOSTRACIÓN DEI. T E O R E ~ I ~ Z  7. Obscrvemos, en primer lugar, que por la inva- 
riancia por rotaciones de la inetlida tle Lebcsgiie 
l = 12"12" 1 --- dt ds 
c ~ P . ( ~ A )  l l  - e ¡ ( 3 - / )  I o 27r 27r - 70,. 1" 6 - yo,* . 
Es siificieiitc probar (4.14) para E cerrado. Coino en el Trorcina 6, si p,  es su 
distribucióii de eqiiilibrio, por siil~ordiiiacióii, obtenemos que si v es la probabilidad 
en f -' ( E )  tal cliie P, = P,, o f .  eiitonccs 




< I"(J/) - 7 0 , 0  
cal~,(.f-' ( E ) )  capo(8A) - 
lo que prueba el teorema. W 
OBSERVACIÓN. Si el orden de f en O es k > 1, esto es, f'(0) = 0, entonces, puesto 
que ord (f ", 0) = k", donde f "  cleiiota la n-ésiina iterada de f ,  por los Teoremas 6 
y 7, se obtiene que si cap,(E) > O, 
cap,(f-"(E)) -t cap,(aA), 0 5 0 < 1 ,  
n-m 
es decir, la Proposicióii 4.2. 
Esto sugiere que si k = ord ( f ,  O)  > 1, de los Teoremas G y 7, podremos obtener 
propiedades ergódicas de f .  Eii efecto, 
Proposicióii 4.4. Sea  f : A -t A iLnn func ión  i n t e r n a  ta l  qrre 
S i  A es un boreliano e n  8il tal  g.rre 1.41 > 0 y para todo  I? E N ex i s t en  borelianos 
E,  e n  a A  tales  que la a-capacidad ( O  5 0 < 1) de  la d i ferenc ia  s imé t r i ca  en tre  A 
y f-"(E,) es n t ~ l a ,  en tonces  cap,(.4) = cap,(aA). 
DEMOSTRACI~N.  Siipoilgainos que O < 0 < 1; la prueba para ci. = O es similar pero 
usando el Teorema 6 en lugar del Teorema 7. La Iiipótesis iniplica que cap,(A) = 
capu(f-"(E,,)), para todo 1% E N. Piicsto qiie ord ( f n ,  0) = k" ,  el Teorema 7 nos 
dice que 
si cap,(E,) > O. Aliora bien. clc la liipótcsis se sigue que no sólo la a-capacidad 
sino también la. ineditla. de Lebcsgue de la clifcrciicia simétrica entre A y f-"(E,) 
es nula. Por el lcina de L61viicr se sigue que 1-41 = [ E ,  1 para toclo n. Si I es un 
intervalo cii 8A con lII = 1-41, ciit,onces. coiiio viiilos en la Scccióii 4.1 como corolario 
de la. Proposicióii 4.1, cap,(E,,) 2 cal>,(I)  > O ,  para toclo 1,. La Proposición sigue 
ahora de (4. 16), Iiacie~iclo 17 -+ m. M 
OBSERVACIÓN. Si pi~diéraiiios siistitiiir la coiitlicióii IAl > O por cap,(A) > O en 
la Proposición 4.4, esto nos diría que una fuilcióii interna con ,f(O) = f'(0) = O,  es 
exacta con respecto a la o-capacidad. 
El prol>lciiia es que los E, podrían. cn priiicipio, teiicr capacidad nula ó ten- 
diendo a cero. La coiiclición 1.41 > O cvita esta posibili<la<l pues implica que 
cap,(E,) 2 c > 0. 
CONJETURA. La consta~itr correcta en el Teorc~iia 7, es C, = 1. Esto permitiría 
seguraineiite, dar iui eiliinciado dc uiiicitlad coino cn los Teoreiilas 2 y 6. 
Capítulo 5 
Distorsión de subconjuntos del disco 
por Ii~nciones internas 
En este capítulo vereinos (los resultados de distorsión de siibconjuntos E de  
A; en la primera sección eiiiiiiciarcinos y darcinos la prueba tlc iiii tcorcma de D1 
Hamilton [H?] sobre distorsióii de medidas de Hausdodf. Est,e resultado es una 
"secuela" de la primera vcrsióii (le1 Teorema 2, aparecida. eii [FP], en la que se 
probaba que si E C ilA entoiiccs, cap,(f-'(E)) 2 C, cap,(E), con una cierta 
constante C, > O. En [H?], D. Hainilton coiijetiiró qiie se podía poner C, = 1, 
como así resultó ser; en la segiiiicla sección probareinos el rcsiiltado de distorsión 
de la capacidad logarítmica [FPR] para sul)coiijiiiitos tlel disco (ver Teorema S). El 
Teorema da  la iiiisina desigiialdatl qiic en el caso dc subcoiijiintos tle la circunferencia 
unidad (Tcorcma 6). La prricba iit.iliza fiicrteii~eiite la iilvariaiicia conforme de la 
capacidad loga.rít,inica. Fiiialiiieiit.c, taiill>iéii probaiiios qiie el Teorema S no se 
puede n1ejora.r. El Capítiilo se cst,riictiira de la sigiiiente maiiera.: 
5.1. Dist.orsióii tle iiicclic\as t l ~  Haiistlo~E Tcoreiiia tle Hailiilton. 
5.7. Distorsióii (le lii cnpncitlad logarít,iiiica 
5.1. Distorsióii de iiiedidas de Hausdorff: 
Teorema de Hai1liltoi1. 
Recieiitciiiciit,c D. H;iiiiiltoii 1i;i probado cl sigiiieiite 
Teorema D (Hamilton, [H?]). Si f : A -+ A e3 u n a f u n c i ó n  i n t e r n a  c o n  f(0) = 0, 
y s i  E e s  un boreliano d e  A, en tonces  
( f l ( E ) )  2 H E )  O < n. 5 1. 
A d e m á s ,  s i  h a y  igiialdad para a lgún  E c o n  H,(E) > 0: en tonces  f ( z )  = Xz, c o n  
I X I  = 1, e s  decir ,  f es i i na  ro tac ión .  
Recordemos que H, denota la medida de Hausdoiff o-dimensional. 
1 )  El resiilt,atlo es, con segiiriclad. falso para 1 < o 5 2. En efecto, si E = 
A(w,E) = {z E A : 12 - tul < E }  con E > O y peqiiciio. H,(E) - E " ,  cuando 
E -+ O;  si denot,anios por f,,(3) = zn,  f,;l(E) se coiiipoiic de n "ctiscos" de radio 
€11 f'(f-'(w))I con centro en las raíces 71-ésiiiias de tu.  Por tanto, 
si a > 1. 
2) No obstante, puesto que f es localii~eiite Lipscliitz. sieiilpre se ticne que 
D i ~ n (  f -' ( E )  > Diwz(E) 
La prueba. del Tcoreilia D se basa. eii 
Teorema E (Frostiii;iii, [G, p. 791) Sea  f : A i A 1171,íI. f i i n c ión  i n t e r n a .  Para  
t odos  los  io E A. ezcep to  para (pos ib lemen, te )  iin conjirn.lo íle capacidad logar i tmica  
d o n d e  ]col = 1, y 105 O , ,  s o n  la5 r a i c e ~  d e  la e caac ión  f ( r )  = io.  c o n t a n d o  miilt ipli-  
c i dades .  ( S i  a ,  = O Je en t i ende  que ñ,,/ltr,,l = 1). 
En p a r t i c i i ~ í l . ~  f o m i t e  ( a  lo más) iin c o n j i i ~ ~ t o  d e  capncidnd logar i tmica  nu la .  
Observeinos qiie si f ( 0 )  = 0, entonces 
$5.  DISTORSIÓN DE S U B C O N J U N T O S  DEL DISCO POR F U N C I O N E S  INTERNAS 105 
Por otro lado, tina coiiocida exteiisióii del lema de Schurarz debida a Pick (ver, por 
ejemplo, [A, p. 31: 110s dice rliie 
Suiiiitndo sobre todos los a,, tales que f (a , , )  = t u ,  ol,tcneiiios por (5.7) que 
en virtud dcl sigiiieiite '* 
Lema 5.1. Para todo Y ,  O < Y 5 1, y para toda sucesión {-Y,,}, O < X, 5 1, tal 
que 
m 
se t iene Tile 
>,=1 
con ig l~aldnd 3610 si todo3 los -Y,, 8on 1? con a lo má8 u n a  ezcepción.  
D E ~ ~ O S T R ~ C I Ó N .  En priiiicr ltignr, p:ir:i todo N, N = 1,2.3 . .  . . , es fAcil ver por 
inducción que 
N h' !\' 
>1=1 
En efecto. si ilT = 1 cst,o cs claro. y sripiiest,o para !\' - 1. 
lo que prueba (5.4) hacieiido N -t m. De Iieclio, tenemos que 
Para probar el enunciatlo de igualdad, obscrvemos que si Y = 1 todos los -y, son 
unos y no hay nada que probar. Si Y'< 1, tino al menos de los -Yn, digamos X l ,  
debe ser menor que 1, y si tciieinos igualdad en (5.4), forzosaiiente 
de donde, coiiio S i  < 1, se tiene que S,, = 1 pa.ra todo 7,. 2 2. 
Esto priieba (5.3), exccpto quizás cii uii coiijuiito de til's <le capacidad logarítmi- 
ca nula. Además, la igualtlnd eii (5.3) sólo r>iicde darse si 
y, por (5.1) y el Lema 5.1, esto sólo es posible si lanl = 1 para todo n ,  excepto 
(a  lo más) para un valor. tligaiiios a l ,  eii ciiyo caso lal 1 = l t i i l .  es decir, 1 f(a1)l = 
Iwl = lal l. Eii este caso, el lema de Scliwarz nos dice que f cs tina rotación. Hemos 
probado, por tanto, 
Lema 5.2. S i  f : A - A e> interna con f(O) = O, enton,ce~ para todo UI, ezcepto 
a lo mis e n  un conj.unto de capacidarl l ~ ~ a r i t m i c a  nula,  
con igaaldad sólo s i  f ( z )  = Xr, IXI = 1. 
DE~~OSTR~\CIÓN DEL T E O I ~ E ~ I A  D. Eii priiiier lugar, rccordeiiios que si f es una 
funcióii Lipscliitz sobre iiii cspncio métrico S, entonces 
Este heclio, es uiia fácil coiiseciiencia <le la definición de medida de Hausdofi. 
Ahora, si f : A -, A es analítica, potlc~nos dividir A en uiia colección niimcrable de 
triángulos "abierto- cerrados" T,,  de forma <lile. en cada triingulo T,,, f es inyectiva 
y (f'( es aproxiinadanieiite coiista~ite, (f l(  LipTn(f). Por taiito, sumando (H, es 
una medida) sobre todos los triángulos y pasando al límite ciiando el diámetro de 
los triángiilos tiende a cero, obtenenios qiie 
Ahora bien, como O < o/ 5 1, II{zn}lln > 11{z,,]111, de clontlc 
en virtiicl clcl Lenia 5.2, csccpto a lo mis  para 1111 co~ijiiiito tlc tu's de capacidad 
logarítniica iiiila y, por taiito, de rneclitla tle Haiisdoiff H, iiiiI;i. Por tanto, 
5.2. DistorsiÓi1 de la capacidad logaríti~~ica. 
En esta sección prol)arcinos cl sigiiieiitc resiiltado (coinp,írese con el Teorema .. 
6 en el Ca.pítiilo 4 ) .  
Teoreiiia 8. S i  f : A -+ A es intern.n, 
f (0)  = f ' (0) = . . . = ,f'k-I'(o) = o .  f'""(0) # o .  ( k  2 l ) ,  
entonces 
(5.6) l/k ~ i \ ~ > ~ ( , f - '  E) )>_ (capo(E)) 
para todos 10.9 borelinnos de A. Adem.R.3 In (lesigiinldad n o  .se piiede mejorar.  
S i  f e.q a n  prodttcto de Bla.qchke finito. entonces (5.G) e.? -oilida para todos lo3 
borelianos de y, ader~6.q. In igtrnlda(l e n  (5.6) sólo p,trede darse, s i  E C a es 
un compacto con capo(E) > O ,  .u11 o bien f(:) = Xzk, IXI = 1, o bien capo(E) = 
capo(3)  = ~ a ~ > ~ ( 0 l l ) .  
OBSERV,\CIÓ¡\'. La pregiiiit;~ iint,iiral es si el teorema es t,i~ilil>i&ii cierto para las a- 
capaciclatlcs dc Ricsz, rst,o es: ¿.Es cierto Ttre cap,(f- '(E)) > ca.p,(E) para todos 
los borelinnos de A? Esto no Ilc potlitlo tlili~citlarlo. 
Una conocida conseciiciicia del teorema de Frostman (Teorema E) (ver, por 
ejemplo, [I<, p. 119)) es el licclio de qiie los prodiictos de Blasclike son densos en el 
espacio de las funciones iiitcriias eii la topología de la convcrgeiicia uniforme sobre 
compactos. Siii embxgo, pnra probar el Teorema 8, necesitarciiios una versión más 
fuerte de este resultado. 
L e m a  5.3 Sea f : A ---+ A una función interna con ord ( f ,  O )  = k 2 1 ,  es decir, 
Entonce.s, ezi.ste ima sircesión {BN}F=, de productos de Blaschke finitos, tal que 
i) BN N-- + f, uniformemente sobre compactos. 
ii) ord (B,v, O) = k, pnra todo N .  
D E M O S T R A C I ~ N .  Observeii~os en priiiier lugar que si f es iin producto de Blaschke 
infinito. 
esto es claro, pues basta. tomai 
En el caso general. pongamos f = z" con g interna y g(0) # 0. Por el teorema 
de Frostiiiail, existe uiia siicesióii {g,,} de prodiictos de Bl;isclil<e iiifiiiitos tales que 
B, -i g uniformeineiite sobre coiiipactos. En particular, !/,,(O) + g(0) cuando 
n -+ m, así que podenios supoiier que g,,(O) # O para todo 1 7 .  Ahora los productos 
de Blasclilie B, = 2%" coiivergeii a f iiiiiformemente sobre compactos, y cumplen 
( k )  que B, (O) # O, g BI;)(o) = O para j < L .  
D E ~ ~ O S T R , \ C I ~ N  DEL TEOREXI,\ 8. \reamos, en primer lugar. que usando el Lema 
5.3 podemos reducir la tlcmost,racióii de (5.6) a probarla para productos de Blaschke 
finitos. 
Es claro, por el teorema de capacitabilidad de Choqiict. cliie hasta probar (5.6) 
cuando E C A es coiiipacto. Por la coiitiiiuidad de f ,  f - ' (E )  es cerrado en A y, 
nuevamente por el teoreiiia clc capacit,;il~ilitlad de Chocliiet,. 
(5.9) (:;11)0(.4) = r- liiii i C ; I ~ U ( - ~  n UD,.) , 
para todo boreliaiio -4 tle A ,  dontle UD, = {z E A : 1 1 1  5 r )  (O < T < 1). Fijemos 
ahora un E > O. Por cl Lciiia 5.3, potleiiios encontrar iin No E W tal que los 
prodiictos de Blasclike fiiiitos B,y(z) ciimplen 
para todo z E Dri  y todo .AT 2 !Vo. 
Sean aliora zl,hr>. . , Z,,,,,V los puntos de Fekete de ordeii 171 de B i l ( E )  n D,, y 
pongamos 
f(Zj,hJ) = 7;j.h' E E, , B , V ( Z ~ , N )  = toj,hr E E ,  
donde E, = {tu E A : dist ( t u ,  E )  < E } .  Piicsto que { z ~ , N } ~ ~ ~  es tina colección de 
m puntos en f -'(E,) n D,, tcncinos para los m-diámetros D,,, que 
y haciendo m i m, obtciieiiios <pie 
Observemos aliora que f -'(E,) nD,  es iiiia abierto en D,, por lo que, de niievo por 
el teoreina dc ~a~acitabiliclacl de Clioqiict, 
capo( f - ' ( E )  n D,) = liiii capo(f-'(E,) n D , ) .  
c-O 
Por taiito, liacieiiclo í -+ O, (5.10) nos da  
C ~ ~ ) , , ( B Ñ ~ ( E )  n D,.) L c i ipo( . f - l (~)  n D,.). 
lo que, liacieiiclo r + 1, nos clice. por (5.9),  tliie I~asta  prol>;~r (5.6) para el proclucto 
de Blasclike fiiiit.0 Bhi . 
- 
Obsérvese qiie est,a pai.t,e del argiiiiieiit,o es válida p;~r;i. N > 0, por lo que' 
para probar iiii teoreina tlc distorsióri de siibcoiijuiitos del tlisco uiiiclacl para la 
a-capacidad, basta liaccrlo ]>;tra prodiictos de Blasclike finitos. 
Sea.: 1x1~" f 1111 1~rocliicto tlc Bliisclilic fiiiito. 
y sea E C ñ coinpacto. Deiioteinos por g ~ ,  g,v las fiiiicioiies de Green de las 
coinpoiieiites coiiexas no acotatlas cle @ \ - E aiitl - @ \ F (acliií F = f - ' (E) )  con polo 
en infinito. 01,scrveinos aliora que f : A -+ A es contiiiiia, y, por tanto, F es 
también iiii coinpacto. Teiicnios <lile 
1 
gE(2) - lag Izl = 10g + o(l:l-' ) .  
(5.11) cai)oíE) 1 
gF(z) - lag ~ z I  = 10g 
c"l)o(F) + o(l:l-l), 
cuando lzl -+ m. Pi~esto <pie k 2 1, se sigue qiie 
N 1 1 (5.12) g E ( f ( : ) ) - k l o g l z l - l o g ~ - =  lag capo (E)  + 0 ( 1 ~ 1 - ~ ) ,  
j= i  laj l 
cuando Izl -t m. Es fácil ver cliie 
es armónica en @ \ (F U (U:, {a;'))) y está acotada en los piintos ¿ir1 (aquí 
gF(z,¿iri) denota la fiiiicióii de Green tle @ \ F con polo e11 ci;'). Por tanto, la 
función 
en virtud de (5.11), (5.12) y (5.13), es arnlóiiica y acotada en @ \ F .  Puesto que 
G = O sobre F ,  se sigiic qiie C; O. 
Por otro lado, usaiitlo la simetría (le la fiiiición de Grccn. 
1 gF(z, a; ) = gF(¿i;l, z )  - gF(¿i;'), c ~ ~ a n d o  171 + m ,  
y por tanto, por (5.14), 
N A' 1 (5.15) log - log laj/ - lag - C g r ( a ; l ) = O  
c ~ P o ( E )  j=i ca.l>o(F) j= I 
Ahora bien. piicsto que F c s. cl principio tlrl 11i;ísiino nos tlice (lile 
(5.16) gF(- )  2 gi(:) = Ioglzl. 1í1 > 1 .  
Por tanto, dc (5.15), ol)tciieiiios qiie 
iv A' 1 
~ o g  - ~ o g  l0,l - klog 1 > log 1njl-l, 
cai>o(E) j= 1 capo(F) - 
de donde se clecliice (5.6). 
Aliora. si liiil,ier;i igiiiilt\iid en (5.G) para E C 5 compacto. de (5.15) se scgiiiría 
que 
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Pero, como por (5.16) cacla siimantlo en (5.17) es positivo, esto obliga a que 
Por el principio tlcl iiiáxitiio, forzosaiiieiite, g F ( z )  = log 121 (121 2 1, a no ser que no 
haya tales u.,, cs tlecir, a no ser qiie f (z) = Xrk. Esto sig1iific;t que, si f no es una 
rotación de zk ,  la parte ¿lF, de aF que es frontera de la coniporiente conexa no 
acotada de @ \  F coiiicitle con 8A. Por tanto, del liecho qiic haya igiialdacl en (5.6), 
inferimos qiie 
- 
es decir, capo(E) = capo(¿lE,) = 1 = capo(A). 
Finaliiiciitc, ol,séivesr: qiie si f(:) = 2" cntoiices (5.15) escril,e 
1 
= k log 1 
lag capo(E) cnpo(F) ' 
esto es, igualclntl < ~ i  (5.6), para ciial<~iiicr cerrado E C A. Esto priicba qiie (5.6) no 
se piiede mejorar. W 
1) Si f es iiii prodiicto de Blasclil<r fi1iit.o. (5.6) priicl):~ la desigualdad (4.12) 
tlel Teorema 6. 
2) Si k > 1. coiiio nrtl( f ",O) = b " ,  tciiriiios qiic si ciipo(E) > 0, 
Por t.aiito 
Coroiario. Si f : A -t A e.9 i7cter7ia. f ( 0 )  = 0. ord(,f.  0 )  = k > 1, e3 decir, 
f ' (0) = o? y E c A es .!I.TL bo~eiia7~0 con. cnpo(E) > 0: ento7rcc.z 
donde f n  dcrrotcl. l n  n-é.si7na iterndn de f :  f-" = ( f  ")-' 
Capítulo G 
-4plica,cioiies al estudio 
del coiliport a,iiiieiito radial 
de fi~iicioiies lioloillorfas 
La primera. aplicacióii trata cle siiigiilaridades de fiincioncs internas. Recorde- 
mos que e'' ilo es iiii piiiito siilgiilar cle f si existe iin arco que coiitiene a e'' a través 
del cual f piiede proloiigarse aiialíticnmciite. Denotaremos por S( f )  el conjunto de 
puntos singiilares tlc la. fiinci0ii iiiteiiia , f .  
En [F], J .  L. Feriiiiid~z prol~ó <liic si ,f es iiiteriia y omite. al menos, dos puntos 
entonces el coiijiiilto siiigiilai S ( f )  cs graiide. Coiicretaineiite 
Teorema F ([F]). Sea f .II,TI,(L f1~nciÓ71. ij71.tern(~ !/ siipo~i.gamos TrLe f o m i t e  dos p t ~ n t o s  
a ,  b E A con ,)(u, 6 )  5 E .  S i  I e.9 .II.TL ~ T I . ~ ~ T . I J ( I ~ O  abierto, I C aA, entonces  o bien 
S ( f )  n I = 0 ,  o bie71, 
Diiil(S( f )  í l  1) 2 C I . ( E ) ,  
donde ci es .irna f1~7~ciÓ71. conti7~t1,a y rn,on.Ótona decrecie7lte e n  [ O ,  +m) con  a ( x )  > 
112, a(0)  = 1, ?/ p es 1~ rli.qta~icic~ hiperbólicc~ e n  A. 
En pnrtic~ilnr.  s i  E e.< el c071,j~lnto en  A q.t~e f omi t e  y E # 0 ,  entonces 
donde,  
PL- = iiif { p ( n ,  6) : u, 6 E E.  U # b }  o 
La siguiente es una extensión del Teorema F, debida a I<. Stephenson, que 
usaremos en la priieba del Teorema 10. 
Teorema  G ( [ S " ) .  Sea f u n a  f i ~ n c i ó n  in terna y supongam.os q i ~ e  a ,  b e s tán  e n  el 
rango finito de f ( e s  decir, a y 6 son  valores que se t o m a n  sólo un número  finito 
de veces), y que p (a ,  b )  5 E .  S i  I es ian intervalo abierto, I C O A ,  entonces, o bien 
S ( f )  n I = 0,  o bien 
D i m ( S (  f )  n 1) 2 a ( € )  . 
E n  particular (1= d A ) ,  si E es el rango finito de f y E contiene al menos  dos 
puntos,  entonces o bien S ( f )  = 0 (cosa que sólo puede ocurrir s i  f es un producto 
de Blaschke f ini to) ,  o bien 
El Teorema 2 nos da  una nueva estimación del tamaño tlel conjunto singular. 
Proposicióii  6.1. Sea f : A A an,a fianción interna: y >ea E el conjunto de 
puntos e n  A que f omi te  ( E  # 0) .  S i  B es el c o n j ~ ~ n t o  de pirntos de acumulación 
de E e n  ¿?A, entonces 
D i i i ? ( S (  f )) 2 Diin(B) , 
y, por tanto:  ~i E coittiene al meno3 dos plantos, 
D E ~ I O S T R A C I ~ N .  Veamos que O A  \ S ( f )  C f-'(¿?A \ B) .  En efecto, si a E d A  \ 
S ( f ) ,  entonces f es analítica en iiii entorno U, de a ,  por lo que si z E U, í l  A 
entonces 1 f ( z ) l  < 1,  si z E U,  n O A  entonces I f ( z ) l  = 1, y si z E U, \a entonces 
1 f  ( z ) l  > 1. Por el teorema clc la aplicación abicrta, f (U,)  es 1111 entorno de f ( a )  y 
E n f ( U ,  n A)  = 0. Por tanto f ( a )  gL B. 
Se sigiie que f - ' ( B )  C S ( f ) ,  de tlonde 
Obsérvese que, en particiilar, si E se aciiinula en A, ciltoilces el conjunto de 
singularidades tiene diiiieiisión iiiio, piies n ( 0 )  = 1. 
Corolar io  6.1. Sea E un, cerraclo relatino en. A de capc1,cidad logarítmica cero y 
sea B = E' n OA el C O T L ~ . I L ~ L ~ O  de pil.itto.~ d e  ac . i~rn i~ lac iÓ~~ rlr: E e n  O A .  S i  F e3 
u n a  aplicación de recirbrimie.rtto nni.uer.qc~l de A \ E y i\(r) e> el conjunto l ímite del 
grupo de recl~brimiento  r asociado F? en.ton,ces 
56. C O ~ ~ P O R T A ~ I I E N T O  R A D I A L  DE F U N C I O N E S  HOLOMORFAS 115 
En particular. .qi E >e ac7~7n1ala e n  A, entonces Dim.(A(I")) = l .  
D E ~ I O S T R A C I Ó N .  Podeiiios silponer qiie F (0 )  = O. Piiesto qiie capo(E) = O, F es 
interna [CL, p. 371. El coiijiiiito líiiiit,e A(r) es el conjiinto derivado de la órbita del 
cero F-'(O), de doiitle !\(I") C S(F) .  Aliora bien, para. iiii producto de Blasclike 
iiifiiiito es claro qiie sil coiijuiito siiigiilar coincide con el coiijuiito derivado de sus 
ceros. Por cl tcorciiia de Frostmaii, se sigiie qiic S ( F )  = .\(I"). El coroiario es, piics, 
iiiia coiiseciieiicia. de la. Proposicióii 6.1. ¤ 
Eii lo q11e sigiie. si f : A + @ es lioloiiiorfa, dcilot;ireiiios por A4f la función 
niaxiinal radial, est.0 es, 
Obsérvese cliic { f (re is)  : O 5 1. < 1) es iiiia ciirva. en el (loiiiiiiio iiiiageii R = @ \ E, 
doiide E es el coiijiiiit,o qiie ,f oiiiitc. Estaiiios iiit.cresatli)s cii conocer el tamaño del 
coiijuiito de tlireccioiies eis eii qiie tal ciirva periiianccc a tlistaiicia acotada (desde 
f (O)) en cii;ilqiiicr nibt,ricii coiiil>lctii cii R. Lo cliie vaiiins ;i vcr es qiie la geometría 
dc R clet,eriiiiiiii el coiiiport,aiiiiciiro frniitcrii tle f .  Ejciiil)los tle resiiltados de este 
tipo son 
a )  Teoreiii:i cle Fatou: Si 0 A R  = {í E @ : I í I  < R ) ,  a.c. f está acotada, 
entonces f tiene valores iiitlinles froiitcra en casi totlo piiiito. 
b) Si R rst.á coiiteiiitlo eii iiii sriiiiplaiin. riitoiices f E Hi.Ueak ( A ) .  Más aún, 
C )  Si R está coiiteiii<lo eii iiii áiigiilo {: : 1 . 4 ~ ~  - 1  < n ). ciitoiices f E H " % ' " ~ ~ ~ ( A ) ,  
coi1 1) = p(n) .  
Eii lo ~ I I C  siigiie. vereiiios cóiiio ol,t,ciier iiiforiiiacióii iiccrca del coinportamiento 
ratliiil <le f .  eii coiicret,o tlcl t,aiiiaiio (le {O : i \ f f (e is)  < S - } .  a partir de propiedades 
del coiijiiiit,o oiiiitido E. En est,e sriititlo liny qiic sciin1;ir los sigiiient,es resultados 
- 
clásicos de Frost,iiiaii [G. p. ( O ]  (yii ciiiiiiciatlo de otrii foriiiti) y Nevaiilinna [N, p. 
lSO]. 
Teorenla H. S i  f e.5 h0~071~0~f11~ de A e n  A,(. 0 < R < .m. y ,f omi te  ?LTL conj?lnto 
de capacid(i.d logarit7:ricc1, p«?iitina. enton.ce.~: 
i) (Frostinnii) S i  < w. ,f I L O  e.5 ~ T L ~ ~ T ~ L ( I . .  y por f.(~,~t.to. 
i i )  (Ncviiiiliiiiia) Sz R = ,m. e~rt»n.ce.* 
donde 1  . 1 d e ~ ~ n t n  7n.erlidn de Lebe.ugire ii.orrn.o~iizada. 
Así, si capo(OCL) > O, la respuesta ya es conocida. Por otro lado, si E contiene 
al menos dos puntos, y F : A -4 CL = @ \ E es una aplicación de recubrimiento 
universal y capo(E) = 0, entonces por un teorema de Myrberg , CL no tiene función 
de Green [Ni, p. 941 y cl griipo de cubrimiento de R divergc e11 el exponente 1 [S, 
p. 5-21, Por u11 teorenla de Sullivan [Ni, p. loi] ) ,  esto significa que el conjunto 
límite cónico C(T) tiene medida de Lebesgue 1. Ahora bien, si cii e'' existe el límite 
radial y A4F(eze) < m, la geodésica (liiperbólica) {F(re"))o<,<l - debe acabar en 
8Q, y por tanto, e'* no piiecle ser un punto límite cónico. Se sigue por el teorema 
de Plessner [Pl] que, si capo(E) = O, entonces 
para el cubrimiento iiniversal F : A -+ 52. Así pues, F está radialmente acotada 
sólo en un conjiinto de medida de Lebcsgue niila, pero Laúri así, como cuanto de 
grande es este coiij 1into? 
Para tener iina pista de cuál es el resiiltatlo correcto, coiisideremos la función 
n~odular quc ciibre cl plano coru1>lejo @ y tiene [los piintos tle ramificación que 
podemos suponer son O y 1. Tal fuilcióii es la proyección 
donde W = {z E C : Iin z > O] y r es el griipo niodular 
que está ge~icratlo por las transfortilacioiies z yi(z) = z + 1. z H y&) = -112. 
Evideiitciiieilte, las geodésicas g = { ~ ( n . + i y ) } ~ > ~  (los "rayos verticales" juegan 
eti W el papel de los radios en A)  tales qiie :\ln(z) < m son aquellas que sólo 
penetran en la. cúspide cn m liasta. tina dcteriniiiada altura. iiiáxima (que depende 
de la geodésica). La región de la cúspide no pcnetrada por y se representa en W, 
salvo conjugación, por el seiniplaiio {z : Iin 2 > 1) y por siis imágenes mediante 
los elementos de i' tlistiiitos cle y;. Es fiícil ver que tales iiiiigcnes son horoesferas 
tangentes a R. Concretaiiiente, si y(z) = (n:+b)/(cz+d), eiitoiices y{z : Imz > l }  
es la. horocsfera tangente a IR en el racional a /c  y tle ratlio I / ( C ( ~ .  
Es, por tanto. claro tliic la cúspide cii m se correspoiidc vía la función modular 
con Q U  {m) y que cl lieclio de que iiria gcotlésica g = { ~ ( r  + I V ) } ~ > ~  esté acotada, 
equivale a cliie cl piinto extremo z E W clel rayo vertical {x + I ! J } ~ > O  esté LLlejos" de 
todos los iiú~iieros racioriales. Concretaiiierite, debe ser, 
P para. todo - E Q ,  m.c.d.(p, q )  = 1 
Y 
Aliora bien, es rin resultatlo clásico clc Jarnik [J], que 
y, puesto que por lo anterior, tales [ están en correspondencia biunívoca con las 
geodésicas acotadas de @ \ {O, 11, deduciinos que para el ciihrimiento universal 
se tiene qiie 
( 6 . 1 )  Dinz{O : h ' F ( e i ' )  < cm} = 1 
De hecho, ( 6 . 1 )  puede probarse de forma similar en el caso de que el conjunto omitido 
E sea finito, iisando la extensión del teorema de Jarnili debida a S. J. Patterson 
[Pal. 
Esto sugiere el siguiente 
Teorema 9 ([FP]). Si f : A -t @ es holomorfa  y o m i t e  ( a l  m e n o s )  dos  puntos ,  
en tonces  
Di,il{O : A f f ( e t 8 )  < cm] = 1 .  
D E M O S T R A C I ~ N .  Podemos suponer, por composición coi1 iina transformación de 
Mobius adecuada, que f omite 0 , l .  Sea g iina rama de 2lñ; log f .  Esto es, f = ezrr'g. 
Entonces 1 log 1 f 1 1 5 3 x  191, de donde, 
{ O  : n f g ( e i s )  < cm} 2 {O : ~{f(e ' ' )  < cm}, 
por lo qiie basta probar el teorcma para g.  Aliora bien, g oiiiite Z, y g = F o b, 
donde F es el cubrimiento universal cle @ \ {O,  1) y b : A -+ A omite F- ' (Z ) .  
Si b no fiicra interna no lial>ría nada qiic probar piics. entonces, g estaría 
radialmente acotada no sólo cii 1111 coiijiiiit,o clc cliiiiensióii iino. sino de medida de 
Lebesgue positiva. 
Por tanto, podeinos suponer que b es interna, y en este caso, basta con que 
probemos que 
Pero, puesto qiie 6 omite F - ' ( Z ) ,  y 
pues si k 2 2 (ver, por ejemplo, (A2, p. 171) 
k+l da: 
P @ \ { o , l ) ( ~ '  x: + 1) 5 C - = C log log(k + 1) a:ioga: -t o.  logk k-00 
Por tanto (6.2) se sigue de 
Teoreina 10 ([FP]) Sea f : A A interna y denotemos por E el conjunto en A 
que f omite. Entonce3, si E contiene al menos dos punto.9, 
Si  f no es u n  producto de Lllaschke finito, entonces la misma conclusión es 
válida si E denota el rango Enito de f .  
Un valor u es del rango finito de f si, a lo siinio, se tonla iin número finito de 
veces. E11 particiilar, todo valor oinitido, es del raiigo finito. 
a )  Observemos que, en particular, Dim{@ : Mf(eis)  < 1)  > 112, y tiene 
dimensión uno si E se acumula en A.  
b) El Teoreina 10, puede considerarse una extensión del teorema de Frostman 
(ver el Teorema H). 
DE~~OSTRACIÓ~Y DEL TEOTIE~IA 10. Sean a ,  b en el rango finito de f ,  y sea r E (O, 1) 
tal que E n  ( 1 - 1  = T }  = 0 ,  y iiiax{la(, (61, (f(O)(} < T .  Tal r .  csiste, puesto que, por 
el teorema de Frostnlan, capo(E) = O. Sea Q, la componente conexa de f- '(A,) 
que contiene al cero, donde A, = {JioJ < T } .  Por el principio del máximo y por 
conexión, 0, es siinplcinentc conesa. Sea p, : A -4 Q, tina aplicación de Riemann 
para Q, elegida de forma que p,(O) = O. Entonces h = $ ( f  o p,.) es interna. 
En efecto, li H-, y por e1 teorema de Fabou, h tiene valores radiales frontera 
en casi todo piinto. Por otro lado, si denotamos por -4, = LIR,n8A y por B, = {eiY : 
3 lim,,, p,(seiV) E .A,}, podemos escril~ir DA = B,UNUH.  donde capo(N) = O, y 
H es un coi~junto abierto a través del cual p, se extiende aii;ilit,icamente y io,(H) 
a ~ ,  n A. 
Por los teorelilas de h,lcf\,Iillaii [P l ,  p. 3261 y de iiiiiciclad de Privalov, ip, tiene 
derivada angiilar finita y no iiiila en casi todo punto de B,, y, por tanto, en los 
correspondiciites piixitos de A,, f tiene valores radiales frontera. de módulo menor o 
igual que r < 1. Como f es interna, se sigue qiie IA,J = 0, y por el lema de Lowner 
para funciones iiriivaleiltes. que (B,( = O ,  de tloncle (H( = 1, es decir, h es interna. 
Obsérvese que a / r  y b / ~ .  est,An en el rango finito de h. 
Además, es claro cliie 
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Por otro lado, 
A, C {O : siip 1 f(seiR)l < 1) 
o<s<1 
Esto es así porqiie si e'' E .A, eiit,o~iccs existe iina curva y C R,  qiie termina en e" 
y einpieza eii cero, y piicsto qiic 1 f 1 r  sobre y,  y 1 f 1 < 1 siriiipre, una aplicación 
del teorema de Liiidelof 110s dice que sobre el radio, 
El teorema es aliara iiiia coiiseciiencia de (6.3) y (6.4). Eii efecto, si el teorema 
fuera falso, por la coiitiniiidad de la fiiiicióii o .  potlríainos elegir r  suficientemente 
cercano a 1 y uii iiúinero /3 tales que 
Coiiio las tliineiisioiics dc Haiistloiff y capacitaria coiiicidcii 
Por (6.4), teiidríaiiios qiic eiltoiiccs, cap8(il,) = 0, con lo qiie, por (6.3) y puesto 
que capp(N) = 0, 
en virtud clel Tcorciiia C. Por t,aiito, 
lo qiie coiitradicc la extciisiAii rlc I i .  St,el,lieiisoii (Tcorema G )  del tcoreiiia de J. L. 
Fernáiidez [F] (Teoreiiin F).  porque ( i / v  y 6 / r  estáii eii el s;ingo fiiiito de h ,  y por 
taiito 
Obsérvese que si f es iiii prodiicto clc Blasclikc fiiiit,~, eiitoiiccs S ( f )  = 0, por lo 
que S(h) C AT y no se llega a coiitratliccióii cn el argumeiit,~ anterior. 
En cl caso cii qiie E es el conjuiito dc valores oniiticlos por f ,  la prueba es 
similar pero al final se usa clircctainciite el Tcorcina F. 
1) \'a coinriitaiiios qiic cl Teorciiia 9 es coiisccuciicia tlc la extensión de S. J. 
Pattersoii (le1 tcorciiia (le Jariiil; cuaiiclo el coiijiiiito oiilititlo E cs fiiiito y f es el 
cubrimiento universal de Q = @ \ E. Sin embargo, el Teorema 9 no implica el 
teorema de Pattersoil, iii siquiera para domiiiios planos, pues este último nos dice 
que el conjunto de geodésicas acotadas en @ \ {zl,  . . . , Z N ) ,  ;.e. que penetran una 
distancia acotada en ciialquiera de las N + 1 cúspides r l  , . . . , ZN,  w tiene dimensión 
1, y la prueba del Tcoreina 9 se puede atla.ptar sólameiite para obtener un resultado 
sobre geodésicas que penetra11 iiiia distancia acotada en t,odas las cúspides menos 
una. Para verlo basta sustitiiir Ia funció~i g qiic aparecc cn la priieha tlel Teorema 9, 
por una rama de & log( f  o P ) ,  donde P es un polinomio que se anula, por ejemplo, 
en z l , .  . . , Z N - ~  y toma el valor 1 en ; N .  Esta dificultad será resiielta totalmente por 
el Teorema 12, qiie iiicliiye, cii particiilar, al Teoreina. 9 y al teorema de Patterson. 
2) En general, esto es, sin liipótesis sobre valores oiiiitidos, no pueden obtenerse 
result,ados de acotación radial, conlo iiiiiestraii los sigiiiciites ejemplos: 
2.a)  Si f  iio oiiiite iiiiigíiii valor, ciitoiices puede tlarse qiie a lo largo de todo 
radio, f  no esté radi;ilmente acotada. 
En efecto, deiiot,ciiios por A, = { z  E A : 121 < 1 - 2-"} y por L, un arco 
de circiiiiferencia eii A,,+i - A,,. Sea. { L \ I , , } ~ = ~  una silcesión de reales positivos, 
A l n  + w cuaiitlo 11 -+ w. Por cl teorcina de Riinge, para cada.j podemos encontrar 
un poliiiomio Pj tal que lPjl < 2-' en A,, y IPjI - A l j  en Lj .  Si z E A, entonces 
z E A, para algíiii 11. = i l ( z )  con lo qiie 
Por taiito, la serie C,zl P,,(r) converge a iiiia. fuiicióii f ( r )  l~olomorfa en A. Ob- 
sérvese que si se eligen los arcos L, cIc foriiia. qiie cualtliiicr radio cortc forzosamente 
a infinitos arcos L,,'s, y los niiiiicros Al,, con uii creciiiiiciito iiiiiy rápido, por ejemplo 
A l n  - 2", se sigiie que ~l f ( e i e )  = +w para todo 8. 
2.b) A la misiiia coiicliisióii se llega toniniido una serie lacunar CE, A k z n *  tal 
que XI. y 111. crezcan iiiiiy rzípitlaiiieiitc. Por cjcinplo. X k  = 5I., I L I . + ~  > 2Fink. 
2 . c )  Sea f  la fuiicióii del rjciiiplo 2.b). La función g = e f  oiiiite cl cero y a lo 
largo de toclo radio no está no iicotacl;~. 
Por taiito, esistcii fiiilcioiics lioloiiioifas oiliitieiitlo esactaincnte uii punto y que 
a lo largo de todo raclio no estiín acotadas. 
Veamos aliora qiie el Teorema 9 piiedc iiiejorarsc, esto es, podemos obtener la 
misiiia conclusión aiiiiqiie f no oiiiita dos pinitos. Basta con que los asuma sólo un 
númcro finito de vcccs. 
Teoreina 11. Si f  : A -t @ e3 ho¿oin,orfa y S71 rango f ini to cont iene ,  al menos ,  
dos  pnntos,  entonces 
D i  8 : ~l f ( e i e )  < w) = 1 . 
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Equivalentemente,  s i  {O : kIf(ei8) < m)  n o  tiene dimensión plena, entonces f 
asume  todos los .unlores inJinitas veces con, a lo más,  una excepción. 
D E ~ I O S T R , \ C I ~ N .  Scaii o.  2, ( a  # 6) en el raiigo fiiiito tlc f .  Sean a , , .  . . ,a,, y 
bl , . . . , b,, rcspcctiraiiieiitc, las aiitiiiiiágenes de a y b por f .  Sea \k el cubriinieiito 
iiniversal de A \ {al . . . , a , ,  , bl, . . . , h,,,} elegido de foriiia que @(O) = O (podemos 
siiponer que f(0) # a,  b). Llaineiiios F = f o S .  
Por un lado, \k es iiit,eriia, piics oinite iiii conjunto tlc capacidad logarítmica 
iiiila. Por ot,ro, F oiiiite o, h ,  cu y por ta.iito es iioriiial, cst,o cs, Lipschitz ciiando  en,^ 
A coiisideraiiios la iiiétrica. tle Poiii(:iiré y eii @ \ { a ,  b), coiiio siihconjunto de @, la 
métrica esférica. 
Ahora bieii, como F oiiiite dos piiiitos, el Teorema 9 iios dice que 
Sea G  el grupo de ciibriiiiiciito cle A \ { a l , .  . . ,o,,, bl, .  . . . b,,, ] asociaclo a. @, y sea 
A su coiijuiit,o líinite. Eiit,oiices, piicsto clue G cs fiiiitaiiiciite generado, 
doiide 6 ( G )  cs el espoiieiit,e de coiiocrgciicia. dc G. Por otro lwtlo: 6(G) < 1 (ver, por 
ejeinplo, [Bh,l]). Se sigiie clric el coiijiiiito de 8's cii qiic @ iio tiene líinite radial de 
nióclulo 1, cs tlc diiiiciisióii tlc Haiisdoiff iiieiior qiic 1, y, tl(:s(lc. luego, está contenido 
eii OA \ S(@). Por tanto. eil vist.a. tlc (G.5) 
Sea. 8 tal que -4'TF(ei8) < cu y sea. p tal qiic \k(ei8) = e'+'. Denotcmos por R, 
el radio en A que teriiiiiiw. cii eiv. Ol~serveiiios qiie S es coiiforme eii OA \ S(*),  ya 
qiie si 
eiitoiices [AC], se tieiie pilra la derivada aiigiilnr de Q qiic 
y como * ( O )  = O, se sigiie qiie I i k l ( E ) I  2 1 en aA.  Puesto que la derivada angular 
coincide coi1 la derivada usual en los puntos no singularcs (le i k ,  concluimos que ik 
es conforme en e". 
Por tanto el radio R, es la imagen por ik de una curva y eii A que termina en 
e" y es perpendicular a llA en e". Vcainos que F debe estar acotada a lo largo de 
y. Recordemos qiie, por hipótesis, lo está a lo largo del radio Re que termina en 
e". Puesto que F es iioriiinl y 
se sigiie que 
liin pC(R, r(t))  = O ,  
1-m 
donde R y r deiiota.n, rcspectivaiiieiite, las iiiiágeiies tle Re y 7 por F. Como 
M F ( ~ " )  < m, R está a. tlistancia esférica. posit,iva de m (el "polo norte" de 6). 
Así pues, lo iilisino es válitlo para r piiesto qiie liin(-, /+(X,  r(t)) = O. Se sigue 
que f ( R v )  cstá acotatla cii @, es decir, f (ei+')  < m. Por tanto, (6.5') implica el 
teorema. 
Puesto qiie una fiiiicióri iiicroinorfa f : A + @ no es inAs qiie una función 
holomorfa con valores en la esfera de Rieiiiaiin, los Teorcmas 9 y 11 podrían haberse 
enunciado para funciones nieroiiiorfas sin iiiis que tener cii cuenta que m es uno 
de los puntos omitidos. Eii este sentido, los teoremas anteriores nos hablan de 
curvas que "no se aproxiiiiaii" al punto oiiiititlo eii m. \'a heinos comciitado que 
el Teorema. 9 piiede cstciitlcise para obtctici u11 teoreinn sobre curvas qiie no se 
aproximaii a. todas las cíispitles (puntos o~iiit,idos aislados) iiicnos una. El siguiente 
teorema resilel\-c totaliiiciitc cl prol)lema, piies nos pcriiiitc olvidar totlo tipo de 
hipótesis (topológicas o no) sobre 8 0 .  Atleiii;ís es válitlo prira. cualquier siipeificie 
de Rieinanti que no sea el tlisco iiieiios iiii r>iiiit,o. 
Teoreiiia 12. Sea R u n a  r ~ i p e ~ f i c i e  de Riem.ann hiperbóliccr. di.stinta de A \ { O ) .  Si 
f : A + R es hoiomorfa,  e~atonces 
donde 
6 ( R )  es el exponente de con.uerqencia del gr~ ipo  de c.frbrinaie.r,.to de  R y p denota 
distancia hiperbólica e n  R.. 
Como lia lieiiios coiiiciitado, el teorciiia cs exacto, pues para el cubrimiento 
universal clc R, se ticiic 1;1 igiialclad: 
Teorenla 1 (J. L. Fernández, M. Meliáii [FM]). Sea R u n a  s~iper f ic ie  de R i e m a n n  
hiperbólica d is t in ta  de A \ {O}, y sea p E R .  S i  Acot(R:p) denota  el conjunto  de 
direcciones 8 E [O, 2x), e n  que la geodésica de R que e m a n a  desde p e n  la dirección 
O permanece a distancia hiperbólica acotada de p, entonces  
donde  6(R) es el ezponente  de convergencia del grupo d e  cirbrimiento de R .  
D e  hecho, dado 5 > O ,  ezis te  N = Ar(5) E N ta l  que 
Diiii(Acot(R,p, N) )  > 6(R) - E ,  
donde Acot(R,p, N )  denota  el c o n j ~ i n t o  de direcciones O E [O, 3x) e n  que la geodé- 
sica yo que e m a n a  desde p e n  la dirección 8 verifica que 
P(Yo(~) ,P )  5 N , para todo t > O 
De heclio, este teorciiia sugiere el Teorcina 13 de igual iiiotlo que el teorcma de 
Jarnik siigirió el Teorema 9 (cl cubriiiiieiiio uiiiversal es el caso extremal). 
1) Observeinos que si R = A \ {O) el Teorciila 12 es fídso, pues en estc caso, si 
f es el cubri~iiiciito uiiivcrsal tlc A \ {O}, {O : ((8) < +m} = 0, y 6(A \ {O}) = 112. 
2) En lo qiie se rcfierc a las siipeificics de Riemaiiii csccpcionales, dotadas de 
sus métricas de curvatura coiistaiite, el Teoreiiia 13 es trivialinente válido para la 
esfera de Riciilaiiii @ y para los toros ya qiie éstas soii siipcificies compactas. ES; 
sin embargo falso, para el plaiio coriiplejo @ y cl plano iiieiios iin piinto, @ \ {O,), 
-veánse los coiiientarios al Tcorciiia 9 (p;ígiii;i 120)- ya <liic: (:ii estos dos casos piiede 
ocurrir que, a lo largo tle todo radio, f iio esté acotada . 
3) Para cloiiiiilios plaiios. cl Teoreiiia 12. eiiiinciado cii forina alternativa, nos 
dice qiie 
D i {  : D(0) > O} 2 6(R).  
doiide 
D(8) = iilf dz .u t ( f ( r e1 ' ) ,&  \ Q )  
O<r< l  
y dist  deilota distancia eii la inétrica esférica. 
Antcs de pasar a la priicba tlel Teorciii;~ 13, necesitíircinos algunas propiedades 
de la medida arinónica. 
Si I es iiii iiitervalo eii 8 A  coi1 11 5 7, y deilotaiiios por W ( Z ,  1) la medida 
armónica de I respecto d c  r E A,  esto es, 
entonces 
BI = {r  E A  : w ( z , I )  < 
es uii "se~iliplaiio" Iiiperi,ólico en A, liiiiitarlo por d A  \ I y la geodésica (en A )  
Si E E (112, l), eiitonces, por las propiedades de iiivariancia cle la medida armónica, 
es fácil coinprobar qiie 
Obsérvese que la curva, 
c = {: E A : W ( Z ,  I )  = E )  
es una curva de nivel de 1;i distancia a 9 1  (cst,á a distancia. constante, log tg(7r~/2), 
de g ~ .  
Diremos qiie iiii su1,doinitiio de A es iin polígono casi geodésico si está limitado, 
o bien por geodésiciis eii A.  o bien por ciirvas de nivel de la distancia a ciertas 
geodésicas en A. 
Observeinos rliic, dc aciicrdo con esta clefiiiicióii, P es i ~ i i  polígono casi geodési- 
co en A.. 
Leiria 6.2. Sea S = { I j } z l  una colecció7~ numerable de intervalos en  dA con 
interiores di>jan.tos y tales que IIjI < T. para todo j .  Sea E = { E ~ ) ? ,  una sucesión 
de números ij E [1/2,1). De7~otemos p o r u ( z ,  Ik)  la medida armónaca de  Ik  respecto 
de z E A, y sea 
donde Bk denota el se7niplír.n.o hiperbó/ico 
r E A :  w ( z , I k ) < -  
Sea P el polígono casi geodisico. 
Si f : A -t A e.s n n a  función holomorfa con f ( 0 )  = O! y -4 es la componente 
coneza de f - ' ( P )  qzie contiene al cero, ent0nce.q: 
a )  .4 es sim.plemente coneza.  
b )  Si y : [ O ,  1 )  + A es una  curva contenida e n  -4, que empieza e n  O ,  y 
termina e n  un punto e'' E 8.4 í7 8A, entonces 
f(l.ci') E P ( I ,  E') ,  O 5 r < 1 
donde 
D E A I O S T R A C I ~ N .  Si I i  es iiiia fiiiicióii arinóiiicri e11 A, eiit,c,iiccs por el priiicipio del 
incbiino. { 2  E A : h(z)  < S }  es siiiipleiiieiit,~ conexo. Si s.r = w( . ,  I k ) ,  eiitonces la 
función t i k  = wk o f es ariiióiiica eii A,  y coiiio 
se sigue, por conexióii, que .4 es siiiipleiileiite coiiexa. Esto prueba a) .  
Para prol~ar 6) sul~oiigriiiios, por siiiipliciclad, que e'@= l .  Como f(y)  C P, 
teiieinos qiie u k ( y )  < ir, y eii ciialqiiicr caso: cliie Z L ~  < 1 $11 A. Podeinos suponer 
qiie y no corta al r:iclio '72 = [O. 1)  1116s CIIIC en stis CS~~CI I I ( IS .  puesto que, eii caso 
coiitrario, lxistaría repetir el argiiiiiciito cliic sigiie coii cat1;i arco tle y con cx t re~r io~  
sobre diclio radio. 
Denotemos como antcs 11k = WWI. O f  = u(., Ik )  o f .  Sea. 11; la función armónica 
en A obtenida reflejando I L ~  en el diámetro [-1,1], esto es, ~ L ; ( z )  = ~ ~ ( 2 ) .  Entonces 
u k  + U ;  es armónica. en A, y 
11~1. + 11; < ~k + 1 ,  sobre y ,  
u~ + ~ r ;  < 1 + EWI. , sobre 7 .  
Aplicando el princilio tlel iiiAxitiio eii el doiiiinio qiie li~iiitaii 7 y 7, obtenemos que 
ILWI. +t i ;  = 211~1. < 1 + ~ k ,  sobre R = [ 0 > 1 )  
Por tanto, 7lk < (1 + ~li)/3 sobre R. Esto significa qiie f (72) c P ( Z ,  E ' ) .  W 
DE~IOSTR,\CIÓN D E L  TEOREAIA 12.  Sea f : A -+ R iiiia aplicación de recubri- 
miento uiiivcrsal elcgitla tlc foriiia qiic F ( 0 )  = f ( O ) ,  y sca b : A 4 A tina ftinción 
liolon~orfa tal que f = F o b, b(0)  = O .  
Fijemos tiii niíiiiero E > O peqiieiio, y sca iV = A'(:) rl iiíitnero nattiral que nos 
asegt~ra el Teoreiiia 1, cs tlccir, tal que 
Dii71(.4cot (R,  f ( O ) ,  AT) )  > 6 ( R )  - 5 .  
donde 
y p denota la distancia hil>crl>ólica cii R. 
Sca aliorn E i11i stil>coiijiiiito ccrrado tle 8rl ti11 qiie 
(6.17) E C Acot (R.. f ( O ) ,  A') , Dtln(E) 2 6 ( R )  - E 
Sea O = aA \ E. Eiit,oiices, O = Ui,,I , ,  doiicle los I ,  son intervalos disjuntos 
en a A  con piintos estreiiios cn E. Entonces, 
Lema  6.3. Coi1 las nolíi.cione.u del le mí^ 6.2. existen dos con.stnntes A l ( & )  y k, 
tales que s i  
00 
E P, = P(S,E) = n { ~  E a : W ( Z , I , )  < k,}, 
j=l 
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entonces 
p3(:, rad ( E ) )  5 ! \ . ( (E).  
donde ra t l (E)  = {reia E A : e'' E E},  p 
1 = { I , ) ~ I ,  & = { E  I -)? J = I  con E, = !i,  para todo j , 
D E ~ I O S T R , I C I ~ X .  Datlo e'' E E, deiloteinos por C,(B) c A el "cono" con vértice 
en e ie  defiiiitlo por 
donde d, est,á definido por el lieclio tle cpie aC,(B) hace iin iíiigiilo E con BA en e i e .  
Concretaniente. se tieiie [Be, p. 1G2] tliie 
seiili (1, = cotg E 
Consitlereiiios el doiiiiiiio 
DE = U C,(@) 
e f R E E  
Por su propiii. dcfiiiicióii, es clitro qiic 
Sea c,(E) el arco de círciilo en A <lile iiltcrsccta a a A  en los puiitos extremos 
e i s l , j ,  eiez,j , tlc I, y qiie liace iiii ángiilo E coii I, C 3 A  cii cstos piiiit,os. Piicsto que 
c,(E) está a tlistaiicia. 1iiperbólic;i coiist,iiiit,c <le 1;) gcotl6sic;i cii A tlatla. por { z  E A : 
W(Z,  I,) = l/2}: es fácil ver. iisaiido (le iiiievo las propiccl;ltlcs de iiivariaiicia de la  
medida arinóiiica cliic 
tlniide !if E (1/?. 1) (si O < i C: 7;/2) verifica cliic 
cot.ge = s c ~ i h ( ~ ~ ( c , ( ~ ) ,  { z  E A :W ( Z .  I,) = 1/21)) 
1 
= - (tg (; k c )  - cotg (i kt)) . 
Puesto qiie c , ( E )  forii~a 1111 iíngi11o ni110 <:o11 aCc(Ol,,) y BCr(B2,,) en los puntos 
extrenlos eie l . j  y eia2.j <le 1,: existe iina constante M'(:) ti11 tliie, para todo z E c j ( ~ ) ,  
pa(z, D,) 5 !~I'(E). ..\llora, el leiiia se sigiie de la desigiialtlad tria.ngiilar. ¤ 
Obscr\~ciiios tliic por (6.17) se sigiir tliie Pt ticnc 1;i sigiiieiite propietlacl: 
Si y : [O, 1) -+ P, es uiia ciirva contenida en P, con y(0) = O, entonces F ( y )  
permaiicce en R a distancia liipcrbólica acotada (menor o igiial que N(€)  + M ( & ) )  
de F(0) = f(0). 
Sea aliora .A, la coiiipoiieilte coiiexa de bK1(P,) que coiiticne al cero. Por el 
Lema 6.2, A, es siinplciiiciite coiiexa, y P, trivialmente lo es. Sean @, : A -t A, 
y Q, : A --+ P, aplicaciones de Rieniaiiii elegidas de forina que @,(O) = O y 
*,(O) = o. 
Obsenveiiios qiie se coiilpoiie, por el teorema de la fiiiición implícita, en una 
unión numerable de arcos de Jortlan aialíticos uriiendo los puntos de ramificación 
(b' = O) de 6. Si denotamos H, = {eie : 3lirn,,l @,(seiR) E aA, í laA) ,  podemos 
escribir a A  = H, u B, u N,, doiide N, tiene ca.pacidad logarítmica nula y B, es 
una unión de arcos abiertns a través de los ciiales @, se proloiiga aiialíticameilte y 
además @,(B:) C arl, U A. 
Por otro lado, dP, es iiria ciirvn de Jordaii y, por taiit.0, 9, se extiende a un 
homeoinoifisiiio a, : dA --, d-. 
Coiisidereiiios aliora. la. fiiilcióii Iioloiiiorfa G, : A -' A dada por 
Observcmos qiic G,(O) = O y que, por el Teorema de Fatoii. G, tiene límites radiales 
eii casi todo piiilto respect.0 a la iiictlida de Lebesgiie. 
Para GE teiieiiios (10s posibilitlncles: 
a) G, iio es iiiteriia. Eiit,oiiccs {O : IC;E(e'R)I < 1) t,iciic inedicla. de Lebesgue 
positiva. Si eiR cs tal qiic I G ' ~ ( ~ ' ~ ) I  < 1, eiitoiices, puesto qiie capo(N,) = O, podemos 
sii1)oner que eiR E H,UB,. Si eiR estuviera eii BE: eiitonces tcntlríamos que @,(eiR) E 
a.d,nA, de doiide h(@,(ei" dPcnA, con lo qiie Gc(eiR) = S;l(b(@,(eie))) E aA, 
una coiit,racliccióii. Por t;iiit,o, 
salvo, a lo siiiiio, eii iin roiijuiito tle c:ipacitlatl logarítiiiica iiiila y, por tanto, de 
medida nula. Por tanto, iisaiido el Lema de Lti~viier para fiiiiciones univalentes, 
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Por otro latlo. si e'V = @,(e1') E @<(H, )  c 8-4, n 8 A ,  entonces la curva 
{ @ , ( ~ ~ e ' ~ ) ) ~ < , < ~  está coiiteiiitla cii -4,. eiiipieza cii O y tcriiiiiia en e'v. El Lema 6.2 
nos dice qiie 
( c )  € P & )  o < S < 1 . 
Esto nos dice que 
y, por taiito, f (sc lv)  = F(l>(selV)) está eii 72 a clistaiicia liipcrbólica acotada de 
F (0 )  = f (0) .  .4sí pues 
con lo que 
D ~ J J ~ ( { @  : (/(O) < +m}) = 1 2 6 ( X )  
b) G, cs iiitesiia. Eii este caso, iisaiitlo cl Tcoreina 2. veinos que 
Si e'' E G;'(úl;'(E)), eiit.oiiccs Q,(G',(eis)) E E. Por otro latlo, como capo(N,) = 
0, podeinos siipoiicr qiic e'" E;'(Q;'(E)) \ A', (sin l>cscler climensióii de Haus- 
doiff), es clecir cliie existe el líiiiitc ratliiil @:(eie) = eiY. Si eiY E 8.4% n A ,  en- 
tonces teiitlríailios qiic b(<br(cis)) = QE(G(e i ' ) )  E A, iinn coiitradicció~i piiesto que 
E c 8A.  
Así piies, @.(G';'(Q;l(E))) C 8.4, n I ~ A  (salvo a lo siiiiio en iin conjunto de 
capacidad 1ogarít.iiiic;i iiiilti), y atlciiiás, por cl Teorema .A y (6.18) 
.Aliara bicii. si e'" = <I>E(e's) E <bZ(G';l('Il;l(E))), 1;) ciirva {+,(reie)}o<,<i - 
está coiiteiiitla. eii .4-, eiiipieza eii O y tcriiiiiia. en e'". Por tanto, el Lema 6.2 nos 
dice, como e11 el caso a) .  qiie 
lo qiie iinplica cliie r l ( r / )  < +m. Por taiito. por (6.19), 
Observemos que cl Teoreiiia A nos dice que 
y que esta dcsigualtlatl va en la direccióii contraria a la qiic necesitaríamos para 
terminar. Por tanto, para obtcncr iiiia cstiiiiación "opiicsta" a (6.21) necesitamos 
un argumeiito adicioiial que pruebe que, dc hecho, D i m ( E )  iio es mucho más grande 
que Dim(li;' (E)). 
Una forma de proceder es como sigue. 
Lema  6.4. BP, es I L ~  I<(E)-caasicírc~ilo, con I ~ ( E )  -+ 1 cuando E + O. Concre- 
tamente, eziste Ilna aplicación Y, : @ - @ tal que T,(aA) = P,, que es I ~ ( E ) -  
cuasiconforme: y Y.lE = identidad. 
Suponieiido prolmtlo estc Iciiia, y cii vista de los [los siguientes resultados, 
podremos iiivertir (6.21). 
Lelila 6.5 ([A3, p. 74-76]) Sea 0 nn c~rasidisco (esto e.9, 0 = F(A),  donde F : 
@ -, @ es Ii-cuasiconforme). Entonces, la aplicación di: Riemann f : A -4 0 se 
eztiende a una aplicación Ii2 -c~~nsiconjorme d @ en C. 
L e m a  6.6 ([LV, p. 7 0 1 )  Si f : @ + @ es Ii-ct~a~iconjorme y A es compacto, 
entonces f la  es Holder continuo con ezyonente 111;. 
Con esto la priiebn del Teorciiia 12 coiicliiye del sigiiiriite modo. Por los Lemas 
6.4 y 6.5, Q ,  : A 4 P, se cst.iciide a iiii;i aplicacióii lir : @ -t @ qiie es I<(E)- 
cuasicoiiforiiic coi1 I<(E) -+ 1 ciiaiido c i O.  El Leiiin 6.6 iios dice eiitoiices que 
li, : BA --+ 8- es H6ltler coiit,iiiiia con csl>oiiciitc l / ( I i (z ) ) ' .  ES fácil comprobar 
que esto implica qiie 
Puesto que E > O era arl,it,rario y I i (c )  -, 1 ciiaiido E -+ O. esto termina de probar 
el Teorema 12. ¤ 
Así piics, para tcriiiiiiar. sblo 110s cliictla por demostrar el Lema 6.4. 
DEAIOSTR,!CIÓN DEI. L E ~ I , \  6.11. Deiioteiiios por S,, S , ,  los sectores 
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Recordcmos qiie 
cj(c) = { ~ e "  E A : u ( ~ e ' ' ,  1,) = k ,  : e" E I,} 
Definatilos Y, : @ --t @ cle la sigiiiciite forma: 
doiide R,(B) es tal qiie R,(O) eis E C,(E)? es decir, 
Obscrvciiios qiic, poi iIcfiiiiciÓii, Y , ~ E  = iclriititlacl, y qiie Y, transforma el 
sector S, n A cii S,,, coi1 lo qiie Y$ Ilcva A cii f i .  
Pucsto que ~1iir;iiiiciitc Y, : @ --t @ es iiii Iioiiiroiiiorpliisino, basta con que 
pmbeinos qiie Yr  es ciiasicoiiforiiic cii @ \  {O}, ya cliie ciitoiices O es iiiia singiilaridad 
aislada. Aliora bicii. es claro cliic Yr  cs al~soliit,niiiriitc oiitiiliia eil todos los radios 
{re''},>o , y es fácil ver qiie tambiéii lo es cn tod;is las circuiiferencias { ~ e ' ~ } ~ < ~ < ~ , .  - 
Esto últi~iio se sigiic del licclio tle cliie la fuiici6ii 
eloiide R,(0) estA tlcfiiiitl;i. por iiii:tlio <le (G .23) .  es ;il~s~>liitwiiiciit,c coiitiiiiia. t ' 
Por t;iiit,o. sólo 110s rliicclii por l>rolxir qiie p;ir;i E pc<lueb, 
cori C iiii;i coiist,;iiit,c ol>soliita> y cliic 1/1(~)1 = siipj I l ~ ~ ( e ) l  + O cii:iiido E + 0. 
.4lior;i. I~icii, piiesto qiic I;i coiiiposi(.ióii de 111i;i ;iplic;icióii Ii-ciiasicoiiformc con 
uiia. aplicacióii coiiforiiic. sigiic siciitlo Ii-ciinsicoiiforiiic. basta coi1 qiic lo veamos 
p;wa la fiiiicióii 
O:(?) = lOg(Y<(c:)) 
eii sí iiiisina. Recii6rtlcse qiie eiB1.j y e son los extrci~ios C I C ~  ii~tcrvalo I, . 
Pero, piiesto rliie, 
Or(n: + ;y) = 2: + log Rl(y)  + i y  : 1: E al,,  < y < o z t j ,  




/I(X + i y )  = 8 O e / ~ :  Rc(y) - i R J ( y )  ' 
Por tanto. 
Puesto que 
Rs(v)  c2 1, % ( Y )  e-o + 0,  
unifornieineiit~e en y E [O, 2r),  sc sigue c11ic I l i j ( ~ ) I  < C < 1, y que 
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