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МАТЕМАТИЧЕСКАЯ ПОСТАНОВКА ЗАДАЧИ ДИНАМИЧЕСКОГО РАСПРЕДЕЛЕНИЯ 
РАБОТ В GRID CИСТЕМАХ И ОЦЕНКИ КАЧЕСТВА РЕШЕНИЯ  
 
В статье рассматривается общая математическая модель динамического планирования в рас пре-
деленной, неоднородной GRID системе. Показано, что назначение задачи на вычислительный ресурс сво-
дится к проблеме поиска максимального паросочетания в двудольном графе. 
 
This paper presents a general mathematical model of dynamic scheduler for distributed heterogeneous GRID 
system. It is shown that searching of computational resource for a task can be solved as maximum matching prob-
lem for bipartite graph. 
 
Введение 
 
Распределения задач по ресурсам  в GRID [1] 
системе является одной из наиболее сложных 
задач организации распределенных вычисле-
ний. Сложность задачи распределения или ди-
намического планирования обусловлено нео-
днородностью как объекта распределения, так и 
неоднородностью распределяемых задач. Наи-
более известные планировщики или диспет-
черы задач (заданий) для  GRID систем Platform 
LSF, Windows HPC Server 2008, PBS, Condor, 
SGE , LoadLever , MOSIX и внешний плани-
ровщик MAUI [2-11] предназначены для опти-
мизации распределения потока задач (зада-ний) 
на ресурсы системы. Следует отметить, что 
если учитывать свойство неоднородности GRID 
системы, то такое рас пределение не всегда 
приводит к равномерной загрузке ресурсов [12] 
и требует применения нового класса пространс-
твенных планировщиков, учитывающих и при-
оритетность задач и неоднородность вычисли-
тельной системы.  
 
Постановка задачи 
 
В неоднородной системе распределенной 
обработки данных (GRID), состоящей из N 
ресурсов, на момент времени распределения  
имеются N свободных ресурсов и M незави-
симых, готовых к выполнению заданий [1].  
 Система ресурсов задана графом системы 
GR=(VR,ER,WVR,WER), где: 
 Множество вершин VR= {R1, R2,..., RN}, 
каждый элемент которого представляет один из 
N ресурсов системы и Ri (множество нату-
ральных чисел), i=1..N. 
 Множество дуг ER={E1, E2,.., Ed}, каждый 
элемент которого определяют связи между 
двумя ресурсами Ei={Ri,Rj}, где Ri,RjVR и 
0dN2. 
 Множество весов вершин 
WVR={WVR1,WVR2,...,WVRN}, где WVRi={REi, 
RTi}. Для i=1..N, REi
+
 (множество положи-
тельных действительных чисел) есть характе-
ристика ресурса Ri, RTi{0 и 
+
} – состояния 
ресурсов.  
 Множество весов дуг WER={WER1, 
WER2,.., WERp}. Это множество можно пред-
ставить в виде некоторой матрицы 
RC=RC[i,j]+, где i=1..N  и j=1..N.  
 Поток M заданий, задан множеством 
VJ={Job1, Job2,..., JobM}, каждый элемент кото-
рого представляет одно из M заданий и Jobi 
={JNi, JEi, JLi, JMi, JPi}, i=1..N: 
 JNi – номер задания; 
 JEi
+
 – объем работы задания i; 
 JLi={(R
1
, 1),.., (R
q
, q)}, где R
lVR – ре-
сурс, с которым данное задание требует обмена 
данными, 1
+
 – объем передачи,  l=1..q, 
q; 
 JMi={0 или R
i 
} – маска задания, где 
R
iVR – номер ресурса, на котором возможно 
или желательно выполнять данное задание; 
 JPi
+
 – приоритет данного задания. 
Определение 1:  есть отображение множес-
тва заданий VJ={Job1, Job2,.., JobM} на множест-
во ресурсов VR={R1, R2,.., RN} графа системы 
GR=(VR,ER,WVR,WER),  если результат отобра-
жения (VJ,VR) есть некоторое множество A:  
A={a1, a2,.., an}, где ai=(R
i
, J
i
), R
iVR , J
iVJ, 
i=1..n, n.  
Обозначим AR={R1, R2,.., Rn}, AJ={J1, J2,.., 
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J
n}. Таким образом, |A|=|AR||AJ|, ARVR, 
AJVJ. 
Определение 2: отображение  есть распре-
деление заданий VJ на ресурсы VR, если его 
результат  (VJ,VR)=A, где A={(R
1
, J
1
), (R
2
, 
J
2
),.., (R
n
,J
n)} удовлетворяет следующему усло-
вию:  для i=1..n, RiAR\Ri, JiAJ\Ji, где 
AR={R
1
, R
2
,.., R
n
}, AJ={J
1
, J
2
,.., J
n
}. Размером 
данного распределения (VJ,VR) является число 
n. Тогда (VJ,VR)A, n=|A|. 
Определение 3: результат распределения за-
даний на ресурсы A=(VJ,VR) называем распи-
санием для данного распределения Г. Пара 
ai=(R
i
, J
i), i=1..n, называется назначением зада-
ния JiVJ на ресурс R
iVR. 
Определение 4: пусть ={A1, A2,.., Az}, z 
— множество результатов всех возможных 
распределений для множества заданий VJ и для 
множества ресурсов VR. Тогда (VJ,VR)X. 
Распределение заданий на ресурсы 
(VJ,VR)A* есть максимальное распре-
деление для данных множества заданий VJ и 
множества ресурсов VR если: 
1)  n*=|A*|; 
2)  n*=max{|A
1
|, |A
2
|,.., |A
z
|}. 
Определение 5: пусть  есть некоторая фун-
кция от назначения as=(R
s
, J
s) (то есть назначе-
ния задания Js на ресурс Rs, RsVR и J
sVJ). 
Тогда (as)= или =(R
s
, J
s) и  i=(ai)=(R
i
, 
J
i), где i=1..n, назовем весом назначения ai=(R
i
, 
J
i) по . 
Определение 6: сумму весов всех назначений 
{a1, a2,.., an} назовем весом D(A) расписания A.  
То есть: D A i
i
n
( ) (a ) 


1
. 
Определение 7: пусть m={A1, A2,.., Am}, 
m, есть множество всех максимальных рас-
пределений для множества заданий VJ и для 
множества ресурсов VR. Тогда расписание 
A*=(VJ,VR) – оптимальное расписание расп-
ределения (заданий VJ на ресурсы VR) Г по 
измерению , если A*  удовлетворяет следую-
щим условиям:  
1)  A*={(R1, J1), (R2, J2),.., (Rn, Jn)} является 
результатом максимального распределения для 
данных множества заданий VJ и множества 
ресурсов VR , то есть |A*|=max{|A
1
|, |A
2
|,.., |A
z
|} 
(определение 5); 
2)  Вес расписания A*={a1, a2,.., an} макси-
мален из m={A1, A2,.., Am}, то есть: 
)}({)}(),...,(
),(max{)(*)(
max
1
2
1
1
*
j
m
j
m
n
i
i
ADADAD
ADaAD




 
Требование: нужно найти оптимальное (ма-
ксимальное по весу заданной функции ) рас-
писание A={(R1, J1), (R2, J2),.., (Rn, Jn)}, n 
максимального распределения   (по определе-
нию 7)  для N свободных ресурсов (VR) и M 
готовых к выполнению заданий (VJ). 
– Общая схема решения 
Определим модель решения для задачи оп-
тимизации и распределения (математическая 
постановка которой представлена в [2,3]) на 
основе модели оптимизации и распределения, 
представленной в [4,5]. 
Решение данной задачи для N ресурсов 
VR={R1, R2,.., RN} и M заданий VJ={J1, J2,.., JM} 
состоит из следующих этапов: 
1 Определение функции  весов назначе-
ния. Определяются веса i,j (i=1..N, j=1..M) 
всех возможных назначений по функции . 
2 Поиск оптимального расписания A={a1, a2,.., 
an}, где ai=(R
i
, J
i
), R
iVR, J
iVJ, i=1..n, n, которое 
удовлетворяет условиям определения 7 и весовым 
значениям, определенным на первом этапе.  
– Определение функции измерения каче-
ства решения 
При оптимизации и распределении, функ-
цию  для измерения веса назначения задания Jj 
на ресурс Ri (RiVR и JjVJ), можно определить 
следующим образом: 
(Ri,Jj)=i,j=
P C L Ok
i j
k
K
x
i j
x
H
y y
i j
y
G
, , ,
  
    
1 1 1
 (1) 
Где, 
 Pk
i j
k
K
,


1
– величина приоритета назначе-
ния (Ri, Jj). Она вычисляется путем умножения 
величин всех K приоритетов Pk
i j,  + не толь-
ко заданий, но и ресурсов. В приоритете учиты-
ваются разные факторы: время ожидания зада-
ний, работоспособность ресурсов и т.д.). 
  Cx
i j
x
H
,


1
– результат анализа H обязатель-
ных требований, Cx
i j,
 определяет степень выпо-
лнения  обязательного требования x для назна-
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чения задания Jj  на ресурс Ri,  Cx
i j, , 01 . На-
пример, требования наличия каналов передачи, 
объема требуемой памяти, наличия программ, 
данных и т.д. Cx
i j, =1, если ресурс Ri полностью 
удовлетворяет требованиям задания Jj , Cx
i j, =0 в 
противном случае. 
 L Oy y
i j
y
G
,


1
 – результат анализа G оптими-
зирующих требований, где  Oy
i j,
 + и 
0 1 Oy
i j,  – степень выполнения оптимизи-
рующего требования y назначения задания Jj на 
ресурс Ri; Ly
+
 и Ld  Ly  L
u – весовой коэф-
фициент оптимизирующего требования y. 
В предложенной системе представлений ис-
ходной информации имеем :  
 Pk
i j
k
K
,


1
вычисляется с помощью приори-
тета JPj задания Jj из выражения:  
Pk
i j
k
K
,


1
=i  j, 
где  j=JPj=1/Twj (Twj – время ожидания за-
дания Jj в системе), 
i =  





*
*
,0,,1
,,
RMJеслиR
RMJеслиRM
ji
ji
o
 
 (i – маска задания). 
 Cx
i j
x
H
,


1
вычисляется с помощью сравне-
ния требований по коммуникациям задания 
JLj={(R
1
, 1),..,(R
q
,q)} с множеством дуг графа 
системы ресурсов ER={E1, E2,.., Ed}: 
для l=1..q: CCl
i j, = 1, если (Ri ,R
l
)ER; 
    CCl
i j,
= 0, если (Ri,R
l
)ER ; 
     Т.е. Cx
i j
x
H
,


1
=C CC
i j
l
i j
l
q
, , 
1
. 
L Oy y
i j
y
G
,


1
 вычисляется как сумма обратных 
величин времени выполнения Tei,j и времени, 
затрачиваемом на коммуникации Tci,j.   
Коэффициент производительности ресурса 
REi =ki определяется из WVRi, объем работы 
задания JEj=j – из матрицы весов дуг графа 
системы ресурсов RC[k,l]=k,l, где k=1..N и 
l=1..N, объемы требований заданий по комму-
тациям из JLi={(R
1
, 1),..,(R
q
, q). 
Тогда Tei,j и Tci,j.  вычисляются из следующих 
выражений:            
Tei,j =  j ik ; Tci,j = ( ), l i l
l
q

1
. 
Таким образом, имеем:  
L Oy y
i j
y
G
,


1
=1/Tei,j+1/Tci,j=
1 / ( * k ) + 1 / (j i l
l =1
q
  * ),i l  
 Из выражения (1) имеем: 
(Ri,Jj)=i,j=(ij)*С
i,j 
* 
(1 / ( * k ) + 1 / (j i l
l =1
q
  * ),i l  ). 
Очевидно, что i,j0 для i=1..N, j=1..M. 
Поэтому inf ((Ri, Jj)) = 0. 
В случае отсутствия связи между ресурсами i 
и l, RC[i,l] получает такое значение i,l, что 
Tci,,j= ( ), l i l
l p
q


>0, где 0 некоторое задан-
ное число. Число 0 есть порог для определения 
существования связи между двумя ресурсами. 
Время выполнения Tei,j имеет некоторую ниж-
нюю границу To.  
Верхняя граница диапазона изменения i,j 
определяется следующим образом: 
sup((Ri,Jj))= 
( ) [ / / ]  0 0
0
01 1j j T   = max. 
Определенные значения i,j для i=1..N, 
j=1..M хранятся в матрице JR[1..N,1..M]. 
– Определение оптимального распреде-
ления 
Множество N ресурсов VR={R1, R2,.., RN} и M 
заданий VJ={J1, J2,..,JM} можно представлять как 
множество вершин некоторого графа G. Тогда 
множество неориентированных дуг E ={E1, E2,.., 
Ed} между вершинами графа G соответствует мно-
жеству возможных назначений заданий J* на ресу-
рсы R*. Исходная информация при такой постано-
вке представляется в виде матрицы связности или 
двудольного графа (пример графа для 6-и ресурсов 
и 6-и заданий приведен на рис. 1). Дуга Ek={Ri, Jj}, 
где RiVR и JjVJ, k=1..d, 0dNM, между вер-
шинами Jj и Ri отсутствует только тогда, когда 
назначение задания Jj на ресурсе Ri является "нево-
зможным", то есть когда  i,j  0 , где 0 есть неко-
торое заданное число (в данном примере 0=1).  
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Рис.1. 
Выполнение второго этапа распределения 
представляет собой задачу назначения. Сущес-
твует несколько методов для решения задачи 
назначения для взвешенного двудольного графа  
G=(VR,VJ, E, WE): 
Где: VR={R1, R2,.., RN } и VJ={J1, J2,.., JM}, 
E ={E1, E2,.., Ed}, Ek={R*,J*}, где R*VR и 
J*VJ , 
k=1..d , 0dNM. 
WE={WE1, WE2,.., WEd}, WEk=(Ek), 
Где: k=1..d, 0dNM. 
Решение задачи назначения для графа разме-
ром NM, где NM приводится к решению 
задачи назначения для графа размером NN, 
где: N=max{N; M}   
В случае планирования для однородной 
GRID решение задачи назначения для взвешен-
ного графа G приводится к решению задачи 
назначения для невзвешенного графа G', полу-
ченного из графа G снятием весов всех дуг. 
Задача назначения в такой постановке реша-
ется во многих приложениях [4,5,8,10,11]. На 
выбор метода и алгоритма решения влияет 
временная сложность, т.к. время решения задач 
планирования, особенно при динамическом 
планировании, является основным критерием. 
Выделим два наиболее часто используемых по-
дхода к решению данной задачи.  
 поиск максимального потока в сети[6,7]; 
 поиск максимального паросочетания ме-
тодом увеличивающего, чередующегося пути 
[7,9]. 
При динамическом планировании в GRID 
системах задача планирования сводится к поис-
ку максимального паросочетания во взвешен-
ном двудольном графе. Анализ методов ее ре-
шения показывает, что при решении задачи 
поиска максимального паросочетания в взве-
шенном двудольном графе используется поиск 
максимального паросочетания в невзвешенном 
двудольном графе. Поэтому задача поиска мак-
симального паросочетания в невзвешенном 
двудольном графе. является ключевой и требу-
ет специального изучения, т.к. наиболее извес-
тные алгоритмы имеют временную сложность, 
ограничивающую их практическое использова-
ние. 
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