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I TRODUCTIO
In today's increasingly technological world, combinations of systems often function together as a SoS to accomplish an objective. A variety of definitions exist for SoS, many of which are not specific enough to present possible SoS metric definitions and calculations. For purposes here, a SoS is defined to be a set or arrangement of interdependent systems, each performing a defined task or mission, in which at least one system is dependent on one or more other systems. System-of-systems-level performance is emerging and cannot be assessed by assessing individual system performance separately, except for simple cases where the systems operate (and are maintained) independently of each other. System dependencies can be of varying complexity, including sequential or parallel system operations, system functional redundancies provided by other systems, R of N systems operating, and combinations of these.
These system interdependencies can be further complicated by complex interdependencies with support systems and operations.
The mathematics and logic for analyzing a SoS may seem similar to analyzing the components of a single system, which may be true for some simple cases. More often, the system-tosystem interdependencies are difficult to account for. Components in systems typically operate on the same schedule and the dependency effects are usually consistent. If the system fails, the remaining parts stop operating. For a SoS, the interactions among the systems are almost always more complicated than the interaction of parts within a system.
Systems of systems are becoming more prevalent than ever with increased use of autonomous systems and networkcentric functionality.
If operations, maintenance, and sustainment of the systems will be performed at the SoS level and for the intended SoS operational environment, assessing SoS A o performance is imperative.
SoS A o
For a system or a SoS, A o is described as the percentage of time the system or SoS is operating or operable (up) over a specified time interval involving defined system and/or SoS operations. A o is often viewed as being a straightforward metric, but even for a single system, its calculation can involve numerous complexities, subtleties, and assumptions. A o is calculated, estimated, and modeled for a specifically defined collection of hardware performing specifically defined operations over a specifically defined timeframe, with specifically defined reliability and maintainability operational performance characteristics and specifically defined sustainment assumptions. Effects of system interdependencies in a SoS on the operating times and down times of the individual systems can be complex and may not be apparent during individual assessment and testing of the systems.
One complexity present in calculating and modeling A o for a SoS is the definition of "up" for the SoS. Often, not all individual systems in a SoS are required for all segments of the SoS operational mission. Instead, the SoS operational mission involves a sequence of segments using various combinations of systems at various times. The SoS may be considered up, but individual systems may be operating, operable, or even down. In fact, the criteria that define the SoS as "up" may change throughout a scenario.
The interaction of systems operating in a SoS also affects the operating, operable, and down times of individual systems. System of system interdependencies can result in failures of one system in the SoS producing additional operable time for other systems that depend on the failed system to operate. A poor performing system in a SoS may actually result in higher system A o for other systems, considered in the context of the SoS, that are spending additional time in an unutilized condition. For this reason, A o and operating, operable, and down times for individual system performance in the context of a SoS will differ from A o calculated for the individual systems individually. Competition for limited resources, such as maintainers, parts, and special handling equipment, can also affect system down times that similarly increase operable times of the other systems in the SoS. Additionally, A o is defined for specific scenarios or mission durations, and it is not uncommon that the scenarios/missions defined for the SoS A o requirements are not in sync with the individual system A o scenarios.
Equation-Based Approach to SoS Ao
Occasionally, a system of systems is simple enough that an equation can be used to determine steady-state SoS A o . These equations have limited applicability that must be understood to properly apply them. The simplest case is one with multiple systems that are all required for the mission, are 100% utilized, and operate independently. In this case, availability of each system is independent of the status of the other systems. This situation can be expressed mathematically as:
( 1) Since the systems are independent,
If all systems operate independently and all systems are required at all times, then calculation of the SoS A o is the product of the individual system operational availabilities. Another case for which SoS A o can be determined using an equation is the case of series systems that are all dependent. In this case, the systems operate together with a combined failure rate that is the sum of the failure rates of the individual systems and the mean time between failures (MTBF) of the SoS is the inverse of the sum of the individual system failure rates, i :
(4) For this case, down times from system failures do not overlap and the mean down time (MDT) of the SoS is a failure rate weighted average of the individual system MDTs: 
Equivalently, after some algebra:
If all systems in the SoS are in series in a dependent relationship so that all other systems stop operating when an individual system fails, A o for the SoS can be expressed as (10) Both cases described above are simpler than those typically encountered in a real SoS. Complicating factors that negate the use of these equations include:
Systems within the SoS not all in series Systems not all independent or all dependent Systems not all operating all of the time Logistics delays associated with down time Limited spares Short duration operations where Ao has not reached steady-state
System and SoS A o Modeling and Analysis Approach
In most cases, simulation modeling is required to capture the complex operating, operable, and down time hours of a *… SoS and the systems in the SoS, and to accurately aggregate the individual system availabilities to higher SoS levels. The System of Systems Analysis Toolset (SoSAT) simulation, developed by Sandia National Laboratories, has been applied to a number of US Army, Navy, Air Force, and Marine Corps availability and logistics modeling efforts, including several SoS applications. The SoSAT v2.0 simulation has been verified and validated and the availability calculations and algorithms have been officially accredited by the Army. SoSAT was used to model a SoS application and generate the SoS results presented below.
The SoSAT is a set of tools centered on the simulation capability and includes relational databases, input and output interfaces, system reliability models, state modeling, and SoS functional dependencies and redundancies. The SoSAT simulation is a multi-system, discrete event, stochastic simulation capability being developed and applied to model and analyze complex SoS capabilities and performance. Modeling a SoS, with up to thousands of systems, each represented by up to thousands of components, for multiple metrics at up to brigade levels and higher, and for up to lifecycle durations, presents significant modeling and computational challenges.
Sandia integrated reliability, availability, supply chain, and state modeling concepts into SoSAT based on research and applications experience with complex, high-consequence systems.
SoSAT provides the capability to model systems, components, collections of systems in organizational structures (such as an Army brigade), and multiple organizational structures operating over time. Missions to be modeled can range from small, high-utilization missions to longer-term missions up to peacetime training and lifecycle timeframes. SoSAT models system operational performance and system reliability and maintainability along with detailed repair, supply, and sustainment operations, including competition for resources. For SoS performance modeling, SoSAT models user-defined functional dependencies and redundancies that comprise SoS-level performance, where system performance can be dependent on the performance of other systems, subsystems, and conditions.
SoS COMPLEXITIES
The operating profile of an example SoS, with four systems that are designed to operate over a week-long period, is shown in Figure 1 . For this example SoS, System A and System B are completely dependent on System C and vice versa, and System D runs independently and continuously for the mission duration. This SoS operational mission was based on an actual scenario where a helicopter (System C) was necessary for the operations of two other systems, which are payloads (Systems A and B). 
SoS Availability
This four-system SoS may be considered somewhat simple, but even this SoS presents questions to be addressed pertaining to A o interpretation.
If System A experiences early failures, is the SoS mission profile still executed as planned? In some cases, the mission profile is shifted to the right due to System A failures, extending the schedule beyond the original seven days. For this example, it is assumed that the schedule will be executed as stated if the systems are capable of operating; if a system is scheduled to operate but cannot because it is down, that operating time will be missed and the schedule will continue.
What systems are required to be up for the SoS to be up? If failure of any individual system will cause a SoS-level failure, the corresponding reliability block diagram (RBD) is shown in Figure 2 . However, this diagram is not necessarily accurate from an availability perspective.
What happens if a system fails near the end of its required segment? As an example, if System A fails on Day 3 and is down for 24 hours, what happens depends on the scenario being modeled. If the SoS is a ship that is transiting through a certain area with a threat that requires System A for the first portion of the mission, but because of changing conditions needs System B after a certain point, then having System A available matters for part of the mission but not all of the mission. The RBD is dynamic and changes over the course of the period of interest, as depicted in Figure 3 . Once there is no longer a need for system A, the SoS could be defined as up even though System A is down. 
System Availability
For individual system A o when the system is part of a SoS, some ambiguity exists about the time period of interest. The systems that make up the SoS often have individuals or organizations primarily responsible for that system performance. When reporting A o for System A, the following questions need to be considered: Does the system availability pertain to the entire operational mission? Is the system A o needed during only the portion of the mission that the system has an active role? (For System A in our example, the active period is from the start of the mission through midday on Day 3.) Is the system A o needed specifically during the segments when the system is scheduled to operate?
In many cases, the answer to all these questions is "yes" and additional statistics need to be calculated during the simulation to address them.
System Dependencies
In the example SoS, Systems A and C are used together, as are systems B and C. For any SoS, it is necessary to ask which systems are dependent on other systems. For the SoS the example is based on, if the helicopter (System C) is in a failed state, the payloads (Systems A and B) cannot be used, and if a payload is down, the helicopter will not begin or continue operations. Equation-or simulation-based SoS models have to account for the period of non-usage due to dependent systems. For the example, System D operates independently and continuously. This mix of dependent and independent systems makes solving for system and SoS performance difficult.
In some cases, dependencies may occur for operational reasons rather than functional reasons. For example, if System D is completely unrelated to the other systems, it can operate without A, B, or C, and vice versa. However, when System D fails, the repair procedures may vary depending on the failure mode. If System D is repairable in the field, Systems A, B, and C can continue to operate as scheduled.
However, sometimes System D cannot be repaired in the field and requires the SoS to return to an area where repairs for System D can occur, during which normal activities are suspended. This type of interaction is not uncommon and adds additional complexity to modeling a SoS. Analysis of a system with 10 parts, or even 100, can often be accomplished with a spreadsheet. A SoS comprised of 10 unique systems can be rife with interactions that require special handling.
DEPE DE CY EFFECTS O RESULTS
In a SoS, system dependencies result in one system's performance affecting other systems' performance, often in ways that are not readily apparent.
System Availability Interactions
Since A o is a measure of overall availability in the operational environment, up time includes time when the system is operating or operable. When the system operates outside of the context of the SoS, operable time is based on system utilization. A system that is used for 18 hours per day and completes a day without a failure will experience 6 hours of operable time before being used again and will have utilization of 75%. Within the context of the SoS, the system can experience additional operable time due to dependencies with other systems. A system that is deployed on a helicopter, for example, cannot go on a sortie by itself if the helicopter is down.
System dependencies have significant effects on calculated metrics. In a simulation of a SoS over a fixed period of time, or in an actual fixed length test, the operating, operable, and down times for each system can be recorded. The calculated A o for a particular system must be interpreted with the understanding that it is the realized A o for the system in the context of the SoS. A system could have a high value for A o that is in large part due to poor performance of other systems.
The interdependence of systems produces situations where improvements made to certain systems affect other systems. If improvements are made to System A, and the simulation or test is repeated, System C's availability may go down, even though System C was unchanged. System C will accrue less operable time and may have more failures over the course of the fixed duration mission.
This realized value for system A o in the context of the SoS may not seem useful since it can vary based on other systems' performance. However, in many ways it is the most informative value for A o since it is calculated based on the system as it will be used in the SoS. Planning fuel and spares required for a system should be based on how much the system operates in the context of the SoS. The system A o in the context of the SoS is likely a better metric for these purposes than A o of the system in isolation.
Mean Down Time for a SoS
Assessing mean down time (MDT) in isolation can be misleading, which is even more apparent for a SoS. Consider the case of a SoS with a MDT estimate of 3.8 hours, meeting its requirement of 4 hours. The SoS has a system that fails frequently but can be repaired in 2 hours. Another system with higher reliability requires 24 hours for repair. To address SoS-level MTBF shortfalls, reliability improvements may be made to the system that fails most often, greatly improving its reliability. However, when the SoS model is re-run to determine new SoS metrics, the MDT for the SoS is now 4.2 hours and no longer meets the requirement. The only change was in improvement to a system's reliability. Although MDT went up, the number of downing events decreased.
Logistics for a SoS
Logistics are an important part of calculating operational availability. Typically, logistics are considered for a single system and decisions about spare part quantities held at various spare part locations, as well as personnel requirements are made to increase the A o of that single system. The problem with this approach in a SoS is that outside influences and dependencies are not taken into account. Considering the system within the context of a SoS will increase the A o of the SoS while optimizing the spare part quantities, locations, and personnel requirements for the systems as part of the SoS.
Space and weight limitations necessitate evaluation of sparing at the SoS level. As an example, consider logistics for System C, for which independent analysis suggests having ten spare parts in a nearby location. When considered in a SoS, perhaps only six spare parts are needed in the nearby location because System A in the SoS fails more often and System C's operations depend on Systems A's operation. Thus, System C would be idle when System A is down and System C may not fail as frequently as it would if there were no dependencies. These considerations and results would not be apparent without simulating the SoS and various spare part scenarios.
Similarly, personnel requirements must be considered in a SoS context rather than on a single system basis. Personnel requirements will be different when operating a single system versus operating that system within the context of a SoS. Operators or maintainers of certain systems will be needed when certain systems are operating and if there are dependencies on the operations of other systems within a SoS, operators and maintainers could be needed more or less than when looked at for a single system. Further, contention for personnel could become a larger issue when the systems are studied within the context of a SoS.
SIMULATIO TO ASSESS A o
As previously stated, accurately assessing Ao for a SoS will usually require simulation. In some cases, commercially available software will have the features necessary to model the SoS. Modeling the dependencies, however, can be difficult and typically requires the user to have some formal training in the software application. For larger or more complex SoSs, it may be necessary to develop a customized, special-purpose model or utilize software specifically designed for SoS analysis, such as SoSAT.
Simulation Example
The SoS described in Section 2 was modeled using SoSAT. The specific scenario for each system was entered into the model along with each system's failure and repair characteristics. Input data is shown in Table 1 . Additionally, higher level rules were implemented to enforce the system dependencies and define when the SoS is considered to be in an "Up" state. 
Simulation Progress Monitoring
While a simulation is in progress, insight into the SoS performance is critical to ensure the SoS logic and system dependencies are correctly implemented. Scenario animation capabilities are particularly critical during model development. Once the model is determined to correctly react to various changing conditions, final runs with a large number of statistical trials can be performed without using a graphical display. Figure 4 presents a SoSAT screen capture of one trial of a simulation of the sample SoS.
The lines in the diagram in Figure 4 represent the status of systems, user defined functions, and the SoS. When a line dips down, the item it represents is in a down state. The line labeled "AB_Timer" was added to indicate when the scenario changes from using System A to System B. This particular trial was captured because it highlights a unique situation regarding System A. On this trial, System A failed on day 3 and stayed down for 18 hours. A o for the SoS over time is represented by the top line. The SoS experiences down time coinciding with system failures several times in this chart. The SoS goes to a down state when System A fails. Once System A is not required, as indicated by the AB_Timer, the SoS is back up. SoS A o is the total uptime for the SoS divided by the total mission time, 168 hours in this case. relatively poor MTBF and the systems are used at different times, the SoS instantaneous A o is low while System A is required and varies over time, as shown in Figure 6 . System A operated for 9.3 hours when operating within the SoS. In a separate simulation, in which all systems except System A were set to very high MTBFs so they would not fail, System A operated for 9.6 hours. In isolation, System A operated more and thus experienced more failures than when operating within the context of a SoS. Although the difference in operating hours may seem insignificant, if the mission is repeated multiple times, estimates for spares based on analysis could be inaccurate. The differences could become important if model results are projected to annual or population-wide projections.
Simulation Results

CO CLUSIO S
Systems of systems are becoming more prevalent than ever with increased use of autonomous systems and networkcentric functionality. For example, UAV systems often incorporate communication networks and command and control equipment. Energy systems are incorporating energy sources such as wind turbines and solar technologies that have intermittent usage. Defining A o for these systems is not straightforward and will involve many of the same questions raised for the example in this paper.
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