In this paper we address the problem of batching orders in a warehouse, with the objective of minimizing the total travel time. Order batching is an NP-hard optimization problem that is very difficult to solve exactly in practice. Thus, most implemented solutions are based on elementary heuristic methods that perform a relatively limited exploration of the solution space. As an alternative, we propose a heuristic based on variable neighborhood search, where the emphasis is placed on performing an intensive exploration of the most promising regions of the solution space. Simulations are conducted to study the performance of the method with different warehouse configurations, and an exhaustive comparative analysis, which considers all the best known heuristics, is carried out. The results obtained show that the proposed heuristic is competitive and that it provides a suitable method which can be used in practice. Additionally, since the performance of the algorithms depends heavily on factors such as storage policy, routing strategies, or the structure of the orders, we have developed an ANOVA study in order to consider the effect of all the above factors on the different methods tested.
Introduction
In recent years, excess global capacity in most sectors of industry has created an intense competition. As Ghiani et al. [9] and Shamlaty [27] point out, the growth of e-commerce and the availability of a wide range of alternatives for most products has given rise to a very demanding type of customer, who expects to be served much faster than in the past. So, logistic activities have become of significant competitive concern to many companies. In this respect, warehousing is one of the most important activities for many companies in the supply chain. Thus, optimizing activities in a warehouse has become an objective of vital importance. Several policies have been proposed in the literature directed towards the improvement of warehouse operations. Complete surveys can be found in [11, 17] . On a strategic level, warehouse layout design is one of the most important decisions to be made (see [9] , among others). From the tactical point of view, the main decision is to decide where each product should be located. Finally, operational policies refer to order picking, i.e., to the process of retrieving items from their storage location to retrieve customers' orders.
In this paper we concern ourselves with order picking operations, which can account for up to 65% of the operating costs of a warehouse (see Coyle et al. [4] ). Therefore, efficient orderpicking policies can lead to great reductions in warehouse management costs. In particular, we focus on situations where the order-picking strategy in use is order batching, i.e., where orders are grouped into batches which are then collected at the same time so that more efficient routes can be used. In this context, De Koster, Roodbergen and Van Voorden show, in [5] , that it is possible to make up to 35% savings in travel time, simply by optimally designing the routes of the order pickers. Moreover, if the two decisions concerning the batching of orders are considered simultaneously, the benefits increase substantially, which provides the motivation for the study of problems where batching and routing are combined. However, obtaining optimal solutions to these problems is very difficult and time consuming, essentially because the implications of assigning a specific order to a batch depend on the other orders that are also assigned to the same batch. The objective considered in this paper is to minimize the total distance traveled in order to collect all the orders. However, alternative objectives have been addressed in the literature. For instance, the minimization of the maximum lead time among the batches has been tackled by Gademann et al. in [7] . In their work, the authors propose a branch-and-bound algorithm to solve this problem. However, large instances are difficult to solve. Gademann and van de Velde in [8] propose an enumeration scheme as well as a heuristic algorithm to solve the problem of order batching in a parallel aisle warehouse where the objective is to minimize the total travel time. They prove the NP-hardness of the problem except for the case where no batch contains more than two orders, which can be solved in polynomial time. The authors propose a branch-and-price algorithm based on a generalised set partition formulation of the problem that allows to solve moderate size instances to optimality. Obtaining the optimal solution is time consuming for large instances and the authors have noted that for practical purposes a truncated branch-and-bound algorithm might be a better option.
In this paper we propose a new metaheuristic to build the order batches, designed to favor efficient order picking. Our proposal is tested and compared to previously existing order batching heuristics. The results obtained show that the method we propose is either comparable to, or even better than the previously published heuristic methods, in terms of solution quality. The remainder of this paper is organized as follows. Section 2 describes the problem. Section 3 reviews the existing order batching methods in the literature and describes the existing heuristic methods with which our method is compared. In Section 4 the new metaheuristic for order batching is presented. Computational results obtained on a testbed of randomly generated instances are presented in Section 5, which includes an exhaustive comparative analysis of all the batching methods considered in the paper. Additionally, since the performance of the algorithms depends heavily on factors such as storage policy, routing strategies, or the structure of the orders, an Analysis of Variance study has been developed in order to consider the effect of all the above factors on the different methods tested. Finally, Section 6 summarizes the paper and outlines the conclusions of this work.
Problem description
Several orders are received in a warehouse, on a daily basis. Each order consists of a number of order lines. Each order line is the code of an item that has to be delivered to the customer. In an order picking oriented policy, all the items in the same order are picked by the same picker, to preserve the order integrity. In this situation, two basic order-picking strategies can be considered: strict-order picking, and order batching. In strict-order picking, each picker works on one order at a time, and only when all items included in an order have been retrieved, a new order is assigned to the picker. In order batching, it is assumed that several orders are known before batching decisions are made so that the requirements of different orders can be aggregated. Under such assumptions, a picker can work with a batch of various orders simultaneously and, using an appropriate pick-device, items can be sorted by order during the picking process. All the items that make up a particular order are picked in the same batch. Thus, no consolidation is needed at the end of the route. Moreover, since several orders are picked simultaneously, efficient routes can be devised and the travel times can be reduced, as compared to the strict-order policy.
As mentioned above, this paper is concerned with warehouse management at an operational level. Thus, decisions regarding the layout of the warehouse and the location of the different items are considered fixed throughout the process. In particular, we consider the order batching problem for a warehouse or distribution center with parallel aisles of equal length, two possibilities for entering/exiting the aisles, at the front and back of each aisle, and a depot. The depot, which is referred to as the I/O point (input/output), is the point where pickers start their routes and where they deposit the items at the end of each route. The depot can be located either in one of the corners or in the center of one of the cross aisles. As an example, Figure 1 shows a warehouse with 7 parallel aisles. Additionally, it is assumed that each picker has a load-capacity and the total load for any given order is below this limit. If not, the order has to be split into I/O Figure 1 : Warehouse layout two or more smaller orders, so that each smaller order has a load that does not exceed the picking load-capacity. To be more exact, we deal with the problem of distributing the orders among batches, each with a total load below the load-capacity of a picker, and determining a batch picking route for each batch, in order to minimize the total travel time. So, the problem has two natural components, clustering of orders into feasible batches and actual batch routing, which consists in deciding the sequence used by each picker to retrieve the items in his batch so as to minimize the total picking time. If we assume that the orders are already divided into batches, then the route design for each batch is a problem that has been studied extensively and is polynomially solvable for the types of warehouses considered in this work [23] .
Order Batching methods: A literature review
Batching problems are NP-hard, as proved in [8] , and realistically sized instances cannot, in general, be solved in a reasonable amount of time. However, a few papers have proposed exact algorithms for different variants, where alternative objectives have been considered (see [11] ). Armstrong et al. in [1] present a mixed-integer programming formulation for batching in a semi-automated order-picking system with the objective of minimizing the total picking time. The problem is solved using Benders' decomposition. Gademann et al. in [7] consider the order batching problem with the objective of minimizing the maximum lead time for the batches, and they solve the problem optimally using a branch-and-bound algorithm. In a more recent paper, [8] , Gademann and van de Velde consider the total order picking time as the objective to minimize, and they model the problem as a generalized set partitioning problem, which they solve using a branch-and-price algorithm. In all cases, only small and some moderately sized instances (warehouses with 300 picking points and up to 40 orders) can be solved in a reasonable amount of time (less than 30 minutes).
In real life applications, large instances of such problems need to be solved quite quickly. Thus, warehouse managers need to resort to heuristic methods to assist in their batching deci-sions. This fact has given rise to extensive research on heuristic methods for batching problems, as can be seen in the early survey by Van den Berg [28] and the more recent studies by Gu et al., [11] , and Koster et al., [17] . Some of these works perform comparative studies of different heuristics, as Rosenwein in [26] and Koster et al. in [16] , where the authors perform the most exhaustive comparative study published to date of different heuristics that are applied to manual picking systems.
According to Koster et al. in [16] , most order batching heuristics can be classified into one of three categories: Basic methods, Seed methods and Savings methods.
Basic methods are simple constructive methods, based on different greedy rules. For instance, under the First-Come-First-Served (FCFS) strategy, orders are added to batches in the sequence they arrive. When an order cannot be added to the current batch, a new batch is added to the list. These are the most commonly implemented methods in practice because they are the easiest to implement, although they are not very effective (see Section 5) .
Seed methods ( [10, 14, 16, 20, 29] ) build one batch at a time, following two steps. First, a seed order is selected from the set of orders not yet selected, which will serve as the reference order for the new batch. In a second step, order addition, the batch is enlarged by sequentially adding new orders to it, as long as the picker capacity is not exceeded. New orders are selected using some measure of proximity to the seed order. Different seed methods can be defined by choosing different rules for each of the two steps, namely, seed selection and proximity criterion (see [14, 16] ). Moreover, all seed selection rules can be applied either in single mode or in cumulative mode. In single mode, the seed is selected once only, whereas in the cumulative mode the seed order is updated each time an order is added to the batch. For a detailed description of the most relevant seed methods, the reader is referred to [14, 16] . A complete review can be found in [29] .
Savings methods ( [16, 26] ) consist in, starting with one batch per order, sequentially reducing the number of batches by combining two at a time. The criterion used to select the batches to be merged is the cost saving achieved by doing this. These methods are inspired by one of the best known heuristics for the Vehicle Routing Problem: The Clarke and Wright savings algorithm [3] . This method is usually applied to problems where the number of vehicles is modeled as a decision variable, and it works equally well for both directed and undirected problems. Let t B be the time spent collecting orders in batch B. A savings matrix can be defined, where element (p, q) is the saving attained by merging batches B p and B q into a single unit, and is computed as saving(B p , B q ) = t Bp + t Bq − t Bp∪Bq . If this value is positive and the picker capacity is not exceeded, then the batches B p and B q are merged into a single batch. Two variants of this algorithm have been proposed in the literature. They differ in the information they manage throughout the process and in the type of merges that are considered. The first variant, Clarke and Wright I, uses the original savings matrix during the whole process. In this variant, only merges where at least one batch is formed by a single order are considered. In the second variant, Clarke and Wright II, the savings matrix is updated at each iteration and all pairs of batches are considered for merging. This variant is more complex than Clarke and Wright I. However, several experiments show that this variant usually outperforms the previous one (see Section 5 and [16] ). It requires more computing time for the updating of the savings matrix but a few seconds are still enough to solve problems with several hundred orders.
As mentioned before, the above classification includes most of the batching algorithms considered in the literature. However, some algorithms have been developed that do not fit into any of the three categories. For instance, Elsayed and Unal in [6] developed several methods based on time savings which are a combination of savings and seed methods. In this work, we focus on the EQUAL algorithm, which is a seed algorithm that uses time savings as a proximity measure. To be specific, the algorithm selects the pair of orders with largest time saving as the seed for building a batch and then, the batch is enlarged by adding one order at a time, using the time saved as a proximity measure. That is, as a seed method, it is performed in a cumulative mode. Moreover, its seed order addition rule coincides with the Largest Time Saving (LTS) Rule, used in [16] . The order with the largest potential saving in travel time is added to the batch and the process is repeated until the picker is loaded to capacity. Then, a new pair of orders is selected as the seed of a new batch and the procedure is repeated. When, at the end of the procedure, there are some orders left over, they are put into individual batches.
More recently proposed alternatives incorporate innovative ideas in batching that are distinct. For example, Chen and Wu, in [2] present a batching approach based on data mining and integer programming, and Hsu, Chen and Chen, in [15] , propose a genetic algorithm for a general version of the problem.
In any case, one of the features that contributes most to the difficulty of the order batching and routing problem is that even slight modifications in the batches lead to dramatic changes in the total time necessary to collect them. For instance, reassigning one order from one batch to another implies changing several references (picking sites) from one route to another that, in general, will have no geographic pattern in common. Moreover, merging two batches into one can have opposite effects. On the one hand, even when the uncommon references among the batches to be merged are only a few, merging them can result in a very costly route, and a considerable increase on the total time required to collect all the items. For instance, this happens when the uncommon references are distant from each other, which is quite frequent in the case of low demand items. On the other hand, it often occurs that merging two batches significantly reduces the total collection cost, even if they have no references in common. This is the case when the references in the batches, despite being different, are located along the same set of aisles.
A Variable Neighborhood Search Metaheuristic
The categories described in the previous section correspond to pure constructive methods: once two orders are assigned to the same batch, they cannot be separated by the procedure. That is, they do not incorporate any improvement step. We propose a new method based on a local search that incorporates reoptimization at intermediate steps so that increments the probability of exploring promising regions of the solution space in the current neighborhood. Variable Neighborhood Search (VNS) is a recent metaheuristic (see [18, 19] ) for solving combinatorial and global optimization problems based on the idea of systematically changing the considered neighborhood to help escape from local optima. The reader is referred to [13] for a VNS survey where many applications to industry are briefly summarized. To be specific, we consider three neighborhoods, which are described below, and we have implemented a variable neighborhood descent method in which a change of neighborhoods is performed in a deterministic and sequential way. Our results, which evaluate the performance of the algorithm under three different routing strategies 2 , show that the proposed method is competitive compared to heuristic methods which already exist. Moreover, those results show that even the pure local search within the first neighborhood is competitive. We next introduce our notation and definitions concerning the VNS metaheuristic:
O, set of orders. Let B be a feasible partition of the order set O in batches, i.e., p B ≤ C, ∀B ∈ B. Then, the set of neighborhood structures we use in the VNS are defined as follows, where N k (B) denotes the set of solutions in the k-th neighborhood of B, k = 1, 2, 3:
is the set of feasible partitions reachable from B by transferring an order from one batch to another one.
is the set of feasible partitions reachable from B by transferring at most two orders from one batch to others.
is the set of feasible partitions reachable from B by transferring at most two orders. Note that the set of neighborhood structures we define form a nested set. Figure 2 shows the different movements that are considered. Movement M1 generates neighborhood N 1 , movements M1, M2 and M3 generate N 2 , whereas movements M1 to M6 generate N 3 .
A feasible partition B is a local minimum with respect to N k if no member of neighborhood N k (B) has a better objective value, i.e., a smaller travel time.
Additionally, an empty batch is kept along the algorithm to allow for the removal from a batch of an order that has been previously assigned to it, when this improves the objective function value.
Variable neighborhood search metaheuristic
Step 0: Set the initial solution B as the feasible partition which includes one batch per order plus an empty batch.
Step 1: Exploration of neighborhood N 1 : Find the best neighbor B ′ ∈ N 1 (B). Evaluate movement: If the partition thus obtained B ′ is better than B, set B ← B ′ and repeat Step 1; otherwise, GO TO Step 2.
Step 2: Merging batches:
is the length (measured in travel time) of route on batch B constructed according to the selected routing strategy. {saving(p, q)}, update B ← B \ {B p * , B q * } ∪ {B * }, and REPEAT Step 2.
Step 3: Set k ← 1 and repeat the following steps as long as k ≤ 3: Exploration of neighborhood N k : Find the best neighbor B ′ ∈ N k (B).
Evaluate movement: If the new solution B ′ is better than B, set B ← B ′ and k ← 2; otherwise, set k ← k + 1.
Step 2, which is a merging step, has been introduced in order to avoid having batches which are too small in the local optimal solution with respect to N 1 , which is used as the initial solution for the variable neighborhood search. It should be noted that it is not computationally costly since, in that solution, there are not many pairs of batches B p , B q satisfying the capacity constraint p Bp + p Bq ≤ C.
Each time a neighborhood of the current solution is explored (Steps 1 and 3) , it is necessary to evaluate the reassignment of one or two orders to different batches, which requires the re-computation of the associated routes with the corresponding algorithm. Due to the special structure of the route time function associated with a given batch, this operation is computationally expensive. Since neighborhoods exploration in Steps 1 and 3 are made by explicit enumeration, it is crucial to devote additional effort to reduce this computational cost. A first step in this direction is taken by keeping, at each iteration, the value of the variables ∆ Figure 3 shows the algorithm we have implemented to calculate the savings of each possible movement. Once these savings are calculated, the best movement is applied and ∆-variables are updated.
Computational experiments

Test cases description
To show the effectiveness of the proposed order batching metaheuristic, we have performed a series of computational experiments over an extensive set of test cases where we have compared M1:
M2 and M3:
M4, M5, and M6: Four different warehouses have been considered that were taken from the literature. Table 1 shows their main characteristics. Warehouses 1, 2 and 3 are used in the computational results presented in [16] , whereas warehouse 4 is the example used in [14] . The first warehouse is a narrow-aisle pallet warehouse where manned combi-trucks or cranes are used. The second warehouse is a shelf store with manual order picking using pick carts. As referred to in [16] , the third warehouse is included for reference and it is based on a pallet warehouse as far as the dimensions are concerned. However, it is a non-existent, hypothetical warehouse, with regard to the equipment that can be used in such an environment, the picker's capacity, the aisle lengths combined with the number of aisles and the size of the orders to be picked. Warehouse 4 is used for very large-dimensioned orders. The following additional assumptions are made:
Order size U(1,7) U(2,10) U(5, • All order information is known beforehand.
• Order splitting is not permitted; therefore, we assume the maximum order size does not exceed the cart capacity. Any order that does violate this assumption may always be split in advance.
• The time required for vertical movement of pickers can be disregarded. Note that since all items have to be retrieved and since the time required to retrieve an item is independent of what other items have been retrieved, the time required to retrieve items from the aisle can also be disregarded. We also assume that the time for a picker to rotate, without changing its location, so that it may retrieve items from an opposing aisle, is negligible.
• Order sizes follow a discrete uniform distribution (see Table 1 ).
• Pickers are able to traverse any aisle in both directions.
• Demands fit into an ABC scheme. Let us consider an ordered list of all items in the warehouse in which the most-demanded item is the first in the list and the least-demanded item is the last in the list. The first quintile of most demanded items (A items) concentrate 80% of demand, the second quintile of most demanded items (B items) concentrate 10% of demand while the last three quintiles of the items (C items) concentrate only 10% of the total demand. Note that, under such assumption, the tactical decisions concerning the distribution of goods in the warehouse have a very important effect on the final picking costs. Before reporting the computational results it is of interest to analyze the main differences between the four warehouses under study. Table 2 presents some operational features of these warehouses. From the cart capacities, the average order size and the average weight of the items, it is easy to estimate the expected number of orders per batch, if we assume that pickers will carry loads which approximate their capacities. Similarly, the number of items per cart can also be estimated. Bear in mind that each item represents a collection point on the route of the picker. In this sense, it is worth noting that, in Warehouse 3 batches will be formed with more orders than in the others. That is, for the same amount of orders, in Warehouse 3 we expect to obtain fewer routes, but with more collection points. Thus, it is reasonable to expect that solutions in this warehouse will be the most sensitive to the strategy used to devise the routes for each batch. On the other hand, if we consider that the items are uniformly distributed within the warehouse, the expected number of items from a given aisle that each batch contains ranges from 2.4 (Warehouse 2) to 6 (Warehouse 3). This value has a significant impact on the performance of the considered routing strategies. Scenarios with large values of this ratio are especially well suited for algorithms that devise routes which cross aisles from end to end as opposed to those that devise routes that enter and leave the aisles from the same end point. Finally, Table 2 also shows the time that each picker needs to go through an aisle (including the additional time to enter or leave it) and the time required to go from the first to the last aisle. These values allow us to estimate roughly the impact of the movements between corridors on the total travel time. In this sense, Warehouse 1 is particularly well laid out, since the time required to move between aisles is very small as compared with the time to pass along an aisle. For this reason, in this warehouse, the starting point of the routes will be less relevant than in the others.
For our experiment, we have generated instances consisting of order lists of 5 different sizes: 50, 100, 150, 200 and 250 orders. For each list size, we generated 120 instances for each warehouse. Thus, a total of 2400 instances have been generated. Different settings for the following three factors have been combined: depot location, storage policy and routing strategy. Depot location and storage policy refer to the warehouse organization, whereas the routing strategy is a part of the order-picking process. We list the different options considered for each of these three factors below. Figure 4 for an example.
Depot location. Central and bottom left corner (aisle 0). See
Storage policy. Demand-based and random. In the first case, aisles close to the depot contain A items, whereas, aisles far from the depot contain C items. See Figure 4 for an example.
Routing strategy. Batch routing consists in deciding the sequence used by each picker to retrieve the items in his batch so as to minimize the total picking time. This problem classifies as a Steiner Traveling Salesman Problem (see [17] ) embedded in a special kind metric space, which possesses properties that can be exploited to develop powerful heuristics. In fact, Ratliff and Rosenthal [23] propose an optimal procedure for routing in a rectangular warehouse based on dynamic programming, which requires a linear number of computations with respect to the number of aisles for warehouses with no cross aisles. However, the efficiency decreases when the warehouse has cross aisles. Furthermore, the proposed routes may seem illogical to the pickers who, then, as a result, deviate from the specified routes (Gademann and van de Velde [8] ). As Petersen remarks in [22] : "heuristics are easy to understand and form routes which are fairly consistent in nature. Such consistency helps to minimize the risk of a missed pick, a much greater sin than having to walk a few extra steps". Thus, although it is possible to implement optimal routing algorithms efficiently, simple heuristically designed routes are often preferred in practice. Different heuristics have been proposed in the literature (see Hall [12] , Petersen [22] and Roodbergen and Petersen [25] ). From these, we have used three different routing heuristic strategies in our tests: traversal, largest gap and combined. Petersen in [22] carried out a number of numerical experiments to compare six routing methods. He concludes that the best heuristic procedures, composite (Petersen, [21, 22] ) and largest gap, were 9 to 10 percent above optimal. Overall, the best heuristic solution was 5 percent above the optimal solution.
The simplest of these heuristics is the traversal strategy (also called S-shape strategy). Following this strategy, picker enters every aisle that contains at least one required item, travels the length of the entire aisle while picking the required items, and exits the aisle at the end opposite to which the picker entered. An exception to this last point is made for the last aisle, in the case where the number of visited aisles is odd. In such a case, the picker visits the last aisle only to the farthest reference from the aisle entrance and exits through the same aisle entrance. From the last visited aisle, the picker returns to the depot. See Figure 5(a) for an example. This method is widely used in practice because, even though it is very simple, it provides very efficient routes, especially when the picker cannot easily change directions within an aisle or when considerable time is needed for changing aisles.
An alternative method is the largest gap strategy. In this case, each visited aisle, except the extreme ones, is exited through the same side from which it was entered. The picker goes from the depot to the first aisle with required items, traverses the aisle and continues along the back of the aisles to the last aisle with required items, traverses the aisle and returns to the depot. During this route, the picker visits all intermediate aisles with required items: if the picker needs to enter an aisle, gaps (measured in travel time) between each pair of adjacent points (picking points in the aisle or aisle end points) are measured. If the largest of such gaps is between two adjacent picking points, the picker performs routes from both ends of the aisle. Otherwise, the aisle is entered only once: a return route from the back of the aisle (if the largest gap is between the front end point and its nearest picking point), or from the front of the aisle (if the largest gap is between the back end point and its nearest picking point) is used. Note that the largest gap within an aisle is thus the portion of the aisle that is not traversed. See Figure 5 (b) for an example. For problems with low density of items per aisle, largest gap can outperform the traversal strategy.
Finally, Roodbergen and Koster [24] proposed the combined strategy, that is fairly similar to the composite strategy. This method is a combination of the largest gap and the traversal strategy, which means that an aisle is either fully traversed or entered and left from the same side of the aisle. This method has a minor dynamic programming component, since at each aisle it looks one aisle ahead to select the strategy (traverse the aisle or enter and exit from the same side of the aisle), and the option to choose is selected taking into account which one gives the shortest route when combined with the best option for the next aisle. See Figure 5 (c) for an example. A complete description of the combined routing strategy can be found in [24] .
By combining different levels of the three above factors, 2 × 2 × 3 = 12 different scenarios have been considered. For each scenario, 10 replicas have been generated. Therefore, at least 
Computational results
Four measures are reported to compare the travel times obtained with the different methods:
• the average of the travel time over the considered instances,
• the average of the deviation from the best, where the deviation from the best is defined as the percentage deviation of the solution found from the best solution obtained with all methods. For method j 0 , its deviation from the best is calculated as
where d ij denotes the travel time for instance i when method j is applied, and J is the set of methods applied to solve the problem.
• the maximum of the deviation from the best.
• the number of best solutions, defined as the number of instances for which a given method provides the best solution.
These four measures have been recorded for 192 seed-based methods (12 seed-selection rules multiplied by 16 addition rules, implemented in a cumulative mode), 3 savings algorithms (Clarke and Wright I, Clarke and Wright II and EQUAL), and our proposal, VNS. The First-ComeFirst-Served (FCFS) strategy is added as a reference. Average seed is the average value of all obtained solutions by all seed methods whereas best seed represents the seed method that attains the best average over all problem instances. Table 3 shows the main results for all instances. The first row (VNS) refers to the final solution obtained at the end of our algorithm, the second row (1-opt. sol.) refers to the locally optimal solution with respect to N 1 to which we apply the variable neighborhood search 3 , whereas the following rows correspond to the algorithms taken from the literature. As can be seen in the table, our VNS algorithm outperforms all existing algorithms according to all four quality measures considered. Indeed, it gives the smallest average travel time and is the only method with a percentage deviation from the best known solution under 1%. Moreover, it provides the best solution in almost 55% of the instances 4 and for the rest it provides solutions that are less than 7.5% above the best, whereas these figures are under 12% and above 22%, respectively, for all the other methods. As will be seen later in the detailed analysis per warehouse, this behavior is quite uniform and results are similar to the average case in most warehouses. On the other hand, it is also clear from these results that seed methods are not competitive in general. However, as we will see in Table 5 , they give competitive results for Warehouse 4. Table 3 aggregate data from different warehouses and different order list sizes. Next, we study how the number of orders and the warehouse affect the performance of the algorithms. To this end, Figure 6 shows the previous results disaggregated per number of orders; Figure 6 of 6% is obtained from 50-orders instances to 250-orders instances). If we count the number of times that a method proposes the best solutions, VNS is clearly the best. Note also that Steps 0 to 2 of the VNS algorithm (1-opt. sol.) is the second best approach in terms of average travel time per order and in terms of deviation from the best known solution. On the other hand, since four warehouses are used, Table 3 aggregates information from very different instances, and some differences are found when studying results by warehouse. Thus, in order to get more insight into the performance of the different algorithms depending on the warehouses, we report the partial results for each warehouse. Here we observe a marked effect of the instance size on the performance of the algorithms. In all cases, deviations from the best known solution are smaller as the instance size grows getting near 1% for all methods. We attribute this effect to the fact that Warehouse 1 is the smallest, with only 4 aisles, and batches of up to 12 items. In this setting, each route will most likely have to enter all aisles, and only small savings can be obtained with the different methods. Note that, in this case, VNS is the most robust method, giving similar deviations from the best solution known for all instance sizes. For the small instances these deviations are significantly smaller than with other methods, but, as the instance size grows, Clark and Wright II tends to give better results than VNS.
Results in
Warehouse 1
Warehouse 2
When restricted to Warehouse 2 instances (see Table 5 ), VNS is clearly the best of the algorithms tested, since it provides the best solution known for more than 80% of the instances and for the rest it provides solutions that are less than 5.1% above the best (0.21%, on average). In this warehouse, the 1-optimal solution is also a better alternative than those algorithms which already exist.
When the results for Warehouse 2 are disaggregated per instance size (see Figure 8) , a uniform pattern is obtained. Here, the figures do not exhibit a clear dependency on the instance size, and the results obtained with VNS are consistently much better than those of the other methods tested. 
Warehouse 3
As in the case of Warehouse 2, the results obtained in Warehouse 3 shown in Table 6 , confirm the quality of the solutions proposed by the VNS algorithm. In this case, VNS provides the best known solution for 50% of the instances, and the deviation from the best known solution is, on average, under 1.3%. Moreover, in the worst case, the VNS deviation from the best is less than 7.5%, whereas applying all the other methods the worst case performance provides solutions that are over 18% above the best. Note that Warehouse 3 is a hypothetical warehouse. In this case, for instances with a large number of orders and when the traversal routing strategy is used, the best methods turned out to be seed heuristics. Even in this case, if each method is implemented together with the routing strategy that best suits it, VNS provides better results than methods already in existence.
In this warehouse it is important to note how all the existing methods, except in the case of the best seed, provide solutions that are significantly worse than the best. It is also noteworthy that, as opposed to what occurs in the other warehouses, the seed method which performs best is not based on savings methods. However, there is no specific combination of seed selection and order addition rule that is uniformly better than the others. Similar to the case of the previous warehouse, the performance of the algorithms does not exhibit any dependency on the instance size, as can be seen in Figure 9 . From the results obtained for Warehouse 4 (see Table 7 and Figure 10 ) we draw conclusions which are similar to those of the previous warehouses. VNS provides the best results, in terms of average total travel time, deviations from the best known solution (maximum and average), as well as in the number of instances when it provides the best solution. As in Warehouse 3, the best alternative to VNS is a seed method. When these results are disaggregated per instance size, it can be seen that VNS outperforms the other methods for all sizes, even though differences are not as significant as they were in the other warehouses.
After analyzing the performance of all methods per warehouse, we are able to draw some general conclusions. In this sense, from a general point of view, the VNS approach is the best. Moreover, the 1-optimal solution is competitive, and its solution is, on average, of the same quality as the alternatives. As expected (see [16] ), savings methods obtain better solutions than seed methods. Furthermore, the seed method that exhibits the best performance from an overall perspective is where a savings rule is applied: The non-selected order with longest travel time is selected as the seed for a new batch (see [16] ) and the order selected to be added to the current batch is the one that leads to the greatest time saving when added to the batch (derived from Clarke and Wright 1964, [3] ). This combination is the best seed rule for Warehouses 1 and 2; whereas for Warehouse 4 the best rule uses other seed selection criteria, to select the order that has the greatest number of picking locations to visit [14, 16, 20] . In contrast, the best seed rule for Warehouse 3 is not based on savings methods. As previously mentioned, there is no specific combination of seed selection and order addition rule that is uniformly better than the others for Warehouse 3. When we analyze the results per warehouse, we conclude that our proposed heuristic outperforms all other heuristics for all considered warehouses, except for Warehouse 1, where all algorithms are similar, and Clarke and Wright II seems to work better. There is an explanation for this fact: this warehouse is the smallest, in terms of number of aisles, and, therefore, there are no significant differences between the performed routes for each batch.
Factor effects
Finally, since the performance of the algorithms depends heavily on factors such as storage policy, routing strategies, or the structure of the orders, we include an Analysis of Variance study in order to consider the effect of all the above factors on the different methods tested. Tables 8, 9 and 10 show the main results, separated according to each of the three factors that have been considered: routing strategy, depot location and storage policy, respectively. From Table 8 , it can be stated that, in general, combined strategy works better than the other two routing strategies. Table 9 suggests that depot location is not a major factor in the proposed solution. As expected, storage policy is the most relevant factor (see Table 10 ), with a reduction of 30% in the total time travel spent when the demand-based policy is applied. Table 10 : Storage policy levels), depot location (2 levels), and storage policy (2 levels). 600 instances have been included in each analysis. In order to reduce the impact of the size, the dependent variable considered is the average travel time per order, defined as the ratio between the total travel time and the number of orders.
As a first step, the analysis has been applied to the VNS solution. In an iterative process, the 3-factor, depot location-routing strategy and depot location-storage policy interactions have been removed, since they are not significant. Table 11 shows the final ANOVA analysis, once the non-significant interactions were removed.
As can be seen in Table 11 , the routing strategy, the storage policy and their interaction are the most relevant factors. Figure 11 represents the average travel time for both factors, storage policy and routing strategy: the impact of the routing strategy is less important when demandbased storage policy is applied, since 80% of demand is concentrated into a small number of aisles (only one and two aisles for Warehouses 1 and 2, respectively) and, therefore, all routing strategies build very similar routes (for Warehouse 1 and 2, there are no significant differences). Also from Figure 11 , it can be stated that combined is the best routing strategy, as expected, since this rule chooses the best option between the other two rules. Results for largest gap are very similar to combined for Warehouses 1, 2 and 4 and better than traversal, while traversal is a valid alternative to combined for Warehouse 3, regardless of the storage policy. This conclusion is coherent with the rule stated by Hall [12] , "largest gap is preferred to traversal when the number of picks per aisle is approximately less than 3.8": In our case, the average number of items retrieved per aisle and batch is 3, 2.4, 6 and 3.33 for warehouses 1 to 4, respectively. Finally, we should point out that these models explain more than 80% of the variability of the dependent variable (the determination coefficient, R 2 , ranges from 0.79 to 0.94).
The same analysis has been performed for the solutions obtained with Clarke and Wright I, Clarke and Wright II and Equal, and the conclusions for those algorithms are very similar. As was found with the VNS results, storage policy is the most relevant factor as expected (with 30% savings when demand-based storage is applied). Routing strategy is also relevant, as combined is the best option, while largest gap is also competitive for Warehouses 1, 2 and 4 and traversal is a good alternative for Warehouse 3. Finally, the depot location is not relevant, except for Warehouse 2, where central location produces a savings of 5%.
In the previous pages, using a basic descriptive analysis, we have seen that VNS works better than the other alternatives. To decide whether the difference between our approach and the other methods is statistically significant, we have performed the following statistical hypothesis test: H 0 : µ i ≤ µ V N S versus H 1 : µ i > µ V N S , where µ V N S is the mean value of the solution proposed by V N S algorithm and µ j represent the mean value of the solution proposed by algorithm j. For each warehouse and order size we have compared VNS with the 1-opt, Clarke and Wright I and II, Equal, Best Seed and FCFS algorithm. We have considered a significance level equal to 99%, so the H 0 hypothesis is rejected only if the p-value is lower than 0.01. According to the results obtained, H 0 is rejected, which means that the average VNS solution is significantly better than the average solutions of each of the other methods. Only for bigger instances (of orders 150, 200 and 250) for Warehouse 1 and saving methods (Clarke and Wright I and II and Equal), and for Warehouse 4 and the solutions provided by the best seed method are comparable to those provided by VNS. In those cases, Clarke and Wright II is significantly better than VNS (in the hypothesis test H 0 : µ V N S ≤ µ C&W II versus H 1 : µ V N S > µ C&W II , H 0 is rejected). In order to study if this conclusion can be extrapolated to all warehouses, we have performed a deeper analysis, comparing the difference between VNS and Clarke and Wright II. A 4-factor ANOVA has been made (warehouse, routing strategy, storage policy and depot location), using the difference between the solution proposed by both methods. The first conclusion is that these factors cannot explain the difference (R 2 is really small and ranges 0.05 to 0.35). Therefore, it can be concluded that VNS is better than Clarke and Wright II, as a general algorithm, although in some specific cases Clarke and Wright II can outperform VNS.
Computation time
To conclude the analysis, we include some comments on the computation time needed for obtaining the solutions applying the different methods. All of the algorithms tested in this paper have been implemented in C++. The computational experiments were conducted on a Dual Core with 2.00Ghz and 2GB of RAM. The Microsoft Visual C++ compiler v6.0 has been used.
VNS took more time, but even in the most difficult scenario (Warehouse 3), the average time needed to solve the 120 instances with 250 orders is around 35 seconds. On the other hand, Clarke and Wright needed 6 seconds. Taking into account that this is the warehouse where VNS performs the best (on average 6% better than Clarke and Wright II), this extra computational effort can be justified. Solutions for Warehouses 1, 2 and 4 were obtained in less than 30 seconds.
Conclusions
In this paper, we have dealt with the order batching problem in a parallel aisle warehouse with the objective of minimizing the total travel time. This is a highly relevant material handling problem, for which we have presented a new metaheuristic method based on variable neighborhood search. Simulations were conducted to study the performance of the method with four different warehouse configurations. From the test results it follows that the proposed method, VNS, is a competitive alternative to widely used methods in real-world warehouses. Total travel times can be significantly reduced with a moderate increase in computation times. It should be noted that the comparative study developed is even more exhaustive than that published by De Koster et al. in [16] , which is described in [11] as one of the most exhaustive comparative analysis published up to 2007. In particular, we include an additional warehouse layout, more order batching rules and additional factors, as the central depot location and the combined routing strategy. With regard to future research, three main research lines are proposed: to include more constraints in the problem, such as, the due dates of the orders, and then change the objective to minimize the makespan; to formulate and compare different mixed integer programming models of the problem and, based on these formulations, try to find exact and/or heuristics methods along and lower bounds to assess the quality of the heuristic solutions.
