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a b s t r a c t
We show that under different moment bounds on the underlying variables, bootstrap
approximation to the large deviation probabilities of standardized sample sum, based on
independent random variables, is valid for a wider zone of n, the sample size, compared
to the classical normal tail probability approximation. As an application, different notions
of efficiency for statistical tests are considered from Bayesian point of view. In particular,
efficiency due to Pitman (1938) [11], Chernoff (1952) [1], and Bayes risk efficiency due to
Rubin and Sethuraman (1965) [12] turn out to be special caseswith the choice of theweight
function; i.e., prior density times loss.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In literature, different efficiency measures of statistical tests are proposed. Under certain conditions, a test statistic may
be approximated by sums of independent random variables. As a result, probability of critical regions of statistical tests
may be approximated by deviation probabilities of sums of independent random variables. One may approximate these tail
probabilities via bootstrap to measure performances of statistical tests.
To this end, first consider the iid set up for bootstrap. Let X, X1, . . . , Xn be iid random variables with distribution function
F . Let θ = θ(F) be a parameter of interest and let T (X1, . . . , Xn, F) be an estimator or a random variable, possibly depending
on the unknown distribution F . Bootstrap approximates the distribution of T (X1, . . . , Xn, F) by that of T (Y1, . . . , Yn, Fˆ)
where Y1, . . . , Yn denotes a random sample of size n from Fˆ , where Fˆ = Fˆn is the empirical distribution function that puts
mass 1/n at each of the points X1, . . . , Xn.
Singh [13] showed that rate of convergence in central limit theorem is improved by bootstrap. Hall [9] compared the
relative performance of Edgeworth approximation and bootstrap; an expansion of bootstrapped tail probability is also
obtained therein, under the assumption of finiteness of moment generating function.
We consider bootstrapping deviation probabilities when all the moments of the underlying random variables are finite
but the m.g.f. of the random variables do not necessarily exist. In Section 2, we explain nonuniform rates of convergence
in central limit theorem for a triangular array of random variables, where variables in each array are independent; see [4].
With the help of these rates, we get bootstrap approximation of tail probabilities when m.g.f. of the random variables are not
necessarily finite. Like the normal approximation zone considered in [4], here the variation of valid bootstrap approximation
zone in terms of the stringency of moment assumption is studied. In Section 3, we show that one may approximate the
large deviation probabilities by its bootstrap version up to the range t = o(n1/3) when Ees|X |4/5 < ∞, for some s > 0, thus
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providing a larger zone of bootstrap approximation, going well beyond the normal approximation zone. The results are also
generalized for triangular array of independent random variables. The zone may be extended up to t = o(n3/8) under the
assumption of vanishing third moment when Ees|X |6/7 <∞, for some s > 0. The normal approximation zones are relatively
smaller, it is at most up to the range t = o(n1/6) in general set up and up to the range t = o(n1/4), when the third moments
are zero; see e.g., [10,4]. In general, it is not possible to obtain a larger zone than t = o(n3/8) for valid bootstrap approxima-
tion, see Remark 4. In Section 4, we apply the above results to define efficiency measures of statistical tests from a Bayesian
view-point in a unified manner, taking into account deviations higher thanmoderate deviation. The method is explained by
an example in Section 5.
2. Preliminaries: rates in CLT and large deviation
Let X, X1, X2, . . . be a sequence of iid random variables distributed as F with common mean µ and variance σ 2. Let
X = Xn = ∑ni=1 Xi/n and denote the distribution of standardized sample mean as Fn(t) = P{n1/2(X − µ)/σ ≤ t}. Let
Φ(t) = P(τ ≤ t), where τ ∼ N(0, 1). The Berry–Esseen bound provides an uniform bound with respect to t and does not
reflect the role of t , the point of convergence.
The nonuniform Berry–Esseen bounds provide sharper rate of convergence in CLT reflecting the role of t . These rates are
useful to study the tail probabilities, also called probabilities of deviations for standardized sample sums.
In this paper the nonuniform rates of convergence are used as tools to obtain bootstrap results on large deviation
probabilities for sample mean based on triangular array of independent random variables, and to show that bootstrap does
better than CLT approximation.
The bootstrap distribution, even in the iid case, involves a triangular array structure where variables in each array are iid:
with introduction of a newobservation at nth stage the probability of each data point gets changed to 1/n from1/(n−1). Also
while symmetrizing the empirical distribution function for bootstrapping, additional data points need to be incorporated.
We also obtain bootstrap results specifically for a triangular array of random variables where variables in each array are
independent (Theorem 2). Therefore, a general set up of triangular array of independent random variables is convenient and
adopted in the present study.
Let [Xni : 1 ≤ i ≤ n, n ≥ 1] be a triangular array of random variables, where variables in each array are independently
distributed. Assume, without loss of generality,
EXni = 0, ∀n ≥ 1, 1 ≤ i ≤ n. (2.1)
Denote Sn =∑ni=1 Xni, s2n =∑ni=1 EX2ni and Fn(t) = P(s−1n Sn ≤ t). Let,
inf
n≥1 n
−1/2sn = c(>0). (2.2)
For iid random variables c of (2.2) equals to the common variance σ 2. The notation Fn(t) are used for distribution of
standardized sample sum in iid/independent set up with specification of context.
Under Lindeberg-condition one has Fn → Φ , weakly. To study the speed of convergence, one needs to assume the
existence of moments slightly higher than two for the random variables Xni. Consider then
sup
n≥1
n−1
n∑
i=1
EX2nig(Xni) <∞, (2.3)
where g(x) is a non-negative, continuous, even, nondecreasing function on [0,∞). Let g(x) be such that,
|x|k  g(x) exp(s|x|), ∀ k > 0 and some s > 0, along with x−1 log g(x) is non increasing for x > xo(≥ 0). (2.4)
Semi-invariants or cumulants of a randomvariable X appear in the expansion of logarithmof the characteristic function. One
may write φ(t) = log E(eitX ) =∑r0 κj (it)jj! + o(t r), as t → 0, if E(X r) exists. The coefficients κj are called jth semi-invariant
of X . These may be expressed in terms of the moments of the random variable X .
For the sake of completeness, we state below two relevant theorems on nonuniform rates in CLT and on normal approx-
imation zone, viz., Theorem 2.13 and 2.15 of [4], pp. 158–159.
Theorem A. Let [Xni : 1 ≤ i ≤ n, n ≥ 1] be a sequence of independent random variables in a triangular array. Let (2.1)–(2.4)
hold. Let t∗ be the largest value of |t| satisfying
1 ≤ t2 ≤ 2(log |t| + log g(rsnt)) (2.5)
with |t| ≤ n1/2, where (> 0) is small. Define ψk = ψk(ni) the kth semi-invariant of Yi = Yni = XniI(|Xni| ≤ rsnt∗),
0 < r < 1/2 and ψ∗k = ψ∗k (n) = s−2n
∑n
i=1 ψk(ni).
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Then for the zone (2.5) the following holds.
|Fn(t)− Φ(t)| ≤ I1 + I2 + I3 +
n∑
i=1
P(|Xni| > rsnt∗), (2.6)
where
I1 ≤ bn−1/2 exp
{
− t
2
2
+
∞∑
k=3
1
k!
tk
sk−2n
ψ∗k + O(t∗2g−1(rsnt∗))
}
,
I2 ≤ bt−1e−t2/2
∣∣∣∣∣exp
{ ∞∑
k=3
(k+ 1)
k!
tk
sk−2n
ψ∗k + O(t∗2g−1(rsnt∗))
}
− 1
∣∣∣∣∣ exp
 n−1
2c
{ ∞∑
k=3
1
(k− 1)!
tk−1
sk−3n
ψ∗k
}2
+
∞∑
k=3
1
(k− 1)!
tk
sk−2n
ψ∗k + O(t∗2g−1(rsnt∗))

and
I3 ≤ bt−1e−t2/2 exp
{
t2
2
( ∞∑
k=3
1
(k− 2)!
(
t
sn
)k−3
ψ∗k
)
+ O(t∗2g−1(rsnt∗))
}
+ bt−1e−t2/2
∣∣∣∣∣exp
{
t2
2
( ∞∑
k=3
1
(k− 2)!
(
t
sn
)k−3
ψ∗k
)
+ O(t∗2g−1(rsnt∗))
}
− 1
∣∣∣∣∣ .
The above expressions take a simpler form by using the approximation ex ' 1 + x for x small, while computing the
expressions for t  sn = Oe(n1/2), where Oe represents the exact order. Further note that, to obtain normal approximation
zone of tail probability up to o(n1/6), it is necessary to have supn≥ no n
−1∑n
i=1 EX
2
ni exp(s|Xni|1/2) < ∞ for some s > 0, see
Theorem 2.10 of [4]. Hence the lth semi-invariant ′ψl(ni) of Xni are required to be finite for all l, to obtain such deviation
zone.
Apart from the terms involving the function g , the other terms in (2.6) have the following orders: bn−1/2 exp(− t22 )
multiplied by t
k
sk−2n
from I1; [in view of |t| ≤ n1/2, bn−1/2 exp(− t22 ) ≤ bt−1 exp(− t
2
2 ) in I1]. Next for I2 the order is:
bt−1 exp(− t22 )multiplied by t
k
sk−2n
from I2 as n−1[ t−1s−1n ]
2 = n−1s2n
t2
= O( c
t2
). The terms of I3 in (2.6) have same order as that of
I2 since t  sn.
Consider the tail probabilities 1 − Fn(t) and 1 − Φ(t) = Φ(−t) as t → ∞. It is of interest to know when these are of
equal order in magnitude, i.e., 1−Fn(t)1−Φ(t) → 1. Cramér [2] studied asymptotic properties of the Edgeworth expansion and later
Cramér [3] showed that if Ees|X | <∞, for some s > 0, then the above holds for t = o(n1/6). Extensions made by Linnik [10]
showed that the condition may be relaxed to Ees|X |1/2 < ∞, for some s > 0. In fact to obtain (1 − Fn(t))/(1 − Φ(t))→ 1
for t = o(nα/(2(2−α))), it is enough to assume Ees|X |α <∞ for some s > 0, see e.g., [4].
In the case |Fn(t)− Φ(t)| = o(t−1e−t2/2) = o(1− Φ(t)), one may conclude | 1−Fn(t)1−Φ(t) − 1| = o(1), t →∞.
As a corollary of Theorem A, the following theorem is also proved in [4].
Theorem B. Under the assumptions of Theorem A along with (2.7) ′ψ∗l (n) = s−2n
∑n
i=1 ′ψl(ni) = o(sl−2n |tn|−l) for l =
3, 4, . . . , k− 1 where ′ψl(ni) is the lth semi-invariant of Xni, and for a sequence {tn} satisfying
(i) tn = o(n k−22k )
(ii) t2n − (log |tn| + log g(rsntn))→−∞; 0 < r < 1/2
the following holds.
1− Fn(tn) ∼ Φ(−tn), Fn(tn) ∼ Φ(−tn), as tn →∞.
If (i) is more stringent than (ii), e.g., for g(x) = exp(s|Xni|(k−2)/(k−1)) for some s > 0, then (2.7) is equivalent to ′ψ∗l (n) =
o(n−1−l/k), l = 3, 4, . . . , k− 1.
Method of proof used is to truncate the random variables in such a way that the m.g.f. of the variables exists and the
values of the m.g.f. depend on the value of (2.3). One may then use so called exponential centering, also called Cramér’s
auxiliary distribution function to prove Theorem A. The absolute value of the random variables are truncated at rsnt∗. This
truncation has negligible effect on the individual semi-invariants in the sense that
|′ψl(ni)− ψl(ni)| = O(snt∗)−3 = O(n−3/2/t∗3) = O(n−3/2), l ≥ 3, t∗ > 1. (2.7)
In view of the above, we shall use the same notation for the semi-invariants of the truncated and non-truncated random
variables; up to the approximation order o(1). In iid set up, one has s2n = nσ 2 and ′ψ∗l (n) = ′ψl(ni) = ′ψl.
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3. Bootstrapping large deviation
Consider a sample of size n from distribution F and let x(1) ≤ x(2) ≤ · · · ≤ x(n) denote the observed ordered statistics.
The notations F∗n , P∗ represent the bootstrap characteristics fixing the given sample, see [8].
We now state the first theorem of this section.
Theorem 1. Let the assumptions (2.1)–(2.4) be satisfied for a sequence of iid random variables X, X1, X2, X3, . . . distributed as
F with variance σ 2. Also let the function log(x2g(x)) be subadditive on [xo,∞), for some xo > 0.
Then there exists a constant r(> 0), such that for a sequence {tn} satisfying simultaneously (1) and (2), where
(1) tn = o(n1/3); and
tn = o(n3/8) if EFX3 = 0, and the bootstrap sample is drawn from symmetrized version Fˆ s of Fˆ , the empirical distribution
function;
(2) t2n − 2(log tn + log g(rσn1/2tn)) ≤ M, M > 0, 0 < r < 1/2; the following holds.
1− F∗n (tn) ∼ 1− Fn(tn), F∗n (−tn) ∼ Fn(−tn) in probability as tn →∞.
Remark 1. When EFX3 = 0, bootstrap samples are drawn from the symmetrized version (vide, [8]) Fˆ s of empirical distribu-
tion function Fˆ = Fˆn. Then the third semi-invariant of the symmetrized empirical distribution is also zero, like the parent
distribution F . This enlarges the bootstrap zone.
Remark 2. The results stated in Theorem 1 are for general g , which determines the zone via restriction (2) of the theorem,
along with (1). Some specific choice are g(x) = es|x|α , s > 0 leading to t2 ≤ 2s(rσn1/2t)α , from (2) of Theorem 1. This
simplifies to t ≤ (2srασ α)1/(2−α)nα/2(2−α), see p. 150 of [4]. For α = 4/5, 6/7 one gets from (2) the zones t ≤ r∗n1/3
and t ≤ r∗n3/8 respectively, for some r∗ > 0. These along with the restriction (1) of Theorem 1 provide the bootstrap
approximation zone t = o(n1/3) under the restriction g(x) = exp(s|x|4/5) in general case, and the zone t = o(n3/8) when
EFX3 = 0, under the restriction g(x) = exp(s|x|6/7), for some s > 0.
The normal approximation zone, in the general set up is only up to t = o(n1/6), vide Theorem 2.3 of [4]. This is a smaller
zone compared to the above bootstrap approximation zone t = o(n1/3). The bootstrap zone may further be extended to
tn = o(n3/8), when the third moment of the random variables are zero. The normal approximation zone is up to t = o(n1/4)
in this case; see Theorem 2.3 of [4]. Thus bootstrap outperforms the usual normal approximation for large deviation prob-
abilities by providing a larger zone of approximation than normal approximation.
Remark 3. The function g has awide range of choice. Someother choices of interest are g(x) = es′{loge(1+|x|)}ν , ν > 1, s′ > 0
or, g(x) = es|x|α+s′{loge(1+|x|)}ν , 0 < α < 1, ν > 1, s > 0, s′ > 0 etc.
We compute the bootstrap zone for g(x) = es′{loge(1+|x|)}ν , ν > 1. From (2), t2 ≤ 2[log t + log g(rσn1/2t)] ≈ 2 log t +
2s′[log(rσ) + 12 log n + log t]ν . Thus t2 ≤ 2s′(log n)ν(1 + o(1)) [⇒ log t ≤ ν2 log log n(1 + o(1))], as t  n1/2. Now
following the same idea as in (3.4)–(3.6) of [5], it is easy to see that the bootstrap zone in this case is approximately
t2 ≤ 2 log t + 2s′
[
log(rσ)+ 1
2
log n+ log t
]ν
≤ 2s′
[
1
2
log n+ ν
2
log log n
]ν
+ ν log log n+M, M > 0, whereM is a generic constant.
This satisfies (1) of Theorem 1 and is a higher order zone than moderate deviation as ν > 1; but lower than large deviation.
One may similarly compute the bootstrap zone for g(x) = es|x|α+s′{loge(1+|x|)}ν , 0 < α < 1, ν > 1, s > 0, s′ > 0. Then,
t2 ≤ 2[log t + log g(rσn1/2t)] ≈ 2[log t + s(rσn1/2t)α + s′{log(rσn1/2t)}ν]
≤ 2
[
log t + s(rσn1/2t)α + s′
(
1
2
log n+ log t
)ν]
+M.
Thus t2 ≤ 2s(rσn1/2t)α(1+ o(1)), as t  n1/2. i.e.,
t ≤ (2srασ αnα/2)1/(2−α)(1+ o(1)) and log t ≤ α
2(2− α)(log n)(1+ o(1)).
Proceeding as before, bootstrap zone turns out to be intersection of (1) with
t2 ≤ (2srασ α)2/(2−α)nα/(2−α) + 2s′(2− α)−ν(log n)ν + (α/(2− α)) log n+M.
The first term in the r.h.s of above involves power of n, i.e., a large deviation term; second term refers to a deviation term
higher than moderate; and the third term refers to a moderate deviation term.
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Proof of the theorem. Recall that the leading terms, apart from those involving the function g , in (2.6) are of the orders;
bn−1/2 exp(− t22 ) multiplied by t
k
sk−2n
from I1; further in view of |t| ≤ n1/2, bn−1/2 exp(− t22 ) ≤ bt−1 exp(− t
2
2 ) in I1; next
we have terms of order bt−1 exp(− t22 )multiplied by t
k
sk−2n
from I2, as n−1[ t−1s−1n ]
2 = n−1s2n
t2
= O( c
t2
). The terms in I3 have same
order of I2, as we consider t  sn.
Thus, for t  n1/2 in the iid set up, considering terms up to third and fourth semi-invariants ψ3 and ψ4 in Theorem A,
one may express the ratio of tail probabilities as
1− Fn(t)
1− Φ(t) = O(e
( t
3
n1/2
ψ3+ t4n ψ4)(1+o(1)))+ O(nP(|X | > rn1/2t∗)/Φ(−t)). (3.1)
This is so, as t
k
sk−2n
↓ 0⇒ tk+1
sk+1−2n
= tk
sk−2n
t
sn
↓ 0, as t  sn; see the expressions in (2.6).
Consider the empirical distribution function Fˆ . Draw a bootstrap sample (z1, . . . , zn) = (z1n, . . . , znn) from Fˆ = Fˆn and
compute
F∗n (t) = P∗
[
n−1/2
n∑
i=1
(zi − x) ≤ tσˆ
]
,
where σˆ 2 = 1n
∑n
i=1(x(i) − x)2 → σ 2, almost surely (a.s.), as n → ∞. Let Z, Zni, i = 1, . . . , n be iid random variables
distributed as Fˆn. Observe that (3.1) holds for a triangular array of independent random variables and
EFˆnZ
2g(Z) = n−1
n∑
i=1
x2i g(xi)−→a.s. EFX2g(X) <∞ (3.2)
by strong law of large numbers. One may then write the tail probability 1− F∗n (t) of standardized sum of random variables
from distribution Fˆ as,
1− F∗n (t)
1− Φ(t) = O(e
( t
3
n1/2
ψˆ3+ t4n ψˆ4)(1+op(1)))+ O(nP∗(|Z − x| > rσˆn1/2t∗)/Φ(−t)), a.s. (3.3)
where ψˆl = ψˆl,n is the lth semi-invariant of Fˆ . To be precise, one may use a different t∗1 (corresponding to σˆ ) instead of t∗
(corresponding to σ ) in (3.3). However t∗1 → t∗, as σˆ → σ , for n → ∞. Recall that t∗ is the largest value of |t| satisfying
(2.5), where g is continuous. An estimate the last term of (3.3) is available as follows. We assumed in the theorem that
log(x2g(x)) is subadditive on [xo,∞), for some xo > 0. (3.4)
Thus, log[(x+ y)2g(x+ y)] ≤ log(x2g(x))+ log(y2g(y)), x, y ∈ [xo,∞).
That is, (x+ y)2g(x+ y) ≤ [x2g(x)][y2g(y)].
The condition (3.4) is satisfied for functions of the type
g(x) = exp(s|x|α), or, g(x) = x−2 exp(s|x|α), s > 0, 0 < α ≤ 1.
Next write,
nP∗(|Z − x| > rσˆn1/2t∗) = O([t∗2g(rσˆn1/2t∗)]−1EFˆn(Z − x)2g(Z − x)I(|Z − x| > rσˆn1/2t∗))
= O([t∗2g(rσˆn1/2t∗)]−1EFˆn(|Z | + |x|)2g(|Z | + |x|)I(|Z − x| > rσˆn1/2t∗))
= O([t∗2g(rσˆn1/2t∗)]−1EFˆn{Z2g(Z)× x2g(x)+ 1}I(|Z − x| > rσˆn1/2t∗)), a.s.
from (3.4). Now from (3.2)
EFˆn{Z2g(Z)× x2g(x)}I(|Z − x| > rσˆn1/2t∗) = o(EFX2g(X)) = o(1), a.s., as x→ µ(= 0), a.s., for n→∞.
Hence,
nP∗(|Z − x| > rσˆn1/2t∗) = o([t∗2g(rσˆn1/2t∗)]−1) a.s. (3.5)
The sample semi-invariants, being functions of samplemoments, converge to the corresponding population semi-invariants
at the rate Op(n−1/2). Now from (3.1)–(3.3), one has
1− F∗n (t)
1− Fn(t) = Op(e
( t
3
n1/2
(ψ3−ψˆ3)+ t4n (ψ4−ψˆ4))(1+o(1))) (3.6)
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provided
nP(|X | > rσn1/2t∗)/Φ(−t) = o(1)
and nP∗(|Z − x| > rσˆn1/2t∗)/Φ(−t) = op(1); these hold for t2n − 2(log tn + log g(rσ tn)) ≤ M, M > 0, 0 < r < 1/2.
See (3.5) above, Theorem 2.3 and Remark 2.9 of [4]. Hence
1− F∗n (t)
1− Fn(t) = Op(e
t3
n ) −→ 1, t = o(n1/3), t →∞ (3.7)
in probability, under the assumption Ees|X |4/5 <∞, for some s > 0; following the similar calculations with α = 4/5, made
in Remark 2.9 of [4], page 149.
To prove the second part of the theorem, consider the symmetric version of the sample distribution function Fˆ s by
associating mass 12n at the points x(1), . . . , x(n) and 2x− x(1), . . . , 2x− x(n); see [8].
One may draw a bootstrap sample z1, . . . , zn from Fˆ s and compute F∗n (t) = P∗(n−1/2
∑n
i=1 zi ≤ tσˆ ), where σˆ 2 =
1
2n [
∑n
i=1 x
2
(i)+
∑n
i=1(2x− x(i))2] (→ σ 2) and proceed as above to approximate the deviation probabilities by bootstrapping.
In view of x→ 0, a.s. as n→∞; one has
lim
n→∞ EFˆ snZ
2g(Z) = lim 1
2n
[
n∑
i=1
x2i g(xi)+
n∑
i=1
(2x− xi)2g(2x− xi)
]
= O(EFX2g(X)) <∞, a.s. (3.8)
To see this, consider the first term of (3.8), which converges a.s. to 12EFX
2g(X). The second component of (3.8), involving
(2x− x), also has finite contribution to the expectation, as seen from below.
Write Fˆ cn to be a distribution function which puts mass
1
n to the points 2x − x(1), . . . , 2x − x(n). This may be termed
as ‘complement’ distribution function which makes the usual sample distribution function Fˆn symmetric when average of
the two is considered. Then the second component of (3.8) within lim sign may be written as the half of the following
expectation.
EFˆ cn Z
2g(Z) = 1
n
n∑
i=1
(2x− xi)2g(2x− xi) = EFˆn(2x− Z)2g(2x− Z)
≤ EFˆn(|2x| + |Z |)2g(|2x| + |Z |) = O[EFˆn{Z2g(Z)× 4x2g(2x)} + 1]
= O(EFX2g(X)) a.s., from (3.2) and (3.4), as x→ 0 a.s., for n→∞. (3.9)
Hence we have (3.8). See (3.5) for similar calculations.
When the central third moment of X is zero, i.e., µ3 = 0, then considering the symmetrized version of Fˆ s mentioned
above along with (3.8), and using the fact that |ψ4− ψˆ4| = O(n−1/2) a.s., along with ψˆ3 = µˆ3 = 0 = µ3, one may write the
following, vide (3.6)
1− F∗n (t)
1− Fn(t) = Op(e
t4
n3/2 ) → 1, in probability for t = o(n3/8), t →∞ (3.10)
for the zone (2) of Theorem 1, viz., t2n − 2(log tn + log g(rσn1/2tn)) ≤ M,M > 0, 0 < r < 1/2; under the assumption
Ees|X |6/7 <∞ for some s > 0. See Remark 2.9 of [4], for similar calculations with general α; in the present case α = 6/7.
In short, (3.1)–(3.3) when applied to bootstrap samples drawn from the symmetric distribution satisfying (3.8), lead us
to a similar result like (3.6) for Fˆ s. Condition (3.8) on bootstrap sample is analogous to (2.3) used to derive rates on CLT. Next
(3.8) and (3.6) lead to (3.10) when EFX3 = 0.
The left tail of the distribution Fn may be dealt similarly. Hence the theorem. 
Remark 4. In general the bootstrap approximation zone t = o(n3/8) cannot be extended further (even undermore stringent
assumptions like existence of m.g.f. or even boundedness of random variables). To accomplish such a feat one requires
ψˆ4 = ψ4 so as to consider a third term in the expansion (3.6) and concentrate on the difference |ψ5 − ψˆ5|. This is not an
easy task compared to ensuring ψˆ3 = 0 = ψ3;which is achieved by bootstrapping from a symmetrized version of empirical
distribution function.
The results may be extended from iid set up to a triangular array of random variables, where variables in each array are
independently distributed.
The bootstrap sample (z1, . . . , zn) = (zn1, . . . , znn) is then drawn from Fˆ by associating mass 1n at the points (x1 = xn1),
. . . , (xn = xnn), the realized values of the random variables at the nth stage. Here F(x) = 1n
∑n
i=1 Fni(x) is the average
distribution function of the random variables Xn1, . . . , Xnn.
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The rates of convergence stated in Theorem A are applicable to a triangular array of random variables. Therefore we
indicate only the essential modifications of Theorem 1 to prove the next theorem. See also Theorem B for corresponding
normal approximation zone.
By strong law of large numbers, x→ 0, a.s. |n−1∑ni=1 x2ni − n−1∑ni=1 EX2ni| → 0, a.s. where n−1∑ni=1 EX2ni = n−1s2n ≥
c > 0. Denote g1(x) = g(kx) and let the SLLN hold for the triangular sequence of random variables X2nig1(Xni) for some
k ∈ (0, 1], i.e., suppose∣∣∣∣∣n−1 n∑
i=1
x2nig1(xni)− n−1
n∑
i=1
EX2nig1(Xni)
∣∣∣∣∣ = o(1), a.s., as n→∞ (3.11)
holds under the assumption supn≥1 n−1
∑n
i=1 EX
2
nig(Xni) <∞.
The last term appears in order of magnitudes over different expressions. We then have the following theorem.
Theorem 2. Let the assumptions (2.1)–(2.4), (3.4) and (3.11) be satisfied for a triangular array of random variables where
variables in each array are independent. Then there exists a constant r(>0), such that for a sequence {tn} satisfying
simultaneously (1) and (2), where
(1) tn = o(n1/3), and
tn = o(n3/8) if EX3ni = 0,∀n, i and the bootstrap sample is drawn from symmetrized version Fˆ s of Fˆ ,
(2) t2n − 2(log tn + log g(rsntn))→−∞, 0 < r < 1/2;
the following holds.
1− F∗n (tn) ∼ 1− Fn(tn), F∗n (−tn) ∼ Fn(−tn) in probability, as tn →∞, where
Fn(t) = P(s−1n Sn ≤ t), F∗n (t) = PFˆ
[
n−1/2
n∑
i=1
(zi − x) ≤ tσˆ
]
, and σˆ 2 = 1
n
n∑
i=1
(xi − x)2.
Remark 5. If the sequence {X2nig(Xni)} is uniformly integrable, then the conclusion of Theorem 2 holds even if the l.h.s. of (2)
is bounded above, vide Remark 2.9 of [4].
Remark 6. Computation of F∗n (t) may be accomplished by taking repeated observations z
(j)
1 , . . . , z
(j)
n ; j = 1, . . . ,N and
then considering relative frequency Fˆ∗N(t) of the event [n−1/2
∑n
i=1(z
(j)
i − x) ≤ tσˆ ], as N → ∞. Note that ‖F∗n − Fˆ∗N(t)‖ =
Op(N−1/2). The semi-invariants of Fˆ∗N converge to the corresponding semi-invariants of F∗n a.s., at the rate N−1/2. These semi-
invariants appear in the expansion formula for approximation. One may select N large enough to have the desired accuracy
in approximation by simulation.
4. Efficiency of tests: a Bayesian point of view
For two test procedures, the ratio of the sample sizes needed to obtain equal expected Bayes risks is defined as Bayes risk
efficiency (BRE), see [12]. This reduces to Pitman efficiency for some special cases.
The general idea is explained therein by considering the following problem. Let Xi = (Yi, Zi), i = 1, 2, . . . , n, be normal
with mean (η, ζ ) and covariance matrix I , where Yi and Zi are k- and m-dimensional, respectively. The problem is to test
Ho: ζ = 0 in a Bayesian framework. Let f (η) represents the prior density times loss due to rejecting Ho when it is true. Also,
g(η, ζ ) represents the prior density times loss due to accepting Ho when ζ 6= 0. Let
g(η, ζ ) = γ (η, ζ )‖ζ‖λh(ζ/‖ζ‖) (4.1)
where f , γ and h are all continuous and non-zero and λ > −1. The Bayes procedure consists approximately in rejecting
Ho if
‖Z‖ ≥ n−1/2(log n)1/2(λ+m+ q)1/2, q ≈ −λ log log n/ log n.
≈ n−1/2(log n)1/2[λ(1− log log n/ log n)+m]1/2. (4.2)
Here q is small and depends slightly on γ (Y , 0) and f (Y ). Thus for a fixed λ, this is a problem of computing moderate
deviation probabilities.
The form of the Bayes test depends on the weight function, i.e., product of prior and loss via λ in (4.2). As for example,
when we consider noninformative (Lebesgue) prior along with squared error loss function, then λ = 2.
One may consider a weight function (i.e., prior density times loss), where λ = λn might depend on n. For example,
consider a sequence of weight functions (4.1) with λn = a2nα/ log n, a > 0, α > 0. Then (4.2) turns out to be
n1/2‖Z‖ ≥ anα/2[1− (log log n)/(log n)+m(log n)/(a2nα)]1/2 ≈ anα/2. (4.3)
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For α = 1, this is Chernoff-type large deviation zone. Other values of α > 0 lead to bootstrap approximation zone of
tail probabilities considered in Section 3, and deviation zone considered in [6], which goes beyond the Chernoff-type large
deviation.
The r.h.s. of (4.2) is continuous in λ. By varying λ = λn(→∞), higher order deviations than moderate deviations turns out
to be Bayes procedures to minimize the expected risk. Thus the following modification is possible to the result of [12].
Proposition 1. Let Xi = (Yi, Zi), i = 1, 2, . . . , n, be normal with mean (η, ζ ) and covariance matrix I, where Yi and Zi
are k- and m-dimensional, respectively. Consider the null hypothesis Ho: ζ = 0. Let f (η) represent the prior density times
loss due to rejecting Ho when it is true and g(η, ζ ) be the prior density times loss due to accepting Ho when ζ 6= 0. Let
g(η, ζ ) = γ (η, ζ )‖ζ‖λh(ζ/‖ζ‖)where f , γ and h are all continuous and non-zero. Let λ = λn = a2nα/ log n, a > 0, α > 0.
Then the test with critical region (4.3), a large deviation zone, is a Bayes procedure.
Extension of the above to the asymptotically normal case is possible via direct computation of type I error in terms
of deviation probabilities of critical zone; following a similar method of validating normal approximation for moderate
deviation, e.g., see Section 3 of [12].
The optimal type II risk is of the order of (n−1 log n)(m+λ)/2. This is of order log n times the type I error. Thus the optimal
type I error is
pi = pin ≈ K(n−1 log n)(m+λ−2)/2 = Kdn (4.4)
say, where λ = λn = a2nα/ log n, a > 0, α > 0.
Nowconsider a test statistic that can be decomposed into amain part involving standardized sumof independent random
variables, which is asymptotically normal; plus a negligible remainder. Such a decomposition is possible e.g., via Hájeks
projection lemma. In [4,6], deviation probabilities and rates of convergence are computed for general nonlinear statistics of
the form mentioned above. Then one may consider two test procedures with critical regions W1,n,W2,n approximately of
the form (4.3), having optimal type I errors in Bayesian set up. The test with smaller value of K is more efficient. Increase in
sample size from n to (n + 1) reduces the type I error by K1(dn − dn+1) and K2(dn − dn+1) for two tests respectively. Thus
the ratio of two reductions viz., e2,1 = K1/K2 may be considered as a measure of efficiency of test 2 with respect to test 1.
See [7] for such a comparison in relation to Wilcoxon 2-sample statistics.
Alternatively, for a fixed type I error pi , two sample sizes n1 and n2 may be considered equivalent when PHo(W1,n1) =
PHo(W2,n2) = pi , i.e., K1dn1 ≈ K2dn2 ≈ pi . A measure of efficiency of test 2 with respect to test 1, may then be defined as
e∗2,1 = e∗2,1(pi) = (n1/n2).
Onemay estimate the type I errors by bootstrap, as discussed in Section 3. These provide estimates of K1 and K2 from the
slope of the approximated lines, when the bootstrapped type I errors are graphically plotted with respect to dn. Estimate
of e∗2,1 is available from the plotted graphs of two sets of points (n, Kˆ1dn) and (n, Kˆ2dn), where n is the sample size. The y
coordinates (type I errors) are to be equated, in order to find the ratio of corresponding first two x coordinates, viz., (n1/n2);
providing the value of e∗2,1.
In practice, one may compute equivalent sample sizes n1 and n2 for a sufficiently small value of type I error pi , say
pi = 10−6, ensuring a sharp accuracy of tests and consider the ratio (n1/n2) as an estimate of e∗2,1.
5. Data example: processes with different levels of noise
In electronic recordings like EEG/ECG etc., noise is usually associated with signal. A pure white noise is an iid sequence of
random variables with zeromean and unit variance. Inferences about signal thus involve analyzing associated noise. During
image acquisition, uniform periodical noise may be present due to electrical interference. Noises of different sources add
up. Although normal model for noise is quite common, a periodical uniform part may be simultaneously present in the
recordings. Consider then the model ξi = Ui+ τi, i = 1, . . . , n;where Ui are iid uniform [-1, 1] and τi are iid N(0,1) random
variables. The variablesU ’s and τ ’s are independent. Further suppose that after a system overhauling (like replacing the type
of electrical wires and having ‘Right Leg Drive Loop’ to eliminate the noise absorbed by the wires and body; or replacing the
wires connecting EEG/ECG with computer altogether by a bluetooth device), the uniform noise part may be reduced up
to 90%, providing an alternative model for noise as ζi = (0.1)Ui + τi, i = 1, . . . , n. In view of the fact that only a little
perturbation is present with normal noise, one may like to test for improvement in machine via normal tail probability viz.
Φ(−t) ∼ (√2pi)−1t−1e−t2/2, t →∞. If one has a samplemean Z j;n from bothmean-zero processes, j = 1, 2; then the idea
is to examine the tail probabilities P(
√
n|Z j;n| > x) over x and the process with the higher tail probabilities is the one with
larger spread. Then the connection to Section 4 is that we can also quantify the efficiency of using such tail probabilities
as tests of population means (Bayes tests which use rejection regions based on shrinking tail areas of the sample mean’s
distribution/large deviation zones).
The tail probability approximation via bootstrap provides a satisfactory answer. We can then assess the performance of
ξn and ζn as test statistics via bootstrapping the tail probabilities.
The variables ξi = Ui+ τi and ζi satisfies the moment condition of Example 5, [6]; thus ensuring a fast nonuniform speed
of convergence to normality for sample sum ξn and ζn, after standardization. In [5] p. 97, it is also shown that convergence
in CLT is quite fast even in small samples for bounded random variables.
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Table 1
Bootstrapped tail probability P∗n for sample mean.
n, k P∗n,α/2 2Φ(−n
1
3.01 /σ) 2Φ(−n 38.01 /σ)
α/2 = 1/(3.01) α/2 = 3/(8.01)
Fˆ(ξ) Fˆ(ζ ) Fˆ s(ξ) Fˆ s(ζ ) σ = σ(ξ), σ(ζ ) σ = σ(ξ), σ(ζ )
15, 105 0.01593 0.00486 0.00654 0.00129
15, 2× 105 0.016075 0.00465 0.00671 0.00148 0.03322 0.0141 0.01694 0.00592
25, 105 0.0076 0.00232 0.00205 0.00043
25, 2× 105 0.00753 0.00225 0.0022 0.00042 0.01162 0.00362 0.003834 0.000858
35, 105 0.00492 0.00280 0.00121 0.00032
35, 2× 105 0.004915 0.001975 0.001165 0.000295 0.00476 0.001142 0.001038 0.0001564
45, 105 0.004 0.00115 0.00056 0.00008
45, 2× 105 0.003865 0.0011 0.00068 0.000105 0.00214 0.000406 0.000314 0.00003268
55, 105 0.00332 0.0009 0.00057 0.00004
55, 2× 105 0.003285 0.00085 0.000505 0.000045 0.001042 0.000157 0.0001024 7.52e−06
65, 105 0.00115 0.00027 0.00007 0.00002
65, 2× 105 0.00106 0.00024 0.00007 0.00002 0.000528 0.0000646 0.0000354 1.868e−06
75, 105 0.00056 0.00018 0.00005 0.00001
75, 2× 105 0.000585 0.00014 0.00004 0.000005 0.000278 0.0000278 0.00001282 4.912e−07
85, 105 0.00031 0.00004 0.00001 00.00
85, 2× 105 0.000245 0.000025 0.00001 0.000001∗ 0.0001512 0.00001254 4.82e−06 1.356e−07
95, 105 0.00006 0.00004 0.00 0.00
95, 2× 105 0.000055 0.00002 0.000001∗ 0.0000006∗∗ 0.0000842 5.84e−06 1.87e−06 3.9e−08
The variables ξ and ζ are symmetric, thus a larger bootstrap zone is possible while sampling from the symmetrized
empirical distribution functions. Note that Var(ξ) = 4/3, Var(ζ ) = 301/300.
The values of ξi and ζi, i = 1, . . . , n are realized from simulation. For different values of n, we find the bootstrap values
P∗n,α/2(Z) = P∗(n1/2|Z | ≥ nα/2), as relative frequencies in the number of bootstrap iterations, where Z is either ξ or ζ . The
value of α/2 is taken to be 1/(3.01), or 3/(8.01) depending on whether the bootstrap sample is drawn from the original or
the symmetrized version of empirical distribution function. The choice satisfies the requirements t = o(n1/3), t = o(n3/8)
for validity of bootstrap approximation zones in the above two cases respectively. Simulations are done on S-PLUS with
assigned seed value as 1234.
In Table 1, * marked entries are based on 106 bootstrap iterations, and ** marked entry is based on 5 × 106 bootstrap
iterations. Here n = sample size, and k = number of bootstrap iterations. Entries on third column are bootstrap probabilities
P∗n,α/2(ξ) with α/2 = 1/(3.01), the fourth column entries refers to the same for random variable ζ ; fifth and sixth column
entries corresponds to bootstrap from symmetrized empirical distribution with α/2 = 3/(8.01) for ξ and ζ respectively.
For example, the first entry 0.01593 refers to bootstrap approximation P∗ to the tail probability P(n1/2|ξ | ≥ n1/3.01) while
sampling fromempirical distribution Fˆ(ξ)based on a single data realization of sizen = 15; the number of bootstrap iteration
(Monte Carlo bootstrap samples) made is k = 105. Last four column entries are approximations by tail probabilities of
normal distribution with variance σ 2(ξ) = 4/3 and σ 2(ζ ) = 301/300, to be compared with preceding four column entries
on P∗n,α/2. The entries obtained via simulations are seen to be stable over different Monte Carlo bootstrap sample sizes (k).
From n = 35 onwards the normal approximation (last four columns) consistently underestimates the successive P∗n val-
ues; e.g., for n = 35, the corresponding lower values of normal approximation are given in brackets: 0.004915 (0.00476),
0.001975 (0.001142), 0.001165 (0.001038), 0.000295 (0.0001564).
One may plot bootstrapped tail probabilities (corresponding to the larger value of k, the number of simulations), vs.
dn = (n−1 log n)(m+λ−2)/2 = (n−1 log n)(λ−1)/2, m = 1; where λ = λn = a2nα/ log n = nα/ log n, a = 1; i.e., we plot
P∗n,α/2(Z), Z = ξ, ζ ; α/2 = 1/(3.01) vs. dn, for larger value of k and fit, via method of least squares, two straight lines
passing through origin and estimate the slopes K1 and K2 from two scatter plots; corresponding to the random variables ξ
and ζ .
Slope corresponding to ζ has a lower value (Kˆ2 = 0.0136232) than that of ξ , (Kˆ1 = 0.0458103); with R2 of linear
regression as 0.9796 and 0.9850 respectively; indicating that the linear fit is satisfactory in both the cases. Estimated
efficiency of ζ with respect to ξ is eˆ2,1 = Kˆ1/Kˆ2 = 3.363.
Based on these two estimates of K for two random variables, one may also plot the estimated type I errors Kˆ1dn and
Kˆ2dn vs. sample size n; projected beyond the simulated values. Type I errors decrease as sample size n increases. From these
plots it is easy to find out equivalent sample sizes for a specified type I error, and hence one may obtain an estimate of the
alternative efficiency eˆ∗2,1.
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Table 2
Bootstrapped tail probability for three data realizations.
n P∗n,α/2
α/2 = 1/(3.01) α/2 = 3/(8.01)
Fˆ(ξ) Fˆ(ζ ) Fˆ s(ξ) Fˆ s(ζ )
0.01833 0.006085 0.008105 0.002015
15 0.00212 0.00632 0.000485 0.00191
0.04413 0.006195 0.0241 0.002045
0.00466 0.000185 0.00125 1e−05
25 0.005695 0.003085 0.001545 0.00073
0.00635 0.00056 0.001725 5e−05
0.004915 0.000545 0.00092 4e−05
35 0.000925 0.000185 0.0001 0.000015
0.00883 0.001075 0.00202 0.00014
0.003655 0.00042 0.00067 0.000045
45 0.00023 5e−05 1e−05 0
0.00316 0.00057 0.000515 4e−05
0.00198 0.000075 0.000275 0
55 0.000075 8e−05 0 0.000015
0.001095 0.00015 0.000105 1e−05
0.000285 6e−05 0.000025 0
65 0.000335 3e−05 5e−06 5e−06
0.00091 4e−05 0.000085 0
0.00083 0.000045 0.000045 0
75 0.000405 5e−06 0.000015 0
0.00025 0 1e−05 0
0.000145 0.000035 0 0
85 0.000365 6e−05 1e−05 0
6e−05 0 5e−06 0
0.000315 5e−06 0.000015 0
95 0.00055 5e−05 3e−05 0
1e−05 0 0 0
For example eˆ∗2,1(pi) = n1/n2 = 225.5/193.6 = 1.16, for pi = 10−6.
Here we conveniently ignore that n is not an integer.
Similarly, eˆ∗2,1(10−5) = 166.1/136.8 = 1.21; eˆ∗2,1(10−7) = 289.7/255.4 = 1.13.
Such plots are also possible for similar studies for bootstrapped tail probabilities from symmetrized empirical distri-
butions for random variables ξ and ζ with truncation point of the critical region as nα/2, where α/2 = 3/(8.01). Similar
features like earlier plotsmay be observed here aswell. Type I errors decreasemore sharply in case of symmetrized bootstrap
compared to usual bootstrap.
Slope corresponding to ζ has a lower value (Kˆ2 = 0.006796) than that of ξ , (Kˆ1 = 0.031236); with R2 of linear
regression as 0.9422 and 0.9585 respectively. Estimated efficiency of ζ with respect to ξ via symmetrized bootstrap is
eˆ2,1 = Kˆ1/Kˆ2 = 4.596.
An estimate of alternative efficiency is eˆ∗2,1(10−6) = 117.59/97.97 = 1.20.
Similarly, eˆ∗2,1(10−5) = 88.24/69.65 = 1.27; eˆ∗2,1(10−7) = 148.37/127.83 = 1.16.
To assess the performance of bootstrap compared to normal approximation, bootstrap were performed for three more
randomly simulated data realizations corresponding to three different assigned seed values viz., 111, 240, 391; for sample
size n = 15, (10), 95; with k = 2 × 105 bootstrap iterations each, and the resulting data is shown in Table 2. For each
fixed n, figures in three rows relates to three seed values (data realizations); first row entries corresponds to seed value 111,
second row corresponds to seed 240, third row corresponds to seed 391.
There are variations on the bootstrapped values over different data realizations, although for a particular data realization,
these remain stable over different number of bootstrap iterations (k), as seen from Table 1.
Apart from three bootstrap estimates corresponding to three different data realizations as in Table 2, the entries in the
second rows of Table 1 for each n (with larger value of bootstrap iteration), relate to bootstrap probabilities for another
data realization. In the first rows of Table 3, the average P¯∗ and median P˘∗ (given within brackets in the first rows) of these
four estimates for each n are considered. These may be compared with (simulated) actual values of tail probability. The
empirically approximated tail probabilities Pˆ , as communicated by a referee, are given in the second rows in Table 3, for each
n. The estimates Pˆ are obtained as follows. There are two data processes ξ and ζ considered, and for each process 5 × 106
random samples of size n ∈ {15, 25, . . . , 95} are generated and used to empirically approximate probabilities Pn,α/2 with
α/2 = 1/(3.01), or, α/2 = 3/(8.01).
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Table 3
Bootstrap mean, median vs. simulated probability.
n P¯∗n,α/2, P˘
∗
n,α/2; Pˆn,α/2
α/2 = 1/(3.01) α/2 = 3/(8.01)
Fˆ(ξ) Fˆ(ζ ) Fˆ s(ξ) Fˆ s(ζ )
0.0201638 (0.0172025) 0.0058125 (0.00614) 0.00985 (0.015405) 0.0018625 (0.0019775)
15 0.0332028 0.0168426 0.0141038 0.0059408
0.0060588 (0.0060225) 0.00152 (0.001405) 0.00168 (0.001635) 0.0003025 (0.000235)
25 0.0115966 0.0038432 0.0036156 0.0008486
0.0048963 (0.004915) 0.000945 (0.00081) 0.0010513 (0.0010425) 0.0001225 (0.0000775)
35 0.0047786 0.0010284 0.001114 0.0001556
0.0027275 (0.0034075) 0.000535 (0.000495) 0.0004688 (0.0005925) 0.0000475 (0.0000425)
45 0.002154 0.0003062 0.0003998 0.0000326
0.0016088 (0.0015375) 0.0002888 (0.000115) 0.0002213 (0.00019) 0.0000175 (0.0000125)
55 0.0010558 0.0001076 0.0001536 8.6e−006
0.0006475 (0.0006225) 0.0000925 (5e−05) 0.0000463 (0.0000475) 6.25e−006 (2.5e−06)
65 0.00052 0.000033 0.000068 1.8e−006
0.0005175 (0.000495) 0.0000475 (0.000025) 0.0000275 (0.0000275) 1.25e−006 (0)
75 0.0002808 0.0000136 0.0000308 6e−007
0.0002038 (0.000195) 3e−005 (3e−005) 6.25e−006 (7.5e−006) 2.5e−007 (0)
85 0.0001518 3e−006 0.0000132 0
0.0002325 (0.000185) 0.0000188 (0.0000125) 0.0000115 (8e−006) 1.5e−007 (0)
95 0.0000896 1.2e−006 5.4e−006 0
We further explain Table 3. For n = 15, first two entries 0.0201638, 0.0172025 respectively refer to mean P¯∗n,α/2, and
median P˘∗n,α/2, of four bootstrap estimates 0.016075, 0.01833, 0.00212, 0.04413 denoted as P
∗
n,α/2(ξ) = P∗(n1/2|ξ | ≥
nα/2), α/2 = 1/(3.01); with k = 2 × 105 bootstrap iterations from the empirical distribution Fˆ(ξ) based on sample
size n = 15. These correspond to different data realizations with seed values 1234, 111, 240, 391, as given in Tables 1 and
2. The third entry in the first block viz., 0.0332028 refers to exact (simulated) value of the probability Pˆn,α/2, to which the
mean and median are to be compared. Similarly the last block of three entries corresponding to n = 15 in Table 3 consist
of 0.0018625, 0.0019775, 0.0059408; and these refer to similar quantities for ζ when bootstrap samples are drawn from the
symmetrized version of empirical distribution function Fˆ s(ζ ) and α/2 = 3/(8.01). Some estimates are remarkably close
to the true values in Table 3. The number of cases where normal approximation is less than or equal to the (simulated)
actual probability is 19 out of total 36, as seen from Tables 1 and 3. For averaged bootstrap probability this number is 14
out of 36. The number 19 corresponding to the normal approximation is closer to the mean number 18, in comparison to
14 arising from average bootstrap value. When a robust estimator viz., median of the bootstrap values, as given in brackets
in Table 3 is considered, the number of cases where bootstrapped probability is less than or equal to the (simulated) actual
probability turns out to be 16 out of 36, with two values hitting the target. Median (or trimmedmean) of bootstrap estimates
over different data realizations is a robust estimate for the unknown large deviation probability. This reduces variability
over different data realizations and is seen to improve in performance with increased sample size. Bootstrap probability
approximation does not require information about actual variances of the processes, whereas normal tail probability in
Table 1 requires it.
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