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ABSTRACT 
 
There are still many open questions in the field of spatial 
and directional hearing studies. The human hearing system 
works in very complex and individual ways. Many recent 
works have focused on hearing modeling from the outer 
ears to the central nervous system. The traditional models 
of a hierarchical evaluation have been revised and 
expanded. Nowadays, the results in the physiology of 
hearing suggest the relevant influence of higher processing 
in the nervous system and the brain.  
The directional information is encoded inside the physical 
sound waves and it is decoded and evaluated by the hearing 
system both in the time-domain and frequency-domain from 
the signals reaching the eardrums. Due to its spectral 
filtering the outer ears and the shape of the human body 
play a significant role. 
This work analyses the transmission of the directional 
information and contributes to the suggestions of the 
physiological hypotheses. It will be proved that higher 
processing algorithms in the brain do have significant 
effects and evaluation mechanisms even at the level of the 
outer ears. 
We focus on the role and effect of the transfer function of 
the outer ear. The microphones are placed at the eardrums 
of a dummy-head, and accurate measurements will be 
performed. 
The transmission from a point in the free-field to the 
eardrums is described by the complex Head-Related 
Transfer Functions (HRTFs) or their time-domain variant: 
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Head-Related Impulse Responses (HRIRs). In everyday life 
environments humans use their individual HRTFs for the 
localization, but in virtual audio environments the HRTFs 
have to be reproduced “exactly” through headphones. We 
will demonstrate that little modifications of the acoustical 
environment near to the listeners’ head do have significant 
effects on the transfer functions.  
This indicates and supports the hypothesis that the brain 
has significant influence at the level of the external ears 
and that virtual audio simulation does not fail on the 
artificial HRTF filtering, accuracy of the transfer functions 
or signal processing algorithms. 
First, a good quality binaural playback system is tested in a 
listening test using equalized headphones and HRTF 
filtering in order to find well-known errors and the 
localization blur it can be achieved in a virtual audio 
simulation. Our results are comparable with former results 
obtained by others, supporting the fact that virtual audio 
synthesis is inferior to loudspeaker playback. The second 
part introduces an accurate dummy-head measurement 
system with increased precision and new methods to 
increase the signal-to-noise (SNR) ratio and 
reproducibility. Then, finally, the HRTFs in the frequency 
domain and the effect of the acoustical environment near to 
the head will be evaluated. With the help of simple 
mathematical terms and definitions we will introduce a 
novel 2D representation of the HRTFs (so-called polar 
histograms), the monaural and binaural sensitivity domains, 
the effect of a moving sound source in the horizontal plane 
and the statistical (averaged) effects of the “everyday 
objects” near to the head. In the discussion section we try 
to specify the quality levels of existing binaural systems 
and the role of the HRTFs in virtual and non-virtual 
environments during the decoding of the acoustical 
information. 
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HRTFs in der menschlichen Lokalisation: 
Messungen, spektrale Auswertung und praktische 
Anwendungen in virtueller akustischer Umgebung 
 
Doktorarbeit 
 
 
AUSZUG 
 
Auf dem Gebiet des räumlichen Hörens sind immer noch 
Fragen zu beantworten. Das menschliche Gehör arbeitet 
sehr komplex und individuell. Heutzutage stehen die 
binaurale Technik und die Gehörmodelle vom Außenohr bis 
zum zentralen Nervensystem wieder im Vordergrund. Die 
traditionellen Modelle des hierarchischen Aufbaus der 
Auswertung von akustischen Informationen sind revidiert 
und ergänzt worden. Die Ergebnisse der Hörphysiologie 
deuten einen relevanten Einfluss der Bearbeitung im Gehirn 
schon bei der Lokalisation an.  
Die Richtungsinformation ist in den Schallwellen kodiert 
und wird vom Gehör aus dem Ohrsignal am Trommelfell, 
sowohl im Zeitbereich als auch im Frequenzbereich 
dekodiert. Die Ohrmuscheln, der Kopf und der Körper 
spielen dabei eine wichtige Filterrolle. 
Die Übertragung von einem Punkt im Freifeld bis zum 
Trommelfell ist durch die komplexen Head-Related 
Transfer Functions (HRTFs) definiert. Im alltäglichen 
Leben nutzt der Mensch seine eigenen individuellen HRTFs 
während der Lokalisation. In virtuellen Umgebungen 
müssen diese Übertragungsfunktionen elektronisch durch 
einen Kopfhörer „exakt“ nachgebildet werden.  
Diese Doktorarbeit trägt einiges zu den Hypothesen der 
Hörphysiologie bei. Es wird gezeigt, daß höhere 
Bearbeitungsstufen des Gehirns eine wichtige Rolle und 
einen großen Einfluss schon an der Ebene der Außenohren 
haben.  
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Wir konzentrieren uns auf die Übertragungsfunktionen und 
deren Feinstruktur. Mikrofone sind am Trommelfell eines 
Kunstkopfes fixiert und präzise Messungen werden 
durchgeführt. Wir demonstrieren, dass kleine Änderungen 
in der akustischen Umgebung in der Nähe des Kopfes einen 
signifikanten Einfluss auf die HRTFs haben. 
Vor der Messung werden ein binaurales Abspielsystem und 
die Anwendungsmöglichkeiten präsentiert. Die Ergebnisse 
sind im Vergleich zu früheren Resultaten dargestellt. Dies  
bestätigt die Tatsache, dass virtuelle Simulationen immer 
noch eine schlechtere Qualität haben als die 
Lautsprecherwiedergabe. 
Der zweite Teil stellt eine Messeinrichtung für präzise, 
automatische Kunstkopfaufnahmen mit erhöhtem Signal-
Rausch Abstand vor.  
Schließlich werden die gemessenen HRTFs und die 
Umgebungseffekte in der Nähe des Kopfes analysiert. Mit 
einfachen mathematischen Definitionen zeigen wir, wie 
alltägliche Objekte (Haare, Brille usw.) auf die HRTFs 
wirken, ohne dabei die Lokalisation und die Aufarbeitung 
der akustischen Information zu verändern. Es wird eine 
neuartige 2D-Darstellung gezeigt, in der HRTFs als 
Funktion der Frequenz und des Azimuts gleichzeitig 
abgebildet werden können. Es werden auch typische 
Grenzfrequenzen vorgestellt, die in der Auswertung von 
räumlichen Informationen eine wichtige Rolle spielen. 
Dabei wurde der Effekt des Kopfschattens näher analysiert.  
All das führt uns zu der Bestätigung des Einfluss von 
höheren Mechanismen im Gehirn. Simulierte Schallfelder 
scheitern nicht an der Qualität der angewendeten HRTFs 
oder der Signalbearbeitung, sondern vielmehr an der 
Qualität der Kopfhörer und der nicht simulierten 
Schallfeldkomponenten (Reflexionen, Kopfbewegungen 
usw.) Aussagen der binauralen Technik stehen dabei im 
Mittelpunkt, denn nicht nur der  Schalldruckpegel und die 
Ohrsignale am Trommelfell sind bei der Lokalisation von 
Bedeutung. 
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1 Introduction  
 
 
„Hearing research at the moment is a complicated interaction between physics, 
anatomy, physiology, and psychology. We cannot separate certain variables to 
the degree that is possible in physics. Furthermore, our measurements are not so 
precise, and the range of validity is not so well defined. Therefore, we often 
have to modify our earlier findings in light of the new, at least in the range of 
validity.   
If we have a speaker in a normal living room and we listen to him monaurally or 
binaurally first from a distance of one meter and then from three meters, we 
notice hardly any difference except for a small drop in loudness at the greater 
distance. But if we have two identical microphones, one placed one meter away 
from the speaker and the second three meters away, then the recordings show 
two different sound pressure patterns over time. There is a small time delay for 
the lower trace, which was recorded from the more distant microphone. It is 
difficult to understand how such different stimuli as the sound patterns in the 
upper and lower traces can product the same sensations. Much research has to 
be done to find the reasons why this is possible.” [1]. 
The Hungarian Nobel-prize winner Gy. Békésy described this phenomenon in 
the early sixties [2, 3]. He realized that the sensation, the auditory image in the 
auditory system, does not depend strongly on the electro-acoustical 
transmission. Sometimes, a person is able to get a correct sound-field image in 
the brain and extract the acoustical information properly even in a disturbed 
environment. On the other hand, we could generate or transmit almost the same 
signal to the eardrums, but the transmission of directional and spatial 
information may fail.  
There are still many questions open in the field of the spatial and directional 
hearing. The human hearing system works in very complex, individual and non-
linear ways. Recently, many works focus on hearing modeling from the outer 
ears up to the central nervous system. The traditional models of a hierarchical 
(sequential) evaluation are not valid any longer, thus, it is still in our interest to 
expand these models. The former auditory models cited the outer ears as the one 
and only responsible part for the localization. Nowadays, the new results in the 
physiology of hearing suggest stronger influence of higher processing in the 
nervous system and the brain (cortex).  
Although, the acoustical information can be seen as more complex, in this work 
it is defined only as the pure directional information. This kind of directional 
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information is encoded inside the physical sound waves and it is decoded and 
evaluated by the hearing system both in the time-domain and frequency-domain 
from the signals reaching the eardrums. The outer ear and the shape of the 
human body play the most significant role due to its spectral filtering and 
production of the interaural differences. Most of these phenomena can be easily 
modeled, handled physically and measured exactly.  
Fig.1. shows information elements of the acoustical information: localization 
means pure directional information and source distance. Other parameters like 
size, type of the sound source and the environment, quality of the signals and 
the transmission path etc. are also transmitted and subjectively evaluated by the 
auditory system. Fig.2. focuses only on localization. ITD stays for Interaural 
Time Differences, ILD for Interaural Level Differences between the ears and 
HRTF for the Head-Related Transfer Function. Physiology describes the 
anatomy, and auditory models try to explain the localization. The traditional 
models are revised and replaced by more sophisticated models of parallel-
distributed evaluation. Generally, the many parameters of localization are 
measured separated.  
Localization measurements include binaural recordings and playback (Fig.3.). 
The main methods and environments during playback will be discussed later in 
Section 2. Many parameters have to be taken into account during headphone 
playback for a correct localization performance. Recordings can be made with 
different stimuli and equipment. Measurements and the quality of recordings 
made on “real humans” differ from those made on dummy-heads. 
 
 
 
 
Fig.1. Information elements transmitted by the sound waves.  
 11
 
 
 
 
Fig.2. Disciplines related to localization.  
 
 
This work analyses and contributes to the suggestions of the physiological 
hypotheses. It will be proved that although the sound pressure levels at the 
eardrums should contain almost all the directional information, higher 
processing algorithms in the brain do have significant effects and evaluation 
mechanisms even at the level of the outer ears. 
Based on Békésy’s early observation we focus on the role and effect of the 
transfer function of the outer ear. The microphones are placed at the eardrums 
of a dummy-head, and accurate measurements will be performed. We will 
demonstrate that little modifications of the acoustical environment near to the 
listeners’ head do have significant effects on the transfer functions and thus, on 
the signal pressure at the eardrums. Nevertheless, in real life and free-field 
playback situation these “disturbances” of the transmission do not have any 
significant effect in localization performance.  
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Fig.3. Classification and parameters of localization measurements. 
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Fig.4. shows the table of contents in a block diagram. After a short introduction 
the basics and the background theory together with former results and the stand 
of the technological level are presented. Physiology and anatomy of hearing, 
psychoacoustics, localization cues, definition and measurement methods of 
HRTFs in different experimental designs are listed in chapter 2. Open questions, 
problems and the goals of this work are also highlighted.  
Before the measurement, a listening test was performed to test a good quality 
binaural headphone playback system. We were searching for typical headphone 
playback errors and the localization blur it can be achieved in this virtual audio 
simulation. Our results are comparable with former results by others, supporting 
the fact that virtual audio synthesis is inferior to loudspeaker playback. We will 
see that in this case only smaller disturbances are allowed and these could lead 
to decreased localization performance by losing the natural “air coupling” from 
the sound source to the eardrum. These results query the binaural techniques’ 
statements, indicates and supports the hypothesis for the brain to have 
significant influence at the level of the external ears and that virtual audio 
simulation does not fail on the artificial filtering, accuracy of the transfer 
functions or signal processing algorithms. Detailed results of the listening tests 
can be found in chapter 3.  
For measuring the HRTFs of a dummy-head a computer controlled, full 
automatic measurement system was installed in the anechoic room with 
increased spatial resolution, accuracy, reproducibility and signal-to-noise ratio 
based on our former system (chapter 4). After measuring the “bare” torsos’ 
HRTFs the data of the “dressed” torso will be evaluated in the frequency 
domain in chapter 5 to 6. Evaluation of the peak-valley structure of HRTFs, 
head-shadow analysis and typical frequency limits are presented. Finally, the 
new achievements and results of this work are summarized in the results section 
in chapter 7 to 8.  
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Fig.4. Block diagram and build-up of the doctoral thesis.  
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2 Background and overview 
 
 
2.1 Physiology of hearing 
 
This section is a brief overview of the physiology of the full auditory system 
from the outer ears to the cortex [1-6]. 
Physiological acoustics describes the structure and function of the auditory 
system: all of the acoustical and neural events that occur when sound waves 
evoke the spatial and temporal patterns of neuronal activity in the brain. 
The auditory system provides an acoustical image of the external world by 
detecting, localizing and separating external sounds, creating coherent 
representation of events (fusion) and performing a frequency analysis of the 
sounds. Recently, the traditional, linear and hierarchical perspective of the 
auditory periphery has been revised as a more complex system. It has long been 
thought to function as a frequency analyser while more sophisticated functions 
like acoustical recognition has been considered the central pathway and higher 
processing. The traditional view requires serious revision in order to account for 
the auditory system’s capability of encoding information under a wide range of 
environmental conditions. It is likely that the system uses special strategies to 
focus on the elements that contain meaningful components. The auditory system 
creates robust representations of significant information through the use of 
distributed, multiple representation and coding strategies.     
The “place principle” of frequency coding describes the neural representation of 
spectral content. It is becoming clear that this cannot account for all the ways in 
which auditory information is processed and assembled into a complex 
representation of the external environment.  
The peripheral auditory system can be divided into three parts: outer, middle 
and inner ear (Fig.5.). The outer ears and the outer shape of the human body are 
a complex antenna system that couples the eardrums to the sound field. Transfer 
function and interaural differences characterize the function and the way of 
localization. Physical models exist and describe the phenomenon. The pinnae 
has its individual form and the function to collect, reflect and shadow the 
incoming sound waves. The size of the ear canal entrance specifies the physical 
properties of the sound waves travelling inside. Approximately, up to 17 kHz 
the ear canal entrance functions as a “point source” and the directional 
information remains unchanged along the cavity of the ear canal. However, the 
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ear canal resonance together with the eardrum impedance is a special acoustic 
element.  
 
 
 
 
Fig.5. A cross section of the ear (adapted from Blauert and Pickles [5, 181]) 
 
 
The middle ear couples acoustic signals from the ear canal to the inner ear. The 
main parameters are: input impedance and transfer ratios (output volume 
velocity-input pressure, input-output pressure). The transmission can be 
regarded almost linear, with a pressure gain of 20-30 dB in the midband. The 
connection between the eardrum and the oval window is the linkage of three 
bones called hammer, anvil and stirrup in the air filled middle ear cavity. The 
function is to transmit the signals (the motion of the eardrum) to the cochlea. 
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The sound pressure is approximately constant, and a linear two-port model can 
be used with a power transmission of only about 50%. The most significant 
function of the middle ear is to transfer the incoming vibration from the large, 
low impedance eardrum to the much smaller, higher impedance oval window.  
The main part of the inner ear is the cochlea. It contains sensory and supporting 
cells and the nerve fibres that are responsible for detection of sound. The 
vibrations of the eardrums are conducted through the middle ear by the bones 
into the fluid-filled cochlea by the oval window. The vibrations are distributed 
in a frequency-specific way along the length of the sensory organ (called the 
organ of Corti) to stimulate hair cells and nerve fibres. Mechanical vibrations 
are converted into electrical responses and neural impulses. The cochlea is a 
cavity having the shape of a coiled tube. In the organ of Corti, the sensory and 
supporting hair cells of about 20000 pieces rest on the basilar membrane. The 
movement of the basilar membrane is transmitted through the supporting cells 
so that the sensory cells vibrate at the same frequency as the stimulus itself. 
Sensory hair cells are designed for maximal sensitivity to small motions (non 
linearity). They transmit the mechanical information to nerve fibres that connect 
with the central nervous system. The organ of Corti rests on the basilar 
membrane. Sounds arriving in the inner ear create pressure fluctuations in the 
cochlear fluids, causing a displacement wave to propagate along the basilar 
membrane. This wave stimulates the hair cells, like tiny microphones. The 
pressure wave propagates very rapidly throughout the cochlear fluids but also 
causes a secondary and much slower transverse wave that travels on the 
membrane. This wave is called Békésy’s travelling wave. The frequency of the 
stimulus will cause a distance dependent movement of the membrane. Thus, a 
“frequency map” is laid out along the cochlea, in which each longitudinal 
location of the basilar membrane vibrates at its characteristic frequency. 
Travelling waves produced by high frequency signals do not travel far up the 
cochlea in comparison with low frequency waves. This frequency mapping and 
spectral analysis is a non linear effect along the membrane.  
Finally, the auditory nerve, which includes thousands of fibres, conveys 
information of action potentials from the cochlea to the brain. The fibres have 
different thresholds to the tones of some frequencies than of others. Neurons 
may have a role, not representing the direction of a sound, but in discriminating 
between directions of sources. The central auditory system is the neural system 
devoted to processing information about acoustic stimuli. The sensation of 
loudness seems to depend on the total quantity of activity in the auditory nerve. 
The ascending and descending auditory pathways create feedback between the 
brain and the peripheral parts. 
The auditory system converts incoming sounds to neuronal signals, which are 
then processed in a very sophisticated way. Autocorrelation of the signals from 
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each ear as well as cross-correlation of the signals from both ears are performed. 
Specific inhibition and excitation effects are also present. Hearing models are 
based on physiological results but they try to model psychoacoustic findings 
through the simulation of the outer and inner ears and by creating set of 
algorithms for final evaluation [5].  
 
 
2.2 Psychoacoustic localization cues 
 
Psychoacoustics handles parameters like distance and location of sources, 
loudness, pitch, timbre or overall sound quality. Localization is one of the basic 
functions of the auditory system.  
The outer ear modifies the sound wave in transferring the acoustic vibrations to 
the eardrum. Firstly, the resonances of the external ear increase the sound 
pressure at the eardrum, particularly in the range of 2-7 kHz. Secondly, the 
change in pressure depends on the direction of sound. This is an important cue 
for localization, first of all it enables us to distinguish above from below and 
front from behind.  
The outer ear consists of the pinnae, which includes a resonant cavity called the 
concha. The ear canal leads then to the eardrum. The effects of the outer ear can 
be handled separately: one is the influence of the resonances on the sound 
pressure on the eardrum. The pressure increase is not due to power 
amplification because only passive elements are present. The other is the extent 
to which the outer ear provides directional filtering for help in localization [6, 
23].  
The different cues for the localization can be handled often separately. The 
monaural cues are responsible for the perception of elevation in the median 
plane, front-back directions and distance. The monaural parameters can be 
evaluated with one ear as well. Sources in the median plane create the same 
signal at the eardrums in case of perfect symmetry. The only tool for the hearing 
system is the directional filtering of the ears and this leads to a poor localization 
performance [5, 16-23]. The information for median plane localization comes 
from the concha and pinnae filtering. First of all, for short wavelengths the 
pinnae will show a directional selectivity. The external ear produces a spectral 
modulation of the incoming sound. Low frequency elevation cues do contribute 
in the vertical localization and the localization performance could be much 
better away from the median plane [24]. Timbre and loudness are also monaural 
properties that vary with elevation.  
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Because in the case of lateral movements the sound sources outside the median 
plane create slightly different signals on the eardrums, we get interaural 
differences. The closer (lateral) ears’ signal level is in general higher and the 
signals reach the eardrum earlier than the other (contralateral) ear. The 
Interaural Time Delays (ITD) and the Interaural Level Differences (ILD) are the 
basic cues for the localization, and together with the spectral filtering this 
results in a much better localization performance in the horizontal plane [25-
33]. If the signal contains significant components below 1600-2000 Hz lateral 
movements will be determined by the ITD else by the ILD. The hearing system 
is sensitive even to brief changes of interaural differences [42]. Based on the 
size of the head is the maximal ITD about 0,63 ms (Fig.6.). The minimal time 
difference to be perceived is only 0,03 ms corresponding to a location 
difference of 3°-5° [171].  
 
 
Fig.6. ITD as the function of azimuth [171]. 
 
Fig.7. shows ITD estimation based on geometrical calculations of head size data 
[51]. Head shadow area, time and path length difference between the ears can 
be calculated easily, but estimations like this model only basic geometrical 
properties. 
The time-domain analysis of the monaural evaluation tries to calculate with 
secondary sound paths and primary reflections (in case of impulse excitations) 
[53-55]. Pinnae reflections make it possible to detect very short time delays, 
they cause spectral changes and these could be dominant for localization [15, 
56, 57, 58]. On the other hand, it is unlikely that the hearing system contains 
time-domain analysis of the monaural cues, because structures limited under 
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1ms will not be evaluated and the accurate phase-spectra of the monaural 
parameters are not significant for the directional hearing [59]. The impulse 
response analysis of a model pinnae showed that the high frequency 
components are affected by the pinnae and secondary peaks can be suppressed 
by filling the cavities [54]. 
 
 
 
Fig.7. Estimated ITD values based on geometrical calculations of head data 
given by Kuhn [51]. 
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2.2.1 Localization in free-field and virtual environments 
 
The localization performance depends on many parameters, first of all on the 
monaural and interaural parameters. In the horizontal plane interaural 
differences are the basic cues. In the median plane it is the filtering effect of the 
pinnae, head and torso. Other basic psychoacoustic parameters for the 
localization are:  
- spectral content 
- bandwidth 
- volume 
- duration 
- adaptation and learning, a-priori knowledge 
- visual information. 
The spectral shape, bandwidth and cut-off frequency of the signal also 
influences the localization. Broadband signals and high frequency components 
are better to localize. Broadband signals contain more information about the 
location of the source than narrow-band signals. White noise and filtered 
versions of white noise excitation are well suited for listening tests. Localization 
errors occur seldom using long-run, broadband and replayed signals. Auditory 
events of high pitch called “high tones” are tend to be localized at a higher 
elevation than events whose pitch is low, regardless of the direction of 
incidence. 
Increase of the volume and the duration also increase the localization 
performance: sound sources between 40-80 dB SPL and signals over 250 ms are 
localized the best [5].  
The localization of a human is time variant. It needs adaptation, learning phases 
and it is influenced by a-priori expectation and fatigue as well. It can be helpful 
if the subject is trained, familiar with the signal and the measurement procedure. 
The adaptation needs ca. 3-5 minutes. It has to be mentioned again that the 
directional information added by the filtering effects of the outer ears are 
complete at the entrance of the ear canal and this information does not vary 
along the cavity of the ear canal nor will it be affected by the eardrum 
impedance [8, 10, 11, 60].  
The so-called duplex theory explains only the left-right displacements of sound 
sources but this is not sufficient if sources have the same ITD, placed on the 
“cone of confusion” (Fig.8.). Shinn-Cunningham et al. showed a “tori of 
confusion” with a single geometric approximation of a head (rigid perfect 
sphere). The ILD is constant in the head shadow zone along a cone of confusion 
[50]. Peaks in the ILD between 2-5 kHz are due to torso reflections and ILD 
vary with both distance and direction for sources within 1-2 meters to the 
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interaural axis. By relative distant sources only the head shadow contributed to 
the ILD. Measured ITDs correspond reasonably accurately at low and high 
frequencies to the computed theoretical values for a rigid sphere [51]. 
 
 
 
 
Fig.8. The “cone of confusion”. Sources having the same ITD are placed on a 
cone. Two different cones of confusion are presented for different ITDs [25,46]. 
 
Brungart analyzed the effect of sources near to the listener (less than 1 meter) 
with the rigid sphere model calculation and dummy-head data [52]. He found 
the pinnae effect is the same after some centimeters.  
The lot of independent parameters indicate various methods and excitation 
signals for listening test related to the localization performance. Although the 
mentioned parameters and cues are the most relevant in every case, real life 
listening situations and virtual audio syntheses basically differ. The 
experimental apparatus on Fig.9 is adapted from Roffler and Butler [21]. When 
sinusoidal pulses at different frequencies are presented, the auditory event 
appears in the directions shown, regardless of the direction of the sound 
incidence. This indicates that signals with high frequency content tend to be 
localized at higher elevations.  
Fig.10. and Fig.11. show the dependence of localization blur on the signal 
duration and sound pressure level [5]. Signals over 250 ms are localized more 
accurate than shorter impulses. A SPL of 50-60 dB is required for the best 
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localization performance. With other words, by signals longer than 250 ms and 
louder than 50 dB SPL is the localization independent of the duration and 
loudness.  
 
 
 
Fig.9. Experimental apparatus of Roffler and Butler [21]. 
 
 
 
Fig.10. Dependence of localization blur on the noise signal duration [5]. 
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Fig.11. Dependence of localization blur on the SPL of a 500 Hz sinus signal [5]. 
 
 
2.3 The Head-Related Transfer Functions 
 
Localization means finding the sound sources in the 3-dimensional space. 
During the localization the outer ears play a significant role. Sound waves 
reaching the eardrums are affected by directional filtering of the pinnae, head 
and the torso. This binaural filtering effect determines basically the perception 
of the direction of sound sources depending on the angle of incidence [5-14]. 
The transmission from a point in the free-field to the eardrums (or any other 
point within the ear canal) is described by the complex Head-Related Transfer 
Functions (HRTFs) or their time-domain variant: Head-Related Impulse 
Responses (HRIRs). The complex HRTFs contain information in the magnitude 
response and in the phase spectrum respectively. In everyday life environments 
humans use their individual HRTFs for the localization, but in virtual audio 
environments the HRTFs have to be reproduced “exactly” through headphones.  
The HRTFs are defined in the Head-Related Coordinate System as seen in 
Fig.12. The two main parameters are: azimuth (ϕ) and elevation (δ). The shape 
of the human body and pinnae determine the directional dependent HRTFs. 
Therefore, they are individual and from the same direction a large deviation 
between subjects is natural [10, 12, 15]. 
 
 
 
 
 
 
 
 
 
Fig.12. The Head-Related Coordinate System. Lateral movements are identified 
by 0°≤ϕ≤359°, elevational by -90°≤δ≤90° in the horizontal plane and median 
plane respectively [5]. 
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Eq.1. defines the free-field complex HRTF: 
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where P1 is the sound pressure at the eardrum and P2 is the sound pressure in the 
origin of the head-related coordinate system at the same signal and sound 
source, but recorded with a unidirectional microphone (assuming that the 
dividing is mathematically correct) [5]. We plot the magnitude response for 
further investigation on a log-log axe: 20log/HRTF/. 
HRIRs for the left and the right ear are defined with the convolution-integral: 
 
∫ −= τττ dtxhts LL )()()(     (2) 
 
∫ −= τττ dtxhts RR )()()(     (3) 
 
where s(t) is the signal from the sound source, hL(t) and hR(t) are the impulse 
response functions for the left and right ear respectively. HRTFs in this case can 
be calculated by the Fourier transforms as usual. 
Interaural HRTFs can be defined and calculated from monaural HRTFs [5]. 
Because the head and body of a human is never symmetric (in contrast to a 
dummy-head), interaural cues may take part in the median plane localization 
[34]. Monaural and interaural parameters occur in the real life together. First of 
all the ILD and ITD cannot be evaluated separated in normal listening 
situations. 
The auditory system can utilize complex waveforms using ITD information at 
high frequencies just as accurately as time-delay low-frequency waveforms 
based on the fluctuating envelope [43]. In an accurate spatial simulation the 
phase-information can probably not be neglected. The minimum-phase-filter 
assumption of the HRTFs allows the specification of their phase by its 
magnitude response alone, so HRIR specifications and ITD information can be 
handled separately. The outer ears show minimum-phase properties up to 10 
kHz [7]. The minimum-phase assumption does not restrict the performance 
significantly [44-48]. Hammershøi showed that noise stimuli spatialized with 
FIR filters of order 72 per channel is not significantly different from those 
generated from a measured 256 tap version, and rectangular windowing results 
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in an optimal non-minimum-phase FIR filter approximation of the HRIRs [49]. 
HRIRs contain a minimum-phase function part and non-minimum-phase zeros 
at high frequencies. They come from delayed reflections that are more energetic 
that the direct response caused by the pinnae. This could be important for the 
modelling, where we would like to have a parametrized model that can be 
customized for all listeners (e.g. with head geometry data) [179]. 
 
 
2.3.1 Measurement of HRTFs 
 
There are a lot of methods to measure the HRTFs [5, 7, 10]. HRTF 
measurements and binaural recordings can be made on real human subjects or 
using dummy-heads [9, 69-72]. Head and torso simulators (HATs) are created 
to model the median human adult body geometrically: the reflections of the 
torso, shoulder, head and the pinnae. Microphones are placed at the eardrum or 
at the entrance of the ear canal. A HAT is more reflective than absorbing and it 
suits the reproducibility criteria [69, 73]. The torso itself influences the 
transmission below 2 kHz at frontal incidence and at φ=90° appear shoulder and 
pinnae effects. HATs are suitable for long-time objective measurements. Some 
information can be found about the effect of the torso with and without clothing 
in [74, 75]. Undressed torso causes sound pressure level increase at the head 
between 2-5 kHz. In a diffuse-field the fine structure of the torso and the head 
below 10 kHz is not significant. The SPL is at the head maximal. Clothing can 
also cause amplifying effects. If our goal is to get precise data from long-time 
measurements, dealing with human subjects is not preferred. Of course, 
measurements using dummy-heads have their problems and disadvantages [69, 
70, 72]. Binaural recordings result in worse localization performance using 
dummy-head HRTFs than individuals [13, 70, 71]. 
Conventional acoustic measurements do not have the A and B-weighted 
subjective, psychoacoustic properties by the evaluation. For a dummy-head 
application the torso and the transmission chain has to be calibrated carefully by 
keeping the compatibility between the traditionally stereophonic recordings [5, 
76, 77] or by using a 4-channel loudspeaker playback [78, 79]. To find the 
necessary elements of a head and torso simulator the structural analysis and 
modeling of the HRTFs is necessary [34, 80]. The SNR of a system and of a 
HAT can be treated separated. The latter can be influenced e.g. by the inner 
geometry of the head and body, the placement and properties of the microphone 
[73, 77, 81]. The goal is to get the maximal signal level at the microphones. The 
torso must have microphones with the Zwislocki-coupler simulating the average 
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eardrum impedance for a correct electroacoustical transmission (which is 
defined to be the ratio of the acoustic pressure to the volume velocity in the ear 
canal) [75]. Fig.13. shows the applied “ear simulator” of the Brüel&Kjær 4128 
dummy-head. 
 
 
 
Fig.13. Cross section of the inner geometry of the used BK 4128 dummy-head 
according to the users manual. The ear simulator simulates the eardrum and ear 
canal impedance. 
 
Fig.14. shows the electroacoustic Thevinin equivalent of the outer ears 
including pinnae, ear canal and eardrum impedance. The proper equalization for 
a FEC headphone (free ear coupled to the ears) can be found in [10, 62]. The 
sound transmission in the ear canal is direction independent [8-11, 60, 77, 82]. 
The ear canal is handled as a passive acoustic amplifier [83]. In real life the 
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impedance of the pinnae, ear canal and eardrum constitute a broadband (almost 
frequency independent) amplifier [77]. 
 
 
 
 
 
 
Fig.14. Thevenin –and electroacoustic equivalent of the outer ears and the 
headphone given by Møller [8-11,62]. 
 
 
For the major part of the audio frequency range the transmission to the eardrum 
proved to be independent of direction from points at the centerline of the ear 
canal. The entrance can be open or blocked and recording can be made at the 
entrance of the ear canal. The transmission from the free-field to the eardrum 
was divided into a directional-dependent part and two independent parts: (1) 
free-field to the blocked entrance (2) a pressure division between the radiation 
impedance and the ear canal input impedance and the (3) transmission along the 
ear canal. The blocked ear canal entrance is the most suitable for HRTF and 
binaural recordings, since sound at this point includes full spatial information 
and the minimum amount of individual information and deviations. The sound 
transmission along the ear canal is independent of direction, since only one 
mode of propagation (the longitudinal) is present. The sound field outside the 
ear canal is complicated due to diffractions around the pinnae, head and torso, 
and no simple prediction of the sound field can be made [11]. Blocked-ear-canal 
entrance seems to be the most suitable point for data collection, because the 
dynamic range of the HRIRs is optimal [84]. 
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2.3.2 Dummy-heads and modeling in the measurement 
technique 
 
The good torsos monaural and interaural functions are independent of the ear 
canal, only the outer geometry has to be modeled precisely [77, 79, 82, 85, 86]. 
Proper equalization of the measurement chain is needed [34, 76, 87-91]. Genuit 
discusses the problems of the calibrations of a dummy-head measurement chain 
and the structural averaged HRTFs from simple geometrical forms [83]. The 
following are responsible for shaping the outer geometry: torso and shoulders in 
the median plane up to 2 kHz, the head only in the horizontal plane, pinnae in 
the median and in the horizontal plane above 3 kHz. This simplifying allows 
easy calculations and simulations using only adding, filtering and all-pass 
elements and only a few parameters for setting the HRTFs [82, 92].  
In [44, 93] we found a system-theoretic mathematical description of the 
variations of the sound pressure, reflections and declinations at a sphere and 
cylinder using 28-36 parameters to set the HRTFs for all directions. These 
HRTFs are within a 5-7 dB range, which is as good as the reproducibility of the 
HRTF measurement with humans.   
For modeling the HRTFs the common properties of the human HRTFs have to 
be extracted. Averaging can only be made without smoothing of the significant 
peaks [94, 95]. This is called structural or parametric averaging. Typical 
asymmetry exists between the left and right ear, and different HRTFs have to be 
determined for each ear even in case of a monaural source [34]. Another 
smoothing method is the ARMA modeling [96]. 
 
 
2.3.3 Measurement signals and signal-to-noise ratio  
 
HRTFs usually are measured with impulse excitations or with noise stimuli. 
White noise is a wide band of random noise (i. e. a signal containing all the 
frequencies of the spectrum with a random amplitude distribution) with a 
constant level per Hertz over the entire spectrum. In the time-domain it can be 
described as 
 
∑ +=
x
xxx tptp )cos()( ϕω)     (4) 
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where xp
)
are almost identical, xω goes from 20 Hz to 20 kHz and xϕ is a 
random variable with uniform distribution between [0, 2π]. Pink noise is 
similar, but with a level decreasing by 3 dB per octave.  
The signal-to-noise ratio is defined in an analog system as follows: 
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where S is the signal power and N is the noise power. In case of amplitudes, the 
multiplier constant is 20. The SNR is a good measure to estimate the quality of 
the transmission. 
The signal-to-noise ratio in a digital system is defined as the ratio of the 
(incoming) signal power and the power of the quantisation noise. In practice, 
we use for estimation the following equation: 
 
nSNR 02,674,1 +≈      (6)
      
where n is the number of used bits (word-length) [155, 156]. If the signal to be 
converted from analog to digital does not use the entire dynamic range 
presented by n bits, the SNR will decrease, e.g., if only 15 bits are used in a 16 
bit system, the SNR decreases with 6 dB. The SNR is calculated from the 
effective number of bits, which means, the SNR depends on the signal. A 
quadratic signal between ±32768 could be converted noiseless with 16 bits. 
In a hybrid system where digital and analog components function parallel, the 
SNR are basically determined by the digital part based on the signal processing. 
Usually the analog circuits, amplifiers etc. have a better SNR than the computed 
digital signal-to-quantisation noise ratio. However, it can be increased by 
common used SNR improvement techniques. E.g. averaging helps against the 
random uncorrelated measurement noise. 
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2.4 Experimental results 
 
2.4.1 The binaural technique 
 
According to the statements of the binaural technique, if we reproduce the 
sound pressures at the eardrums exactly, the reproduced signal will have the full 
spatial information about the environment it was recorded in. For the 
reproduction a proper and individual headphone-equalization is required, as far 
as possible [60-63]. Models of the hearing system based on the binaural 
technique or neural networks try to explain the localization in free-field 
environments and in rooms with small reverberation time. This technique may 
contain errors as well, like front-back confusion and in-the-head localization 
due to headphone playback [64-68]. 
Binaural fusion is when the ear signals are correlated and a well-defined and 
localized sensation arises [94]. This is valid even in reverberant rooms up to an 
ITD of 1-80 ms. Spectral analysis is made in the inner ear by a “filter bank” 
represented by the hair cells and the basilar membrane. These can be modeled in 
the inner ear, using neural networks or alternative modeling methods and data 
reduction methods [67, 68, 94, 98, 100, 176]. 
Localization in binaural recordings made with artificial heads is inferior to real-
life localization as well as to localization in binaural recordings made in the ears 
of selected humans, according to a paper by Minnar et al. [4]. In a series of 
experiments it was shown that artificial heads are still not as good for binaural 
recording as a well-selected human head, although some of the new artificial 
heads approach the performance of human heads.  
 
 
2.4.2 Subjective listening tests in virtual audio synthesis 
 
Localization means finding the absolute position of the sound source. 
Localization blur is the smallest change in the direction of the sound source, 
which can be perceived. There are two basic methods to measure the 
localization performance.  
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The first is the so-called absolute measurement, where the subjects have to 
localize and tell where to source is by pointing to it [99]. This is for loudspeaker 
playback. The question relating to localization is: where is the sound source?  
The other solution is to search for the Minimum Audible Angle (MAA) or the 
Just Noticeable Difference (JND), where the subjects only have to compare two 
sound sources and identify only the change of the source direction [100-105]. 
The question relating to localization blur is: what is the smallest change of the 
position of the sound source that produces a noticeable change of the auditory 
event? The MAA is usually measured in degrees, but it can be determined in 
interaural parameters (dB or µs.) and these results can be calculated from each 
other [106, 107]. The MAA method is easier and delivers better results.  
The Minimum Audible Movement Angle (MAMA) differs from the MAA. The 
former can be determined as the function of velocity, but the performance seems 
to be independent from the MAA [103, 108, 109]. It was found that both MAA 
and MAMA are optimal for signals that either are below 1000 Hz or above 
3000-4000 Hz. The auditory system seems not to be able to perceive velocity, 
subjects make discriminations based on distance and space [110]. MAA has a 
minimum between 250 and 1000 Hz, and above increases to a maximum. 
Between 3 and 6 kHz there is another minimum. Usually, the MAA is smaller at 
large azimuths in the median plane [51, 110]. 
 
 
2.4.3 Localization results of listening tests 
 
Free-field or real-life situations are easy to investigate. We only need a suitable 
anechoic room with a set of loudspeakers. Subjects are sitting in the room 
mostly with a fixed head and declare in an absolute or MAA measurement.  
Virtual audio simulation needs good quality headphones and the artificial 
reproduction of the transfer function between the ear(drum) and the sound 
source. This means, the digital representation of the HRTF filtering. This 
introduced the techniques and problems of the HRTF measurements as well. Of 
course, a proper equalization of the headphones’ transfer function is also 
necessary. In general the results from free-field measurements tend to be better 
than when using headphone playback [122, 123]. 
Results on this field are difficult to compare, because experimental designs and 
methods differ. For a direct comparison of results, similar conditions are 
needed. Furthermore, better results can be obtained in a MAA measurement in 
contrast to an absolute measurement. To show the wide range of measurement 
methods and results, a bibliographic overview can be found in Appendix B. 
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Tables 15 and 16 show the huge range of measured data depending on stimuli 
and method. 
Here we focus only on results from others using similar conditions, as we will 
work with: headphone playback and noise stimuli (see also summarized in 
Table 8 and 9).  
 
 
Free-field listening 
 
An overview of experimental results before 1970 was given by Blauert [5]. 
Research has shown that the region of most precise spatial hearing lies in or 
close to the forward direction. The absolute lower limit for the localization blur 
is about 1 degree using broadband signals in free-field listening. In the 
horizontal plane MAA results are 1°-2° better for broadband signals than for 
absolute measurements [177]. 
R.S. Heffner and H.E. Heffner measured the MAA of noise signals. The 
minimal MAA of 1,3°-1,8° are reported frontal and about 9°-10° at ϕ=90° in the 
horizontal plane [169]. 
Haustein and Schirmer used 100 ms long white noise impulses. The average 
values of 900 subjects are ±3,6° frontal and ±10° at the sides [168]. 
The same was observed by Litovsky and Ashmed in the investigation of the 
development of the auditory system by children and young adults [170]. After 
five years of age a person reaches a MAA of about 1°. 
Discrimination error in the horizontal plane was found to be the best in the 
forward direction both by Hartmann (1°) and Cohen and Wenzel (1°-5°) [12, 
25]. The localization blur increases depending on the stimuli as well, e.g. for a 
speech signal of unknown speaker it is 17°, for a known speaker 9° and ca. 4° 
for white noise in the front direction [178].  
The localization blur measured by Wettschurek in the median plane for white 
noise is ca. ±4° frontal and reaches ±10° above [177]. For a low-frequency 
noise with a cut-off frequency of 4 kHz the results are two times greater. 
Results obtained with speech signals are ±9° frontal, ±10° at δ=36°, and ±13° to 
±22° above [5]. 
Wenzel and Fosters’ free-field measurement with 16 subjects showed average 
error values at low elevations of about 25° and ca. 22° at the sides [165]. 
Middlebrooks obtained results of subjects between 19 and 36 years old using 
synthesised broadband noise stimuli of 150 ms [173]. Results showed the best 
performance for noise in the front: 5,8° mean error values horizontal and 5,7° 
vertical. 
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Makous and Middlebrooks used 150 ms broadband noise bursts in an absolute 
free-field listening test [117]. The minimal average error was found frontal: 2° 
horizontal and 3,5° vertical. From the sides it is 20°. The standard deviation 
showed that 94% of the tests are less than 10 degrees away from the mean 
value. The median plane MAA results of 4° of Wettschurek showed the same 
standard deviations [177].  
 
 
Headphone 
 
 
Under optimal conditions (individual HRTFs, forward direction and broadband 
noise stimuli) by Begault is the MAA 1° and it increases with location and 
signal type [133]. 
Oldfield and Parker reported in an absolute measurement ca. 9° azimuthal mean 
value and 12° elevational mean value [135, 172]. The azimuth error values were 
between 4°-6° (ϕ=0° to 80°) and the elevational errors between 6°-8°. Without 
HRTF filtering the values increase up to 11,9° and 21,9° respectively.  
Wenzel and Fosters’ virtual measurement with 16 subjects showed average 
error values using non-individualized HRTFs ca. 24° at low elevations and 23° 
at the sides [46, 165]. Broadband noise bursts of 250 ms with 300 ms pause 
between were presented through the HRTFs of a good localizer. They found a 
good localization performance only if the listener was also a good localizer. No 
elevation shift was observed with noise signals. On Fig.15. the median plane 
results of Wightman and Kistler are also presented: average error at lower 
elevations of 21 degrees and ca. 20 degrees at the sides [120]. 
An interesting investigation of McKinley and Ericson about the average azimuth 
localization error was both in absolute measurement and MAA 5° [174]. The 
error values using octave band noise are between 4,41° to 5,87° depending on 
the center frequency as shown in Figure 16. The use of pink noise stimulus 
increases the values up to 6°-7°. The MAA in vertical direction using KEMAR 
HRTFs is 30°-35°. These results are twice as great as the MAA results of 
Hartmann and Rakerd [100].  
Further results of localization tests are listed in Appendix B. 
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Fig.15. Results of 16 subjects measured by Wenzel et al. Individual and average 
localization angle errors are given in free-field listening and using headphones 
with non-individualized HRTFs [165]. Data of Wightman and Kistler are also 
shown for comparison [120]. 
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Fig.16. 
(a) Average localization error using octave band noise signal with the 
given center frequency:  1: Pink noise, 2: 125 Hz, 3: 250 Hz,  
4: 500 Hz, 5: 1000 Hz, 6: 2000 Hz, 7: 4000 Hz, 8: 8000 Hz. [174]. 
(b) MAA of a 500 Hz pure tone at the given azimuth in the horizontal 
plane: 1: 0º, 2: 15º, 3: 30º, 4: 45º, 5: 60º, 6: 75º, 7: 90º, 8: 105º. 
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2.4.4 Headphone playback errors 
 
The application of a headphone in a virtual synthesis introduces well-known 
errors. These are:  
- in-the-head localization (the lack of “externalization”) 
- front-back confusion 
- sources too near 
- elevation shift 
- ambiguity of movements symmetrical to the median plane. 
The separated reproduction of interaural differences often leads to in-the-head 
localization [35-39]. In-the-head localization is when the distance of the 
perceived sound image is less than the head diameter. This happens generally in 
case of identical ear signals and monaural, median plane sound sources. Factors 
that are supposed to cause in-the-head localization are: lack of head movements, 
absence of bone conduction, distortions of the headphone, etc. In a free-field 
representation, ITD and ILD information cannot be handled separately, only 
through headphones. If signals are presented to the two ears sufficiently similar 
in frequency and the ITD is not too great, they are perceived as a single entity, 
called binaural fused auditory image. When heard from an external source, 
these images are typically externalized and reported to be from a source 
„outside of the head”. On the other hand, images produced via headphones are 
typically reported to be „inside of the head”. Simultaneously recorded direct and 
indirect sound or reverberations may decrease this phenomenon in a diffuse-
field using an artificial head [40, 41]. Externalized sources are precisely said to 
be “localized”, whereas those heard inside the head are “lateralized”.  
Front-back confusion or reversal error means to be confused about the 
direction of a sound source in the front and/or in the back. The reason is that 
median plane sources produce similar SPL at the eardrums and no interaural 
differences. It appears more frequently in case of a frontal source than in case of 
a source in the back. The reversal errors are natural even in real-life situations 
but it is strongly increased during headphone playback by losing head 
movements and reverberation. Results about the rate of front-back errors in 
listening test show a wide range depending on the playback situation: 1-22% 
[35], 6-20% [48, 120], 20-43% [116], 29% [133], 25% on average [134], 2-10% 
and 6% on average [117], 3,4% on average [135]. For further information of 
front-back judgments in case of interaural differences in the horizontal and 
vertical plane with noise and/or pure stimulus see [35, 93, 96, 136]. It is 
possible that sounds heard within the head are less precisely localized, but 
higher elevational errors were also found by externalised images [179, 180]. 
Head tracking was to be found significant only for solving reversal problems, in 
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contrast to previous investigations indicating that head movements enhance 
source externalisation. For broadband Gaussian noise a 7:1 decrease in front-
back reversals and a 2:1 decrease in back-front reversals was found when head 
motion cues were supplied. No other treatments yielded significant results for 
solving reversal confusions. These results indicate that information due to the 
change in SPL induced by head movements (in order of 1-2°) is needed in order 
to localize sound images in front of a subject correctly, and this should be taken 
into consideration to achieve 3D reproduction using headphones, otherwise, it 
would seem to be difficult to avoid front-back confusion and elevation shift [65, 
79].  
Elevation shift is less significant. This means that a perceived sound direction 
tends to be “higher” than it actually was. Sound sources are also heard usually 
closer to the listener than their actual distance was during the recording. This is 
probably due to the trancducer of the headphone, which is much closer to the 
ears than any other sound source in real life sound fields.   
 
 
2.4.5 Quality of HRTFs in the virtual audio simulation  
 
By headphone playback, the natural HRTF filtering is disabled and for a correct 
spatial and binaural playback the HRTFs have to be reproduced artificially. In 
general, this can be made with the HRIRs. The convolution of the input signal 
and the HRIRs is made in real-time [7, 111, 112].  
Every human has his own individual HRTFs. For the reproduction we can use 
these individual HRTFs, HRTFs from a “good localizer” or from a dummy-
head. The quality and localization performance using different sets of HRTFs 
has a wide range of interests [46, 70, 72].  
Individual HRTFs are usually recommended for the best localization 
performance, but their measurement takes many efforts.  
It was shown, that HRTFs from a good localizer and the use of simple methods 
to make them more individual results in a satisfying localization [13, 46, 116-
119]. With the help of a simple frequency-scaling factor, individual properties 
can be included for reproduction. For this transformation (frequency shift) of 
the geometrical difference between the head and the pinnae of the dummy-head 
a human subject is needed to get better localization performance. Inter-subject 
spectral differences can be minimalized with a scaling factor depending on the 
interaural delays and the size of the head and pinnae. The increase in percentage 
of the localization is better than the difference in percentage between the scaled 
and non-scaled HRTFs [116, 118].  
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Non-individualized HRTFs have the advantage to measure them fast and easily, 
but it may lead to decreased localization performance [95, 115]. Using non-
individualized (generic) HRTFs have been cited as degrading localization 
accuracy and externalisation and increasing reversal errors, typically for full-
spectrum noise stimuli. Møller suggested that non-individual HRTFs result in 
increased number of reversals but have no effect on externalization [13]. With 
19 loudspeakers in a standard listening room the largest localization errors 
occur in the upper median plane and subjects do not localize better with other 
subjects HRTFs than with their own. Using non-individual HRTFs results in 
more median plane and distance error but not necessarily in elevation shift or 
in-the-head localization.  
Generic HRTF could be the HRTFs from another person or from a dummy-
head. HRTFs from a HAT seem to be insufficient for a binaural playback [10, 
72]. In a standard listening room, real life listening showed correct localization 
with some errors in the median plane (16%). Using HRTFs from a HAT 
introduced low median plane error increase of about 36-55% together with the 
increase of front-back confusion. Random humans’ HRTF tend to be better 
(35% error) than HRTFs from a HAT (see Table 1 and Fig.17.). 
Minnaar et al. reported median plane errors of 9,7% in real-life and 33-53% 
with HATs [4]. The distance and overall localization error also increased. 60% 
of real human heads are better than even the best HATs. Using HRTFs from a 
“good localizer” or even from a random selected human subject can also deliver 
better results [4, 25, 46, 119, 120]. 
The question is whether only the differences between a real human and a torso 
simulator are responsible for decreased localization performance, or whether 
there exist higher processes to help. 
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Fig.17. Localization and distance error in listening tests measured by Møller 
[72]. Table 1 shows that free-field listening is of superior quality. Results with 
dummy-head HRTFs have decreased quality in contrast to the HRTFs of a 
typical or random selected human head. The Brüel&Kjær 4128 is shown 
detailed, because this dummy-head will be used in our measurement. 
 
 
2.4.6 Virtual Acoustic Displays 
 
Virtual Acoustic Displays (VAD) are widely used in several applications. VAD 
identifies a virtual environment, where sound sources are artificially reproduced 
and the listeners are able to localize and identify them. This acoustic 
information may appear without the visual help of the eyes or by completing the 
visual information. Such an application can be useful e.g. for blind PC users, 
flight simulators or computer games. 
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To realize a VAD two independent questions have to be answered. First, which 
sounds correspond the best to the visual and deeper meaning of the object to be 
reproduced [127]? In other words, what is the best mapping between sounds 
and events on the screen? Second, what is the localization blur like through 
headphone playback? How many sources can be identified simultaneously and 
in which resolution? The first question is more psychological to evaluate, the 
second one is pure psychoacoustic.  
In principle, three-dimensional VADs can be realized by reproducing depth or 
distance information as well, e.g. by an object approaching the listener or by 
overlapping windows. The principal goal is to reproduce and replace the visual 
objects of a computer screen by keeping their spatial distribution on the two-
dimensional VAD.  
State-of-the-art multimedia computers and applications nowadays allow full 
auralization and orientation in a virtual reality (Fig.18.). Auralization means 
rendering audible sound fields by physical or mathematical modeling [113, 
114]. Only the last decade made it possible to handle huge amount of 
computation data, real-time filtering of HRTFs, reverberation and head 
movements [25, 132, 133, 174]. In an experiment of Begault et al. independent 
variables of head tracking, individualized HRTFs and early and diffuse 
reflections were chosen to evaluate the influence of localization performance 
using headphone-delivered speech stimuli in a VAD [180]. The relative 
advantage of these has never been compared directly before. 
An architecture presented by Blauert is capable of presenting complex auditory 
environment including head-tracking, vision and tactile/thermal modality 
(Fig.19.) [121]. Calculations of secondary sound sources (with time delays), 
direction of emission and incidence and wall reflections (auralization) is made 
by real-time convolution of HRIRs. Absorption of sound in the air and complex 
directivity characteristics of the sources can be accounted as well. FIR filters are 
of 80 taps, 43 sets in a resolution of 11,25° azimuth and 22,5° elevation angle. 
Binaural playback shows smaller error in case of consistent simulation of 
“static” HRTFs and ITD information [65]. 
These systems are still very expensive and far away for users sitting at home. 
Measurement of individual HRTFs, the equalization techniques of good quality 
headphones with the needed computational performance, are not intended for 
home applications. Furthermore, recently applied techniques still do not explain 
or fulfill the requirements for the proper simulation of the directional 
information, nor do they completely avoid headphone playback errors [123, 
180]. The advent and the availability of the necessary computer power for real-
time processing of audio signals will initiate new technology. 
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Fig.18. Virtual audio simulation using ITD and HRTF information together. 
 
 
 
 
 
Fig.19. Architecture presented by Blauert for presenting complex auditory 
environment including head-tracking, vision and tactile/thermal modality [121]. 
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2.5 Problems 
 
The electrophysical analysis of the auditory system is faced with difficulties, 
because we do not have good ideas of the sensory features to which the auditory 
system is particularly responsive. The general function of the auditory cortex 
and higher processing algorithms are still not certain, and many hypotheses 
exist. A very different task, with very different implications for the function of 
the auditory cortex, is that for sound localization. Although, sound localization 
depends in part on the utilization of timing and filtering information (of the 
outer ears), it is not likely that the whole of the deficits obtained can be related 
to the temporal functions. Experiments with animals indicated that localization 
tasks require the presence of an intact auditory cortex and they must have a 
more complex basis than a simple sensory one (at the level of the outer ears) 
[181].  
The auditory system provides an acoustical image of the world by detecting, 
localizing and separating external sounds through the binaural fusion and 
frequency analysis. Recently, instead of the linear and hierarchical model of the 
auditory system more complex and parallel-built models have been evaluated. 
The auditory system has long been assumed to function as a frequency analyser 
while more sophisticated functions, like acoustical recognition, have been 
considered the central pathway and higher processing. The traditional view 
requires serious revision in order to account for the auditory system’s capability 
of encoding information under a wide range of environmental conditions. It is 
likely that the system uses special strategies to focus on the elements that 
contain meaningful components. The auditory system creates robust 
representations of significant information through the use of distributed, 
multiple representation and coding strategies.     
The “place principle” of frequency coding described the neural representation 
of spectral content. It is becoming clear that this cannot account for all the ways 
in which auditory information is processed and assembled into complex 
representation of the external environment. Hypotheses of distributed evaluation 
suggest the higher processing to be active and to help already before the inner 
ears. 
Furthermore, localization in binaural recordings made with artificial heads is 
inferior to real-life localization as well as to localization in binaural recordings 
made in the ears of selected humans. Artificial heads are still not as good for 
binaural recording as a well-selected human head, although some of the new 
artificial heads approach the performance of human heads. The question is, 
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whether existing binaural recording systems can be improved by adding more 
“accurate” HRTFs or the transmission of the directional information which fails 
on the playback media. This kind of recordings assumes the outer ears and the 
pinnae filtering, thus the SPL at the eardrums to be the one and only 
phenomenon to be reproduced.  
  
 
2.6 Goals 
 
The main goal is to prove that higher processing algorithms do contribute to 
sound localization and the perception of the acoustical environment we are in, 
as well as the quality of the playback situation and method we are listening to.  
Results will support the need to revise and extend the physiological auditory 
models at the level of the outer ears as well. The statement of the binaural 
technique will be proved to be neither “necessary” nor “satisfactory” in its 
restricted form. 
As mentioned above, the traditional view requires serious revision in order to 
account for the auditory system’s capability of encoding information under a 
wide range of environmental conditions. We will focus especially on selected 
and well-defined acoustical environments near to the head based on the spectral 
evaluation of HRTFs and the directional information encoded within them.   
The complementary results will suggest the improvement of binaural playback 
systems, but not through the accuracy of HRTFs. Therefore, an accurate 
dummy-head measurement system has been set up with lots of novel methods to 
increase the SNR and reproducibility in contrast to former HRTF 
measurements. The measured HRTFs will be evaluated in details in order to 
determine the effect of the environment near to the head and the effects of the 
HRTFs during the decoding of the acoustical information.  
It will be suggested that the problems with simulated localizations or with 
dummy-heads are in connection with the auditory nervous system and the 
function of higher processing. Even with the use of individual HRTFs the 
headphone playback errors are present without head tracking or reverberation 
simulation. The extension of the auditory modeling by the peripheral effects of 
the higher processing will lead in the future to apply not only HRTF simulations 
but also other cues related to the contribution of the auditory cortex. 
First, a binaural playback system will be presented with HRTF filtering and 
headphone playback. Then the quality and existing headphone errors will be 
discussed; after that the localization blur and a proposal for a virtual auditory 
display application will be given. 
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3 HRTFs in listening tests: localization blur in 
a 2D Virtual Audio system 
 
3.1 Introduction 
 
This section introduces a binaural playback system for listening tests and its 
capabilities. The goal was to create a virtual environment for headphone 
playback to determine the localization blur with this system, the effect of the 
simulated HRTFs and find whether well-known errors exist or not.  
The starting point was the former GUIB (Graphical User Interface for Blind 
Persons) project. In this international project the researchers were searching for 
solutions to help elderly and disabled people to use personal computers. Blind 
persons do not have the advantageous properties of the commonly used 
graphical user interfaces (GUI) like MS-Windows, icons and the ability of 
orientation among multiple visual information [124]. In order to do this, visual 
events on the screen, like opening files, closing windows, movement of the 
cursor, etc. are to be replaced only by sound events. The former results of this 
project related to sound reproduction are:  
- a collection of sounds representing visual icons and events of the 
screen only by acoustical information called “Earcons” based on the 
ideas of blind persons [125],  
- the possibilities of different input media (like touch-pads, keyboard 
with Braille-displays etc.) – whichever is “user friendly” for a blind 
user [182],   
- and the localization blur using a multi-channel loudspeaker playback 
system [112]. The surprising finding of the latest test was: blind 
persons cannot better localize than people with normal eyes; 
furthermore, loudspeaker playback is not suited for a real-life 
application. The so-called Sound Screen was a multi-channel array of 
loudspeakers behind the screen with low quality spatial resolution. It 
was also large and heavy, disturbed the environment as well (e.g. in an 
office). It was also suggested to determine the localization blur through 
headphone playback as well. 
The test described in this section was for investigating the role of the HRTFs as 
well as to continue the GUIB project using the headphone playback method. For 
a further GUIB application with Earcons, the localization blur of different 
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signals have to be determined. The Earcons are short (about hundreds of 
milliseconds) pure tones or special noisy-like sound events. Therefore, we 
decided to use 300 ms long sound events of broadband and filtered version of 
broadband noise (signal A, B, C) to match and model in a generic but not too 
specific way the possible real application of Earcons in the future. Results from 
this test will suggest the frequency-dependent resolution of the virtual sound 
screen created by this system. 
Furthermore, the measurement method itself suits and assists the GUIB project. 
It has unusual and novel methods like the 3-categorie-forced-choice in order to 
determine the “uncertainty” of the subjects during the localization judgments. A 
two-direction discrimination will be applied to determine the localization blur 
independent of the direction of a moving source. Instead of the commonly used 
method to measure the discrimination of a sound source with constant distance, 
a “virtual rectangle screen” is simulated (see below). On the way to specify this 
information we will also get the restrictions and limitations of the HRTF 
synthesis and headphone reproduction.  
Further information about international standards for psychoacoustic 
measurements, definitions of accuracy and reproducibility in subjective tests are 
listed in [126]. 
 
 
3.2 Measurement method 
 
Our virtual sound screen is a 2D square surface in the front of the listener, as 
mentioned above. It was selected because only less experimental results exist 
with non-constant source distance in the front of the listener. Usually, horizontal 
plane experiments are made with constant source distance around the head. 
Secondly, the mapping from a visual screen (PC monitor) is better to a “screen-
like” 2D virtual sound screen for the orientation with the mouse (see Fig.20.). 
The maximal range of simulated sources is ±60° horizontal and vertical. 
Because the distance of the source is not constant (see Fig.21.) sources over 60° 
are “too far away”, and the subjects make their localization judgments based 
only on this distance information. In addition, we assume that the listener in a 
real life application would be able to adjust volume, so the parameter “depth” is 
neglected. 
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Fig.20. Illustration of virtual sources in a 2D representation [112]. The virtual 
acoustic surface is parallel with the Z-Y-plane. The origin is in the front of the 
listener: ϕ=δ=0°. Virtual objects move during the measurement parallel with the 
Y or the Z-axis in the horizontal or median plane respectively. 
 
The measurement setup is based on a PC with the Beachtron DSP board. 
Real-time convolution of the mono input signal and the HRTFs is made in the 
time-domain (16 bit; 44,1 kHz). The system is precisely equalized for the 
circumaural, open-dynamic Sennheiser HD540 headphone. The HRTFs 
originate from a good localizer in a measurement of Wightman and Kistler [47, 
111, 120]. 72 measured HRTFs are available in a form of 75-point minimum-
phase-FIR-filter set in 30° spatial resolution. Duration and volume of the test 
signals were determined during a pre-test with 7 subjects. The main test was 
made with 40 untrained subjects, all with normal hearing. The individual setting 
of the HRTFs corresponds to measure the size of the head (distance of the ear 
canal entrances, see Fig.22.). Setting the ear canal distance decrease the angular 
error [128]. 
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Localization depends on the signal frequency (bandwidth), duration, loudness 
and a-priori knowledge. To reduce the parameters we work with constant 
volume and duration. 
Excitation signals for the MAA-measurement are 300 ms noise burst impulse-
pairs: white noise (signal A), 1500 Hz low-pass (signal B) and 7000 Hz high-
pass filtered version of white noise (signal C). The SPL of signal B is with 10 
dB, the level of signal C is with 6 dB greater than the level of signal A (Fig.23.) 
for an almost constant sensation of loudness. This value is an average based on 
the subjects’ opinion. They had to determine the SPL for signal B and C to be as 
loud as signal A. Broadband noise bursts must exceed 100 ms to be the 
subjective loudness independent from the length [129]. Stimulus frequency and 
duration are widely investigated in this context [130]. 
Novelties and general conditions in our measurement: 
1. Use of a 2D virtual sound screen in the front of the listener. 
Sources can move only in the horizontal (left and right) and in 
the median plane (up and down) from the origin in 1° 
resolution. The source distance is not constant and the source 
is not moving around the head as usual. 
2. Subjects have to report in a 3-categorie-forced-choice (MAA): 
“no difference between the sources”, “different sound 
sources” and “I’m not sure”. This is, because the subjects 
have spatial domains where they are uncertain. The size of 
this domain can be determined. 
3. Source-pairs have to be discriminated first as the second 
source is moving away from the static reference source, then 
as it moves toward the reference point. We are looking for the 
nearest point to the reference, where (from both directions) 
the subject is able to discriminate the sources with certainty. 
The auditory system has deteriorative accuracy and 
localization performance in case of an “incoming” sound in 
contrast to an “outgoing” sound event. If we determine the 
localization blur from both direction of moving, we will get 
the direction-independent localization performance of the 
subjects. 
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Fig.21. Source distance is 1/COS 
function of the azimuth angle ϕ  by 
a moving sound source in the 
horizontal plane. 
 
 
 
 
 
 
 
Fig.22. Setting the HRTFs: 
measuring the size of the head.
 
 
 
 
 
Fig.23. Spectra of the input signals. Signal A is white noise, signal B and C are 
derived from signal A with 1500Hz low-pass filtering and 7000 Hz high-pass 
filtering respectively. 
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The first impulse of the burst-pair is always a fixed reference point, and the 
second is moving first away, then toward the reference point. During the MAA 
measurement subjects were asked to report in a 3-categorie-forced-choice. 
Possible answers are: “no difference” if the subject is not able to discriminate 
the sources and they seem to come from the same direction. „Different sound 
sources“ means that he is able to distinguish between the signals. He may have 
the possibility to choose  „uncertain“ as the answer if he is not sure which is the 
case. 
At the beginning, the reference point is always in the origin. The second source 
is moving away from the reference point to the left (Fig.24.). After the subjects 
have reported “different sound sources” the moving source moves backward. 
The nearest point where the subject in both direction of moving was able to 
distinguish the sources will be selected as the new reference point. Maximal 
total number of reference sources is 13 horizontal (6 left and 6 right) and only 
five vertical (2 up and 2 down). The origin is always included. The duration was 
chosen to be 300 ms, because the Earcons are that long and signals over 250 ms 
are to localize the best (see Fig.10.). The pause should exceed this value for a 
correct separation of the burst pairs. 
In [108] a similar method was used, but only in a 2-alternative forced choice as 
the subject’s response was used to initiate the next trial. In [101] the subjects 
had also to report in a forced-choice using pulse-pairs and they had the 
possibility to be uncertain. But this was not investigated deeply. 
 
 
 
 
 
Fig.24. Presentation of the signals in a MAA measurement. The first impulse of 
the 300 ms signal burst pairs is the reference point and the second is moving in 
1° steps away or toward the reference point. 
 
 53
 
3.3 Results 
 
The test is divided in two parts. A preliminary test was made with 25 subjects 
in order to find well-known headphone playback errors, like in-the-head 
localization, elevation shift and front-back confusion using female speech 
signals [131].  
The results of the main test were obtained from 40 untrained subjects. 20 male 
and 20 female between 23 and 50 years of age took part in this listening test 
under the conditions mentioned in Sec.3.2. 
 
 
3.3.1 Capability and errors in headphone playback 
 
During the preliminary test, special sound source locations were generated and 
specified questions had to be answered. These questions and answers may be 
confusing in order to find whether the subjects are easily influenced or not. 
After the subjects adjusted the volume of the speech signal for his “most 
comfortable volume”, a common sound level was chosen for all subjects by 
averaging.  
Answers from the subjects were evaluated as follows: first the static location or 
the movement of the source is given, which was not known by the subjects. 
Then the questions they had to answer and the percentage of the answers. 
 
 
I. The virtual source is in the front in the horizontal plane.  
“Where is the sound source?” FRONT: 31%  BACK: 69%     
“Reverse direction is possible?”      YES: 58%  NO: 42% 
 
II. The virtual source is in the back in the horizontal plane.  
“Where is the sound source?” FRONT: 4%   BACK: 96%    
  
“Reverse direction is possible?”      YES: 30%  NO: 70% 
 
In both cases 80% of the subjects reported “in-the-head localization”. 
 
III. The source is moving around the head to the left in the horizontal plane. 
“How does the sound source move?”   
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BEHIND THE HEAD: 43% 
 AROUND THE HEAD TO THE LEFT: 50% 
 OTHER: 7% 
“Is the source moving around the head in the horizontal plane?” 
     YES: 67% NO: 33% 
“Is the source moving around the head above/below the horizontal plane?” 
     YES: 58% NO: 42% 
 
“Is the source moving this way?”  YES: 11% NO: 89% 
 
“Is the source moving this way?”   YES: 90% NO: 10% 
 
“Is the source moving this way?”   YES: 58% NO: 42% 
 
IV. The source is moving up.  
“Direction of the moving?”  UP: 92% DOWN: 8% 
“Reverse direction is possible?”  YES: 8% NO: 92% 
 
V. The source is moving down.  
“Direction of the moving?”  UP: 12% DOWN: 88% 
“Reverse direction is possible?”  YES: 41% NO: 59% 
 
The role of the HRTFs is essential in this test, because in the median plane no 
interaural differences appear; only the filtering of the HRTFs delivers the 
directional information in case of static sound source locations (I.-II.). 
According to former results poor localization performance was observed: 
- only 20% of the subjects were able to “externalize” the sound source 
and avoid in-the-head-localization. Out-of-head localization has been 
found to be possible, when the acoustic energy ratio of reflected sound 
to direct sound in a room is controlled properly or by controlling 
special networks connected to the earphones [40, 132]. 
- Front and back directions were mostly confused as the source was in 
the front (69%); only one third was able to localize the source at its 
correct position. If the source was in the back, only 4% answered false. 
The uncertainty was also greater in the front: 58% believed the reverse 
direction as well - independent from their answers. This indicates a 
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well-known error: sources in the median plane often are localized in 
the back hemisphere during headphone playback. 
We have to point out that we did not measure the rate of the front-back 
reversals, only the relative number of the subjects is indicated (69%) who made 
a reversal error during a single measurement in this test. 
During the third section, the source was always moving around the head in the 
horizontal plane, only the questions were different in order to see if the subjects 
could be influenced (III.).  
- Many of the subjects reported the source moving only behind the head 
(in the back hemisphere). Only 50% was able to detect the correct 
movement. 
- 58% believed that the turning-movement is above the horizontal plane. 
This so called elevation shift is also a well-known error during 
headphone playback. 
- Only 11% was able to detect the source moving in the frontal 
hemisphere.  
- It is interesting that for 58% the movement was acceptable as a moving 
source in the frontal plane. 
Changing of the elevation was surprisingly easy to recognize (IV.-V.). Some 
authors reported decreased performance from the lower hemisphere. Our results 
do not support this finding relevant: 92% and 88% were able to detect the 
correct direction. Only the uncertainty was greater “down”.  
This test proved that even a carefully made headphone-equalization, the use of 
HRTFs of a good localizer and individual setting of the size of the head are 
maybe insufficient. The subjects were confused and undecided in case of static 
median plane sources and by moving sources symmetrical to the median plane. 
All of the subjects were easily influenced and they reported all kinds of answers 
by the same signal reproduction, which suggests low quality localization in the 
median plane. The directional judgments of the subjects show that well-known 
errors of the headphone playback are present. In-the-head localization and front-
back confusion are more significant than elevation shifts. Their eyes and will 
can influence the subjects very easily. This phenomenon is independent from 
the signal processing and suggests alternative headphone design and basic 
problems with headphone playback systems [137]. Possible solutions in 
headphones design for decreasing the in-the-head localization, elevation shift 
and front-back errors could be a physical displacement of the loudspeaker in the 
headphone as described in [40, 122, 138-141] or direct concha excitation, where 
the trancducers are angled from the front to face the concha area resulting in 
four-times better localization than conventional headphones [115]. 
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3.3.2 Localisation blur and discrimination skills 
 
The main test includes listening tests using noise impulse pairs in the horizontal 
and in the median plane in order to determine the localization blur. 40 untrained 
subjects all with normal hearing participated in the test, and the results are 
presented below showing average (AVG), maximal (MAX) and minimal (MIN) 
values of measured data. 
The test was carried out in the anechoic chamber to avoid external 
environmental disturbances. Subjects were sitting on a comfortable chair with a 
signal button in the hands. During the 10 minutes of accommodation time the 
distance of the ear canal entrances (size of the head) was measured, a detailed 
explanation of the procedure was given and a trial run was made in one 
direction. Maximal, minimal and averaged values of the measured head 
diameter and age of the subjects are shown in Table 2 and 3 respectively. 
 
 
Ear canal distance [cm] AVG MAX MIN 
Male 13,6 15,2 12,0 
Female 12,4 13,3 10,5 
Table 2. AVG, MIN and MAX values of the measured distance between the ear 
canal entrances. Total average over every subject is 13 cm. 
 
Age [years] AVG MAX MIN 
Male 28,3 39 21 
Female 27,7 39 22 
Table 3. AVG, MIN and MAX values of the ages of the subjects. Total average 
over every subjects is 28 years. 
 
 
First, signal A was presented in the directions „down”, „up”, „left” and „right”. 
After a few minutes break we continued with signal B and signal C. Overall 
time for the test was about 60 minutes (15 minutes for each test signal on 
average). 
At the end, subjects had to fill out a questionnaire about personal data (sex, 
age), computer skills (59% „professional or engineer“; 41% „everyday user“) 
and headphone user routine (7% „everyday”; 24% „often”; 59% „seldom”; 10% 
„never”).  
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Results were found to be independent of age and computer skills, but little 
improvement in the localization performance was found by subjects using 
headphones often. The spatial resolution is as good as independent of gender.  
Tables 4 to 7 (see Appendix F) show the data in degrees broken down into sub-
tables of signal, direction and gender. Figure 25 shows the average values from 
the median plane for all signals up and down as well. In vertical directions no 
significant differences appear between female and male subjects. The average 
resolution for signal A is about 15-17°, 19-24° for signal B and 18-23° for 
signal C. The maximum values can reach the double of the average value; the 
minimum values could be 10-50% of the mean value. 
In the horizontal plane signal A is localized the best with an average resolution 
of 7-9°, signal B with 9-11° and signal C with 8-10° (Fig.26.). In general we 
can support the finding that broadband sources are localized the best as well as 
signals with lots of high-frequency information, but the differences in our 
measurements are relatively low: the results of signal A are only 1-2° better 
than results of signal C.  
It is interesting that the resolution (the difference between nearby source 
locations) is almost constant. Small differences between the averaged values of 
new reference points over 50° are due to the large min-max-domain: some were 
able to locate the last source at 35° and some only at 70°. Minimum values of 3-
4° and maximum values of 20-24° were measured in the horizontal plane (Fig. 
27 to 30). 
The possible source locations are shown on Fig.29. in the median plane and 
horizontal plane respectively (on average).  
Figure 30 shows all the individual results for signal A on the left side. The 
colors refer to data for each new source location from 40 subjects. Note that 
only the first four new reference points could be determined by all subjects: 
some were not able to detect 6 within the 60° domain (see „missing locations” 
below). That is the reason for less data for the fifth and sixth reference point 
(filled orange and brown). 
Our data are comparable with other results from the literature. Table 8 and 
Table 9 contain comparative results from the median and the horizontal plane 
achieved by headphone playback under the given conditions and signals. 
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Fig.25. AVG values from the median plane for all signals. 
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Fig.26. Localization of signals with different spectra (AVG values, left side). 
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Fig.27. MAX, MIN and AVG values for new reference points (signal A, left). 
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Fig.28. MAX, MIN and AVG values for new reference points (signal A, right). 
 
 
 
 
Fig.29. AVG values as possible source locations for signal A based on Table 4 
and Table 5. 
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Fig.30. Individual results of all subjects for new reference points (signal A, 
left). Note that only four reference points could be determined by all subjects. 
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Fig.31. AVG values from the left and right side for new reference points (signal 
A). Right-handed subjects show systematically lower resolution on the left side. 
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AUTHOR SIGNAL, REMARKS RESULTS 
azimuthal mean value 9° 
azimuth errors with HRTF filtering 4°-6° 
Oldfield, Parker 
[135, 172] 
azimuth errors without HRTF filtering 11,9° 
Wersényi MAA values, 300 ms broadband noise,  
non-individual HRTFs of a good 
localizer 
7°-10° 
McKinley, 
Ericson [174] 
average error, MAA value 5° 
Middlebrooks 
[118] 
average error, non-individual HRTFs  
(other-ear-condition) 
 
average error, individual HRTFs  
(own-ear-condition) 
 
17,1°  
 
 
14,7° 
Duda [175] average error with human HRTFs 
 
average error for broadband signals 
(12kHz) 
4,5° 
 
3,4° 
Gardner [179] average angle error, pink noise bursts of 
250 ms  
14,3° 
 
Begault, Wenzel 
[180] 
average error (generic HRTF) 
 
average error (individual HRTF) 
21,7°-23° 
 
20° 
Martin [84] average error, 328 ms noise signal 
 
maximal error 
9,6°-9,7° 
 
13,1° 
Table 8. Comparative localization results in the horizontal plane using 
headphones. 
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AUTHOR SIGNAL, REMARKS RESULTS 
elevational mean value 12° 
elevational error with HRTF filtering 6°-8° 
Oldfield, Parker 
[135, 172] 
elevational error without HRTF filtering 21,9° 
Wenzel, Foster 
[165] 
non-individual HRTFs, 16 subjects 
lower elevations, front 
 
lower elevations, side 
 
ca. 24° 
 
ca. 23° (side) 
Wightman, 
Kistler [120] 
average error 
lower elevations, front 
 
lower elevations, side 
 
ca. 21° 
 
ca. 20° 
McKinley, 
Ericson [174] 
MAA value, dummy-head HRTF 30°-35° 
Wersényi MAA values, 300 ms broadband noise,  
non-individual HRTFs of a good 
localizer 
15°-24° 
Duda [175] average error with human HRTFs 
 
average error for broadband signals 
(12kHz) 
19,2° 
 
17,2° 
Gardner [179] average angle error, pink noise bursts of 
250 ms 
34,2° 
 
Begault, Wenzel 
[180] 
average error (individual HRTF) 17-19° 
Table 9. Comparative localization results in the median plane using headphones. 
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3.3.3 Localization judgements  
 
Left-right and up-down symmetry 
 
Other studies reported asymmetries on the left and right sides of the hearing 
system in connection with right or left-handed persons [35, 142]. Burke 
measured less front-back errors on the left side using broadband stimulus from 
an array of loudspeakers with 20 left -and 20 right-handed subjects [143]. The 
right hemisphere of the brain is perhaps responsible for the interaural evaluation 
and the left for the monaural. Abel et al. investigated left/right asymmetries in 
sixteen (14 right-handed) normal-hearing young adults in a semi-reverberant 
room using 300 ms broadband noise stimulus from an array of loudspeakers. 
Averaged percentages of image reversals tended to increase on the right side of 
the space, but in contrast, error patterns on the left and right side were fairly 
symmetric for azimuths close to the interaural axis. The peak ILD was found 
10-15 dB greater for sounds on the right horizon than on the left [95]. 
Our results also showed systematic asymmetry but we had only right-handed 
subjects. Further measurements are suggested to find regularities on this field. 
Sources from the left side are typically harder to localize. The results show 2-4° 
average differences that correspond to a difference of 20-40% (Fig.31.)!  
Table 10 shows how many subjects had decreased localization performance. By 
signal A 67% of all subjects had decreased resolution on the left side and only 
6% on the right side. The difference is much greater for signal B.  
Every second subject showed decreased resolution on the left side for all 
signals. Only one subject delivered better results on the right side for all signals. 
 
  
Decreased performance [%] signal A signal B signal C 
To the left 67 75 57 
No difference 27 21 30 
To the right 6 4 13 
Table 10.  Typically decreased localization performance on the left side. All 
subjects were right-handed. 
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Vertical localization 
 
In the median plane the localization is only made based on the HRTFs because 
no interaural differences are present. This results in a decreased localization 
performance in contrast to horizontal plane localization.  
This fact is supported by our results as well: first, the spatial resolution is 
poorer, second, some were not able at all to localize the sources. 67% of the 
subjects reported correct localization. But 33% made the MAA-judgments only 
why the impulses „sound different“ (based on the spectral distortions of the 
applied HRTFs) but they could not really localize the sources. The same 
observed Mills: subjects reported that the difference between the stimuli seemed 
to be in the loudness or quality of the sound rather than its location [51]. 
Tan et al. reported asymmetry in the vertical localization: higher elevations can 
be perceived more frequently than lower elevations (below the horizontal 
plane), all the subjects had up-down reversals and only very high and low 
positions could be separated [115]. Table 11 shows the symmetry in our 
measurement between the directions up and down. For all signals the resolution 
by lower elevations is poorer. By signal A 29% of the subjects had decreased 
performance „down” and only 7% „up”. The most significant difference appears 
for signal C. 
 
 
Decreased performance [%] signal A signal B signal C 
Down 29 32 57 
No difference 64 42 38 
Up 7 26 5 
Table 11. Results of up-down comparison show more symmetry than Table 10. 
Signal C seems to be localized significantly better up than down. 
 
 
Vertical localization [%] 
YES 67 
NO 33 
Table 12. One third of all subjects were not able to localize the sound source in 
the median plane, they made the MAA-judgments based on spectral distortions 
only. 
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Missing locations 
 
Subjects had to discriminate new source locations (reference points) within a 
domain of ±60° left/right and up/down from the origin. The number of possible 
source locations is limited: maximal 6 in the horizontal plane and maximal 2 in 
the median plane. Subjects, who can not determine so many different source 
locations, have poor localization performance (“missing locations”). 
In the horizontal plane 50% of the females and only 45% of males could 
discriminate 6 sources for all signals. In vertical directions 70% of females and 
62% of males were able to detect 2 new sources. This shows a bit poorer 
performance of males. The best performance was observed by signal A, 
followed by signal C and signal B the last.   
 
 
Uncertainty in discrimination skills 
 
The subjects reported in a 3-categorie-forced-choice, so they determined a 
domain in which they were uncertain. By some of the subjects this domain is 
quite large: by 57% it reached 3-5° or more independent from the signal. 43% 
of all subjects reported only “different sources” and “no difference”. The 
uncertainty is by them 1°, maximal 2°.  
It was expected that subjects have better resolution if the second source is 
moving toward the reference point, because the distance at the start is large and 
then decreased. But this was not common at all, some subjects could better 
localize as the moving source was moving away from the reference point. 
Another interesting observation was that some subjects still believed to perceive 
a difference by a moving source backward on the left side even if it was already 
on the right side. They put the mark „no difference” as the moving source was 
over the reference point about 1-2°, but there were values of 5-8° observed as 
well. 
 
 
3.4 Summary 
 
Minimum Audible Angle measurements were made in order to determine the 
localization blur for signals with different spectral contain. 40 untrained 
subjects reported in a 3-categorie forced choice using headphone playback and 
synthesized HRTFs. The goal was to determine how many virtual sound sources 
 67
can be placed in the horizontal and in the median plane respectively and in 
which spatial resolution: 
- localization is poorer in the median plane than in the horizontal 
plane, 
- the lack of individual HRTFs and head movements cause in-the-
head localization, front-back reversals and elevation shift. (The 
last is not very significant in our measurement.) 
- in the median plane, one third of the subjects could not localize the 
sources at all, and there is an increased number of “missing 
locations”. 
- Source movements symmetrical to the median plane are confusing 
and hard to perceive, sources are often localized only in the back 
hemisphere 
- Age, sex and computer skills do not influence the localization, but 
subjects wearing often headphones delivered better results 
- Broadband signals are to localize the best, followed by high 
frequency stimulus and low frequency tones at last. 
- The hearing system is not symmetrical: different resolution can be 
measured on the left and the right side as well as up and down. 
The 2D virtual acoustic display is suited for replacing the screen and visual 
information for blind and elderly people in case of proper mapping between 
acoustic and visual information, so these results can be the basis for further 
GUIB applications and investigations.  
Average resolution of 7-11° and 15-24° were measured in the horizontal plane 
and median plane respectively dependent on the spectral content of the signals. 
White noise is to localize the best, low frequency filtered noise the least. It is 
also suggested for a GUIB application to use broadband noisy like sound events 
and/or tones with more high frequency content. Earcons are already available 
based on the decisions of blind people. The localization depends neither on the 
age nor size of the head (ear canal distance) nor the computer user’s routine in 
this set of subjects. Females seem to be as good at localizing as male subjects. 
Subjects who wear headphones often deliver better results. People who were not 
able to detect 2 sources vertical and/or 6 horizontal only seldom or never wear 
headphones.   
Based on these results, for a GUIB-based simulation it is recommended 
- not to use vertical displacement of simulated objects, because one third 
of the users are not able at all to localize virtual sound sources in the 
median plane. One possible solution could be timbre or pitch 
modulation based on psychoacoustic observations: signals having 
higher frequency components are „above“; signals with lower 
frequency elements are „below“, 
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- to partitioning in the horizontal plane for maximal 9 source position in 
a resolution of 10 degrees. 
On the other hand, the preliminary test showed that low-cost real-time system 
with many efforts to a correct binaural reproduction have all kinds of 
headphone playback errors. This assumes that the problem of insufficient 
localization is not due the „quality”, fine structure or overall accuracy of the 
HRTFs. This will be investigated next. 
To find out more about the role of the HRTFs and their fine structure, we need 
an accurate, precisely controllable measurement system for measuring the 
HRTFs and the differences. The human auditory system does not seem to utilize 
all the information included in the HRTFs, only the easily recognizable, 
significant information [96]. What is the role of the HRTFs in the decoding cue 
of the directional information of a sound source? 
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4 Measurement of dummy-head HRTFs 
 
 
4.1 Introduction 
 
There are many methods to measure HRTFs (see Appendix B). In the time-
domain: impulse response followed by an FFT, which can be made fast (with 
real human subjects) but only with limited SNR and spatial resolution. 
Frequency-domain methods need broadband stimuli, e.g. noise excitations. 
They have increased SNR due to averaging and a long measurement time. For 
reproducible measurements we need an objective and accurate measurement 
system. Head and Torso Simulators (HATs, dummy-heads) are suited for long-
time measurements and they try to model the “average human head”.  
Former measurements were made at the Békésy György Acoustic Research 
Laboratory at the Technical University of Budapest in order to identify the 
minimal-phase property of the HRTFs of a dummy-head in connection with the 
visual capability of the eyes [45, 144, 145]. This investigation also showed parts 
of the system, which were inappropriate (horizontal resolution of 5°, 
reproducibility, SNR). We updated and re-installed a full automatic, computer-
controlled measurement system for measuring huge amounts of HRTF data 
using novel methods to increase the precision and SNR.    
This section introduces new methods, like generating a pseudo-random noise 
excitation (algorithm), methods to decrease the disturbance of the 220 V mains 
periodicity, effects of averaging, test measurements and settings of azimuth and 
elevation with a computer controlled turntable and a laser targeting system.  
It is necessary to reach this kind of accuracy, because we will later work only 
with the differences between measured HRTFs. So most of the individual 
properties and differences as well as the “undesired transfer functions” in the 
measurement chain will be eliminated [46, 74]. 
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4.2 The measurement setup 
4.2.1 General parameters 
 
To investigate the small differences and changes in a HRTF database, we 
definitely need an objective system, which allows precise and reproducible 
measurements. Our goal was to install a system with increased SNR compared 
to the general used systems by keeping a good spatial resolution [8, 9, 45, 61, 
76, 146]. 
The HRTFs were measured using a Brüel&Kjaer Head and Torso Simulator 
Type 4128 placed on a turntable in the 125 m3 anechoic room. The elevation of 
the loudspeaker is adjustable by strings from -45° up to +90°. From former 
psychoacoustic investigations we decided to use a spatial resolution of 1° in the 
horizontal plane, and 5° in the elevation according to the best resolution of the 
auditory system. Pseudo-random broadband noise signal is used as stimulus, 
and two channel responses are collected and averaged in a reference 
measurement.  
The measuring software controls the turntable, delivers the stimulus from the 
DSP card, and stores the responses of both ears simultaneously with 50 kHz 
sampling frequency, 16 bit resolution and 4096-point FFT. Eq.7. shows the 
linear spectral resolution of the measured transfer functions based on the sample 
frequency and points of FFT. The DSP card is an AT&T Ariel mainboard with a 
DSP32C processor. Brüel&Kjaer 2706 power amplifier, and 2636 measuring 
amplifiers are used (Fig.32.). 
 
 HzHzRES FFT 2,124096
50000 ==     (7) 
 
For the proper setting of source elevation a laser targeting system is used and 
for increasing the SNR a robust averaging procedure was built based on 
reducing the high voltage mains effect (see below).  
The most important property of the loudspeaker is the deviation of its transfer 
characteristics according to its reference axis. This was measured using a 
Brüel&Kjaer microphone type 4166. By lateral movements of 6° of the 
microphone no significant errors occurred in the measurements (Fig.33.). The 
same kind of fluctuating transfer function of the loudspeaker was measured and 
found to be proper for reference measurements in [120]. The effects of the 
undesired transfer characteristics in the measurement chain were eliminated by 
the reference signal and by calculating the HRTFs as usual: 
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The reference signal was measured with the same Brüel&Kjaer 4166 
microphone (Fig.34.). The validity of the HRTFs is above 200 Hz. 
 
 
 
Fig.32. The measurement setup 
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Fig.33. Transfer characteristics of the loudspeaker within ±6 degrees from the 
reference axis measured with a linear, unidirectional microphone type BK 4166. 
 
 
 
 
 
Fig.34. Setup for measuring the reference signal, the transfer characteristics of 
the loudspeaker and for the impulse response. 
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4.2.2 Setting of the elevation 
 
The elevation of the source is adjustable by strings in ∆δ=5º steps between –45 
to +90 degrees. The first task is the precise setting of the sound source 
elevation. A small mirror is placed on the box of the loudspeaker and a laser 
targeting system (LTS) onto the head of the torso. This is a red laser beam 
focused on the mirror. The elevation of the beam (δ’) can be set with a precision 
of 5” which results in a 0,77% precision of setting the sound source elevation 
assuming ∆δ=5º resolution.  
The setting procedure is based on geometrical calculations of the reflected beam 
(Fig.35.). As the elevation of the loudspeaker changes, both the elevation of the 
beam and the distance of the reflected spot vary. The measuring software 
calculates the data needed for the setting. The inputs are the desired source 
elevation and the source distance, and the outputs are the elevation of the LTS-
beam and the distance of the reflected spot measured from the origin. The beam 
elevation is linear; the distance is non-linear function of the source elevation. 
The LTS has to be calibrated carefully and it is removed from the head after 
setting the elevation (possible error of the uncalibrated LTS without calibration 
would be 3,1 % elevational and 10% azimuthal). 
Similar method was used by Gardner. KEMAR HRTFs were measured using 
the MLS impulse response method, motorized turntable and ray projection from 
the center of the KEMAR face to set elevational positions in five degree steps, 
but only with a SNR of 65 dB [179]. 
Fig.36. shows HRTFs measured in 45° azimuthal steps (left ear) at source 
elevation δ=90° (above). No significant difference appears, because turning of 
the torso should not influence the results in this case. Fig.37. shows comparative 
result between our measurement (dotted line) and the original HRTF data of the 
torso as given in the instruction manual (solid line). 
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Fig.35. Setting the sound source elevation. 
 
 
 
 
Fig.36. Testing the elevational settings. Set of HRTFs measured in 45° 
azimuthal steps (9 HRTFs, left ear).  
Source elevation is δ=90°. There is no significant difference if the sound source 
is above the head, supporting the theory.  
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Fig.37. Comparative figures of the dummy-head HRTFs at frontal incidence. 
Solid black line shows the HRTF given in the Instructions Manual, dotted red 
line is the HRTF measured in the present investigation. 
 
 
 
4.2.3 Setting of the azimuth 
 
The goal is to control the turntable in 1° steps. The original built-in motor was 
replaced in a Brüel&Kjaer turntable with a stepping motor. This can be 
controlled more precisely. The motor makes 32000 steps until the turntable 
makes 360°. This is 88,88 steps/degree on average. The turntable is 
synchronized to the ϕ=0° azimuth.  
Corresponding to the number of the steps of the motor, any arbitrary position 
can be set with a precision of 1/32000. The 1° azimuthal positions can be set 
with an average precision of 1/88,88. This corresponds to a satisfactory relative 
value of 1,14%. We found that this precision is necessary to find “hidden 
effects” in the HRTFs, e.g. the pinnae reflections at 11 kHz between 60-90º in 
the horizontal plane (see below). The measurement software controls the 
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stepping motor in the turntable. A similar method for comparison of settings 
using a laser pointer is in [95]. Fig.38 shows three HRTFs from ϕ=359°, 0° and 
1° in the horizontal plane. At this resolution no significant difference appears 
between the measured transfer functions. 
 
 
 
 
Fig.38. Set of HRTFs measured in ϕ=359°, 0° and 1° for the left ear in the 
horizontal plane. 
 
 
4.2.4  The pseudo-random noise excitation 
 
For the measurement a pseudo-random noise stimulus is used, presented 
periodically. A broadband noise excitation is advantageous, because more 
signal power can be produced in contrast to impulse excitation. That means 
larger dynamic range and higher SNR. The pseudo-random noise signals have 
the advantageous properties of the white noise signal (it is generated by a 
random algorithm), and on the other hand as a deterministic signal (stored as 
numbers on the hard disk) it can be repeated exactly [147, 148]. This makes 
possible the use of repeated measurement and increase of the SNR by 
averaging. 
It is clear, if we use white noise excitation, the SNR of the measurement is 
frequency dependent due to the non-linear transmission of the system. This can 
be easily represented by the noise spectra of the system. Because this noise 
spectra vary with the frequency, the use of white noise excitation results in 
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frequency dependent SNR. Frequency independent SNR can be achieved if the 
spectrum of the stimulus “looks like” the spectrum of the systems’ noise: the 
higher the noise is in a given frequency domain, the greater should be the 
energy contained in the stimulus.   
To generate a noise signal the MLS technique is a widely used procedure 
through the fast Hadamard transformation [149, 150] or using Golay codes [95, 
151, 152]. An alternative way to generate a pseudo-random noise signal is 
presented here (Fig.39.). Description of a similar signal is in [35]: the 
generation of a pseudo-random phase spectra with uniform distribution between 
–π and +π and flat magnitude response, IFFT of 4096-points and 44100 Hz 
sampling frequency is used in an averaging of 100 frames against uncorrelated 
noise elements and for increasing the SNR. Nowadays, sweep measurements are 
also preferred instead of MLS methods, because they have a quite large SNR (of 
about 90 dB) without the effect of loudspeaker non-linearity and harmonic 
distortion [153]. 
 
The algorithm was created in order to approximate the average power spectra of 
the entire measurement system. To get this input information we made repeated 
measurements with the system by zero-excitation, and the averaging was made 
based on signal power: 
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The measurement was made with a unidirectional microphone in the horizontal 
plane turning in 20° steps (j=1…18). The algorithm will disregard the measured 
phase information. 
The stimulus has to suit the following 3 requirements: 
1., it has to be presented periodically, and the length of the stimulus 
should exceed T, where T is the effective length of the impulse response 
computed from the transfer function of the actual system. 
2., the spectrum of the stimuli has to be a good approximation of the 
average noise spectra of the system calculated above. This results in a frequency 
independent SNR. 
3., its crest factor has to be small, near to unity, because the power of 
the stimuli can be the largest this way without any distortion or overload. 
Furthermore, the quantisation noise will be the smallest. The crest factor is 
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defined as the ratio of the peak to RMS voltage (Eq.11.). The crest factor 
indicates how much energy is lost using a signal compared to the ideal case of a 
stimulus whose RMS equals to the peak value; and through the normalization 
the maximal energy in a measurement can be extracted [153]. 
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where T is the linear averaging time.  
The exact mathematical solution of this problem is not known, but based on 
numerical analysis the following algorithm is suitable to generate a sufficient 
signal within a reasonable running-time. A different algorithm for noise with 
gaussian magnitude distribution is described in [154].  
 
 
 
Algorithm 
 
 
The time difference between the samples of the stimuli is: 
 
f
t 1=         (13) 
 
where f is the sampling frequency of 50 kHz. For the block-length it is: 
 
t
TN > .       (14) 
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It is comfortable to choose N as the nearest power of 2 for a rapid FFT. In our 
case N is 4096, so the length of the period of the stimuli is 81,92 ms. 
 
1. For starting the algorithm take the Reavg average power spectra calculated 
above. Let the Imavg phase be a random variable with uniform distribution 
over the 0...2π interval. The IFFT of this spectrum satisfies the first two 
requirements but does not satisfy the third.  
 { })ImRe)( avgavg jIFFTtn +=      (15) 
 
2. Compute the crest factor and its square root in the time-domain: 
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3. If there are samples which absolute values exceed  
 
nRMSn QtnQ )(
' = ,      (18) 
 
reduce these samples to this Qn value without affecting their sign. 
 
4. Compute the FFT. The spectrum usually does not satisfy the second 
requirement. Normalize the spectra so that its total power will be equal to 
the power of the spectra at the start.  
 
5. Let it be  
 
nn Qq log20=        (19) 
 
If there are spectral components which absolute value exceed more than qn 
dB the corresponding component of the spectra at the start, cut these 
amplitudes so that they will be exactly qn dB greater than the corresponding 
component without affecting the phase information. Similarly, modify the 
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component if the absolute value is more than qn dB less, than the according 
component of the starting spectra. 
 
6. Compute the IFFT again, and repeat the steps from point 2 until the crest 
factor seems to be small enough and the target spectrum is „close enough” to 
the starting spectra. 
 
 
 
Properties and Signal-to-Noise ratio 
 
Under a short running-time a 1,1 crest factor and a 0,2 dB deviation is 
obtainable. This stimulus is used for the measurements, recording the reference 
signal and the transfer characteristics of the loudspeaker.   
Periodic signals of length 2N are better for the FFT than binary MLS sequences 
that usually are generated with an N-staged shift register and an XOR-gate 
connected to each other, so they only have 2 N -1 states running through [153]. 
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Fig.39. Block diagram and build-up overview of the algorithm for generating 
the pseudo-random noise excitation. 
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4.2.5 Effect of the high voltage periodicity 
 
It is a well-known disturbance of acoustic signals if the periodicity of the high-
voltage current (220V) can be heard. The European alternate current in the 
socket has a periodicity of 50 Hz, and disturbances could appear at multiple 
frequencies (100, 150 Hz etc.) as well. 
This section shows shortly a method to decrease this disturbance by 18 dB. This 
method measures the real-time state of the 50 Hz current and de-synchronise the 
measurement. This means, every single measurement of the system is an 
average of 24 phase-delayed measurements inside a period of 1/20 sec. This 
“filtering” was tested, and the optimal number of sub-measurements was 
declared (24). The 24-time increase of the measurement frames and 
measurement time increases the overall SNR as well. 
A small High Voltage Transformer (HVT) unit is plugged into the socket 
generating a TTL-level logical output signal according to the instantaneous 
frequency fluctuation of the mains as seen in Fig.40. This output signal is 
plugged into the DSP card.  
The principle of the noise reduction is that the measurement - which alone 
includes 32 frames (periods) of the stimuli - will be repeated in different restart 
positions during 20 ms. By partitioning this interval and averaging the 
responses, we will get a result independent of the phase and the fluctuations of 
the mains periodicity. Using this procedure we can decrease the amplitudes 
depending of the number of restart positions.  
In test measurements we had to find the optimal number of the restart positions. 
Fig.41. shows the results by inactive module, and restarting in 24 and 120 
positions. Test signal is a 50 Hz rectangle signal.  
It is clearly seen that the partition for 24 restart position is optimal with an 18 
dB reduction of the amplitudes which can not be increased significantly. 
Increasing this number does not result in improvement of the SNR, but the 
measurement time increases gratuitously. All in all, we make the averaging over 
768 frames of the stimuli to increase the overall SNR in one measurement. 
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Fig.40. The function of the High Voltage Transformer (HVT) unit. Timeslots 
are also shown according to 24 restart positions. 
 
 
 
 
 
Fig.41. Testing the reduction of the components at 50 Hz and multiple 
frequencies. The figures show amplitude values by inactive module and by 
restarting in 24 and 120 positions respectively.  
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4.2.6 Environmental reflections and room impulse response 
 
Eliminating the reflections is elementary in every free-field measurement 
situation. There are more objects producing reflections in the anechoic room, so 
their covering with sound-absorbing materials is necessary. Most of the 
reflections came from surfaces parallel with the horizontal plane near to the 
ears. Fig.42 shows the smoothing effects at low frequencies of the absorbing 
materials placed on the turntable. Over 3 kHz this effect is not significant. Our 
former measurements also suggested using absorbing cover on the frame 
holding the loudspeaker. 
 
 
 
 
Fig.42. Low frequency smoothing effect due to the covering of the turntable 
surface and the rails. Blue line is for the original HRTF and green is for HRTF 
measured with absorbing materials. 
 
 
Measuring of the impulse response will give the answer to the remaining 
reflections (their existence, direction and time delays) and by spectral evaluating 
we can find marks of intraperiodic or interperiodic time variances [150]. Both 
single-frame and averaged impulse responses were measured. To generate an 
impulse, a 4096-element array was filled with zeros, except the first element 
(value 1000).  
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By evaluating the response array we calculated with the value of 344 m/s as the 
speed of sound. The resolution of the response is 20 ms, the total length of the 
array is 81,92 ms. The primary incidence arrives after 6,22 ms. The traveling 
time in the air is 4,8 ms. The first 500 elements are „useful”, the rest is due to 
remaining reflections. These could be eliminated by truncating the impulse 
response. Fig.43. shows the impulse response in linear scale.  
 
 
 
 
 
 
Fig.43. The impulse response on linear scale. 
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4.3 Testing 
 
As a general rule we use the fact that every time we double the number of the 
same measurement, the SNR will increase +3dB as the result of the averaging. 
This is only valid if there are no time variance effects within a single 
measurement or between measurement frames and the noise is uncorrelated with 
the signal. The presence of intra and interperiodic time variance can be detected 
from the spectra of the impulse response [150]. In contrast to a system 
measuring with impulse excitation getting the same SNR needs less time using 
broadband signals [118]. The effect of the 768-times averaging is clearly visible 
on the spectra of the noise in the left-channel. No excitation is present. Fig.44. 
shows the same spectra measured in single-frame and using the 768-times 
averaging for comparison. The same smoothing effect is achievable by 
truncating the impulse response function in time-domain.  
Our former measurement with this system had an averaged SNR only about 60 
dB [45]. In the literature of spatial hearing and acoustical measurements signal-
to-noise ratios were reported from 20-30 dB up to 60-70 dB [8, 9, 10, 12, 61, 
180]. The DSP card normally satisfies within the half-bit error limit the 
following SNR-equation: 
 
dBnSNR 1,9802,674,1 ≈+≈     (21) 
 
in case that the entire dynamic range is maximally used (n=16). As Eq.21. 
shows, if the signal to be converted from analog to digital does not use on 
average the 16 bit resolution, the SNR will decrease (see also Eq.6.) [155, 156]. 
During test measurements we determined the highest amplitude value to be 
converted. It is from ϕ=90° incidence in the horizontal plane. In the origin this 
corresponds to a 74,6 dB SPL. The maximal number of bits needed to convert 
the peak value of the analog signal is 15,5 bit, but samples in a two-channel 
measurement use only 9,78 bits on average. Using Eq.21. indicates that the 
average SNR based only on the used signal processing system is ca. 60 dB. 
Random noise can be seen as a stationary random variable with uniform 
distribution. If a stimuli is deterministic and is presented periodically, by 
doubling the measurement frames a +3dB improvement in the SNR can be 
achieved by averaging. The 768-times averaging used delivers a +28,85 dB 
increase, and thus, the average SNR is about 89 dB. In addition, this SNR is 
increased by reducing the high voltage mains disturbing effect at special 
frequencies. 
The number of the measurement frames is limited by the memory of the DSP 
card and by the measurement time. The highest number allowed by the on-board 
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memory is 15840 frames, which correspond to a +42 dB improvement. On the 
other hand, the time of a „single measurement” will be 20 times higher, than 
with 768 frames. We have measured HRTFs with both frame numbers. Fig.45. 
shows the left ear HRTFs in the frontal direction averaged over 768 and over 
15840 frames. There is no visible difference which would be worth an increase 
in the measurement time that much. 
The reproducibility of a system tells us if we are able to re-measure the same 
transfer function (TF) under the same conditions with the same precision. There 
is an easy way to find out the precision and reproducibility if we divide the 
transfer functions from the same direction in repeated measurements:  
 
 



=
i
i TF
TFTFD 1log20      (22) 
 
 
where TFDi are a set of transfer function differences showing the deviations in 
dB as the function of the frequency (i is the number of measurements). 
Basically, the system accuracy depends on reflections, signal processing, and on 
the accuracy of the elevational and azimuthal settings. Deviations between the 
transfer functions in the entire frequency range are less than 0,5 dB in repeated 
measurements with unidirectional microphone independent of azimuth and 
elevation.   
Using a periodic chirp source signal (sine-wave sweep) in 1 degree resolution, 
where the number of periods was equal to the number of the FFT points, a 
reproducibility of ±1,5 dB was reached and declared to by satisfying [52]. 
Existing methods of obtaining TFs are reviewed in [153]. 
Later, Fig.46. will show that head-shadow effect occurs only over about 4 kHz, 
which supports former results [10]. Shaw observed a constant decrease of the 
magnitude of the HRTF in the shadow zone (–15°–75°) up to –75° between 3-6 
kHz due to waves passing over the head, and interference is between 0-60° [6]. 
Due to our concurrent measurements it depends on the azimuth, elevation and 
on the acoustical environment near to the head as well [45, 137]. 
Measurements with the head and torso simulator have deteriorative accuracy 
depending on azimuth and elevation caused by the head shadow, the shoulders, 
the asymmetry of the head and the pinnae. KEMAR HRTFs have been shown to 
produce a good „typical” head shadowing model [179]. The polar histogram in 
Fig.47. shows the deviation-ranges in repeated HRTF measurements in the 
horizontal plane. The distended circles represent linear frequency scaling with 
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the appropriate center frequency. As expected, in the most sensitive range the 
fluctuation is small, less than 1-2 dB. As the source moves into the head-
shadow area the HRTFs will be hard to evaluate. The shadowing-effect of the 
head produces random effects and thus, even from the same direction, a large 
deviation is natural.  
 
 
 
(a) 
 
(b) 
 
Fig.44. Effect of averaging. The noise spectrum of the left channel is shown by 
zero excitation.  
(a) No averaging was used (single-frame). (b) After averaging over 768 frames 
of the stimulus. 
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Fig.45. HRTF measurements by averaging of 768 and 15840 frames in the 
direction δ=ϕ=0° (left ear). These correspond to an increase of the SNR of 
+28,85 dB and +42 dB respectively. There is no visible difference. 
 
 
 
 
Fig.46. Example of the variable domain caused by the head-shadow. Set of 10 
HRTFs measured between ϕ=250°-260° azimuth (left ear) in the horizontal 
plane. Above 1600 Hz the HRTFs vary to rapidly.
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Fig.47. 2D spatial representation of the magnitude of HRTF data for a fixed 
elevation as a function of azimuth and frequency. The polar histrogram shows 
the deviations between HRTFs from repeated measurements in the horizontal 
plane for the right ear based on Equation 16. The natural deviations of the 
HRTFs caused by the filtering and shadowing effects are shown as unsigned 
absolute values in dB. The circles correspond to frequency domains with 1 kHz 
bandwidth marked with the center frequency (linear scale). Note the head-
shadow area (filled black) and the domain caused by the pinnae between 60 and 
90 degree at 11 kHz and the contralateral side at 2 kHz (“bright spots” [37]). 
The “noisy domain” is in the head-shadow area, where HRTFs vary more than 9 
dB after independent measurements from the same direction. This leads to 
disturbed and rapidly variabled high frequency components. 
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Note the large deviation in the ϕ=60-80° domain around 11 kHz and on the 
contralateral side at 1600-2500 Hz. The HRTFs from this direction in repeated 
measurements are almost identical, but between 11 and 12 kHz they are shifted 
about 25-30 Hz and this difference is enough to affect the TFD and produce 
large deviation. Small shifts in the frequency of sharp notches in the HRTFs 
from recording to recording result in relatively large variations over very 
narrow frequency bands [95]. This suggest the importance of the microstructure 
of the HRTFs. Removing the shoulders or covering them with absorbing 
materials also decreases this effect but does not eliminate it completely like 
removing of the pinnae. This high frequency random effect of the pinnae caused 
by its reflections can be handled by the „multipath-theory” calculating 
secondary sound paths in the time-domain [54]. 
 
 
4.4 Summary 
 
HRTF database was recorded in the anechoic room using a dummy-head placed 
on a turntable with the following properties (Table 13): 
Spatial resolution is 5° from -45° to +90° in the median plane and 1° in the 
horizontal plane. Setting the proper sound source direction can be made using 
the calibrated LTS with the precision of 0,77% elevational, and with 1,14% 
azimuthal calculated with 1,8 m source distance. 
The signal processing includes 50 kHz sampling frequency, 16 bit resolution in 
two channels simultaneously and 4096-points FFT. The resolution of the 
response is 20 µs and 12,2 Hz linear in the time-domain and frequency-domain 
respectively. The validity of the measured transfer function is above 200 Hz.  
Electronic disturbances like the high-voltage mains influence and random noise 
effects are decreased during long-time averaging. The high-voltage components 
are reduced by 18 dB and, moreover, the SNR allowed by the signal processing 
is increased by 28,85 dB. The overall SNR is frequency independent and 
reaches 89 dB or more. The optimal repeat of the signal is 768 frames.  
The applied non-MLS pseudo-random noise stimuli can be used for every 
transfer function (TF) measurement with this system. The algorithm is able to 
generate easy and fast the proper stimuli for every system other than ours. 
The deviation (precision and reproducibility) between the measured TFs is less 
than 0,5 dB considering that HRTF measurements have increased uncertainties 
caused by the head and the torso. The next section shows how we can evaluate a 
huge amount of HRTF data and spectral differences of about 1 dB. 
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source  
elevation  [-45°,+90°], 5° steps, 0,77% precision 
azimuth   [0°, 360°], 1° steps, 1,14% precision 
distance   1,8 m 
signal processing 
sampling frequency 50 kHz 
conversion  16 bit maximal; 9,78 bit on average 
FFT   4096 points 
resolution  20 µs., 12,2 Hz (linear) 
channels   2 channel, simultaneously 
averaging  >768 frames 
reduction of high-voltage  
                     disturbance    18 dB at 50Hz, 100 Hz etc. 
Loudspeaker 
 diameter   0,12 m 
Transfer function (TF)        constant  (within ± 6°) 
stimuli:     non-MLS 81,92 ms. pseudo-random noise 
SPL in the origin   74,6 dB  (max.) 
validity of the TF   above 200 Hz 
overall SNR   > 89 dB   (frequency independent) 
deviation in TFs   < 0,5 dB  (reproducibility)              
Table 13. Datasheet of the measurement system 
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5 Evaluation of differences in dummy-head 
HRTFs caused by the acoustical 
environment near to the head 
 
5.1 Introduction 
 
In section 4 we introduced an accurate dummy-head measurement system for 
automatic recording of the HRTFs. The precision allows us to evaluate 
differences in a range of about 1 dB in the fine structure of the HRTFs and in 
the so called HRTFDs (HRTF Differences). We do not need individual 
recordings or human interaction.  
We have also seen that the measurement of the HRTFs shows significant 
“random effects” due to torso reflections and shadowing. The term random in 
case means if we measure the response of the ears in the “head shadow area” we 
do not measure the same response over time in repeated measurements. This is 
due to the natural shadowing and reflecting effects (existing secondary sound 
paths and no primary incidence) of the head and/or the modifications of the 
acoustical environment. 
The connection between the variations of the HRTFs and the acoustical 
environment near to the head is discussed here. Our goal is to search typical 
properties of the magnitude response of the HRTFs as the source is moving in 
the 3D space. We will show how the head-shadow and pinnae reflections 
influence the sensation on the lateral side (closer ear) and at the contralateral 
ear. The primary (direct) wave reaches only the closer ear but the contralateral 
ear only gets secondary reflections (diffuse-like sound field) – therefore no high 
frequency information. 
“Small changes” in the environment near to the head influence the HRTFs 
significantly, up to 15-20 dB. We can find typical properties and effect of 
glasses, hair, caps or clothing. In the real life we do not hear differently, we do 
not have decreased localisation performance after a hair-cut or without wearing 
the glasses. On the other hand, smaller changes in the HRTFs during a binaural 
playback may lead to insufficient or distorted localization. Based on Fig.47. we 
show polar histograms showing an “overlapped” effect: the normal deviations 
and their extensions and changes are due to these everyday life objects. The 
effect is showed on some figures only as the function of frequency as well. The 
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evaluation is mostly based on spectral differences between the HRTFs. 
Comparison of different methods can be found in [157]. 
 
 
5.2 Terms of use 
 
The mathematical analysis uses the following definitions and abbreviations. 
Assuming that the complex HRTFs are divisible mathematically, the free-field 
HRTF Difference (HRTFD) is defined as a quotient of HRTFs from the same 
direction but under modified conditions: 
 
21
2
1 log20log20 CC
C
C HRTFHRTF
HRTF
HRTF
HRTFD −==    (23) 
 
where C1 identifies the reference and C2 the modified condition. We plot the 
20log/HRTFD/ magnitude response as the function of frequency (Fig.63-65) or 
as 2D polar histogram as function of frequency and azimuth (Fig. 57-62). 
The complex quotient refers to subtraction of two logarithmic magnitude 
responses. This difference gives us the deviation in dB between two HRTFs 
measured in the same direction but under modified conditions at all frequencies. 
For analyzing the HRTFDs we do not need individual recordings on real human 
heads because the dividing will eliminate the individual differences. The 
dummy-head HRTFs can be regarded as a particular individual set of HRTFs. 
We are only interested in changes and deviations caused by modifications of the 
acoustical environment near to the head.  
All the interaural differences can be calculated as well. E.g. the interaural 
HRTFD from ϕ=30° is defined as the quotient of the monaural HRTFDs: 
 
°=Φ
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monaural
eraural fHRTFD
fHRTFD
fHRTFD    (24) 
 
showing the difference between the HRTFDs of the two ears. For further 
applications we can calculate the difference of second order: differences 
between two HRTFDs may represent the effects better. 
Properties of the HRTFDs are: 
- They can be easily calculated (complex division) 
- No individualism needed (it will be eliminated by the dividing) 
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- The system above is able to measure them accurate, automatic and 
in a huge amount 
- Differences of about 1 dB can be evaluated 
- They can determine the measurement accuracy (using a 
unidirectional microphone) 
- In simple cases they are able to detect primary reflections, their 
distance and show the affected spectral regions by the reflections 
without any time-domain measurement [158]. 
First we have to measure all the HRTFs in a so-called “normal” situation: the 
torso is placed on the turntable without any additional materials (“bare torso”). 
The HRTFC1 database is recorded according to the resolution and accuracy 
given in Table 13. The next step is to repeat the whole measurement the same 
way - except with certain modifications in the acoustical environment (database 
HRTFC2). These are: wearing a cap, glasses, clothing and having hair. 
Calculating now all the HRTFDs the results will show the acoustic role of the 
measured objects together (overlapped) with the natural deviations of the torso. 
With an extensive analysis we are searching for significant and representative 
effects in the frequency domain to find how, where and how much do they 
influence the HRTFs. It will be shown, that these small changes in the 
acoustical environment influence the HRTFs significantly.  
Originally the HRTFD has up to seven dimensions: 
  
HRTFD=F{δ, ϕ, r, jω, channel, condition}.  (25) 
 
Because it is hard to handle with so many parameters, some simplifying is 
required. In the first approximation the HRTFDs are independent from the 
source distance r, from the complex variable j (only magnitude responses are 
evaluated) and from the number of channels. The latest one is based on the fact 
that the head and torso simulator is completely symmetrical and our 
observations support that all results from the left ear are identical to those from 
the right ear (360°-LEFT). If the conditional variable can be set only as the 
three different objects mentioned above, we get the following functions to 
evaluate: 
 
HRTFDhair(δ,ϕ,f)      
HRTFDcap(δ,ϕ,f)     (26) 
HRTFDglasses(δ,ϕ,f) 
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where π
ω
2
=f  in Hz; δ identifies elevation; ϕ identifies azimuth in degrees. 
The magnitude responses of the HRTFDs are plotted for a fixed elevation and 
condition as a function of azimuth and frequency on the polar diagrams of 
figures 57 to 62. Other 2D spatial-domain representation of HRTF data can be 
found in [157].  
The rise of the spectral curves both for HRTFs and for HRTFDs is defined in 
dB/Hz. With this variable we can quantify the edges of peaks and valleys in the 
HRTFs. After the derivation the DHRTF is defined as 
 
DHRTF = 
f
jHRTF
∂
ω∂ )(log20             (27). 
 
This curve needs smoothing, e.g. by moving windowing with variable 
bandwidth. Complex FFT and power spectral smoothing using one-third-octave 
band or non-uniform filter-bank performing a moving average over frequency 
(reduced resolution) is described in [159]. 
 
 
5.3 Evaluation of dummy-head HRTFs in the 
horizontal plane based on deviations in the peak-
valley structure of the bare torso 
 
In this section we analyze the horizontal plane HRTFs from the HRTFC1 set 
recorded in a resolution of 1°. Due to the median plane symmetry the analysis is 
made only for one ear. We search for typical changes in the peak-valley 
structure both in frequency and magnitude by azimuthal movements of the 
sound source. The procedure corresponds to plotting of ten nearby HRTFs 
together as the source moves from ϕ=0° in the horizontal plane around the 
head. The “thickness” of the plotted lines delivers relevant information about 
the effect of azimuthal turning: if the figure containing ten HRTFs is “thin”, the 
similarity between the HRTFs is large; if the figure is “thick”, the HRTFs vary 
significantly as the sound source is moving.  
In the region 0°-30° there is a constant increase of the overall HRTF level up to 
3-5 dB independently from the frequency (Fig.48). Furthermore, the peak at 9 
kHz increases by 7-9 dB. Other deviations of the nearby HRTFs are limited 
under 1 dB except between 2-10 kHz where this limit is 2 dB. 
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Fig.48. Horizontal plane HRTFs from the directions ϕ=0° and ϕ=30°. The 
overall signal level increased without significant changes of the peak-valley 
structure. The peak at 9 kHz increased about 9 dB. 
 
 
The signal level reached at 30° remains constant until 80°. This region seems to 
be the most sensitive monaural domain of the hearing system in the horizontal 
plane: the plotted HRTFs are similar. The positive-going edges are very thin; 
the changing of the azimuth is only noticeable on the height or deepness of a 
peak or valley (Fig.49.). Only the changes in the domain between 7-8 kHz are 
not limited under 1 dB. Some increase of the peaks and valleys at 8, 10 and 12 
kHz is also noticeable. This region can be identified as the “monaural sensitivity 
domain” with the axe ϕ=45° (Fig.50). It was also found, that measured ITDs are 
minimal between 1,2-1,6 kHz between 15° and 60° [51]. The same minimal 
changes (1-1.5 dB) within repeated measurements and asymmetrical spectral 
variations of the HRTFs about the interaural axis were also found by Carlile 
and Pralong supporting our observations [95]. They show the so called 
minimum audible field (MAF) sensitivity function, which describes the 
minimum detectable pressure level, determined at the position of the subject’s 
head for a free-field stimulus in the median plane. This is also defined as a 
binaural measure of sensitivity for a free-field sound but it can be applied to the 
monaural HRTFs. It seems there is a marginal increase in sensitivity under 
binaural listening conditions. 
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Fig.49. Typical changes in the peak-valley structure of the HRTFs in the 
horizontal plane. Ten figures are plotted between 40 and 50 degree in 1° 
resolution. The positive-going edges are very “thin” and changing of the 
azimuth is only noticeable on the height or deepness of a peak or valley. 
 
As the source moves from the most sensitive domain the “thickness” of the 
plotted HRTF curves increases. Between 70°-110° the most important peak at 3 
kHz and the valley at 4 kHz is falling down by 4 and 9 dB on aggregate 
respectively. The positive- and negative-going edges are still very thin, but the 
height of the peaks and valleys is changing significantly, up to 5-7 dB (Fig.51). 
The effect of the pinnae at 11 kHz between 70°-90° is discussed above and in 
[144]. The HRTFs from this direction have a random frequency-shift effect. 
This means that the HRTFs are almost identical during repeated measurements, 
except between 11 and 12 kHz, where a small frequency shift of about 25-30 Hz 
appears causing large differences (up to 15 dB) in the quotient of the magnitude 
responses. 
Decrease of the overall signal level at the middle frequency components is 
conspicuous between 90°-140°. At 4 kHz this can reach 20 dB (Fig.52). The 
signal level increases between 140°-180°. This area can be influenced very 
much by affecting the acoustical environment near to the head. 
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Fig.50. Monaural sensitivity domains for the left and the right ear. The 
overlapping area between ±20° defines the binaural sensitivity domain (see 
Fig.54.). Letters show the symmetry to the 45°-axe. HRTFs from the items with 
the same letter are similar for the according ear. The local maximum area is 
symmetric to the 180°-axe (see Fig.53.). The minimum of the monaural 
sensitivity is on the contralateral side: at 255 degrees and at 105 degrees for the 
right and left ear respectively (see Fig.55.). 
 
 
 
 100
 
 
 
 
 
Fig.51. Horizontal plane HRTFs from the directions ϕ=70° and ϕ=110°. The 
valley at 4 kHz decreased about 9 dB. The positive and negative going edges do 
not vary in this domain. 
 
 
 
 
 
Fig.52. Horizontal plane HRTFs from the directions ϕ=90° and ϕ=140°. 
Only the domain between 4-8 kHz changes significantly. 
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In the direction “back” we have thin lines again referring to a median plane 
source, where no interaural level differences appear and the auditory system 
needs all the HRTF information for the localization. The sensitivity of the 
hearing has a local maximum at 180° with a ±20° symmetry. An interesting 
result is that the same ±20° symmetry is visible at the “frontal” direction 
(Fig.53, Fig.54). 
The head-shadow causes level decrease and random effects in the HRTFs [5, 6, 
7, 10]. Over 200° the overall signal level decreases ca. 2 dB/10° and the overall 
line thickness is getting thicker also ca. by 2 dB/10° above 1 kHz. The local and 
absolute minimum of the sensitivity of the hearing is between 250°-260° 
(Fig.55). Symmetrical to this region a little improvement begins, but only after 
300° are the usual peaks and valleys recognizable (3, 9, 12, 15 kHz) with a 
thickness of 4-5 dB. The domain 340-360 degrees are comparable with 0-20° 
(Fig.54 a-b). 
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(a) 
 
 
 
(b) 
 
 
Fig.53. Two figures show ten plotted HRTFs in 1° resolution in the horizontal 
plane for comparison. 
(a) ϕ=170°-179°       (b) ϕ=180°-189°. 
Note the median plane symmetry to the ϕ=180°-axe in the local maximum area 
of the monaural sensitivity. The HRTFs in figure (a) „look like” those from 
figure (b). Compare with Fig.54. 
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(a) 
 
 
 
(b) 
 
 
Fig.54. Two figures show ten plotted HRTFs in 1° resolution in the horizontal 
plane for comparison. 
(a) ϕ=350°-359°       (b) ϕ=0°-9°. 
Note the median plane symmetry to the ϕ=0°-axe in the binaural sensitivity 
domain. The HRTFs in figure (a) „look like” those from figure (b). Compare 
with Fig.53. 
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(a) 
 
(b) 
 
Fig.55. Minimum of the monaural sensitivity in the head-shadow area. The 
components above 2 kHz are too variable to allow evaluation of high frequency 
directional information, but there is no difference below 1600 Hz. Ten HRTFs 
(a) and calculated HRTFDs (b) from the horizontal plane are plotted between 
ϕ=250° and ϕ=260° in 1 degree resolution. Compare with Fig.49.  
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In general we can say that the “thickness” of the edges in the HRTFs do not 
vary significantly which indicates that changing of the azimuth does not really 
influence the peak-valley structure in the frequency (no shifting) only the height 
of the peaks and valleys. This is important because the effect of the cap and hair 
produces relevant shifting in the frequency and create new peaks and valleys. 
The only frequency shift was observed at the 10 kHz valley, which moved up to 
11 kHz and back again. 
Fig.56 shows the role of the pinnae filtering effect at frontal incidence. Two 
HRTFs were measured with and without the artificial pinnae of the head and 
torso simulator. The sound collecting effect at 3 kHz and above 8 kHz is 
significant. Average differences between the spectra of the torso below 3 kHz 
with and without pinnae of 0,86 dB was reported in [24]. Our measurement 
could not show differences even less than 0,5 dB.  
 
 
 
Fig.56. Effect of the pinnae at frontal incidence (ϕ=δ=0°). Both HRTFs contain 
the effects of the torso and the head. The reflecting and amplifying effect of the 
pinnae is clearly visible at the main resonance frequencies of  3, 9 and 11 kHz. 
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5.4 Effect of the acoustical environment near to the 
head 
 
The previous section showed how the HRTFs vary by a moving sound source in 
the horizontal plane. This section analyses the typical effects and deviations in 
the HRTFs by changing the acoustical environment near to the head. These 
modifications on the torso are completely usual in our everyday life. If we put 
on a hat, a cap, get a hair-cut or take off the glasses - we do not recognize any 
differences in our localization performance or in the sound quality [163]. 
The resolution in the measurement is 1° horizontal and 5° elevational from –10° 
up to +30° and we have results from +45° and +60° elevations as well. The 
objects we have been focused on are: four different kinds of glasses, four 
different but similar baseball caps and three toupees with different length and 
haircut. Moreover, some results we obtained from measurements with clothing. 
All of these objects are quite symmetrical and we made the effort to put them 
symmetrically to the median plane. The short-cut hair toupee was placed always 
without covering the pinnae and the long-cut hair always completely covering 
the pinnae. This fact did not influence the results at all.  
During the evaluation of the results we did not observe any significant 
differences among the different kinds of caps, toupees or glasses. These objects 
have common properties and thus common effects on the HRTFs, which are 
represented by the HRTFDs. We present figures containing the averaged effects 
only for the right ear.  
Figures 57 to 67 show the variations in dB of free-field HRTFDs in function of 
azimuth and frequency as introduced on Fig.47 from -10, -5, 0, 5, 10, 15, 20, 
25, 30, 45 and 60 degree elevation for the right ear. The values are unsigned 
absolute values. The conclusions of the next section were made based on these 
figures: hair (a), baseball cap (b) and glasses (c).  
Differences of zero dB in a HRTFD (white domains) may indicate “real 
directional information” in the frequency, because these components are 
constant and independent of the environmental modifications. The monaural 
sensitivity domain is affected at least. 
In the series of Fig.68 to 70 we plotted some representative horizontal plane 
HRTFDs only as function of the frequency to show regular variations. We 
zoomed in to the interesting part of the frequency axis and so the plotted figures 
may have different dB/div value and x-axe scaling. Table 14 contains the 
appropriate frequency domain and azimuthal steps. Note the different scaling of 
the x and y-axis before comparing. 
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 Fig: (domain; step) Fig: (domain; step) Fig: (domain; step)
HAIR 68a: 150°-195°; 5° 68b: 80-170°; 10° 68c: 297°-321°; 3° 
GLASSES 69a: 105°-150°; 5° 69b: 265°-300°; 5° 69c: 250°-270°; 2° 
CAP 70a: 90°-170°; 10° 70b: 140°-185°; 4° 70c: 230°-260°; 2° 
Table 14. Resolution and azimuthal domains. Note the different scaling of the x 
and y axis. 
 
Effect of the objects can be both amplification and damping, and they influence 
not only the height of existing peaks and valleys. They produce new frequency 
components and shifting as well. The evaluation outside the head-shadow area 
(from –20° to ca. 180°) is made in the entire frequency range and inside only for 
the low-frequency components. As a general rule, we never found changes 
under 1600 Hz as expected [5, 12]. The rigid spherical model of the head 
predicts amplifying effects near to the head due to diffraction even if the head 
directly blocks the contralateral ear [128]. This suggestion is supported by our 
measurements below 3 kHz (see later).  
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Fig.57. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation –10°. 
 109
  
                                 (a) 
 
                                  (c)  
                              (b) 
 
              
 
 
 
 
 
Fig.58. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation –5°. 
 110
  
                                 (a) 
 
                                  (c)  
                               (b) 
 
              
 
 
 
Fig.59. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation 0° (horizontal plane). 
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Fig.60. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +5°. 
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Fig.61. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +10°. 
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Fig.62. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +15°. 
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Fig.63. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +20°. 
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Fig.64. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +25°. 
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Fig.65. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +30°. 
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Fig.66. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +45°. 
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Fig.67. HRTFDs showing the effect of hair (a), baseball cap (b) and glasses 
(c) from the elevation +60°.
 
 
5.4.1  Hair 
 
Toupees can be difficult to place onto the head symmetrically to the median 
plane. The evaluation was based on HRTFDs from 11 elevational positions, 1° 
horizontal steps, two channel results and using three different haircuts.  
The monaural sensitivity domain is from –20º to +90 degrees. Hair produces a 
broadband and significant effect, mostly at 9, 10, and 11 kHz. The most 
important domain is between 4-5 kHz, where the differences are large and 
permanent as the source is moving in the horizontal plane independent of the 
elevational position. At lower elevations (up to 20°) the 3,5 kHz components, at 
higher elevations (above 20°) the 2,5 and the 2,8 kHz components are 
influenced as well. Amplifying of hair at 10 kHz was also found in [69]. 
The head shadow area is extended to 200°-340° and differences up to 10 dB 
appear at 1,8 and 2,2 kHz. Above +30° elevation this effect is less significant. 
At +45° and +60° we cannot find a clear monaural sensitivity domain. The 
deviations and the expansion of the shadowed domain decrease (Fig. 68a-68c).  
Shaw suggested that hair produce differences between 3-5 dB [6].  
 
5.4.2  Glasses 
 
The differences appearing at 9, 10 and 11 kHz and the changes at 4-5 kHz are 
less significant than by the cap and hair. Glasses are small, thin objects, they 
may influence the HRTFDs at higher frequencies. The elevational-depended 
components at 3.2 and 3.5 kHz are reduced and decreased as the elevation 
increases (Fig. 69a-69c). 
 
5.4.3  Baseball cap 
 
The same high frequency components are mainly influenced (9, 10, 11 kHz) in 
the monaural sensitivity domain. Up to +15° elevation the differences at 3.5-5 
kHz are the most significant. Frequency shift of the peaks and valleys occur 
depending on azimuth. Above +15° elevation the affected regions are divided 
into separate domains: 3-3.2 kHz and around 5 kHz. Because of the shadowing 
effect of the visor above +20° elevation, the HRTFs vary too rapidly and 
random to evaluate components above 8 kHz. The domains at 3, 4-6, 7, 9, and 
12 kHz are mainly disturbed, but the head-shadow area is not influenced very 
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much. The affected low frequency components are 1.6, 1.8, 2.2 and 2.5 kHz 
(Fig. 70a-70c). 
 
5.4.4 Clothing 
 
Clothing has a common damping effect due to sound absorption. A thin T-shirt 
does not influence the transmission, but a thick shirt or coat has a damping up to 
2-3 dB at 2-4 kHz, 3 dB at 8 kHz and 2 dB at 11 kHz. In the head shadow area 
the low frequency components at 1.5, 1.8, and 2.5 kHz show +2 and +4 dB 
amplification. Tarnóczy observed the same effect: damping of 2-4 dB at 90° and 
6 dB at 180°, amplifying at 6 kHz [74]. The body below 10 kHz is not 
significant, but clothing have influence above 1500 Hz but mostly above 5 kHz 
[75]. Clothing has smoothing effects and cause ±3 dB at 1200 Hz [69]. Both the 
ITD and ILD show differences between measurements made with the bare torso 
and those with a clothed torso and it seems to be not possible to generalize 
about the effect of clothing [51].  
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Fig.63a. Horizontal plane HRTFDs as the function of frequency between 
ϕ=150°-195° in 5° steps using hair according to Table 14. Note the different 
scaling of the axes before comparing. 
 
Fig.63b. Horizontal plane HRTFDs as the function of frequency between 
ϕ=80°-170° in 10° steps using hair according to Table 14. Note the different 
scaling of the axes before comparing. 
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Fig.63c. Horizontal plane HRTFDs as the function of frequency between 
ϕ=297°-321° in 3° steps using hair according to Table 14. Note the different 
scaling of the axes before comparing. 
 
Fig.64a. Horizontal plane HRTFDs as the function of frequency between 
ϕ=105°-150° in 5° steps using glasses according to Table 14. Note the different 
scaling of the axes before comparing. 
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Fig.64b. Horizontal plane HRTFDs as the function of frequency between 
ϕ=265°-300° in 5° steps using glasses according to Table 14. Note the different 
scaling of the axes before comparing. 
 
Fig.64c. Horizontal plane HRTFDs as the function of frequency between 
ϕ=250°-270° in 2° steps using glasses according to Table 14. Note the different 
scaling of the axes before comparing. 
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Fig.65a. Horizontal plane HRTFDs as the function of frequency between 
ϕ=90°-170° in 10° steps using baseball cap according to Table 14. Note the 
different scaling of the axes before comparing. 
 
Fig.65b. Horizontal plane HRTFDs as the function of frequency between 
ϕ=140°-185° in 4° steps using baseball cap according to Table 14. Note the 
different scaling of the axes before comparing. 
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Fig.65c. Horizontal plane HRTFDs as the function of frequency between 
ϕ=230°-260° in 2° steps using baseball cap according to Table 14. Note the 
different scaling of the axes before comparing. 
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6 Discussion 
 
6.1.1  The sensitivity domains 
 
We have already seen that the most accurate and sensitive domain of the 
hearing system is where the overall HRTF level is the highest. The lateral ear 
has more signal power and better SNR than the contralateral ear [157]. 
Furthermore, the lateral HRTFs do not vary significantly neither in the 
frequency nor by azimuthal movements of the sound source. This is the domain 
between –20°-90° showing some symmetry to the ϕ=45°-axe, which direction 
can be declared as absolute maximum of the monaural sensitivity as the source 
is moving toward the ear. The localization cues are the interaural time and 
intensity differences. Our measurement shows that the monaural sensitivity 
region can be recognized significantly only between an elevation of -10° to 
+30°. It is quite logical to term high gain regions as sensitivity regions, like by 
an antenna, but even if monaural listening benefits from high gain regions there 
is no reason to believe that these allow e.g. good localization binaurally.  
Local increase of the HRTFs is at ϕ=180°. A local monaural sensitivity domain 
can be identified ±20° away from the direction “back”. Superior localization 
acuity for rear locations compared with lateral locations was reported in [160]. 
This is not general, but it could be due to the local increase of the monaural 
sensitivity near to the median plane. 
The monaural sensitivity is very unsymmetrical to the median plane: it goes to 
φ=90° but begins only at φ=–20°. The overlapping domain of the two ears is 
only ±20° left and right from the median plane (Fig.50.) called binaural 
sensitivity domain. This assumes that the interaural and complex auditory 
sensitivity is not based only on the monaural sensitivity of the HRTFs. Humans 
try to face the sound sources for the best localization and use the interaural 
differences and the binaural fusion. In the median plane no interaural 
differences appear and only the HTRF should deliver all localization cues. In 
real-life situations head movements are very useful and important to find the 
source. If they are not present, front-back confusion and poor localization 
performance appear.  
This kind of symmetry can be observed at the minimum of the sensitivity. The 
local and absolute minimum is at ca. 250°-260° in the head-shadow area. Local 
minimum at –90° in the ILD was also found in and modeled by rigid sphere 
[52]. 
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6.1.2  Frequency limits in the lateral-contralateral evaluation 
 
There are different limited areas in the frequency domain partitioned by “cut-
off” frequencies during the elevation of the sound source information. 
The limit at 1500-1600 Hz is well known from the literature [5, 12, 51, 99, 
101]. The HRTF has five major resonant points: 3, 5, 9, 11 and 13 kHz but there 
are large individual differences. The high frequency components are responsible 
for the localization: the sensation is more correlated with the real source 
direction if the signal has components above 5 kHz. Above 1600 Hz the 
lateralisation is made based on the envelope. The constant rise of the edges in 
the HRTFs may suggest that the possibilities of the envelope evaluation are 
limited and this phenomenon has an optimum. Lateralisation below 1600 Hz is 
based on ITDs [161]. Interaural Intensity Differences are present from 20 Hz-20 
kHz but they become important above 500 Hz. Monaural spectral features of the 
pinnae appear above 3-3,5 kHz, primary for elevation cues [24]. Low frequency 
elevation cues are not due to the pinnae but to the torso below 3 kHz [88]. We 
can support this observation, as we did not observe any effects or deviations 
below 1600 Hz in the HRTFDs. 
As it was previously shown, head shadowing causes random incidence. This 
means, the HRTFs of the contralateral ear vary too rapidly and randomly to 
evaluate and decode high frequency information and the SNR is less, than on 
the lateral side. The test with the baseball cap supports the finding that 
shadowing and diffraction effects are responsible for the large high frequency 
deviations in the HRTFs. The frequency, from where these effects will be 
effective, depends on the azimuth (marked as black areas on Fig.57-67), on the 
elevation and on the environment as well. The variations of this “cut-off 
frequency” are shown on Fig.71. as functions of azimuth. This averaged result 
is calculated from –10° up to +60° elevation for all objects for the right ear. The 
lowest value of 3 kHz is in the area of the minimum monaural sensitivity 
supporting the findings in [24, 157, 162].  
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Fig.71. Frequency limit of the head-shadow area as the function of azimuth. 
Results are averaged over all HRTFDs. The lowest “cut-off frequency” of 3-
3500 Hz is at the minimum of the monaural sensitivity (250-290°). 
 
Although this frequency limit depends on azimuth we can define a stationary 
value around 3500 Hz. Near to this frequency component changes and 
differences in the HRTFDs appear both by the closer and by the contralateral 
ear. In the shadowed area only some low frequency components will be affected 
at 1600, 1800, 2200 and 2500 Hz. These so called “bright spots” were found by 
Shaw e.g. at 1,9 and 2,4 kHz [52, 162]. On the other hand, the closer ear will be 
affected at high frequencies: 9, 11, 4-5 kHz, and only seldom under 3 kHz. 
Special is the 8 kHz component where the most significant differences appear. 
At 3500 Hz (speech!) there is evaluation on both the lateral and contralateral 
side. This is the domain, where neither phase nor intensity differences provide 
an effective cue (at intermediate frequencies) [51]. 
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6.2 Binaural evaluation 
 
How could it be, that the hearing system is able to localize in the real life if 
someone is wearing glasses or a cap (these can be handled as non-individual 
HRTFs!) but in virtual audio environments it needs individual, “good quality” 
HRTFs, and allows only smaller deviations and changes of the HRTFs? 
Generally, headphone playback has decreased localisation performance. We 
suggest that equalized headphones and proper reproduction of HRTFs only 
allow a correct electro-acoustical transmission without distortions but the 
transmission of the “directional information” may fail.    
The HRTFs are strongly influenced by the objects near to the listener’s head. 
With accurate measurements we proved that even small changes in the 
environment cause large deviations in the entire frequency and spatial domain. 
Thus, the HRTFs can be declared as helpful and basic cue but not as a satisfying 
element of the localization-decoding procedure. As in every other “information 
decoding system” they represent a pre-filtering algorithm for higher processing 
levels but as stand-alone filters they cannot explain the whole decoding method. 
Objects near to the head have different effects on frequency regions on the 
lateral side and on the contralateral side. High frequency components were 
affected by the closer ear and low frequency “bright spots” at the shadowed ear. 
Glasses have the smallest effects, because they are thin and cause rather high 
frequency responses. On the other hand, hair always has influence and caps 
only in the region where shadowing effects occur (due to the visor). We assume 
that the most undesired effect for the hearing system is the extending of the 
shadowed area both in frequency and azimuth, because this can lead to 
localization errors by losing high frequency information. 
Our hearing system seems to be having the ability to “overcome” and disregard 
some effects appearing in the magnitude responses of the HRTFs without 
decreasing the localization performance. This feature is deactivated in case of 
using non-individualized HRTFs and/or headphone playback. The headphone-
environment seems to be too “unnatural”. This suggests that this “overcome 
function” of the higher processing system is only active when basic localization 
requirements are fulfilled. Furthermore, the localization is based not primarily 
on the magnitude of the HRTFs but on the phase information and higher 
processing. For the hearing system it is more important to have non-virtual 
environment for a good localization than differences and variations of the 
HRTFs.  
This supports the efforts to increase the artificial recording and binaural 
playback systems but this is not the same as trying to get better and more 
accurate HRTFs [70-72]. It was shown that a binaural signal filtered with 
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complex HRTFs delivers different results depending on the fact as to which part 
would be modified. If only the magnitude response is modified, the localization 
can be fulfilled, but modifying the phase information disturbs the localization.   
The HRTFDs confirm the important role of the interaural differences. If the 
source is in the monaural sensitivity region of one ear, the differences and 
changes due to the environment appear in the high frequency regions. At the 
same time, the HRTF of the contralateral ear will be influenced at lower 
frequencies and this results in an increased ILD. We do not find that frequency 
components vary in the way to decrease the ILD. Diffraction of low frequency 
components results in amplification on the contralateral side. Head and pinnae 
reflections are responsible for detection and evaluation on the lateral side. The 
closer ear in the high frequency regions in the monaural sensitivity domain will 
evaluate the information encoded in the sound waves. The contralateral ear 
makes evaluation of some low frequency elements where no high frequency 
information is available (low-pass filtering). Shadowing-effects affect the 
localisation: it causes random incidence, secondary sound paths, diffuse-like 
sound field and no primary wave front. Head shadow is the natural reason for 
that, but caps can also shadow.  
 
 
6.2.1 Localisation performance in binaural playback systems 
 
All binaural playback systems need HRTF reproduction as the first step. Their 
quality determines the localization performance [60, 120]. The goal is to get 
more precise, individual and “better” HRTFs to achieve the best localization. 
Little deviations of these HRTFs during headphone playback could result in 
decreased localization. 
Let us consider the different binaural playback situations in order to declare 
“quality levels” in reference to the localization performance. 
1. The best localization can be achieved with our natural 
hearing without headphones. We use (little) head-
movements, individual complex HRTFs, room 
reverberations and reflections from the ground [164]. Our 
localization is influenced by visual information. 
2. The basic situation for listening tests and HRTF 
measurements is the free-field environment. In real life, this 
can be on a high mountaintop or on the sea. Artificial 
solution is the anechoic room. Reflections in general 
decrease the localization performance, but not always [64]. 
They deliver information about the size and the form of the 
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listening room, covering materials, and the overall sound 
quality (reflections are essential for a source to “sound 
good”). In artificial free-field environment we have a finite 
number of sound sources. We can set only a limited number 
of loudspeakers and source positions [9, 10, 13, 71]. The 
localization is determined by the spatial distribution of the 
sources, by the properties of the signal (loudness, 
bandwidth, length, SNR, distortions etc.) and by the 
loudspeakers. The hearing system was able to overcome the 
changes of the HRTFs so far. 
3. The next experimental setup is basically different. The use 
of headphones and HRTF reproduction decrease the 
localization performance [5, 46, 60] by losing the natural 
environment. The reproduced HRTFs have decreased 
spatial resolution, they are measured at several hundred 
different locations. This listening situation seems is be too 
difficult for the hearing system to overcome the changes in 
the HRTFs. We cannot simulate and reproduce the perfect 
individual HRTFs and we can hardly realize a listening 
room without headphones but using the HRTFs of other 
subjects (changing or removing of the pinnae, e.g. with a 
swimming cap [24]). We can assume that this effect appears 
if we put on a cap or glasses by the head and torso 
simulator. This “changing of the HRTFs” we make every 
day without decreasing the localization. The best 
localization performance in a virtual simulation can be 
achieved with complex, individual HRTF filtering through 
good quality equalized headphones. Fixing the head is not 
required but recommended. 
4. Avoiding the reproduction of the phase information results 
in decreased localization. 
5. Non-individual HRTFs can be upgraded with simple tools, 
like measuring the head and pinnae size or scaling in the 
frequency [4, 46, 116, 118]. The other solution is to get the 
HRTFs from a “good localizer”. 
6. Decreased spatial resolution of the HRTFs results in 
decreased localization performance. This leads to an 
increased number of interpolated, calculated HRTFs [165]. 
7. Further decrease is due to the use of HRTFs from a 
“randomly selected human”, from an “averaged human 
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head” or from a dummy-head regardless of the quality [4, 
70, 72]. 
8. Any calculated or averaged set of HRTFs leads to 
insufficient localization. HRTFs from rigid spherical head 
models or generalized, theoretical HRTF sets do not contain 
as many secondary peaks as measured data [12, 51, 157, 
128]. This clearly indicates the role of fine structure of the 
HRTFs [95]. Simplified modeling of the head and torso 
(ellipsoid [24]) may help us understand some localization 
cues by complementing the results obtained with measured 
data. 
9. The use of low quality headphones and/or the lack of 
equalization are unacceptable for scientific experiments. 
But we have to take into account that commercial users 
neither have diffuse-field equalized (FEC) good quality 
headphones nor the possibility to measure its transfer 
function and make a perfect equalization. Hardware 
rendering for the calculations and equalization is 
recommended. 
The main break in the localization performance is after point 2. By using 
headphones with partly reproduced HRTFs, the hearing system is no longer able 
to overcome disturbances in the HRTFs. The substitution of the “air 
conduction” to headphones is responsible for the well-known errors [34]. In a 
hearing model the higher processing algorithms are not only active after the 
inner ear, but they have effects over the HRTFs as well. 
By headphone playback we can calculate with losing the air conduction and 
with the fact that the pinnae do contribute a little bit by the transmission and 
measurements [77]. A comparison between headphone and loudspeaker 
playback can be found in [166]. The 25% error by 1 m-distance loudspeaker is 
increased up to 34% by a distance of 3 m, in contrast to the 24% error of the 
headphone playback. 
Gardner found that loudspeaker seems to be a superior choice to headphones. 
Headphones have great difficulty reproducing frontal images using non-
individualized HRTFs and externalization is clearly better using loudspeakers. 
Spectral maxima in HRTFs determine the location in the median plane but they 
are also potentially useful for horizontal localization. Out-of-head localization 
can be achieved using individual HRTFs, reverberation cues, visual cues and 
head movements (dynamic localization cues). Non-individual HRTFs can be 
used to generate externally images only when other cues are present [179]. 
Reverberation, even if it’s only early reflections or attenuated, delayed versions 
of the direct sound (the non-minimum-phase method), is maybe sufficient to 
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produce external images [180]. Stimuli including reverberation yield lower 
azimuth errors and higher externalization, but decrease the elevational accuracy. 
Early reflections out to 80 ms are sufficient to provide externalization, but full 
auralization out to 1.5 s is not necessary. It was surprising that even the azimuth 
judgements were improved by approximately 5 degrees. Except for the 
interaction of head tracking and HRTFs for azimuth error, there is no clear 
advantage to using individualized HRTFs for improving localization accuracy, 
externalisation or reversal rates in a VAD of speech. Results showed no 
correlation between azimuth error and head size difference. These data may 
differ when noise stimuli or clicks are used. These effects in the magnitude 
response let us consider the phase information of the HRTFs to be important. 
Time analysis of the HRTFs has to be performed in the future to see the effect 
of small head-movements and rapid variations of the HRTFs. HRTFs are 
dynamic systems, their variations and differences over time deliver much more 
information than the simple magnitude response or the change of the magnitude 
response caused by changing the source location. Higher processing levels have 
more influence on the acoustic signal processing during decoding the 
directional information and are able to distinguish playback situations. 
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7 Results 
 
This brief section summarizes the results and statements we achieved. 
According to the binaural technique, the transmission of all the directional 
information is based on the signal pressure level at the eardrums. If we 
reproduced the same SPL artificially that we would have in a real-life listening 
situation, we would get a correct directional synthesis. This statement is neither 
necessary nor satisfactory.  
If it would be satisfactory, we would not have all the headphone playback errors 
and decreased localization quality in a binaural synthesis even with the 
individual HRTFs (although it was reported by many authors to be not 
necessary the implication of individual HRTFs: HRTFs from a good localizer or 
a selected human could deliver similar results). Simulation of head-movements, 
reverberation or full auralization in a virtual reality, could improve the quality 
but it could also decrease the localisation blur [180]. It is still not clear what the 
reason is why the acoustical information transmission may fail. Even with the 
proper electroacoustic transmission the full simulation of a sound field seems to 
be insufficient, and using headphones the auditory system gets confused. The 
brain seems to be able to recognize and discriminate between the real-life 
environments and simulated sound fields.  
The satisfactory application of non-individual HRTFs also supports that virtual 
simulation is not to be improved through more accurate simulation of HRTFs. 
Furthermore, if we are able to the same localization performance in a virtual 
simulation with individual and non-individual HRTFs, the importance of the 
accurate representation of the SPL at the eardrums could not be very significant.  
If the statement would be necessary, every little modification in the acoustical 
environment near to the head would lead to disturbances in perception. If we are 
listening exactly to the same sound source in a sound filed with or without 
wearing glasses – we do not recognize changes in the sensation at all. 
Nevertheless, the HRTFs vary rapidly. Thus, the SPL at the eardrums (or at any 
microphones due to Békésys’ early observation) vary significantly without 
changing the localization ability or overall sound quality.  
All these lead us to support the hypothesis of having a parallel-distributed 
auditory model, where higher processing is active even at the level of the outer 
ears and they do contribute in the evaluation of directional information. The 
brain is able sometimes to “neglect” the variation of the SPL and HRTFs by 
keeping the auditory and directional image and to distinguish between real life 
environments and virtual simulation independent of the SPL at the eardrums.  
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To prove this, we first needed to demonstrate the capability of an existing 
binaural playback system. The Beachtron system was already presented and 
used in the GUIB project. The ability for virtual simulation of sound sources for 
an application for blind users and the localization blur depending on the 
stimulus frequency as well as recommendation for further application can be 
found in Section 3. 
- Nevertheless, all of the usual headphone playback errors occurred 
- The average localization blur of about 10 degrees horizontal and 
20 degrees vertical supports former measurement of other authors, 
but it is still inferior to real life localization. 
- The system is capable for a GUIB application and future work 
with this system is suggested 
- The test signals were chosen to assist the GUIB application with 
Earcons: full spectrum noise, high frequency and low frequency 
stimuli were used to determine the localization blur depending on 
stimulus frequency. Broadband and high frequency sounds are to 
localise the best. Furthermore, the short impulses are also similar 
to the tones that could be used for Earcons in the future. 
- We found special localization behaviour and effects cited in the 
literature, like asymmetries on the left-right and up-down 
directions, missing locations, the variations and size of the 
“uncertainty domain” and the different localization blur in case of 
“incoming” and “outgoing” sound sources 
- Three novel methods were used which are not common and 
seldom mentioned in the literature before. These parameters have 
been never evaluated together up to now.  
- The 3-categorie-forced choice is seldom used to 
determine the “uncertainty” of the subjects 
- The common application of the moving source in both 
direction allowed us to determine the localization blur 
together: the localization results presented are 
independent from the direction of the moving source 
- The application of a 2D simulation is a novel method, 
because commonly a constant source distance (around the 
head) is applied in the listening tests. The 2D surface is 
better acceptable for a GUIB application 
Our main results are from the dummy-head HRTF measurement. For analysing 
accurately the HRTFs and the differences of the HRTFs caused by the 
environment near to the head a measurement system is needed with the 
following requirements: 
 136
- it must be a dummy-head system with the possibility of long-time 
measuring  
- increased accuracy and reproducibility by the settings of azimuth 
and elevation 
- increased spatial resolution both vertical and horizontal 
- increased SNR and the possibility of reproducible measurements 
with the system. 
We upgraded our former system. We got 
- A full automatic, computer controlled system with the possibility 
to measure thousands of HRTFs in long-time measurements 
- An accuracy of 0,77% and 1,14% by setting of elevational and 
horizontal positions respectively, which is better than commonly 
achieved accuracy 
- A spatial resolution of 1 degree horizontal and 5 degrees vertical 
according to the best possible resolution of the auditory system 
- An optimal 89 dB SNR or more based on the signal processing 
and the robust averaging system, which is much better than 
commonly achieved SNRs of about 50-70 dB. 
- Furthermore, the numerical algorithm presented is capable of 
creating a special noisy-like excitation signal with a SNR 
independent of the frequency. The applied non-MLS pseudo-
random noise stimuli can be used for every transfer function 
measurement with this system. The algorithm is able to generate 
easily and quickly  the proper stimuli for every system other than 
ours. 
- The deviation between measured transfer function is less than 0,5 
dB using unidirectional microphones.  
The use of this system allowed us to evaluate a huge database of recorded 
HRTFs and HRTFDs.  
- the definition of HRTFD mathematically and the 2D 
representation of unsigned deviation in a polar histogram are well 
suited for the evaluation of small differences of about 1 dB  
- These HRTFDs  
- can be easily calculated (complex division) 
- contain no individualism (it will be eliminated by the 
dividing) 
- and they can be measured with the system accurately in a 
huge amount. 
- This kind of accuracy showed hidden effects, like the high 
frequency pinnae effect at 70-90 degrees of azimuth. 
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- Effects of clothing and everyday life objects were found to be 
significant and typical in some frequency and spatial domains 
- Conceptions and new definition of the evaluation of directional 
information based on the HRTFs were given like 
- Monaural and binaural sensitivity domains 
- Frequency domains and “cut-off” frequencies of the lateral 
and contralateral evaluation 
- The significant effect of head-shadow and other shadowing 
effects in the evaluation of high frequency information 
delivered by the HRTFs and this was considered to be the 
most disturbing effect during the evaluation of directional 
information. 
With the HRTFDs it has been proved that small differences in the acoustical 
environment near to the head influences the HRTFs and thus, the SPL at the 
eardrums without affecting the localization performance and the transmission of 
the acoustical information in real life environments. 
On the other hand, virtual simulations even with an accurate presentation of the 
SPL at the eardrums often are insufficient and inferior to real life situations. 
Improvement of the binaural playback systems are suggested more by using 
alternative headphone designs and by simulating head movements and 
reverberation than by applying more accurate or individual HRTFs.  
The extension of the binaural statements and physiological models by 
introducing the activity of the higher processing at the level of localization and 
evaluation of outer ear information is suggested. 
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8 Conclusions 
 
This work focused on the role and effect of the HRTFs in the decoding of the 
acoustical information. This includes first of all the directional information (the 
location of the sound sources).  
For the analysis we presented first the localization blur, discrimination 
capabilities, spatial resolution and the well-known headphone playback errors in 
a binaural system. The Beachtron system is not a state-of-the-art solution for 
binaural playback and simulation of virtual environments. It is however suited 
for listening tests and for low-cost solutions for everyday users: it offers real-
time filtering of HRTFs, user-friendly applications and programming, 
headphone equalization and even individual settings of the HRTFs through the 
measurement of the head diameter. We found this system suitable for GUIB 
applications. On the other hand, in-the-head localization and front-back 
confusions are present. It seems, that headphone equalization and HRTF 
processing can be made in order to get a proper electroacoustic transmission to 
the eardrums, but it is not always suited for transmitting all the “directional 
information”. Plenge reported that in-the-head and out-of-head localization does 
not depend on any kind of electroacoustic transmission [167]. The listening test 
delivered expected results supporting former results from the literature.  
The statements and observations of the binaural technique lead us to investigate 
the role and first of all, the fine structure of the HRTFs in the localization. It is 
obvious that for this investigation we need increased measurement accuracy and 
accurate settings of source positions. For long-term measurements only dummy-
heads are suited using broadband noise stimulus. 
Dummy-heads and their HRTFs were often tested in listening tests and declared 
as insufficient solution for binaural playback due to large localization errors 
(see Møller et al.). It is assumed that the reason for this is the “standardized” 
shape of the head and torso, and they represent the average human free from 
individual properties. It is also suggested that improving of the quality of HATs 
can be made in the way to make them more detailed, thus, with more accurate 
HRTFs. Our measurement showed that HRTFs are not the critical point of the 
localization under free-field conditions and even in a virtual environment the 
headphone errors (the playback medium itself) are more significant than the 
HRTFs.  
The everyday life objects near to the head affect the environment and have clear 
and large influence on the HRTFs (over 10 dB), although we do not recognize 
any differences and decrease of the localization performance in real-life 
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situations. The hearing system is able to extract directional and decode the 
acoustical information from the sound waves even if the HRTFs vary randomly 
and rapidly. HRTFs seem to be important only in reducing the ambiguity as a 
basic pre-filtering effect, first of all in the horizontal plane where interaural 
differences are the basic cues for the localization. In the median plane HRTFs 
are the basic cues, but small head movements are significant to avoid in-the-
head localization and front-back confusions. However, the basic considerations 
of the binaural technique should be revised and extended by the evaluation of 
the parallel processing of the auditory cortex. 
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8.1 Future works and application notes 
 
On the basis and results of this work there are several ways to continue. 
The measured dummy-head HRTF data are suited for listening tests. All these 
data are burned on CD ROMs and are available for a binaural playback system.  
- It would be an interesting point to find out how they work in the 
virtual audio environment in comparison with the Beachtron 
system. This seems to be a difficult task, because the two systems 
do not have a common structure of data storage. The Beachtron 
includes only 72 HRTFs in a 75-point FIR-filter format in the 
time-domain in an unknown file format. Our database contains ca. 
4000 pieces of 4096-points HRTFs in the frequency domain, using 
different sampling frequency. 
- Basic listening tests can be fulfilled using the HRTFs of the “bare 
torso” as generic, non-individual HRTFs. The HRTFs’ spatial 
resolution of 1° allows the most accurate synthesis of the virtual 
audio sources corresponding to the best conceivable spatial 
resolution of the human hearing system. So we can avoid 
interpolated HRTFs at the speed of our signal processing 
hardware.  
- A comparison can be made between a VAD using interpolated 
HRTFs and a simulation with the full amount of HRTF data. 
- The most significant question is, whether subjects have better 
localization performance using the “dressed” torsos’ HRTFs or 
not. It is expected that the use of dummy-head HRTFs with glasses 
or hair would not result in increased localization performance, 
because they would evaluated as another particular generic HRTF 
set.  
- In addition, the set of the bare HRTFs could have been adjusted 
parametrically in the frequency domain to model the measured 
effects.  
- Individual HRTF measurements on real humans are recommended 
using the same system as used for the dummy-head measurements. 
SNR, accuracy of the measured HRTFs can be compared.  
- Using the individual HRTFs, listening test could provide the 
efficiency of accurate but non-individual generic HRTFs.  
- It was suggested that alternative headphone designs may lead to 
better playback quality by avoiding or reducing in-the-head 
localization or elevation shift. Headphones can be purchased, e.g. 
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from Ultrasone GmbH. They produce headphones with displaced 
membrane in order to cancel elevation shift. 
- Simulation of the importance of the small head movements can be 
made with the dummy-head HRTFs by adding a random “head 
movement” effect. E.g. the direction “front” corresponds to the 
HRTFs from –1, 0 and +1 degrees with a uniform distribution. 
This could model small head movements. 
- The simulation of the lost air conduction in a headphone playback 
could support or revise the suggestion that this is also a reason for 
decreased localization and errors. 
- Measurements handling with all other parameters of localization 
would be interesting. Simulation of reflections, room 
reverberation, head movements etc. is cited in the literature 
significant.  
- Full auralization and creating of a virtual environment with head-
tracking device is the final step for the equipment both in 2D and 
3D.  
- The system is suitable for transfer function measurements with a 
accuracy of about 1 dB. Noise analyzers, microphones, 
headphones, loudspeakers etc. can be measured using international 
standards (IEEE, IEC, DIN).  
The results from section 3 offered new material for the GUIB Project as well. 
We have the average and worst-case resolution achieved by the Beachtron 
system as the function of stimulus frequency. Suggested listening tests are: 
- Evaluation of the “averaged” spatial resolution. Using the same 
excitation signals, source locations have to be presented based on 
Figure 29, and subjects have to determine and to localize the 
sources. We can determine how much of the subjects are able to 
discriminate sources in this resolution indeed. It is expected that 
subjects will not have a 0% error ratio using an “average” 
distribution of sound sources on the VAD (e.g. every 10 degrees). 
- The same investigation has to be made using the “worst case” 
resolution obtained from the listening tests. An optimal limit has to 
be determined where 90% of the users are able to use the VAD.  
- It is essential to test these averaged, worst case and optimal 
resolutions using the Earcons. The Earcons were created based on 
the blind persons’ comments, and they are available in wave-files.  
- Results about pure tones, sinusoidal test signals are still missing 
with this system. It is not known whether high frequency noise 
bursts or pure high frequency tones are better to localize. This 
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question is related to the bandwidth of the test signal and to the 
efficiency of localization to tonal or noisy sound events.    
- As a special test, vertical localization can be tested using timbre 
and/or pitch modulation of stimulus tones to create acoustic 
images “above” and “below”. It is expected that one third of the 
subjects will not be able to localize in the median plane.   
- Special test can be made for investigating left-right and/or up-
down asymmetries in connection with right –and left-handed 
persons. 
- Further listening test in anechoic rooms with existing multi-
channel loudspeaker setups (e.g. 5.1 home theater systems) or with 
common used PC-speaker sets could deliver information about 
low-cost solutions for blind persons or multimedia applications 
without using headphones.  
Dummy-head production could benefit of the results presented. HATs and their 
HRTFs are still inferior to HRTFs measured on real humans. It is suggested that 
the outer geometry, shape and material are responsible for this. Because even 
large HRTF deviations are acceptable in free-field listening, improvement of 
dummy-head recording systems does not fail on the accuracy of their HRTFs. 
Moreover, binaural playback systems do not have to be improved by adding 
more accurate or individual HRTFs, but by simulating other parameters and/or 
by using alternative headphone designs.  
HRTF filtering and the use of virtual audio environments are seldom 
investigated in connection with speech recognition, intelligibility and synthesis. 
Listening test could be made in order to determine measurable parameters of 
speech evaluation. 
Further investigation of the role of the playback method and binaural playback 
media will extend and complete the (binaural) hearing models and they could be 
the basis for improving headphones and virtual audio solutions for the visually 
impaired. Higher processing algorithms and evaluation mechanisms are 
activated at the level of outer ears. The extension of the actual hearing models 
by the objective measurable parameters, which are used for localization in case 
of rapid variable HRTFs is highly suggested. To determine the physical 
parameters of the sound waves responsible for localization cues in an 
environment, where HRTFs are disturbed or missing, listening tests have to be 
performed without any kind of HRTF reproduction and focusing only on other 
parameters, which are still there to carry directional dependent information.   
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I. Einleitung und Hintergründe 
 
 
Die Rolle der Außenohr-Übertragungsfunktionen (Head-Related Transfer 
Functions: HRTFs) ist oft das Ziel der Untersuchungen der menschlichen 
Lokalisation. Es ist bereits bekannt, daß dieser Filtereffekt der Ohren und des 
Körpers der erste und einer der wichtigsten Schritte bei der räumlichen 
Orientierung für das Gehör ist.  
In dieser Arbeit werden die HRTFs näher analysiert. Es wird gezeigt wie und 
unter welchen Umständen sie einen bedeutungsvollen Einfluss haben. Die 
Auswertung stützt sich auf drei Säulen: Messung, spektrale Auswertung und 
psychoakustische Bewertung. 
Zuerst wird die Lokalisationsunschärfe bzw. die Diskriminationsfähigkeit mit 
40 Probanden in einer zweidimensionalen virtuellen akustischen Umgebung in 
zwei Schritten untersucht. Im ersten Teil haben wir nach Fehlern gesucht, die 
 156
oft bei der Kopfhörerwiedergabe vorkommen. Im zweiten Teil wurde die 
Diskriminationsfähigkeit und die Möglichkeiten des ganzen Systems (inklusive 
die HRTF Simulation) festgestellt.  
Um den Effekt und die Rolle der HRTFs näher zu analysieren, haben wir ein 
spezielles Meßsystem und ein Meßverfahren vorbereitet, mit dem man die 
HRTFs eines Kunstkopfes mit erhöhtem Signal-Rausch-Abstand präzise und 
reproduzierbar messen kann. Die Übertragungsfunktionen des Kunstkopfes 
wurden mit einem Rauschsignal im schalltoten Raum gemessen und in der 
Frequenzdomäne analysiert. 
Im letzten Abschnitt wurden deren speziellen Eigenschaften mit Hilfe der 
sogenannten HRTFDs ermittelt (HRTF Differences). Sie sind als der Quotient 
von zwei HRTFs definiert. Ganz besonders ist der Effekt in der näheren 
Umgebung des Kopfes untersucht worden. Wie ändern sich die HRTFs durch 
kleine Veränderungen der Umgebung und welchen Einfluss hat das auf die 
Lokalisation, sowohl in Freifeldübertragung als auch bei Kopfhörerwiedergabe? 
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II. HRTFs in Hörtests: Lokalisationsunschärfe 
in einem 2D Virtual Audio System 
 
 
Die HRTFs sind Teil der Aufarbeitung der akustischen Information in der 
menschlichen Lokalisation. Während einer Freifeldübertragung (z.B. 
Lautsprecherwiedergabe) ist dieser natürliche Filtereffekt von Ohrmuschel, 
Kopf und Oberkörper vorhanden. Bei einer Schallfeldsimulation durch 
Kopfhörerwiedergabe müssen diese Filterfunktionen elektronisch nachgebildet 
werden. Aus der Literatur kennen wir bereits zahlreiche Ergebnisse der 
Messungen der Lokalisationsunschärfe in einer virtuellen Umgebung. Es wurde 
gezeigt, daß die besten Ergebnisse, d.h. die beste räumliche Auflösung, durch 
die Anwendung von individuellen HRTFs erzielt werden können. Da dies in der 
Praxis unpraktisch und umständlich ist, wurden einige andere Möglichkeiten für 
HRTF Aufnahmen, wie z.B. Kunstkopf-HRTFs, HRTFs von einem „guten 
Lokalisator” usw untersucht. 
Um die Möglichkeiten der HRTF-Synthese in der Wiedergabe zu analysieren, 
haben wir das BEACHTRON System angewendet. Dieses ist heutzutage wegen 
seiner Rechnerkapazität und Rechnergeschwindigkeit nicht mehr auf dem Stand 
der aktuellen Technik. Jedoch ist es eine kostengünstige, benutzerfreundliche 
und adäquate Realisierung einer virtuellen akustischen Umgebung. 
Virtuelle akustische Umgebungen (VAD: Virtual Acoustic Display) haben ein 
breites Anwendungsgebiet. Für uns war der Ausgangspunkt das frühere GUIB-
Projekt (Graphical User Interface for Blind Persons), wobei blinde 
Rechnerbenutzer die Umwandlung von visuellen Bildschirminformationen in 
akustische Signale ausgewertet haben. Das Ziel war, die räumliche Aufteilung 
eines Bildschirms akustisch darstellen zu können. Nach 
Lautsprechersimulationen muß auch die Anwendungsmöglichkeit der 
Kopfhörerwiedergabe geprüft werden. 
Im ersten Teil haben 25 Probanden das System getestet. Dabei hatten sie die 
Aufgabe, Schallquellen in der Medianebene zu lokalisieren und auf die 
Medianabene symmetrische Bewegungen zu identifizieren. Durch die gezielten 
Fragen an den Versuchspersonen konnten wir die Existenz typischer Fehler der 
Kopfhörerwiedergabe, wie z.B. Elevationsverlegung, Vorne-Hinten-
Vertauschung und Im-Kopf-Lokalisation bestimmen.  
Im zweiten Teil ist dann die Diskriminationsfähigkeit (die räumliche 
Auflösung) festgestellt worden. 40 ungeübte Versuchspersonen haben ein 
Hörtest unter den folgenden Umständen und mit dem folgenden Vorgaben 
durchgeführt:  
 158
1.  Minimum Audible Angle Untersuchung (MAA) in der Horizontal –und 
Medianebene, um die Diskriminationsfähigkeit der Schallquellen zu 
bestimmen. Dabei müßen sie den minimalen räumlichen Unterschied 
zwischen einer nicht beweglichen und einer beweglichen Schallquelle 
bestimmen und differenzieren können. 
2.  Bei der Beantwortung der Lokalisationsfragen wählen die Versuchspersonen 
eine der drei möglichen Antworten aus dem so genannten „3-categorie-
forced-choice” aus. 
3.  Ein zweidimensionales „bildschirmartiges” VAD mit nicht konstanter 
Schallquellen-entfernung wird angewendet. 
4.  Die Versuchspersonen haben spezielle Erregersignale, wie weißes 
Rauschen, Tief -und Hochpaß-gefiltertes Rauschen, je in 300 ms Burts-
Paare zu lokalisieren. 
5.  Die Untersuchungen werden in zwei Richtungen vorgenommen: Einmal 
entfernt sich die bewegliche Quelle, das andere mal nähert sich im 
Verhältnis zur Referenzquelle. 
Die Ergebnisse wurden in Bezug auf die Lokalisation und auf die GUIB-
Anwendung ausgewertet. Typische Eigenschaften der Lokalisation und die 
mögliche räumliche Aufteilung eines VADs werden für alle drei Signale 
präsentiert. Dazu gehören: 
- das männliche/weibliche Lokalisationsvermögen 
- die Durchschnitts –und Maximalwerte 
- die Symmetrieeigenschaften 
- die horizontale -und vertikale Auflösung im Vergleich 
- usw. 
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III. Messungen der HRTFs 
 
 
Die Ergebnisse der Hörtests zeigen, daß die Qualität der HRTFs und der HRTF 
Reproduktion während einer Kopfhörerwiedergabe kritisch ist. Kleine 
Änderungen in den HRTF-Sets (z.B. nicht individuelle HRTFs) können zu 
Lokalisationsfehlern, zur schlechteren räumlichen Auflösung und/oder zur Im-
Kopf-Lokalisation führen. Deshalb sieht es so aus, als wenn im die HRTFs 
Gegensatz zur Freifeldübertragung eine wichtigere Rolle in einer virtuellen 
Simulation spielen. Um die Rolle der HRTFs und deren Feinstruktur zu 
analysieren brauchen wir ein genaues Meßsystem. 
HRTFs kann man an Menschen oder mit einem Kunstkopf messen. 
Kunstkopfmeßsysteme haben den Vorteil, daß sie die HRTFs ganz genau 
messen zu können. Eine Messung kann bis zu mehreren Stunden dauern. Sie 
kann einen guten Signal-Rausch-Abstand (SNR) haben und mit erhöhter 
Präzision und Reproduzierbarkeit durchgeführt werden.  
Wir stellen eine Meßeinrichtung für den schalltoten Raum vor, wo der erreichte 
SNR und die Präzision besser als bei früheren Untersuchungen ist. Der Signal-
Rausch-Abstand  kann bis zu 102 dB erreichen. Da die Speicherkapazität der 
DSP Karte und die Dauer der Messung begrenzt ist, führen wir die Versuche 
jedoch nur mit durchschnittlich 89 dB durch. Dieser Wert ist für unseren Zweck 
in jedem Falle ausreichend. 
„Reproduzierbarkeit” ist in unserem Falle die Fähigkeit des Systems, die gleiche 
Schallquellenrichtung (Lautsprecherposition) immer wieder genau einstellen zu 
können, und in wiederholten Messungen die gleichen Ergebnisse zu liefern. Der 
Unterschied zwischen unseren gemessenen Übertragungsfunktionen liegt 
unabhängig von Elevation und Azimut unter 0,5 dB im gesamten 
Frequenzbereich. 
Das benötigt eine umsichtige Kalibrierung des Systems. Die Einstellung des 
Azimuts erfolgt mit Hilfe eines computergesteuerten Schrittmotors und hat eine 
Präzision von 1,14%. Die Genauigkeit der Einstellung der Elevation mit einem 
Laser Pointer erreicht 0,77%. Diese Präzision war nötig um einige wichtige 
Effekte finden zu können. 
Es wurden spezielle Verfahren entwickelt und realisiert, um diese Präzision 
erzielen zu können: 
1.  Das Erregersignal ist ein speziell modifiziertes weißes Rauschen: non-MLS 
pseudo-random noise, periodisch ein- und ausgeschaltet dargeboten. Es 
enthält alle erwünschten und vorteilhaften Eigenschaften des weißen 
Rauschens (breitbrandig, flaches Spektrum, „Zufalls-Phasen-Spektrum”). Es 
ist aber ein deterministisches Signal und kann exakt wiederholt werden. Das 
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erlaubt eine genaue periodische Wiederholung, und die Kalkulation von 
Durchschnittsergebnissen, welche den SNR erhöhen. Die Arbeit beschreibt 
die Herstellung, den Algorithmus, die Simulationen und die Eigenschaften 
dieses Signals (Frequenzunabhängige optimale SNR für alle Systeme). 
2.  Der Effekt des Netzbrummens wurde mit einer speziellen 
„Phasenverlegungsmethode“ um 18 dB reduziert 
3.  Wegen der Durchschnittsberechnung der Ergebnisse kann der SNR um bis 
zu +40 dB erhöht werden. 
Die Richtungscharakteristik und die Übertragungsschwankungen der 
Übertragungskette wurden mit einem Referenzsignal eliminiert. Außerdem 
werden die Impulsantwort, die Rolle des schallabsorbierenden Materials und der 
Vergleich unserer Ergebnisse mit den Originalergebnissen des Kunstkopfes 
präsentiert. 
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IV. Auswertung von spektralen Differenzen in 
Kunstkopf HRTFs 
 
 
Mit Hilfe des vorher genannten „genauen Meßsystems” wurden zahlreiche 
HRTF-Messungen durchgeführt und in der Frequenzdomäne ausgewertet. 
Dabei haben wir uns nur auf Differenzen beschränkt. Die HRTFDs, als der 
Quotient von zwei HRTFs, zeigen nur Effekte von Veränderungen, ohne die 
Notwendigkeit von individuellen Messungen zu haben. Durch die Teilung 
werden individuelle Unterschiede eliminiert und es können Kunstkopf-HRTFs 
analysiert werden. HRTFDs sind leicht und schnell zu berechnen, sind von 
individuellen Parametern befreit und können mit diesem System im großen 
Anzahl genau gemessen werden. Man kann Abweichungen von minimalen 0,5 
dB zeigen, die im Zusammenhang mit existierenden physikalischen 
Phänomenen stehen. HRTFDs sind außerdem geeignet die Genauigkeit des 
Meßsystems zu analysieren und in einfachen Situationen Nachschall und 
primäre Reflexionen zu identifizieren. 
Es wird eine neuartige 2D-Darstellung gezeigt, in der HRTFs und HRTFDs als 
Funktion der Frequenz und des Azimuts gleichzeitig abgebildet werden können. 
Einige Ergebnisse werden auch in einem doppeltlogarithmischen Achsensystem 
dargestellt. 
Die Verarbeitung der Daten besteht aus zwei Teilen: Auswertung von 
„normalen” HRTFs des Kunstkopfes in der horizontal Ebene und die 
Auswertung von HRTFDs unter veränderten Hörraumbedingungen. 
Wir präsentieren die lokalen und absoluten Maximum -und Minimumwerte der 
monauralen und binauralen Empfindlichkeit des Gehörs. Es werden auch 
typische „Grenzfrequenzen” vorgestellt, die in der Auswertung von räumlichen 
Informationen eine wichtige Rolle spielen. Drei verschiedene Domänen wurden 
festgestellt. Sie basieren auf der Auswertung von Hochfrequenzinformation auf 
der lateralen Seite und von tieffrequenten Komponenten auf der kontralateralen 
Seite. Dabei wurde der Effekt des Kopfschattens näher analysiert.  
Mit der Hilfe der HRTFDs sind typische Eigenschaften und Effekte von 
„Objekten aus dem alltäglichen Leben” analysiert. Dies sind Brille, Haare, 
Mütze und einige Ergebnisse von Kleidung als Funktion von Azimut und 
Elevation. Es wurde festgestellt, daß die Charakteristik dieser alltäglichen 
Objekte die HRTFs mit mehr als 10 dB beeinflussen. Diese Effekte werden 
anhand der Abbildungen gezeigt. Das Gehör kann aber bei Freifeldbeschallung 
weder in der Lokalisation noch in der Qualität Änderung wahrnehmen. Wir 
hören vor oder nach dem Frisör, mit oder ohne Brille nicht anders. Daraus 
resultiert, daß die Feinstruktur der HRTFs in Wirklichkeit keinen großen 
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Einfluss auf die Aufarbeitung von Richtungsinformation hat. Das Gehör ist in 
der Lage sogar große Veränderungen zu „überbrücken”. Das steht aber im 
Widerspruch zur virtuellen akustischen Umgebungen, wo HRTFs mit der Hilfe 
von Kopfhörern simuliert werden. Hier können kleine Veränderungen der 
HRTFs zu einem erhöhten Lokalisationsfehler führen. In diesem Fall ist die 
Qualität der angewendeten HRTFs wichtig. 
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V. Zusammenfassung 
 
 
Basierend auf dieser Entdeckung wird die Qualität von verschiedenen 
Wiedergabemöglichkeiten gezeigt und verglichen. Es wird darauf hingewiesen, 
daß mögliche Verbesserungen von binauralen Abspielmöglichkeiten kaum mit 
der „Verbesserung der HRTFs“ erzielt werden können. Das Problem liegt 
nämlich in der (Kopfhörer-)Wiedergabe. Das Gehör scheint in der Lage zu sein, 
bei der Auswertung von räumlichen Information den Hörraum zu erkennen: in 
Freifeldübertragung kann es die Veränderungen der HRTFs  „ausgleichen”, 
während einer Kopfhörerwiedergabe jedoch nicht mehr. 
Das Hauptanliegen dieser Arbeit ist, daß die akustische Information (vor allem 
die Richtungsinformation) die in den Schallwellen kodiert ist, und durch das 
Gehör in Freifeldübertragung trotz sehr variablen HRTFs dekodiert werden 
kann. Die akustische Umgebung in der Nähe des Kopfes „verzerrt” die 
Übertragung, und kann die HRTFs um mehr als 10 dB beeinflussen. Das Gehör 
bleibt trotzdem in der Lage alle akustisch relevanten Informationen zu 
bekommen. Auf der anderen Seite sind wir durch Kopfhörerwiedergabe in der 
Lage eine entzerrungsfreie Übertragung bis zum Trommelfell zu schaffen, 
allerdings mit beschränkter Informationsübertagung. In diesem Fall reagiert das 
Gehör sehr empfindlich auf die HRTFs, und oft bekommen wir nur eine 
schlechtere räumliche Auflösung und Lokalisationsfehler während der 
Wiedergabe.  
Wir können die Schlussfolgerung ziehen, daß die Feinstruktur der HRTFs keine 
wichtige Rolle spielt. Stattdessen muß das Phasenspektrum und die zeitlichen 
Veränderungen der HRTFs in Betracht gezogen werden. Z.B. sind kleine 
Kopfbewegungen wichtig um Im-Kopf-Lokalisation zu vermeiden. Das Gehirn 
scheint eine wichtige Rolle nicht nur bei Aufarbeitung im Mittelohr, sondern 
sogar bei der Auswertung von HRTFs und Außenohrdaten zu spielen. 
Deswegen muß die Kopfhörerwiedergabe, als Wiedergabemöglichkeit näher 
untersucht werden. Die Qualität der binauralen Abspielsysteme kann durch die 
Verbesserung von Kopfhörern wahrscheinlich besser erzielt werden, als durch 
die Verbesserung des Kunstkopfes oder durch die Genauigkeit der HRTF-Sets. 
Zukünftige Arbeit, Ausblick und weitere Untersuchungsmöglichkeiten sind 
angedeutet. 
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12 Appendix B   Localization results 
 
 
AUTHOR SIGNAL, REMARKS RESULTS 
free-field, noise signal, absolute 
minimum value 
1° 
free-field, sound-klicks  0,75°-2° 
free-field, sinusoid signal (pure 
tones) 
1°-4° 
free-field, narrow-band noise, 
Gauss-noise 
1,4°-3,3° 
Blauert [5] 
free-field , speech sample 0,9°-1,5° 
free-field , broadband noise  3,2° Haustein, 
Schirmer [168] free-field, 100 ms white noise 
impulses 
±3,6° (front) 
 
±9 to 10° (side) 
Hartmann [12] free-field, absolute minimum 
value 
1°-2° 
Heffner, Heffner 
[169] 
free-field, noise signal, MAA 
value 
 
1,3°-1,8° (front) 
 
9°-10° (side) 
Litovsky, Ashmed 
[170] 
free-field, MAA value 1° 
Kremer [171] n. a. 3°-5° 
free-field, MAA value 1°-5° (front) 
 
5°-10° (side) 
Barfield, Furness 
[25] 
free-field, absolute measurement 10°-20° 
Begault [133] free-field, MAA value, 
broadband signal, “optimal 
conditions” 
1° 
headphone, azimuthal mean 
value, absolute measurement 
9° 
headphone, azimuth errors with 
HRTF filtering 
4°-6° 
Oldfield, Parker 
[135, 172] 
headphone, azimuth errors 
without HRTF filtering 
 
11,9° 
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Middlebrooks 
[173] 
free-field, avg. error of 150 ms 
broadband noise 
5,8° 
avg. error, MAA value 5° 
avg. error of octave-band noise, 
absolute m. 
4,4°-5,9° 
avg. error of pink noise, absolute 
meas. 
6°-7° 
McKinley, 
Ericson [174] 
MAA for 500 Hz sinusoid signal 4°-5° 
Makous, 
Middlebrooks 
[117] 
free-field, absolute measurement, 
minimal avg. error for 150 ms 
signal bursts 
2° 
Middlebrooks 
[118] 
headphone, avg. error, non-
individual HRTFs (other-ear-
condition) 
 
headphone, avg. error,, 
individual HRTFs (own-ear-
condition) 
17,1°  
 
 
 
14,7° 
Duda [175] avg. error of a Maximum-
likelihood assumption of 
dummy-head data 
 
avg. error (measured) with 
human HRTFs 
 
avg. error for broadband signals 
(12kHz) 
5,1° 
 
 
 
4,5° 
 
 
3,4° 
Gardner [179] pink noise bursts of 250 ms, 
absolute measurement 
avg. angle error  (headphones) 
 
avg. angle error  (loudspeaker) 
14,3° 
 
 
 
12,1° 
Begault, Wenzel 
[180] 
avg. error (generic HRTF) 
 
avg. error (individual HRTF) 
23° 
 
20° 
Table 15. Summary of localization results in the horizontal plane. 
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AUTHOR SIGNAL, REMARKS RESULTS 
free-field, unknown speaker, 20 
Subjects 
17° 
free-field, known speaker, 7 
Subjects 
9° (front) 
 
±10° (at δ=36°) 
 
±13 to ±22° 
(above) 
Blauert [5] 
free-field, white noise, 2 
Subjects 
4° 
free-field, MAA value, white 
noise 
(8-10° Standard Deviation) 
±4° (front) 
 
±10° (above) 
Wettschurek [177, 
178] 
low-frequency noise (4 kHz cut-
off freq.) 
±8° (front) 
 
±20° (above) 
headphone, elev. mean value, 
absolute meas. 
12° 
headphone, elev. error with 
HRTF filtering 
6°-8° 
Oldfield, Parker 
[135, 172] 
headphone, elev. error without 
HRTF filtering 
21,9° 
free-field, avg. error, 16 subjects 
 
 
 
ca. 25° 
(lower 
elevations,front) 
 
ca. 22° (side) 
Wenzel, Foster 
[165] 
headphone, non-individual 
HRTFs, 16 subjects 
ca. 24° 
(lower 
elevations,front) 
 
ca. 23° (side) 
Wightman, 
Kistler [120] 
free-field, avg. error ca. 20° 
(lower 
elevations,front) 
 
ca. 18° (side) 
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 headphone, avg. error ca. 21° 
(lower 
elevations,front) 
 
ca. 20° (side) 
Middlebrooks 
[173] 
avg. error of 150 ms broadband 
noise 
5,7° 
McKinley, 
Ericson [174] 
headphone, MAA value, 
dummy-head HRTF 
30°-35° 
Møller [70, 72] headphone, relative localization 
error, using HRTFs of a random 
human 
 
headphone, relative localization 
error, using HRTFs of a dummy-
head HRTFs 
36% 
 
 
 
55% 
Makous, 
Middlebrooks 
[117] 
free-field, absolute measurement, 
minimal avg. error for 150 ms 
signal bursts  
(94% of the subjects are within 
of 10° Standard Deviation) 
3,5° (front) 
 
 
20° (side) 
Duda [175] avg. error of a Maximum-
likelihood assumption of 
dummy-head data 
 
avg. error (measured) with 
human HRTFs 
 
avg. error for broadband signals 
(12kHz) 
12° 
 
 
 
19,2° 
 
 
17,2° 
Gardner [179] pink noise bursts of 250 ms, 
absolute measurement 
avg. angle error  (headphones) 
 
avg. angle error  (loudspeaker) 
34,2° 
 
 
 
32,4° 
Begault, Wenzel 
[180] 
avg. error (individual HRTF) 17-19° 
Table 16. Summary of localization results in the median plane. 
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13 Appendix C   Photos 
 
 
 
 
The laser targeting system. 
 
 
 
 
Measuring the „bare“ torso in the anechoic room. 
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HRTFs of the dummy-head wearing hair and glasses. 
 
 
 
 
Measurement without the torso. 
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The dressed torso using clothing, 
hair and baseball cap together. 
 
 
 
 
Measurement using baseball cap.
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14 Appendix E   Abbreviations 
 
Abbreviations 
 
AVG   Average 
BK   Brüel & Kjær 
DHRTF  Derivated Head-Related Transfer Function 
δ   Elevation degree in the head-related coordinate system 
FEC   Free ear coupled (diffuse-field equalized headphone) 
FFT   Fast Fourier Transform 
FIR   Finite Impulse Response 
φ   Azimuthal degree in the head-related coordinate system 
GUIB   Graphical User Interface for Blind Persons (int. project) 
HAT   Head and Torso Simulator (dummy-head) 
HRIR   Head-Related Impulse Response 
HRTF   Head-Related Transfer Function 
HRTFD  Head-Related Transfer Function Differences 
HVT   High Voltage Transformer 
IFFT   Inverse Fourier Transform 
ILD   Interaural Level Differences 
ITD   Interaural Time Differences (Delays) 
JND   Just Noticeable Difference 
LTS   Laser Targeting System 
MAA   Minimum Audible Angle 
MAMA   Minimum Audible Movement Angle 
MAX   Maximum, maximal 
MIN   Minimum, minimal 
MLS   Minimum Length Sequence 
RES(FFT)  Resolution of the FFT (sample frequency/number of FFT) 
RMS   Root Mean Square  
SNR   Signal-to-Noise Ratio 
SPL   Sound Pressure Level 
TF   Transfer Function 
TFDi   Transfer Function Differences 
VAD   Virtual Audio Display 
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15 Appendix F   Detailed results of the 
listening test  
 
Table 4 shows results from the median plane for all subjects and signals: signal 
A (above), signal B (middle) and signal C (below). Values are presented from 
the direction „up” (on the left) and „down” (on the right) as averaged, maximal 
and minimal values. Male and female subjects’ results can be compared 
separately as well. The first value indicates the nearest point to the origin, where 
the subjects were able to discriminate the sources with certainty. The static 
reference signal is in the origin, the second impulse is moving first away, than 
toward the reference point. E.g., for signal A is the nearest discriminated sound 
source 16,7° higher than the origin (on average over every subject). This means 
a sound source further than 16,7° can be discriminated from the source in the 
origin independent of the direction of the moving source (away and toward the 
reference point). Maximal value of 32° (worst case) and best value of 8° was 
measured.  
The second value shows, that the next nearest location of a sound source is 
another 16,6° higher from this point. In the right column, the values are shown 
the same way, only in the direction „down”. In both directions only two new 
sound locations can be determined maximal. As a final result, sound sources can 
be placed at -31,6°; -16°, 0°, +16,7° and +33,3° in the median plane (on 
average) for correct separation of the sound sources.   
Figure 25 shows the average values from the median plane for all signals up and 
down as well. In vertical directions no significant differences appear between 
female and male subjects (Table 4). The average resolution for signal A is about 
15-17°, 19-24° for signal B and 18-23° for signal C. The maximum values can 
reach the double of the average value; the minimum values could be 10-50% of 
the mean value. 
Tables 5 to 7 show results the same way, but in the horizontal plane for signals 
A, B and C respectively. Due to the better resolution 6 possible source locations 
can be determined left and right from the origin, which results in a total number 
of 13 sound locations. Furthermore, the last row of the tables indicates the 
difference between the nearby average values to show the effect of averaging. 
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SIGNAL A 
UP     DOWN 
AVG [DEG] 16,7 33,3 AVG [DEG] 16,0 31,6
MAX [DEG] 32 48 MAX [DEG] 29 53
MIN [DEG] 8 17 MIN [DEG] 3 11
 
Male only: 
AVG [DEG] 15,8 32,6 AVG [DEG] 16,4 32,6
MAX [DEG] 29 48 MAX [DEG] 29 53
MIN [DEG] 8 17 MIN [DEG] 3 11
 
Female only: 
AVG [DEG] 17,8 34,3 AVG [DEG] 15,5 30,5
MAX [DEG] 32 44 MAX [DEG] 28 45
MIN [DEG] 12 24 MIN [DEG] 10 20
 
 
 
 
SIGNAL B 
UP     DOWN 
AVG [DEG] 24,0 37,4 AVG [DEG] 18,5 35,9
MAX [DEG] 49 53 MAX [DEG] 27 54
MIN [DEG] 13 26 MIN [DEG] 13 25
 
Male only: 
AVG [DEG] 26,4 39,5 AVG [DEG] 18,5 35,8
MAX [DEG] 49 52 MAX [DEG] 27 54
MIN [DEG] 13 27 MIN [DEG] 13 25
 
Female only: 
AVG [DEG] 21,5 35,1 AVG [DEG] 18,7 36,0
MAX [DEG] 38 53 MAX [DEG] 24 46
MIN [DEG] 13 26 MIN [DEG] 13 27
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SIGNAL C 
UP     DOWN 
AVG [DEG] 17,8 35,2 AVG [DEG] 23,3 35,5
MAX [DEG] 34 55 MAX [DEG] 45 55
MIN [DEG] 5 16 MIN [DEG] 13 27
 
Male only: 
AVG [DEG] 18,0 35,9 AVG [DEG] 24,1 36,1
MAX [DEG] 34 55 MAX [DEG] 45 55
MIN [DEG] 5 16 MIN [DEG] 13 27
 
Female only: 
AVG [DEG] 17,7 34,3 AVG [DEG] 21,3 34,0
MAX [DEG] 27 45 MAX [DEG] 40 42
MIN [DEG] 13 22 MIN [DEG] 14 27
 
Table 4. AVG, MIN and MAX values in the median plane for all subjects and signals. 
Left column shows first reference points, right columns the second reference points. 
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SIGNAL A 
LEFT 
AVG [DEG] 9,4 18,9 28,3 36,3 44,0 47,9
MAX [DEG] 20 41 55 54 63 70
MIN [DEG] 4 8 13 18 24 31
DIFFERENCE [DEG]  9,5 9,4 8,0 7,7 3,9
 
Male only 
AVG [DEG] 8,8 18,0 27,2 33,9 39,4 45,3
MAX [DEG] 20 41 55 54 60 70
MIN [DEG] 5 11 16 21 27 32
DIFFERENCE [DEG]  9,3 9,2 6,7 5,5 5,9
 
Female only 
AVG [DEG] 10,1 19,9 29,5 38,9 48,3 51,2
MAX [DEG] 16 27 41 49 63 69
MIN [DEG] 7 14 21 28 34 42
DIFFERENCE [DEG]  9,8 9,6 9,4 9,4 2,9
 
 
RIGHT 
AVG [DEG] 7,6 15,8 24,9 34,0 42,5 48,6
MAX [DEG] 14 26 38 57 60 69
MIN [DEG] 3 7 12 18 24 29
DIFFERENCE [DEG]  8,1 9,2 9,0 8,6 6,1
 
Male only 
AVG [DEG] 6,5 13,9 22,9 31,1 40,3 45,2
MAX [DEG] 9 20 38 48 60 69
MIN [DEG] 3 7 12 18 24 29
DIFFERENCE [DEG]  7,4 9,0 8,2 9,2 5,0
 
Female only 
AVG [DEG] 8,9 17,9 27,3 37,3 45,3 52,6
MAX [DEG] 14 26 37 57 58 66
MIN [DEG] 5 11 18 24 31 40
DIFFERENCE [DEG]  9,0 9,4 10,0 8,0 7,3
 
Table 5. AVG, MIN and MAX values in the horizontal plane for all subjects (signal A). 
The differences between the nearby AVG values are also shown. Columns show 
reference points discriminated by the subjects from the origin to the sides. 
 
 
SIGNAL B 
LEFT 
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AVG [DEG] 10,5 21,0 31,7 40,1 46,6 51,5
MAX [DEG] 22 38 53 58 70 65
MIN [DEG] 5 9 14 19 25 32
DIFFERENCE [DEG]  10,5 10,7 8,4 6,4 5,0
 
 
Male only: 
AVG [DEG] 10,6 21,4 32,3 39,6 42,1 47,1
MAX [DEG] 22 38 53 58 62 65
MIN [DEG] 5 9 14 19 25 32
DIFFERENCE [DEG]  10,8 10,9 7,3 2,5 5,0
 
Female only:
AVG [DEG] 
10,3 20,5 30,7 40,9 51,0 56,5
MAX [DEG] 15 28 39 53 70 60
MIN [DEG] 8 16 25 34 43 53
DIFFERENCE [DEG]  10,2 10,2 10,2 10,1 5,5
 
RIGHT: 
AVG [DEG] 8,3 17,4 27,6 38,3 44,2 51,1
MAX [DEG] 16 27 46 64 60 68
MIN [DEG] 4 8 12 17 22 28
DIFFERENCE [DEG]  9,1 10,2 10,7 5,8 6,9
 
Male only: 
AVG [DEG] 7,4 16,1 25,9 36,2 41,9 46,5
MAX [DEG] 12 27 46 63 60 64
MIN [DEG] 4 8 12 17 22 28
DIFFERENCE [DEG]  8,6 9,8 10,3 5,7 4,6
 
Female only: 
AVG [DEG] 9,5 19,4 30,2 41,5 47,8 57,5
MAX [DEG] 16 27 44 64 57 68
MIN [DEG] 5 10 23 31 37 44
DIFFERENCE [DEG]  9,8 10,8 11,3 6,3 9,7
 
Table 6. AVG, MIN and MAX values in the horizontal plane for all subjects (signal B). 
The differences between the nearby AVG values are also shown. Columns show 
reference points discriminated by the subjects from the origin to the sides. 
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SIGNAL C 
LEFT 
AVG [DEG] 11,6 22,1 31,2 39,3 45,2 47,7
MAX [DEG] 27 45 56 63 63 63
MIN [DEG] 4 10 15 22 27 32
DIFFERENCE [DEG]  10,5 9,0 8,1 5,9 2,4
 
Male only: 
AVG [DEG] 10,6 21,0 29,3 38,3 42,7 44,7
MAX [DEG] 24 42 52 63 63 63
MIN [DEG] 4 10 15 22 27 32
DIFFERENCE [DEG]  10,4 8,3 9,0 4,4 2,0
 
Female only: 
AVG [DEG] 13,0 23,7 33,7 40,7 48,7 52,2
MAX [DEG] 27 45 56 51 61 56
MIN [DEG] 8 13 20 26 33 41
DIFFERENCE [DEG]  10,7 10,0 7,0 8,0 3,5
 
RIGHT 
AVG [DEG] 9,3 17,8 27,8 36,8 47,1 51,2
MAX [DEG] 18 31 54 53 64 66
MIN [DEG] 4 8 11 14 17 21
DIFFERENCE [DEG]  8,5 10,0 8,9 10,4 4,1
 
Male only: 
AVG [DEG] 8,8 17,0 27,8 36,0 46,6 48,2
MAX [DEG] 18 31 54 53 64 64
MIN [DEG] 4 8 11 14 17 21
DIFFERENCE [DEG]  8,3 10,8 8,3 10,6 1,7
 
Female only: 
AVG [DEG] 10,1 19,0 27,9 37,8 47,9 54,5
MAX [DEG] 15 26 37 48 59 66
MIN [DEG] 7 14 21 29 38 46
DIFFERENCE [DEG]  8,9 8,9 9,9 10,1 6,6
 
Table 7. AVG, MIN and MAX values in the horizontal plane for all subjects (signal C). 
The differences between the nearby AVG values are also shown. Columns show 
reference points discriminated by the subjects from the origin to the sides. 
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