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tcp(X,Y ) ← p(X,Y ).
tcp(X,Y ) ← p(X,Z),tcp(Z,Y ).
cycle(X,Y ) ← p(X,Y ).
cycle(X,Y ) ← cycle(X,Z),p(Z,Y ).
q(X) ← p(X,Y ),¬q(Y ).
The 2-place p predicate is deﬁned by a set of 2495 facts.
A total of 499 p facts are used to represent the chain:
p(a1,a2),p(a2,a3),...,p(a498,a499),p(a499,a500).
An additional 1996 p facts are used to achieve a fan-out
factor of 5 [21]. That is, for each p fact with the ﬁrst argu-
ment ai, where 1 6 i 6 499, there are four p facts with the
second argument of p equal to the value bj, where 1 6 j 6 4.
For example, p(a1,b1),p(a1,b2),p(a1,b3),p(a1,b4). For the
cycle program, at the n
th call to cycle, a chain of (n−1) el-
ements in the transitive closure of p is computed, and hence
the goal clause p(an,an−1) is evaluated. An additional fact
p(a500,a1) is added to the 2495 p facts used with tcp to
represent the end of the cycle.
The successful tcp(a1,a500) query that we use in our test-
ing involves computing a 500 element chain starting from
the element a1 and ending with the element a500. To eval-
uate the tcp query by using SLD-resolution, a search space
comprising 499 SLD-trees with root ← tcp(an,a500), where
1 6 n 6 499, was generated. Each of these 499 SLD-trees
spawns 5 subtrees; 4 of which fail, and one that succeeds.
The four failing cases have a bj value (1 6 j 6 4) as the
second argument of a p fact; the succeeding subtree ter-
minates with an answer clause of the form p(as,at) where
t = s + 1, 1 6 s 6 499 and 2 6 t 6 500. The cycle(a1,a1)
query used involves computing every chain from a1 to aw
(2 6 w 6 500) in the transitive closure of p, until p(a500,a1)
succeeds and hence p(a1,a1) succeeds. The failing query in
our suite of tests (tcp(a1,a501)) is an attempt to compute a
501 element chain that terminates at the element a501. The
successful q(a1) query involves generating 499 failing SLD-
trees for the 499 evaluations of the ¬q(cm) subgoal, where
1 6 m 6 499. The one successful SLD-derivation is gener-
ated from the ground clause: q(a1) ← r(a1,c500),¬q(c500).
The results of the testing of our example queries are sum-
marised in Table 1 (for the non-specialised case), and Ta-
bles 2 and 3 (for the specialised case). The queries denoted
by Q1, Q2, Q3 and Q4 in these tables have the following
meanings:
• Q1 is the successful tcp(a1,a500) query run 10 times;
• Q2 is the failed tcp(a1,a501) query run 5 times;
• Q3 is the successful cycle(X,Y ) query (all 145,850 so-
lutions);
• Q4 is the successful q(X) query (all 1,170 solutions).
The query times are expressed in seconds, and are usually
averaged over several runs. The time needed to generate the
compiler from the interpreter (i.e., performing the second
Futamura projection [10]) was 0.040s. The prior binding-
time analysis was performed (once and for all) by hand us-
ing logen’s new graphical interface that allows easy annota-
tion and provides colouring feedback on static and dynamic
parts.
3 To achieve the good results it was essential to fol-
low the approach from [15] (see also Appendix C). Timings
were obtained on a Powerbook G4 1Ghz, 1GB SDRAM, with
SICStus Prolog 3.11.0 and Mac OS X 10.3.2. Runtimes for
XSB were obtained on the same machine using XSB Prolog
2.6. In our experiments, we make use of XSB’s distinctive
feature: it terminates for both recursive and non recursive
datalog programs. This mechanism is known as tabling in
XSB Prolog [22], and has been proved very useful in deduc-
tive databases. Tabling allows, for instance, the evaluation
of query Q3, which only XSB Prolog can run ensuring ter-
mination.






Q1 (SICStus) 0.135 s 0.003 s 0.132 s
Q1 (XSB) 0.100 s 0.000 s 0.100 s
Q2 (SICStus) 1.372 s 0.004 s 1.368 s
Q2 (XSB) 0.100 s 0.000 s 0.100 s
Q3 (XSB) 1.460 s 1.080 s 0.380 s
Q4 (SICStus) 9.64 s 0.060 s 9.580 s
Q4 (XSB) 0.109 s 0.010 s 0.099 s
Table 1: Average retrieval times for the non-
specialised case.
Table 1 shows how much overhead is introduced by the ac-
cess control policy. For example, query Q3 that takes 1.08
seconds to retrieve information takes an extra 0.38 seconds
when access control is performed. Ideally, we want to min-
imise the overhead introduced by the RBAC
P
H2A policy. By
specialisation of the meta-interpreter, we achieve a speedup
that considerably reduces this overhead, as illustrated in Ta-
ble 2. It can be observed that after applying the logen tool,
the average retrieval time is improved by a factor of up to
42. In all cases the retrieval time after specialisation falls
between the average times of the two previous approaches,
i.e., with and without access control.
Query Specialisation Average Speedup
Time Runtime
Q1 0.010 s 0.007 s 19.3
Q2 0.010 s 0.032 s 42.88
Q4 0.010 s 0.950 s 10.15
Q
0
1 0.010 s 0.003 s 45
Q
0
2 0.010 s 0.004 s 343
Q
0
4 0.010 s 0.060 s 120.5
Table 2: Retrieval times (running in SICStus) for
the specialised case.
3An automatic binding-time analysis is in the ﬁnal stages
of implementation (as can be guessed from the screenshot
in Appendix D) and it will hopefully be able to annotate
our interpreter automatically. However, it is acceptable to
perform the BTA by hand, as the annotation only has to be
generated once and it is independent of the database as well
as the access control policy.