Abstract -Technology holds great potential for improvements in the field of health care used in intelligent environments, with homes becoming the centers for proactive health care. Smart health care systems at home can be used to provide such solutions. A technology-assisted smart health care system would enable elderly people to lead their independent lifestyle away from hospitals and also avoid having expensive caregivers. In this paper, we present one such solution where a prediction model in an intelligent smart home system can be used for identifying health trends over time and enable prediction of future trends which can aid in providing preventive measures.
INTRODUCTION
Today in the area of health care, a major issue is the provision of adequate and effective health for the elderly, as people aged 65 and older are the fastest growing segment of the US population; by 2030 more than 4 million Americans will be over the age 85 [1] . Studies reveal that older Americans prefer an independent lifestyle [2] . With a growing aging population that desires to maintain their independent living, the need for smart and cost effective, in-home, health care technology to replace existing home care givers becomes critical. The next generation of smart in-home systems built for health care would enable people to lead a healthier life. The major challenge for these systems would be early prediction of health variations over time, which may act as early indicators for chronic diseases.
Time series analysis is often associated with discovery of patterns (such as frequent sequences or sequences appearing with increasing or decreasing regularity) and prediction of future values (forecasting). In this paper we employ machine learning techniques using Weka, for predicting trends of health data over time, and also use Box-Jenkins seasonal arima models for forecasting health data ranges over time. The Box Jenkins seasonal arima model is frequently used for analysis and forecasting time series data [3] . We hypothesize that the Box-Jenkins arima method can be effective for analyzing health data in an intelligent environment. To validate our hypothesis, we test the method using health data collected from MavHome smart home project.
ENVIRONMENT SENSING AND DATA COLLECTION
The major goal of the MavHome project [4, 5] is to design a smart environment that acts as an intelligent agent. We define a smart environment as one with the ability to adapt the environment to the inhabitants and meet the goals of comfort and efficiency. In order to achieve these goals the house should be able to predict, reason, and adapt to its inhabitant. In MavHome, sensor network data is the primary source of data collection. The data collection system consists of an array of motion sensors which collect information through the Argus sensor network [6] . In this study, we enhance collected information with critical health parameters (for example, blood pressure and pulse) collected using digital instruments. The data collected for this study spanned a period of sixty one days, based on a single inhabitant living in the MavPad on-campus apartment (see Figure.1 ). Our evaluation environment is a student apartment with deployed Argus and X-10 networks. The apartment consists of a living/dining room, kitchen, bath room, and bed room. There are over 150 sensors deployed in the MavPad that include light, temperature, humidity, and reed switches. 
EXPERIMENTATION EVALUATION
The goal of this experiment is to evaluate a seriesbased forecasting model which would be a part of smart healthcare systems in smart homes. The expectations from this experiment are better predictive accuracy with a limited data from the smart healthcare system using time series data. These predictions would enable the caregivers and patients to prepare for possible critical situations before they actually occur. The basic idea behind self-projecting time series forecasting models is to find a mathematical formula that will approximately generate the historical patterns in a time series. A time series is a historical record of some activity, with measurements taken at equally-spaced intervals with a consistency in the activity and the method of measurement. Box-Jenkins forecasting models are based on statistical concepts and principles and are able to model a wide spectrum of time series behaviors [7] . We use Box-Jenkins methodology in analysis and forecasting rather than developing our own because the Box-Jenkins methodology is widely regarded to be the most efficient forecasting technique, and is used extensively, especially for univariate time series [10] . Compared to other techniques, Box-Jenkins forecasting provides some of the most accurate short-term forecasts.
However, a limitation is that it requires a large amount of data which is a current problem leading to lower accuracy.
EXPERIMENTATION AND RESULTS
The experiment consists of two parts. The first part uses a support vector machine algorithm found in Weka [8] to predict whether health trends are increasing, decreasing or constant. The second experiment utilizes automated forecasting tools, such as Phicast [9] , which enables us to use the Box-Jenkins method for forecasting the range of health data values.
The first experiment employs the SVM using Weka to predict trends in the health data values over time. We are looking to predict an increasing, decreasing or constant trend over time. For this experiment we use a training set consisting of 40 days of health parameter data which was collected from the inhabitant in the MavHome apartment. For the second experiment, we included observations from one additional day as it was made available. Thus for the second experiment we did use 41 days of health parameter data. In our prediction experiment, we use observed trend accuracy as the performance measure. This is defined as the number of correctly classified observed instances divided by the total number of observed instances. We also look at the error rates, which is different from trend accuracy and is defined as the incorrectly classified instances divided by the total classified instances in the observed output test set data. Most of the experiment is run using the Weka environment and in all of the experiments reported here percentage split was used as the evaluation technique. This consists of dividing the data into two subgroups. The first subgroup, called the training set, is used for building the model for the classifiers. The second subgroup, called the test set, is used for calculating the accuracy of the constructed model.
The subgroup or the test set consisted of 20 data points for experiment one and 21 data points for experiment two. The total dataset consisted of 61 data points. We also did perform 3-fold cross validation on the datasets for experiment one only and the observed results are given below in Table 4 . We have chosen 3 fold cross validation because of the size of the dataset used for the experimentation. Table. 1 display's the predicted systolic data trends and compares them with actual trends of the data collected from the inhabitant. We observe the accuracy to be fairly high with an error rate of 10%. Table 2 displays predicted trends in diastolic data values and compares them with actual trends of the data collected from the inhabitant. We observe that the accuracy was less and error rate was 67%, because this method implements a sequential minimal optimization algorithm for training a support vector classifier and converts nominal values to binary for prediction. In Table 3 we compare predicted trends to actual trends in pulse rate values on the data collected from the inhabitant. These predictions have a high accuracy and an error rate of 5%. We also have performed cross validation evaluation on the experiment testing data and the obtained outputs are displayed in Table 4 . figure 2 we compare the collected systolic data values to the predicted range values over the time series data. We observe that this had 62% accuracy in the prediction. Note the observations summarized in Table 5 . In Figure 3 , we compare the collected diastolic data values to the predicted range values over the time series data and observe that it had 62% accuracy for predicted values. The observations are summarized in Table 6 . In Figure 4 we compare collected pulse data values to the predicted range. We observe that this had 76% predictive accuracy. The observations are summarized Table 7 and a comparison is shown in Figure 4 . The observations made from Table 5 reveal that the accuracy was 62%, Table 6 shows an accuracy of 62% and Table 7 shows an accuracy of 76%. The accuracy was low as this method needs more data for accurate predictions. Data is collected continuously, so as more data is available we expect to see an increase in the predictive accuracy. The data does include a few outliers which also affect the accuracy of the results. The first model has higher accuracy, thus making it more effective than the second model which predicts the health data ranges. These models can be more effective when used together. 
CONCLUSION AND FUTURE WORK
Generally, predicting time series data is difficult. In this case, however, we show that there was good overall prediction performance. We have used the Box-Jenkins method with relatively small amounts of data, keeping in mind the use of this tool over time, as the amount of data continuously increases. As this method performs its best with large data [11] , the performance will steadily improve. We observe that the prediction models act as useful components to the health care system in smart homes. Future work would include improving the prediction, collecting more data over time which would help improve prediction and detecting and avoiding outliers to increase the prediction accuracy. Providing accurate tele-health care systems in smart homes would be a breakthrough for the healthcare industry.
