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Abstract
We consider quantum Einstein gravity in three dimensional de Sitter space. The Eu-
clidean path integral is formulated as a sum over geometries, including both perturba-
tive loop corrections and non-perturbative instanton corrections coming from geome-
tries with non-trivial topology. These non-trivial geometries have a natural physical
interpretation. Conventional wisdom states that the sphere is the unique Euclidean
continuation of de Sitter space. However, when considering physics only in the causal
patch of a single observer other Euclidean geometries, in this case lens spaces, con-
tribute to physical observables. This induces quantum gravitational effects which lead
to deviations from the standard thermal behaviour obtained by analytic continuation
from the three sphere. The sum over these geometries can be formulated as a sum over
cosets of the modular group; this is the de Sitter analog of the celebrated “black hole
Farey tail.” We compute the vacuum partition function including the sum over these
geometries. Perturbative quantum corrections are computed to all orders in perturba-
tion theory using the relationship between Einstein gravity and Chern-Simons theory,
which is checked explicitly at tree and one-loop level using heat kernel techniques.
The vacuum partition function, including all instanton and perturbative corrections,
is shown to diverge in a way which can not be regulated using standard field theory
techniques.
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1 Introduction
As the maximally symmetric solution of general relativity with a positive cosmological con-
stant, de Sitter space is the natural starting point for the study of quantum cosmology.
Despite notable efforts it is not known precisely how to define a theory of quantum gravity
in eternal de Sitter space or even whether such a theory exists (see e.g. [1, 2, 3, 4, 5]). Such
a theory would presumably answer several important questions, including:
• What are the appropriate observables for eternal inflation?
• What is the origin and interpretation of the Bekenstein-Hawking entropy of a cosmo-
logical horizon?
• How does quantum gravity alter the physics of observers in a de Sitter universe?
We will not attempt to provide a full answer to these questions here; rather we will describe
a series of explicit computations which will shed some light on the third question. We will
return to the second at the end of this paper.
Our focus here is on three dimensional de Sitter gravity, where the computations are
simple and quantum corrections can be computed systematically. We will make precise the
notion of a path integral as a sum over all smooth geometries in Euclidean signature, and
discuss the physical interpretation of this path integral. Although we will not use explicitly
any notions from string theory or holography, our approach is inspired by the corresponding
analysis in AdS3 based on the AdS/CFT correspondence.
1.1 de Sitter Space and Thermality
Conventional wisdom states that de Sitter space is thermal, in the sense that the de Sitter
horizon emits a bath of Hawking radiation at a fixed temperature. We will argue that this
statement must be modified once quantum gravity effects are taken into account. In three
dimensional de Sitter gravity the deviations from the standard canonical ensemble can be
computed exactly, but we expect a similar statement to be true in higher dimensions as well.
We begin by first recalling why de Sitter space is thermal. For field theory in a fixed
curved background, unlike in flat Minkowski space, there is no unique choice of vacuum. The
typical choice of vacuum – often referred to as the Hartle-Hawking, or Euclidean, vacuum
state [6] – is defined by Wick rotation from Lorentzian to Euclidean signature. More precisely,
the ground state wave functional, viewed as a function of field configurations on a constant
time slice, is computed by performing a Euclidean path integral with specified data on the
constant time slice. The natural Euclidean continuation of Lorentzian de Sitter space is the
sphere S3; in this continuation the time coordinate of a static observer becomes an angular
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coordinate of the sphere. Correlation functions computed in this state are found by analytic
continuation of correlation functions on S3. These correlators are periodic in Euclidean time
and obey the KMS conditions. So correlation functions of field operators are evaluated in a
canonical ensemble state at fixed temperature.
In this paper we will assume that the definition of the Hartle-Hawking state in terms
of Euclidean functional integral is, to the extent that it can be made precise, correct. This
means that once quantum gravitational effects are included the vacuum state will include
contributions from other geometries. In particular, other solutions to the Euclidean equations
of motion will appear as saddle point contributions. In three dimensions these other saddle
points are easy to describe; they are quotients S3/Γ of the three sphere by a discrete subgroup
Γ of SO(4). In this paper we focus on a particularly simple class of such geometries of the
form S3/Zp. These spaces, known as lens spaces, have a very simple physical interpretation.
Correlation functions which are defined by analytic continuation from a lens space do not
describe a canonical ensemble state at fixed temperature. Rather, they describe a grand
canonical ensemble state at fixed temperature and angular potential. In such a state the
de Sitter horizon emits Hawking radiation at a fixed angular potential, much like a rotating
black hole.
The full Hartle-Hawking state includes a sum over the quotients of S3. At the classical
level, each geometry is weighted by its Euclidean action. The leading contribution will be the
familiar thermal state coming from the dominant S3 saddle. The quotients give subleading
contributions which are suppressed by terms that are exponentially large in the de Sitter
entropy; they vanish in the classical limit. Nevertheless their effects can be computed and
the full partition function includes a sum over lens spaces. In fact, this sum over lens spaces
has an elegant mathematical interpretation as a sum over the modular group SL(2,Z). This
is very reminiscent of the “black hole Farey tail” of [7]. In that case the partition function of
AdS3 gravity at finite temperature is interpreted as a sum over the modular group. The sum
over SL(2,Z) was a sum over all three dimensional geometries which “fill in” a T 2 at the
conformal boundary of space-time [8, 7, 9, 10]. In the de Sitter case, this sum has a similar
interpretation as a sum over ways of filling in a T 2 at the Euclidean horizon. Thus our “de
Sitter Farey tail” provides a construction of Hartle-Hawking state as a sum over geometries
related by modular transformations.
1.2 The Partition Function of de Sitter Gravity
The geometries described above all contribute to the partition function of de Sitter gravity in
Euclidean signature. Formally, this partition function should be regarded as a path integral
over Euclidean metrics
Z =
∫
Dg e−S[g] . (1.1)
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The Hartle-Hawking state is an integral over metrics with fixed boundary conditions on a
space-like slice. The path integral in equation (1.1) is a sum over all compact metrics and is
interpreted as the norm of the Hartle-Hawking state. In the present work we will consider
the case of “pure” Einstein gravity with only metric degrees of freedom.
Of course, there are very few cases where we know how to make precise sense of a sum
over geometries of the form (1.1). When the cosmological constant is negative, the integral
is defined over metrics with fixed conformal structure at the boundary and the result can be
identified with the partition function of a conformal field theory. This allows one to make a
certain amount of progress. It turns out that when the cosmological constant is positive there
is an alternate technique – not based on AdS/CFT – which provides a precise, calculable
definition of the partition function (1.1).
To begin, we first write down the saddle point approximation to the partition sum (1.1)
Z =
∑
gc
e−kS
0[gc]+S1[gc]+
1
k
S2[gc]+... . (1.2)
Here the sum is over all classical solutions gc to the Euclidean equations of motion, and
Si[gc] denotes the quantum correction to the action at i
th order in perturbation theory. We
have extracted explicitly the dimensionless coupling constant k, which in the present case is
equal to the de Sitter radius in Planck units. In general the expression (1.2) will only be an
approximation to the full path integral. However, this approximation is expected to become
exact if we can accomplish the following two tasks:
• Identify the infinite set of classical solutions gc
• Compute the infinite series of subleading corrections Si around each classical saddle
We will perform both of these computations.
The identification of the classical saddles gc is easy. They are the quotients S
3/Γ, which
can be ennummerated and described explicitly. In principle, a given saddle may or may not
contribute to the path integral – to answer this question one must define the Lorentzian path
integral precisely, rotate the integral to Euclidean signature and determine which saddles lie
on the contour of stationary phase. We will not attempt to do so in this paper; instead we
focus on the lens spaces L(p, q), whose inclusion in the path integral can be motivated on
physical grounds. We will leave the question of more complicated quotients to future work.1
In order to compute the series of perturbative corrections, we will use the relationship be-
tween three dimensional Einstein gravity and Chern-Simons theory [11]. We emphasize that
we will not attempt to identify the gravitational path integral with that of a Chern-Simons
1We will, however, compute the classical sum over geometries for all possible quotients S3/Γ in an
appendix.
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theory. Indeed, the sum over saddle points takes a very different form in these two theories.
For example, our gravitational path integral (1.1) involves a sum over geometries with dif-
ferent topology, whereas the Chern-Simons partition function is a sum over flat connections
on a space of fixed topology. However, at the level of perturbation theory, the rewriting of
gravitational degrees of freedom in terms of a gauge connection is straightforward. Thus
one can use Chern-Simons theory as an efficient computational tool to extract perturbative
corrections to a given classical saddle point. In the Chern-Simons formulation there is a
systematic perturbative expansion [11, 12, 13, 14, 15], and remarkably the partition function
on a lens space is known to all orders [16]. This will allow us to identify the infinite set of
subleading perturbative corrections in (1.2).
We note that the use of the Chern-Simons formulation as a computational tool in per-
turbative gravity is somewhat delicate. Previous related efforts include [17, 18, 19, 20, 21].
For example, in the case of a negative cosmological constant both the space-time and the
Chern-Simons gauge group are non-compact, which makes the gauge theory formulation sub-
tle. Thankfully, these subtleties do not occur in the present case. Euclidean gravity with a
positive cosmological constant is related to SO(4) Chern-Simons theory on a compact space
S3/Γ, so the Chern-Simons formulation is straightforward.
We will devote some time to a precise matching between the Chern-Simons and gravita-
tional results. At the classical level, the comparison is simple; the Einstein action is related
to a particular Chern-Simons invariant [11]. We will also check that Einstein gravity is equal
to Chern-Simons theory at the one-loop level as well. This is considerably more involved.
We perform a direct computation of the one-loop determinant for gravity on a lens space
using heat kernel techniques, and show that this is exactly equal to the corresponding Chern-
Simons result. To our knowledge this is the first time such a check has been done. Given
this check at the tree and one-loop level, we can then confidently apply the Chern-Simons
result at all orders in perturbation theory.
The result is that the partition function (1.1) is divergent. This is not a surprise, since
it involves a sum over quotients S3/Γ. As the order of the group Γ goes to infinity, we
find an infinite number of saddles whose classical actions approach zero. Indeed, this same
divergence appeared in the case of a negative cosmological constant [7]. In that case it was
necessary to apply a regularization scheme which rendered the sum finite and provided a
match with the CFT. In fact, the sum over geometries in that case could be regulated only for
certain special values of the coupling constants, for example when the central charges satisfy
1
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(cL−cR) ∈ Z. The obvious questions is whether the same is true in the case of gravity with
a positive cosmological constant. In particular, we ask whether an appropriate regularization
will render the quantum path integral for de Sitter gravity finite. Optimistically, this would
impose a constraint on the coupling constant of the theory – i.e. the cosmological constant
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– required for quantum mechanical consistency. We will conclude that this is not the case
for pure Einstein gravity in de Sitter space. The perturbative corrections to the effective
action for de Sitter gravity make the sum over geometries converge more rapidly, but there
is still a divergent piece even after regularization. Unlike the case of a negative cosmological
constant, there appears to be no way of regulating the divergence appearing in the sum over
geometries. We will discuss possible implications and interpretations of this result.
1.3 Overview
In section 2 we describe the geometry of the lens spaces and demonstrate that they construct
states for static patch observers in a grand canonical ensemble. In section 3 we describe the
Euclidean path integral in the saddle point approximation and perform the classical sum over
lens spaces. We will also discuss the regularization of this sum. In section 4 we compute
the one-loop correction to this classical sum, using both heat kernel and Chern-Simons
techniques. In section 5 we compute the sum using the result at all orders in perturbation
theory. We end in section 6 with a discussion of open issues and speculations regarding the
entropy of de Sitter space.
In appendix A we describe the regularized sum over all Euclidean saddles S3/Γ. We
summarize some formulae relevant for the computations of one-loop determinants and zeta
function regularization in appendices B & C.
2 Lens Spaces and the Static Patch
In this section we motivate the inclusion of lens spaces in the path integral of de Sitter
gravity and describe their physical interpretation.
2.1 The Static Patch and the Hartle-Hawking State
We start by considering the physics of a timelike observer in dS3. Such an observer is in
causal contact with only a portion of the full de Sitter geometry. This region is known as
the static patch (or causal diamond) associated with the observer. The metric on the static
patch of de Sitter space can be written as
ds2
`2
= dr2 − cos2 rdt2 + sin2 rdφ2 . (2.1)
Here ` is the curvature radius and φ is periodically identified
φ ∼ φ+ 2pin ∀n ∈ Z . (2.2)
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Figure 1: The causal diagram of de Sitter space, suppressing the angular φ coordinate.
Horizontal slices of this Penrose diagram are spheres S2, with north and south poles given
by vertical lines on the left and right, respectively. The static patch associated with an
observer at the south pole is the wedge shaped region on the right. In our coordinates the
observer is at r = 0 and the cosmological horizon is at r = pi/2. On this horizon the timelike
Killing vector (denoted by an arrow) becomes null.
In these coordinates the observer is located at r = 0. The boundary of the static patch is
the cosmological horizon, which in these coordinates is located at r = pi/2 (see figure 1). We
will use units ` = 1.
In this coordinate system the metric is static and axially symmetric. These symmetries
are generated by the Killing vectors
H = i∂t , J = i∂φ . (2.3)
These vectors define a notion of energy and angular momentum associated with this patch.
We note that the timelike Killing vector H becomes null at the horizon at r = pi/2. Indeed,
de Sitter space does not possess a globally timelike Killing vector. Correspondingly, there
is no global notion of conserved energy in de Sitter space. The best one can do is consider
charges of the sort defined in (2.3) associated to a particular observer.
Before turning to the physics of quantum gravity, it is useful to first consider free quantum
field theory in a fixed de Sitter background. Restricting our attention to the static patch,
it is straightforward to construct phase space charges H and J which generate the Killing
symmetries (2.3). Upon quantization, these will become operators acting on the field theory
Hilbert space. In free field theory this can be done completely explicitly and the Hilbert space
can be organized into states of fixed energy and angular momentum. Since φ is periodically
identified the charge J = i∂φ will take integer values.
In order to define quantum field theory in the de Sitter background it is necessary to
choose a vacuum state. The canonical choice is the Hartle-Hawking (or Euclidean) state
defined by analytic continuation from Euclidean signature. Correlation functions in this
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state are obtained by Wick rotation. We start by defining
t→ tE = it , (2.4)
to obtain the Euclidean metric
ds2E
`2
= dr2 + cos2 rdt2E + sin
2 rdφ2 . (2.5)
In order for this geometry to be non-singular at r = pi/2 we see that tE must be periodically
identified, so that
(tE, φ) ∼ (tE, φ) + 2pi(m,n) ∀n,m ∈ Z . (2.6)
With these identifications we recognize (2.5) as the metric on S3 written in Hopf coordinates.
We can then compute field theory correlation functions on the sphere S3 and analytically
continue them back to Lorentzian signature. This gives field theory expectation values in a
particular quantum state, which is usually referred to as the Hartle-Hawking or Euclidean
vacuum state. The physics of this state is easy to understand. This identification (2.6) is
generated by the operator
ρ = e−βH , β = 2pi (2.7)
where H is the Hamiltonian operator (2.3). This is the density matrix of a canonical ensemble
at fixed temperature. Thus field theory expectation values computed in the static patch are
precisely thermal. This is the famous statement that de Sitter space is thermal; our observer
at the origin r = 0 will see the cosmological horizon emit a finite temperature bath of
particles at temperature β = 2pi.
Our basic observation that there are other identifications of the (tE, φ) coordinates which
make the Euclidean geometry (2.5) smooth. In particular, for any pair of relatively prime
integers (p, q) we may identify
(tE, φ) ∼ (tE, φ) + 2pi
(
m
p
,m
q
p
+ n
)
∀n,m ∈ Z . (2.8)
These identifications define the lens space L(p, q). Comparing (2.8) with (2.6) we see that
the lens space is the quotient S3/Zp of the sphere by the cyclic group of order p. L(1, 0) is
the original S3. The parameter q labels different ways of embedding this cyclic group into
the isometry group SO(4) of S3. We note first that a shift of q by a multiple of p can be
absorbed into a change of the parameters n,m. Thus q is defined only mod p. Moreover, the
condition that (p, q) = 1 is necessary for the geometry to be smooth; if (p, q) 6= 1 one can
find a pair of integers n,m such that mq = −pn with 0 < m < p. This would imply that
on a surface of constant φ, tE is periodically identified with period less than 2pi, leading to
a conical singularity.2
2More generally, for p, q ∈ R the interpretation is a point particle carrying mass and angular momentum.
Even though the solution has a conical singularity, it is known as the Kerr-dS3 [22].
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From the point of view of quantum field theory the L(p, q) identifications described above
have a simple physical interpretation. This can be seen by noting that the identification (2.8)
is generated by the operator
ρ = e−2pi(
1
p
H+i q
p
J) . (2.9)
So, just as S3 defines a canonical ensemble with β = 2pi, the L(p, q) define a grand canonical
ensemble with temperature and angular potential
β =
2pi
p
, θ = 2pii
q
p
. (2.10)
We note the appearance of a factor of i in equation (2.9). This is due to the fact that angular
momentum J picks up a factor of i on rotation to Euclidean signature; a similar factor of i
appears, for example, when defining the Euclidean continuation of the Kerr black hole.
It is important to note that we have been careful to write L(p, q) as a Euclidean contin-
uation of the static patch of de Sitter space and to make no reference to global dS3. This
is not an accident; for generic values of p and q, L(p, q) can not be described as the Wick
rotation of smooth global Lorentzian geometry. Our point of view is that only the static
patch is relevant for the study of the physics of a timelike observer. The L(p, q) should be
viewed as instructions for the preparation of a state of a static patch observer.3
Indeed, from the point of view of the static patch observer the lens spaces L(p, q) have just
as much a right to be called the “Euclidean continuation of de Sitter space” as does the three
sphere S3. However, correlation functions which are obtained by analytic continuation from
a lens space will be different from those obtained by analytic continuation from the sphere.
So we have an apparent embarrassment of riches; of all the possible Euclidean geometries
one can use to compute correlation functions, which one should we use?
To answer this question, let us remember that the Hartle-Hawking state is defined by
a path integral in Euclidean signature. In the limit where gravity is neglected, this means
that we simply Wick rotate Euclidean correlation functions computed on a fixed background
geometry. But once gravity is included the metric will fluctuate. In a saddle point approxi-
mation, we must include contributions from all solutions to the equations of motion, and in
particular all lens spaces. So once gravity is included it is not a question of which lens space
should be used. They all contribute to the Hartle-Hawking state. To compute correlation
functions correctly we must sum over this infinite class of geometries. This sum is the subject
of the remainder of this paper.
It is worth asking how we are to interpret this conclusion in light of the typical claim
that physics de Sitter space is thermal. As reviewed above, this is a consequence of analytic
3An exception is the case L(2, 1) ∼ RP3, which has an interesting interpretation in terms of global dS3.
As described in [23], the global Lorentzian continuation is ”Schrodinger’s de Sitter space”, the quotient of
dS3 by the antipodal map.
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Figure 2: Lens spaces are viewed as pairs of solid tori glued together along their T 2 boundaries
using an element of the torus mapping class group SL(2,Z). Top: the gluing which takes the
contractible cycle of one torus (red) into the dual cycle of the other torus gives the sphere
S3. Bottom: a more complicated map gives a non-trivial lens space.
continuation from the Euclidean saddle S3. In the Euclidean sum over geometries each
saddle should be weighted by (minus) its action. This action is proportional to the volume
of the saddle. The lens spaces all have lower volume than S3. So in the limit where the de
Sitter radius is large in Planck units (`/G  1), the contribution from the S3 saddle will
dominate the sum. The contributions from the lens spaces will be suppressed by factors
which are exponentially large in the volume of the sphere, which is proportional to the de
Sitter entropy. So the effects from the lens spaces are truly quantum gravitational effects
which are invisible in the semi-classical limit where G→ 0.
2.2 The Lens Space Farey Tail
Before discussing details, however, we study briefly the geometric interpretation of this sum
over lens spaces.
Topologically, a lens space can be regarded as two solid tori glued together along their
T 2 boundaries (see figure 2). The different lens spaces L(p, q) correspond to different ways
of gluing these boundary tori together. For example, gluing the boundary tori together in
the obvious way using the identity mapping gives L(0, 1) = S1 × S2. If we use the mapping
which takes the contractible cycle in one torus to the dual non-contractible cycle in the
other torus we obtain the sphere L(1, 0) = S3. More complicated gluings correspond to
more complicated choices of map used to glue together the boundary tori.
10
This gives a simple group theoretic classification of lens spaces. When we glue together
the two boundary tori we must chose an element of the torus mapping class group, which is
the space of smooth maps from T 2 into T 2 modulo those which are connected to the identity.
This mapping class group is SL(2,Z). If we denote by a and b a basis of cycles in H1(T 2,Z)
then each element of the mapping class group gives a map(a
b
)
→
(
r s
−p q
)(a
b
)
(2.11)
for some
(
r s
−p q
)
∈ SL(2,Z). One might therefore conclude that there is a different lens
space for each element of SL(2,Z). This is not quite the case, because on each solid torus
one of the cycles in contractible; we will take this to be the b cycle. This means that the
change of basis (a
b
)
→ T
(a
b
)
T =
(
1 1
0 1
)
(2.12)
leaves the topology unchanged. We can make this change of basis for either solid torus. So
any two elements γ1, γ2 ∈ SL(2,Z) such that T nγ1Tm = γ2 for some n,m ∈ Z will lead
to the same lens space. We conclude that the lens spaces L(p, q) are uniquely labelled by
elements of the double coset Z\SL(2,Z)/Z, where the quotient is by multiplication by T on
the left or the right.4
This gluing picture is simply related to the explicit construction of the lens spaces given
in equations (2.5) and (2.8). We can divide the geometry (2.5) into two regions, one with
r < R and the other with r > R, where R is between 0 and pi/2. The region with r < R
is a neighborhood of the observer at r = 0 and the region with r > R is a neighborhood of
the Euclidean horizon at r = pi/2. Each region is a solid torus, whose boundary is the T 2 of
fixed radius r = R. In the neighborhood of the observer the φ cycle is contractible. In the
neighborhood of the horizon the qtE − pφ cycle is contractible. The full lens space geometry
is found by gluing these two regions together, giving the topological picture of Figure 2.
This is very similar to the corresponding story in the AdS case, which is known as the
black hole Farey tail [7]. In that case the goal was to compute the partition function of
AdS gravity by performing a sum over Euclidean geometries which are asymptotically T 2
at conformal infinity. The saddle point geometries are 3-manifolds of constant negative
curvature which are topologically a solid torus. On each saddle point geometry one of the
cycles of the boundary T 2 is contractible, and the full sum over geometries can be interpreted
4Note that an element of the double coset Z\SL(2,Z)/Z is uniquely labelled by a pair of coprime integers
(p, q) where q = 1, . . . , p− 1. To see this, note that for an SL(2,Z) matrix
(
r s
−p q
)
the condition rq+ ps = 1
can be used to fix s in terms of r, p and q. Moreover, this condition implies that q and p are coprime and
that r is the inverse of q mod p. The left quotient by T identifies r ∼ r+ p, and the right quotient identifies
q ∼ q + p. So as an element of the coset, r is fixed uniquely and q is defined only mod p.
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as a sum over all possible cycles in the boundary T 2. This is a sum over a coset of SL(2,Z),
the mapping class group of the boundary torus. Further, the sum over the double coset
Z\SL(2,Z)/Z in AdS gravity can be interpreted as the Farey tail expansion for an infinite
family of extremal black holes [24].
We have uncovered a similar structure in de Sitter space, where the partition function
is computed by summing over lens spaces. This is regarded as the sum over possible cycles
which are contractible at the Euclidean horizon. In the analogy with the black hole Farey tail
the Euclidean horizon plays the role of the “interior” of the geometry, and the neighborhood
of the observer r < R plays the role of the asymptotic boundary.
We conclude with a few comments on lens space geometry which will be useful later.
The lens space L(p, q) is defined by the identifications (2.8). To better understand these
identifications we introduce the complex coordinates
z1 = cos r e
it , z2 = sin r e
iφ . (2.13)
The three-sphere is the set of points {|z1|2 + |z2|2 = 1} ⊂ C2. These coordinates make it
clear that S3 can be written as a fibration of S1 over S2 in many different ways, by taking as
our S1 fibre any linear combination of the t and φ directions. The lens space identifications
are (
z1
z2
)
∼
(
ω 0
0 ωq
)(
z1
z2
)
, ω = e2pii/p . (2.14)
This identifies points on the three sphere which are related by a translation along an S1 fibre
by an amount 2pi/p; the choice of fibre is labelled by q.
A second simple description of lens spaces uses the fact that S3 is the SU(2) group
manifold. In terms of the zi coordinates defined above a point on S
3 can be identified with
the element
g =
(
z1 z2
−z¯2 z¯1
)
∈ SU(2) . (2.15)
The isometry group is then SO(4) = SU(2)× SU(2)/Z2, which acts as
(L,R) : g → L g R , (L,R) ∈ SU(2)× SU(2)/Z2 . (2.16)
The Z2 quotient arises because the element (−1,−1) ∈ SU(2) × SU(2) acts trivially. The
identification (2.8) which defines the lens space quotient is
g ∼ LgR, L =
(
ω(1+q)/2 0
0 ω−(1+q)/2
)
, R =
(
ω(1−q)/2 0
0 ω−(1−q)/2
)
. (2.17)
This generates a Zp quotient since (L,R) ∈ SU(2)× SU(2)/Z2 is a pth root of unity.
We note that from this description it is easy to describe the isometries of a lens space.
They are those elements of SU(2)× SU(2) which commute with the left and right matrices
in equation (2.17). When q 6= ±1 mod p this is U(1) × U(1). When q = ±1 mod p one of
the matrices in (2.17) is trivial and the isometry group is U(1)× SU(2).
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3 Partition Function: Tree Level Results
Our goal is to evaluate the Euclidean quantum gravity path integral
Z =
∫
Dg e−S[g] =
∑
gc
e−kS
0+S1+ 1
k
S2+... , (3.1)
by classifying all classical saddles and computing the infinite series of perturbative correc-
tions. In this section we will classify the classical saddles gc and compute the classical
contribution S0 to the path integral for the 3-sphere and lens spaces. We consider here
only contributions from lens spaces, whose inclusion in the path integral was motivated on
physical grounds in the previous section. It is easy enough, however, to compute the tree
level contribution from all solutions; this is described in appendix A.
We start by describing the classical saddles and computing the resulting partition sum in
sections 3.1 and 3.2. In section 3.3 we compare the tree level action to that obtained using
the Chern-Simons formulation.
3.1 The Classical Saddles
We start by considering gravity in Euclidean signature with a positive cosmological constant.
The action is
S = − 1
16piG
∫
M
d3x
√
g
(
R− 2
`2
)
. (3.2)
We will use units where ` = 1 and write everything in terms of the dimensionless coupling
k = `/4G. The equations of motion are
Rµν = 2gµν . (3.3)
The solutions to (3.3) are three dimensional manifoldsM which are locally isometric to the
three sphere S3. These geometries have been classified in the literature. We review a few
relevant results here and refer the reader to e.g. [25] for details.
The smooth solutions are quotients of the three sphere of the form S3/Γ where Γ is a
discrete, freely acting subgroup of the isometry group SO(4) of the sphere.5 These geometries
are usually referred to as elliptic three-manifolds. There are an infinite and countable number
of choices for the group Γ. In particular, Γ must be either a cyclic group or a central extension
of a dihedral, tetrahedral, octahedral, or icosahedral group by a cyclic group of even order.
This completely characterizes all possible smooth solutions to the equations of motion.
5In principle we could also include saddles with orbifold-type singularities coming from quotients which
do not act freely. In the absence of evidence that these geometries should be included in the path integral
we will not include them, but they may be worth further study.
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The on-shell action of one of these saddles is proportional to its volume
S[gc] = −k
pi
Vol(M) . (3.4)
Hence for S3/Γ we have
S[gc] = −k
pi
Vol(S3)
|Γ| = −
2pik
|Γ| , (3.5)
where |Γ| is the order of the group.
3.2 The Sum Over Geometries
The contribution to the path integral of these saddles is, at tree level, equal to
Z(0) =
∑
gc
e−S
0
=
∑
Γ
exp
(
2pik
|Γ|
)
. (3.6)
We note that the three sphere S3 gives the dominant contribution to the partition function.
We now describe the sum over the lens spaces, which are the saddles where Γ is abelian. In
appendix A we describe the inclusion of the saddles with non-abelian quotients.
For the lens space L(p, q) the group Γ = Zp is cyclic. Here p ≥ 1 is a positive integer and
q is a number between 1 and p which is coprime to p. So the sum is
Z
(0)
lens =
∞∑
p=1
p∑
q=1
(q,p)=1
e2pik/p =
∞∑
p=1
e2pik/pφ(p) . (3.7)
Here φ(p) is Euler’s totient function, which counts the number of integers less than p and
coprime to p. The sum is divergent, since as p goes to infinity the exponential approaches
one. So this sum is dominated by terms with large p, i.e. by geometries whose volume is
small in Planck units. To better understand the nature of the divergence, we will rewrite
(3.7) in terms of zeta functions. Expanding the exponential we get
Z
(0)
lens =
∞∑
r=0
(2pik)r
r!
∞∑
p=1
φ(p)p−r
=
∞∑
r=0
(2pik)r
r!
ζ(r − 1)
ζ(r)
, (3.8)
where we used the Dirichlet series (C.7) and ζ(s) is the Riemann zeta function.
We can now attempt to regularize the sum (3.8). The most natural way to do so is
by using zeta function regularization, which amounts to using in (3.8) the values of the
zeta function ζ(s) obtained by analytic continuation of the argument s. This makes ζ(s)
finite for all s 6= 1. However, the zeta function has a pole at 1 which remains even after
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analytic continuation. Thus the r = 2 term in the sum is divergent and the sum cannot be
regularized using zeta function techniques. This divergence gets even worse if we add the
remaining elliptic manifolds (see appendix A).
It is important to emphasize that, at this point, the divergence in the sum over p should
not worry us too much. We have included only the tree level action, and it is natural to expect
that the quantum corrections to the effective action will introduce additional p-dependence
which might make the series more convergent. We will see in the next section that this is
precisely the case.
However, we note that there is a clear difference with the corresponding story in AdS/CFT.
In that case a similar divergence arises from the sum over saddles which have (regularized)
volume which is small in Planck units [7]. Even at tree level, however, this divergence can be
removed by regulating the sum in one of a variety of ways. It can be regulated by using the
“Farey-Tail transform” of [7], using zeta function regularization following [10] or by carefully
summing over the terms in the sum in the correct order [26]. In each case the answer was
the same and had a natural physical interpretation. We see that, at least for the tree level
computation, the partition function of de Sitter quantum gravity can not be so regulated.
Finally, we note one subtlety in computing the sum over geometries. In the sum (3.6) we
should in principle sum only over those geometries which are not diffeomorphic to one an-
other, otherwise we are in danger of over counting geometries. In three dimensions, the task
of determining which manifolds are diffeomorphic is relatively easy: manifolds are diffeomor-
phic if and only if they are homeomorphic. So we should sum only over over topologically
distinct manifolds. The three manifold S3/Γ has fundamental group pi1(S
3/Γ) = Γ, so S3/Γ
and S3/Γ′ can be diffeomorphic only if Γ = Γ′. So we need to ask whether it is possible for
L(p, q1) and L(p, q2) to be diffeomorphic when q1 6= q2 mod p. It turns out that these lens
spaces are diffeomorphic if and only if
q1 = ±q2 mod p , or q1q2 = ±1 mod p . (3.9)
It is easy to find the diffemorphisms relating these values of q1 and q2 using the explicit
presentation of the metric (2.5). For example, the diffeomorphism φ → −φ leads to the
identification of q with −q. It is more challenging to show that these are the only possible
diffeomorphisms; we refer the reader to [25] for details.
In computing the sum over lens spaces we should, strictly speaking, sum only over lens
spaces modulo the relation (3.9). In computing the exact numerical value of the partition
function this is an important subtlety, but it is one that can be ignored in the present section.
The reason is that the identifications (3.9) will lead to at most a factor of four in the partition
sum, and will therefore appear that at the same order as the one loop results discussed in
the next section. In our present discussion of tree level results, we can therefore treat as
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distinct the lens spaces L(p, q) for all values of q mod p.6 In section 4 when we compute one
loop effects we will return to this correction.
3.3 Chern-Simons Formulation
It is instructive to compare the results derived above to those found using the Chern-Simons
formulation of three dimensional gravity. This is a straightforward computation at tree
level, but we will go through the details explicitly in order to set the stage for less trivial
uses of Chern-Simons theory in later sections. In this section we work entirely in Euclidean
signature.
The Chern-Simons formulation of three dimensional gravity is a first order formalism,
where the basic variable is taken not to be the metric gµν but rather the frame fields eµ
a and
the connection ωµ
bc, where a, b, . . . are local flat indices. These fields are typically packaged
into the one forms ea and ωa defined by:
ea = eµ
adxµ , ωa =
1
2
abc ωµ
bcdxµ . (3.10)
The frame fields are related to the metric in the usual way
gµν = e
a
µe
b
νδab , (3.11)
and the connection is determined by the flatness condition
dea − abcωb ∧ ec = 0 . (3.12)
Einstein’s equation is
dωa − 1
2
abc(ω
b ∧ ωc + eb ∧ ec) = 0 , (3.13)
and the action (3.2) is
S = − k
2pi
∫
M
(
ea ∧ (dωa − 1
2
abc(ω
b ∧ ωc + 1
3
eb ∧ ec)
)
. (3.14)
6In fact, there is a sense in which this is the most reasonable thing to do. The identifications (3.9) are due
to large diffeomorphisms which are not continuously connected to the identity. In defining our path integral
over the space of metrics we should clearly mod out by the set of local diffeomorphisms, but in principle
we could simply define our set of symmetries to not include the large diffeomorphisms which lead to the
identifications (3.9). This is exactly what we do when we define the path integral of gravity in AdS/CFT;
two metrics define the same state only if they are related by a diffeomorphism which vanishes sufficiently
quickly at infinity. The large diffeomorphisms which act on the boundary via conformal transformations
change the state of the theory and give distinct contributions to the Euclidean path integral. This leads
to, for example, boundary gravitons (for infinitesimal conformal transformations) and the SL(2,Z) family
of black holes (for large conformal transformations). It would be interesting to define precisely the relevant
symmetry group for de Sitter gravity, but we will not attempt to do so here.
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The remarkable observation of [13, 11, 14] is that equations (3.12), (3.13) and (3.14) are
the action and equations of motion of a Chern-Simons theory. To see this, we define the
linear combinations
Aa± = ω
a ± ea , (3.15)
which are regarded as a pair of SU(2) gauge fields. If we introduce SU(2) algebra generators
Ta and write
A± = Aa±Ta , (3.16)
then the equations of motion simply become the flatness conditions for a pair of SU(2)
connections
F± = dA± + A± ∧ A± = 0 . (3.17)
This is the equation of motion of a Chern-Simons gauge field in three dimensions. The action
of such a gauge field is the Chern-Simons invariant
I[A] =
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
, (3.18)
where Tr is the usual trace on the SU(2) Lie algebra. The action (3.14) is just
S = − k
4pi
(I[A+]− I[A−]) . (3.19)
Thus Euclidean gravity is, at the level of the classical action and equations of motion,
equivalent to a pair of SU(2) Chern-Simons theories.
It is important to note that in Euclidean signature the Chern-Simons action is typically
defined with an additional factor of i, so that SCS = −ikcs4pi I[A] where kcs is the level of
the theory. The real part of this level must be an integer in order to insure invariance
under large gauge transformations. Euclidean gravity is related to Chern-Simons theory
with purely imaginary levels
ik+ = k, ik− = −k . (3.20)
We will not attempt to study Chern-Simons theory with imaginary level non-perturbatively
(see however [27]). Our goal is simply to use Chern-Simons formulation to compute pertur-
bative corrections in a systematic manner.
It is illustrative to work out explicitly the Chern-Simons connections A± for the S3 and
lens space geometries. The metric in Hopf coordinates is
ds2 = dr2 + cos2 rdt2E + sin
2 rdφ2 . (3.21)
In these coordinates the two circles θ± = φ± tE have constant length S1 fibers. The frame
field is
e = eaTa = T1 dr + cos r T2 dt+ sin r T3 dφ , (3.22)
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and the connection is
ω = ωaTa = cos r T2 dφ+ sin r T3 dt , (3.23)
so that
A± = Aa±Ta = ±T1 dr + (cos r T2 ± sin r T3)dθ± . (3.24)
It is straightforward to check that this connection is flat.
Equation (3.24) gives the connection both on the three sphere S3 as well as on its quo-
tients L(p, q) = S3/Zp. In terms of the Hopf circles θ±, the lens space is defined by the
identifications (c.f. (2.14))
θ± ∼ θ± + 2pin(q ± 1)−mp
p
, ∀n,m ∈ Z . (3.25)
The m identification is just the usual φ ∼ φ+ 2pi. The n identification is the non-trivial Zp
quotient of S3.
It is useful to describe the flat connection (3.24) a bit more geometrically. The lens
space L(p, q) = S3/Zp has a topologically nontrivial cycle coming from the quotient by Zp.
A flat connection on L(p, q) is characterized by its holonomy around this nontrivial cycle.
More precisely, the fundamental group of L(p, q) is pi1(L(p, q)) = Zp. An SU(2) connection
on L(p, q) then defines a map from pi1(L(p, q)) = Zp → SU(2), defined by the holonomy
of the connection around each cycle. Since Zp is a cyclic group, this map must take each
non-trivial cycle into a pth root of unity in SU(2). So the image of the non-contractible cycle
in L(p, q) must be conjugate to a rotation by an angle 2pin
p
in SU(2) for some integer n which
is defined modulo p. Thus the round metric on the lens space L(p, q) is characterized by a
pair of integers (n+, n−) which give the holonomy around the non-contractible cycle of the
two SU(2) connections.
To compute these holonomies we note that the integral of dθ± around the topologically
non-trivial cycle with (n,m) = (1, 0) is∮
dθ± = 2pi
q ± 1
p
, (3.26)
so that ∮
A± = 2pi
q ± 1
p
(cos rT2 ± sin rT3) . (3.27)
The holonomy of the gauge field is
exp
∮
A± = cos
(
2pi
q ± 1
p
)
+ (cos rT2 ± sin rT3) sin
(
2pi
q ± 1
p
)
. (3.28)
In writing this we have used the formula
euθ = cos θ + u sin θ , (3.29)
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for any u = uaTa such that u
aua = 1. We see, as expected, that e
∮
A± is a root of unity in
SU(2). We conclude that the lens space L(p, q) corresponds to a pair of SU(2) gauge fields
A± with holonomy7
(n+, n−) =
(
q + 1
2
,
q − 1
2
)
. (3.30)
In fact, we could have concluded this without doing any work. If we regard the three sphere
as the SU(2) group manifold, the two SU(2) Chern-Simons connections are associated with
the group actions by left and right multiplication. The holonomies can then be read off from
(2.17).
We can now go ahead and compute the action of the Chern-Simons theory with this
connection. The Chern-Simons invariant of an SU(2) gauge field on a lens space L(p, q)
with holonomy n is [16]
1
8pi2
∫
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
=
q∗
p
n2 , (3.31)
where q∗ is the inverse of q mod p:
q∗q = 1 mod p . (3.32)
Plugging this into the Chern-Simons action (3.14) we see that this reproduces the correct
gravity action (3.5)
Z
(0)
(p,q) = exp
(−S[g(0)]) = exp(ik+
4pi
I[A+] + i
k−
4pi
I[A−]
)
= exp
(
pii
q∗
2p
(
k+(q + 1)
2 + k−(q − 1)2
))
= exp
(
2pik
p
)
. (3.33)
4 Partition Function: One-loop Results
We turn now to the evaluation of quantum corrections to the partition function at the one-
loop level, i.e. the computation of S1 in (1.2). We will start by computing the answer directly
in gravity, evaluating the appropriate one-loop determinants using heat kernel techniques.
In section 4.2 we compute the sum over geometries including this one-loop contribution. In
section 4.3 we check this answer by comparing with the results in Chern-Simons theory.
7 We note that these are half-integer rather than integer because SO(4) is actually the Z2 quotient
SO(4) = SU(2)× SU(2)/Z2. So the holonomy of the connection is pth root of unity in SO(4) even though
nL and nR are in some cases half-integer.
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4.1 Gravity Computation
4.1.1 One-loop determinants in Einstein gravity
The one loop partition function of Einstein gravity has been considered by various authors;
see [28, 29, 30] for discussion of the D-dimensional case. We only summarize a few results
here.
The one-loop contribution S1 to the path integral∫ Dg
Vdiff
e−S =
∑
e−kS
0+S1+... (4.1)
is obtained by integrating over the linearized fluctuations around each classical saddle. The
measure factor Vdiff reflects the fact that we integrate only over orbits of the diffeomorphism
group in the space of metrics. At the linearized level a diffeomorphism generated by the
vector Vµ takes
gµν → gµν +∇(µVν) . (4.2)
This can be used to impose a gauge condition on the linearized metric fluctuations. A
standard choice is transverse gauge. Linearizing the action and computing the appropriate
gaussian integrals in this gauge we obtain a ratio of functional determinants
Z(1) = eS
(1)
=
det
(
∆LL(1) − 23R
)
det 1/2
(
∆LL(2) − 23R
)
det 1/2
(
∆LL(0) − 23R
) . (4.3)
The denominator comes from linearized metric fluctuations, which have been decomposed
into a transverse traceless part and a scalar part coming from the trace of the metric. The
numerator is the Fadeev-Popov determinant which arises when we gauge fix, and can be
regarded as the contribution of a spin-1 ghost.
The operators in (4.3) are obtained by linearizing the action and are defined as follows.
R is the Ricci scalar. The operator ∆LL(2) acts on symmetric, traceless 2-tensors and ∆
LL
(1)
acts on both the transverse and longitudinal components of a vector. They are Lichnerowicz
Laplacians which are written in terms of the usual Laplacian ∆(j) = ∇α∇α acting on a field
of spin j as:8
∆LL(2)Tµν = −∆(2)Tµν − 2RµανβTαβ +RµαTαν +RναTαµ ,
∆LL(1)Tµ = −∆(1)Tµ +RµαTα ,
∆LL(0)T = −∆(0)T . (4.4)
In the absence of zero or negative modes (4.3) can be simplified further. This follows
from the harmonic decomposition of tensors, which is reviewed in Appendix B.1. This
8We note that ∆LL(p) coincides with the Hodge-de Rham Laplacian when acting on p-forms.
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decomposition allows us to cancel common factors in the numerator and denominator of
(4.3) to obtain
Z(1) =
√√√√√ det′
(
∆LL(1) − 2R/D
)
T
det′
(
∆LL(2) − 2R/D
)
TT
. (4.5)
Here prime denotes only the positive eigenvalues of the operators and the subscript T denotes
the transverse part. In three dimensions
Rµανβ =
R
6
(gµνgαβ − gµβgνα) , Rµν = R
3
gµν , R = 6 , (4.6)
so the above expressions simplify to(
∆LL(2) −
2
3
R
)
Tµν = (−∆(2) + 2)Tµν ,(
∆LL(1) −
2
3
R
)
Tµ = (−∆(1) − 2)Tµ . (4.7)
Formula (4.5) is perfectly correct if all of the relevant operators have positive definite
spectrum. However, on the compact manifolds of interest this is not quite the case. We
must include in (4.5) corrections coming from the non-positive eigenvalues of the operators
∆LL(0) −
2
3
R , ∆LL(1) −
2
3
R . (4.8)
Let us first consider the vector operator in (4.8). It is easy to show that for the spherical
three manifolds under consideration this operator has no negative modes. The zero modes of
this operator are Killing vectors.9 By construction, these zero modes are not included in the
vector determinant in (4.3). Indeed, from equation (4.2) we see that a Killing vector (KV) Vµ
generates the trivial diffeomorphism. This means that our gauge fixing procedure is slightly
ill-defined. In writing (4.3) we have introduced gauge-fixing terms which define sections in
the space of metrics which are supposed to intersect each orbit of the diffeomorphism group
exactly once. Metrics which are related by an isometry are of course diffeomorphic, but this
has been missed by our gauge fixing procedure. This can be repaired by splitting Vdiff into
two parts, one coming from isometries and one coming from the gauge condition:∫ Dg
Vdiff
=
∫ Dg
VKVVgauge
=
∫ Dh detghost
kVKV
. (4.9)
9 To prove this, note that the Killing’s equation ∇(µVν) = 0 along with (4.6) give
−∇µ∇µVν −RµνV µ = 0 .
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Here h is a linearized gauge fixed metric and detghost is the vector determinant appearing
in (4.8). We also included a factor of the coupling to account for the normalization of the
metric fluctuations. This gives a correction to (4.5) for each Killing vector; we must include
the volume VKV of the isometry group.
We now turn to the scalar Laplacian. For a spherical manifold the constant mode will
lead to single negative eigenvalue for the scalar operator in (4.8). There will be additional
negative modes coming from conformal Killing vectors (CKVs). To see this, we note that
for every solution of the CKV equation
∇(µVν) − 2
D
gµν∇αV α = 0 , (4.10)
the scalar φ = ∇αV α will be an eigenmode of the scalar Laplacian in (4.8) with negative
eigenvalue. In both of these cases, the path integral now appears to contain a gaussian
integral with the wrong sign. This can be remedied by rotating the contour of integration
in field space by 90 degrees, turning this into a convergent integral. This is a standard
procedure in gravitational path integrals, following [31] (see also [32]).
Our final expression for the one-loop determinant is
Z(1) = Dzm
√
det ′
(−∆(1) − 2)T
det ′
(−∆(2) + 2)TT , Dzm =
√
det CKV
kVKV
(4.11)
where Dzm is the contribution from zero and negative modes.
4.1.2 Heat kernels and functional determinants
We now compute the one-loop determinants in (4.11). To obtain the eigenvalues and degen-
eracies of the operators appearing in this equation we will use heat kernel techniques.
For the differential operator ∆(j) we define the heat kernel
10
K(j)(x, y; t) = 〈y|et∆(j)|x〉 =
∑
n
ψ(j)n (x)ψ
(j)
n (y)
∗eλ
j
nt , (4.12)
where ψ
(j)
n (x) and λjn are the eigenfunctions and eigenvalues of ∆(j). The heat kernel
K(j)(x, y; t) obeys the heat equation, which is the statement that it is annihilated by the
differential operator ∂t −∆(j). If we integrate over space and use the orthonormality of the
eigenfunctions we obtain
K(j)(t) ≡
∫
d3x
√−g K(j)(x, x; t) =
∑
n
dne
λjnt. (4.13)
10The heat kernel computed in [33], and used here, uses the Hodge-de Rham decomposition for tensors,
e.g. K(1) is the heat kernel for a transverse vector, and K(2) is the kernel for a symmetric, traceless and
transverse 2-tensor and so forth.
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This is a function of t which encodes the spectrum of the operator ∆(j). The utility of
this method is that heat kernel (4.12) on the sphere is relatively easy to compute, either
by constructing eigenfunctions or using the description of S3 as the SU(2) group manifold.
The heat kernel on the lens space is then by found by using the method of images. This was
done explicitly by [33]; we refer the reader there for details.
The operators of interest all have an infinite number of eigenvalues, so the one loop
determinants must be regulated carefully. We will use zeta function regularization, following
[34]. Let us consider a differential operator with eigenvalues λn which have degeneracies dn.
The logarithm of the functional determinant is
log det =
∑
n
dn ln(λn) . (4.14)
To regulate the sum over n we define the zeta function
ζ(s)HK =
∑
n
dn
λsn
, (4.15)
The identity
d
ds
ζ(0)HK = −
∑
n
dn ln(λn) . (4.16)
can then be used to compute the determinant (4.14). In general, the sum (4.15) converges
only when the real part of s is sufficiently large. However, we can regard ζ(s)HK as the
function on the complex s-plane obtained by analytic continuation of the sum for large s.
With this definition, equation (4.16) provides a regulated version of the determinant.
Comparing (4.13) and (4.15), we see that the zeta function is related to the heat kernel
by the integral
ζ(s)HK =
1
Γ(s)
∫ ∞
0
ts−1K(j)(t) (4.17)
Thus
log
[
det(−∆(j) +m2j)
]
= − d
ds
(
1
Γ(s)
∫ ∞
0
ts−1K(j)(t)e−m
2
j tdt
)
s=0
(4.18)
The one loop determinant (4.11) of three dimensional gravity is
logZ(1) = −1
2
log[det ′
(−∆(2) + 2)] + 1
2
log[det ′
(−∆(1) − 2)]
=
1
2
d
ds
(
1
Γ(s)
∫ ∞
0
ts−1K(2)(t)e−2tdt− 1
Γ(s)
∫ ∞
0
ts−1K(1)(t)e2tdt
)
s=0
.(4.19)
For simplicity we have suppressed the factors of VKV and det CKV in (4.11). We now need
explicit expressions for the heat kernels on the lens spaces L(p, q).
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We first consider the simple case of the 3-sphere. The heat kernel for a bosonic field with
spin j ≥ 0 is
K(j)(t) = (2− δj,0)
∞∑
n=j+1
(n2 − j2)eEjnt , (4.20)
where
Ejn = −n2 + j + 1 . (4.21)
It is worth noting that from (4.20) we can derive explicitly the zero and negative modes
discussed above. At large t the vector heat kernel becomes K(1) ∼ 6e−2t, so that ∆1 + 2
has six zero modes corresponding to the six Killing vectors of S3. Likewise, the scalar heat
kernel behaves as K(0) ∼ 1 + 4e−3t + . . . ; these coefficients come from the constant mode
and the four CKVs of the sphere.
Using (4.20) in (4.19) we get
logZ
(1)
S3 = −
∞∑
n=3
[
(n2 − 4) ln(n2 − 1)− (n2 − 1) ln(n2 − 4)] . (4.22)
The corresponding zeta function is
ζ(s)S3 = −
∞∑
n=3
(
n2 − 4
(n+ 1)s
+
n2 − 4
(n− 1)s
)
+
∞∑
n=3
(
n2 − 1
(n+ 2)s
+
n2 − 1
(n− 2)s
)
= 12ζ(s)− 2
2s
− 3
4s
. (4.23)
where ζ(s) is the Riemann zeta function and we dropped terms independent of s. Using
(C.3) and (4.16), we find
Z
(1)
S3 =
pi6
4
. (4.24)
For a lens space we can use this same technique to compute the regularized determinant.
Defining
τ = τ1 − τ2 , τ¯ = τ1 + τ2 , τ1 = 2piq
p
, τ2 =
2pi
p
, (4.25)
the heat kernel is [33]
K(j)(t) =
1
p
(1− δj,0
2
)
∞∑
n=j+1
d(j)n e
Ejnt , (4.26)
where Ejn is given by (4.21) and
d(j)n =
∑
m∈Zp
1
sin mτ
2
sin mτ¯
2
[cos(jmτ1) cos(nmτ2)− cos(jmτ2) cos(nmτ1)] . (4.27)
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We note that, as above, we can extract from this expression the number of Killing vectors
and conformal Killing vectors of the lens space. The n = 2 term in K(1)(t) gives the number
of Killing vectors of L(p, q), which is
2
p
∑
m∈Zp
(1 + cos(mτ) + cos(mτ¯)) = 2(1 + δq,1 + δq,p−1) . (4.28)
This agrees with the fact (noted below equation (2.17)) that when q 6= ±1 mod p the isometry
group is U(1)×U(1) and when q = ±1 mod p the isometry group is SU(2)×U(1). Likewise,
the CKVs are given by the n = 2 term in K(0)(t). From (4.26) this term is exactly zero; lens
spaces do not have CKVs. Indeed, one can check explicitly that all four of the CKVs of the
sphere are removed by the quotient by Zp.
The one-loop determinant is
logZ
(1)
lens =
1
2p
∑
n=3
[
d(1)n ln(n
2 − 4)− d(2)n ln(n2 − 1)
]
. (4.29)
We must now regulate (4.19) and construct the appropriate zeta function. A detailed deriva-
tion of the zeta function is given in Appendix B.2. The result is
ζ(s)lens = p
−s∑
±
[
ζ(s,±q
∗ − 1
p
) + ζ(s,±q
∗ + 1
p
) + ζ(s,±q − 1
p
) + ζ(s,±q + 1
p
)
−
(
p
±1− q∗
)s
−
(
p
±1− q
)s ]
+ 4p−sζ(s)− 1
4s
, (4.30)
when q ± 1 is not a multiple of p, and ζ(s, a) is the Hurwitz zeta function. ζ(s)lens includes
both the j = 1, 2 contributions from the heat kernel. Differentiating (4.30) we get
d
ds
ζ(0)lens = −
∑
±
ln
(
16pi2
p2
sin
(
2pi
q∗ ± 1
p
)
sin
(
2pi
q ± 1
p
))
, (4.31)
where we have used (C.5) and (C.6). Exponentiating (4.31) we get
Z
(1)
lens =
4pi2
p2
[
cos
(
2pi
p
)
− cos
(
2piq
p
)][
cos
(
2pi
p
)
− cos
(
2piq∗
p
)]
. (4.32)
This is the one-loop determinant for L(p, q), valid for p > 2 and q 6= ±1 mod p.
If we take q = ±1 mod p in (4.37) several of the steps used to obtain (4.30) break down.
The correct zeta function in this case is given by (B.19)
ζ(s)(p,1) = ζ(s)(p,p−1)
= 2p−s
[
ζ(s,
2
p
) + ζ(s,−2
p
)−
(
−p
2
)s]
+ 8p−sζ(s)− 2
4s
− 1
2s
, (4.33)
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and the one-loop contribution is
Z
(1)
(p,1) = Z
(1)
(p,p−1) =
2pi4
p4
sin2
(
2pi
p
)
. (4.34)
when p > 2.
The case p = 2 and q = 1 must be treated separately. The zeta function is given by
(B.20) and the partition function is
Z
(1)
(2,1) =
pi6
28
. (4.35)
4.1.3 Volume of zero modes
We now need to compute the prefactor Dzm in (4.11) which comes from the zero and negative
modes. As lens spaces do not have conformal Killing vectors we need only to compute the
volume VKV of the isometry group.
The Killing vectors generate the isometry groups are U(1) × U(1) or U(1) × SU(2),
depending on whether or not q = ±1 mod p. In computing the volume of the the isometry
groups we must take care to normalize our Killing vectors appropriately. In doing so we will
follow the logic of [28, 17]. Each Killing vector is normalized so that the integral of the norm
of the volume of the manifold is fixed. Thus
VKV = (Vol(S
3/Γ))nk/2 =
(
2pi2
|Γ|
)nk/2
, (4.36)
where nk is the number of Killing vectors of S
3/Γ.
Incorporating this factor in (4.32) and (4.34)
Z
(1)
lens =
2pi
kp
[
cos
(
2pi
p
)
− cos
(
2piq
p
)][
cos
(
2pi
p
)
− cos
(
2piq∗
p
)]
, (4.37)
and
Z
(1)
(p,1) = Z
(1)
(p,p−1) =
pi
2kp2
sin2
(
2pi
p
)
, (4.38)
The results for S3 and L(2, 1) give
Z
(1)
S3 =
pi3
25k
Z
(1)
(2,1) =
pi3
211k
. (4.39)
Finally, we note that in the above discussion we have included only those isometries
which are connected to the identity. There are also discrete isometries not connected to
the identity, which contribute an additional finite factor to VKV. For a general lens space
there are four such discrete symmetries; these are precisely the discrete symmetries which
lead to the identifications between lens spaces described in equation (3.9). For example, the
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reflection φ → −φ takes takes L(p, q) to L(p, p − q). In our sum over geometries we have
chosen to sum over all coprime values of (p, q) without enforcing condition (3.9). Thus we
should in principle divide (4.38) by an additional factor to account for this. This will lead
to at most a factor of four, and will not affect the qualitative results of our analysis. We will
therefore omit this factor in what follows.
4.2 Regulating the partition function
Gathering our results, the partition function including the tree level and one-loop contribu-
tions takes the form
Z = ZS3 + Zlens (4.40)
with
ZS3 = Z
(0)
S3 Z
(1)
S3 =
pi3
25
e2pik , (4.41)
and
Zlens =
∞∑
p=1
∑
(p,q)=1
e2pik/pZ
(1)
lens +
∞∑
p=1
e2pik/pZ
(1)
(p,1) +
∞∑
p=1
e2pik/pZ
(1)
(p,p−1) + e
pikZ
(1)
(2,1) , (4.42)
where we used that the tree level contribution is (3.5) and the one-loop terms are given by
(4.37), (4.38) and (4.39).
As we showed in section 3.2 the tree level sum over p is divergent because spaces with
small volume dominate the partition function. This divergence was not cured by zeta function
regularization. Now that we have included the proper measure and quantum corrections we
can ask if the sum is more convergent. We start by looking at each contribution to (4.42)
separately, starting from the q = ±1 mod p terms which are proportional to
∞∑
p=1
e2pik/p
p2
sin2(
2pi
p
) . (4.43)
This sum is absolutely convergent, and in particular the very “quantum” saddles are sup-
pressed by p−2. Quantum corrections have drastically modified the convergence of the series
for this class of instantons.
The first term in (4.42) (q 6= ±1 mod p), after summing over q, is given by
∞∑
p=1
e2pik/p
p
[
cos2
(
2pi
p
)
φ(p)− 2 cos
(
2pi
p
)
µ(p) +
1
2
(S(1, 1, p) + S(1,−1, p))
]
, (4.44)
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where φ(p) is the Euler’s totient function as introduced in (3.7). S(a, b,m) is the Kloosterman
sum and µ(m) is the Mobius function which we briefly review in appendix C. We will consider
each term separately. The terms proportional to the Kloosterman sum in (4.44) are
∞∑
p=1
1
p
e2pik/pS(1,±1, p) =
∞∑
r=0
(2pik)r
r!
∞∑
p=1
p−r−1S(1,±1, p) . (4.45)
As we explained in appendix C.2 the generating function for S(1,±1, p) has no poles for
positive integral values of (r + 1). Thus the sum can be regulated. Similarly, the term in
(4.44) proportional to the Mobius function
∞∑
p=1
1
p
e2pik/p cos
(
2pi
p
)
µ(p) =
∞∑
m,n=0
(−1)n (2pi)
m+2n
m!(2n)!
km
ζ(m+ 2n+ 1)
, (4.46)
can also described by an analytic function with no poles (see (C.11)). So this term can also
be regulated.
We are left with the first term in (4.44), which up to an overall constant is
∞∑
p=1
1
p
e2pik/p cos2
(
2pi
p
)
φ(p) . (4.47)
Expanding both the exponential and cosine function we get
1
2
∞∑
n,m=0
(−1)n (4pi)
2n
(2n)!
(2pik)m
m!
ζ(m+ 2n)
ζ(m+ 2n+ 1)
+
1
2
∞∑
m=0
(2pik)m
m!
ζ(m)
ζ(m+ 1)
. (4.48)
The denominators in these expressions are finite and non-zero for all values of n and m.
However, the analytic continuation of ζ(s) has a pole at s = 1 leading to divergences from
the n = 0 and m = 1 terms.
This implies that the inclusion of one-loop effects, while they make the sum over geome-
tries more convergent, still do not allow us to regulate the partition function using standard
techniques. Explicitly,
Z = 24ζ(1) + . . . (4.49)
where . . . denote terms which are finite upon zeta function regularization. One might hope
that there might be another regularization scheme that will cure this divergence, but that
does not seem feasible. Note that the phases in (4.47) are all positive, implying that there is
no obvious re-ordering of summations involved in Zlens that will regulate the infinity. This
is in contrast with analogous computations of the elliptic genus in the black hole Farey tail,
where a delicate cancelation of phases could render the sum regularizable.
In the following section we will demonstrate that this divergence persists even when all
order loop effects are included. We will comment more on the nature and implications of
this divergence in the discussion.
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4.3 Comparison with Chern-Simons Formulation
Before proceeding to the all loop results, it is useful to check that the one-loop expressions
derived above agree with those computed using the Chern-Simons formulation. As reviewed
above, the action and equations of motion of Einstein gravity are equivalent to two copies of
SU(2) Chern-Simons theory at levels ±ik. It is worth stressing that at the non-perturbative
level Chern-Simons theory and gravity do not appear to be equivalent (for a more detailed
discussion, see [35]). But at the level of perturbation theory the rewriting of the metric
variables in terms of the connection variables is straightforward, so we expect that the two
theories should agree to all orders in perturbation theory around a given saddle. In this
section we check this agreement explicitly at the one loop level.
The advantage of the Chern-Simons approach is that it is relatively easy to compute the
relevant partition functions, following [12]. The SU(2) Chern-Simons partition function on
L(p, q) was computed in [16]. This exact answer can then be reorganized so that it looks
like a sum over classical saddles, i.e. a sum over flat SU(2) connections on L(p, q). Each
saddle is then weighted by its classical action along with an (in principle infinite) series of
perturbative corrections. All perturbative corrections are computed in one fell swoop using
the techniques of topological quantum fields theory. The only tricky part is to isolate the
correct contribution which comes of the flat connection corresponding to the usual metric
on the lens space.
For an SU(2) Chern-Simons theory on a lens space, a flat connection is labelled by an
integer n which gives the holonomy of the connection around the non-contractible cycle, as
described in section 3.3. In the large k limit, the contribution to the partition function of
one of these flat connections is [36, 16]
ZCS ≈ i
√
2
k±p
p∑
n=1
exp
(
2piik±
q∗n2
p
)
sin
(
2pi
q∗n
p
)
sin
(
2pi
n
p
)
. (4.50)
This encapsulates the tree and one-loop expressions. Using (3.19) and isolating the contri-
bution of the flat connection with holonomy (3.30), from (4.50) the contribution of L(p, q)
to the gravitational partition function is
Z(p,q) = exp
(−kS(0) + S(1))
=
1
2kp
e2pik/p
[
cos
(
2pi
p
)
− cos
(
2piq
p
)][
cos
(
2pi
p
)
− cos
(
2piq∗
p
)]
. (4.51)
This expression exactly agrees with the gravitational result (4.37), up to numerical factors
that are independent of p and q.
It is worth commenting on some features of the derivation of (4.50) in the Chern-Simons
theory [12, 36]. In the perturbative expansion of the path integral, the one-loop contribution
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involves a product of determinants which turn out to be the square root of the Ray-Singer
torsion. One could wonder, as we did for the gravity calculation, if these determinants have
zero modes, i.e. if there is a residual gauge symmetry that leaves the connection invariant.
A simple computation shows that this is not the case. This implies that when going from the
metric formulation gravity to the first order formalism, the ambiguities in the gauge fixing
procedure of the metric due to Killing vectors disappear and there is no need to include an
integral over a space of collective coordinates.
We also note that the gravitational interpretation of (4.51) when q = ±1 mod p is a bit
subtle, since in this case one of the holonomies (either n+ or n−) vanishes and the connection
is trivial. This does not imply that the path integral of CS is zero, but it does mean that
the constant piece in large k expansion is ill defined. As we will show in the next section,
the all loop invariant is non-zero for q = ±1 mod p.
5 Partition Function: All Loop Results
We now use the Chern-Simons formulation to compute quantum corrections to the sad-
dle point action at all orders in perturbation theory. In prior sections we reviewed the
gravity/Chern-Simons theory dictionary and checked the equivalence at tree and one-loop
level. We now apply this relation at all orders, which combined with our classification of
classical saddles gives a complete computation of the gravitational path integral over lens
spaces.
The exact partition function of SU(2) Chern-Simons theory on a lens space is [16]
ZCS =
∫
DA exp
(
ikcs
4pi
I[A]
)
=
−i√
2rp
exp
(
6piis(q∗, p)
r
)∑
±
p∑
n=1
± exp
(
2piir
q∗n2
p
± pii
rp
)
cos
(
2pi
(q∗ ± 1)n
p
)
.(5 1)
The Dedekind sum s(q, p) is defined in appendix C.1 and r is related to the level kcs as
r ≡ kcs + 2 . (5.2)
The sum over n is a sum over saddle points, i.e. a sum over flat connections. Each term
in the sum represents the classical action (the Chern-Simons invariant) for this saddle along
with all perturbative corrections in powers of kcs.
It is important to note that when the connection is trivial (n = 0 mod p) the invariant
(5.1) is not zero as one might have concluded from (4.50). Instead the n = 0 saddle point
contributes a factor
ZCS(n = 0) =
√
2
rp
exp
(
6piis(q∗, p)
r
)
sin
(
pi
rp
)
. (5.3)
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which resembles the result for S3 computed in [12].
We now proceed to compute the all-loop gravitational partition function. To do so we
need to isolate those terms in (5.1) which come from the flat connections with holonomy
(n+, n−) =
(
q + 1
2
,
q − 1
2
)
, (5.4)
for A±.
Interpreting the topological invariant as an infinite series of perturbative corrections is
delicate and requires some discussion. The path integral is an exact polynomial in powers of
r, but not in powers kcs. In taking the semiclassical limit and reading off loop contributions
in (5.1), the shift by 2 in (5.2) creates an potential ambiguity. Here we will use the one-loop
result computed in the gravitational theory to give a precise dictionary between gravity and
Chern-Simons theory. In the limit r → ∞ the topological invariant (5.1) reproduces the
tree level and one-loop gravitational result (4.37) if we identify the gravitational coupling
as the analytic continuation of r, rather than kcs. Explicitly, the correct prescription to
reproduce the gravitational results is to take two copies of the Chern-Simons invariant with
the identification
r+ = −ik , r− = ik . (5.5)
This modified analytic continuation procedure is required to obtain the gravitational inter-
pretation of the Chern-Simons path integral. Using this dictionary, the full gravitational
path integral for L(p, q) is
Zlens =
1
4kp
e2pik/p
[
− 2 cos(2pi
p
)
(
cos(
2pi
p
q) + cos(
2pi
p
q∗)
)
+
+e−
2pi
kp
(
cos(
4pi
p
) + cos(
2pi
p
(q − q∗))
)
+ e
2pi
kp
(
1 + cos(
2pi
p
(q + q∗))
)]
. (5.6)
Now that we have an expression at all orders in perturbation theory, we can consider the
sum over geometries and attempt to regulate the sum. The discussion is nearly identical to
that in section 4.2. Using (5.6) in (4.42) we encounter again a divergent sum that cannot be
regulated. In particular, the p dependence of the higher loop terms does not fall-off quickly
enough to make the sum convergent. Moreover, the divergence can not be regulated using
zeta function techniques. Explicitly, if we perform the sum over q and p in (5.6) we get
Zlens =
∞∑
p=1
1
4kp
e2pik/p
[
− 4 cos(2pi
p
)µ(p)+
e−
2pi
kp
(
cos(
4pi
p
)φ(p) + S(1,−1, p))+ e 2pikp (φ(p) + S(1, 1, p))] (5.7)
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The divergent contributions to the sum are those proportional to φ(p). At large p the higher
loop corrections proportional to e
2pi
kp are irrelevant and the computation is identical to that
discussed below (4.48). The result is a divergence proportional to ζ(1) which remains after
zeta function regularization.
6 Discussion and Speculation
We have initiated a systematic study of quantum gravity in three dimensional de Sitter
space, constructing explicitly a path integral including quantum gravitational effects due to
both loops and instantons. We now discuss possible implications of our results.
6.1 The Status of de Sitter Quantum Gravity
We have computed the sum over a class of smooth Euclidean saddles of dS3 gravity. From our
analysis we find that the sum is divergent and cannot be regulated using normal techniques.
Explicitly, using zeta function regularization the path integral is
Z = 24ζ(1) + . . . (6.1)
where . . . denotes finite terms. This divergence is due to the infinite number of saddles with
small volume in Planck units.
This is in contrast to the AdS case. In that case the corresponding divergence exists,
but it can be regulated. The corresponding AdS geometries have an important physical
interpretation as those responsible for the modular invariance of the dual CFT. Although
the locally de Sitter geometries we have identified have a similar physical interpretation, we
see no way to regulate the sum in this case. We now discuss possible physical implications
of this fact.
One possible conclusion is that quantum gravity in de Sitter space does not exist. All
known de Sitter vacua in string theory are unstable, due to either classical or quantum
mechanical instabilities. This may indicate a fundamental obstruction to de Sitter quantum
gravity. However, as long as the decay rate is slow compared to the Hubble time some patch
of the space-time will inflate eternally, so it seems that eternally inflating backgrounds are
generic in string theory. It would be surprising if quantum gravity theories could be defined
in complicated eternally inflating backgrounds with bubble nucleation, but not in the highly
symmetric de Sitter background.
A second, related possibility is that pure Einstein gravity is pathological in some way,
but that other more complicated theories of de Sitter quantum gravity do exist. As we saw
in section 4, loop corrections due to gravity will suppress higher order terms in the sum over
geometries. In the case of pure gravity, this suppression was not sufficient to make the path
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integral converge. However, it is easy to imagine that theories with more interesting matter
content – such as that coming from string theory – will lead to further suppressions which
render the sum convergent. Unfortunately, a complete computation of the path integral is
much more difficult once local degrees of freedom are included. Our classification of classical
solutions relied on the fact that all solutions to the equations of motion are locally de Sitter.
This is no longer true once matter fields with local degrees of freedom are present. One
simple case where computations do seem possible is three dimensional topologically massive
gravity. It may be that topologically massive gravity is the only purely metric theory of de
Sitter gravity which can be defined consistently in three dimensions [37]. For a discussion of
somewhat similar results in the AdS context see [38].
Another possibility is that the divergence must be regulated in some manner. One
indication that this might be the case is that the divergence is in fact independent of the
coupling constant k. This means that if we compute for example the expectation value of
the Euclidean volume
〈V 〉 = ∂kZ
Z
. (6.2)
the numerator does not depend on the cutoff as the divergence in Z is independent of k.
However, the denominator in this expression is, strictly speaking, infinite. This can be
remedied, for example, if we choose to sum only up to quotients with |Γ| < Λ where Λ is
some cutoff of order k. This removes saddles with sub-Planckian volume. In order to make
this proposal precise, however, one would need to demonstrate that the appropriate low
energy observables are regulator independent.
In the computations of this paper we have included only the sum over lens spaces. It
is possible that the divergence could disappear if additional saddle points (corresponding to
S3/Γ where Γ is non-abelian) are included in the sum. These other saddles do not have a
simple Lorentzian interpretation so it is not clear a priori whether they should be included.
However, the question of which saddles should be included can be answered only if we give a
precise definition to the quantum mechanical path integral, which we have not attempted. If
included these saddles will lead to additional divergences which might render the whole path
integral finite. This computation is easy to perform at tree level, as outlined in appendix
A. In this case we find that the additional geometries do not help. One could also perform
perturbative computations for these other saddles; this is a straightforward but difficult task.
We hope to turn to this in future work. An intriguing possibility is that the sum will be
finite only for certain (discrete) values of k, indicating that the quantum theory exists only
for certain quantized values of the cosmological constant. In the AdS case this is essentially
what happens, since the corresponding sum over geometries can only be regulated for certain
values of cL and cR.
A final possibility is that quantum gravity in de Sitter space makes sense, but we are not
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computing the correct physical quantity. For example, it might be that the correct definition
of the path integral involves fixing boundary data of some sort. In AdS/CFT the canonical
ensemble partition function is given by a Euclidean path integral over geometries which are
asymptotically a torus with fixed conformal structure. This computation naturally leads to
an interpretation of the modular group as bulk diffeomorphisms which act nontrivially at
infinity. In the case of de Sitter space there is no obvious definition of boundary, hence it is
not clear what should be held fixed and how to identify the conformal structure relevant for
the modular sum over L(p, q). We hope future work will shed some light in this direction.
6.2 Speculations on dS/CFT, Entropy and the Wave Function of the Universe
We conclude with a few speculations on the relationship between our de Sitter Farey tail
and other approaches to de Sitter quantum gravity, as well as the question of the nature and
interpretation of the entropy of the cosmological horizon [39].
We have argued that the path integral of de Sitter gravity naturally includes a sum
over a coset of SL(2,Z). This group is familiar as the group of modular transformations
acting on the conformal structure parameter τ of a torus. It is therefore natural to ask
whether this modular group has an interpretation in terms of a two dimensional CFT.
Indeed, the dS/CFT conjecture states that three dimensional de Sitter gravity is related to
a two dimensional Euclidean conformal field theory [2]. However, the precise relationship
between our modular sum and the proposed CFT2 dual to dS3 is far from clear. The
dS/CFT conjecture is motivated by the observation that the group of bulk diffeomorphisms
acts naturally as conformal transformations on the asymptotic boundary I± of de Sitter
space. Our sum arises in Euclidean signature where there is no boundary. If anything, our
sum appears to be related to a sum over conformal structures on the horizon of de Sitter
space, rather than on I±.
We emphasize that the question of modular invariance of dS/CFT is fundamentally
related to the problem of the de Sitter entropy. Perhaps the most notable success of the
dS/CFT correspondence is the derivation of de Sitter entropy given by [40, 41, 42]. This
derivation starts by assuming that the CFT dual to de Sitter space is modular invariant,
so that Cardy’s formula can be used to compute the asymptotic density of states. The
answer matches precisely the Bekenstein-Hawking entropy of the de Sitter horizon. Cardy’s
formula applies only to unitary CFTs with a normalizable ground state. Thus without any
further understanding of the CFT dual to de Sitter space this result should be regarded as
suggestive, but not as a complete derivation of de Sitter entropy.
It is tempting to speculate that our lens spaces are the bulk geometries responsible for
the modular invariance of the CFT2 dual to de Sitter space. This is precisely how it works
in the AdS case; the sum over bulk geometries related by SL(2,Z) modular transformations
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naturally leads to the modular invariance of the CFT partition function. A more careful
study of the rotation from Lorentzian to Euclidean signature might shed light on this issue.11
We conclude with the observation that there is a slightly different setting in which the
modular invariance of dS/CFT might arise. Rather than the Euclidean path integrals con-
sidered in this paper, one could imagine computing the wave function of the universe via a
Lorentzian path integral of the form
ψ(h) ∼
∫
g|∂M=h
Dg eikS . (6.3)
This path integral is a functional of the induced metric h on a two dimensional space-like
slice, as well as on some (unspecified) initial data which determine the state. The dS/CFT
correspondence is the statement that as the spacelike slice is taken towards I+, ψ(h) will
approach the partition function of a two dimensional CFT, regarded as a function of the
conformal structure of the spacelike slice. When the space-like slice is taken to be a sphere
the dominant contribution comes from the usual de Sitter geometry and the wave function
can be computed explicitly. This computation was described in [3].
However, one could also take spacelike slice in the wave function (6.3) to be a torus at
timelike future infinity. In this case ψ is conjectured to be a CFT partition function on a
torus, which should exhibit the expected modular invariance. Although we will not attempt
to compute the wave function explicitly, it is easy to see how this modular invariance should
arise. The saddle point geometry which will arise in the semiclassical approximation to (6.3)
is not de Sitter space, but rather the quotient dS3/Z. This can be understood by writing
the metric on de Sitter space in cyclindrical coordinates
ds2 = −dt2 + cosh2 tdθ2 + sinh2 tdφ2 , (6.4)
with φ ∼ φ+ 2pi. We can further identify θ ∼ θ+ 2pi to obtain a geometry which approaches
a torus at future infinity t → ∞. This quotient dS3/Z has a singularity at t = 0. This
geometry is a saddle point which will contribute to the wave function (6.3).
In fact there are an infinite number of such saddle point geometries, related by modular
transformations, which are labelled by the coset SL(2,Z)/Z. To see this, note that the
φ and θ coordinates are not treated democratically in the geometry (6.4). Indeed, one
of them shrinks to zero size at the Milne singularity t = 0 whereas the other has finite
size. Thus in writing the saddle (6.4) we have singled out one of the two cycles of the
11As an interesting aside, we note that if the sum over geometries is to include the sum over all elements
of Z\SL(2,Z)/Z, we should include the lens spaces L(p, q) for all coprime values of (p, q). This includes the
case (p, q) = (0, 1), for which L(0, 1) = S1×S2. This is not a smooth saddle point of the Euclidean equations
of motion; instead it is a singular solution with zero action. Our conjecture is that the proper Euclidean
path integral should include this singular saddle as well.
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boundary torus. By a change of coordinates, one can obtain a geometry where any cycle
of the boundary torus shrinks to zero, not just the θ cycle. These geometries are related
by large diffeomorphisms in the bulk, and hence by large conformal transformations on the
boundary. These large conformal transformations are modular SL(2,Z) transformations and
the corresponding geometries are labelled the coset SL(2,Z)/Z. We expect that this set of
modular transformations is related by analytic continuation to the modular sum over lens
spaces described in this paper; it would be nice to make this correspondence explicit.
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A Classical Saddle Point Contributions
In this appendix we compute the tree-level contributions to the path integral of all smooth
solutions to the Euclidean equations of motion. As discussed in section 3 these classical
saddles are quotients S3/Γ where Γ is a discrete, freely acting subgroup of SO(4). Their
classical contribution to the action is given by (3.5). With the exception of the lens spaces
described in section 2, the groups Γ are non-abelian and are central extensions of crystallo-
graphic groups. Such spaces are uniquely labelled by their fundamental group Γ. We refer
the reader to [25] for a complete classification.
Dihedral case
When Γ is a central extension of the dihedral group the spherical manifold is known as a
prism manifold. The fundamental group is
〈x, y |x−1yx = y−1, x2m = yn〉 , (A.1)
with m ≥ 1 and n ≥ 2 and Γ is of order 4mn. The tree level sum over geometries is
Z
(0)
prism =
∞∑
m=1
n=2
e2pik/(4mn) . (A.2)
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Taylor expanding the exponential gives
Z
(0)
prism =
∞∑
r=0
(
pik
2
)r
1
r!
( ∞∑
m=1
m−r
)( ∞∑
n=2
n−r
)
=
∞∑
r=0
(
pik
2
)r
1
r!
ζ(r)(ζ(r)− 1) . (A.3)
In this case Z
(0)
prism has a simple and double pole at r = 1.
Tetrahedral case
In this case the fundamental group can take one of two forms. It is a product of cyclic group
of order m with either a binary tetrahedral group of order 24 or a general tetrahedral group
of 8 · 3n with n ≥ 1. In both cases m is coprime to 6. For the binary tetrahedral case, Γ is
of order 24m and the tree level partition sum is
Z
(0)
bi−tetra =
∞∑
m=1
(m,6)=1
e2pik/(24m)
=
∞∑
r=0
(
pik
12
)r
1
r!
∞∑
m=1
(m,6)=1
m−r (A.4)
=
∞∑
r=0
(
pik
12
)r
1
r!
ζ(r)(1− 2−r)(1− 3−r) .
In the general case |Γ| = 8 · 3nm and the contribution to Z(0) is
Z
(0)
tetra =
∞∑
m=1
(m,6)=1
∞∑
n=1
e2pik/(8m3
n)
=
∞∑
r=0
(
pik
4
)r
1
r!
∞∑
m=1
(m,6)=1
m−r
∞∑
n=1
3−rn (A.5)
=
∞∑
r=0
(
pik
12
)r
1
r!
ζ(r)(1− 2−r) .
Here both sums have a pole at r = 1.
Octahedral case
Here Γ is a product of the cyclic group of order m with the binary octahedral group of order
48, so |Γ| = 48m. The order m must be coprime to 6 so the contribution to the partition
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function is
Z
(0)
oct =
∞∑
m=1
(m,6)=1
e2pik/(48m)
=
∞∑
r=0
(
pik
24
)r
1
r!
∞∑
m=1
(m,6)=1
m−r (A.6)
=
∞∑
r=0
(
pik
24
)r
1
r!
ζ(r)(1− 2−r)(1− 3−r) .
Icosahedral case
For the last class of spherical manifolds the fundamental group is a product of a cyclic group
of order m coprime to 30 with the binary icosahedral group. Here Γ is of order 120m and
the saddle contribution is
Z
(0)
icos =
∞∑
m=1
(m,30)=1
∞∑
n=1
e2pik/(120m)
=
∞∑
r=0
(
pik
60
)r
1
r!
∞∑
m=1
(m,30)=1
m−r (A.7)
=
∞∑
r=0
(
pik
60
)r
1
r!
ζ(r)(1− 2−r)(1− 3−r)(1− 5−r) .
Putting it together
Gathering the results from all five classes of S3/Γ geometries and adding the classical saddle
point contributions, the partition function at tree level is
Z(0) = Z
(0)
lens + Z
(0)
prism + Z
(0)
bi−tetra + Z
(0)
tetra + Z
(0)
oct + Z
(0)
icos , (A.8)
with each individual term given by (3.8), (A.3), (A.4), (A.5), (A.6) and (A.7). As it stands
the sum (A.8) is divergent, and the divergences are determined by the pole of the zeta
function. In particular, it has a double pole contained in Z
(0)
prism due to the term ζ(1)
2 with
coefficient
pik
2
. (A.9)
In addition (A.8) has a single pole due to ζ(1) in all six saddles in (A.8) and the residue is
12k2 − 371
302
pik . (A.10)
We conclude that the classical partition function diverges even after zeta function regular-
ization.
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B Details on One-loop Determinants
B.1 Harmonic decomposition
In section 4.1, and in particular to obtain (4.5), we use the harmonic decomposition for
vectors and 2-tensors. For completeness we review this decomposition here.
A vector can be split into transverse and longitudinal modes
Vµ = Tµ + Lµ , (B.1)
where
∇µTµ = 0 , Lµ = ∇µφ , (B.2)
with φ a scalar. For a symmetric 2-tensor the analogous decomposition is
hµν = Tµν +
1
D
gµνψ + Lµν . (B.3)
Here Tµν is symmetric, transverse and traceless
T µµ = 0 , ∇µTµν = 0 , (B.4)
and Lµν is the longitudinal and traceless which we write as
Lµν = ∇(µVν) − 2
D
gµν∇αVα . (B.5)
Note that the decomposition for Lµν is not unique. The vector Vµ + Cµ with Cµ a con-
formal Killing vector gives the same tensor Lµν . We can further split the vector in (B.5)
into its harmonic components, breaking down Lµν into longitudinal-transverse (LT) and
longitudinal-longitudinal (LL) components:
LLTµν = ∇(µTν) , LLLµν = ∇(µLν) −
2
D
gµν∇αLα , (B.6)
with Tµ and Lµ as defined in (B.2).
B.2 Heat kernel regularization
Here we give a detailed derivation of the zeta function for lens spaces (4.30). Starting from
(4.29) and using (4.27), we have
logZ(1) =
1
2p
∑
m∈Zp
( ∞∑
n=3
ln(n2 − 4)
sin mτ
2
sin mτ¯
2
[cos(mτ1) cos(nmτ2)− cos(mτ2) cos(nmτ1)]
−
∞∑
n=3
ln(n2 − 1)
sin mτ
2
sin mτ¯
2
[cos(2mτ1) cos(nmτ2)− cos(2mτ2) cos(nmτ1)]
)
. (B.7)
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The sums we have to regulate are of the form∑
n=3
ln(n2 − 1) cos(nx) ,
∑
n=3
ln(n2 − 4) cos(nx) , (B.8)
with x = mτ1,2. A useful way to regulate such expressions is by defining
12
ζ1(s, x) =
∞∑
n=3
cos(nx)
(n− 1)s +
cos(nx)
(n+ 1)s
, (B.9)
and
ζ2(s, x) =
∞∑
n=3
cos(nx)
(n− 2)s +
cos(nx)
(n+ 2)s
. (B.10)
The above functions satisfy
d
ds
ζ1(0, x) = −
∑
n
ln(n2 − 1) cos(nx) ,
d
ds
ζ2(0, x) = −
∑
n
ln(n2 − 4) cos(nx) . (B.11)
By shifting the sums in ζ1,2(s, x) we get
ζ1(s, x) = 2 cos(x)C(s, x)−
n=3∑
n=2
cos((n− 1)x)n−s ,
ζ2(s, x) = 2 cos(2x)C(s, x)−
n=4∑
n=2
cos((n− 2)x)n−s , (B.12)
where we dropped terms independent of s and we defined
C(s, x) =
∞∑
n=1
cos(nx)n−s . (B.13)
Using (B.12) we construct the zeta function for the non-zero eigenvalues in (B.7),
ζ(s)lens =
1
2p
∑
m∈Zp
1
sin mτ
2
sin mτ¯
2
[
cos(mτ1)ζ2(s,mτ2)− cos(mτ2)ζ2(s,mτ1)
− cos(2mτ1)ζ1(s,mτ2) + cos(2mτ2)ζ1(s,mτ1)
]
(B.14)
12For a pair of functional operators A and B it is not true that regulated determinant det(AB) is equal
to the product of the regulated determinants det(A) × det(B). This “anomaly” arises because the zeta
functions associated with these operators might have poles with non-zero residue [43]. We have checked
explicitly that this anomaly does not arise for the L(p, q) one loop determinants. Thus we can safely use the
product formula ∏
k
(λ2k − λ2) =
∏
k
(λk − λ)
∏
k
(λk + λ) .
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The explicit relation between ζ(s)HK and log(Z
(1)) is given in (4.16). Using (B.12) we can
simplify (B.14) as
ζ(s)lens =
2
p
∑
m∈Zp
(1 + cos(mτ) + cos(mτ¯))[C(s,mτ1) + C(s,mτ2)]− 1
4s
−1
p
p−1∑
m=0
(cos(mτ) + cos(mτ¯))
(
1
2s
+
1
4s
)
, (B.15)
The advantage of working with (B.15) is that now the sum over m is straightforward. For
example, consider
∞∑
n=1
p−1∑
m=0
1
ns
cos(mτ) cos(mnτ1) =
=
1
2
∞∑
n=1
p−1∑
m=0
1
ns
[
cos
(
2pi
mq
p
(q∗ − 1 + n)
)
+ cos
(
2pi
mq
p
(q∗ − 1− n)
)]
=
p1−s
2
[
ζ(s,−q
∗ − 1
p
) + ζ(s,
q∗ − 1
p
)−
(
p
1− q∗
)s]
, (B.16)
where in the second line of (B.16) we introduced the q∗ which satisifies qq∗ = 1 mod p, and
in the last line we used
ζ(s, a) =
∞∑
n=0
1
(n+ a)s
, (B.17)
the zeta Hurwitz function. It is important to note that the derivation (B.16) is not valid
if q = ±1 mod p and it will be a case we will treat separately below. Assuming q 6= ±1
mod p and implementing (B.16) in all terms in (B.15) we get
ζ(s)lens = p
−s∑
±
[
ζ(s,±q
∗ − 1
p
) + ζ(s,±q
∗ + 1
p
) + ζ(s,±q − 1
p
) + ζ(s,±q + 1
p
)
−
(
p
±1− q∗
)s
−
(
p
±1− q
)s ]
+ 4p−sζ(s)− 1
4s
. (B.18)
We now consider the case q = ±1 mod p. From (B.15) we have
ζ(s)(p,1) = ζ(s)(p,p−1)
=
4
p
∑
m∈Zp
[
2 + cos
(
4pim
p
)]
C
(
s,
2pim
p
)
− 2
4s
− 1
2s
= 2p−s
[
ζ(s,
2
p
) + ζ(s,−2
p
)−
(
−p
2
)s]
+ 8p−sζ(s)− 2
4s
− 1
2s
, (B.19)
which is valid for p > 2. The special case p = 2 and q = 1 gives
ζ(s)(2,1) = 6
∑
m∈Z2
C (s, pim)− 3
4s
− 2
2s
=
12
2s
ζ(s)− 3
4s
− 2
2s
. (B.20)
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C Dirichlet Series and Related Formulas
In this appendix we summarize some useful number-theoretic formulae.
C.1 Riemann and Related Zeta Functions
Riemann zeta function:
The Riemann zeta function ζ(s) is the analytic continuation of the series
ζ(s) =
∞∑
n=1
1
ns
=
∏
p prime
(1− ps)−1 , (C.1)
to the complex s plane. The function has a simple pole at s = 1 and Laurent series
ζ(s) =
1
s− 1 +
∞∑
k=0
γk
(−1)k
k!
(s− 1)k (C.2)
where γk is the Stieltjes constant. Some useful values of ζ(s) are
ζ(0) = −1
2
,
d
ds
ζ(0) = −1
2
ln(2pi) (C.3)
Hurwtiz zeta function:
A simple generalization of the Riemann zeta function is the Hurwitz function
ζ(s, a) =
∞∑
n=0
1
(n+ a)s
. (C.4)
It is a meromorphic function in s and <(a) > −1 with a simple pole at s = 1. We will need
the following values
ζ(0, a) =
1
2
− a , d
ds
ζ(0, a) = ln(Γ(a))− 1
2
ln(2pi) . (C.5)
so that in particular
d
ds
ζ(0, a) +
d
ds
ζ(0,−a) = − ln(sin(pia))− ln(−2a) . (C.6)
Euler’s totient function:
The Euler’s totient function φ(p) is defined as the number of positive integers less than
p which are relatively prime to p. The Dirichlet series for the totient function is
∞∑
n=1
φ(n)n−s =
ζ(s− 1)
ζ(s)
. (C.7)
Ramanujan’s sum and Mobius function:
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For a pair of integers m and s, Ramanujan’s sum is defined as
cm(s) =
m∑
n=1
(m,n)=1
exp
(
2pii
n
m
s
)
. (C.8)
The Mobius function is defined as
µ(m) =

0 if m has one or more repeated prime factor,
1 if m = 1,
(−1)k if m is a product of k distinct primes
(C.9)
It satisfies
µ(m) = cm(1) , (C.10)
The Dirichlet series for the Mobius function is
∞∑
m=1
m−sµ(m) =
1
ζ(s)
(C.11)
This has no poles for positive integer values of s.
Dedekind sum:
For a pair of coprime integers (c, d) with c > 0, the Dedekind sum is defined by
s(d, c) =
1
4c
c−1∑
k=1
cot
pik
c
cot
pidk
c
. (C.12)
C.2 Kloosterman Zeta Function
We now summarize a few features of Kloosterman zeta functions. The Kloosterman sum is
defined as
S(a, b,m) =
m∑
n=1
(n,m)=1
exp(2pii(an∗ + bn)/m) (C.13)
where n∗ is the inverse of n modulo m. We are interested in sums of the form
L(m,n; s) =
∞∑
p=1
p−2sS(m,n; p) . (C.14)
This is known as the Kloosterman zeta function. This series converges absolutely when
<s > 1/2. The structure of L(m,n, s) is quite rich, and its poles contain data about the
spectrum of the hyperbolic Laplacian on H/SL(2,Z). We will summarize a few of its salient
features here, focusing primarily on its analytic properties on the real s axis, and refer the
reader to [44] for details and proofs.
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We first consider the simple case where either m or n is equal to zero. In this case the
Kloosterman sum reduces to a Ramanujan sum and
L(0, n; s) =
1
n2sζ(2s)
∑
δ|n
δ1−2s , (C.15)
has no poles and is analytic everywhere. Moreover, L(0, n; s) vanishes at s = 1/2.
The analytic properties are most conveniently summarized by the function [44]
Z(m,n; s) =
1
2
√
mn
∞∑
p=1
p−1S(m,n; p)J2s−1(
4pi
p
√
mn) , (C.16)
when mn positive, with a similar formula for mn negative. Using the Neumann expansion
zν = 2ν
∞∑
k=0
(ν + 2k)Γ(ν + k)
k!
Jν+2k(z) (C.17)
with z = 4pi
p
√
mn and ν = 2s− 1 we see that
L(m,n; s) =
22s
√
mn
(4pi
√
mn)2s−1
∞∑
k=0
(2(s+ k)− 1)Γ(2s− 1 + k)
k!
Z(m,n; s+ k) . (C.18)
The functions L(m,n; s) and Z(m,n; s) can both be analytically continued to mero-
morphic functions on the complex s plane. The locations of the poles are related to the
eigenvalues of the hyperbolic Laplacian on H/SL(2,Z). This operator has a discrete spec-
trum which is bounded below at 1/4. We denote one of the eigenvalues as λj = −sj(sj − 1),
where sj = 1/2 + itj. We note that when λ > 1/4 the tj are real. These eigenvalues lead
to simple poles for Z(m,n; s) at s = sj. These poles do not concern us, as they are away
from the <s axis. The remaining possible pole is at s = 1/2. If the hyperbolic Laplacian has
an eigenvalue 1/4, then this would lead to a double pole at s = 1/2. However, for SL(2,Z)
the first eigenvalue appears at λ > 1/4 so there is no double pole. There is, however, the
possibility of a simple pole at s = 1/2, even without an eigenvalue at λ = 1/4:
Z(m,n; s) ∼ R(m,n)
s− 1/2 + . . . , (C.19)
However, the residue of the pole at s = 1/2 was computed in [44] to be
R(m,n) =
−1
4
φ(m, 1/2)φ(n, 1/2) , (C.20)
where
φ(n, s) =
pis
Γ(s)
|n|s−1L(0, n; s) , (C.21)
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is zero at s = 1/2. We conclude that Z(m,n; s) has no poles on the real s axis.
From this it follows that the only poles of L(m,n; s) on the real s axis come from the
gamma function, which has simple poles at the non-positive integers. For the k = 0 term in
the sum these poles are cancelled by the coefficient 2(s+k)−1. Thus L(m,n; s) has no pole
at s = 1/2. However, when s = −n/2, n = 0, 1, . . . there will be simple poles. For example,
there is a pole at s = 0 with non-zero residue coming from the k = 1 term:
L(m,n; s) ∼ 1
s
4pimnZ(m,n; 1) + . . . . (C.22)
Similar conclusions hold for the case where mn is negative.
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