The slope coe¢ cient estimator in predictive regressions for stock returns is biased by a lagged stochastic regressor. There is also a spurious regression if the underlying expected return is highly persistent. This paper studies how the interactions between the two biases a¤ect inferences about the predictability in international equity market returns. The analysis considers how the biases work in the presence of data mining for the predictive variables. I …nd that the two biases can reinforce or o¤set each other, depending on the parameters of the model. I present a new correction for the bias in the presence of both e¤ects and evaluate its economic signi…cance. Adjusting for data mining associated with both e¤ects, I …nd that many of the global predictors have a weak explanatory power when they are individually regressed for the world market return and that 8 of the 18 national equity market returns may have at least one signi…cant predictive variable after the apparent number of searches are accounted for. y Department of Economics, Boston University, 270 Bay State Rd., Boston, MA 02215, Phone: (617) 312-7561, E-mail: sjchun@bu.edu In the literature about international stock return predictability, the choice of predictive variables is greatly in ‡uenced by the evidence from U.S. data. While some authors like Ferson and Harvey (1993, 1997 and Rapach, Wohar, and Rangvid (2005) examine a broad set of macro-economic or …rm-speci…c variables concurrently, many studies of non-U.S. market returns employ predictive variables known for possessing explanatory power to forecast U.S. stock returns, such as dividend yields, short-term interest rates, default spreads, and term structure variables.
In the literature about international stock return predictability, the choice of predictive variables is greatly in ‡uenced by the evidence from U.S. data. While some authors like Ferson and Harvey (1993 , 1997 and Rapach, Wohar, and Rangvid (2005) examine a broad set of macro-economic or …rm-speci…c variables concurrently, many studies of non-U.S. market returns employ predictive variables known for possessing explanatory power to forecast U.S. stock returns, such as dividend yields, short-term interest rates, default spreads, and term structure variables.
Many of these predictors are highly autocorrelated and are likely to be correlated with predictive regression disturbances. When such regressors are employed, biases may appear in the conventional regression statistics. On the other hand, there are data mining concerns raised by several researchers for the predictive regressions, particularly because the left-hand stock return series are generally overlapping over di¤erent regression speci…cations while there are few theories explicit about the "correct" predictive variables. For example, if there is a country portfolio whose return comoves with the U.S. stock return and a variable has been data-mined to predict the U.S. stock return, the same variable may appear to have an explanatory power for the country portfolio's return (Foster, Smith, and Whaley (1997) ). However, little is known about how these biases interact and, thereby, a¤ect statistical inferences in the international context. This paper re-evaluates return predictability in international equity markets. In particular, I
focus on the interaction of three important problems in evaluating the ability of lagged variables to predict stock returns. The three problems are spurious regression, data mining, and 'lagged stochastic regressor bias'suggested by Mankiw and Shapiro (1986) and Stambaugh (1986 Stambaugh ( , 1999 .
Spurious regression refers to the failure of conventional test procedures in regressions involving highly persistent time series. While most theoretical work highlights nonstationary models in which variables are modeled as a unit root or nearly integrated process, Ferson, Sarkissian, and Simin (2003) …nd that spurious relations can appear in stock return regressions where the left-hand side returns are not highly persistent, if there exist time-varying risk premiums that are highly persistent over time. 1 Lagged stochastic regressor bias arises when the predictive regression disturbance is correlated 1 There are recent discussions of spurious regression problems in forecasting stock returns when the predictors include persistent dummy variables (Powell, Shi, Smith and Whaley (2006) ) or signals from technical trading rules (Shintani, Yabu and Nagakura (2008) ).
with current or future values of the regressors. 2 Since the predictive variables are predetermined, the ordinary least squares (OLS) estimators using correlated regressors are still consistent but biased in small samples. Mankiw and Shapiro (1986) demonstrate through Monte Carlo simulations that the bias may overstate the signi…cance level of test statistics by as much as …ve times its nominal value for a sample size of 100. Stambaugh (1999) derives an explicit bias formula when the lagged regressor follows a …rst-order autoregression and infers that the slope coe¢ cient estimator inherits the …nite sample bias in the sample autocorrelation of the regressors. 3 Data mining distorts classical statistical inferences when researchers fail to consider the e¤ective number of searches through a given data set. As noted by Denton (1985) and Foster et al. (1997) , data mining can occur in "naïve" patterns; a group of independent investigators whose research is motivated by past work uses the same data and evaluates the model without accounting for the knowledge of other results. The issue may be more problematic and di¢ cult to handle because of the fact that only 'signi…cant'results are published and the number of insigni…cant tests performed is unknown.
While all of these problems are clearly relevant to stock return predictability, no previous study has investigated their interaction. When the e¤ects interact, their practical impact can only be understood by studying them simultaneously. Spurious regression, data mining, and lagged stochastic regressor bias are likely to interact. Ferson et al. (2003) …nd that data mining and spurious regression interact and reinforce each other in that researchers are more likely to …nd the spurious, persistent predictors through the mining process. If there are some regressors correlated with the predictive regression disturbances, a similar argument suggests that researchers are likely to …nd these biased predictors. Thus, lagged stochastic regressor bias and data mining are also likely to interact.
Spurious regression is a problem with estimating standard errors when the underlying expected 2 A widely known regressor is the dividend-price ratio whose innovations at time t + 1 is likely to be negatively correlated with the regression residuals at time t + 1, because the price enters into the ratio's denominator.
3 Amihud and Hurvich (2004) propose a procedure to estimate Stambaugh (1999)'s bias formula with a correct standard error estimator. Subsequent research by Amihud, Hurvich and Wang (2008) proposes a hypothesis testing procedure with the reduced-bias estimator. Alternative test procedures have been proposed by …nancial econometricians using nearly-integrated process models when the predictor's autocorrelation parameter is close to one. Such an asymptotic framework has been studied by Elliott and Stock (1994) , Cavanagh, Elliott and Stock (1995) , Perron and Vodounou (2004) and many others. Campbell and Yogo (2006) propose a pretest to determine whether to use the conventional t-test or the local-to-unity asymptotics. return is highly persistent over time. 4 Like spurious regression, lagged stochastic regressor bias a¤ects the inference if the predictor is highly autocorrelated. However, this bias primarily a¤ects the coe¢ cient estimator, and can arise even when the underlying expected return is not predictable over time. Lagged stochastic regressor bias disappears as the sample size increases, while the spurious regression e¤ect persists.
Spurious regression and lagged stochastic regressor bias either reinforce or o¤set each other. In a one-sided test of the null hypothesis that the true coe¢ cient is zero, the lagged regressor bias will reinforce the spurious regression e¤ect if it shifts the distribution of the coe¢ cient estimator in favor of the alternative hypothesis. The two biases, however, can o¤set when the distribution shifts in the opposite direction. The direction of the e¤ect relies on the correlation between the regressor's autoregressive innovations and unexpected returns, with its magnitudes depending on the sample size.
A set of potential predictive variables is unobservable and likely to increase as more information accumulates. If a mining had occurred by testing a series of regression models, a variable incurring the reinforcing e¤ects of two biases would have had more probabilities to appear as signi…cant than a variable with the o¤setting e¤ects, irrespective of their true predictability. In this paper 386 macroeconomic and accounting variables from 23 countries are collected to provide the sampling properties for generating a set of potential predictive variables. The summary statistics suggest that highly persistent variables are likely to be negatively correlated with unexpected returns, which indicates presence of the reinforcing e¤ects between spurious regression and the positive lagged regressor bias. Therefore, if this data set is subject to mining, these variables are at much better odds of …nding signi…cant. This paper also presents a generaliztion of Stambaugh's (1999) bias adjustment that accounts for the unobservability of the "true" expected return. The theoretical bias expression tells us that the time-varying expected return may contribute to the lagged regressor bias if its autocorrelation di¤ers from that of the measured regressor. I simulate the expectation of the lagged regressor bias 4 Spurious regression in return prediction occurs since the regression errors inherits the autocorrelation from underlying expected returns when the predictor is independent. As the predictor becomes correlated with the expected return and captures its autocorrelations, the spurious regression e¤ects diminishes with the less autocorrelated regression errors. There is no spurious regression when the predictor and the time-varying expected return is perfectly correlated, no matter how much persistent the predictor is. associated with predictors that are imperfectly correlated with the true expected return and show how well the derived formula describes the …nite-sample bias. I investigate the performance of two bias-correction methods that are currently available: the reduced-bias estimator by Amihud and Hurvich (2004) and a plug-in version of Stambaugh (1999)'s bias formula. The comparison illustrates that the former is preferable to the latter since it provides a consistent bias-correction with various degrees of the true expected return's autocorrelation. However, the pattern of remaining small sample bias after correction follows that of the original bias, possibly indicating a new bias term accompanied by imperfect predictors that cannot be corrected by the existent methods.
The empirical analysis is performed to re-evaluate the evidence of international return predictability. Adjusting for spurious regression and lagged stochastic regressor bias, I …nd that the evidence of the world market return predictability is vulnerable to data mining of 10 or more independent variables, only with exception of three predictors. In predicting national equity market returns I …nd that 8 of the 18 market returns may still have at least one signi…cant predictive variable after we take into account of mining the global and local predictors.
The paper proceeds as follows. Section I presents the summary of previous studies and provides an empirical analysis on proposed predictor variables. Section II brings in the model for predictive regressions to provide an analysis of lagged stochastic regressor bias with unobservable expected returns. Section III presents the simulation designs for studying interactions of spurious regression, lagged stochastic regressor bias and data mining, and reports the simulation results. Section IV conducts a re-evaluation of the evidence for international stock return predictability. Section V provides concluding remarks. Table I each study varies from four to twenty-one. In many cases, the predictive variables are divided into two categories: local and global (common) predictors. The global predictor set largely consists of U.S. variables that have been shown to possess explanatory power for U.S. stock returns. The local predictor set mostly consists of local counterparts to global predictors. Table II provides summary statistics of the global predictors and their predictive regression results for the world market return. The return is calculated from the MSCI world index, which is a weighted average of developed market indices, and is measured in excess of the one-month U.S. Treasury bill return from the Center for Research in Security Prices (CRSP). Note that typical regressors are highly persistent with their autocorrelation estimates more than 0.9 for nine variables and above 0.95 for three variables, out of 16 predictors. The high serial correlations of the predictors strongly suggest that there may exist spurious regression and lagged stochastic regressor bias (e.g. Stambaugh (1999 ), Ferson et al. (2003 ). Table II reports the slope coe¢ cient estimates and t-statistics using the OLS and reducedbias t-statistics. The OLS t-statistic, t HAC , is calculated using the Newey-West (1987) standard error estimator, where the number of lags for the Bartlett kernel is determined based on the datadependent automatic bandwidth parameter estimators proposed by Andrews (1991) . 6 The reducedbias t-statistic, t AH , is constructed following the procedure by Amihud and Hurvich (2004) to adjust for the lagged stochastic regressor bias. 7 The absolute values of the t HAC are larger than 1.645 for ten predictors. 8 Eleven predictors have the absolute values of the t AH larger than 1.645. For some 6 In order to apply Andrews' (1991) method, we approximate as an AR(1) the autocorrelation process of the residuals for the long-run covariance matrix that are the cross-products of regressors and regression disturbances. Andrews (1991) recommends the number of lags for the bartlett kernel, m, to be determined as m = 1:3221 (^ T )
I. The Data
1=3 , where^ estimates a function of the unknown spectral density matrix. For the p p covariance matrix, he suggests to estimate^ as^ = P p a=1 wa
(1 ^ a ) 4 where a and a are the autoregressive and innovation variance parameters of the residuals and wa denotes the weights that are set to zero for the intercept parameter and one for the others.
7 If we correct the …rst-order bias of the slope coe¢ cient estimator by simply plugging sample estimates into Stambaugh (1999)'s formula, its OLS standard error estimator may be biased by ignoring the sampling variability of the bias correction. Amihud and Hurvich (2004) propose the reduced-bias slope coe¢ cient estimator that can be obtained by including the lagged regressor's autoregressive innovations in the regression model such that
where vt+1 is the innovations of the regressor zt at t + 1. The formal procedures are summarized in Amihud and Hurvich (2004) and Amihud, Hurvich and Wang (2008) . 8 It can be regarded as performing the one-sided tests with 5 percent signi…cance level with its alternative hypothesis corresponding to the sign of estimated slope coe¢ cient. Thus, we assume the researcher has a prior belief about the relation of the variable to expected returns. predictors, the absolute bias-corrected t-ratios decrease more than half compared with the t HAC but they still indicate signi…cance at standard levels. The last three columns report the adjusted Rsquares, the sample correlations between the regression residuals and the predictor's autoregressive innovations, and the number of lags used to calculate the Newey-West standard error estimator.
The R-squares are all less then seven percent and the sample correlations range from -0.74 to 0.20.
If the correlation is positive, the lagged stochastic regressor bias is likely to be negative and vice versa. Altering signs of the correlations suggest that there might be di¤erent interactions among spurious regression, lagged stochastic regressor bias and data mining among these variables. Table A .1 extends the empirical investigation of the global predictors'ability to predict eighteen national equity market returns. 9 The sample correlations, Corr (u; v), which are the key determinants of lagged stochastic regressor bias, are more widely spread out in the regressions for the national equity market returns. For example, the U.S. market return is positively correlated to the lagged world market return with a correlation of 0.86, and negatively correlated to the lagged dividend yield on the S&P 500 with a correlation of -0.83. The same predictor may have di¤erent correlations from one country return to another. For example, the lagged Bond Yield has a correlation of 0.25 with the U.S. market return and -0.06 with the Hong Kong market return. These widely distributed, di¤erent correlations make international markets a good setting to study the interactions of the various statistical biases. They also suggest that understanding the interactions is necessary for a reliable evaluation of the true predictability.
Lagged stochastic regressor bias appears to have limited in ‡uence on classical inferences unless spurious regression and data mining are taken into account. Among 288 univariate regressions, 114 t-ratios are larger than 1.645 in absolute value before correcting for the lagged regressor bias.
After adjusted for the …rst-order bias, three of these decrease to less than 1.645 while nine of the previously insigni…cant t-ratios become signi…cant. When we increase the critical value to 1.96, 93 t-ratios and 98 bias-adjusted t-ratios are larger than the critical value. Correction for the lagged stochastic regressor bias alone hardly changes the usual signi…cance results in the international return predictability literature.
In order to incorporate data mining, I construct a data set involving the global and local 9 As of June 2007, the MSCI World Index consists of the twenty three developed market country indices. We examine eighteen indices whose historical returns are available from February, 1970. predictors examined in the studies of Table I and generate a set of potential regressors using the sampling properties taken from these series. First, eighteen lagged variables, including valuation ratios and macroeconomic variables, are constructed for each of twenty three countries whose stock prices are weighted to calculate the world market index. The total number of variables is 386 and the details are provided in Appendix C. In the simulations, these series are permanently ordered according to the randomly generated numbers between 1 and 386. When the analyst mines the data set, for example, with 100 series, the sampling properties of the …rst 100 series are used to calibrate the parameters in the simulations. Table III estimates greater than or equal to 0.9. 11 Among the regressors highly correlated with unexpected returns, the negatively correlated ones tend to be highly persistent whereas the positively correlated ones are not persistent. As discussed below, lagged stochastic regressor bias is stronger in highly persistent regressors while the negative correlation implies that the slope coe¢ cient estimate is biased toward positive values. The highly persistent regressors are also likely to be a¤ected by spurious regression problems if the time-varying expected returns are persistent. Therefore, if the researchers have mined the data set, the data mining e¤ects are likely to be confounded with spurious regression and positive lagged stochastic regressor bias.
1 0 The lagged world market return is excluded in Table III because its correlation with the stock return is one. 1 1 These sample autocorrelations are corrected for the …rst-order bias as^ + 1+3^ T to calibrate the true autocorrelations for generating a set of predictors. However, Lewellen (2004) points out that correcting the bias with the usual unconditional expression may produce over-corrected estimates when^ 1 (the minimum value of^ ) is greater than E [^ ], i.e.^ is close to one, given that is assumed to be strictly less than one. We do not correct the …rst-order bias for the estimates when^ 1
.
II. The Models
Consider decomposing the stock return, r t+1 , into an expected return, E t [r t+1 ], conditional on an unobserved "market" information set at time t and an unpredictable shock, u t+1 . An analyst observes a lagged variable, Z t , that he believes belongs to the market information set and wants to test whether Z t predicts the next period stock return r t+1 by running a time-series regression
while the true data-generating processes are
where t is regarded as the deviations of the conditional mean from the unconditional mean of the
It is assumed that t and Z t are stationary so that the autoregressive parameters and are strictly less than one. 12 The residual vector (u t ; v t ; w t ) 0 is assumed to be independently and identically distributed over time t with zero mean and covariance matrix . Pastor and Stambaugh (2008) call a version of this data-generating process a "predictive system".
The data-generating system (2)-(4) implies that the true value of in the regression model (1)
would not be zero if the stock return were predicted by Z t . The predictability in returns can be captured by the "true-R 2 ", obtained from regressing r t+1 on t , as if t were observed. Provided that the expected return is predictable, a given instrument Z t may or may not be a valid predictor.
This can be captured by the "true-validity" of Z t , de…ned as the conditional correlation between t and Z t , vw . 13 1 2 Ai (2005) derives the asymptotic distributions for spurious regression problem by modeling t and Zt as nearly integrated processes, based on Nabeya and Perron's (1994) asymptotic theory for nearly integrated ARMA(1,1) processes. This paper assumes stationary t and Zt to allow data mining to occur in a set of variables with the various degrees of autocorrelation. 1 3 The i.i.d. assumption for vt and wt implies that the conditional correlation between t+1 and Zt+1 is equivalent to the unconditional correlation between wt+1 and vt+1, vw .
The slope coe¢ cient in the regression model (1) captures the comovement between timevarying expected returns and the lagged regressor, and thus, depends on the structural parameters in the system (2)-(4). The true regression coe¢ cient, 0 , in the regression model (1) is de…ned as
1 true-R 2 , which shows that 0 is zero when either the true-validity, vw , or the true-R 2 is zero. 14 A. Lagged Stochastic Regressor Bias with Imperfect Predictors A.1. Theoretical Analysis
The extant literature analyzes the lagged stochastic regressor bias under the assumption that the true return generating processes follow the model (1) and (4), implying the predictor Z t is perfectly correlated with the true expected return (e.g. Stambaugh, 1999; Amihud and Hurvich, 2004; Perron and Vodounou, 2004; Campbell and Yogo, 2006) . 15 In that case, the regression residual, e t+1 , becomes equivalent to the unexpected return, u t+1 ; and there is a …nite sample bias in the slope coe¢ cient estimator because u t+1 is correlated with the current or future values of Z t+1 .
Stambaugh (1986, 1999) shows that the …nite-sample bias can be approximated to order of T 1 as
However, the evidence of weak predictability in the stock returns suggests that most of the possible predictors are, at best, weakly correlated with t , i.e. t is not in an exact linear relation with Z t as noted by Pastor and Stambaugh (2008) . In the subsequent analysis, I follow their terminology to call Z t as an "imperfect predictor" when t can be only partially captured by Z t . Applying Edgeworth approximations to the OLS estimator of^ 0 in Appendix A, the lagged stochastic regressor bias in the slope coe¢ cient estimator can be approximated to order T 1 for the imperfect predictor as:
The stationarity assumption allows us to write t and Zt as an in…nite sum of innovations, t = P 1 i=0 i wt i and Zt = P 1 
A.2. Evaluating the Bias Formula
The fact that the bias formula (5) is very nonlinear with various structural parameters , and entails a great di¢ culty in its evaluation. Nevertheless, it is suggested that the sign of the …rst term is crucial for its e¤ects because it can o¤set or reinforce the Stambaugh's bias formula derived with a perfect predictor. The sign is …rst determined by Z t 's true-validity, vw , and by whether is greater or less than . examine four values of that are greater than or equal to 0.9 and two di¤erent true-validity, 0.5 and -0.5, whereas the true-R 2 is set equal to 0.15 and v = w . I set uv = 0:5 in order that the perfectly-correlated regressor's bias term should be positive. When the true-validity is positive and < , the …rst bias term is positive and reinforces the second. The …rst graph illustrates that the total bias, adjusted for the number of observations, is about 6.0 with zero autocorrelation for t and increase as long as < . However, once becomes greater than , the two bias terms o¤set each other and the total bias starts to fall sharply.
Interactions occur to the opposite direction with a negative true-validity. The second graph illustrates that the total bias is about 2.7 with vw = 0:5 and not very di¤erent across various values of as increases but < . But once > , the two terms reinforce each other and the 1 6 The bias derivation is based on the assumption of normal residual vectors in the system (2)-(4) to expedite the fourth-order moment calculations. Appendix A provides the details. 1 7 For example, when
graphs of total bias for all highly persistent 's show an abrupt increase in the magnitude.
To examine the performance of this formula, I conduct Monte Carlo simulations of the predictive system (2) to (4) with the parameter values as given above. The sample mean and variance of the MSCI world market return is used to generate the stock return series, r t+1 , of length T = 100 and^ , in regression model (1) are estimated from 10,000 simulation trials. 
A.3. Bias Corrections for Imperfect Predictors
Implementing the bias estimation using formula (5) can face di¢ culties because the formula requires knowledge of the true values of 0 , uv and . In particular, it is likely to be tampered with estimating of the underlying expected return. In order to estimate it, we would write the return process as an ARMA(1,1) which arises from combining the systematic equations (2) and (3) such that
where " t is a white noise process. The exposition in Appendix B impose a moment condition on the MA coe¢ cient that is governed by , uw and true-R 2 . If we account for a weak predictability with small true-R 2 or a highly persistent expected return, is close to and the estimates of ARMA (1,1) parameters are likely to be inconsistent because the process becomes a nearly-white noise process (Nabeya and Perron (1994) , Robertson and Wright (2009) 
and the return process simply becomes a white noise process.
Here, I examine the performance of two di¤erent bias-corrected estimators that are currently available: a plug-in version of Stambaugh (1986)'s bias formula and the reduced-bias estimator proposed by Amihud and Hurvich (2004) 18 . Figure of the reduced-bias estimator is quite consistent with adjusting more than half of the …nite-sample bias in the OLS estimator, even when is quite persistent. However, it is observed that, as , the o¤setting e¤ects become manifest to a¤ect the performance of bias corrections. It may be that the remaining …nite sample bias is due to the …rst term in formula (5), which prevents the reduced-bias estimator from a full correction. Figure 4 illustrates the …nite-sample bias properties with vw = 0:5. Again, the reduced-bias estimator consistently corrects the …nite-sample bias except for the extremely highly persistent predictors. However, there occurs an over-correction with the estimator so that the estimates are biased to the slightly negative values in averages. In particular, when and the two terms in formula (5) reinforce each other, the average bias estimates adjusted with the reducedbias estimator hike up to the very large positive values like those of the original OLS bias. Thus, these observations seem to suggest another evidence that the …rst term in formula (5) a¤ects the reduced-bias estimator and it is not corrected by the latter.
This section concludes that the reduced-bias estimator proposed by Amihud and Hurvich (2004) should be preferred to a plug-in version of bias correction when the regression model involves an imperfect predictor. It should, nonetheless, be aware that the imperfectness of predictors (i.e. j vw j 2 (0; 1)) can result in a …nite-sample bias, which cannot be corrected by the reduced-bias estimator and interacts with the small-sample bias pointed out by Mankiw and Shapiro (1986) and Stambaugh (1986) .
III. Interactions of three problems in Predictive Regressions

A. Methodology
This paper turns the attention to the combined e¤ects of spurious regression, lagged stochastic regressor bias and data mining on the statistical inferences, particularly when these problems a¤ect the researchers to …nd a spurious predictor for the expected return. I address these concerns by considering the situation where all the variables in the potential set of predictors are independent from the true expected return.
The stock return predictability is governed by the two important parameters, true-R 2 and truevalidity, as described above. Throughout the simulations, I set the true-validity, vw , equal to zero for each predictor to be independent and vary the true-R 2 over a range of values to consider the various degrees of return predictability.
A.1. Spurious Regression and Lagged Stochastic Regressor Bias
This study …rst investigates the e¤ects of spurious regression and lagged stochastic regressor bias for testing an individual regression model without data mining concerns. Simulation experiments are conducted with randomly generated samples. First, residuals are drawn as a 3 1 normally distributed vector with mean zero and covariance matrix . These residuals are used to construct the time series (r t+1 ; t ; Z t ) 0 following the data-generating system (2)- (4), where the initial values of t and Z t are drawn from a normal distribution with mean zero and variances, V ar ( t ) and V ar (Z t ), and the …rst 100 observations are discarded to eliminate the e¤ects of the initial values.
V ar ( t ) is set equal to the sample variance of the MSCI world market return in excess of a onemonth U.S. Treasury bill return, multiplied by the true-R 2 , and the unconditional mean of the stock return, E [r], is set equal to the sample mean. The variance of the measured regressor is essentially arbitrary, so it is set equal to V ar ( t ). In order to consider various degrees of return predictability, the true-R 2 varies between 0.1 and 15 percent.
Ferson et al. (2003) suggest that spurious regression occurs in a predictive regression when the standard error estimator fails to capture the autocorrelations in regression residuals and, as a result, the estimated standard errors are too small. Lagged stochastic regressor bias makes the slope coe¢ cient estimator biased, either positively or negatively. To illustrate interactions of the di¤erent e¤ects, this paper will focus on testing the one-sided alternative hypothesis that > 0 against the null hypothesis of no predictability.
Spurious regression is likely to appear in the regression model (1) when both and are large and with a non-zero true-R 2 . The extent of the lagged stochastic regressor bias depends on the o¤-diagonal elements of , along with the regressor's persistence parameter, . When is set to be a diagonal covariance matrix, the parameter settings reduce to those in Ferson et al. (2003) and we observe only the spurious regression e¤ect. In relaxing the diagonal covariance matrix assumption, however, we cannot vary freely all of the o¤-diagonal elements because must be positive semide…nite. By applying the cholesky decomposition, the positive semi-de…niteness of obtains with
uw , as noted by Pastor and Stambaugh (2008) .
According to the bias formula (5), lagged stochastic regressor bias will be a¤ected primarily by the correlation uv especially when the lagged variable has no explanatory power for the expected return. The values of uv are likely to be re ‡ected in the sample estimates of the correlation between stock returns and regressor's innovations, rv , given a small true-R 2 . 19 I call uv the measured regressor's 'discount-rate e¤ ect' correlation, as it determines the direction of lagged regressor bias and allow it to vary over a range of values based on the estimated correlations in Tables II and   Appendix C. 20 For our simulations it is assumed that the true-validity, vw , is zero. 21 In order to ensure that the true expected return is independent, I generate the expected return's residuals, w t , independently from the other residuals, u t and v t , and set vw = uw = 0. 22 Regarding the autocorrelation 1 9 Using the conditions of positive semi-de…niteness, we have that ( rv uv ru )
uv given a small true-R 2 where 1 2 ru = true-R 2 . 2 0 The 'discount-rate e¤ ect ' is termed to refer to the negative correlation between shocks to expected returns and shocks to prices by Fama and French (1988) . In this sense, the correlations between innovations of the expected return and unexpected returns, uw , can be regarded as the unobserved, full 'discount-rate e¤ ect correlation'.
2 1 If there exist the full 'discount-rate e¤ ects', uw will be negative. (Pastor and Stambaugh (2008) ). The sample correlations of uv is likely to be close to -1 for most of the …nancial ratios that have prices in the denominator. If we believe uw is close -1 along with the discount-rate e¤ ect correlation, uv , close to -1, the regressor is likely to be a real predictor for the expected return as the true-validity, vw , gets close to one by the positive semi-de…niteness.
2 2 Pastor and Stambaugh (2008) note that the autocovariance of regression errors in the model (1) can be written as Cov (et; et+1) = V ar ( t jZt) + Cov (ut; wt vt). The residual covariance implies that the spurious regression e¤ects can be crucially a¤ected by the negative uw because the …rst term may be o¤set by the second term in the presence of the negative uw . Given the zero true-validity and the discount-rate e¤ ect correlations ranging from -.9 to .9, I run the simulations with the lowest possible negative uw satisfying the positive semi-de…niteness of and …nd no signi…cant di¤erences from the reported results.
parameters, and , they can be set independently from each other but the lagged stochastic regressor bias formula (5) indicates that the values have impact on the slope coe¢ cient estimator only when the true slope coe¢ cient is not zero. Under the null hypothesis of no predictability, and are set equal to each other and vary between 0 and 0.99.
Test statistics are calculated with the autocorrelation-heteroskedasticity-consistent (HAC) standard error estimator proposed by Newey and West (1987) . The number of lags for the HAC estimators are determined following Andrews (1991) 's data-dependent automatic lag selection methods. 23 Simulations are run under di¤erent sample sizes in order to study how the interactions between the two biases change in accordance with T .
A.2. Data Mining
To incorporate data mining with spurious regression and lagged stochastic regressor bias, consider a situation when the analyst searches through M explanatory variables to …nd the "best" predictor for the stock return. The analyst sifts through M univariate regression models (1), where M varies from 1 to 250, examines the t-statistics for the slope coe¢ cients and chooses the "best" predictor, with the maximum t-statistic. This study considers the situation where all the regressors are independent from the expected returns.
The procedure to generate the M variables and the simulated stock returns is as follows. Generate u t and w t from an independent normal distribution with zero mean and variances, 2 u and 2 w , for the given values of true-R 2 and . For the potential predictors, the M -vector of is constructed with the sample autocorrelation estimates of the …rst M predictors in 386 potential predictors described in the data section. The correlations of their autoregressive innovations with unexpected returns are captured by an M -vector of uv that is constructed by random draws from a normal distribution with mean of 0.5 or -0.5. 24 The autoregressive residuals are generated as
and " t is a normal M -vector with zero mean and variance , where is estimated 2 3 The exact procedure is described in Footnote 3. Newey and West (1994) propose an alternative, computationally convenient procedure that determines the number of lags as m = 4 (T =100) 2=9 . In many empirical studies, a number of sample autocorrelations are calculated and the cuto¤ values are chosen at the minimun lag length where no higher order autocorrelation is larger than two standard errors. The simulation results do not change signi…cantly with either alternative lag selection method.
2 4 The standard error is set to 0.25 to make 95 percent of drawn correlations fall within (-1,1) and the drawn values with absolute value larger than one are discarded. from the sample of 386 potential instruments in Appendix B. 25 Finally, I construct the time series r t+1 ; t and Z t according to the system (2)-(4). There are three experiments with di¤erent true-R 2 in each panel. When the true-R 2 is set to 0.1 percent, the stock return is essentially unpredictable even if the underlying expected return is observed. In subsequent subpanels, the true-R 2 is set to 5 percent based on average estimates for the coe¢ cient of determination in the univariate predictive regressions, or a "large" value of 15 percent. The discount-rate e¤ ect correlation, uv , ranges from -0.9 to 0.9 over the columns of Table V , based on the extreme sample estimates of international stock return predictive regressions summarized in Appendix C. Di¤erent rows correspond to di¤erent values of and , which are set equal to each other and varying from 0 to 0.99. 27 The pure spurious regression e¤ect is demonstrated by the columns in which the discount-rate e¤ ect correlation, uv , is set to zero, similar to Ferson et al. (2003) . In Subpanel A, where the stock return is essentially unpredictable, there is no spurious regression even if the true expected return is highly persistent with being 0.95 or above. As the true-R 2 increases to 15 percent, the empirical critical t-ratio for sample size T = 148 increases from 1.7 to 2.9 for = 0:97. As noted by Ferson et al. (2003) , the spurious regression e¤ect does not diminish with an increase in the sample size, and it is likely to be even worse when the autocorrelation parameter is extremely high ( = 0:99).
B. Results
B.1. Spurious Regression and Lagged Stochastic Regressor Bias
Subpanel A also illustrates the lagged stochastic regressor bias, suppressing the spurious re-2 5 In order to make the variance of vt correspond to the sample variance, the variance of "t is set equal to 1 2 uv 1 2 V ar (Z). 2 6 The …rst sample size matches the smallest sample size in Table III . The large sample size is determined based on the availability of U.S. monthly stock return series in the CRSP database, as of December 2006. 2 7 When is small, it is con…rmed by simulations that spurious regression is of no concern even if is very large.
gression e¤ect by setting the true-R 2 to 0.1 percent. As the formula (5) indicates, the direction of lagged regressor bias is determined by the sign of uv when the regressor is independent from the expected return. When uv is negative, there is a positive bias in the slope coe¢ cient estimator, and the empirical distribution of the t-ratios moves to the right. Subpanel A's …rst column shows that the critical t-ratio is larger for uv = 0:9 than for uv = 0 and that it increases in accordance with the regressor's autocorrelation parameter, . When uv is positive, the slope coe¢ cient estimator is negatively biased and the t-ratio shifts to the left. As a result, the critical t-ratios in the last column for uv = 0:9 are smaller than the theoretical critical value, and their di¤erences become more pronounced as gets larger.
As we move down to subpanel B and C in Panel 1 spurious regression interacts with lagged stochastic regressor bias. Spurious regression e¤ects reinforce lagged stochastic regressor bias when uv < 0. For example, if uv = 0:9, the empirical critical t-ratio is 2.7 (true-R 2 = 0:05) or 3.3
(true-R 2 = 0:15) when = = 0:95. However, when uv > 0, the lagged regressor bias o¤sets the spurious regression e¤ects. If uv = 0:9 and true-R 2 = 0:15, the critical t-ratios are between 1.5 and 2.2 even when = = 0:99.
These patterns can be understood by recalling the fact that lagged stochastic regressor bias primarily a¤ects the numerator of t-ratios while spurious regression produces non-convergent standard errors in the denominator. When there is a negative correlation between regressor's innovations and unexpected returns, there is a positive bias in the slope coe¢ cient estimator and the critical value, which was 2.8 under pure spurious regression, increases to 3.3 with uv = 0:9, = 0:95 and true-R 2 = 0:15. Thus, spurious regression and the positive lagged regressor bias reinforce each other and, as we saw in Table III , this is likely to be an empirically relevant scenario in that the more persistent predictors tend to have the negative uv . When the correlation is positive, there is a negative lagged regressor bias in the slope coe¢ cient. But the standard error is biased upward by spurious regression so that the two e¤ects o¤set and the critical t-ratio becomes 2.2 rather than 2.8 if uv = 0:9.
In large samples, lagged stochastic regressor bias interacts with spurious regression in a di¤erent way. Panel 2 shows the e¤ects of two biases for samples of T = 972. In Subpanel A, critical t-ratios are still a¤ected by lagged stochastic regressor bias but to a much lesser degree than for smaller sample sizes. Of course, the lagged stochastic regressor bias eventually disappears as the sample size tends to in…nity. However, spurious regression gets worse in large samples, especially for the larger values of and true-R 2 . As a result, spurious regression dominates the lagged regressor bias in large samples. The combined e¤ects in Subpanel C are di¤erent from those in small sample sizes.
For di¤erent uv values, the critical t-ratio varies from 2.5 to 2.8 with = = 0:95 and from 4.6 to 5.2 with = = 0:99.
B.2. Data Mining with Spurious Regression and Lagged Stochastic Regressor Bias
The interactions of spurious regression and lagged stochastic regressor bias with data mining are summarized in Table VI The Lagged Regressor Bias columns show that data mining also interacts with lagged stochastic regressor bias. First, the bias "o¤sets" data mining if an analyst searches the potential predictors that are positively correlated with unexpected returns. The slope coe¢ cient estimates in this case are likely to be biased downward. When M = 1, the critical value is 0.6, but when M = 250, the critical t-ratio is 3.7 with positive uv 's, while it is 5.1 in the Pure Mining column without the bias. In contrast, if the potential predictors are negatively correlated with unexpected returns, lagged stochastic regressor bias can magnify the data mining e¤ects. As M increases from 1 to 250, the critical t-ratio increases from 2.3 to 7.1 with negative uv 's. These results imply that standard adjustments for the e¤ects of data mining will be misleading when there is also the lagged stochastic regressor bias, as the correct adjustments will depend on the discount-rate e¤ ect correlations, uv , in the set of mined instruments.
Unlike spurious regression, di¤erent degrees of return predictability do not a¤ect the extents to which the lagged stochastic regressor bias interacts with data mining. As the true-R 2 increases from 5 to 15 percent for M = 250, the critical t-ratios hardly change from 3.7 with positive uv or from 7.9 with negative uv whereas they increase from 6.4 to 8.2 in the Spurious column. So, at a higher true-R 2 , the spurious regression e¤ects dominate the lagged stochastic regressor bias.
Finally, the Spurious and Lagged Regressor Bias columns illustrate how all three problems interact with each other. In the positive uv column where the expected return is highly persistent and potential predictors are positively correlated with unexpected returns, we see the o¤setting e¤ects of spurious regression and lagged stochastic regressor bias. As the number of potential predictors increases, the critical t-ratios are closer to the values in the Pure Mining column than in the other cases. With true-R 2 at 0.15, the spurious regression e¤ect becomes more pronounced as the critical t-ratio is 6.2 whereas it is 5.1 for the pure mining case. These results may suggest that if we happen to have a combination of the right parameters values, classical data mining corrections could lead to the right inferences even with both spurious regression and lagged stochastic regressor bias.
The negative uv column illustrates the interactions occurring in a way that all three problems reinforce each other and overstate the t-ratios. As M increases from 1 to 250, the t-ratio increases from 3.4 to 9.0 for the 5 percent true-R 2 , and from 4.2 to 10.5 for the 15 percent true-R 2 . These values are much larger than simple data mining corrections alone would suggest, or than the interaction between spurious regression and data mining alone would suggest. The values of empirical t-ratios seems to be extreme for their own sake, as it assumes the discount-rate e¤ ect correlations normally distributed around -0.5. However, the summary statistics in Table III suggest that it is the most likely scenario in the international data that spurious regression, lagged stochastic regressor bias and data mining interact to reinforce each other.
As the sample size grows to T = 972, the e¤ects of lagged stochastic regressor bias are less pronounced because the bias is a …nite sample property, and the test statistics are primarily in ‡uenced by spurious regression and data mining. The last two columns with all the interactions present that regardless of whether data mining occurs in the set of positively or negatively correlated regressors, the critical t-ratios are larger than those in the Pure Mining column when the sample size is T = 972, implying that the o¤setting e¤ects disappear as the sample size increases.
IV. A re-evaluation of the evidence for Predictability
Table VII re-evaluates the evidence on predicting international equity market returns. Panel 1 revisits the predictive results in Table II for the world market returns using global predictors and Panel 2 turns the focus to the predictability of the eighteen national equity market returns using both global and local predictors. In Panel 1, the 95 percentile empirical critical values are reported for the t-statistics, t HAC and t AH , with sample sizes, autocorrelations and discount-rate e¤ ect correlations given in Table II . Incorporating data mining, the last three columns report the simulation results similar to Foster et al. (1997) to see how many searches would have to be performed in a set of independent, unrelated predictors to …nd a t-statistic at least as large as the reported OLS t-stiatistic with the HAC standard errors. For this exercise, I consider three di¤erent sets of the potential predictors of which autoregressive innovations are generated with the following speci…cations. For the M column, I use the discount-rate e¤ ect correlations estimated from the data. For the M and M + columns, the correlations are normally distributed around means of -0.5 and 0.5, respectively. The true R-squares are set to 10 percent and the autocorrelation of the underlying expected return, , is set equal to the predictor's autocorrelation, .
Panel 1 shows that 10 of the 16 global predictors are considered signi…cant if the standard critical values are naively applied. Two of them would no longer be regarded as signi…cant when we consider the e¤ects of spurious regression and lagged stochastic regressor bias alone. Similar conclusions can be reached with the bias-adjusted t-statistics. However, if we consider the problems combined with data mining, the critical values of M are less than 10 for most of the predictors, with only three exceptions.
Panel 2 examines individual national market return predictability using all the global and country-speci…c variables. The total number of regressions for each return is 30 or so, except for the Hong Kong market return whose country-speci…c variables are not available. Using the traditional measure of signi…cance for t-statistics, there are roughly a third of predictors that are signi…cant. Once spurious regression and lagged stochastic regressor bias are accounted for, the number of signi…cant predictors is reduced by about half.
Finally, suppose that the researcher is a sophisticated miner willing to take into account the number of searches and wonders if the national market return is predictable with at least one lagged variable. He would investigate all the global and local predictors for the given market returns and test whether the predictor associated with the largest t-staitistic would be valid or not. The 'Largest t'column reports the largest t-statistic in absolute value from all the univariate regressions of each national equity market return. These values can be regarded as the maximum t-statistics obtained after performing the number of searches as many as in the second column. Thus, the number in the second column can be compared with the critical value reported in the M columns. For example, if he …nds that the former is larger than the latter, he may conjecture that the reported t-statistic might have been obtained with fewer number of mining in a set of independent lagged variables and cannot reject the hypothesis that the predictability is an outcome of data mining. Using the data-dependent discount-rate e¤ ect correlations, there are eight national market returns for which we can reject the null hypothesis and there may exist at least one signi…cant predictive regression model.
To compare with the values in M and M + columns, the sign of the reported t-statistic should be paid attention to. If it corresponds to the sign of discount-rate e¤ ect correlations the lagged stochastic regressor bias has an o¤setting e¤ect for spurious regression and data mining whereas the former reinforces the latter problems in the other case. If there happens the worst scenario where the potential predictor set is a¤ected by only reinforcing e¤ects, there remains only one national equity market, Canada, which has the larger critical value of M than the number of searches. In the best scenario where o¤setting e¤ects are dominating, eleven national equity market returns may have at least one signi…cant predictor.
When the predictor is not highly autocorrelated and has a small discount-rate e¤ ect correlation, the predictive regression is less likely to be a¤ected by spurious regression or lagged stochastic regressor bias. Panel 2 shows that the regression models producing the most signi…cant t-statistics for the returns of Canada, Singapore, Sweden, and the U.K. have the predictive variable with an autocorrelation around 0.2 and a discount-rate e¤ ect correlation less than or equal to 0.11 in absolute value. For these markets, we may be less concerned about whether the predictive results are a¤ected by the interactions of spurious regression, lagged stochastic regressor bias and data mining.
V. Conclusions
This article investigates the statistical properties of regression models that employ lagged variables to predict future returns in national equity markets. The evidence of international market return predictability is re-evaluated focusing on the issues of spurious regression, lagged stochastic regressor bias, and data mining. Simulation evidence reveals that the three problems, when considered simultaneously, interact with each other to have interesting implications for the predictive regressions. One problem might be reinforced or o¤set by the others.
Spurious regression is not a concern when the expected risk premium is not time-varying, even if the lagged regressor is highly persistent. The problem arises when the expected return is predictable and gets worse as it is more highly autocorrelated and predictable. As the predictive models are examined for di¤erent lagged variables with various degrees of autocorrelation, the highly persistent predictors have better odds of being found signi…cant regardless of their true correlations with the underlying expected return.
Lagged stochastic regressor bias a¤ects the slope coe¢ cient estimator through discount-rate e¤ ect correlation. A substantial literature has paid attention to this bias and proposed various approaches to deal with the problem, particularly when the regression involves valuation ratios.
When the lagged predictor is a ratio with stock price in the denominator, the correlations that determine the bias are likely to be negative and the bias in the regression coe¢ cient estimator is positive.
As empirical evidence accumulates, a wide spectrum of predictive variables arises over macroeconomic variables, industrial measures, and the linear and nonlinear tranformations of these variables.
When these variables are regressed against di¤erent national equity market returns, the discountrate e¤ ect correlations are likely to spread over positive and negative values with creating diverse e¤ects of lagged stochastic regressor bias. This survey observes this pattern for the international equity market return predictors examined in past studies, but …nds that the positive bias is more likely to have an in ‡uence on the statistical inferences as more highly autocorrelated regressors tend to accompany the negative discount-rate e¤ ect correlations. This paper runs simulations to study the interactions of spurious regression, lagged stochastic regressor bias and data mining. When all three problems reinforce each other, the actual critical t-ratios are overstated to the extent that the e¤ects are much larger than simple data mining corrections alone would suggest or than the interaction between spurious regression and data mining alone would suggest. When lagged stochastic regressor bias o¤sets spurious regression and data mining, it can occur to the extent which the actual critical t-ratios get close to the values that would be suggested by classical data mining corrections such as Foster et. al (1997) 
, M = I 1 T 11 0 , and 1 is a T 1 vector of ones. For each nominator and denominator in (A:1), I can calculate its expectation as
To approximate the bias of^ to order O T 1 , I expand D 1 around D 1 as in Grubb and Symons (1987) 
where the higher terms consisting of a series of following terms,
are of smaller orders than T 1 since D 1 N and D D = D both have order in probability O p T 1=2 , as noted by Grubb and Symons (1987) . In order to evaluate the eq. (A:4) for i = 1; 2,
From the identities
we can calculate the terms in trace as
The …rst term in the RHS of (A:1) is
The second term in the RHS of (A:1) is
From (A:8) and (A:9), the bias expression to order T 1 is
B Derivation of the MA coe¢ cient in the ARMA (1,1) return
where " t is a white noise process. By the stationarity, we have
where the last equality holds since uw = 2 u = uw w = u and 2
Then, we easily see that when the true-R 2 is small and/or is close to one.
C Data Description
Monthly stock market index data are obtained from the website MSCIbarra.com and the interna- and local variables are from the twenty-three countries, whose stock market indices are weighted to produce the MSCI world market index. The variables are as follows; lagged excess returns, dividend yields, in ‡ation lagged three months, relative in ‡ation (the ratio of country's annual in‡ation to World annual in ‡ation), terms of trade (the ratio of the unit value of exports to the unit value of imports), rates of foreign exchange rate, relative money market rates and 3-month Treasury bill rate (di¤erence between the money market rate (the 3-month T-bill rate) and a 12-month backward-looking moving average), short-rate and term spread, Bond Yield (minus the yield on the long-term goverment bond in excess of its 12-month moving average), narrow and broad money growth (…rst di¤erence in the log-levels of the narrowly and broadly de…ned money stock), industrial production growth (…rst di¤erence in the log-levels of the industrial production index), change in the unemployment rate. Since I do not have access to the Valuation Ratios, I construct the proxy variables as follows; the ratios of quarterly real gross domestic product (GDP) per capita and gross national income (GNI) per capita to country's stock market index. As a proxy for the human capital, I build the ratio of wage index to stock market index.
Since the international data series typically su¤er from missing values and discontinuities, the autocorrelation parameters are estimated using the longest consecutive periods in which the data are available. For each series, there are at least 46 consecutive observations. A pairwise sample covariance between each pair of variables are computed for the sample covariance matrix, with all of the periods in which the two series overlap. Zero covariances are assumed when there are no overlapping periods for any pair of variables. In order to ensure that the sample covariance matrix constructed above be positive-semide…nite, the sample covariance is decomposed into the product of an orthogonal matrix S and a diagonal matrix such that^ = S 0 S and the negative diagonal elements of are set equal to zero. 
Common Predictive Variables in Published Studies
This table summarizes a list of predetermined regressors for predicting international equity market returns in the literature. The first column indicates selected published studies. The second column documents the number of national equity market returns examined in each study. The next two columns denote the lagged predictors, global and local. The last two columns show the sample period and the number of observations. The abbreviations in the table are as follows. ConsRatio is the rate of U.S. consumption change lagged 3 months. Div_wrd, Div_SP, Div_US, Div_loc are the dividend yields on the world market index, the S&P 500, the MSCI U.S. stock market index or the local stock market indices. TB1y and TB3r are the yield and the excess return on a one-month and 3-month U.S. Tbill. Def and TED are the spreads for the U.S. default risk yield and the 90-day Eurodollar-U.S. Treasury bill. Rg10fx is the excess return to holding the currency portfolios of 10 industrialized countries. Term_US and E$Term are the yields spread between 10-year Treasury bonds and 90-day T-bill and between a 90-day and a 30-day Eurodollar deposit rate. E$30 is the 30-day Eurodollar deposit rate and By_US is the yield on a U.S. bond price index. MonP is an ex-ante, binary measure of monetary conditions. Short and Long are short-term and long-term local interest rates, whereas their difference is denoted by Term. Euro is the one-month Euro-currency interest rate and GovBY is the long-term government bond yields. For each country, TOT is the terms of trade and INF is the lagged quarterly inflation. rGDP is the ratio of per capita national GDP to OECD GDP. RMM, RTB, and RGB are the money market interest rate, 3-month T-bill rate, and long-term government bond yield, each of which are detrended with 12-month moving averages. Two more recent variables are considered in the last two rows; Cay is the log "consumptionaggregate wealth ratio" and BondYield is minus the moving average detrended yield on the 30-year Treasury bond.
(1) Reference (2) Country (3) Global Predictor (4) Local Predictor (5) 
OLS Regressions of the World Market Return on Global Predictors
This table provides summary statistics for global predictors used in the literature. The first column indicates predetermined, lagged predictors. The next two columns give the sample period and the number of observations. The fourth and fifth column report the estimates for autocorrelation parameter (ρ z ) and standard deviation (σ z ). The next two columns report slope coefficient estimates of δ from the OLS (δ OLS ) and Reduced-Bias estimation method (δ AH ) proposed by Amihud & Hurvich (2004) . The t-statistics testing the null hypothesis H : δ 0 are reported in the next columns, where t HAC is calculated with the Newey-West (1987) standard error estimators and t AH is calculated with the procedures in Amihud, Hurvich & Wang (2008) . The next column reports the adjusted-coefficient of determination, R 2 . The column with Corr(u,v) reports the estimated contemporaneous correlation between the regression residuals and the stochastic regressor's autoregressive innovations. The last column reports the number of lags for the Newey-West (1987) standard error estimators, determined by Andrew (1991)'s data-dependent selection rules. 
Distribution of γ and ρ in the Set of Potential Predictors
This table summarizes statistics of 385 potential predictors which consist of county-specific measures of valuation ratios, interest rates and other macro-economic variables. The parameter γ is the first-order autocorrelation coefficient of the predictors and ρ is the correlation between the unexpected stock return and the predictor's autoregressive residuals. In order to calculate ρ , the correlation between the stock return and the estimated predictor's autoregressive residuals is used as a proxy. The first panel summarizes statistics with sorting by γ or ρ and the second panel sorts the variables based on two-way sorts of γ and ρ . Table IV Simulation Results for the bias-adjusted estimators
The table provides summary statistics for bias-adjusted estimators for δ in the regression model (1) from 10,000 simulation replications. The 'Avg' column reports average bias of each estimator corrected for the first-order bias and the 'MSE' column reports mean squared errors of the bias. True coefficient δ is assumed to be known. The table shows statistics for the values of δ δ B where B is the first-order bias formula. The values in the 'Eq.(5)' row are bias-adjusted with the formula (5) whereas the values in the 'Stamb' row are bias-adjusted following Stambaugh (1999) . γ and ρ are the autocorrelation parameters for the measured and true predictor and δ indicates the true coefficient. The true-validity is set to 0.95 and the true-R 2 is set to 0.05. Newey-West (1994) t-statistics testing the null hypothesis that the slope coefficient for the predictive regression (1) is equal to zero. The parameter γ is the autocorrelation coefficient of the predictive variable and ρ is the correlation between the unexpected stock return and the predictor's autoregressive residuals. The true-R 2 represents the actual fraction of predictable variability in the stock return, based on the unobserved conditional expected return. The autocorrelation parameter for the underlying expected return, ρ, is set equal to γ. The table reports the 95 percentile of the empirical distribution for the Newey-West t-statistics testing the null hypothesis that the slope coefficient for the predictive regression (1) is equal to zero. The true-R 2 is the coefficient of determination from the regression of excess return on the underlying expected return, where the unobserved expected return follows a first-order autoregression with the persistence parameter ρ set equal to 0.15 for the columns of "Pure Mining" and "Lagged Regressors Bias" or 0.95 for the columns of "Spurious" and "Spurious and Lagged Regressor Bias". The parameter M is the number of regressors through which analysts are searching for the one with the highest estimated t-statistic. For the Negative ρ column, ρ 's are normally distributed around -0.5 whereas ρ s are around 0.5 for the Positive ρ column. Table VI given sample sizes, autocorrelations, and discount-rate effect correlations in the first three columns. It is assumed that analysts set the one-sided alternative hypothesis in accordance with the sign of estimated slope coefficients and the left-tail critical values are reported when the estimated t-statistics are negative. The last three columns report the minimum numbers of searches in the set of independent regressors to find a t-statistic at least as high as the reported values of estimated t HAC . Three different sets of potential predictors are considered. The numbers in M column are calculated with the predictors whose residuals are generated with the actual estimated discount-rate effect correlations, while the correlations are normally distributed around -0.5 and +0.5 for the numbers in the M-and M+ columns. As in Table VII , the maximum number of data mining is set to 250 and if the estimated t-statistic is larger than the one obtainable with the maximum number of data mining, the value is reported to be > 250. Panel 2 investigates the predictability of the eighteen national market returns using the global and country-specific variables considered in past studies. The reported numbers are the total number of univariate regressions followed by the number of predictors with significant slope coefficient estimates from the perspective of traditional measures or simulated critical values. Then the largest values of t HAC are reported with the regressor's autocorrelation and discount-rate effect correlations, and finally, the last three columns report the minimum required numbers of data mining in three different potential predictor sets to achieve the acquired largest t-statistics. For simulations in Panel 1 and 2, the autocorrelation of underlying expected return, ρ, is set to γ and the true-R 2 is set to 0.1. 
