Robust risk minimisation has several advantages: it has been studied with regards to improving the generalisation properties of models and robustness to adversarial perturbation. We bound the distributionally robust risk for a model class rich enough to include deep neural networks by a regularised empirical risk involving the Lipschitz constant of the model. This allows us to interpret and quantify the robustness properties of a deep neural network. As an application we show the distributionally robust risk upperbounds the adversarial training risk.
Introduction
Classical risk minimisation picks a model f to minimise risk with respect to a loss function ℓ and distribution µ. It's convenient to combine the loss function and model into a parameterised loss function ℓ f where the exact nature of the parameterisation is left purposefully ambiguous. The risk of the model f with respect to µ is risk ℓ (f ; µ) .
= µ(ds)ℓ f (s).
The distributionally robust risk, however, is defined for a collection of distributions, P, called the uncertainty set (Duchi et al., 2016; Sinha et al., 2017; Shafieezadeh-Abadeh et al., 2017; Blanchet et al., , 2017 risk ℓ (f ; P)
When the uncertainty set is a transportation cost-or Wasserstein-ball containing µ (defined formally in §2), under certain technical conditions, (1) has the dual form (Blanchet et al., , 2017 Gao and Kleywegt, 2016; Shafieezadeh-Abadeh et al., 2017) risk ℓ (f ; P) = risk ℓ (f ; µ) + L(f ).
involving only the empirical risk and a regularisation term that reflects the uncertainty set. However, the conditions required of ℓ and model class to obtain a representation of the form (2) are typically onerous. Alternative approaches to robust risk minimisation instead upperbound (1), however attempts to do this typically result in upper bounds which are not closed form (Sinha et al., 2017; Raghunathan et al., 2018) and thus difficult to minimise. For a broad class of models f (including deep models) and neighbourhoods P, we upperbound (1) with an objective function of the form (2) wherein L is a function depending on ℓ and P that can be related to the Lipschitz constant of the model f . This formally justifies the some of the success of Lipschitz regularised or constrained neural networks (Yoshida and Miyato, 2017; Cisse et al., 2017; Miyato et al., 2018; Gouk et al., 2018) and completely specifies the otherwise heuristically chosen regularisation parameter. The rest of the paper is laid out as follows: in §2 we define notation and give some definitions; in §3 we generalise the binary classification result of Shafieezadeh-Abadeh et al. (2017, Theorem 3.11) to an arbitrary metric space of labels (Theorem 2) that is, a space general enough to be sufficient for multiclass problems; in §4 we upperbound the deep robust classification problem by a convex problem (Theorem 4) which we call the pushforward risk minimisation problem, to which we apply Theorem 2 to compute the (closed form) dual formulation (Proposition 5); in §5 we observe that the adversarial saddle-point objective of Madry et al. (2017) is upper bounded by the distributionally robust risk (Theorem 7); and finally, we finish with a discussion of other recent results in this area §6 and conclusion §7.
Preliminaries
The extended real line isR . = [−∞, +∞], the Iverson bracket P returns 1 if a proposition P is true and 0 otherwise. For a natural number n, define the set [n]
In what follows S, T are topological spaces, with continuous duals S * , T * . The collection of Borel probability measures on S is P(S). The set M(S; T ) is the collection of Borel mappings S → T . The Fenchel conjugate of a function f : S →R is f * : S * →R with f * (s * ) . = sup s∈S ( s * , s − f (s)). For a mapping f ∈ M(S; T ) and a measure µ ∈ P(S) the push forward of µ by f is the measure f # µ ∈ P(T )
and suppose we have sample (s i ) n i=1 ∼ µ; a n-realisation of µ,μ(n)
, is an n-size empirical distribution (itself a random variable which we consider fixed) corresponding to µ. The collection of (µ, ν)-couplings is
Let c ∈ M(S × S;R). The c-transport cost of µ, ν ∈ P(S), and c-transport cost ball of radius ρ ≥ 0 centred at µ ∈ P(S) are respectively
c dπ, and B c,ρ (µ)
If S admits a decomposition S = X × Y where X and Y are metric spaces themselves. Then • Regression. Define the input-response space S . = X × Y ; F family of functions X → Y ; and ℓ
• Density estimation. Define S . = R n ; F family of functions S → R + ; and ℓ
Robust linear classification
Assume the Polish space S admits a decomposition S = X × Y , where X is a normed linear space:
is a metric space. We call S the input-label space. We equip S with the metric
where κ > 0. for all f ∈ F, y ∈ Y ; and fixμ(n) ∈ P(S) withμ(n)
has the same optimal value as the following problem:
Remark 1. For sufficiently large κ, (4) becomes
lip(ℓ f,y i ).
Example 2 Multiclass logistic regression. The function where the exponential function operates element-wise and the subscript indicates the y-th element.
The loss function ℓ : 
Robust deep classification
In order to extend the results from §3 to a more rich class of models, namely deep neural networks, we lift the input space X ×Y via a nonlinear Lipschitz transformation ϕ to a feature space Z ×Y . In
Lemma 3 we push a neighbourhood of the original distribution
. This is illustrated in Figure 2 . In the feature space, the assumptions needed 
The metric on the feature-label space
which we assume finite. These spaces and the notation for the functions between them are summarised in Figure 1 .
and assume ℓ h•φ = ℓ h • (φ, id). Then (φ, id) : S → T is Lipschitz, and for all µ ∈ P(S)
In light of Theorem 4, we call the right hand side of (5) the pushforward (robust) risk. Under a suitable convexity assumption on ℓ h we can minimise the pushforward risk using Theorem 2. 
From Example 2 it's clear that cross-entropy loss composed with a softmax layer satisfies the conditions in Proposition 5 on ℓ h (convex, Lipschitz), and the composite mapping of the hidden layers satisfies the conditions on φ (Lipschitz).
Lipschitz networks
be a sequence of metric spaces with the special identifications of the input space, X . = X 1 , and the prediction space, V . = X l+1 . We write a neural network φ : X → V using a sequence of mappings φ i : = sup |x| i =1 |W i x| i+1 . Since Lipschitz constants for typically used activation functions are less than 1 (Yoshida and Miyato, 2017; Miyato et al., 2018; Gouk et al., 2018) , using the Young product inequality we have
Remark 3. The remark analogous to Remark 1 for Proposition 5 with a deep neural network is
lip(ℓ φ l ,y i ) lip(φ 1:l−1 ).
Since Lipschitz constant can be upper bounded by the operator norms of the weight matrices, using (6) we obtain the upper bound on (7):
The tightness of the left-hand bound (8) over (6) is undoubtably related to the number of layers l for with every composition step we introduce the possibility of slackness: lip(φ j • φ j−1 ) ≤ lip(φ j ) lip(φ j−1 ). A natural solution to this problem for deep neural networks is to constrain the individual layer Lipschitz constants to be all less than 1 so that l j=1 lip(φ j ) does not explode (cf. Cisse et al., 2017) . The right-hand bound in (8) is virtually identical to the spectral regularisation proposed by Yoshida and Miyato (2017, viz. equation 1) , but with a complete intuition for the their regularisation parameter λ and a distributional robustness guarantee via Theorem 4. The particular case of the spectral norm corresponds to the l 2 norm on X, Z, and V .
Adversarial robustness
The following objective function has been proposed (Goodfellow et al., 2015; Madry et al., 2017; Shaham et al., 2018) in order to build a robust classifier f on an input-label space X × Y :
where the set B ⊆ X is typically an l p ball. We refer to (9) as the adversarial risk. With Theorem 7 we see that distributionally robust risk minimisation also minimises the adversarial risk.
Theorem 7. Fix a separable Banach space S; cost function c(x, y) = |x − y| for some | · | ∈ M(S;R);
probability measure µ ∈ P(S); ℓ f : S →R is upper semicontinuous; and A ⊆ S is closed.
where ρ . = sup a∈A |a|.
Remark 4. In at least some cases it is possible to strengthen (10) to an equality. Shafieezadeh-Abadeh et al. (2017, Theorem 3.20) achieve equality in (10) for a realizationμ(n) in the setting S . = R n × {−1, +1}, linear classifiers f , ℓ f (x, y) = ℓ(y · f (x)) for some Lipschitz ℓ : R → R, and where the cost function takes on the value of ∞ in the case of label noise, that is, κ = ∞ in (3).
If we use the κ-metric (3)
for the cost function with d X (x, x ′ ) = |x − x ′ | then for all κ > 0 we obtain exactly (9) in the left hand side of (10). Furthermore with a sufficiently large κ we obtain the objective function (7). This is very similar to the Lipschitz bound on the adversarial risk noted by Cisse et al. (2017, §3 .2).
Discussion
The idea that there should be a relationship between the Lipschitz continuity of a neural network and its robustness to adversarial attack is not new. Szegedy et al., in their landmark paper on adversarial learning (2013), conclude with a section where they study the Lipschitz properties of ImageNet. Other papers have since attempted to formalise the connection between Lipschitz continuity and adversarial robustness: Sinha et al. (2017) -like us -work with the dual problem of (1), however the distributional certificate they compute is difficult to work with in practice and as a result Sinha et al. resort to heuristic choices for hyperparameters; Tsuzuku et al. (2018) use the Lipschitz constant of the network to provide a margin-based, local certification of adversarial robustness (Propositions 1 and 2) for multiclass classification; Huster et al. (2018) prove the existence of a Lipschitz, adversarially-robust binary classifier; and Suggala et al. (2018) bound the adversarial risk (binary classification) in the special case of the logistic loss using a term similar to Lipschitz constant (Theorem 7). Two more recent attempts at robustness certificates can be found in the papers of Raghunathan et al. (2018) and Wong and Kolter (2018) , both of which are neither closed form nor easy to compute. Cisse et al. (2017) comes the closest to our result, bounding the adversarial risk using the Lipschitz constant of the network. However, the certificate in §4 bounds the much more general concept of distributionally robust risk, rather than the special (albeit pathological) case of the adversarial risk. Additionally, the Lipschitz constant can also be related to model complexity (Bartlett et al., 2017) which lends a natural interpretation of the objective function in (7) with respect to a trade-off of goodness of fit and parsimony.
Conclusion
Lipschitz-constrained networks have been shown to train faster, and have better robustness and generalisation properties (Cisse et al., 2017; Yoshida and Miyato, 2017; Miyato et al., 2018; Gouk et al., 2018) . We have directly shown the relationship between Lipschitz continuity and distributional robustness to explain the success of theses approaches. In application we hae seen that adversarial robustness is implicitly a special case of distributional robustness. These results give the theoretical basis of Lipschitz regularisation to build better, more robust models. 
Then for all
If Ψ is closed, proper and convex then we achieve equailty in (11). If Ψ is convex and Lipschitz then
Proof. For every function Ψ * * ≤ Ψ (Penot, 2012, Proposition 3.43, p. 214) and
= sup
The exchange of the supremum and infimum in (13) follows from Penot (2012, Theorem 1.86, p. 59) . If Ψ is closed, proper and convex then we achieve equality in (12) (Penot, 2012, Proposition 3.43, p. 214) .
The final claim is a standard result on convex functions (e.g. Shalev-Shwartz et al., 2012, Lemma 2.6, p. 133) .
Theorem 2. Assume d S | κ is finite, and lower semicontinuous with respect to the Polish topology on S. Let ℓ f : S → R be continuous for all f ∈ F; ℓ f,y . = x → ℓ f (x, y) is convex and Lipschitz for all f ∈ F, y ∈ Y ; and fixμ(n) ∈ P(S) withμ(n)
Proof. By Blanchet and Murthy (2016, Theorem 1) strong duality holds and
Using Lemma 1 to evaluate the inner supremum we have
It follows that
= inf 
Proof. Let ν ∈ B d S ,r (µ). Then from the Lipschitz continuity of ϕ we have
where the last inequality follows since
and completes the proof.
Proof. The only subtlety is in showing that the mapping (φ, id) : S → T is Lipschitz with constant lip(φ). Since φ is Lipschitz we have
and thus for all x, x ′ ∈ X and all y,
This is equivalent to ∀s, Lemma 6. Fix a topological space S; probability measure µ ∈ P(S); and cost function c ∈ M(S×S;R).
If a ∈ M(S; S) satisfies E µ c • (id ×a) ≤ ρ, then a # µ ∈ B c,ρ (µ).
Proof. Since (id ×a) # µ ∈ Π(µ, a # µ) we have
c dπ ≤ c d(id ×a) # µ = c(x, a(x))µ(dx) ≤ ρ, which shows a # µ ∈ B c,ρ (µ). = sup a∈A |a|.
Proof. Let Γ (s)
. = A + s. Since A is closed, Γ is closed and Borel measurable. Let M µ (Γ ) . = {g ∈ M(S; S) : g(s) ∈ Γ (s) µ-a.e.}. The set M µ (Γ ) is trivially decomposable (Giner, 2009 , Definition 2.1). By assumption ℓ f is upper semicontinuous and therefore Borel measurable. Since ℓ f is measurable, any decomposable subset of M(S; S) is ℓ f -decomposable (Giner, 2009, Proposition 5. 3) and ℓ f -linked (Giner, 2009, Proposition 3.7 (i) ). Using Theorem 6.1 (c) of Giner (2009) This completes the proof of (10).
