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Abstract
For the last several decades, the US Census Bureau has been using the AK composite es-
timation method for generating employment level and rate estimates. In this paper, we
devise an evaluation study to compare the AK estimator with different competitors using
the Current Population Survey (CPS) data and a sample design that mimics the CPS de-
sign. To this end, we first expand the list of potential competitors to the AK estimator by
developing two new classes of estimators. The first class includes the AK estimator as
a member while the second class includes a subclass of univariate estimators considered
earlier in the literature. The optimum estimator under a given optimality criterion is ob-
tained for each class. The optimum estimators, however, cannot be used as they depend
on unknown variances and covariances of the month-in-sample estimates, which are es-
sentially direct survey-weighted estimates for groups of sampled households staying in the
sample a same number of months within a given group and different number of months
across groups. The AK estimator is obtained from the first class when the variances and
covariances are estimated under rather strong stationary assumptions on the variances and
covariances. The AK estimator and other estimators obtained from the optimum estimator
in either class when the unknown variances and covariances are substituted by their natural
estimators did not produce good results in our evaluation study. In the real data analysis,
the AK estimates are constantly below the survey-weighted estimates, indicating potential
bias in the estimator. Any attempt to improve on the estimated optimal estimator in either
class would require a thorough investigation of the highly non-trivial problem of estimation
of variances and covariances for a complex setting like the CPS. Better estimators of the
variances and covariances are needed. We did not entertain this problem in this paper. A
different approach is to use a variant of the regression composite estimator used by Statis-
tics Canada. This estimator does not require estimation of variances and covariances of
the month-in-sample estimators and is less sensitive to the rotation group bias. Our study
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demonstrates that there is a great potential for improving the estimation of levels and month
to month changes in the unemployment rates by using the regression composite estimator.
Keywords
Calibration; estimated controls; longitudinal survey; labor force statistics.
1 Introduction
In repeated surveys, different composite estimators that borrow strength over time have
been proposed; see Jones (1980), Yansaneh and Fuller (1998), Bell (2001), Singh et al.
(2001), Fuller and Rao (2001) and others. Such composite estimators typically improve on
the standard direct survey-weighted estimators in terms of mean squared error (MSE) and
are commonly used by different government agencies for producing official labor force
statistics. For example, to produce national employment and unemployment levels and
rates, the U.S. Census Bureau uses the AK composite estimation technique developed using
the ideas given in Gurney and Daly (1965).
Motivated by a Statistics Canada application, Singh and Merkouris (1995) introduced
an ingenious idea for generating a composite estimator that can be computed using Statis-
tics Canada’s existing software for computing generalized regression estimates. The key
idea in Singh and Merkouris (1995) is to create a proxy (auxiliary) variable that uses in-
formation at the individual level as well as estimates at the population level from both
previous and current periods. Using this proxy variable, Singh and Merkouris (1995) ob-
tained a composite estimator, referred to as Modified Regression 1 estimator (MR1) in the
literature. However, Singh et al. (1997) noted that MR1 does not perform well in estimat-
ing changes in labor force statistics, which motivated them to propose a different composite
estimator, called MR2, using a new proxy variable. Singh et al. (2001) generalized the idea
of MR1 and MR2 estimators by suggesting a general set of proxy variables.
Fuller and Rao (2001) noted that the regression composite estimator proposed by Singh et al.
(1997) is subject to an undesirable drift problem, i.e., it may produce estimates that drift
away from the real value suggested by the underlying model as time progresses and pro-
posed an alternative regression composite method to rectify the drift problem. Their method
differs from the method of Singh et al. (2001) in two directions. First, the idea of rectifying
the drift problem by a weighted combination of the two proxy variables used for MR1 and
MR2 is new. Secondly, their final regression composite estimator involves estimation of
the weight assigned to MR1 or MR2 control variable in the weighted combination — this
idea was not discussed in Singh et al. (2001). In short, the Fuller-Rao regression composite
estimator with estimated weight cannot be viewed as a special case of Singh et al. (2001)
and vice versa.
Gambino et al. (2001) conducted an empirical study to evaluate the Fuller-Rao regres-
sion composite estimator, offered missing value treatment and listed several advantages
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(e.g, weighting procedure, consistency, efficiency gain, etc.) of the Fuller-Rao regres-
sion composite estimator over the AK estimator. Statistics Canada now uses the Fuller-
Rao method for their official labor force statistics production. Salonen (2007) conducted
an empirical study to compare the currently used Finnish labor force estimator with the
Fuller-Rao’s regression composite and other estimators. Bell (2001) applied the general-
ized regression technique to improve on the Best Linear Unbiased Estimator (BLUE) based
on a fixed window of time points and compared his estimator with the AK composite es-
timator of Gurney and Daly (1965) and the modified regression estimator of Singh et al.
(1997), using data from the Australian Labour Force Survey. Beaumont and Bocci (2005)
proposed a regression composite estimator with missing covariates defined using variables
of interest from the previous month.
The main goal of this paper is to compare the design-based properties of the AK esti-
mator with different rival estimators using the CPS data. To this end, we first expand the
list of potential estimators by considering two new classes of composite estimators. The
first class includes the AK estimator as a member. The second class generalizes the class
of estimators considered earlier by Yasaneh and Fuller (1988) to incorporate multiple cate-
gories of employment status (e.g., employed, unemployed, and not in the labor force). We
obtain the best linear unbiased estimator (BLUE) for each class of estimators. We call them
the best AK estimator and multivariate BLUE, respectively. As special cases of the mul-
tivariate BLUE, one can generate the univariate BLUE and the best AK estimators. If the
covariance matrix between two vectors of observations corresponding to any two different
variables is a null matrix, then multivariate BLUE is identical to the univariate BLUE when
the design matrix is the same for the variables. However, in general they are not identical
when we do not have a block-diagonal covariance structure as is the case in our problem.
The optimal estimator for a given class of estimators, derived under a given model and
an optimality condition cannot be used as it involves unknownmodel parameters (e.g., vari-
ances and covariances). The AK estimator used by the Census Bureau is obtained from the
optimal estimator when variances and covariances are substituted by estimators justified
under a rather strong stationary assumptions. We devise an evaluation study in order to
assess the exact design-based properties of different composite estimators using the CPS
data and CPS sample design. We demonstrate that the optimal estimator for a given model
with estimated variances and covariances can perform poorly even when the modeling as-
sumptions are valid. We included the multivariate BLUE with estimated variances and
covariances for completeness of this research. While the multivariate BLUE performs the
best under the model that generates it, as expected, it performed the worst (worst than the
univariate BLUE with estimated variances and covariances) once we substitute estimated
variances and covariances in the multivariate BLUE formula. Overall, we found that the
Fuller-Rao estimator performed the best among all composite estimators considered in our
study.
In Section 2, we discuss the population and sample design. In Section 3, we review
different classes of estimators and optimal estimator within each class. In section 4, we
describe a our evaluation study to assess the design-based properties of different estimators.
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In section 5, we report the CPS data analysis. Some discussions and future research topics
are given in Section 6. We defer the proofs of relevant results and description of CPS design
to the Appendix. To facilitate reading of the paper, in Appendix ?? we list all the notations
used in the paper.
2 Notations
2.1 Population
Our theoretical framework uses three indices to identify three dimensions: m for month,
k for individual and e for an employment status category. In this paper, we will con-
sider three categories of employment status: employed, unemployed and not in the labor
force. The theory and methods developed in this paper, however, extend to more than
3 categories of employment status in a straightforward way. Consider a sequence of fi-
nite populations of individuals (Um)m∈{1...M}, where Um refers to the finite population
for month m. Let N denote the cardinality of U =
⋃M
m=1 Um. Let ym,k,e = 1 if the
kth individual belongs to Um and has eth employment status and ym,k,e = 0 otherwise,
m ∈ {1, · · · ,M}, k ∈ {1, · · · , N}, e ∈ {1, 2, 3}. Because of our three dimensional
data structure, we find it convenient to introduce arrays in developing our methodology and
theory. Let y = [ym,k,e]m∈{1,...,M},k∈{1,...,N},e∈{1,2,3} denote a three dimensional (M,N, 3)-
sized array. We also define x as a 3-dimensional array of auxiliary variables indexed by
month, individual, and auxiliary variable, and an array z, indexed the same way, that con-
tains endogenous variables in the sense that z is a function of x and y. Any element of an
array with (m, k)-index satisfying k /∈ Um is equal to 0 by convention.
2.2 Notational conventions on arrays
Given subsets A, B, C of {1, . . . ,M}, {1, . . . , N}, {1, 2, 3}, respectively (including the
full set), we use the following notation for sub-arrays: yA,B,C = [ya,b,c]a∈A,b∈B,c∈C , and
may replace A, B, or C by “.” when A = {1, . . . ,M}, B = {1, . . . , N} or C = {1, 2, 3},
respectively: for example, y = y.,.,.. Let ty =
[∑
k∈U ym,k,e
]
m∈{1,...,M},e∈{1,2,3}
be the
two dimensional (M, 3)-sized array of population totals indexed by monthm and employ-
ment status e. We now show we can form a vector or matrix from an array. For a p-
dimensional (a1, . . . , ap)-sized array A, define ~A as the vector
(
~A1, . . . , ~A∏p
l=1
al
)
, where
∀(i1, . . . , ip) ∈
∏p
l=1{1, . . . , al},
~A1+
∑p
l=1[
∏
l′<l(al′−1)i1]
= Ai1,...,ip , with the convention
that a product over the empty set equals 1. By convention, when an array B is defined
as an ((a1, . . . , ap), (b1, . . . , bq))-sized array (with two vector of indexes), ~A is the matrix[
~Ai,j
]
i∈{1,...,
∏p
l=1
al},j∈{1,...,
∏q
l=1
bl}
such that ∀(i1, . . . , ip) ∈
∏p
l=1{1, . . . , al}, (j1, . . . , jq) ∈∏p
l=1{1, . . . , al},
~A1+
∑p
l=1[(il−1)
∏
l′<l(al′ )],1+
∑q
l=1[(jl−1)
∏
l′<l(bl′ )]
= A(i1,...,ip),(j1,...,jp). Given
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A an ((a1, . . . , an), (b1, . . . bl) array andB a ((b1, . . . , bl), (c1, . . . cp) array,C = A×B is the
((a1, . . . , an), (c1, . . . cp)) array defined byC(i1,...,in),(k1,...,kn) =
∑
j1,...,jl
A(i1,...,in),(j1,...,jl)B(j1,...,jl),(k1,...,kn).
2.3 The sample design
The CPS monthly sample comprises about 72,000 housing units and is collected for 729
areas (Primary Sampling Units) consisting of more than 1,000 counties covering every
state and the District of Columbia. The CPS, conducted by the Census Bureau, uses a
4-8-4 rotating panel design. For any given month, the CPS sample can be grouped into
eight subsamples corresponding to the eight rotation groups. All the units belonging to
a particular rotating panel enter and leave the sample at the same time. A given rotating
panel (or group) stays in the sample for four consecutive months, leaves the sample for the
eight succeeding months, and then returns for another four consecutive months. It is then
dropped from the sample completely and is replaced by a group of nearby households. Of
the two new rotation groups that are sampled each month, one is completely new (their
first appearance in the panel) and the other is a returning group, which has been out of the
sample for eight months. Thus, in the CPS design six and four out of the eight rotation
groups are common between two consecutive months (i.e., 75% overlap) and the same
month of two consecutive years (i.e., 50% overlap) respectively; see Hansen et al. (1955).
For monthm, let Sm denote the sample of respondents. Let Sm,g denote the set of sampled
respondents in the gth sample rotation group for monthm and Sm =
⋃8
g=1 Sm,g. For a given
monthm, the rotation groups Sm,g, g = 1, . . . , 8 are indexed so that g indicates the number
of times that rotation group Sm,g has been a part of the sample in monthm and before. In
the US Census Bureau terminology, g is referred to as the month-in-sample (mis) index
and Sm,g as the month-in-sample g rotation group (more details on the design are given in
Section 4.3). We adopt a design-based approach in this study in which variables x and y
are considered fixed parameters of the underlying fixed population model for design-based
inference (Cassel et al., 1977, p. 2).
3 Estimation
3.1 Direct and month-in-sample estimators
Let wm,k denote the second stage weight of individual k in month m (by convention,
wm,k = 0 if k /∈ Sm), which is obtained from the basic weight (that is, the reciprocal of the
inclusion probability) after standard non-response and post-stratification adjustments (for
more details, we refer to CPS Technical Paper (2006)). The array of direct survey-weighted
estimator of ty is given by tˆ
direct
y
=
[∑
k∈Sm
wm,kym,k,e
]
m∈{1,...,M},e∈{1,2,3}
. Define the
(M, 8, 3)-sized array of month-in-sample estimates: tˆmis
y
=
[
8×
∑
k∈Sm,g
wm,kym,k,e
]
m∈{1,...,M},g∈{1,...,8},e∈{1,2,3}
.
For a month-in-sample number g,
(
tˆmis
y
)
.,g,.
is called the month-in-sample g estimator of
ty.
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3.2 An extended Bailar model for the rotation group bias
Because of differential non-responsemechanism and measurement errors distribution across
different rotation groups, the direct and month-in-sample estimators are subject to a bias,
commonly referred to as the rotation group bias or rotation bias. Bailar (1975) proposed
a class of semi-parametric models on the expected values of the month-in-sample estima-
tors. Under a model in this class, (i) the bias of each month-in-sample estimator of total
of unemployed depends on the month-in-sample index g only, (ii) the bias is invariant with
time, and (iii) the vector of month-in-sample biases are bounded by a known linear con-
straint (without this binding linear constraint, month-in-sample rotation group biases could
only be estimated up to an additive constant). Note that these very strong assumptions
were made in order to reveal the existence of what in the US Census Bureau terminology is
known as the rotation group bias. It would be highly questionable to use this model for ro-
tation group bias correction, because (i) the choice of the linear constraint would be totally
arbitrary in the absence of a re-interview experiment and (ii) the stationarity assumptions
are unreasonable. We propose the following model in order to extend the Bailar model to
account for the rotation group biases of the multiple categories:
E
[(
tˆmis
y
)
m,g,e
]
= (ty)m,e + bg,e, (1)
where b is a two-dimensional (8, p)-sized array of biases such that ∀e, Ceb.,e = 0,C1, C2, C3
being known linear forms satisfying Ce (1, . . . , 1)
T 6= 0, .
3.3 Estimation of unemployment rate and variance approximation
We define the function R : (0,+∞)3 → [0, 1], x 7→ x2/(x1 + x2). By convention,
when applied to an array with employment status as an index, x1, x2 denotes the subar-
rays for employment status 1 and 2, respectively, and / denotes the term by term division.
The unemployment rate vector is defined as r = R (ty) = (ty).,1 /
(
(ty).,1 + (ty).,2
)
.
Given an estimator tˆ⋆
y
of ty, we derive the following estimator of r from tˆ
⋆
y
: rˆ⋆ = R(tˆ⋆
y
).
Using the linearization technique, we can approximate the variance Var [ˆr⋆m] of the un-
employment rate estimator for month m by J1Var
[(
tˆ⋆
y
)
m,.
]
J1
T , where J1 is the Jaco-
bian matrix: J1 =
(
d R(t)
d t
) (
(ty)
⋆
m,.
)
=
[
(ty)
−1
m,1 ,− (ty)m,1 (ty)
−2
m,2 , 0
]
, and the variance
of the estimator of change of the employment rate between two consecutive months by
J2Var
[((
tˆ⋆
y
)
m,.
,
(
tˆ⋆
y
)
m−1,.
)]
J2
T , where
J2 =
(
d R(t)− R(t′)
d (t, t′)
(
(ty)m,. , (ty)m−1,.
))
=
[
(ty)
−1
m,1 ,− (ty)m,1 (ty)
−2
m,2 , 0,− (ty)
−1
m−1,1 , (ty)m−1,1
(
(ty)m−1,2
)−2
, 0
]
.
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3.4 The class of linear combinations of month-in-sample estimators
Here, as in Yansaneh and Fuller (1998), we consider the best estimator of counts by em-
ployment status in the class of linear combinations of month-in-sample estimators. Gen-
eralizing Yansaneh and Fuller (1998), the unbiasedness assumption of all month-in-sample
estimators is:
E
[
~ˆtmis
y
]
= ~X~ty, (2)
whereX is the ((M, 8, 3), (M, 3))-sized array with rows indexed by the triplet (m, g, e) and
columns indexed by the couple (m, e) such that X(m,g,e),(m′,e′) = 1 ifm
′ = m and e = e′, 0
otherwise. Let L be a (p, (M, 3))-sized array with p ∈ N\{0} and rows indexed by (m, e).
By class of linear estimators of Lty, we will designate the class of estimators that are linear
combinations of the month-in-sample estimates, i.e. of the formW~ˆtmis
y
whereW is a fixed
(does not depend on the observations) (p, (M × 8× 3))-sized matrix.
Best linear estimator
Let Σy = Vary
[
~ˆtmis
y
]
. In the design-based approach, Σy is a function of the parameter y.
The variance of a linear transformationW~ˆtmis
y
of tˆmis
y
is: Var
[
W~ˆtmis
y
]
= W TΣyW.When
month-in-sample estimates are unbiased, Σy is known, and only
~ˆtmis
y
is observed, and when
~X+ ~X = I , the Gauss-Markov theorem states that the BLUE of ty uniformly in ty is the
(M, 3)-sized matrix tˆBLUE
y
defined by
~X+( ~X ~X+)
(
I − Σy((I − ~X ~X
+)+Σy(I − ~X ~X
+))+
)
~ˆtmis
y
, (3)
where the + operator designates the Moore Penrose pseudo inversion, I is the identity
matrix. Here the minimisation is with respect to the order on symmetric positive definite
matrices: M1 ≤ M2 ⇔ M2 −M1 is positive. It can be shown that ~X
+ = ~X
T
/8 in our
case and that ~X+ ~X = I . For more details about the Gauss-Markov result under singular
linear model, one may refer to (Searle, 1994, p. 140, Eq. 3b). This is a generalization
of the result of Yansaneh and Fuller (1998), as it takes into account the multi-dimensions
of y and non-invertibility of Σy. Note that Σy can be non-invertible, especially when the
sample is calibrated on a given fixed population size, considered non-random, because of
an affine relationship between month-in-sample estimates (e.g.,
∑8
g=1
∑3
e=1
(
tˆmis
y
)
m,g,e
is
not random).
It is important to recall that (i) for any linear transformation L applicable to~ty, the best
linear unbiased estimator of L~ty uniformly in ty is L
~ˆtBLUE
y
, which ensures that the BLUE
of month-to-month change can be simply obtained from the BLUE of level and so there
is no need for searching a compromise between estimation of level and change; (ii) for
any linear transformation L applicable to~ty, any linear transformation J applicable to L~ty,
L~ˆtBLUE
y
∈ argmin
{
JWΣy (JW )
T
∣∣∣W,W ~X = L}, which ensures that plug-in estimators
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for unemployment rate and month-to-month unemployment rate change derived from the
BLUE are also optimal in the sense that they minimize the linearized approximation of the
variance of such plug-in estimators, that can be written in the form JWΣy (JW )
T
.
Remark: BLUE under Bailar rotation bias model
Here we give the expression of the BLUE under the general Bailar rotation bias model.
Bailar’s rotation bias model can be written in matrix notation:
E
[
~ˆtmis
y
]
= ~X~ty + ~X
′~b, (4)
where X ′ is a fixed known array (see also (Yansaneh and Fuller, 1998, equation 8)).
For example under the bias model 1, with C1 = C2 = C3 = (1, . . . , 1), X
′ is the
((M, 8, 3), (7, 2))-sized array where form ∈ {1, . . . ,M}, g ∈ {1, . . . , 8}, g′ ∈ {1, . . . , 7}, e ∈
{1, 2, 3}, e′ ∈ {1, 2, 3}, X ′(m,g,e),(g′,e′) = 1 if g = g
′ < 8 and e = e′, −1 if g = 8 and
e = e′, 0 otherwise. We can reparametrize Model (4) in the form E[ˆtmis
y
] = X⋆µ, where
X⋆ = [ ~X | ~X ′], and the parameter µ = [~ty | ~b]
T
. The best linear unbiased estimator of~ty
under this rotation bias model is
LX⋆+(X⋆X⋆+)
(
I − Σy(I −X
⋆X⋆+)+Σy(I −X
⋆X⋆+))+
)~ˆtmis
y
,
with L satisfying LX⋆ = ~X. This is a generalization of Yansaneh and Fuller (1998), as it
considers non-invertible Σy, does not limit to a unidimensional variable and is generalized
to general Bailar’s model.
3.5 AK composite estimation
Definition
We define a general class of AK composite estimators. Let A = diag(a1, a2, a3), K =
diag(k1, k2, k3), be real diagonal (3, 3) matrices, The AK estimator with coefficients A
and K is defined as follows: first define
(
tˆAK
y
)
1,.
=
(
tˆdirect
y
)
1,.
, then recursively define for
m ∈ 2, . . . ,M ,(
tˆAK
y
)
m,.
= K
(
tˆdirect
y
)
m,.
+ (I −K)×
(tˆAK
y
)
m−1,.
+
∑
k∈Sm∩Sm−1
(wm,k,.ym,k,. −wm−1,k,.ym−1,k,.)

+ A×
 ∑
k∈Sm\Sm−1
wm,k,.ym,k,. −
1
3
∑
k∈Sm∩Sm−1
wm,k,.ym,k,.
 , (5)
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where \ denotes the set difference operator and I is the identity matrix of dimension 3.
The sum of the first two terms of the AK estimator is indeed a weighted average of the
current month direct estimator and the previous month AK estimator suitably updated for
the change. The last term of the AK estimator is correlated to the previous terms, and has
an expectation 0 with respect to the sample design. Gurney and Daly (1965) explained the
benefits of adding the third term in reducing the mean squared error. The Census Bureau
uses specific values of A and K, which were empirically determined in order to arrive at
a compromise solution that worked reasonably well for both employment level and rate
estimation (see. Lent et al. (1999)). The corresponding unemployment rate estimator is
obtained as: rˆAKm = R
((
tˆAK
y
)
m,.
)
. Note that rˆAKm just depends on a1, a2, k1, k2 and not
on a3 and k3. Note that the class of AK estimators is a sub class of the class of linear
estimators, as the AK estimator can be written as a linear combination of the month-in-
sample estimators:
(
tˆAK
y
)
m,.
=
∑m
m′=0
∑8
g=1 cm,m′,g
(
tˆmis
y
)
m′,g,.
, where the (3, 3) matrices
cm,m,g are defined recursively: ∀g ∈ {1, . . . , 8}, c0,0,g = (1/8)× I3, where I3, is the (3, 3)
identity matrix and
∀m ∈ {2, . . . ,M},

∀g ∈ {1, 5} cm,m,g = (I −K)/8 + A
∀g ∈ {2, 3, 4, 6, 7, 8} cm,m,g = (I −K)/8 +K/6− A/3
∀g ∈ {1, 2, 3, 5, 6, 7} cm,m−1,g = cm−1,m−1,g ×K −K/6
∀g ∈ {4, 8} cm,m−1,g = cm−1,m−1,g ×K
∀1 ≤ m′ < m− 1 cm,m′,g = cm−1,m′,g ×K
(6)
∀m′ > m, g ∈ {1, . . . , 8}, cm,m′,g = 0.
Let WAK be the ((M, 3), (M, 8, 3)) array, such that for m,m′ ∈ {1, . . . ,M}, g ∈
{1, . . . , 8}, e, e′ ∈ {1, 2, 3}, WAK(m,e),(m′,g,e′) = cm,m′,g if e = e
′, 0 otherwise. Then ~ˆtAK
y
=
~WAK~ˆtmis
y
.
Notes on AK estimator
In presence of rotation bias, the bias of the AK estimator is not null and equal to ~WAK ~X ′~b.
Depending on the rotation bias model, there may not exist an unbiased version of the AK
estimator. Furthermore, contrary to the BLUE, the best A,K coefficients for estimation
of one particular month and status may not be optimal for another month and status, and
the best A,K, coefficients for estimation of level may not be optimal for estimation of
change. For example, one may find A,K,m, e, A′, K ′, m′, e′ such that Var
[(
tˆAK
y
)
m,e
]
<
Var
[(
tˆA
′,K′
y
)
m,e
]
and Var
[
tˆAK
ym′,e′
]
> Var
[
tˆA
′,K′
ym′,e′
]
. When Σy is known, let tˆ
BAK,level
y
,
tˆBAK,change
y
, tˆBAK,compromise
y
be the AK estimators obtained for A,K, that minimize the av-
erage approximated variance of level estimates
∑M
m=1 J1Vary
[(
tˆA,K
y
)
m,.
]
J1
T, of change
estimates
∑M
m=1 J2Vary
[(
tˆA,K
y
)
{m−1,m},.
]
J2
T and compromise averaged variance
∑M
m=1
(
J1Vary
[(
tˆA,K
y
)
m,.
]
J1
T + J2Vary
[(
tˆA,K
y
)
{m−1,m},.
]
J2
T
)
,
respectively. For AK estimation, note that the three objective functions are polynomial
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functions of A and K whose coefficients are functions of Σy, and by using a standard
numerical method (Nelder Mead) we can obtain the optimal coefficients.
3.6 Empirical best linear estimator and empirical best AK estimator.
Let Σˆ be an estimator of Σy, and let tˆ
EBLUE
y
be the estimator of ty obtained from (3)
when Σy is replaced by Σˆ. In the same manner, we can define the empirical best AK
estimators for change, level and compromise. For the CPS, optimal A and K coefficients
were determined so that a compromise objective function, accounting for the variances of
the month-to-month changes and levels estimates, would be minimum. The variances were
estimated according to a stationary covariance of month-in-sample estimates assumption
(see Lent et al. (1996)) and the method used in the Census Bureau consists in choosing
the best coefficients a1, a2, k1, k2 on a grid with 10 possible values for each coefficient
(0.1, . . . , 0.9).
3.7 Regression Composite Estimation
In this section we elaborate on the general definition of the class of regression composite
estimators proposed by Fuller and Rao (2001), parametrized by a real number α ∈ [0, 1].
This class includes regression composite estimators MR1 (for α = 0) and MR2 (for α = 1)
as defined by Singh and Merkouris (1995) and Singh et al. (2001). For α ∈ [0, 1], the
regression composite estimator of ty is a calibration estimator
(
tˆr.c.,α
y
)
m,.
defined as follows:
provide calibration totals
(
tadj
x
)
m,.
for the auxiliary variables (they can be equal to the true
totals when known or estimated), then define
(
tˆr.c.,α
z
)
1,.
=
(
tˆdirect
z
)
1,.
, and wr.c.,α1,k = w1,k if
k ∈ S1, 0 otherwise. Form ∈ {2, . . . ,M}, recursively define
z
r.c.(α)
m,k,. =
α (τ
−1
m (zm−1,k,. − zm,k,.) + zm,k,.) + (1− α) zm−1,k,. if k ∈ Sm ∩ Sm−1,
α zm,k,. + (1− α)
(∑
k∈Sm−1
w
r.c.,α
m−1,k
)−1 (
tˆc
y
)
m−1,.
if k ∈ Sm \ Sm−1,
(7)
where τm =
(∑
k∈Sm∩Sm−1
wm,k
)−1∑
k∈Sm
wm,k. Then the regression composite estima-
tor of (ty)m,. is given by
(
tˆr.c.,α
y
)
m,.
=
∑
k∈Sm
w
r.c.,α
m,k ym,k, where
(
w
r.c.,α
m,.
)
=argmin
{∑
k∈U
(w⋆k −wm,k)
2
(k /∈ Sm) +wm,k
∣∣∣∣∣w⋆ ∈ RU ,
∑
k∈Sm
w
⋆
kz
r.c.(α)
m,k,. =
(
tˆr.c.,α
z
)
m−1,.∑
k∈Sm
w
⋆
kxm,k,. =
(
tadj
x
)
m,.
}
,
(8)
and
(
tˆr.c.,α
z
)
m,.
=
∑
k∈Sm
w
r.c.,α
m,k z
r.c.(α)
m,k , where (k /∈ Sm) = 1 if k /∈ Sm and 0 otherwise.
Our definition of regression composite estimator is more general than in Fuller and Rao
(2001) as it takes into account a multivariate version of y. Modified Regression 3 (MR3),
of Gambino et al. (2001), does not belong to the class of regression composite estimators.
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The MR3 estimator imposes too many constraints in the calibration procedure, which leads
to a high variability of the calibration weights, and consequently, MR3 estimator has a
larger MSE than composite regression estimators.
Choice of z and choice of α
Fuller and Rao (2001) studied the properties of the estimator
(
tˆr.c.,α
y
)
m,1
for the choice of
z = y.,1. As the employment rate is a function of ym,1 and ym,2, we studied the prop-
erties of Regression Composite Estimator with the choice z = y. Fuller and Rao (2001)
proposed a method that allows an approximation of the optimal α coefficient for month-
to-month change and level estimation, under a specific individual level superpopulation
model for continuous variables. They proposed this superpopulation model to explain the
drift problem of MR2 (regression composite estimator for α = 1) and obtain the best
coefficient α. Since we deal with a discrete multidimensional variable, the continuous su-
perpopulation model assumed by Fuller and Rao (2001) is not appropriate in our situation.
It will be interesting to propose an approach to estimate the best α in our situation. For our
preliminary study we examined a range of known α values in our simulations and in the
CPS data analysis.
4 Simulation Experiment
4.1 Description of Simulation Study
We conducted a simulation study to enhance our understanding of the finite sample proper-
ties of different composite estimators. We generated three finite populations, each with size
100,000. In order to make the simulation experiment meaningful, we generated employ-
ment statuses for each finite population in a manner that attempts to capture the actual U.S.
national employment rate dynamics during the study period 2005-2012. Moreover, in order
to understand the maximum gain from composite estimation, we induced high correlation
in the employment statuses between two consecutive months subject to a constraint on the
global employment rate evolution. We set the probability of month-to-month changes in
employment statuses for an individual to zero in case of no change in the corresponding di-
rect national employment rates. Samples were selected according to a rotating design with
systematic selection that mimics the CPS design. Since the number of possible samples is
only 1000, we are able to compute the exact design-based bias, variance and mean squared
error of different estimators, and, subsequently, the optimal linear and optimal AK estima-
tors. We compute employment rate, total employed, and total unemployed series over the
85-month period using the direct, AK and the Fuller-Rao regression composite methods.
We then compared the optimal estimator in the class of regression composite estimators to
those in the class of the AK and best linear estimators. Note that the simulation study can
be reproduced using the R package we created for this purpose (see Bonne´ry (2016c)).
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4.2 Populations generation
We created three populations of N = 100, 000 individuals each, indexed by 1, . . . , N .
For each individual k of each population, we created a time series (ym,k,.)m∈1,...,M , where
ym,k,. ∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1)} (for unemployed, not in labor force, employed), and
with M = 85. Each individual belongs to one household. Each household consists of 5
individuals. The number of all households is H = 20, 000, the set of all households is
{hi = {(5× (i− 1) + 1), . . . , (5× i)} | i = 1, . . . , H} . The time series are created under
certain constraints at the population level. For each population, the unemployment rates are
the same as the direct estimates obtained from the CPS data. In population 1, the number
of people who change status between two consecutive months is minimal. In populations
2 and 3, the proportions of persons who change from one status to another between two
consecutive months are equal to those proportions as estimated from the CPS data. In
population 2, people with a small index have a higher probability to change status, whereas
the probability to change status between two months is the same for all individuals of
population 3 with a same status.
4.3 Repeated design
We mimic the CPS design, which is described in Appendix A. For month m, a sample
Sm is the union of 8 rotation groups. The design and the creation of rotation groups are
explained below. Rotation groups are made of n = 20 households, i.e. 100 individuals.
So for each monthm, there are #(Sm) = 800 individuals in the sample, and the inclusion
probability of any unit is 1/125. The selection of the longitudinal samples S1, . . . Sm is
made in 3 steps:
1. Draw an integer number η between 1 and 1,000, from a uniform distribution.
2. For ℓ ∈ 1, . . . , (M + 15), create the cluster of households Cluℓ =
⋃n
j=1 hiℓ,j , where
iℓ,j = rem
(
(r − 1 + ℓ− 1) + H
n
× (j − 1), H
)
+ 1, and rem(a, b) denotes the re-
mainder of the Euclidean division of a by b.
3. Let δ1 = 0, δ2 = 1, δ3 = 2, δ4 = 3, δ5 = 12, δ6 = 13, δ7 = 14, δ8 = 15.
For m ∈ {1, . . . ,M}, g ∈ {1, . . . , 8}, create the samples Sm,g = Clum+δg , and
Sm =
⋃8
g=1 Sm,g.
As only 1000 different possible samples exist, we will be able in our simulation to draw
them all and to compute exact design-based moments. Table 1 displays the rotation chart
for our simulation, which is identical to the CPS rotation chart (CPS Technical Paper, 2006,
Figure 3-1)
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Clu1Clu2Clu3Clu4Clu5Clu6Clu7Clu8Clu9Clu10Clu11Clu12Clu13Clu14Clu15Clu16Clu17Clu18Clu19Clu20
Jan 05 S1,1 S1,2 S1,3 S1,4 S1,5 S1,6 S1,7 S1,8
Feb 05 S2,1 S2,2 S2,3 S2,4 S2,5 S2,6 S2,7 S2,8
Mar 05 S3,1 S3,2 S3,3 S3,4 S3,5 S3,6 S3,7 S3,8
Apr 05 S4,1 S4,2 S4,3 S4,4 S4,5 S4,6 S4,7 S4,8
May 05 S5,1 S5,2 S5,3 S5,4 S5,5 S5,6 S5,7 S5,8
Jun 05 S6,1 S6,2 S6,3 S6,4 S6,5 S6,6 S6,7
Jul 05 S7,1 S7,2 S7,3 S7,4 S7,5 S7,6
Aug 05 S8,1 S8,2 S8,3 S8,4 S8,5
Sep 05 S9,1 S9,2 S9,3 S9,4
Oct 05 S10,1 S10,2 S10,3 S10,4
Nov 05 S11,1 S11,2 S11,3 S11,4
Dec 05 S12,1 S12,2 S12,3 S12,4
Jan 06 S13,1 S13,2 S13,3 S13,4
Feb 06 S14,1 S14,2 S14,3 S14,4
Mar 06 S15,1 S15,2 S15,3 S15,4
Apr 06 S16,1 S16,2 S16,3 S16,4
May 06 S17,1 S17,2 S17,3 S17,4
Jun 06 S18,1 S18,2 S18,3
Jul 06 S19,1 S19,2
Aug 06 S20,1
Table 1: Rotation chart
For example, for η = 506, m = 12, g = 3, we have Sm,g = Clu12+δ3 = Clu14, and
Clu14 = {hrem((506−1+14−1)+ 20000
20
×(k−1),20000)+1 | k = 1 . . . 20} = {h19, h1019, h2019, h3019, . . . , h19019}.
4.4 Rotation bias
In each sample, we introduced a measurement error by changing employment status of
20% of employed individuals in month-in-sample group 1 from employed to unemployed,
which leads to an overestimation of the unemployment rate.
4.5 Variance on month-in-sample estimators computation
As we draw all the possible samples, we are able to compute the exact variance of any
estimator. Moreover, we are able to compute the true Σy, which yields both the optimal
best linear and AK estimators.
4.6 Estimation of Σy
Define the 3× 3 matrix
σ2m,m′ =
∑H
i=1
(∑
k∈hi
ym,k,. −
∑H
i′=1
∑
k′∈h
i′
ym,k′,.
H
)(∑
k∈hi
ym′,k,.
)T
H − 1
.
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We estimate σ2m,m′ by
σˆ2m,m′ =
∑
i∈{1,...,H}|hi⊂Sm∩Sm′
(∑
k∈h
ym,k,. −
∑H
i=1
∑
k∈hi
ym′,k,.
#{i∈{1,...,H}|hi⊂Sm∩Sm′}
)(∑
k∈h
ym′,k,.
)T
# {i ∈ {1, . . . , H} | hi ⊂ Sm ∩ Sm′} − 1
if Sm ∩ Sm′ 6= ∅, 0 otherwise. Let m,m
′ ∈ {1, . . . ,M}, g, g′ ∈ {1, . . . , 8}. If m′ +
δg′ = m + δg then Sm,g = Sm′,g′ , we approximate the distribution of Sm′,g′ by a cluster
sampling distribution, where the first stage is simple random sampling. and we estimate
Cov
[
tˆmis,gm , tˆ
mis,g
m′
]
by Ĉov
[
tˆmis,g
ym,e
, tˆmis,g
′
ym′,e′
]
= (H)2
(
1− n
H
) σˆ2
m,m′
n/8
. Ifm′+δg′ 6= m+δg then
Sm,g ∩ Sm′,g′ = ∅ and we approximate the distribution of (Sm,g, Sm′,g′) by the distribution
of two independent simple random samples of clusters conditional to non-overlap of the
two samples, and we estimate Cov
[
tˆmism,g,., tˆ
mis
m′,g′,.
]
by Ĉov
[
tˆmis
ym,g,.
, tˆmis
ym′,g′,.
]
= −Hσˆ2m,m′ .
4.7 Choice of optimal estimator in each class
In our simulations, the best linear unbiased estimator turned out to be exact, in the sense
that for the three different choices of y (population 1, population 2, population 3), the
(1000, 2040)-matrix Y whose rows are the 1000 probable values of ~ˆtmis
y
is of rank 1000, so
for all (m, e), we can find a 2040-sized vector xm,e such that Y xm,e = (ty)m,e .1, where
1 is 1000-sized vector of ones. Then we define Wo as the ((M × 8 × 3), (M × 3))-sized
array whose rows are the vectors xm,g such that W0 Y
T = ~ty, which means that surely
Wo
~ˆtmis
y
= ~ty, and then the BLUE is necessarily equal toWo
~ˆtmis
y
, a result that we were able to
reproduce in our simulations. This situation is particular to our simulation setup, that allows
a small number of possible samples, but with a design for which the number of probable
samples is larger than the number of month-in-sample estimates, the best linear estimator
would not be exact. We computed the objective functions for α ∈ {0, 0.05, . . . , 1} only.
Table 2 shows the optimal values for a1, k1, a2, and k2 for the three different populations
and the best empirical estimator for level, change and compromise. The Census Bureau
uses the coefficients a1 = 0.3, k1 = 0.4, a2 = 0.4 and k2 = 0.7 for the CPS. We notice that
for each population, the best set of coefficients for change, level and compromise are very
close, which means that the optimal choice for level is also almost optimal for change for
those three populations. Table 3 shows the best coefficient α for the regression composite
estimators.
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Population 1 Population 2 Population 3
(a1, k1) (unemployed)
Level (0.0471, 0.85) (0.0395, 0.398) (−0.0704,−0.619)
Compromise (0.029, 0.895) (0.00175, 0.0551) (0.0038, 0.0253)
Change (0.0243, 0.89) (0.0358, 0.362) (−0.0239,−0.445)
(a2, k2) (employed)
Level (0.0714, 0.752) (0.0453, 0.73) (−0.0354, 0.825)
Compromise (−0.0075,−0.232) (0.002, 0.0598) (0.0464, 0.0482)
Change (−0.0187,−0.256) (0.0658, 0.723) (−0.0529, 0.836)
Table 2: Optimal (a1, k1) and (a2, k2) values for the three populations
Population 1 Population 2 Population 3
Level 0.55 (0.6) 0.45 (0.6) 0
Change 1 0.75 0.8
Compromise 0.55 (0.6) 0.45 (0.6) 0
Numbers in the parentheses indicate parameter values in presence of rotation with bias when different
Table 3: Optimal regression composite estimator’s α parameter value for three different
populations
4.8 Analysis without measurement error
Figure 1 displays the relative mean squared error for the different estimators of unemploy-
ment level and change, i.e. the times series :
(
MSE[ˆr⋆m]
MSE[rˆdirectm ]
)
m∈{1,...,M}
, and(
MSE[rˆ⋆m−rˆ⋆m−1]
MSE[rˆdirectm −rˆdirectm−1 ]
)
m∈{2,...,M}
, for ⋆ ∈ {direct,AK, r.c.}. In this figure, the best represen-
tative in each class is chosen, in the sense that the coefficients of Tables 2 and 3 are used.
Note that in the absence of measurement error, the performances of all best “estimators”
are comparable.
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Figure 1: Relative mean squared errors of different estimated series of unemployment level
and of month-to-month change
When trying to estimate the best A and K, then the results differ: Table 4 (resp. 5)
represent the quantiles of the relative mean squared errors for different populations and for
the best AK estimator, the empirical best AK estimator, the AK estimator with coefficient
taken arbitrarily equal to the CPS AK coefficients (Arb. AK column), the best regression
composite estimator (r.c.column) and the Regression Composite estimator with α taken ar-
bitrarily equal to 0.75 (Arb. r.c. column) for the level (resp. change) estimation. Then for
all population, the arbitrary regression composite estimator seems to behave much better
than the estimated best AK estimator, and arbitrary estimators, that perform worse than the
direct. The estimation of the best linear estimator gives even worse results than the esti-
mated best AK and is not reported. This underlines the weakness of the AK and Yansaneh
Fuller-type estimators: without a good estimator of the variance matrix, they perform very
poorly. On the other hand the regression composite estimator with arbitrary α performs
better without requiring any estimation of the variance.
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Population 1 Population 2 Population 3
Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb.
AK AK AK r.c. r.c. AK AK AK r.c. r.c. AK AK AK r.c. r.c.
0% 0.318 1 1 0.322 0.477 0.87 1 1 0.863 0.885 0.983 1 1 0.994 0.994
25% 0.377 1.52 2.59 0.38 0.546 0.906 1.35 2.56 0.913 0.94 0.996 1.08 1.03 1 1.01
50% 0.409 1.6 2.64 0.42 0.591 0.929 1.41 2.7 0.945 0.974 0.997 1.14 1.04 1 1.02
75% 0.454 1.95 2.74 0.472 0.663 0.951 1.49 2.79 0.969 0.989 1 1.26 1.07 1 1.02
100% 1 2.09 2.86 1 1 1 1.68 3.08 1 1.02 1.01 1.65 1.14 1.01 1.15
Mean 0.431 1.72 2.64 0.443 0.613 0.926 1.42 2.66 0.94 0.966 0.997 1.19 1.05 1 1.02
Table 4: Quantiles and means (over months) of the relativemean squared errors for different
populations and unemployment level estimators
4.9 Analysis with measurement error
Under (2), a solution to the rotation group bias for adapting the AK estimator consists in
estimating the rotation bias parameter vector b and in applying AK coefficients to corrected
month-in-sample estimates, to obtain
(
tˆAK∗
y
)
m,.
=
∑m
m′=1
∑m
m′=1
(
cm,m′,g
(
tˆmis,g
y
)
m,g,.
− bˆg
)
.
The question of how to adapt the regression composite estimator to take into account mea-
surement error is more complicated. Besides, the model used for rotation bias is itself
questionable. The linear constraint on b (
∑
bg,. = 0 or b1,. = 0) is imposed to address
an identifiability problem, but one cannot assess its validity. This is why we think it is
not a good way to deal with the rotation bias. We have not investigated how to adapt the
regression composite estimator to address the problem of rotation bias (we think that rota-
tion bias has to be studied at the individual level throught resampling method). Instead we
studied its behaviour in the presence of rotation bias. To this end, we systematically (for
all month, all sample) changed up to 2 unemployed persons of month-in-sample group 1
status from unemployed to employed. Tables 6 displays for different populations the quan-
tiles and means of the relative mean square errors for the level and change estimation and
for the best AK estimator and the best regression composite estimator. We applied the best
AK and best regression composite estimators for the case without measurement error to the
case with measurement error. We notice that the AK estimator is very sensitive to rotation
bias, whereas regression composite estimator is not. A reason may be that introducing a
Population 1 Population 2 Population 3
Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb. Best Arb. Emp. Best Arb.
AK AK AK r.c. r.c. AK AK AK r.c. r.c. AK AK AK r.c. r.c.
0% 0.0959 2.77 5.43 0.0279 0.0936 0.845 0.872 2.72 0.774 0.791 0.973 0.998 1.01 0.984 0.994
25% 0.123 3.31 6.35 0.0455 0.112 0.887 0.953 3.07 0.835 0.847 0.99 1.02 1.03 0.992 1
50% 0.142 3.68 6.64 0.0552 0.127 0.914 0.998 3.33 0.885 0.89 0.993 1.02 1.04 0.997 1
75% 0.215 5.21 6.93 0.146 0.201 0.932 1.03 3.62 0.916 0.919 0.996 1.03 1.06 1 1
100% 0.395 6.12 7.59 0.355 0.383 0.971 1.13 3.92 0.965 0.967 1.04 1.06 1.14 1.11 1.01
Mean 0.174 4.21 6.68 0.102 0.163 0.909 0.993 3.33 0.876 0.883 0.993 1.03 1.04 1 1
Table 5: Quantiles and means (over months) of the relativemean squared errors for different
populations and unemployment month-to-month change estimators
17
variable not correlated to the study variables in the calibration procedure does not much
change the estimation of the study variable. Rotation bias weakens the correlation between
z and y and though the performance of the regression composite estimator is comparable
to the performance of the direct.
Population 1 Population 2 Population 3 Pop. 1 (bias) Pop. 2 (bias) Pop. 3 (bias)
AK r.c. AK r.c. AK r.c. AK r.c. AK r.c. AK r.c.
0% 0.318 0.322 0.87 0.863 0.983 0.994 1 0.0521 1 0.117 0.919 0.158
25% 0.377 0.38 0.906 0.913 0.996 1 46.1 0.0735 2.78 0.155 1.5 0.739
50% 0.409 0.42 0.929 0.945 0.997 1 47.9 0.0949 2.81 0.179 1.59 0.768
75% 0.454 0.472 0.951 0.969 1 1 52.5 0.115 2.86 0.254 1.86 0.786
100% 1 1 1 1 1.01 1.01 57.6 0.162 2.92 0.3 2.18 0.843
Mean 0.431 0.443 0.926 0.94 0.997 1 45.6 0.0957 2.77 0.203 1.64 0.754
Table 6: Quantiles and means (over months) of the relativemean squared errors for different
population and unemployment level estimators
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5 The CPS Data Analysis
5.1 Implementation of regression composite estimator for the CPS
5.1.1 Choice of α
Under a simple unit level time series model with auto-regression coefficient ρ, Fuller and
Rao (2001) proposed a formal expression for an approximately optimal α as a function of
ρ and studied the so-called drift problem for the MR2 choice: α = 1. They also proposed
approximate expressions for variances of their estimators for the level and change. For
various reasons, it seems difficult to obtain the optimal or even an approximately optimal
α needed for the Fuller-Rao type regression composite estimation technique to produce
the U.S. employment and unemployment rates using the CPS data. First of all, the simple
time series model used by Fuller and Rao (2001) is not suitable to model a nominal vari-
able (employment status) with several categories. Secondly, complexity of the CPS design
poses a challenging modeling problem. Before attempting to obtain the optimal or even an
approximately optimal choice for α required for the Fuller-Rao type regression composite
method, it will be instructive to evaluate the regression composite estimators for different
known choices of α. This is the focus of this section.
5.1.2 Choice of x and z
In our study, we considered two candidates for z: (i) z = y, (ii) a more detailed employment
status variable with 8 categories. As the use of this variable reduces the degrees of freedom
in the calibration procedure and leads to estimates with a higher mean square error, we just
report on our first choice. For an application of the Fuller-Rao method, one might think
of including all the variables that have been already used for the weight adjustments in
the x variables. However, this would introduce many constraints on the coefficients and
thus is likely to cause a high variability in the ratio of wm,k and w
r.c.
m,k. The other extreme
option is not to use any of these auxiliary variables. But then the final weights would not
be adjusted for the known totals of auxiliary variables x. As a compromise, we selected
only two variables: gender and race.
5.2 Results
Figure 2(a) displays the difference r̂⋆m−r̂
direct
m between different composite estimates and the
corresponding direct estimates against monthsm. For the regression composite estimator,
we considered three choices: (i) α = 0.75 (suggested by Fuller and Rao), (ii) α = 0
(corresponding to MR1), and (iii) α = 1 (corresponding to MR2). We display similar
graphs for month-to-month change estimates in Figure 2(b). Notice that α = 0 and α = 1
correspond to MR1 and MR2, respectively. We display similar graphs for month-to-month
change estimates in Figure 2.
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It is interesting to note that the AK composite estimates of unemployment rates are al-
ways lower than the corresponding direct estimates in Figure 2(a). To our knowledge, this
behavior of AK composite estimates has not been noticed earlier. In contrast, the regres-
sion composite estimates MR1 are always higher than the corresponding direct estimates.
However, such deviations decrease as α gets closer to 1 in Figure 2(a). Application of
the Fuller-Rao method at the household level causes an increase in the distance between
the original and calibrated weights and one may expect an increase in the variances of the
estimates. Figure 2(b) does not indicate systematic deviations of the composite estimates
of the month-to-month changes from the corresponding direct estimates. Deviations of the
regression composite estimates from the corresponding direct estimates seem to decrease
as α approaches 1.
Figure 2: Estimated series of differences between different composite estimates and the
corresponding direct estimates
AK R.C. α = 0.75 MR1 MR2
(a
)
L
ev
el
-0.002
0.000
0.002
0.004
0.006
0.008
0.010
0.012
(b
)
C
h
an
g
e
2005 2006 2007 2008 2009 2010 2011 2012
-0.005
0.000
0.005
6 Discussion
Our study reveals that there is ample scope for improving the AK estimator used by the
Census Bureau. We would like to emphasize the following undesirable features of the AK
estimation method:
(i) the method used to compute optimal coefficient is crude — the best coefficients are
just picked from 10 different values. Our R package, based on the built in R Nelder-Mead
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algorithm, can provide the optimal coefficients within 8 digits of precision in a reasonable
time.
(ii) The stationarity assumption on the variances and covariances of the month-in-
sample estimators over a period of 10 years does not seem realistic, and to our knowledge,
has not been tested before. Besides, even though the stationary model was reasonable, the
complexity of the CPS design makes it difficult to evaluate the quality of the estimators
used for that model. The difficulty to propose a stochastic model in advance for the best
linear estimators in the CPS was already pointed out earlier by (Jones, 1980, Sec. 4). Our
evaluation study shows that the AK estimators are very sensitive to the choices of A and
K, and that the errors in the estimation of the variances and covariances may lead to poor
performance of the AK estimators. We add that estimators of variances and covariances
of month-in-sample estimators estimation also affect the performances of empirical best
linear unbiased estimators.
(iii) Using the Bailar model for the bias in our study, we showed that the AK estimator
is very sensible to rotation group bias. There is currently no satisfactory way to correct the
AK estimator for the rotation bias. The Bailar model relies on an arbitrary constraint on the
month-in-sample biases and a strong stationarity assumption of the month-in-sample bias
and should not be used unless some re-interview study can justify the Bailar’s model.
(iv) The computation of composite weights in CPS to calibrate the weights on the AK
estimators will affect all other weighted estimators. Although Lent et al. (1996) showed
that there was not a big effect on the estimates, considering the concerns about AK esti-
mators listed before, we do not think that the use of those composite weights is a good
option.
(v) the CPS data analysis shows that the AK estimates are consistently smaller than the
corresponding direct survey-weighted estimates for the period 2005-2012. This is also a
source of concern.
The composite regression estimator does not rely on an estimation of the variances and
covariances matrix. In our simulation study, it appears to be less sensitive to rotation group
bias, and bounces around the survey-weighted estimates when applied to the real CPS data.
Our study encourages the use of the regression composite method in the US labor force
estimation.
To facilitate and encourage further research on this important topic, we make the fol-
lowing three R packages, developed under this project, freely available: (i) the package
dataCPS downloads CPS public data files and transform them into R data set (Bonne´ry
(2016b)); (ii) the package CompositeRegressionEstimation allows computation of the AK,
best AK, composite regression, linear and best linear estimators (Bonne´ry (2016a)); (iii) the
package pubBonneryChengLahiri2016 allows to reproducing all computations and simula-
tions of this paper (Bonne´ry, 2016c).
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A Description of the CPS design
This section uses CPS notations for rotation groups. Let U be the intersection of a given
basic primary sampling unit component (BPC) and one of the frames used in CPS (see
CPS Technical Paper (2006)). The BPC is a set of clusters of about four housing units, the
clusters are the ultimate sampling units (USU). Let N be the number of clusters in U . The
clusters inU are sorted according to geographical and demographic characteristics and then
indexed by k = 1 . . .N . In the sequence, we will designate a cluster by its index. Let SIw
be the adjusted within-PSU sampling interval, as defined in (CPS Technical Paper, 2006,
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p. 3-11). Let n = ⌊(21× 8 ∗ SIw)
−1N⌋, where ⌊.⌋ is the floor function. The number n
is the sample size for a sample rotation group. The drawing of the USU within the PSU
consists in the generation of a random number X according to the uniform law on [0, 1].
For i = 1 . . . n, j = 1 . . . 8, ℓ = 85 . . . (85 + 15), let ki,j,ℓ denote the cluster ki,j,ℓ =
⌊(X+8× (i−1)+ j)×SIw+(ℓ−85)⌋. Then, with the notations of CPS Technical Paper
(2006) for ℓ = 85 . . . 100, j = 1 . . . 8, the rotation group j of sample Aℓ is
Aℓ,j = {ki,j,ℓ | i = 1 . . . n} .
For a given month the sample consits of 8 rotation groups. There are 120 months in
a period of 10 years. For m = 1 . . . 120, j′ ∈ {1, . . . , 8}, ℓm,j′ and jm,j′ are given by:
jm,j′ = t+ j
′−1−8×⌊(t+ j′ − 2)/8⌋. If j′ ∈ {1, . . . , 4}, ℓm,j′ = 85+ ⌊(t + j
′ − 2)/8⌋.
If j′ ∈ {5, . . . , 8}, ℓm,j′ = 86 + ⌊(t+ j
′ − 2)/8⌋.
The sample of themth month, counting from November 2009, is
sm =
8⋃
j′=1
Aℓm,j′ ,jm,j′ .
For example, June 2013 corresponds tom = 44, counting from November 2009. Then
ℓm,1 = 85 + ⌊43/8⌋ = 90 jm,1 = 44− 8× ⌊43/8⌋ = 4
ℓm,2 = 85 + ⌊44/8⌋ = 90 jm,2 = 45− 8× ⌊44/8⌋ = 5
ℓm,3 = 85 + ⌊45/8⌋ = 90 jm,3 = 46− 8× ⌊45/8⌋ = 6
ℓm,4 = 85 + ⌊46/8⌋ = 90 jm,4 = 47− 8× ⌊46/8⌋ = 7
ℓm,5 = 86 + ⌊47/8⌋ = 91 jm,5 = 48− 8× ⌊47/8⌋ = 8
ℓm,6 = 86 + ⌊48/8⌋ = 92 jm,6 = 49− 8× ⌊48/8⌋ = 1
ℓm,7 = 86 + ⌊49/8⌋ = 92 jm,7 = 50− 8× ⌊49/8⌋ = 2
ℓm,8 = 86 + ⌊50/8⌋ = 92 jm,8 = 51− 8× ⌊50/8⌋ = 3
We can check from the CPS rotation chart (CPS Technical Paper, 2006, Fig. 3-1) that
the sample of June 2013 consists of the 4th, 5th, 6th, 7th rotation groups of A90, of the 8th
rotation group of A91, and of the 1st, 2d and 3rd rotation groups of A92:
SJune 2013 = A90,4 ∪ A90,5 ∪A90,6 ∪ A90,7 ∪A91,8 ∪ A92,1 ∪ A92,2 ∪A92,3.
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