Abstract-In this paper, we study weakly supervised learning where a large amount of data supervision is not accessible. This includes 4 i) incomplete supervision, where only a small subset of labels is given, such as semi-supervised learning and domain adaptation; ii) 5 inexact supervision, where only coarse-grained labels are given, such as multi-instance learning and iii) inaccurate supervision, where 6 the given labels are not always ground-truth, such as label noise learning. Unlike supervised learning which typically achieves 7 performance improvement with more labeled examples, weakly supervised learning may sometimes even degenerate performance 8 with more weakly supervised data. Such deficiency seriously hinders the deployment of weakly supervised learning to real tasks. It is 9 thus highly desired to study safe weakly supervised learning, which never seriously hurts performance. To this end, we present a 10 generic ensemble learning scheme to derive a safe prediction by integrating multiple weakly supervised learners. We optimize the 11 worst-case performance gain and lead to a maximin optimization. This brings multiple advantages to safe weakly supervised learning.
Organization

114
This paper is organized as follows. We first introduce pre-115 liminaries in Section 2 and then present our generic frame-116 work in Section 3, in which we provide theoretical analysis 117 and study the setup of the weight of base learners. More-118 over, we show how to optimize the proposed formulation 119 in Section 4 and relate to some existing work in Section 5. 120 Finally, we report the experimental results in Section 6 and 121 conclude the paper in Section 7. gain between our prediction and the baseline prediction. In practice weakly supervised learning may be not safe, i.e., it may degenerate the performance with the usage of weakly supervised data. Here 'ðÁ; ÁÞ refers to a loss function, e.g., the square loss, the 161 hinge loss, etc. In practice, however, one may still be hard to know 175 about the precise weight of base learners. We further 176 assume that a a is from a convex set M to make our pro- has already achieved the maximal performance gain against f 0 .
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Proof. First, we define,
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Since Eq. (1) is a max-min formulation, the following 204 inequality holds for any feasible f and a a:
Lðf ;â aÞ Lðf ;â aÞ Lðf ; a aÞ: 
Regression 2 + M Mean absolute loss
The prediction Table 2 . Let b
mal solution to the objective, 
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Proof. Note that
ing to Theorem 1, we have
246 246
247
The inequality holds for the reason that the loss function 248 is h-Lipschitz continuous. Similarly, we have,
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Using the above two inequalities,
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The second inequality holds due to 'ðf 0 ; we have, the bigger the value r reg i , the smaller the loss of f i .
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Proof. For r r reg , we have,
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For MSE, we have, Therefore, we set M as fa ajĈ reg a a ! 1d; a a
where d is a constant, indicating that the base learners have 332 a low-bound performance (e.g., better than random-333 guess) [18] . It is easy to verify that M is a convex set. it can be shown that,
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Theorem 4. The optimal weight a a
Similarly, we set M as fa ajĈ clf a a ! 1d; a a > 1 1 ¼ 1; a a ! 0g 347 whereĈ clf is the unbiased estimation of C clf , with elements Theorem 5. For regression, suppose 'ðÁ;
a a and 8a a, and there exists f 2 R u such that 'ðf ; (1) is a convex optimization.
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We first give a lemma before proving Theorem 5. Proof. Assume, to the contrary, 'ðf ;
ing to the condition, there existsf such that
We then prove Theorem 5.
379
Proof. Because of Lemma 1, the form of Eq. (1) for regres-380 sion task is thus rewritten as,
Remind that 'ðÁ; Output: the learned prediction f the optimal solution a a Ã ¼ ½a
It is not hard to realize that Eq. (3) meets a geometric pro-
Eq. (3) can be rewritten as, Proof. Assume, to the contrary,f 6 ¼ signð
According to the condition, there existf such that 
462 462
463
Eq. (7) is convex and a linear program. Letf be
then, Eq. (7) can be written as, ðpÞ
492
It is easy to show that when 'ðÁ; ÁÞ realizes the cross entropy loss, The sample size ranges from around 100 (pyrim) to more 607 than 20,000 (cadata).
608
We compare the performance of the proposed SAFEW reported.
659 Table 3 shows the Mean Square Error of the compared 660 methods and the proposal on 5 and 10 labeled instances. 661 We have the following observations from The Landmine dataset is a detection dataset which con- In addition, two commonly used MIL datasets, i.e., Birds [56] 756 and SIVAL [57] are also being used in experiments. 757 We compare the performance of the proposed SAFEW with is measured using the minimum Hausdorff distance. C-kNN For the compared methods, if the performance is significantly better/worse than the baseline method LR, the corresponding entries are then bolded/boxed. The average performance is listed for comparison. The win/tie/loss counts against the baseline method are summarized and the method with the smallest number of losses is bolded. i.e., Australian, Breast-Cancer, Diabetes, Digit1, Heart, Iono- He is a fellow of the IEEE.
