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Recent detections of merging black holes allow observational tests of the nature of these objects.
In some proposed models, non-trivial structure at or near the black hole horizon could lead to echo
signals in gravitational wave data. Recently, Abedi et al. claimed tentative evidence for repeating
damped echo signals following the gravitational-wave signals of the binary black hole merger events
recorded in the first observational period of the Advanced LIGO interferometers. We reanalyse the
same data, addressing some of the shortcomings of their method using more background data and a
modified procedure. We find a reduced statistical significance for the claims of evidence for echoes,
calculating increased p-values for the null hypothesis of echo-free noise. The reduced significance is
entirely consistent with noise, and so we conclude that the analysis of Abedi et al. does not provide
any observational evidence for the existence of Planck-scale structure at black hole horizons.
I. INTRODUCTION
The detections of gravitational wave (GW) signals al-
low for new tests of the nature of black holes [1–8]. Black
holes are characterised by their horizons. In vacuum gen-
eral relativity these horizons are devoid of material struc-
ture. The possibility that additional structure may form
at or near the horizon location has been widely discussed
in the literature, motivated by a number of different mod-
els and theoretical considerations [9, 10]. The Advanced
LIGO [11, 12] and VIRGO [13] detectors have detected
gravitational wave signals from several binary black hole
mergers [1–6]. These detections now make those ideas
testable in the observational regime.
A generic set of models called Ultra Compact Objects
(UCOs) [14–18] can mimic black holes in terms of their
gravitational wave emission at early stages of binary in-
spirals. These models are designed to match the proper-
ties of standard black holes at sufficiently large distances,
but differ in the near-horizon regime. The gravitational
wave signal from the inspiral of two UCOs is expected
to be almost identical to that of standard black holes
(for possible tidal modifications see [19]). However, the
merger and ringdown signals may differ sufficiently to be
detectable. Near-horizon material structures motivated
by semi-classical and quantum gravity theories could, at
least partially, reflect incoming waves which in standard
vacuum general relativity would be fully absorbed by the
black hole.
Recent works by Abedi, Dykaar and Afshordi (ADA)
[20–22] have claimed to find tentative evidence of near-
horizon Planck-scale structure using data [23, 24] from
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the three Advanced LIGO events GW150914, LVT151012
and GW151226. In the simplified analysis of [20, 21],
this near-horizon structure gives rise to so-called echoes
[14, 15, 25, 26].
The data used by ADA is from the LIGO Open Science
Center (LOSC) [23, 24], which contains a total of 4096
seconds of strain data from both Advanced LIGO detec-
tors around each of the three events. Out of this data
ADA used only 32 seconds centered around each event
for their analysis. The authors claimed in [20] to find ev-
idence for such echoes in data following the three events
with a p-value 3.7 × 10−3, corresponding to a combined
significance of 2.9σ (with the one-sided significance con-
vention used in [1–3, 27], this value corresponds to 2.7σ).
This was subsequently updated to a p-value of ∼ 1%
and interpreted as 2.5σ-level tentative evidence in [21].
Nonetheless if such a signal were shown to be present in
the data, it would force a major re-evaluation of the stan-
dard picture of black holes in vacuum Einstein gravity.
Here we investigate concerns about the methods in [20]
and ADA’s updated works [21, 22], and give a different
significance estimate for the findings. Our initial caveats
concerning [20] appeared as [28]. We do not examine the
theoretical motivations for the existence of such near-
horizon Planck-scale structure, nor the model templates
for which ADA have chosen to search. Rather, we focus
on the data analysis methods as reported and on the sig-
nificance estimates assigned to the results. We identify
a number of shortcomings in the analysis and perform
an improved analysis, which corrects for several of these
problems. We evaluate the echo findings in the gravita-
tional wave data [23, 24], estimate their significance with
updated p-values (for a general critique of p-values, see
[29]) and conclude that there is as of yet no evidence for
the existence of black hole echoes in this data.
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2FIG. 1. A coalescence template extended to include echoes.
The five parameters of the echo waveform model are illus-
trated, and the phase-inversion between echoes is visible.
II. ADA’S MODEL AND SEARCH PROCEDURE
The analysis of ADA [20–22] consists of three parts: a
simple waveform model, a search procedure, and a sig-
nificance estimation method. In this section we briefly
review these.
With a partially reflective surface outside the horizon,
echo signals may be found as wave solutions in a cavity
formed by the near-horizon membrane barrier and the
angular momentum barrier (“photon sphere”) that exists
further out [14, 15]. In the geometric wave picture, at
each barrier the wave is partially reflected and partially
transmitted. Each partially transmitted wave from the
outer angular momentum barrier would be detected by
distant observers as an echo. The delay time between
subsequent echoes results from the travel time between
the two barriers. This time may be different for the first
echo due to non-linear effects during the merger, as may
further parameters of the echo signal such as the damping
between successive echoes. For a description of the echoes
as poles of the propagators see [17].
An example of such an echo template is shown in Fig.1
and several parameters define its features:
1. ∆techo: The delay time between subsequent echoes,
resulting from the travel time between the barri-
ers. ∆techo,theory is the expected value found in
[20, 21], based on the inferred final mass and spin
parameters for each event [1–4, 30]. In the search,
the parameter ∆techo is allowed to vary around the
theoretical value ∆techo,theory to account for uncer-
tainties.
2. techo: The time of the first echo. This is expected
to be tmerger + ∆techo, where tmerger is the time
of the merger. It is allowed to deviate from this
expectation in the search to account for non-linear
effects close to the merger [20].
3. A: The amplitude of the first echo relative to the
original signal amplitude.
4. γ: The relative amplitude between subsequent
echoes.
5. t0: Only the last part of the original waveform is
used to produce the echo waveform; this param-
eter describes how far before tmerger the original
waveform is tapered down to 0, using the tapering
function given in [20].
In addition, the phase is inverted between subsequent
echoes. Likewise, the phase-difference between the origi-
nal signal and the first echo is fixed to ∆φ = pi. We use
an abbreviated notation for the combination of parame-
ters x := (techo− tmerger)/∆techo, with an expected value
for the first echo of x = 1.
The ADA-search procedure used in [20, 21] consists
of the following steps:
1. Produce a pure echo template for given echo-
parameters. The original event is removed from
the template.
2. Produce a bank of these templates, with an evenly
spaced grid in the parameters listed above.
3. Perform matched filtering with the echo templates.
The original event is removed from the data prior
to this.
4. Maximise SNR2 over all parameters for each value
of x.
The maximisation uses either each single event or com-
binations of events. The combination assumes some pa-
rameters to be different between events, namely A and
∆techo. The parameters x, t0/∆techo,theory and γ are kept
identical for each event. For combinations of events, the
sum of the individual SNR2s is maximised.
The ADA-estimation uses the following method to
estimate the significance of their findings [20]:
1. Find the maximum SNR2 value in the range x ∈
(0.99, 1.01) after the event.
2. Calculate and maximise SNR2 over the time range
9 ≤ techo−tmerger∆techo,theory ≤ 38. The maximisation is slightly
adapted for this step.
3. Divide this last range into 1450 segments, each of
duration 2% of
techo−tmerger
∆techo,theory
.
4. A p-value is found as the number of segments with
higher peak SNR2, divided by the total number of
segments.
3III. GENERAL REMARKS
A first immediate problem arises regarding how strong
the relative signal should be for the three events. The two
binary black hole events GW150914 and GW151226 were
detected by the Advanced LIGO detectors with signifi-
cance levels > 5.3σ and signal-to-noise ratios of 23.7 and
13.0 respectively [3]. The other event, LVT151012, had
a reported significance of only 1.7σ and a signal-to-noise
ratio of 9.7 combined between the two Advanced LIGO
detectors. However, in Table II of [21] we see that the
signal-to-noise ratio of the claimed echo signal is actually
largest for LVT151012.
The higher SNR of LVT151012 cannot be due to
the different projected number of echoes between the
events. The different ∆techo leads to differing numbers of
echoes in a given duration: the 32 seconds of data used
would contain (∼ 180) for LVT151012 and (∼ 110) for
GW150914. Although the number of echoes is larger for
LVT151012, late echoes are strongly damped. They de-
crease by a factor of 10 over ∼22 echoes for the claimed
relative amplitude γ ∼ 0.9. Thus in order for the echoes
of LVT15012 to have a higher SNR than the echoes of
GW150914, their amplitude must be very high. In fact
to account for the reported SNRs, the initial amplitude
for the first echo of LVT151012 would have to be about
10% higher than that of GW150914 [28], while the origi-
nal event’s peak is about 2-3 times lower for LVT151012
in comparison to GW150914’s. This would require their
parameter A to be about 2-3 times larger for LVT151012
than for GW150914. This seems to be confirmed by the
best fit search results in Table II of the updated work [21],
which gives AGW150914 = 0.091 and ALVT151012 = 0.34.
We assume that far in the wave zone the gravitational
wave signal of the echoes decays similarly to the signal of
the event itself, i.e. linearly with the distance from the
source. This explicit astrophysical assumption, in addi-
tion to those in [20–22], is the basis for the above concern.
The lower significance of LVT151012 is rooted in its dis-
tance: its mean estimated distance being more than twice
as large as that of GW150914 and GW151226, we ex-
pect weaker echo signals. While particular combinations
of system parameters and signal morphologies may have
significant effects on the generation of echoes and their
relative amplitudes, changing their relative significance,
there is yet no extensive model to justify abandoning this
concern here.
The inferred amplitude parameters suggest that a lot
of gravitational wave energy was emitted in the echoes: a
very rough calculation implies that the amount of energy
emitted in the echoes was approximately 0.1 solar masses
(for GW150914) and 0.2 solar masses (for LVT151012).
This should be compared to the total estimated energy
emitted by the original signal of 3 solar masses (for
GW150914) and 1.5 solar masses (for LVT151012).
We also note an inconsistency in the above procedure,
resulting from the use of a fixed waveform for each event
as the basis for all echo templates, obtained from the
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FIG. 2. The matched filtering technique is able to recover
signals with a variety of amplitudes. As shown here, the SNR
depends on the amplitude of the signal. The amplitude found
by ADA (A = 0.1) is close to the level that is found in pure
Gaussian noise. An amplitude twice as large as this would be
clearly identifiable in the data.
LOSC [23]. The parameters of the echo templates, in
particular ∆techo, depend on the mass and spin param-
eters of the final black hole. Instead of using only one
initial waveform and generating all echo templates with
this, one should use an initial waveform that corresponds
to each set of echo parameters to be varied over. Using
the single LOSC waveform is a simplification, restricting
to only one choice of final mass and spin parameters for
the echoed original event, while simultaneously varying
over the final mass and spin values through ∆techo.
IV. VALIDATION OF THE MATCHED-FILTER
ANALYSIS
We wrote a separate implementation of the ADA-
search procedure, that we refer to as ADAAEI-search.
No changes were made to the algorithm as described be-
fore, while the implementation itself is independent. The
SNR2-results obtained with our implementation are sim-
ilar to those shown in [20].
As a first check, we verify that the ADAAEI-search
procedure can distinguish between pure noise and sim-
ulated echo-signals. For this, a known signal is injected
into simulated noise. We simulate Gaussian noise with
a Power Spectral Density (PSD) similar to that found
for the detector data around each event (calculated from
the LOSC data). The ADAAEI-search is then applied
to simulated data of both pure noise and also the same
noise with added injections of different amplitudes. In
this test, we only use echo waveforms with parameters
4similar to the best-fit results of [20, 21]. Fig. 2 shows
the dependence of the SNR2 peak on the injection am-
plitude Ainj. The effectiveness of the method in finding
a signal depends on Ainj. This test was performed for
different realisations of the simulated noise. The mini-
mum Ainj required to find a peak rising above the noise
background also depends on the noise instantiation. We
find that Ainj ∼ 0.1 can yield a visible peak. This is the
best-fit value of A reported for GW150914 in [20]. In one
out of the five trials conducted in this first test, however,
a higher amplitude was necessary to distinguish the sig-
nal from noise, as shown in Fig. 2, where the noise and
the quietest injection have almost identical SNR2 results.
This prompted us to perform more detailed statistical
analyses and injection-recovery analyses, as described be-
low.
V. PRIOR RANGES AND TEMPLATE
SPACING
Values for each echo parameter are determined from
within a prior range. Each template in the bank is
produced for a specific value of each parameter. The
matched filtering method finds a higher SNR for data
similar to the template, but each template can recover
signals with a range of parameter values. The three pa-
rameters γ, t0 and techo are determined by maximisation,
with γ and t0 kept fixed between the different events. In
this, the parameters recovered are defined as the values
corresponding to the template in the bank which yields
the highest SNR. The maximisation is performed over
all templates in the bank and thus over all values in the
parameter grid used to create the bank. The boundaries
of the parameter grid are determined by a prior range,
where the ranges chosen by ADA are displayed in Table
I of [20].
The values for γ and t0 resulting from this maximisa-
tion are found to lie very close to the boundary of their
prior range, 0.9 and −0.1 respectively [28]. This suggests
that there may be support for values of these parameters
that lie outside of this range. If these values reflect the
priors rather than the data, then they cannot be reliably
considered as evidence for a detection claim. Further-
more, a value greater than unity for γ means that each
successive echo has an amplitude greater than the previ-
ous echo. Such a result would require the echo signal to
be extracting energy from the black hole spacetime.
We tested whether the preference for these parameter
values is an artifact of the method, again using known sig-
nals injected into simulated noise. We constructed Gaus-
sian noise with a PSD estimated from the 4096 seconds
of LOSC data around GW150914. The injected signals
are pure echo signals based on the LOSC GW150914-
template for various echo parameters. The range of γ
is widened to γ ∈ (0.1, 2.0) both in the prior of the
search and the injections. The range of t0 is widened to
t0 ∈ (−0.2, 0)∆techo,theory in the search. It is not widened
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FIG. 4. Injections of echo signals into Gaussian noise are anal-
ysed for different amplitudes of the injection. For injections
with amplitudes above 10−22 of peak strain, the recovered
values are close to the injected ones, indicated by the diago-
nal line. For injections with lower amplitudes, the recovered
amplitudes are around 10−22, independently of the injected
value. The amplitudes found in [20] are shown as horizontal
lines (“true” values unknown) and are similar to the values
incorrectly recovered for low amplitudes. The shown injec-
tions are made with γ = 0.8, with similar results for other
values.
5for the injections in this test, as the dependency of the
maximised SNR on the wider range in t0 was found to be
much weaker than for γ. The relative amplitude of the
injections A = Ainj ranges from ADA’s recovered value
0.1 to about 50 times this amplitude. We then compare
the best-fit value of γ from the search with the value of
the injection. This comparison is shown in Fig. 3.
The ADA-search method is biased towards finding γ
values close to 1. Ideally, the recovered parameter value
would be closest in the grid to the value of the injection.
In Fig. 3, this would mean lying as close as possible to
the plotted diagonal. In this figure, the recovered values
are close to the injected ones for higher injection ampli-
tudes. Thus for very high echo amplitudes, the recovery
method could in principle be effective. For lower injec-
tion amplitudes, there is a preference for recovered values
of γ close to 1, independently of the γ value of the in-
jection. Thus finding γ ∼ 1 as the best-fit value in the
search does not necessarily mean that this is indeed the
correct value for an existing signal. The method is biased
to find these values for γ in almost all cases. In particu-
lar this is also true for relatively low echo amplitudes as
found by ADA, and even significantly higher signal am-
plitudes. We interpret the recovery of γ ∼ 1 as a generic
property of the method and finding such a value cannot
be considered evidence for the presence of a signal.
The bias is introduced through the spacing between
templates in the bank, as can be found through an anal-
ysis on white Gaussian noise and calculating the overlap
between the templates. An analysis in white Gaussian
noise using the same parameter range as ADA also shows
a strong preference for γ = 0.9. Further extending the
range to γ ∈ (0.1, 2.0) displays preference for γ = 1 in
white noise. The distribution of recovered γ values in
this test is shown in Fig. 5. The reason for this is re-
vealed by calculating the overlap between neighbouring
templates in the parameter grid for different γ, while
keeping the other parameters fixed. As can be seen in
Fig. 5, the match between neighbouring templates fol-
lows the same distribution as the preference for recover-
ing γ = 1. Templates with γ close to 1 lie further apart
in the noise weighted match metric than other templates.
Each template near γ = 1 covers a larger region of the
signal space than other templates and thus, more noise
realisations are best matched by the (morphology-wise)
more scarcely placed templates close to γ = 1.
We similarly test how the method recovers the echo sig-
nal’s amplitude through injections into Gaussian noise1.
For the results in Fig. 4, we chose to show the absolute
peak amplitude of the echo signal instead of the parame-
ter A, which gives the echo amplitude relative to the orig-
inal event amplitude. This allows us to find the minimum
echo amplitude to be recovered correctly, independently
of that of the event. Fig. 4 shows the recovered values
1 we thank N. Afshordi for suggesting this additional test[31]
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Gaussian noise and the correspondence of the recovered dis-
tribution with the spacing in the template grid.
deviate from the injected ones strongly below strain am-
plitudes of about 10−22. For lower injection amplitudes,
values around 10−22 are found instead of the injected
ones. This suggests that finding such low amplitude val-
ues might be expected in pure noise as well. The ab-
solute value is close to those found in [20]: the relative
amplitudes of 0.1 for GW150914 and 0.3 for LVT151012,
multiplied by the respective events’ peak amplitudes, are
shown as horizontal lines in Fig. 4, and seem consistent
with incorrect recovery of the method for lower injection
amplitudes.
Extending the template bank to a wider range in γ and
t0 and performing the same analysis as before leads to a
modified SNR structure in x, where additional and higher
peaks appear further away from the predicted value for
the echoes in GW150914. As we will see below, applying
a wider parameter range also for the background esti-
mation results in a further factor ∼ 3.5 increase in the
p-value of the combination (1,2,3) (using the 32-second
dataset estimation). The modified p-values for the wider
priors of different combinations are found in Table I,
where the widened prior entries refer again to the ranges
γ ∈ (0.1, 2.0) and t0 ∈ (−0.2, 0)∆techo,theory.
VI. EXTENDING THE BACKGROUND
ESTIMATION
To calculate a significance for the match found in the
templated search, an assessment of the background must
be performed. Since an analytical noise model is not
known, real data away from the possible signal is used to
estimate the noise background. This relies on an assump-
tion that the background noise is similar to that during
the time of interest. The noise background is calculated
by how often an equal or larger SNR value is obtained
in the off-source data. ADA chose to do this in a short
6period of time of approximately 16 seconds of data af-
ter each event. To obtain sufficient background statistics
this period of time was used intensively: they consider
16 second stretches of data as independent when shifted
by only 0.1 seconds.
This background estimation is problematic [28] for two
reasons: potential contamination of the background sam-
ples by existing echo signals, and the lack of indepen-
dence between background samples. The estimation uses
a range of techo values that is only O(10) echo periods
away from the merger. If there is indeed an echo sig-
nal in the data then this region will not be entirely free
of the signal being searched for. At the beginning of
the region the amplitude of the echoes would only have
dropped by a factor 0.99 ∼ 0.4. One therefore expects
a contaminated background estimation. Even in the ab-
sence of echoes, a random feature mistaken for echoes in
one segment may well extend to neighbouring segments,
and they cannot be treated as independent (see discus-
sion of template auto-correlations below for the problem
of insufficient independence of samples).
Each of the data sets released at the LOSC [23] con-
sists of 4096 seconds of data. Both GW150914 and
LVT151012 are located 2048 seconds into this data,
equivalent toO(103) echo periods, thus for large stretches
of the data, such contamination through the presence of
a damped echo signal would be negligibly small.
We have performed a different background estimation
as an independent test, which uses the full period of 4096
seconds of LOSC data available around each event. A
schematic comparison of the different choices of data used
for background estimation is shown in Fig. 6.
The obtained p-value and background estimate are
only meaningful if the data in the background is compa-
rable to that at the time of the event. A plot of the noise
variations over the full 4096 seconds of data released for
each event is shown in Fig. 7 and for GW150914 specif-
ically in Fig. 8. The variations are seen to be small
and we conclude that for the four events considered our
background estimate is indeed characteristic of the noise
just after the event. For the graph showing the prop-
erties of noise in the Hanford detector around the time
of LVT151012 in Fig. 7, a reduced amount of data was
used. This choice is made due to three loud short tran-
sient noise features, which we discuss further below. The
noise features strongly influence the Rayleigh statistic
calculation, while occupying less than 0.1 % of the data.
Using data excluding these noise features, the variation
as shown in Fig. 7 is found. Properties of the data at
and around LVT151012 are discussed in [33].
In our case, the 4096 seconds of data for each event
are divided into 128 independent, 32-seconds long seg-
ments. For each, the echoes analysis is performed as it
was on the 32-second segment containing the event. The
resulting peak SNR in x ∈ (0.99, 1.01) is found for each
segment. Simply counting the number of segments con-
taining a higher peak SNR in this interval yields an esti-
mate for the p-value. For the combined first three events,
GW150914, LVT151012 and GW151226, our resulting p-
value of 0.032 is about a factor 3 larger than the value
of 0.011 found in [21], where less data and overlapping
intervals were used.
FIG. 6. Schematic comparison of the data segments used to
estimate the background between ADA [20, 21] and this work
(AEI). Compared to ADA, we extend the amount of data used
for background estimation to the full 4096 seconds for each
event available from the LOSC [32].
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7An estimate of the p-value significance in this way is
susceptible to small number statistics (accounting for the
Poisson error as suggested in [31], the p-value can be
0.032 ± 0.016, still larger than in [20, 21]). The origi-
nal LOSC templates, before introducing echoes, contain
an approximately 16 seconds long waveform followed by
16 seconds of a flat zero template. Echoes were intro-
duced only into this flat region when producing the echo
templates. After removing the original event, we are left
with a 32-second template with 16 seconds of no signal,
followed by the produced echoes. So we can double the
number of background samples without losing indepen-
dence between samples, by dividing the available data
into 256 independent segments of 16 seconds length.
The exact number of available data segments varies
slightly for each of the events. This is due to the posi-
tions of the original signals, and the influence of one of
the three mentioned short transient noise features (in-
consistent with the echo morphology) in one segment of
the LVT151012 data, which was discarded. This short
noise feature was found by noticing a very high SNR
outlier for one data segment. The feature can be seen in
the whitened time-domain data, appearing close to the
beginning of the data segment. The search procedure al-
ways aligns one of the first and thus loudest echoes with
the noise feature, yielding the high SNR. The effect of not
discarding the high SNR noise dataset always is an in-
crease of p-value due to the very high SNR, but the effect
on the resulting p-values is minimal (∼ 1/256). Only the
estimation with 16-second long segments is influenced by
this noise feature. The total number of estimates when
combining events is thus 125 to 126 for the 32-second
segments and 250 to 251 for the 16-second segments.
The other two short noise features appear late in the
respective data segments. For these, the search does
not consistently align one of the later and more strongly
damped echoes with the noise feature, as the increase
in SNR is outweighed by the placement of the first loud
echoes in the data. Thus the search is not influenced
by these features significantly and we do not exclude the
data segments from the estimation.
The results of this alternative approach for the sig-
nificance estimation, both using 32- and 16-second long
segments, are shown in Table I. Different combinations
of the events are considered, denoted chronologically as
(GW150914, LVT151012, GW151226)→ (1, 2, 3). In ad-
dition, for comparison and as the first detection after the
claims of [20], we also consider the first event in the sec-
ond observing run, GW170104 [4], denoted 4 in Table
I.
For the combination (1, 2, 3), a p-value of 0.011 was
found in [20]. With four points out of 125 trials giv-
ing maximised combined SNR values larger than imme-
diately after each event, our method finds the p-value for
the particular SNR value to be 4/125 = 0.032 thus ∼ 3%.
Using twice the number of samples of 16 seconds length
each, we find 5/250 ∼ 2% for the p-value.
To highlight the role of LVT151012 in obtaining low
Event [21] original 16s (32s) widened priors 16s (32s)
GW150914 0.11 0.199 (0.238) 0.705 (0.365)
LVT151012 - 0.056 (0.063) 0.124
GW151226 - 0.414 (0.476) 0.837
GW170104 - 0.725 0.757
(1,2) - 0.004 0.36
(1,3) - 0.159 0.801
(1,2,3) 0.011 0.020 (0.032) 0.18 (0.144)
(1,3,4) - 0.199 (0.072) 0.9 (0.32)
(1,2,3,4) - 0.044 (0.032) 0.368 (0.112)
TABLE I. p-values obtained by using 4096 seconds of LOSC
data divided into segments of 16 or 32 seconds length. Re-
sults are given for the priors in t0 and γ chosen in the original
analysis and for widened priors, for the 3 O1 events individ-
ually and for various combinations of events. For the combi-
nations directly comparable to [21], with the original priors,
we also record the Poisson errors (as suggested in [31]): for
GW150914 our p-values are 0.199±0.028 (0.238±0.043), and
for (1,2,3) our p-values are 0.02± 0.009 (0.032± 0.016). The
Poisson errors for the full combination (1,2,3,4) with original
priors, are 0.044±0.013 (0.032±0.016). With widened priors,
the p-values are all much larger, and the Poisson error rela-
tively insignificant. Combinations that include LVT151012
have the lowest p-values. The addition of GW170104 to the
three O1 events increases the combined p-value and is thus
more compatible with pure noise. The lowest p-value out of
all 11 combinations using up to four events is found for the
combination (1,2). Note however that considering more com-
binations of events using the same data also leads to a higher
effective trials factor to be accounted for.
p-values, we have chosen to make a comparison with a
combination of three events excluding LVT151012. When
choosing the available events to be combined in the anal-
ysis, a reasonable choice seems to be using those of suf-
ficiently high significance. Here, this means GW150914,
GW151226 and GW170104, the combination (1, 3, 4), for
which we find 9/125 ∼ 7% and 50/251 ∼ 20% respec-
tively. These values are much higher than for combina-
tions including LVT151012 and are fully consistent with
the pure noise null hypothesis.
The combined background is shown in Fig. 9 which
shows the peak value of SNR2 found in each segment for
both the real detector data and Gaussian noise. For each
event, the Gaussian noise was created with the same PSD
as estimated from the data of this event. There is no sig-
nificant difference between the distribution of peaks for
detector data and for Gaussian noise. Here we note that
there is no obvious trend in the peak SNR over time.
Also by this measure, there is no indication of the noise
being unstable and preventing its use for background es-
timation. These two properties are shared by all single
events and the alternate combination (1, 2, 3): all show
the similarity of the peak distribution for Gaussian noise
and detector data, and lack a trend in time.
A second concern about the background estimation
used in [20–22] arises from the very small shift in time
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FIG. 9. 4096 seconds of LOSC data are divided into ∼ 256
segments of 16 seconds. The segments containing the GW
event are excluded. For comparison, we generated 4096 sec-
onds of Gaussian noise with the same PSD as estimated from
the LOSC data for each event and divide it into segments in
the same way. For each segment, the maximum SNR2 for
the echo search is shown. The distribution of SNR peaks in
the data is similar to that in Gaussian noise. The p-value is
calculated from the number of points for detector data lying
above the black line which indicates the combined SNR value
found immediately after each GW event. There is no obvious
trend in the peak SNR over time.
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FIG. 10. Autocorrelation of the pure echo template depend-
ing on shift in time. The peaks demonstrate that there is
significant correlation between background samples for small
shifts.
between samples that are considered independent. In
this, the quasi-periodic nature of the echo signal has to
be considered, leading to potentially long templates with
equally quasi-periodic autocorrelation in time. The au-
tocorrelation of the echo templates is shown in Fig. 10.
This affects the significance estimation as performed in
[20, 21]. This method is problematic because the tem-
plate is significantly longer than the shift in time between
background sample intervals. If the autocorrelation be-
tween templates used in different background samples
does not vanish, the results from these samples cannot
be considered truly independent: a feature of the data at
one point in time then influences the SNR found for sev-
eral background samples. The total number of effectively
independent samples is thus much lower in this method.
As shown in Fig. 10, the echo signal model leads to a
series of peaks in the overlap of original and time-shifted
wavefunction, depending on the parameters γ, ∆techo and
t0. A value of overlap to be considered sufficiently inde-
pendent could be e.g. 1%. To achieve this value, there are
two ways to place templates with respect to the original
position in time. For γ < 1, i.e. a damped echo signal,
applying a shift in time by a sufficiently large multiple of
∆techo leads to a reduction of the correlation. Using the
GW150914 template and γ = 0.5 shows that at least 7
times ∆techo is necessary. In Fig. 10, this corresponds to
the very small peak close to 2.1 seconds of time-shift.
Alternatively, the templates can be interlaced, such
that the echoes of one template are placed within the
time between echoes of the other. This corresponds to
the small overlap values between the peaks in Fig. 10.
Here we again use the GW150914 template and the most
favourable values in the prior range, i.e. the shortest
echoes (t0 = −0.001∆techo, theory) and the longest delay
(∆techo = 0.30166 s). Then about 7 echoes can be placed
between the peaks of the original template. For these
parameters we now consider shifts in time of the echo
template up to 29∆techo, which is the maximum shift
used in ADA’s significance estimation. We find about
4 independent samples through sufficient timeshift and
a factor 8 through interlacing, giving ∼ 32 independent
samples.
As the maximisation is performed over a range of pa-
rameters, exactly determining the total number of in-
dependent samples would need further consideration.
The parameters chosen for this estimate, however, are
favourable, as smaller damping or smaller time delay
would further lower the total number. For the maximi-
sation combining the different events, ∆techo may vary
independently between events, obstructing a clear esti-
mate on the number of samples; the same considerations,
however, still apply. These considerations suggest the
method of [21] contains only a small number of indepen-
dent background samples, on the order of a few tens of
samples.
The method we employed to estimate the background
precludes this effect by only applying the matched fil-
tering procedure to separate sets of data. The template
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FIG. 11. The maximised SNR for GW150914 is shown with
different phase change ∆φ between event and first echo. The
original analysis allows for ∆φ = 0 ∨ pi for each x and then
finds a prominent peak near x = 1. However the model re-
quires ∆φ = pi. When we enforce this value in the analysis,
the peak vanishes.
thus is always placed in only one of the background sam-
ples and the resulting SNR cannot be influenced by data
features in the remaining samples.
The nature of the echo templates leads to a further po-
tential problem: due to the delay between echoes, low fre-
quency components may be introduced in the template.
Due to the delay times of about 0.1 to 0.3 seconds, these
frequencies are expected to be in the range below 20 Hz,
down to a few Hz. However, the data as supplied by the
LOSC, [23], is not calibrated below 10 Hz, as mentioned
in the corresponding notes on data usage. The results of
the analysis may thus be influenced by the uncalibrated
data. We have repeated the analysis after applying a
high-pass filter to the data and the original waveform,
removing the data below 30 Hz for final SNR calcula-
tions. The results of this analysis are almost identical
to those before applying the high-pass filter in terms of
SNR. The resulting p-values similarly show only minor
changes compared to the values given in Table I. The
combination of introduced low frequency components in
the templates and the uncalibrated data thus seems to
have no significant effect on the results of the analysis.
VII. REMARK ON ECHO TEMPLATES
The ADA-search procedure does not distinguish
between inversion and non-inversion of the first echo’s
phase. The waveform templates used here are based
on the simple model described in [20, 21]. Within
this model, the phase-change of the gravitational wave
between the original signal and the first echo is described
as a simple phase-flip. However, as only the square of
the SNR from the matched filter analysis is considered
for the maximisation, the result is insensitive to this
phase inversion. Repeating the analysis for GW150914
and enforcing the phase inversion as required by this
model, we find that the prominent peak in SNR at x = 1
vanishes. This is shown in Fig. 11. More sophisticated
models would be needed to determine whether this phase
flip is truly required or not. Still, it is worth noting that
the peak that forms the basis of evidence for echoes in
[20, 21], does not contain this phase inversion as required
by the simple model, but actually the opposite phase.
VIII. CONCLUSIONS
A full analysis of the data at a level necessary to
confidently detect echo signals is outside the scope of
this work. However, we have analysed the data using
a simple templated search similar to [20]. Using an
extended background estimated from the full 4096 sec-
onds of data released publicly by the LIGO collaboration
for each event in the first observing run, we find a p-
value for the null noise only hypothesis of 0.02, higher
than that reported using the restricted background of
0.011 in [20]. We have demonstrated the importance of
LVT151012, the weakest LIGO candidate event [33], in
obtaining this p-value. A combined analysis of the three
events GW150914, GW151226 and GW170104, excluding
LVT151012, yields an even larger p-value of 0.199, fully
consistent with noise. We have also identified a number
of weaknesses in the analysis method of [20] including the
role of the prior boundaries and the density of templates.
In particular we have examined the role of the γ param-
eter and found that the clustering of γ values near γ = 1
is entirely consistent with noise. The signal manifold is
such that in pure Gaussian noise, one would expect many
more triggers with values of γ ∼ 1. This perhaps would
not be expected for true echo signals, although a more
detailed model of echo signals would be needed to make
a quantitative prediction. A similar bias in recovered pa-
rameters concerns the peak amplitude, which for both
GW150914 and LVT151012 was found by [20, 21] just on
the boundary of credible signal recovery.
In conclusion, we find that the tentative evidence as
presented in [20–22] is lacking in several key aspects with
respect to template placement, background estimation
and implementation. Our analysis of these short short-
comings shows that the method of Abedi et al. can-
not provide observational evidence for or against the ex-
istence of near-horizon Planck-scale structure in black
holes. This stresses the importance of developing both
new theoretical models and analysis methods for gravi-
tational wave echoes from such structures. We hope some
of the concerns explored here may be useful to vet other
searches for echoes, such as [34], and help in the devel-
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opment of methods which would place black hole near-
horizon physics within the realm of gravitational wave
observations.
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