Index compressed vector quantisation by Shanbehzadeh, Jamshid
University of Wollongong 
Research Online 
University of Wollongong Thesis Collection 
1954-2016 University of Wollongong Thesis Collections 
1996 
Index compressed vector quantisation 
Jamshid Shanbehzadeh 
University of Wollongong 
Follow this and additional works at: https://ro.uow.edu.au/theses 
University of Wollongong 
Copyright Warning 
You may print or download ONE copy of this document for the purpose of your own research or study. The University 
does not authorise you to copy, communicate or otherwise make available electronically to any other person any 
copyright material contained on this site. 
You are reminded of the following: This work is copyright. Apart from any use permitted under the Copyright Act 
1968, no part of this work may be reproduced by any process, nor may any other exclusive right be exercised, 
without the permission of the author. Copyright owners are entitled to take legal action against persons who infringe 
their copyright. A reproduction of material that is protected by copyright may be a copyright infringement. A court 
may impose penalties and award damages in relation to offences and infringements relating to copyright material. 
Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving the 
conversion of material into digital or electronic form. 
Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily 
represent the views of the University of Wollongong. 
Recommended Citation 
Shanbehzadeh, Jamshid, Index compressed vector quantisation, Doctor of Philosophy thesis, School of 
Electrical and Computer Engineering, University of Wollongong, 1996. https://ro.uow.edu.au/theses/2929 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 

Index Compressed Vector Quantisation
Submitted in fulfilment of the 






(M. E . U N IV E R S IT Y  O F  T E H E R A N  1987)
ELECTRICAL AND COMPUTER ENGINEERING
MARCH 1996
Abstract
Vector quantisation (VQ) is a lossy data compression scheme that has gained 
tremendous attention because of its simplicity and firm information-theoretic 
basis. This thesis introduces two groups of novel techniques to improve the 
performance of traditional VQ (basic VQ) schemes, such as full search or tree- 
structured, at low bit rates. These new schemes have a simpler implementation, 
more computational efficiency, and lower memory requirement than other VQ 
schemes for low bit rate applications. The proposed schemes are capable of 
providing significant coding improvement over traditional VQ coders, and better 
results than predictive VQ, finite state VQ, and JPEG at low bit rates.
The aim of the first group of schemes, consisting of three techniques, is to improve 
the objective quality of basic VQ. These schemes are a combination of traditional 
VQ coders and a lossless coding technique which compresses the indices (index 
compressed VQ (IC-VQ)). The performance improvement of these techniques 
comes from exploiting the indices' correlation. The first index compressed VQ 
scheme (IC-VQ (I)) exploits the probability of identically indexed neighbouring 
blocks, and results in an improvement of about 3.5 dB on average over basic VQ. 
The second index compressed VQ scheme (IC-VQ (II)) addresses the negative 
effect that an increase in codebook size has on the coding performance of IC-VQ 
(I). This method employs the fact that the neighbouring blocks' indices are mapped 
onto a small subset of the codebook. IC-VQ (II) achieves an improvement of 
about 0.5 dB over IC-VQ (I). The third index compressed VQ scheme (IC-VQ (III)) 
utilises a variable bit allocation for the indices. The genealogical characteristics 
has been used in a variable bit allocation. IC-VQ (III) gives an improvement of 
about 0.7 dB over IC-VQ (II).
The aim of the second group of schemes, consisting of two techniques, is to 
improve the subjective quality of basic VQ. These methods are a combination of 
the first group of techniques and a method of improving the subjective quality of 
basic VQ. The first scheme deals with the problem of using a stationary codebook 
for non-stationary sources in representing the active areas at low bit rates. The 
combination of non-stationary codebooks with IC-VQ schemes can provide a 
solution to this problem. The new method achieves an improvement of about 4 dB 
over the basic non-stationary codebook-based VQ scheme. The second scheme 
addresses the problem of disregarding image block activity in bit allocation. The 
solution proposed is acheived by combining index compression schemes with 
variable rate multi-stage VQ. This method is computationaly efficient and capable 
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New communication and storage systems are geared towards utilising digital 
data because of its better amenability to regeneration, encryption, and less 
sensitivity to transmission noise than its analog counterpart. Furthermore, 
digital data also offers the possibilities of making better use of interference 
and noise-limited communication media [Clark 1985, Jayant 1984, Netravali 
1981]. The rapid development in personal computers and digital processing 
capabilities in terms of size, speed, memory, price and the growth of 
computer based applications in areas such as medical imaging, archiving, 
surveillance, remote sensing and world wide databases are some other 
reasons to employ digital data.
The substitution of analog data with digital data requires larger bandwidth 
and more storage than analog signals [Clark 1985, page 2]. A frame of grey 
scale image, with the size of 512x512 pixels and considering 1 byte per 
pixel, requires 256 kbyte for storage. If one second of a movie consists of 24 
frames, then one hour of the movie requires more than 22 giga bytes for 
storage or transmission. Large memory and channel capacity requirement 
make it mandatory to consider techniques that compress the data so as to use 
fewer bits for their representation. These schemes are called data 
compression, or source coding.
Introduction 2
There are two types of image compression schemes; namely lossless and 
lossy. Those schemes, in which the original and the decompressed image 
are identical, are referred to as lossless, otherwise they are referred to as 
lossy. The quality of lossless coding schemes is measured by the ratio of the 
required bit rate for storing the original image to its compressed form 
(compression ratio), or the average number of bits required to represent each 
pixel of the image in compressed form (bit rate). The quality of lossy 
schemes is measured by the objective and/or subjective quality [ Daumer 
1982, Jayant 1984] at a given compression ratio or bit rate.
Low distortion in images may not be perceived by the human visual system, 
but provides means to improve the compression ratio in lossy schemes. 
These schemes can give significant compression when compared with 
lossless schemes. Therefore, in situations where some distortion is 
acceptable, the application of a lossy scheme is more appropriate. This is a 
motivation for the attention that has been devoted to the solution of the 
bandwidth conservation problem in communication and storage systems by 
lossy schemes.
There exists a variety of methods to achieve image compression in which 
some level of distortion is acceptable [Gersho 1992, Jain 1981, Jayant 1993, 
Kunt 1985, Netravali 1981, 1989]. The application of each scheme depends 
on the objective and subjective quality of the decompressed image, 
implementation and speed. Some applications require a simple and 
computationally efficient decoder, for example multi-receivers and archiving 
systems. In multi-receiver systems such as television broadcasting, it is most 
important that the receiver be simple so as to increase the number of 
viewers, thereby reducing the cost of the receiver. In archiving, the decoding
Introduction 3
time is much more crucial than encoding, because decoding is usually 
required in real time, while encoding can be performed at off-time.
There are two groups of image coding schemes that have very simple 
decoders: schemes that operate on successive image pixels and those that 
operate on a block of image pixels. The schemes that operate on successive 
image pixels achieve compression by exploiting the inter-pixel correlation; 
an example is DPCM [Netravali 1977]. The second group of schemes are 
generally referred to as block coders in the literature, and exploit intra-block 
correlation to achieve compression. The second group possesses a better 
compression performance in comparison to the first group at the same level 
of distortion, because of their ability to exploit the correlation among a 
group of image block pixels rather than individual pixels [Clark 1985, Jain 
1989, Gersho 1992].
One of the block coding schemes that has a very simple decoder is VQ 
[Gray 1984, Makhoul 1985]; the decoding process involves a simple lookup 
table. The encoder of a VQ maps a k-dimensional vector onto an integer 
(index) based on a fidelity criterion, and stores or transmits the index instead 
of the k-dimensional vector. The decoding procedure consists of finding the 
corresponding vector with the stored or received index from a table. While 
the attractiveness of VQ is its simplicity, the drawback of the basic VQ is its 
poor performance according to both objective and subjective fidelity 
criterion at low bit rates.
This thesis introduces two novel groups of techniques which significantly 
improve the objective and/or subjective quality of VQ at low bit rates. 
These schemes operate on the indices of vector quantised images, use
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methods of non-stationary codebook or, variable bit assignment based on the 
activity of image blocks to achieve further improvement.
The first group of schemes compresses the indices to achieve performance 
improvement. The existence of high inter-pixel correlation in natural images 
leads to a high correlation among the indices of a vector quantised image. 
This correlation has been exploited by some lossless schemes. This thesis 
calls these schemes index compressed VQ (IC-VQ).
The second group of schemes employs a non-stationary codebook, or a 
variable rate coder in combination with IC-VQ schemes to improve the 
subjective quality of the vector quantised image at low bit rates. A problem 
of the basic VQ at low bit rates is the degradation of active areas such as 
edges; which results from the application of a stationary codebook for non­
stationary sources or a uniform bit allocation disregarding the image area 
activity.
The most significant aspect of these new techniques is that they retain the 
benefits of the simplicity of traditional VQ and the speed of such fast VQ 
coders as the tree-structured VQ (TSVQ) [Buzo 1980]. There are other 
methods that exploit the inter-block correlation to improve the performance 
of VQ. However, the price is usually a design algorithm with increased 
complexity [Chou 1989, Foster 1985, Lookabaugh 1993, Nassrabadi 1990].
1.2 Overview of thesis
Besides the introduction, this thesis consists of five major parts spread over 
eight chapters. Chapter 2 is the background and literature review. Chapter 3 
introduces the characteristics of indices. Chapters 4 to 6 present the new
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methods of compressing the indices. Chapters 7 and 8 discuss existing 
methods of subjective quality improvement for VQ schemes at low bit rates, 
and present new methods in this regard. Chapter 9 contains conclusion and 
suggestion for further research. The subsequent paragraphs give a brief 
overview of each chapter.
Chapter 2 presents a literature review on VQ. The first section of the chapter 
looks at VQ as a family member of block coding schemes. The aim of this 
section is to introduce VQ in a wider context; compare it with other block 
coding schemes; present its advantages and disadvantages. This section 
discusses three block coding schemes, namely, transform [Clark 1985], block 
truncation [Delp 1979] and VQ. The second section of Chapter 2 discusses 
the methods employed to improve the performance of VQ at low bit rates. 
Two groups of these methods are some memory less VQ techniques, such as 
classified and variable rate VQ, and VQ schemes with memory such as 
variable block size, predictive, adaptive, finite-state and address VQ. The 
approaches in each group are discussed. The final part of the second section 
presents the basic idea of index compression and its literature as a group of 
VQ schemes with memory.
The objective of Chapter 3 is to show the possibility of performance 
improvement of VQ schemes by using the characteristics of indices. Chapter 
3 contains material which is the basis of the proposed coding schemes in this 
thesis, and the other chapters of the thesis extensively use the results 
obtained in this chapter. Firstly, Chapter 3 presents the analogy between the 
pixel and index domain correlation and, then shows the characteristics of 
indices empirically. A series of tests are performed on autoregressive 
sources and natural images to show the indices' characteristics.
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Chapter 4 introduces a very simple and computationally efficient method of 
index compression based on the probability of identically indexed 
neighbouring blocks in a vector quantised image (index compressed VQ 
method I (IC-VQ (I))). Quantisation of highly correlated sources increases 
the probability of having neighbouring blocks with identical indices. If two 
neighbouring blocks have an identical index, there is no need to transmit the 
index for both of them. Two sets of information are sufficient to reconstruct 
all the indices: a map that shows the location of the identically indexed 
neighbouring blocks and the information about those blocks that do not have 
an identical index with their neighbours. Chapter 4 analytically shows the 
situation where IC-VQ (I) outperforms its counterpart VQ, and discusses the 
bit rates that IC-VQ (I) gives the maximum coding performance. The 
performance of IC-VQ (I) is compared with some VQ schemes and JPEG 
coding standard at low bit rates.
The coding performance of IC-VQ (I) depends on the probability of 
identically indexed neighbouring blocks. Chapter 3 shows that this 
probability decreases when the codebook size increases, hence an increase in 
the codebook size makes IC-VQ (I) less effective. Chapter 5 addresses the 
problem of IC-VQ (I) and introduces another method, index compressed VQ 
method II (IC-VQ (II) ). The theoretical basis of this new technique is that 
the high inter-block correlation in natural images results in a high probability 
that neighbouring image blocks are mapped to codevectors which have high 
correlation. In other words, the neighbouring blocks are mapped to a very 
small subset of the codebook containing relatively highly correlated 
code vectors. It can be concluded that if instead of the whole codebook a 
small subset to encode the neighbouring blocks can be considered, it is
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possible to improve the performance of traditional VQ schemes. Chapter 5 
gives the rate formula for IC-VQ (II) and compares this scheme with IC-VQ
(I), and some other coding schemes.
IC-VQ (II) allocates bits uniformly to image block indices by using a fixed 
size subset of the codebook to represent the neighbouring image block 
indices. This approach disregards the fact that high activity areas require a 
bigger subset of the codebook than low activity areas. In other words, high 
activity areas require more bits for their representation than low activity 
areas. Chapter 6 addresses the problem of uniform bit allocation employed 
in IC-VQ (II), and introduces index compressed VQ method III (IC-VQ (HI)) 
to overcome this problem.
IC-VQ (III) compresses the indices generated from a TSVQ, and results in 
high performance improvement over the TSVQ scheme. TSVQ was first 
introduced [Buzo 1980] to alleviate the encoding complexity of the basic 
VQ, full search VQ (FSVQ), at the expense of more distortion than FSVQ. 
The combination of TSVQ with method m  of index compression not only 
significantly improves the coding performance of TSVQ, but also this 
combination gives better performance than FSVQ.
The variable bit assignment procedure of IC-VQ (IH) is based on 
considering the genealogy of indices. It is possible that neighbouring blocks 
might not have an identical index, but there exists the probability of having 
an identical parent, grandparents and so on. If two neighbouring blocks do 
not have an identical index for a given rate, a coarse quantisation may 
result in mapping them into the same index, or their indices belong to a
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subtree of the big tree shaped codebook. IC-VQ (III) employs this feature to 
compress the indices.
Chapter 6 extends IC-VQ (III) for the case when the VQ coder is full search. 
The interesting characteristic of TSVQ is that each image block index 
contains its genealogical information, and acts as an identification card. This 
feature forms the basis of the method introduced in Chapter 6. The indices 
of a FSVQ do not carry the genealogical information, but through a simple 
method they can be easily endowed with such property, and consequently 
makes the combination of the third method of index compression with 
FSVQ possible. Chapter 6 performs some comparisons between IC-VQ (DI) 
and some other coding schemes.
Chapters 7 and 8 focus on improving the subjective quality of VQ by 
exploiting the benefits of index compression at low bit rates. A method of 
improving the subjective quality of the coded image is to employ an image- 
based codebook rather than a universal-based codebook [Goldberg 1986]. 
The reason is that a stationary codebook cannot adequately represent non­
stationary sources such as images. The method of image-based codebook 
VQ is sometimes referred to as image adaptive VQ (IAVQ). In Chapter 7 
the application of index compression in combination with image-based 
codebook VQ schemes is investigated. The result of this synergy is 
compared with the basic IAVQ proposed by Goldberg et al [Goldberg 1986].
One of the problems of IAVQ is that it assigns bits to low and high activity 
areas uniformly. Such a uniform bit allocation results in assigning more bits 
than required to represent low activity areas which can be well represented 
by universal-based codebook VQ. Chapter 8 addresses the problem of bit
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allocation in IAVQ, and introduces a method which first employs a 
universal based codebook VQ to encode all the image blocks and, then the 
residuals of active blocks are further encoded by an adaptive codebook. 
Chapter 8 introduces a simple method to detect the active blocks as well. 
This method employs the image block indices to distinguish the active 
blocks, and there is no need to transmit overhead information to represent 
the address location of the active blocks.
Chapter 9, the conclusion chapter, consists of two sections. The first section 
presents an overview of all chapters and the results obtained. The second 
section provides suggestions for furthering this study; additional research 
can have three directions, bit rate reduction of index compression schemes, 
application of index compression in areas such as medical images, and 
methods of bit allocation to improve the objective or subjective quality of 
the decompressed image.
1.3 Main Contributions
The main original contributions of this thesis are listed, the related papers to 
contributions are shown in front of them, and the complete information 
about papers is given in section 1.4.
1. The analogy between the index and pixel domain is presented in 
section 3.1 [8].
2. The possibility of reconstructing a low resolution version of an 
image using the image block indices is presented in section 3.2.2.1.
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3. The high probability of having identically indexed neighbouring 
blocks, after vector quantising the image at low bit rates, is shown in 
section 3.2 [7,8].
4. A new coding technique, IC-VQ (I), which exploits the probability 
of identically indexed neighbouring blocks, is introduced in Chapter
4. and the condition under which IC-VQ (I) outperforms its 
corresponding VQ scheme is presented in section 4.4 [8].
5. The high probability that the vector quantised version of 
neighbouring image blocks are mapped onto a small subset of the VQ 
codebook is shown in section 5.2 [2].
6. A novel coding scheme, IC-VQ (II), which exploits the high 
probability of mapping the neighbouring blocks indices on a subset of 
the VQ codebook indices, is introduced in Chapter 5, and the optimum 
rate of IC-VQ (II) is given in section 5.4.1 [2].
7. A novel variable rate VQ coder, IC-VQ (III), which exploits the 
genealogical relationship among the image block indices for the case of 
TSVQ is introduced in Chapter 6.
8. The concept of virtual tree for a FSVQ is introduced in section 6.7, and 
the new method developed for TSVQ in Chapter 6 is extended to FSVQ.
9. The application of index compression for a VQ scheme with 
memory to improve the performance of memory less VQ is introduced 
(IC-IAVQ) in Chapter 7 [1, 5, 7, 9].
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10. A simple and computationally efficient method of partitioning an 
image into high and low active blocks is introduced in section 8.3.
11. A method of variable bit allocation depending on image block 
activity in conjunction with index compression is introduced in 
Chapter 8 [2, 3, 6].
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This chapter consists of two sections. The first section is a brief discussion 
about a group of image compression schemes known as block coding. Three 
members of this group- orthogonal transform coding (OTC), block 
truncation coding (BTC) [Delp 1979] and VQ- are presented, and their 
differences, advantages and disadvantages are discussed. The second section 
is a literature survey on the methods proposed for improving the 
performance of VQ at low bit rates, and expounds the idea and the literature 
of index compression, which is the centre of attention in this thesis.
2.2 Block Coding
Block coding generally refers to those image compression schemes that 
compress a block of image pixels at each step. These schemes can be divided 
into two sets (Figure 2.1), namely orthogonal transform coding (OTC) and 
block quantisation coding (BQC). The compression capability of these 
schemes derives from the exploitation of the intra-block correlation. OTC
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em ploys an orthogonal transform  [A hm ad 1975], and B Q C  quantises an 
im age block in the pixel dom ain to exploit the inter-block correlation.
F igure 2.1: B lock  coding schem es
B Q C  schem es can  be fu rther d iv ided into tw o groups, B TC  and V Q . The 
d ifference  be tw een  these tw o m ethods is in  their quantisation  schem es. B TC  
em ploys a  scalar type quantisation  based  on the b lock  p ixels characteristics, 
and  V Q  quantises the b lock  o f pixels as one elem ent.
2.2.1 Orthogonal Transform Coding
O T C  is based  on applying an orthogonal transform  [A hm ed 1975] to each o f 
the  im age blocks. T he outcom e o f such transform ations fo r im ages is a 
pack ing  o f  m ost o f  the im age block 's energy in ju s t a few  transform  dom ain 
coeffic ien ts (energy packing property). H ence, it is possib le  to 
approx im ate ly  reconstruct an im age b lock  by  ju s t transm itting  or storing the 
few  transfo rm  dom ain  coefficien ts that contain  m ost o f  its energy.
T here  are several orthogonal transform s, nam ely the discrete Karhunen- 
Loeve, Fourier, C osine, Sine, Slant, W alsh, H adam ard, W alsh-H adam ard  and 
H aar transform s. T he optim um  orthogonal transform  in term s o f energy 
pack ing  effic iency  is the Karhunen-Loeve transform  (K LT) [A hm ed 1975],
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but the complexity involved in computing the KLT matrix makes it 
impractical [Rao 1990 pp. 31]. Besides, the energy packing superiority of 
KLT for highly correlated sources over some other transforms is marginal 
[Clark 1985 pp. 95]. From a practical point of view, the best transform in 
terms of energy packing capability for highly correlated sources is the 
discrete cosine transform (DCT) [Clark 1985 page 130, Rao 1990 page 123]. 
This conclusion has resulted in the development of fast algorithms and 
hardware implementations for the DCT [Rao 1990 pp. 48, pp. 439-446].
Figure 2.2 shows the block diagram of a simple OTC scheme. In the 
encoder section, the image is first partitioned into square blocks, then each 
block undergoes a linear orthogonal transform, and the resulting transform 
domain coefficients are allocated bits optimally [Huang 1966] and scalar 
quantised. The quantised coefficients are transmitted or stored. In the 
decoder section, the coefficients are first dequantised, and then the inverse 
transformation produces an approximate version of each image block. The 
most important parts of an OTC, which results in the most compression, are 
the bit allocation and quantisation step [Clark 1985]. The bit allocation 
process is based on the importance of the transform domain coefficients, and 
the quantisation puts the coefficients in a suitable form for transmission.
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F igure  2.2: B lock  d iagram  o f a com pression  schem e based  on transform
coding
O T C  suffers from  blocking effects at low  b it rates. T he reason  is the 
independen t p rocessing  o f each im age block. Som e o f the coding errors 
generated  from  quantisation  w ill p roduce d iscontinues in  the im age in  a w ay 
tha t the bo rder p ixels o f  one im age b lock  w ill, m ost likely, no t m atch  w ith  
the b o rder p ixels o f  the next im age block, thus generate the b locking  effect 
[Rao 1990, N etravali 1989]. Psychological considerations show  that the 
b lock-shaped  d isto rtion  generated  from  orthogonal transform s is ten  tim es 
m ore  d isp leasing  than  random  noise d istortion [M iyahara 1985].
V
Image
Departitioning 0- Dequantisation < - InverseTransform
2.2.1.1 Joint Photographic Expert Group Coding Standard
A fter about 30 years o f  research  on O TC, a m odification  o f th is schem e has 
becom e a standard  still im age com pression technique under the nam e Jo in t 
Pho tograph ic  E xpert G roup (JPEG ) [W allace 1991]. H ere, the JP E G  
standard  is b riefly  described  for tw o reasons- firstly  its h igh  perform ance 
over the trad itional transform  coding schem es, and secondly  m ost 
researchers in  im age coding use the JP E G  standard  as a benchm ark  to 
evaluate  the ir resu lts [W eiping 1995, E gger 1995, C onstan tinescu  1994, 
F ran ti 1994]. JP E G  has tw o advantages over trad itional O TC  schem es:
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adap tive quan tisation , and a variab le b it assignm ent p rocedure  w hich 
m atches the characteristics o f  each im age b lock  activity . F igure 2.3 show s 
the  b lo ck  d iag ram  o f a JP E G  encoder.
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Figure 2.3: B lock  diagram  o f a JPEG  encoder
T he JP E G  encoder first partitions the inpu t im age into 8x8 b locks o f  p ixels 
and then  applies a tw o d im ensional D C T to each im age block. The transform  
dom ain  coefficien ts are scalar quantised in a simple procedure of dividing each 
coefficient by a scalar, and rounding the resulting number. Despite the simplicity 
o f this process the quantisation is adaptive in the sense that each coeffic ien t is 
quan tised  based  on its effect on the hum an visual system . T he coefficien ts o f 
each im age b lock  are scanned in  a zigzag m anner to increase the possib ility  
o f  runs o f  zeros. T he D C  coefficien ts, w hich are the first coefficien t o f each 
b lock , and A C  coefficien ts are separately  encoded. T he encoding process o f 
D C  coefficien ts is a form  o f d ifferential coding o f the row  scanned version 
o f the D C  coeffic ien t o f  blocks. The A C  coefficients undergo an adaptive 
H uffm an  [H uffm an 1952] (or arithm etic [Pasco 1976, R issanen  1981, Jones 
1981] ) coding  and are transm itted . (In a baseline JPEG  coder H uffm an 
cod ing  is m andatory .) The decoder section is sim ply the inverse o f the 
encod ing  process. A  m ore detailed  descrip tion  o f the JP E G  standard  can be 
found  in  [W allace 1991, P ennebaker 1993].
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The quality of the coded image by JPEG at a given rate is highly dependent 
on the image activity and the bit rate. JPEG assigns more bits to active areas 
presumed to be important to the human viewer. However, because of the 
universal applicability of the JPEG coding standard, in some cases this 
method of quantisation results in assigning more bits to active areas such as 
textures like hair, grasses and fur, which are not important to the human 
viewer. On the other hand less bits are assigned to low activity areas. This 
approach results in blocking effects especially in low activity areas of the 
image at low bit rates.
2.2.2 Block Truncation Coding
The basic block truncation encoder first partitions the image into non­
overlapping similarly sized blocks, and extracts the mean and standard 
deviation of each block. The encoder constructs a bit plane for each block by 
setting the image block pixels with less than the block mean to zero and the 
rest to one. The basic block truncation decoder requires information of the 
mean, standard deviation and the bit plane of each image block for 
reconstructing the image. The image blocks are reconstructed by substituting 
the zeros and ones of the blocks' bit plane with a and b that are calculated 
according to the following formulae:
(2.3)
(2.4)
a = x + o





where 7 , a , m and q are the block mean, standard deviation, number of 
block pixels, and the number of block pixels assigned a one respectively. If 
k bits are assigned to each of the two factors of a block, standard deviation 
and mean, then the required rate for BTC is:
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* *  = i + -  bpp (2.5)m
If 8 bits are assigned to mean and standard deviation, the rate will be 2 bpp.
BTC is a very simple and computationally efficient coder, because the 
encoding process consists of calculating the mean, standard deviation, two 
factors (a and b), and a bit plane, and the decoding process consists of 
substituting the bit plane elements with two values (<a and b). However, the 
basic BTC has a low compression ratio, and cannot reproduce active areas 
such as edges well [Franti 1994]. In the literature, efforts to improve the 
performance of BTC are in the direction of reducing the required rate to 
represent the mean and standard deviation or the bit plane [Franti, 1994, 
Franti 1995, Healy 1981, Wu 1991, Udpikar 1987, Lu 1991, Mitchell 1980, 
Nasiopoulous 1991, Kamel 1991, Roy 1991]. In literature, there is no 
application of BTC at bit rates less than 1 bpp, and its successful application 
at bit rates around 1 bpp requires using more complex procedure which 
detract from the significant feature of the basic BTC; its simplicity [Franti, 
1994].
2.2.3 Vector Quantisation
The basic VQ [Gray 1984, Makhoul 1985, Nasrabadi 1988] encoder first 
partitions the input image into small and similarly sized blocks (vectors), then 
compares each vector with a set of pre-determined vectors (codebook), and 
finds the best matching with the vector from the codebook in terms of a 
similarity measure (mostly MSE, or WMSE [Cosman 1993]). Associated 
with each vector in the codebook (codevector) is an index, and the encoder 
stores or transmits the index of the best matching codevector instead of the 
image block. The basic VQ decoder reconstructs the vectors by substituting 
the image vectors' indices with their corresponding codevectors from the
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codebook. VQ achieves its compression capability by representing a block 
of pixels with the corresponding index in the codebook. The bit rate of the 
basic VQ is the ratio of the bits to represent the index of a vector over the 
vector dimension [Gray 1984, Makhoul 1985, Nasrabadi 1988].
The most interesting feature of the basic VQ coder is its decoder simplicity. 
The decoder part is just a lookup table. Each index indicates the address of 
its corresponding codevector in the codebook. It can be seen that VQ has a 
simpler decoder than OTC, and BTC. The encoding process of VQ involves 
more operations than BTC, because the VQ encoder has to compute the 
MSE between each block and all the members of a set of codevectors, and 
then selects the codevector with the smallest MSE. The BTC encoder only 
needs to compute the variance and mean of a block, and based on these two 
factors quantises the block as explained previously.
The implementation of a VQ scheme involves a distortion calculation for each 
image block and comparisons to select the least distortion- whereas a 
transform coder requires a transformation and a quantisation. Whichever 
implementation is selected- software or hardware- distortion calculations 
and comparisons are much simpler computational operations than an 
orthogonal transformation. Of course one needs all the attending factors to 
have an accurate comparison of the computational time.
The encoding time of VQ depends on the rate, while the encoding time of 
OTC and BTC schemes have no dependence on rate and always remain the 
same. At low bit rates the computational cost of VQ is considerably 
reduced, because the codebook size is small, thus the number of distortion
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calculations is small. By comparison there is no computational change for 
OTC and BTC.
2.3 Review of the Methods of Improving the Performance of the Basic 
VQ at Low Bit Rates
The basic VQ has to represent all the possible forms of image blocks by only 
a small set of fixed vectors at low bit rates, thus its performance is poor 
[Nassrabadi 1988]. Two important methods of improving the performance 
of VQ at low bit rates are some memory less VQ schemes such as classified 
VQ (CVQ) [Ramamurthi 1986] and variable rate VQ [Chou 1989, 
Lookabaugh 1993, Riskin 1990, 1991], and VQ schemes with memory such 
as variable block size VQ (VB-VQ) [Vaisey 1988, 1992], finite state VQ 
(FS-VQ) [Aravind 1986, 1987], predictive VQ [Lookabaugh 1993], image 
adaptive VQ [Goldberg 1986], and index compressed VQ (address VQ 
[Feng 1988, Nasrabadi 1990a, Nasrabadi 1990b]). This section presents each 
of these methods briefly.
2.3.1 Memoryless VQ schemes
Memory less VQ schemes refer to those techniques which disregard 
the inter-block dependency in the compression process. The notable 
methods are CVQ and variable rate VQ. Next each of these schemes 
are explained.
2.3.1.1 Classified VQ
One of the disadvantages of the basic VQ schemes, such as full search and 
tree-structured VQ, is their inability to reproduce edges at low bit rates 
[Nasrabadi 1988]. Ramamurthi and Gersho [Ramamurthi 1986] introduced 
classified VQ (CVQ) to alleviate this problem. CVQ partitions the image
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b locks in to  edges w ith  various orien tations and background  classes, and 
generates separate  codebooks fo r each  class. This schem e assigns m ore b its 
and  uses a  sm arter codebook  to com press the edge inform ation.
T he  advan tage o f  C V Q , besides its good ability  in  edge reproduction , is its 
red u ced  com putational cost w hen  com pared  w ith  FSV Q . In  o rder to  im prove 
the perfo rm ance o f  V Q , it is necessary  to increase the codebook  size and 
thus the com putational cost o f  encoding. C V Q  obviates this p rob lem  by 
requ iring  a sm all codebook  fo r each class o f  im age block. H ow ever the 
draw back o f CV Q  is the overhead needed to identify  the class o f  each  im age 
b lock . F igure  2 .4 show s the b lock  d iagram  o f this scheme.
Figure 2.4: B lock  d iagram  o f C V Q
C V Q  resu lts in  im ages w ith  good quality  at b it rates above 0.7 bpp 
[R am am urthi 1986]. Som e m odifications o f  C V Q  w ith  sm arter b lock  
c lassifiers in  the transform  dom ain  have been  reported  w hich  are able to 
encode  im ages w ith  good quality  at b it rates dow n to 0 .4  bpp [K im  1991, 
K im  1992]. T he im provem ent has been  achieved at the expense o f  applying 
a lin ear orthogonal transform ation  in  the encoder w hich  consequently  
increases the  com putational bu rden  o f the encoding  process.
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2.3.1.2 Variable rate VQ
One of the problems of the basic VQ is the assignment of the same amount of 
bits to all the generated clusters, whereas the clusters normally have different 
probability of occurrence and different effect on the incurred distortion. A 
straight forward method of improving VQ performance is to use a variable rate 
based on the clusters' probability of occurrence and their effects on the 
distortion.
Two groups of methods have been introduced in this regard; entropy 
constrained VQ (ECVQ) and pruned TSVQ [Chou 1989, Lookabaugh 1993, 
Riskin 1990, Riskin 1991]. In ECVQ [Chou 1989], a variable length code is 
assigned to each codevector depending on the distortion and the probability of 
occurrence of a cluster member. In pruned TSVQ, a balanced tree [Lookabaugh 
1993, Riskin 1990] or a greedy tree [Riskin 1991] is optimally pruned by 
Breiman, Friedman, Olshen and Stone (BFOS) algorithm [Breiman 1984].
The improvement achieved by pruned TSVQ (PTSVQ) and ECVQ over FSVQ 
at 0.3125 bpp for a test image from USC database "Lena" are only 0.23 dB and 
0.5 dB and in maximum cases are 0.5 dB and 1.7 dB respectively. In terms of 
subjective quality both schemes have the same problems as the basic VQ at low 
bit rates. The only advantage of PTSVQ over FSVQ is its tree-shaped searching 
process which makes PTSVQ computationally more efficient than FSVQ. The 
design process of ECVQ is much more complex than FSVQ [Lookabaugh 1993 
page 191, Gersho 1992 page 665].
In general variable rate coding improves the performance of a fixed rate coder 
[Gersho 1992, pages 631-632], and they are more suitable for applications 
such as storage and packet switched communication networks. However,
Literature Review 24
there are two problems in application of variable rate coders. First, many 
applications require a fixed transmission rate. In these situations, extra 
buffering equipment is required to change a variable rate coder to a fixed 
rate coder. Secondly, some variable rate coders propagate the channel noise. 
For example, in variable length coding techniques, a change in any of 
symbols may result in considering a longer or shorter code instead of the 
real code, and this error propagates through the entire bit stream.
2.3.3 VQ schemes with Memory
Memory less VQ coders are sub-optimum in the sense that they disregard the 
inter-block correlation. In natural images there exist high inter-block 
correlation that can be exploited to achieve further coding performance. The 
group of VQ schemes in which inter-block correlation is exploited are called 
VQ with memory.
Some important groups of VQ schemes with memory which have been used 
in image compression are variable block size, predictive, finite state, image 
adaptive and address VQ. Here, each of these schemes is briefly discussed. 
While all these schemes outperform FSVQ at low bit rates, they introduce 
more complexity in design or implementation.
2.3.3.1 Variable block size coding
In a block coder such as VQ, the first step is to partition the input image into 
small blocks, where in most cases the blocks are distinct and are the same 
size. There are big smooth areas in images that can be compressed with a 
small fraction of bits, and the small block size partitioning ignores this 
characteristic. A method of exploiting this characteristic is to partition the
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image into variable size blocks, where the bigger blocks are in smooth areas 
and the smaller ones are in active areas.
Vaisey and Gersho [Vaisey 1988, 1992] introduced a variable block size 
coder based on VQ which results in a very good subjective quality at 0.325 
bpp. However their scheme requires three more steps besides a variable 
block size partitioning process. A hybrid transform VQ is used to encode 
large-sized blocks, and a transform-domain-based method is employed to 
detect the high activity blocks, which are of low visual importance. Finally a 
post-processor is utilised to improve the subjective quality of the quantised 
image. These several steps make their algorithm tremendously complicated.
One of the disadvantages of variable block size VQ is the requirement of a 
scheme to divide the image into variable size areas in a way such that highly 
correlated regions have a large size and low correlated regions have a small 
size. This scheme requires a criterion to measure the correlation in each part 
of the image or a simple method such as AC energy of blocks to meet that 
requirement. The later results in an increased computational complexity of 
the scheme. The former results in an approximate scheme which may not 
been able to distinguish the visually important areas from the areas of low 
importance, since the visually important areas may also be located in low 
activity regions. Another disadvantage of variable block size VQ is the 
overhead information about the size and location of blocks. Although there 
exist fast and efficient methods in this regard [Samet 1984], there is still the 
constraint imposed by the allowable shape of blocks which leads to 
inefficient use of bits [Boxerman 1990].
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2.3.3.2 Predictive VQ
P red ic tio n  is the sta tistical p rocedure  o f  estim ating one or m ore random  
variab les from  the observation  o f o ther random  variab les. In  h ighly  
co rre la ted  im ages the p red icab ility  o f  past or fu tu re  im age p ixels or b locks 
from  the p resen t values is considerable. N o cost in  term s o f  b its needs to be 
p a id  fo r p red ic tion , and the residual errors betw een  the p red ic ted  and actual 
p ixels values requ ire  less b its than  the orig inal values fo r transm ission  or 
sto rage . H erein  lies the m ain  advantage o f predictive coding. So far there  is 
no  theore tica l p ro o f to show  that predictive V Q  perform s be tte r than  
m em ory  less V Q , b u t this is the case in  practice  [G ersho 1992].
P red ictive  V Q  first estim ates an im age b lock  from  its neighbours, then  finds 
the  res id u al e rro r betw een  the estim ated b lock  and the actual one. T he index  
o f  the residual vector is transm itted  or stored. For sim plicity , three 
neighbouring  blocks are norm ally  used to p red ict an im age block. A n 
exam ple  is show n in  F igure  2.5, p ixel "x" o f  the im age b lock, w hich  is under 
estim ation , is p red ic ted  by using five pixels from  its neighbouring blocks, 
nam ely  p ixels a, b, c, d, and e. Figure 2.6 show s a b lock  d iagram  o f a 




F igure  2.5: P red icting  pixels o f  the b lock  in  south-east from  its ne ighbouring
blocks
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F igure 2.6.a: E ncoder o f a P redictive V ecto r Q uantiser
F igure  2.6.b: D ecoder o f  a Predictive V ector Q uantiser 
A  group o f  V Q  coders are variable rate  predictive coders such as pred ictive 
en tropy  constra in t V Q  (PEC V Q ), and predictive PT SV Q  (PPTSV Q ). T hese 
schem es have bo th  the advantages o f  variable rate  and predictive coders. The 
perfo rm ance  o f these predictive coding schem es show  significant 
im provem ent over FS V Q  both  objectively  and subjectively  fo r a test im age 
"Lena" at b it rates around 0.3 bpp. O f course these advantages are achieved  
at the  use  o f  m ore com plexity  in  design and im plem entation w hen  com pared  
to  the basic  V Q  [L ookabaugh 1993 page 193].
2.3.3.3 Finite State VQ
F in ite  state  V Q  (FS-V Q ) is another m em ber o f the V Q  fam ily  o f  schem es 
w ith  m em ory. F rom  one po in t o f  view  FS-V Q  is sim ilar to C V Q . The 
enco d er o f  C V Q  finds the class o f  each b lock  and, the b est m atch  w ith  the
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block from its class. It thus requires two groups of information, one to 
identify the class of the block and the other for the best match with the block 
within its class. The procedure for FS-VQ is different: instead of a class, 
each block has a state, and each state has a codebook. Encoder and decoder 
predict the state of each block by considering its previous blocks, thus 
eliminating the need for extra information about the state of each block. The 
FS-VQ encoder finds the best match with each block within the members of 
the block state, and the FS-VQ decoder finds the associated code vector to 
each image block index by searching through the corresponding state 
codebook. It is important that the decoder and encoder should always be 
synchronised, because there is no overhead to introduce the next state, and 
the decoder has to find it itself (next-state function block in Figure 2.7).
Figure 2.7 shows the block diagram of the encoder and decoder of a FS-VQ. 
In the figure sn is the state of a block, q  represents the codebook of each 
state, and un is the index associated with a state. The encoder finds an 
image block index based on the block's state. A next-state function uses the 
index of the encoded vector to generate the state of the next vector. The 
decoder uses the index of a previously received vector to generate the state 
of the newly arrived vector. The state of a vector and its index are used to 
find its corresponding codevector.
The design process of FS-VQ is complicated. It involves designing an initial 
classifier to classify the input vectors into states, a state space, next state 
function and the state codebook. The state codebook should be improved by 
some iteration process. It is obvious that the design procedure of FS-VQ is 
more complicated than the basic VQ which requires only a codebook 
generation algorithm and a set of training vectors.
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Encoder
Figure 2 .7 .a: E ncoder o f  a FS-V Q
Figure 2.7.b: D ecoder o f  a FS-V Q
T he app lica tion  o f FS-V Q  in im age com pression w as first in troduced  by 
A rav ind  and G ersho  [A ravind 1986, 1987]. E xcellen t resu lts have been  
ach ieved  at 0.25 bpp fo r the "Lena" im age (30 dB PSN R ) w hen  FS -V Q  in 
com bination  w ith  H uffm an coding is used  [Kim  1988]. A  d raw back  o f FS- 
V Q , apart from  its design  com plexity , is its h igh  sensitiv ity  to noise. I f  the 
enco d er and  decoder lose their synchronisation, the rest o f  the im age blocks 
fro m  th a t p o in t onw ards is corrupted  by noise.
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2.3.3.4 Image Adaptive VQ
One of the disadvantages of the basic VQ is the use of a stationary codebook 
for non-stationary sources such as images. This results in poor representation 
of active areas such as edges [Goldberg 1986]. Better performance in 
compression can be achieved if one uses the characteristics of each image 
rather than a general assumption [Gersho 1992, Jayant 1993].
A method of exploiting the image specification in a compression procedure 
is to generate the codebook based on the image itself [Goldberg 1986] or to 
update the codebook as the characteristics of the images under consideration 
changes [Gersho 1989]. The side effects of adaptive codebook generation 
and codevector updating are the overhead information about the codebook 
that needs to be transmitted, and real-time codebook generation.
2.3.3.5 Address VQ and Index Compressed VQ
So far two groups of methods to improve the performance of VQ have been 
presented. The first group, memory less VQ schemes, improves the coding 
performance of VQ by allocating more bits to active or visually important 
areas such as edges, or by assigning more bits to areas with low probability 
of occurrence and less bits to others. The second group, VQ schemes with 
memory, is based on exploiting the inter-block correlation, non-stationary 
codebook or using a variable rate coder in combination with inter-block 
correlation removal schemes.
Another approach is that which exploits the inter-block correlation in the 
index domain. This scheme is a combination of a VQ scheme and an a 
lossless index compression scheme. Feng and Nasrabadi [Feng 1988,
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Nasrabadi 1990a, Nasrabadi 1990b] proposed this scheme for the first time 
and they called it address VQ. In the form in which it was proposed, address 
VQ enjoyed the simplicity of memory less VQ but suffers from a complexity 
problem in the compression of the indices and codebook generation for 
encoding the indices [Gersho 1992]. Albeit, very good results are reported at 
low bit rates.
The index compression scheme introduced by Feng and Nasrabadi [Feng 
1988] has three codebooks. The first codebook is used to quantise a mean 
removed version of the image blocks. The size of this codebook is 128. The 
indices obtained are then sent into a lossless vector quantisation scheme 
based on the second codebook. The indices of each four neighbouring blocks 
are compared to a very big codebook of patterns; the size of the used pattern 
is 16384. If there exists a match with the indices of these four neighbouring 
blocks they will become candidate for another test, otherwise the index of 
these blocks has to be transmitted. If there exists a match, instead of 4 
indices, one index from the second codebook can be transmitted.
A third step is performed on the indices of those four neighbouring blocks 
which has a matching index from the second codebook. In this step the 
indices of 4 nearest neighbouring blocks, 16 neighbouring blocks in the form 
of 4x4, are compared with the patterns in the third codebook. If there is a 
match, then instead of the indices of 16 blocks, one index is sufficient. 
Nasrabadi and Feng used a codebook of size 1024 for the third step. A map 
is required to show the results of the test performed in each section.
The first problem of address VQ is the high computation required to 
generate the second and third codebooks. For a perfect match in the second
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codebook, when the size of the first codebook is 128, its size should be 
268435456, and consequently the size of the third one is out of the question. 
However, because of high correlation in natural images, the probability of 
having most of the combinations of 4 out of 128 indices associated with the 
codevectors is low, and there is a need just to select some of the 
combinations with high probability of occurrence and ignore the rest. This 
requires reordering all the occurred combinations based on their frequency. 
However, this procedure demands a high computational cost because of the 
large number of the possible combinations. In a very similar method, 
Nassrabadi and Feng [Nasrabadi 1990b] solved the computational 
complexity, but their solution provided other problems such as the 
synchronisation between the encoder and decoder, and the computational 
complexity of reordering the second codebook at the receiver and transmitter 
during the encoding of each block [Nasrabadi 1990b].
The second problem of address VQ as proposed by Feng and Nasrabadi 
[Feng 1988, Nasrabadi 1990a, Nasrabadi 1990b] is the method of predicting 
the mean of blocks. They used the dequantised version of previous blocks to 
predict the mean of blocks without transmitting any information. In other 
words, the mean of blocks highly depends on the mean of previous blocks. 
The side effect of this method is a reduction in the dynamic range of the 
block means, and a consequent blurred image.
The third problem of address VQ is the amount of memory required for 
storing codebooks in comparison to its counterpart mean removed VQ. 
Assuming 8 bpp for each component of the codevectors of the basic mean 
removed VQ, the ratio of the codebooks for the address VQ to the basic
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mean removed VQ is about 36. If image quality is to be improved by 
increasing the codebook size, this ratio will increase considerably.
In spite of all the enumerated problems, the high performance of address VQ 
in terms of PSNR at low bit rates, makes it feasible to apply VQ at low bit 
rates. The PSNR of address VQ for the same image used in other previous 
sections, Lena, is 30.6 dB at 0.256. This thesis introduces new VQ schemes 
based on index compression- they are termed index compressed VQ (IC- 
VQ) scheme. All these schemes compress the indices obtained by a FSVQ or 
TSVQ and use only the codebook of a simple VQ scheme such as TSVQ 
and FSVQ.
The basis of the compression capability of the new method is the high inter­
block correlation in natural images. This affects the characteristics of the 
indices of neighbouring blocks such that the neighbouring blocks tend to 
have identical indices or are mapped onto a small subset of the set of all the 
VQ indices. The difference between the newly introduced index 
compression schemes and address VQ is the direct use of image indices' 
characteristics to exploit the inter-block correlation, rather than generating a 
global set of vectors to describe the inter-block correlation as in address VQ. 
In other words the index compression methods proposed in this thesis are 
image adaptive.
Figure 2.8 shows the generic block diagram of the new coder. At first the 
input image undergoes a VQ scheme, then the resulting indices are 
compressed and sent through the channel. At the decoder, the indices are 




Figure 2.8: B lock  d iagram  o f  an IC -V Q  schem e
D esp ite  the overall sim plicity  o f  the schem e, its perform ance, especially  at 
low  b it rates, is very  in teresting  and b e tter than  m ost o f  the V Q  coders w ith  
m em ory , and it is ob jectively  and subjectively  superior to the JP E G  coding 
standard . Som e o f the new  index  com pression  schem es, w ith  little  
m odifica tion , give about the sam e resu lts as address V Q , b u t w ith  m uch  less 
com plex ity  in  term s o f codebook generation, encoding, decoding  and the 
req u ired  m em ory  fo r the codebook  than  address V Q .
2.4 Summary
T his chap ter first p resen ted  som e b lock  coding schem es including  
orthogonal transform  coding, b lock  truncation  coding and V Q . T hese 
schem es are com pared  in  term s o f im plem entation and coding perform ance. 
I t is show n that the decoder part o f  V Q  is com putationally  m ore effic ien t 
th an  the o ther b lock  coding schem es and that V Q  show s b e tter perform ance 
than  B T C  at low  b it rates.
T he  second  section  rev iew ed  the m ethods fo r im proving the perform ance o f 
V Q  at low  b it rates. Som e m em oryless V Q  coders, such as CV Q , and V R - 
V Q , by  generating  special codebooks for v isually  im portan t areas or 
assign ing  m ore b its to active areas, im prove the coding perform ance o f the 
b asic  V Q  m arginally . V Q  schem es w ith  m em ory are able to im prove the 
perfo rm ance  o f the basic  V Q  coders by considering the in ter-b lock  
corre la tion , b u t at the expense o f m ore com plexity  in  the design  procedure.
Image
Literature Review 35
The final section focused on a group of VQ schemes with memory, called 
index compression schemes, which exploit index correlation rather than 
directly operating on the image blocks pixels as other VQ schemes with 
memory. An early approach to index compression, address VQ, provides 
significant results but is computationally complex and expensive due to 
codebook generation and codebook memory requirements respectively. This 
thesis introduces some new index compression schemes. The new schemes 
are able to provide comparable results with much lower complexity than 
address VQ.
Chapter 3
Characteristics of Quantised Image Indices at Low
Bit Rates
3.1 Introduction
This chapter presents the characteristics of the indices obtained from a 
quantised image at low bit rates. It is shown that the high correlation among 
image pixels exhibits itself among the indices of the quantised image. An 
outcome of this feature is the high probability of identically indexed 
neighbouring pixels or vectors (blocks). The new compression schemes 
introduced in this thesis extensively employ this feature to compress the indices.
The organisation of this chapter is as follows. The next section establishes the 
connection between correlation in pixel and index domains. The second section 
empirically shows the probability of having two neighbouring pixels or vectors 
with identical indices is high. The empirical results have been obtained from 
tests carried out on a source model and some USC database images. This 
chapter separates the treatment of scalar from the vector case for ease of 
presentation, since the latter is a generalisation of the former.
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3.2 Image Correlation in Pixel and Index Domains
The scalar or vector quantisation encoder compares a pixel or a vector to the 
members of a codebook, and selects the best matching pixel or vector from the 
codebook (codevector); the encoder transmits or stores the associated index. 
This section shows that the quantisation of highly correlated sources results in 
highly correlated indices. The following two sub-sections demonstrate this 
characteristic for scalar and vector quantisation.
3.2.1 Pixel and index domains correlation in scalar quantisation
The effect of scalar quantisation on the index domain correlation can be easily 
investigated by considering an Appoint memoryless uniform scalar quantiser. 
While a uniform scalar quantiser is not the optimum scalar quantiser, it satisfies 
the present purpose to demonstrate the relationship between pixel and index 
domains correlation.
An TV-point uniform scalar quantiser partitions a continuous subset of real 
numbers into N  exclusive cells, assigning a real and an integer number to each 
cell; the real number is the quantised version of each member of the cell and the 
integer number is its associated index. Either of these two values is sufficient to 
specify the quantised value of each real number.
A test has been performed on an autoregressive source order one, AR( 1), to find 
out the relationship between the correlation in pixel and index domains. An 
AR(1) model is useful to represent a raster scanned image [Jain 1989, page 190-
194], and is given as:
x(n) = rx(n -1) + e(n) (3.1)
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w h ere  x (n ), r, and e(n) are the signal, the first lag co rre la tion  coeffic ien t and  the 
w h ite  no ise  signal respectively . Appoint un ifo rm  scalar quan tisers, depending  on 
r  and  fo r N  be tw een  1 and 256, have been  generated . F igure  3.1 show s the 
resu lts  o f  the indices co rrelation  fo r h ighly  correlated  sources. F igures 3.2 to  3.4 
dep ic t an  A R ( 1 ) source w ith  r=0 .96 , its quan tised  version  at 4 bpp  and  their 
associated  ind ices respectively .
F igure  3.1: E ffect o f  unifo rm  scalar quantisation  on the first lag co rrelation  
coefficien ts o f  the indices o f  an A R ( 1 ) source
F igure  3.1 show s that the quantisation  o f highly correlated  sources generates 
h igh ly  co rre la ted  indices. T he reason  can  be stated as fo llow s. H ighly  correlated  
sources con ta in  p ixels w ith  about the sam e value. T his characteristic  increases 
the  p robab ility  o f  m apping the scalar quantised  version  o f tw o neighbouring  
p ixels in to  the  sam e quan tisation  cell, o r into the neighbouring cells w hich  are 
re la tive ly  h igh ly  correlated . This leads to h igh  indices correlation.
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Figure 3.2: A n  A R (1 )  signal w ith  r= 0 .96
F igure  3.3: 4 bpp  quan tised  version  o f the signal show n in  F igure  3.2
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Figure 3.4: Indices o f 4 bpp quantised version o f the signal shown in Figure 3.2
3.2.2 Pixel and index domains correlation in vector quantisation
T his section  investigates the rela tionsh ip  betw een  the p ixel and index  dom ains 
co rre la tion  fo r the indices obtained from  vector quantising natural images. This 
investigation has been perform ed for FSV Q  and TSV Q , and carried  out on  tw o 
sam ple im ages d isp layed  in  F igures 3.5 and 3.6.
F igure  3.5: L e n a  F igure  3.6: A irp la n e
3.2.2.1 Pixel and index domains correlation in TSVQ
A  tree  can  be  considered  as a m ap that represen ts a fam ily generation  in  a w ay 
th a t every  node o f  the tree  is a descendan t o f  the corresponding  node in  the
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level before it. The tree map can give the relationship between any two leaves 
or nodes of the tree. In TSVQ, the indices of vector quantised images are the 
labels of the tree leaves. They represent the path from a leaf to the root of the 
tree, and this path shows a tree leafs ancestors. In other words, these labels are 
not only the symbols to find a match for a vector from a look-up table, but also 
express the genealogy of each vector. Hence the more the similarity between 
two vectors, the more similar will be their corresponding indices.
High correlation in natural images lead to adjacent pixels with about similar 
intensity, consequently there is a high probability of low MSE difference 
between adjacent image blocks. This characteristic results in mapping 
neighbouring blocks to similar codevectors when MSE is used as a matching 
criterion. In TSVQ, the children of a node have the least possible MSE 
difference or, small MSE difference between two codevectors lead to their 
being closer in the tree map, and consequently having more similar indices. The 
outcome of these observations is that the indices of a tree structured vector 
quantised image are highly correlated.
A universal binary TSVQ codebook, with the rate of 8 bpv, was generated to 
demonstrate the above argument. The indices of two test images, shown in 
Figures 3.5 and 3.6, are obtained. Two tests were performed to show the 
relationship between the pixel and index domain correlation. The correlation in 
the pixel and index domain were computed, then the possibility of image 
reconstruction with only the indices is illustrated.
Characteristic of Indices of Quantised Images at Low Bit Rates 42
F igures 3.7 and  3.8 respectively  dem onstrate  the row - and  co lum n-w ise  
co rre la tio n  o f p ixels and the indices. T he m ethod o f co rre la tion  com putation  
fo r im ages is as fo llow s; several sam ples o f  row s and colum ns fo r each  im age 
have  b een  random ly  selected , and the average value o f the co rre la tion  in  each 
d irec tion  has been  u tilised  as an estim ation  o f  correlation . O f course  fo r n o n ­
sta tionary  sources such as im ages, the co rrelation  is no t constan t all over the 
im age, fo r exam ple the correlation  in  the areas contain ing  edge or tex tu re  is less 
than  in  the  low  activ ity  areas such as background. T he resu lts p resen ted  only 
g ive an  estim ation  o f the correlation  under the assum ption  o f  a sta tionary  im age 
m odel [Jain 1989, pages 189-209]. T he outcom e o f resu lts is that the first lag 
co rre la tion  o f  p ixels and indices are very sim ilar.
F igure  3 .7 .a: R ow -w ise correlation  o f im age's p ixels and indices fo r the im age
" Lena"
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F igure  3.7.b: R ow -w ise correlation  o f  im age's p ixels and indices fo r the im age
"A irplane"
F igure  3 .8 .a: C olum n-w ise correlation  o f im age's p ixels and indices fo r the
im age "Lena"
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F igure  3.8.b: C olum n-w ise correlation  o f im age's p ixels and ind ices fo r the
im age "Airplane"
It is possib le  to reconstruct an im age from  its indices. F igures 3.9 and 3.10 
illu stra te  the reconstructed  version o f tw o im ages based  on their ind ices. T he 
im age is tree-structu red  vector quantisation  w ith  average ra te  o f  6 bpv. A  
con stan t value w as added to  the indices to show  the im ages m ore clearly . This 
experim en t is ano ther em pirical p ro o f fo r the rela tionsh ip  betw een  the index 
and  p ixel dom ains correlation.
F igure  3.9: L en a  by  indices F igure 3.10: A irp la n e  by  indices
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3.2.2.2 Pixel and index domains correlation in full-search vector quantisation
In a FSVQ, directly extending the relationship between the pixel and index 
domains correlation, as in TSVQ, is difficult. This is because of the differences 
between the methods of codebook generation, and index assignment of these 
two schemes. The indices in FSVQ are just symbols employed as a key to 
reconstruct a block and convey no other information as in TSVQ. Figures 3.11 
and 3.12 illustrate the pixel and index domains correlation of a FSVQ scheme 
(8 bpv) respectively. The graphs labelled "A" and "B" show the correlation in 
the pixel and index domains respectively. It is evident that the index domain 
correlation is different from the pixel domain correlation.
In order to see the existence of the analogy between the inter-block and inter­
pixel correlation in FSVQ and TSVQ, the codevectors have been ordered based 
on their energies. Of course, this may not be the best method of ordering the 
codevectors to evaluate the inter-indices correlation, but it is sufficient to show 
the analogy between the index and pixel domains correlation, and also the 
method is computationally efficient. The graph labelled "C" in Figures 3.11 and 
3.12 illustrate the index domain correlation after code vectors re-ordering. The 
relationship between the correlation in pixel and index domains is evident from 
these figures. The first lag correlation of indices and pixels in both cases, row- 
or column-wise, are very similar to each other.
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F igure  3.1 l.a :  T he row -w ise correlation  o f indices and p ixels fo r the im age
"Lena"
F igu re  3.1 Lb: T he row -w ise correlation  o f indices and pixels for the im age
"Airplane"
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F ig u re  3 .12.a: T he co lum n-w ise  corre la tion  o f  p ixels and ind ices o f  im age
"Lena"
F ig u re  3 .12.b: T he co lum n-w ise co rrelation  o f  p ixels and ind ices o f  im age
"Lena"
3.3 The Probablity of Identically Indexed Neighbouring Pixels or Blocks
A n  effec t o f  scalar quan tisa tion  on highly  correlated  sources w as the possib ility  
o f  m ap p in g  ne ighbouring  p ixels onto  identical cells (F igures 3.2 and  3 .3). I f  tw o 
ne igh b o u rin g  p ixels have the sam e index, transm itting  bo th  o f  them  is 
red u n d an t. S ide in fo rm ation  to  show  the m ap o f  p ixels w ith  id en tica l ind ices 
and  a frac tio n  o f  the  w hole  ind ices are sufficien t to  reconstruct the  im age. T he
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capab ility  o f  th is approach  in  im age com pression  requ ires an investigation  o f 
the  p robab ility  o f  iden tica lly  indexed  neighbouring  b locks. T his section  details 
an  em pirica l investigation  o f  this p robab ility  fo r scalar and vecto r quan tisation .
3.3.1 The probablity of identically indexed neighbouring pixels in scalar 
quantisation
T he p robab ility  o f  iden tically  indexed  neighbouring  blocks has been  m easured  
fo r A R (1 )  sources. F igure 3.13 show s this probab ility  fo r quan tisations from  1 
to  8 bpp . T h is p robab ility  for 2 bpp w hen r= 0.99 is about 0.95, thus im plying 
th a t the  in fo rm ation  o f only  five percent of pixels and the inform ation o f the map 
o f identically indexed neighbouring pixels are sufficient to reconstruct the signal.
F igure  3.13: T he probability  o f  having  neighbouring pixels w ith  iden tica l
indices after quantisation
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3.3.2 The probablity of identically indexed neighbouring blocks in vector 
quantisation
This section investigates the probability of identically indexed neighbouring 
blocks when the image is vector quantised by FSVQ or TSVQ. An experiment 
was performed by employing a set of 26 images from the USC database to show 
this probability. The average rate of the codebooks in this experiment was 1 to 
7 bpv.
Six groups of probabilities were measured. These are the probabilities that a 
block has a neighbour, located in the north-west-side, north-side, west-side, north- 
or west-side, north-west-, north- or west-side, or north-west, north-east, north- or 
west-side, with an identical index with the block index. A, B, C, D, E and F are 
respectively used to show these six cases for simplicity in presentation .
Appendix A gives the results obtained for all these cases, for 2x2 and 4x4 block 
sizes. Figures 3.15 and 3.16 show the average results of all 26 images, when 
the block size is 4x4. The results indicate that the probability of identically 
indexed neighbours is a function of three variables, bit rate, block size and number 
of neighbouring blocks. This probability is an increasing function of the number of 
neighbouring blocks and a decreasing function of block size and bit rate.
The probability results for TSYQ are higher than those for FSVQ. The reason 
is the search constraint in TSVQ. The blocks have more choice in a FSVQ than 
TSVQ in finding the best matching codevector. TSVQ restricts each block from 
all the possible choices by the search constrain. In other words, TSVQ quantises
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each  b lo ck  b y  a sm aller co d ebook  th an  FS V Q . C o n seq u en tly  th is  resu lts  in  
h av in g  m o re  iden tica lly  ind ex ed  n e ighbouring  b locks fo r T S V Q  th an  F S V Q .
T h e  e ffec t o f  b lo ck  size  is such  th a t the  sm aller b lo ck  size  in c reases the 
p ro b ab ility  o f  id en tica lly  ind ex ed  ne ighbouring  b locks. T he  h igh  co rre la tio n  in  
n a tu ra l im ages resu lts  in  low  p ix e l v aria tion  in  sm all areas, and  conseq u en tly  
n e ig h b o u rin g  sm all b locks tend  to  have  p ixels w ith  abo u t the  sam e in tensity . 
H en ce , m o re  n e ighbouring  b locks are m apped  on to  the  sam e codevecto r, w hen  
co m p ared  w ith  the s itua tion  w here  the b lo ck  size is large.
F ig u re  3.14: T he  p robab ility  resu lts  o f  hav ing  an iden tica l index  w ith  
n e ig h b o u rin g  b locks in  six  cases fo r ind ices ob tained  from  a T S V Q  schem e
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F ig u re  3.15: T he  p robab ility  o f  hav ing  an iden tica l index  w ith  neighbouring  
b locks in  six  cases fo r indices ob tained  from  a F S V Q  schem e
3.4 Summary
T h is ch ap ter investiga ted  tw o characteristics o f  ind ices ob tained  from  scala r and 
v ec to r quan tisa tion  fo r a source m odel and som e natura l im ages. T he  first 
sec tio n  o f  th is chap ter p resen ted  the re la tionsh ip  betw een  the index  and  p ixel 
d o m ain  co rre la tions. I t w as show n that the indices ob tained  from  the quan tised  
v ers io n  o f  h igh ly  co rre la ted  sources w ere h ighly  co rre la ted  as w ell. T he second  
sec tio n  sh ow ed  the ex istence  o f  a h igh  p robab ility  o f  having  iden tica lly  indexed  
n e ighbouring  b locks fo r h ighly  correlated  sources such as im ages. T his 
p ro b ab ility  increases as the  b lock  size decreases.
Chapter 4
Index Compressed VQ Method I
4.1 Introduction
Chapter 3 showed that the probability of identically indexed neighbouring 
blocks is high. This characteristic derives from the high correlation among 
the indices of image blocks. Here, a simple method is introduced to exploit 
this characteristic in order to improve the performance of simple VQ 
schemes such as FSVQ and TSVQ. The possibility of having two 
neighbouring blocks with identical indices obviates the need to transmit or 
store block indices in all cases.
Two sets of information are required to avoid the transmission of redundant 
information: a map indicative the identically indexed neighbouring blocks' 
location and another showing those indices that cannot be recovered from 
the knowledge of the index of their neighbouring blocks. Since this method 
compresses the indices obtained by a VQ scheme, and it is the first method
Index Compressed YQ Method I 53
in tro d u ced  in  th is thesis, it is called  index  com pressed  V Q  m ethod  I (IC -V Q
(I)).
T he re s t o f  th is  chap ter is o rgan ised  as fo llow s. T he nex t section  in troduces 
IC -V Q  (I). Section  4.3 derives the  b it ra te  fo rm ulae  o f  IC -V Q  (I), and 
S ections 4 .4  analyses the perfo rm ance o f  IC -V Q  (I). T he final section  
p resen ts  the  sim ula tion  resu lts , and com pares th is new  m ethod  w ith  o ther 
cod ing  techn iques.
4.2 Index Compressed VQ Method I
T he ind ices o f  im age b locks, in  the trad itional V Q  schem es, are transm itted  
w ith o u t considering  their dependency  on  the indices o f  the ir neighbouring  
b locks. H ere, a  new  m ethod, IC -V Q  (I), is in troduced  w hich  is ab le  to 
ex p lo it the  indices' dependency. The procedure entailed is expounded through 
an exam ple.
5 5 5 5 5 5 5 5 7 7 7 7 7 3 3 3
5 5 5 5 5 5 7 7 7 7 7 7 3 3 3 3
5 5 5 5 4 4 4 4 4 1 1 1 1 1 1 1
5 5 3 3 4 4 4 4 4 4 4 4 1 1 1 1
2 2 2 2 2 2 2 2 8 8 8 8 8 8 8 8
5 3 3 3 4 4 4 4 1 1 1 1 1 a a a
c c c c c c c b b b b b b b b b
c c c c c b b b b b b 9 9 9 9 9
c c b b b b b b 9 9 9 9 9 9 9 9
c c c b b b 9 9 d d d d d d d d
c b b 9 9 9 d d d d d d d d d d
f f f f f f f f f f f f f f f f
r r r r c c c b b b b b b b b b
d d d d d d d d d d d d d d d d
e e e e e e e e e e e e e e e e
0 0 0 0 0 0 0 n n n n n _9_ _2_ J L _2_
Table 4.1: Sam ple m atrix o f blocks indices
T ab le  4.1 show s a schem atic  exam ple o f  the indices o f  a quan tised  im age. In 
T ab le  4 .1 , it can  be  easily  seen that instead  o f transm itting  all the ind ices,
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o n ly  n eed s tran sm it o r sto re  the  index  o f  a b lo ck  and  the add ress lo ca tio n  o f  
th o se  b lo ck s w h ich  are  iden tica lly  indexed . H ere, the  address lo ca tio n  is 
c a lle d  the  m ap  o f  id en tica l ind ices (M il). T ab le  4 .2  show s the M H  g enera ted  
w h en  com paring  the  ind ices in  T ab le  4.1 in  a ro w  scanned  fash ion . A  
sy m b o l "1" show s th a t a b lo ck  has an  iden tica l in d ex  w ith  the  p reced ing  
b lo ck  in  the  sam e row , and  a sym bol "0" show s tha t the  in d ex  o f  the  b lo ck  
has to  b e  transm itted , b ecau se  its co rrespond ing  index  can n o t b e  reco v ered  
fro m  the  p reced in g  in fo rm ation , o r there  is no  p reced ing  in fo rm ation .
0 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1
0 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1
0 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1
0 1 0 1 0 1 1 1 1 1 1 1 0 1 1 1
0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 0 1 1 1 0 1 1 1 1 0 1 1
0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1
0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1
0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1
0 1 1 0 1 1 0 1 0 1 1 1 1 1 1 1
0 0 1 0 1 1 0 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1
T able 4.2: R esult o f blocks' indices after finding identical indices in row
scanned
In  T ab le  4 .2  the  index  dependency  in  one d irec tion  has b een  exp lo ited , 
h o w ev er the  p robab ility  resu lts  from  C hap ter 3 show  th a t considering  m ore 
n e ig h b o u rin g  b locks increases the p robab ility  o f  find ing  b locks hav ing  
n e ig h b o u rs  w ith  an  iden tica l index. T his w ill resu lt in  less in fo rm ation  
tran sm iss io n  fo r the  ind ices, and is the basis o f  considering  the co lum n  index  
d ep en d en cy  as w ell. In  considering  the dependency  along the co lum ns, one 
on ly  n eed s to  tes t those  b locks tha t fa iled  the row -w ise  dependency  test, and  
an o th er M il  has to  be  generated .
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T ab le  4 .3 show s the M U resu lting  from  the co lum n dependency  test. T hree  
sym bols are used , a b lank , "1", and "0". A  b lank  show s tha t a b lo ck  has an 
id en tica l in d ex  w ith  its w est-side  neighbouring  b lo ck  and  there  is no  n eed  to 
tran sm it any  in fo rm ation  abou t it, because  it can  be com plete ly  recovered  
fro m  its p reced ing  index . A  sym bol "1" show s tha t a b lo ck  has an iden tica l 
in d ex  w ith  its n o rth -side  neighbouring  b lock , and a sym bol "0" show s that 
th e  b lo ck  has no iden tica l index  w ith  its w est or no rth  side ne ighbouring  




1 0 1 0
0 0




0 0 0 0






Table 4.3: R esult o f blocks' indices after finding identical indices in
colum n scanned fashion
4.3 The rate formula of Index compressed VQ (I)
T h e  ra te  o f  IC -V Q  (I) consists o f  tw o parts; the requ ired  ra te  fo r the M il 
in fo rm atio n , and  the ra te  o f  ind ices to be transm itted . T hus, the ra te  can  be 
w ritten  as:
R = Rm,1 + Radicest>PV
T he com bined  M U inform ation  consists o f  three sym bols as po in ted  ou t 
ea rlie r and  the rate , w hich  is requ ired  to transm it the M il in form ation , can  be 
co m p u ted  as fo llow s. L et P w be the p robab ility  that a b lock  has an iden tica l
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index with its west-side neighbour. Then (1 -Pw) is the probability of 
occurrence of the rest of the block types. RM1I consists of 1 bpv to represent 
the neighbouring blocks with an identical index in the row direction, and (1- 
Pw) bpv, to represent the neighbouring blocks with an identical index in the 
column direction, and the rest of the blocks. Thus,
Rmh= 2-pw bpv (4.2)
The number of indices to be transmitted can be found by subtracting the 
number of blocks which have neighbours with an identical index in their 
north or west side from all the image's blocks. This number corresponds to 
the probability of having blocks with an identically indexed neighbours. The 
table for this probability is given in Appendix A, and here the probability 
itself is indicated by pWuN. The average rate of indices to be transmitted is:
R imtices = '■(!-P(w ^m ) bpv (4-3)
where r is the rate of the basic VQ scheme in its original form. The final 
rate can be written as:
R = 2 - P w + r( l -  P(WkjN) ) bpv (4.4)
Note that (4.4) is based on considering two neighbours located in the north
and west. It is possible to consider more than two neighbours and gain a
reduction in the rate of the indices. The price of this gain is the need for
extra information to represent Mil. It is difficult to conclude that considering
more than two neighbours will result in an overall performance improvement
without further analysis. The case of three neighbours is next considered.
Using the same method of deriving (4.4) it can be shown that the rate when
three neighbours are considered is:
R= 3-Pw- PtmjNl +r(l-P3) bpv (4.5)
where P3 is the probability of having identically indexed neighbouring
blocks when three neighbours are considered. The difference between (4.4)
and (4.5) can be written as:
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difference — 1-PWkjN +r( P̂WkjN̂ -P 3) bpv (4.6)
The situation where considering three neighbours results in better 




1  1  (W uAQ
P -P1 3 1 (ffu  N)
(4.7)
The results included in Appendix A shows that the difference between 
f (fuJV) and P3 is marginal. This implies that a better coding performance can
be obtained only when 3 neighbours are considered at very high bit rates. 
However, at very high rates, firstly the VQ encoding process will be 
computationaly too expensive, because of the codebook size, and secondly 
all the probabilities discussed in Chapter 3 are very small, and consequently 
based on (4.4) and (4.5) IC-VQ (I) may have a lower performance than its 
corresponding VQ scheme.
4.4 Performance Analysis of IC-VQ (I)
This section shows the situation where the rate obtained through (4.4) is less 
than the rate of the corresponding VQ. If the rate of a basic VQ is r, then to 
have R < r  requires:
2 - P w +r{\-PiWKjN))< r  (4.8)
After some straight forward manipulations, inequality (4.5) can be written 
as:
2 -  Pz J jL  < r (4.9)
p
r (WuN)
As P(Ŵ N) is the probability of having an identical index with any of the 
neighbouring blocks in the north- or west-side, it can be written as:
P(WvN) ~  P W P N P(Wr\N) (4.10)
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where P(WnN) is the probability of having blocks with an identical index with
both neighbouring blocks located in north- and west-side at the same time. 
On the basis of the simulation results presented in Appendix A it can be seen 
that,
w N




2  _  r ( WnN)
< r
Rw
In the worst case,
p - p
r (Wr\N) ~ r W
In the best case,
(WnN) = 0













Table 4.4 shows the results for the possibility of pw to being greater than 
for bit rates from 1 to 7 bpv and block size 2x2 and 4x4 for all the 26
r + 1
test images.
The results show that for rates from 5 bpv to 2 bpv the proposed scheme 
always outperforms the traditional VQ schemes. For 1 bpv the performance 
is always lower, because the required rate for the M il information alone is 
more than the actual rate based on the traditional VQ schemes. For a 1 bpv 
quantiser this method requires some modification to exploit the correlation 
in the M il information. There are only two possibilities for the indices of 
blocks: the symbols "0" or "1". Consequently, the M il information 
consists of runs of either of these two symbols that can be easily
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exploited. Another approach for the 1 bpp case is to encode the indices
directly by run-length coding without using the general approach of IC-VQ
(I), since at 1 bpv quantisation, there exist a run of identical indices as can
be seen from table of results in Appendix A. At rates more than 5 bpv the
probability of getting better results than traditional VQ schemes is very high 
(96%). When pw is compared with — , the results show that the
2r + l
probability of improvement is always unity.
Block Size 7 bpv 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
TSVQ 2x2 0.96 0.96 0.96 1.00 1.00 1.00 0.00
FSVQ 2x2 0.96 0.96 1.00 1.00 1.00 1.00 0.00
TSVQ 4x4 0.96 0.96 1.00 1.00 1.00 1.00 0.00
FSVQ 4x4 0.96 0.96 0.96 1.00 1.00 1.00 0.00
Table 4.4: The probability of having better results than traditional VQ
schemes
4.4.1 Maximum performance improvement of IC-VQ (I) over basic VQ
To find out the maximum improvement of IC-VQ (I) over the corresponding 
VQ, the maximum difference between the rate of these two coders at a given 
distortion has to be found . This difference can be obtained by subtracting 
the rate of these two coders. This formula for the case when the basic VQ 
has been used is given in (4.17).
Rdiff = ^{WkjN) ~ ^ + Pw (4.17)
where Rdiff is the difference rate. The percentage of bit rate improvement can
be obtained from (4.18).
Percentage of improvement =
R.diff \xlOO (4.18)
J
For the average values of PWuN m d P w and block size 4x4 pixels the results 
obtained by (4.17) and (4.18) are shown in Figures 4.1 and 4.2 respectively. 
It can be seen that the actual bit rate improvement at higher rates for IC-VQ
(I) is more than at lower rates, and the percentage improvement, at bit rates 
from 5 to 3 bpv, is more than the rest.
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F ig u re  4.1: A c tu a l b it ra te  im p ro v em en t o f  new  schem e ov er trad itio n a l V Q
coders (tested  im age "Lena")
F ig u re  4 .2 : P ercen tag e  o f  b it ra te  im provem en t o f  IC -V Q  (I) over b asic  V Q
(tested  im age "Lena")
4.4.2 Methods for improving the performance of IC-VQ (I)
T h e  M il  in fo rm a tio n  generates an overhead  th a t needs to  be  transm itted . 
T h is  sec tio n  d escribes a  m ethod  o f  reduc ing  th is o v erhead  b a sed  on  the  
s tru c tu re  o f  the  M IL T he  fac t th a t b locks w ith  iden tica lly  ind ex ed  n e ig h b o u r 
a re  h ig h ly  p ro b ab le  resu lts  in  iden tica l ad jacen t sym bols in  the  M IL A n 
o b v io u s m eth o d  to  red u ce  th is ra te  is to  exp lo it th is fea tu re  by  run -len g th  
co d in g  [Jayan t 1984, C h ap te r 10].
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In run-length coding instead of transmitting several identical adjacent 
symbols a number that shows the frequency of their repetition is transmitted. 
For example if a concatenation of a row scanned version of the symbols in 
Tables 4.2 and 4.3, symbols of "0" and "1" that shows Mil information, is to 
be transmitted, the generated streams of symbols can be divided into two 
sets. These two sets show the repetition of the symbols "1", and "0" 
respectively.
These sets can be separately Huffman coded [Huffman 1952]. For a sample 
test image, Lena, the sets of frequency of ones and zeros are shown in 
Figures 4.3.a and 4.3.b respectively. It can be seen that the possibility of 
having a repetition of ones or zeros up to sixty exists, and instead of 
transmitting several identical bits only a few bits that show the repetition is 
enough. This results in considerable bit saving.
7 bpv 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
obtained by equation 4.4 7.77 6.43 5.04 3.87 2.59 1.74 1.26
With Run-Length coding the M il 6.51 5.36 4.21 3.23 2.14 1.32 0.70
Table 4.5: The rate for the worst case with and without run-length coding 
the Mil information (image Baboon)
Among all the tested images, the only one that gives a lower performance, 
when the results of IC-VQ (I) are compared with the basic VQ schemes, was 
Baboon. The result for the image Baboon was obtained by transmitting the 
MH information with run-length coding to see the effect. Table 4.5 shows 
the results in two cases; with run-length coding the MH information and the 
one obtained by equation (4.4) and for 4x4 block size and FSVQ scheme. It 
can be seen that when the Mil information are run-length coded, the new 
scheme always outperforms FSVQ. The same results have been achieved for 
the TSVQ as well.
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Number of repetition of ones
F igure  4.3-b: F requency  o f  ones
Bit rate o f FSVQ 7 bpv 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
Bit rate of IC-VQ (I) 4.317 3.483 2.438 2.123 1.430 0.864 0.421
percentage o f improvement 38 42 51 47 52 57 58
T ab le  4 .6 : T h e  fina l resu lts  o f  IC -V Q  (I) w ith  run -leng th  cod in g  the 
M il  in fo rm a tio n  and  H uffm an  cod ing  the ind ices and com p ariso n  w ith
FSV Q
A n o th e r step  to  im prove  the perfo rm ance  is to  app ly  a  lo ssless cod ing , such  
as H u ffm an  cod ing , on  the  ind ices. T he ob ta ined  ra te  and  the p e rcen tag e  o f
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improvement for FSVQ and 4x4 block size for the image Lena, after run- 
length coding the Mil information and Huffman coding the indices, are 
shown in Table 4.6. It can be seen that the minimum improvement is 38%.
One of the disadvantages of IC-VQ (I) was its low performance at 1 bpv. 
The reason is that the rate to represent Mil information is always more than 
1 bpv. This can be seen from (4.2). In (4.2) Pw is always less than 1, this 
leads to the rate for the Mil information being more than 1. However, the 
utilization of run-length coding on the Mil information changes the situation. 
For all the 26 test images this results in having a bit rate less than 1 bpv for 
the M il information.
4.5 Simulation Results and Discussion
The performance of IC-VQ (I) based on two VQ schemes, FSVQ and 
TSVQ, has been compared with the corresponding VQ coders in two cases; 
with and without Huffman coding of the indices of the VQ coders. The other 
comparison has been made between the IC-VQ (I) and the JPEG coding 
standard [Wallace 1992] and address VQ. The comparison with JPEG has 
been performed because of two reasons. First, JPEG belongs to the family of 
transform coding techniques, and this comparison shows the advantage or 
disadvantage of IC-VQ (I) in terms of objective measurement in comparison 
with a sophisticated transform coding scheme. Secondly JPEG is a standard 
coding scheme and some researchers provide results by comparing their 
techniques with JPEG, and here this comparison gives the opportunity to 
evaluate IC-VQ (I) or other techniques introduced in this thesis. These 
comparisons are performed on the luminance version of Lena. The image 
and block sizes are 512x512 and 4x4 pixels respectively. The PSNR has 
been computed by the following formula:
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P  SN R =  10 log
^2552
10 mse (4 .19)
4.5.1 Comparison between IC-VQ (I) based on FSVQ and FSVQ
F ig u res 4 .4  show s the resu lts  o f  com paring  IC -V Q  (I) b ased  on  F S V Q  and  
F S V Q  a t b it  ra tes  rang ing  fro m  0.05 bpp  to  0.35 bpp. A  sim ila r com parison  
is sh o w n  in  F ig u re  4 .5  fo r IC -V Q  (I) b ased  on  F S V Q  and  F S V Q ; in  th is case  
th e  in d ices  o f  F S V Q  are  H uffm an  encoded . T he im provem en t ache ived  by  
th e  n ew  schem e over F S V Q  is m ore  than  3 dB on  average  (F igure  4 .4 ). T h is 
im p ro v em en t is m ore  s ign ifican t at b it ra tes  from  abou t 0 .06  to  0 .2  bpp  
w h ich  co rre sp o n d  to  0 .125  to  0 .3125  bpp  fo r FS V Q . A b o u t the  sam e resu lts  
w ere  an tic ip a ted  earlie r in  sec tion  4 .4 . It can  be  seen  in  F igure  4 .5 th a t abou t 
th e  sam e im p ro v em en t as in  F igure  4 .4  can  be  ob ta in ed  at low  b it ra tes, b u t 
a t b it  ra te s  m ore  than  0 .2  bpp  the d ifference  is abou t 2.7 dB w h ile  in  the 
p rev io u s  case  it w as abo u t 3.5 dB . T he  reaso n  adduced  fo r the  b e tte r 
p e rfo rm an ce  o f  IC -V Q  (I) over a com bination  o f  F S V Q  (w ith  H uffm an  
co d in g  o f  th e  ind ices) is th a t bo th  F S V Q  and H uffm an  co d er d isregard  the 
in d ices  depen d en cy .
F igu re  4.4: T he  resu lts  o f  F S V Q  and  IC -V Q  (I)
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F ig u re  4 .5 : T h e  resu lts  o f  F S V Q  w ith  H u ffm an  cod ing  the ind ices and  IC -
V Q  (I)
4.5.2 Comparison between IC-VQ (I) based on FSVQ and JPEG
In  F ig u re  4 .6  th e  resu lts  o f  IC -V Q  (I) b ased  on  F S V Q  schem e, and  JP E G  are 
show n . T h is  sch em e  sign ifican tly  ou tperfo rm s JP E G  at b it ra tes  less th an  0 .2  
b p p . T h e  P S N R  d iffe ren ce  at 0 .15  bpp  is abo u t 3 dB . T he  rea so n  fo r th is 
im p ro v em en t is th a t JP E G  (or transfo rm  cod ing  techn iques) at low  b it ra tes 
fo llo w s th e  sam e p ro cess as at h igh  ra tes. L ack  o f  b its  a t low  ra tes resu lts  in  
a tten tio n  ju s t  to  a  few  tran sfo rm  dom ain  co effic ien ts, neg lec ting  the  e ffec t o f  
o th e r  c o e ffic ien ts  on  the  co d ed  im age quality , and  ignoring  the in te r-b lo ck  
co rre la tio n . IC -V Q  (I) exp lo its  the  in te r-b lo ck  co rre la tion , w h ich  is 
n e g le c ted  b y  JP E G , to  im p ro v e  its p e rfo rm an ce  at low  b it ra tes.
H o w ev er, th e re  is a  p en a lty  th a t IC -V Q  (I) has to  pay  fo r b e tte r  p e rfo rm an ce  
o v e r JP E G , an d  its co u n te rp art V Q  at low  b it ra tes. T h a t is its sensitiv ity  to  
c h an n e l no ise . I f  any  b it fro m  tw o  groups o f  in fo rm atio n  in  IC -V Q  (I) 
ch an g es , th e  n o ise  w ill p ro p ag a te  th rough  the re s t o f  the  im age. T h is is no t 
th e  case  fo r  JP E G , o r the  b asic  V Q , b ecau se  each  b lo ck  is co d ed  separa te ly , 
an d  any  ch an g e  to  th e  stream  o f  b its  o f  one  b lo ck  a ffec ts  th a t b lo ck  on ly  and  
d o es n o t re su lt in  n o ise  p ropag a tio n .
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F ig u re  4.6: T he  resu lts  o f  JP E G  cod ing  standard  and  IC -V Q  (I) b a sed  on
F S V Q
T h e  o th er fac to r in  the  com parison  is the sim plic ity  o f  im p lem en ta tion . T he 
b it  ra te  has no  e ffec t on  the  im p lem enta tion  o f JP E G , w h ile  th is fac to r 
sig n ifican tly  red u ces the com putational tim e o f  F S V Q  during  encod ing . T he  
d eco d e r p a rt o f  the  new  schem e is on ly  a look-up  tab le  and  a H uffm an  
deco d er, w h ile  the  JP E G  d ecoder requ ires a D C T  transfo rm er w ith  ha rd w are  
o r so ftw are , H u ffm an  decod ing  (or arithm etic  decod ing), and  a dequan tiser. 
I t sh o u ld  b e  n o ted  th a t at b it ra tes m ore than  0 .2  bpp  the P S N R  o f  JP E G  is 
h ig h e r th an  th a t o f  the  new  coder.
4.5.3 Comparison between IC-VQ (I) and TSVQ
In  F ig u res 4 .7  and  4 .8 the  resu lts  o f  IC -V Q  (I) b ased  on  T S V Q , and  T S V Q  
w ith  th e  ind ices H u ffm an  encoded  are show n. T he im provem en t ache ived  by  
th e  n ew  schem e over T S V Q  is abou t 2 dB on  average (F igure  4 .7 ) w h ich  is 
less th an  the  resu lts  o b ta ined  by  app ly ing  the  new  schem e on  the  ind ices o f  
F S V Q .
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F igure 4.7: T he resu lts o f  TSV Q  and IC -V Q  (I) based  on TSV Q
F igure  4.8: T he resu lts o f  TSV Q  w ith H uffm an encoding the indices and IC-
V Q  (I) based on TSV Q
T he reason  fo r this d ifference is investigated by considering the ra te  o f 
ind ices to be  transm itted  and the rate  o f  M il inform ation. For bo th  schem es, 
F S V Q  and T SV Q , the rates are show n in Figures 4.9 and 4 .10 respectively . 
T he  ra te  o f  M il inform ation for both cases is about the sam e. H ow ever the 
ra tes o f  ind ices to be transm itted are different. This rate, after H uffm an 
encoding , fo r FSV Q  is less than it is for TSV Q . The probability  o f 
iden tica lly  indexed  neighbouring blocks for a TSV Q  is h igher than fo r a 
FS V Q , and this resu lts in  m ore uniform ity in the frequency o f indices to be 
transm itted . This leads to rendering H uffm an encoding (or entropy 
encoding) o f  the indices less effective.
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Rate of Huffman coded indices to be transmitted
F ig u re  4.9: R ate  o f  H uffm an  coded  ind ices to  b e  tran sm itted
Rate of Mil information
F igure  4.10: R ate  o f  M il in fo rm ation
4.5.4 Comparison between IC-VQ (I) based on TSYQ and JPEG
In  F ig u re  4.11 the resu lts  o f  the new  schem e b ased  on  T S V Q  is com pared  
w ith  JP E G . T he p erfo rm ance  o f the new  schem e ou tperfo rm s JP E G  at b it 
ra te s  less th an  0 .16  bpp . A t 0 .16  bpp  the P S N R  is abou t 26.5  dB .
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Figure 4.11: C om paring  T SV Q  by IC -V Q  (I) w ith  JPE G  
4.5.5 Comparison between IC-VQ (I) and address VQ
A  sim ple com parison  can  show  the superiority  o f  this schem e over address 
V Q  in  term s o f im plem entation. This schem e consists o f  a sim ple 
m em ory  less V Q  encoder and a com parator to find  the identically  indexed  
ne ighbours. T hese  requirem ents are m uch less than  the com plexity  o f 
address V Q  w hich  w as d iscussed  in  C hapter 2. A nother im portan t advantage 
o f  th is system  is its flex ib ility  to operate  on a w ide range o f com pression  
ra tio s using  a sm all am ount o f  space for the codebook o f the m em oryless 
V Q . W h ile  in  the case o f  address V Q  any change o f the com pression  ratio  
requ ires no t only  som e m em ory space fo r the m em ory less V Q  codebook  bu t 
also  a h igh  am ount o f  m em ory space fo r the address codebook, and if  the 
tim e requ ired  to generate  the address codebook is considered  the advantage 
o f  IC -V Q  (I) over address V Q  becom es obvious. T he sim ulation  resu lts 
show  about 0.9 dB d ifference in  P S N R  at about the sam e rate  (0.26 bpp).
4.6 Summary
T his chap ter p roposed  a novel V Q  technique w ith  superior perform ance than  
trad itiona l V Q  schem es. T he coder exploits the indices' corre la tion  to 
im prove the perform ance o f the vector quantisation  schem es. T he trad itional 
V Q  schem es transm it or store the index  o f each im age b lock  w ithou t
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considering its surrounding blocks, thus neglecting the existing inter-block 
correlation.
The new scheme exploits the inter-block correlation by using the indices' 
characteristics at low bit rates. In this method, the image block indices' 
information is divided into two sets: first a map that shows whether a block 
has an identical index with its neighbouring blocks, and secondly the index 
of those blocks that do not have an identical index with their neighbours. 
These two sets of information are enough to reconstruct the image.
It was analytically and experimentally shown that the new scheme 
outperforms the traditional VQ coders. The performance of the new scheme 
when applied to FSVQ shows better improvement than when applied to 
TSVQ. At bit rates less than 0.2 bpp the new scheme outperforms the JPEG 
coding standard, while requiring much less complexity than JPEG coding 
standard in implementation. However, IC-VQ (I) is more sensitive to 
channel noise than the basic VQ and JPEG. The proposed coding scheme 
outperforms address VQ in terms of implementation simplicity and memory 
space requirements, but gives a lower PSNR at about the same rate.
Chapter 5
Index Compressed VQ Method II
5.1 Introduction
Chapter 4 presented a simple index compression method, IC-VQ (I), based 
on the characteristics of identically indexed neighbouring blocks. IC-VQ (I) 
exploites the inter-block correlation on the basis of the fact that at low bit 
rates the probability of having neighbouring blocks with identical indices is 
high. Two problems associated with the algorithm are: its application when 
the probability of identically indexed neighbouring blocks is low, and the 
fact that the characteristics of the identically indexed neighbouring blocks is 
not the only indices' feature that can be used in inter-block correlation 
removal.
The probability of identically indexed neighbouring blocks is a decreasing 
function of the rate, and this feature makes IC-VQ (I) less effective as the 
average rate of the basic VQ coders increases. Each pair of the neighbouring 
blocks has some correlation and they may not necessarily have an identical 
index after quantisation. This chapter introduces another scheme, index 
compressed VQ method II (IC-VQ (II)), for exploiting this correlation.
The theoretical basis of IC-VQ (II) stems from a consequence of the high 
indices' correlation in natural images; neighbouring image blocks have a high 
probability of being mapped to highly correlated codevectors. In other 
words, VQ maps the neighbouring blocks onto a very small subset of the
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codebook containing code vectors that are relatively highly correlated. If one 
considers a small subset of codebook instead of the whole codebook, it is 
possible to improve the performance of traditional VQ schemes. In IC-VQ
(Il)the image blocks undergo a vector quantisation step, and the generated 
indices are sent through a compression step by mapping them onto a subset 
of the indices. This approach leads to assigning less bits than the original 
VQ coder to each image block.
IC-VQ (II) can be considered as a FS-VQ, where each incoming image block 
index introduces a subset of the big universal codebook to the encoder or 
decoder to find the match for the next coming index; in other words each 
index introduces the next state. In reality there is no need to generate the 
small codebooks for each of the indices to find out the index of its 
neighbouring blocks, as it is the case in FS-VQ, where state codebooks has 
to be generated. IC-VQ (II) directly employs the value of each block index to 
introduce the small codebook for the neighbouring blocks. This technique 
does not restrict the encoder to search for the best match among the 
codebook associated with each index as is the case in FS-VQ. This gives the 
possibility of improved performance in the sense of finding the best match, 
but results in a longer search time. The other main difference between FS-VQ 
and IC-VQ (II) is the method of codebook design. IC-VQ (II) only uses the 
codebook of a memoryless VQ coder, and its design procedure is as simple 
as a memoryless VQ, which is much simpler than designing a FS-VQ. The 
design of a FS-VQ involves an initial classifier, state space, next state 
function and state codebook design, and also requires iterative state 
codebook improvement [Gersho 1992].
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IC-VQ (II) much like the previously introduced IC-VQ (I) consists of the 
combination of a VQ coder and a lossless coding scheme to compress the 
image block indices. The index compression procedure in IC-VQ (II) is such 
that a shorter index derived from a subset of the original VQ codebook is 
transmitted. From this point of view this method is similar to the recent work 
presented as a variant of address VQ [Cheng 1995]. In this variant of address 
VQ, besides the codebook for the memory less VQ coder, several big 
codebooks have to be designed to encode the indices losslessly. While this 
scheme outperforms address VQ, its encoder is more complex than the 
original address VQ. In IC-VQ (II), like address VQ, the encoding of the 
indices requires a codebook, but this codebook is a subset of the codebook 
of the original VQ coder and does not need to be generated separately. Thus 
IC-VQ (II) saves memory space by performing all the encoding process with 
one codebook, and requires less complexity when compared with the second 
and third steps of index compression in address VQ.
The rest of this chapter is organised as follows. Section 5.2 shows that 
neighbouring blocks' indices belong to a small subset of the VQ codebook. 
Section 5.3 details the new method of index storage (or transmission). This 
section gives the rate formula of IC-VQ(II) based on pure rate without 
considering any other coding scheme to compress the output data. Because 
this is the case in basic VQ. Section 5.4 considers the performance of the 
new coding method. Section 5.5 presents and discusses the results of 
simulations, and Section 5.6 gives the summary.
5.2 Neighbouring Image Blocks' Indices Characteristics
Chapter 3 showed that the probability of identically indexed neighbouring 
blocks at low bit rates was high. For the case of TSVQ a high correlation
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ex is ts  am ong  the ind ices, and  fo r the  case  o f  F S V Q  w hen  the  codev ec to rs  o f  
th e  c o d eb o o k  are reo rd e red  the sam e phen o m en o n  can  b e  observ ed  easily . A  
h igh  correlation am ong the im age block indices indicates th a t the  p ro b ab ility  o f  
a  g iv en  b lo ck  hav ing  neighbours w ith  abo u t the  sam e in d ex  is h igh . T h is  is 
b e ca u se  in  V Q , each  im age b lo ck  is m apped  on to  the co d ev ec to r w h ich  has 
th e  b e s t sim ilarity , in  term s o f  a  specific  c rite rio n  such  as M S E . 
C o n seq u en tly  the  neighbouring  im age b locks ' ind ices are  m ap p ed  on to  
s im ila r codev ec to rs  w h ich  construct a  sm all subset o f  the  codebook .
F ig u re  5.1: T he  ind ices o f  b lack  co loured  b locks are com p ared  w ith  the
index  o f  b lo ck  M
A  sim p le  ex p erim en t w as conducted  to  reveal the  re la tio n sh ip  am ong the 
in d ices  o f  ne ighbouring  b locks. C onsider the im age b lo ck  a rrangem ent 
sh o w n  in  F ig u re  5 .1 ; the  b lo ck  u n d er considera tion  is labe lled  "M" and  the  
c o n sid e red  neighbours are  the b lack  co loured  b locks to  its no rth  and  w est. 
T h e  freq u en cy  o f  o ccu rrence  o f  the  neighbouring  b locks ind ices is com puted  
fo r each  b lock . F igure  5 .2  show s a p lo t o f  the frequency  (vertica l axis) 
v e rsu s the  im age b lo ck  ind ices and, the index  o f  the  neighbours. T h is figure  
is b a sed  on  testing  the ind ices o f  neighbouring  b locks using  fo u r standard  
im ages fro m  the  U S C  database, and  the ind ices are o b ta ined  by  fu ll search  
v ec to r qu an tis in g  the im ages w hen  the codevectors o f  the  co d eb o o k  are re ­
o rd e red  b a sed  on  th e ir energ ies. T he b lo ck  size  fo r th is experim en t is 4x4  
p ix e ls  and  the  co d eb o o k  size  is 128. T he resu lt show n in  F igure  5 .2  is an 
em p irica l ev idence  th a t the  p robab ility  o f  m apping  neighbouring  b locks onto  
a  sm all sub se t o f  the  V Q  co d ebook  is very  high.
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F ig u re  5.2: F req u en cy  o f  the  ind ices o f  the n e ighbouring  b locks w ith  a  b lo ck
w h ich  has a specific  index
5.3 Index Compressed VQ Method II
T h e  ch arac te ris tic s  o f  in d ices show n  in  Section  5 .2  can  be  used  to red u ce  the 
co d in g  ra te  by  tran sm ittin g  o r sto ring  a specia l index  (p robab ilis tic  index) 
w h ich  describ es the  n e ig h b o u rh o o d  situation  o f  a  b lock . In  the fo llow ing  
co n sid era tio n , the  V Q  co d eb o o k  has N  codevecto rs and  the V Q  ra te  is 
r= lo g 2N . F ig u re  5 .2  show s th a t the  ne ighbouring  b locks are m apped  on to  a 
sm all su b se t o f  the  V Q  co debook , so there  is a  need  fo r on ly  a few  sym bols 
in s tead  o f  N  to  rep re sen t the  ne ighb o u rh o o d  situation  o f  an  im age b lock . 
T h ese  sym bo ls are  re fe rred  to  as p robab ilis tic  ind ices.
T h e  in d ices  o f  b lo ck s in  the n e ighbourhood  o f  a  g iven  b lo ck  can  be  
c la ss ified  as any  o f  fo u r g roups: (i) ind ices w ith  iden tica lly  ind ex ed  w est- 
s id e  ne igh b o u r, (ii) in d ices w ith  id en tica lly  indexed  no rth -side  n e ig h b o u r 
(iii) in d ices w h o se  w est-s id e  o r no rth -side  ne ig h b o u r is d ifferen tly  indexed .
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The last category is further divided into those indices whose west- or north- 
side neighbours either have a high or low probability of occurrence.
The first step of IC-VQ (II) is similar to IC-VQ (I) which exploits the feature 
of identically indexed neighbouring blocks. The probability that a block has 
neighbours with the same index is much higher than otherwise at low bit 
rates; this is evident from Figure 5.2, and the results presented in Appendix 
A. If the blocks' indices in this situation are identified, one only needs to 
assign the probabilistic index to the rest. The index of each block is 
compared with its west-side neighbour (i.e. the index of block M  is 
compared with that of the block labelled "W" in Figure 5.3), to identify the 
blocks that have identically indexed west-side neighbour. If such indices are 
identical, a specific symbol such as "1" is assigned to it, otherwise another 
symbol such as "0" is assigned. It is clear that the required bit-rate to 
represent this information is 1 bpv.
N
w M
Figure 5.3: In IC-VQ (II), the index of two neighbours in north- and west- 
side (blocks N and W) is used to encode the index of block M
Next, the index of the remaining blocks (that failed the first test) is 
compared with that of its north-side neighbour (i.e. the index of block M  is 
compared with the index of the block labelled "N " in Figure 5.3). The 
number of blocks in this comparison is n P m where n is the total number of 
image blocks and Pw is the probability that a randomly chosen image block 
will have an index different from that of its west-side neighbour. Graph 
labelled "H" in Figure 5.4 shows this probability, for a typical image (Lena),
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fo r  co d eb o o k s hav in g  b it  ra tes  rang ing  from  1 to  8 bpv . A s in  the  p rev ious 
step , a  "7" is a ssigned  to  a  b lo ck  if  th ere  is a m atch , and  a "0" o therw ise . 
T h e  ac tu a l b it  ra te  fo r  th is step  is P w bpv.
T h e  n u m b er o f  rem ain in g  b locks is n P (WuN), w here  P {WuN) is the  p ro b ab ility
th a t a  b lo ck  does n o t have  an  iden tica l index  w ith  any o f  its w est- o r north - 
s ide  ne igh b o u rs . T h is p robab ility  is p lo tted  (graph  lab e lled  "G ") fo r ra tes 
ran g in g  fro m  1 to  8 bpv  fo r the im age L e n a  in  F igure  5 .4 . T he rem ain ing  
b lo ck s  are  d iv ided  in to  tw o groups: those  w ith  h igh  p ro b ab ility  o f  h av ing  a 
n e ig h b o u rin g  b lo ck  w ith  abou t the sam e index  and  those  w ith  a  low  
p ro b ab ility  o f  occu rrence . T he d iv ision  in to  these tw o groups is p e rfo rm ed  in  
tw o  steps. F irst, it is id en tified  to  w h ich  o f  its n e ighbour in  the  w est o r no rth  
p o s itio n  a b lo ck  is m o st sim ila r index-w ise. A  T "  is assigned , i f  the  b lo ck  is
m o st s im ila r to  its w est-s id e  n e ighbour and  "0" o therw ise . T he  req u ired  ra te  
in  th is  step  is P {WkjN) bpv . N ex t those  b locks are iden tified  w h ich  have  a
n e ig h b o u rin g  b lo ck  w ith  an  index  w ith  very  low  p robab ility  o f  occu rrence . 
T h e  req u ire d  ra te  in  th is step  is P iWuN)bpw.  It is necessary  to  tran sm it o r
sto re  th e  co m p le te  in d ex  fo r these  b locks as w ell. T he  ra te  o f  th is case  then  
b eco m es (P {WkjN) +rPlow) bpv , w here  P /ow is the p ro b ab ility  o f  hav ing  a
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n e ig h b o u rin g  b lo ck  w hose  index  has a  very  low  p ro b ab ility  o f  o ccu rrence , 
an d  r  is th e  ra te  o f  a  co nven tiona l V Q  schem e such  as F S V Q  or T S V Q .
F ig u re  5.5: T h e  p ro b ab ility  th a t bo th  o f  the neighbours o f  a b lo ck  in  w est- 
an d  n o rth -s id e  has an  index  w ith  h igh  d ifference  value  w ith  the b lo ck  index
F ig u re  5.6: T he  p robab ility  tha t any o f  tw o neighbours o f  a b lo ck  in  w est- 
an d  n o rth -s id e  has an  index  w ith  low  d ifference  value  w ith  the b lo ck  index
A  p ro b ab ilis tic  in d ex  is assigned  to  the rem ain ing  b locks. T he  ra te  o f  th is 
sec tio n  dep en d s on  the  n um ber o f  p robab ilis tic  ind ices. I f  the  north - o r w est-
s ide  n e ig h b o u rs are  used , 1 o r 2 bpv  has to  be  assigned  fo r all the  rem ain ing  
b lo ck s . The num ber o f rem aining blocks is n ( l - P  (wvn)~Pi0w) w here ( 1 - P  (WuN)-
P low) is th e  p ro b ab ility  tha t the w est- and  north -side  ne ighbouring  b lo ck s are
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n e ith e r  id en tica l to  the  g iv en  in d ex  no r do  they  b e long  to  the  g roup  o f  b locks 
w ith  a  low  p ro b ab ility  o f  o ccu rrence . T h is p ro b ab ility  is re fe rred  to  as P hi h . 
T h e  req u ire d  ra te  fo r th is  sec tion  is P hi h log2k  bpv , w h ere  k  is the  n u m b er o f  
p ro b ab ilis tic  ind ices. T h e  to ta l ra te  o f  th is a lgo rithm  is:
R=l+ P w + 2  P (WkjN) + rPloŵ ~Phigh °̂§2  ̂ (bpv ) (5-1)
P low and  P hi h d ep en d  on  r  and  k. F igures 5.5 and  5 .6  illu stra te  th ese  tw o  
p ro b ab ilitie s  fo r  th e  im ag e  L e n a  respec tive ly .
IC -V Q  (II) co n sid ers  tw o ne ighbouring  b locks in  the  com p ressio n  p rocess. 
O n e  can  co n sid er th ree  o r m ore  neighbours. T h is m ay  n o t necessa rily  
im p ro v es the  p e rfo rm an ce  o f  IC -V Q  (II), since in  the  case  o f  m ore  th an  tw o  
th e re  is a  n eed  to  tran sm it o r sto re  ex tra  overhead  in fo rm ation  to  in tro d u ce  
th e  n e ig h b o u rin g  b lo ck  situation .
5.4 Performance Analysis of IC-VQ (II)
T h is  sec tio n  d iscusses the op tim um  situation  fo r IC -V Q  (II) , in tro d u ces the 
m e th o d  o f  im prov ing  the perfo rm ance  o f  IC -V Q  (II) and  com pares IC -V Q
(II) w ith  its  co rrespond ing  V Q  schem es.
5.4.1 Minimum rate of IC-VQ (II)
In  (5 .1 ), P low and  P hi h d ep en d  on  k  and  r, and  the res t are co nstan ts or 
d ep en d en t on  r. It is p o ssib le  to  find  the op tim um  k  (fo r a  g iven  im age) by  
fin d in g  the  m in im um  ra te  fo r a  specific  codebook  size. F igure  5 .7 illu stra ted  
th e  ra te  ve rsus k  fo r codebooks o f  sizes vary ing  from  16 to  64 (4 to  6 bpv) 
an d  b lo ck  size  4x4 . T he op tim um  k  is abo u t 4 fo r those  co d ebook  sizes. In 
o th e r w o rd s fo r u n iversa l codebooks w ith  sizes vary ing  from  16 to  64  a 
reg io n a l co d eb o o k  w ith  size abou t 4 g ives the m in im um  rate.
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T w o  cases, (w h en  k - 1  and  k = 2 N) are  no tew o rth y  as th ere  is no  n eed  to  
tran sm it o v e rh ead  in fo rm ation  abo u t the  c lasses w ith  h igh  and  low  
p ro b ab ility  o f  o ccu rrences. In  the  tw o ex trem e cases, k - 1  and  k =  2N, the  ra te
fo rm u la  can  b e  w ritten  as:
R  =  l +  P w+ 2  P (lyuAr) +  (bpv) if  k - 1 (5 .2 )
and ,
R = i +  P  w+2 P (WuAf) + rPiow, (bpv) if  k= 2 N (5 .3 )
T h ese  tw o  cases co n sis t o f  tw o classes, those  b locks w ith  an  id en tica l index  
w ith  th e ir  n e ig h b o u r and  the  rest. T h is co nsidera tion  resp ec tiv e ly  resu lts  in,
P  (WvN) = l̂ow (5*4)
and
P (WuN) = Phigh (5-5)
I f  th e  ex tra  overh ead  in fo rm ation  is rem oved , then  the ra te  fo rm u la  can  be
ex p re ssed  as,
R=l+ P w +rP (WvN) (5 .6 )
T h is  fo rm u lae  is the  sam e as the  ra te  fo rm ulae  fo r IC -V Q  (I).
T h e  m ain  d iffe ren ce  be tw een  the ra te  fo rm ulas g iven  in  (5 .1) and  (5 .6) is the 
req u irem en t o f  o verhead  in fo rm ation  fo r the h igh  and  low  p robab ility  
c lasses. N ex t the  cond itio n  u n d e r w hich  the ra te  g iven  by  (5 .6) resu lts  in  an
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im p ro v em en t is derived . N o te  th a t u n d e r th is cond ition , the  o p tim um  k  w ill 
b e  1 o r  2 N. T h e  d esired  co n d itio n  is easily  o b ta in ed  b y  fin d in g  the  d iffe ren ce  
b e tw ee n  th e  tw o  fo rm u lae .
D i j f e r e n c e = 2  P {yVKjN)+rP low+Phighlog2K - r P  (WuAr) (5 .7)
I f  r P high is ad d ed  to  b o th  sides fo llo w ed  by  som e m an ipu la tion , (5 .7) can  be  
w ritte n  as,
D i f f e r e n c e = 2 P  (WuA0 + P high(log2K - r )  (5 .8)
I f  th e  d iffe ren ce  in  (5 .8) is less than  zero , then  the  ra te  o b ta in ed  b y  (5 .6)
g iv es  a  b e tte r  im provem en t. T he req u ired  cond ition  is:
r - l o g 2 K < ^ ±  (5 .9 )
<high
5.4.2 Methods of improving the rate of IC-VQ (II)
It is p o ss ib le  to  red u ce  the b it ra te  by  run -leng th  cod ing  the  firs t th ree  term s 
o f  (5 .1 ), since  a ll th ese  th ree  term s are  stream s o f  ones and  zeroes. T hus, the  
p o ss ib ility  o f  hav ing  severa l iden tica l sym bols in  su ccession  p rov ides a 
m ean s o f  fu rth e r im prov ing  the  perfo rm ance  o f  the  new  schem e. F ig u re  5.8 
illu s tra te s  th e  resu lts  o f  IC -V Q  (II) b ased  on F S V Q  w ith  and  w ith o u t run- 
len g th  cod in g . T he  im provem en t ach ieved  by  em ploy ing  run -len g th  cod ing  
is ab o u t 0 .0 4  b it/p ix e l at the  sam e PSN R .
F ig u re  5.8: C om paring  IC -V Q  (II) w ith  and  w ithou t ru n -len g th  cod ing
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5.5 Simulation Results and Discussion
T h e  cod in g  p e rfo rm an ce  o f  IC -V Q  (II) b ased  on  b o th  F S V Q  and  T S V Q  
c o d e r is co m p ared  at low  b it ra tes w ith  IC -V Q  (I), p red ic tive  p ru n ed  T S V Q  
(P P T S V Q ), JP E G , and  fin ite  sta te  V Q  (FS -V Q ). In  m o st cases the  o b jec tive  
p e rfo rm an ce  superio rity  o f  the  new  schem e is dem onstra ted . T he  P S N R  has 
b e en  ca lcu la ted  u sin g  (4 .19).
5.5.1 Comparison between IC-VQ (II) and IC-VQ (I)
F ig u res 5 .9 , and  5 .10  show  the resu lts  o f  IC -V Q  (I) (g raphs lab e lled  "A") 
an d  IC -V Q  (II) (graphs labelled "B 'j. IC -V Q  (II) ou tperfo rm s IC -V Q  (I) in 
bo th  cases, and  the  perfo rm ance  im provem ent is abo u t 0.5 dB . T he  
im p ro v em en t a t h ig h  b it ra tes is m ore  as expected . H ow ever, IC -V Q  (I) is 
s im p le r th an  IC -V Q  (II), becau se  on ly  the p robab ility  o f  iden tica lly  ind ex ed  
n e ig h b o u rin g  b locks is considered  in  the index  com pression  p rocedu re . In  
te rm s o f  sensitiv ity  to  channel noise, b o th  system s are faced  w ith  the  sam e 
p ro b lem  o f  e rro r p ropagation .
F ig u re  5.9. R esu lts  o f  IC -V Q  (I) and IC -V Q  (II) b ased  on  T S V Q
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F ig u re  5 .10 . R esu lts  o f  IC -V Q  (I) and  IC -V Q  (II) b ased  on  F S V Q
5.5.2 Comparison between IC-VQ (II) and predictive VQ
F ig u re  5.11 p resen ts  the  resu lts  o f  IC -V Q  (II) b ased  on  T S V Q  and  P P T S V Q  
[L ookabaugh  1993] a t low  b it rates. IC -V Q  (II) a lw ays ou tperfo rm s 
p red ic tiv e  p ru n ed  T S V Q  at ra tes less than  0.25 bpp , and  at 0.1 bpp  the 
d iffe ren ce  is ab o u t 4  dB . A  reaso n  fo r th is superio rity  is th a t a t low  b it ra tes 
th e  co d eb o o k  o f  the  p red ic tiv e  co d er is sm all, hence  the active areas canno t 
b e  rep ro d u ced  w ell, since  p red ic tio n  perfo rm s w ell on ly  in  low  activ ity  
a reas. O n  the  o th er hand , IC -V Q  (II), a t low  b it ra tes, has a  re la tive ly  m uch  
b ig g e r co d eb o o k  in  com parison  w ith  the p red ic tive  coder, and  consequen tly  
is ab le  to  rep ro d u ce  the ac tive  areas better.
F ig u re  5 .11: R esu lts  o f  P P T S V Q  and  IC -V Q  (II) b ased  on  T S V Q
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5.5.3 Comparison between IC-VQ (II) and JPEG
F ig u res  5 .1 2  and  5 .13 show  the resu lts  o f  JP E G  (graphs lab e lled  "A ") and  
IC -V Q  (II) b a sed  on  T S V Q  and  F S V Q  (graphs lab e lled  "B") resp ec tiv e ly . 
T h e  p e rfo rm an ce  o f  IC -V Q  (II) b ased  on  T S V Q  and  F S V Q  ou tperfo rm s 
JP E G  at b it ra tes  less than  0 .19  and  0 .22  bpp  respec tive ly . T he perfo rm an ce  
d iffe ren ce  a t a ro u n d  0.15 bpp  is abo u t 2 to 3 dB . T he  reaso n s fo r the 
su p e rio rity  o f  IC -V Q  (II) are the  sam e as those  adduced  fo r IC -V Q  (I) in  
C h ap te r  4. A t low  b it ra tes  IC -V Q  (II) gains m ost o f  its perfo rm an ce  
im p ro v em en t th ro u g h  exp lo iting  the in te r-b lock  co rre la tion . T he  q u an tisa tion  
p ro ced u re  o f  JP E G  adap ts the transfo rm  dom ain  coeffic ien ts b ased  on  the 
low  n u m b er o f  b its . A  co nsequence  is the  sim ilarity  o f  co rrespond ing  A C  
co effic ien ts  in  ne ighbouring  b locks. T h is sim ilarity  is a source o f  the 
q u an tisa tio n  d om ain  in te r-b lock  co rre la tion  exp lo ited  by  IC -V Q  (I) and  (II), 
b u t n eg lec ted  b y  JP E G . T he dow n side o f  th is is tha t IC -V Q  (II) is m ore 
sen sitiv e  to  ch an n e l n o ise  than  JPE G .
Figure 5.12: Results of JPEG and IC-VQ (II) based on TSVQ
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F ig u re  5.13: R esu lts o f  JP E G  and IC -V Q  (II) based  on  F S V Q
5.5.4 Comparison between IC-VQ (II) and finite state VQ
F S -V Q  is ab le  to  p ro d u ce  P S N R  o f 28 dB at 0.25 bpp  and 30 dB at 0 .25  bpp  
in  co n ju n c tio n  w ith  H uffm an  coding  [K im  1988]. IC -V Q  (II) gives abou t 29 
dB w ith o u t H uffm an  encoding  the p robab ilistic  ind ices, the overhead  
in fo rm a tio n  is how ev er H uffm an  encoded. T he reason  fo r the be tte r 
p e rfo rm an ce  o f  IC -V Q  (II) over FS -V Q  is that, the la ter exp lo its the  in te r­
b lo ck  co rre la tio n  by  a g lobal assum ption , w hile  IC -V Q  m ethods are im age 
adap tiv e  in  nature . F S -V Q  neglects the in tra-state  dependency , becau se  if  
tw o  n e ighbouring  b locks have the sam e state, the ir ind ices are transm itted  
w ith o u t considering  their dependency. In  term s o f design, IC -V Q  (II) 
req u ire s  a  sim ple  V Q  coder codebook, b u t the F S -V Q  design  p rocess, as 
s ta ted  earlie r, is very  com plex .
5.6 Summary
A  nov e l cod ing  schem e, IC -V Q  (II), w hich  is capab le  o f  p rov id ing  
s ig n ifican t resu lts  at low  b it ra tes is p roposed . IC -V Q  (II) exp lo its the  in te r­
b lo ck  co rre la tio n  by  app ly ing  a lossless coding  schem e on  the ind ices o f  a 
v ec to r q u an tised  im age to achieve perform ance im provem ent. H igh  in te r­
b lo ck  co rre la tio n  in  na tu ra l im ages has a d irec t in fluence  on the p robab ility
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o f  th e  in d ices  o f  n e ighbouring  b locks, in  a  w ay  th a t th e ir  ind ices b e lo n g  to  a 
sm all su b se t o f  the  codebook . T h is ch arac teristic  has b een  em p lo y ed  in  a 
lo ss le ss  schem e to  fu rth e r im prove the perfo rm an ce  o f  trad itio n a l sim ple  V Q  
schem es. The cod ing  p erfo rm ance  o f  th is schem e has b een  co m p ared  w ith  
IC -V Q  (I), p red ic tiv e  and  fin ite  sta te  V Q  schem es, and  JP E G  a t low  b it 
ra tes . T h is  schem e o u tperfo rm s these  cod ing  schem es.
Chapter 6
Index Compressed VQ Method III
6.1 Introduction
C h ap te rs  4 , and  5 p resen ted  tw o index  com pressed  V Q  schem es. T he aim  o f  
b o th  m eth o d s is to  exp lo it the in ter-b lock  dependency  by  u sing  the 
ch arac te ris tic s  o f  the  im age b lo ck  indices. IC -V Q  (I) em ploys the fea tu re  o f  
id en tica lly  in d ex ed  ne ighbouring  b locks in  index  com pression , b u t th is 
m eth o d  igno res the  fac t tha t the iden tica lly  indexed  ne ighbouring  b locks are 
n o t th e  on ly  source  o f  in te r-b lock  dependency , and also  IC -V Q  (I) is less 
e ffec tiv e  w h en  the  p robab ility  o f  iden tica lly  indexed  ne ighbouring  b locks is 
low .
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IC -V Q  (II) reso lves the problem s o f IC -V Q  (I) by  considering  the fac t that 
sm all areas in  natural im ages require  a sm all codebook fo r their 
rep resen ta tion . A  problem  o f IC -V Q  (II) is that it assigns a fixed  num ber o f 
b its  to  areas w ith  varying activities, w hile  m ore active areas requ ire  m ore 
b its  fo r the ir rep resen ta tion  than less active areas. In o ther w ords, a variable 
b it assignm ent p rocedure depending on the reg ion  activ ity  can resu lt in  be tter 
perform ance. In  th is regard , this chapter in troduces a m ethod based  on 
T S V Q  indices' characteristics, and an extended version for the case w here 
the V Q  coder is FSV Q .
T he ind ices ob tained  by  T SV Q  have an in teresting property  that enables 
them  to g ive inform ation  about the correlation betw een tw o im age blocks. If 
tw o  im age blocks are highly  correlated, they m ay have an identical index, or 
the  sam e ancestors; for exam ple identical parents, or grand-parents 
depending  on the quantisation  levels. The existence o f high in ter-b lock  
co rre la tion  in  natu ral im ages results in having neighbouring blocks w ith  the 
sam e genealogy. In  o ther w ords the neighbouring blocks o f  a TSV Q  
quan tised  im age m ight have the sam e predecessor up to a particu lar stage o f 
the  codebook  tree m ap. This characteristic can be used to com press the 
ind ices, since if  the indices o f tw o neighbouring blocks belong to the sam e 
generation , the com m on part o f  their indices need not be transm itted  fo r both  
o f  them .
T his chap ter in troduces a m ethod, index com pressed V Q  m ethod m  (IC -V Q
(III)), to  exp lo it the genealogical relation  betw een the im age b lock  indices 
ob ta ined  from  a T SV Q . IC -V Q  (III) is based  on the fact that neighbouring 
b locks m ostly  belong to the sam e fam ily, and there is no need  to transm it or 
store  the fam ily  identification  for all o f  them . This m eans that IC -V Q  (III)
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p a rtitio n s  the  im age in to  groups o f  ne ighbouring  b locks be long ing  to  the 
sam e fam ily  on  the  basis  o f  the  T S V Q  codebook.
T S V Q  co d eb o o k  can  be  considered  as a  u n io n  o f  a  g roup  o f  sm all T S V Q  
co d eb o o k s (sub tree  codebooks). T he  sm all sub tree  codebooks req u ire  less 
b its  to  rep re sen t th e ir m em bers. I f  the  ind ices o f  som e ne ighbouring  b locks 
are  th e  ch ild ren  o f  a  sub tree, som e b it saving can  be  acheived  by  ind icating  
th e  su b -tree  and  transm itting  o r storing the com m on part o f  the  ind ices. T he 
am o u n t o f  b it  sav ing  is abou t as m uch  as the d ifference  b e tw een  the average 
ra te  o f  the  o rig ina l T S V Q  tree  and the sub tree  p lus som e ex tra  o verhead  to 
rep re se n t the  se t o f  ne ighbouring  blocks.
T h is  ap p ro ach  leads to  a variab le  ra te  b it assignm ent, because  low  activ ity  
a reas co n ta in  h igh ly  co rre la ted  b locks, and h igh activ ity  areas con ta in  b locks 
w ith  low  co rre la tion . C onsequently , the quan tised  version  o f  b locks from  
low  activ ity  areas are  m ore likely  to  have an iden tica l ancestry  than  the  
b lo ck s  fro m  h igh  activ ity  areas. T his m eans that the low  activ ity  b locks 
req u ire  a  sm aller sub tree  fo r the ir rep resen ta tion  than  the h igh  activ ity  
b lo ck s . T h ere fo re , the ind ices o f  b locks from  low  activ ity  areas can  be  
reco n stru c ted  w ith  less b its  w hen  com pared  w ith  the ind ices o f  b locks from  
h ig h  activ ity  areas.
T h e  b a sic  id ea  o f  IC -V Q  (III) is sim ilar to  variab le  ra te  V Q , w here  the b its 
a re  a llo ca ted  to  b locks depending  on their activ ity . T he d ifferences are the 
im ag e  adap tiv ity  o f  IC -V Q  (III), and the codebook  o f  the  V Q  used  in  IC -V Q
(III) is f ix ed  rate . T he variab le  b it assignm ent p rocedure  o f  IC -V Q  (III) is 
b o rn e  o u t o f  considering  the characteristic  o f  the im age b lo ck  ind ices in  the 
en co d in g  p ro ced u re , ra th e r than  designing  a un iversa l-based  codeb o o k
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v a riab le  ra te  V Q , such  as p ru n ed  T S V Q  [L ookabaugh 1993] o r g reedy  tree  
g ro w in g  T S V Q  [R isk in  1991]. IC -V Q  (III) f irs t assigns b its  un ifo rm ly , then  
th is  u n ifo rm  b it  a llo ca tio n  is changed  in to  a  v ariab le  one b a sed  on  the  im age 
b lo c k  lo ca tio n  charac teristic . A  b lo ck  loca ted  in  a b usy  a rea  req u ires  m ore  
b its  th an  a b lo ck  loca ted  in  a  sm ooth  a rea  o f  the im age. O f course , b locks 
lo ca ted  in  active  areas o f  n a tu ra l im ages are  norm ally  active. P rev ious 
v a riab le  ra te  coders a lloca te  b its  to  each  im age b lo ck  b ased  on  its activ ity  
an d  d isreg ard  the  ch arac teristics o f  the neighbouring  b locks.
T h e  d iffe ren ces b e tw een  IC -V Q  (III) and the  p rev ious schem es in tro d u ced  in  
C h ap te rs  4  and  5 and, address V Q  can  be  considered  from  the  v iew p o in t o f  
th e  s ize  o f  the  co d eb o o k  subset tha t the ind ices o f  the ne ighbouring  im age 
b lo ck s  are  m ap p ed  on to  it. IC -V Q  (III) m aps the neighbouring  b locks onto  
th e  v a riab le  size  subsets o f  the  V Q  codebook . IC -V Q  (I) and  (II) m ap  the 
n e ig h b o u rin g  b locks on to  fix ed  size subsets, and address V Q  is a  hy b rid  
m ethod .
IC -V Q  (III) m aps the neighbouring  im age b locks on to  the sub trees (subsets) 
o f  th e  V Q  co d eb o o k  depend ing  on the area 's activ ity  w ith  som e ex tra  side 
in fo rm a tio n  to  rep resen t the subtree. A  variab le  size sub tree  fo r im age areas 
re su lts  in  a  variab le  rate . It can  be  said  tha t IC -V Q  (III) be longs to  tha t 
ca teg o ry  o f  in d ex  com pression  schem es w here  a variab le  size co d ebook  is 
u sed  to  en co d e  the neighbouring  b locks (or to rep resen t the indices).
IC -V Q  (I) and  (II) be long  to  the category  o f  V Q  coders in  w hich  the sm all 
c o d eb o o k  u sed  to  encode  the neighbouring  b locks is fixed  size. In  IC -V Q  (I) 
th e  size  o f  the  codeb o o k  is one, because  the in te r-b lock  co rre la tion  rem oval
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is  b a se d  o n  the  iden tica lly  ind ex ed  neighbours, and  in  IC -V Q  (II) the  
o p tim u m  size  o f  the  co d eb o o k  depends on  the quan tisa tion  levels.
A d d ress  V Q  can  b e  consid ered  as a  h y b rid  m ethod , w here  a fix ed  size  
co d eb o o k  has b een  u sed  to  encode  the b lo ck s’ ind ices o f  low  activ ity  areas, 
an d  a  v a riab le  size  fo r  the  rest. T hose  areas, w here  the b locks have  h igh ly  
c o rre la ted  ind ices, are  assigned  a fix ed  size  codebook . T hese  a reas are 
n a tu ra lly  low  activ ity  areas o f  the im age. T he  res t o f  the  areas are assigned  
m o re  b its  th an  the firs t group. A ddress V Q  has b een  m ain ly  designed  in  a 
h y b rid  b it  a llo ca tio n  form , n o t because  o f  b it ra te  effic iency , b u t b ecau se  o f  
im p lem en ta tio n  p rob lem s such as codebook  design, m em ory  and search.
T h e  re s t o f  th is  chap ter is o rgan ised  as fo llow s. S ection  6 .2  p resen ts the 
g en ea lo g ica l ch arac teristics o f  ind ices tha t have no t b een  covered  in  C hap ter 
3, an d  S ec tion  6.3 in troduces the m ethod  o f  index  transm ission  o r sto rage 
b a sed  on  the  in d ices’ genealog ica l features. Sections 6 .4  and  6.5 g ive the ra te  
fo rm u lae  fo r  IC -V Q  (III) and  m ethods to  im prove its com pression  ra tio  
resp ec tiv e ly . Section  6 .6  in troduces the ex tended  version  o f  IC -V Q  (IE ) fo r 
F S V Q , and  S ection  6.7 p resen ts the  sim ula tion  resu lts and  d iscussion .
6.2 Genealogical Characteristics of Indices Obtained from TSVQ
C h ap te r  3 p resen ted  the p robab ility  o f  iden tica lly  indexed  neighbouring  
b lo ck s . In  the  case  o f  T SV Q , the p robab ility  o f  having  neighbouring  b locks 
w ith  id en tica l ancesto rs (genealogical p robab ility ) can  be  found  as w ell, 
b ecau se  th e  in fo rm atio n  o f  neighbouring  b locks fo r an  r  bpv  quan tised  im age 
sh ow s the  p ro b ab ility  o f  having  neighbouring  b locks w ith  an  iden tica l 
an cestry  fo r  r + 1  bpv , r + 2  bpv , and  so on.
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F igure  6.1: C oup le
F ig u re  6 .2  illu stra tes  the  genealog ica l index  p robab ilities fo r a typ ica l im age 
( C o u p l e ) .  In  th a t figure, G raph  A  show s the genealog ica l p ro b ab ility  o f  
h av in g  id en tica l ancesto rs w ith  the b lo ck  in  the  no rth -side, and  G raph  B 
show s the  genea log ica l p robab ility  o f  having  iden tica l ancesto rs w ith  the 
b lo ck s  in  the  north - o r w est-side. F o r exam ple  fo r a 7 bpv T SV Q , the resu lts  
o f  7 , 6 and  5 bpv  show  the p robab ility  that the index  o f  tw o neighbouring  
b lo ck s  can  h av e  an  iden tica l index , paren ts, and grandparen ts respec tive ly . A  
co m p le te  re su lt fo r a set o f  standard  im ages is g iven in  appendix  A  fo r b lo ck  
sizes o f  2x2  and  4x4  p ixels.
F ig u re  6.2: T he  p robab ility  o f  hav ing  b locks w ith  iden tica l ancestry
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I t c an  b e  seen  th a t i f  tw o  n e ighbouring  b locks do n o t have  an  iden tica l index , 
th e re  s till ex is ts  the  p robab ility  o f  hav ing  id en tica l ancestry  (i.e. paren ts  or 
g ran d p a ren ts , e tc .). T h is fea tu re  can  be  u sed  in  b it saving, b ecau se  there  is 
no  n eed  to  tran sm it the  sam e in fo rm ation  (sim ilarity  in  fam ily  generation ) 
fo r  b o th  o f  the  n e ighbouring  b locks.
6.3 Index Transmission or Storage
T h e  m eth o d s p ro p o sed  in  Chapters 4 and 5 requ ire  tw o groups o f  
in fo rm atio n . A  m ap  that show s the boundaries o f  ne ighbouring  b locks 
m ap p ed  to  the  sam e sm all codebook , and  the index  o f  the  firs t m em ber o f  
each  b o u n d ary  th a t canno t be  recovered  by the ind ices o f  th e ir ne ighbouring  
b lo ck s . T h e  new  schem e fo r T SV Q  like the p roposed  schem e in  C hap ters 4 
an d  5 req u ire s  transm itting  tw o groups o f  in form ation , a m ap  tha t show s the 
g en ea lo g ica l re la tio n sh ip  o f  the im age b lock  ind ices, and  the  b it req u ired  to 
sh o w  the  genea log ica l d ifferences. T he m ap o f  genealog ica l re la tionsh ip  
in d ica te s  the  sub tree  to  w hich  the ne ighbouring  b locks belong.
6.3.1 The Map of Genealogical Relationship
T h e  m ap  o f  genealog ica l re la tionsh ips consists o f  in fo rm ation  th a t show s 
w h e th e r tw o  neighbouring  b locks have  an iden tica l index , an  iden tica l 
p a ren t, g randparen ts o r any  o ther iden tica l ancestor. T h is m ap  can  be 
co n stru c ted  by  find ing  the neighbouring  b locks w ith  iden tica l index , then  
th o se  b locks th a t do no t have an  iden tica l index  w ith  the ir ne ighbours b u t 
h av e  an  id en tica l p a ren t w ith  the ir neighbouring  b locks, and  the p rocedu re  
co n tin u es u n til arriv ing  to  the po in t w here all the im age b locks have  the 
sam e pa triarch ; th is p o in t is the ro o t o f  the tree.
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6.3.2 The information of the genealogical differences
T h e  m ap  o f  genea lo g ica l re la tio n sh ip  can  p roduce  the  ind ices ' in fo rm atio n  
u p  to  a  stage  th a t a  b lo ck  has re la tio n  w ith  its ne ighbouring  b locks, and  the 
re s t o f  th e  in fo rm atio n  shou ld  b e  transm itted . F o r exam ple , le t tw o  b locks 
h a v e  th e  fo llo w in g  ind ices respec tive ly  (read  from  le ft to  rig h t fo r ro o t to  
node):
1 1 0  11 
1 1 0 0 0
U p  to  th ree  genera tions, the  ind ices have iden tica l ancesto rs in d ica ted  by  
110, an d  a fte r th a t a ll the  rem ain ing  b its are req u ired  fo r reco n stru c tin g  any 
o f  th e  tw o  ind ices. In  the  case  o f  a  b inary  tree  the  firs t b it in  the  ind ices, 
w h e re  th ey  are  d ifferen t, has to  be  transm itted  fo r one o f  the  b locks. I f  th a t 
b i t  is  k n o w n  fo r one  o f  the  b locks its va lue  is au tom atica lly  d e te rm ined  fo r 
th e  o ther. In  th e  above exam ple  the d ifference  starts from  the  fo u rth  b it, and  
as th a t b it  fo r  th e  firs t index  is a  "1", it shou ld  b e  a  "0" fo r the  o th er b lock .
6.4 Rate of Index Compressed VQ method III
T h e  req u ire d  in fo rm ation  ra te  fo r IC -V Q  (HI) consists o f  the  in fo rm atio n  fo r 
th e  m ap  o f  genea log ica l re la tionsh ips and  the  genealog ical d ifferences. T h is 
sec tio n  g ives the  req u ired  ra te  fo r each  part.
6.4.1 The rate of genealogical information
In  IC -V Q  (HI), the  index  o f  each  b lo ck  is first com pared  to  the  ind ices o f  
tw o  o f  its n e ighbouring  b locks in  the north - and  w est-side  to  fin d  o u t to  
w h ich  o f  its ne ighbouring  b locks it is m ost sim ilar in  ancestry . T h is  
in fo rm a tio n  is 1 bpv . T he  res t o f  the genealog ical re la tio n  b it ra tes  are  to  
sh o w  the  in fo rm atio n  o f  the  iden tica l ancestry  such  as hav ing  iden tica l
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ind ices, paren ts, g randparents and so on. In  the first step the requ ired  b it rate  
is 1 bpv , because  am ong all the im age blocks those w hich  have an iden tical 
in d ex  w ith  their north- or west-side neighbours have to  be  identified . T he
n um ber o f  iden tified  b locks w ith  identical ind ices w ith  their neighbours is 
n P  {w<jN)r » w here  n is the to tal num ber o f  im age blocks, r  is the T S V Q  ra te  (or
the num ber o f  tree  layers), and P {WuN)r is the probab ility  that a  g iven  b lock
has an  iden tica lly  indexed  north- or w est-side neighbour b lock  in  a T SV Q  
w ith  an  average ra te  o f  r  bpv.
IC -V Q  (HI) identifies the b locks w hich have an identical paren t w ith  their 
ne ighbours in  the second step. T hese b locks are am ong those that do no t 
have an iden tica l index  w ith  their neighbours. The blocks w hich  rem ained
from  the first step (blocks w ithout neighbours w ith  an identical index) are 
n P  {WuN)r, w here  P  {WuN)r is the probability  o f  having  neighbours in  the north
or w est-side  w ith  a d ifferen t index in  an r  bpv TSV Q . T he ra te  to  rep resen t 
b locks w ith  iden tical parents as found in  the second step is P  (WyjN)r. T he
process is con tinued  in  this fash ion  until the roo t o f  the tree is reached. 
H ence, the form ula fo r the rate  o f  genealogical inform ation  can be  w ritten  
as:
r
Rg i = 2  +  ' £ i P(wvN)i bpv (6.1)
i=i
w here  R gi is the genealogical inform ation rate, and P (WuN). is the p robability  
o f  hav ing  b locks w ith  identical indices fo r an i bpv TSV Q .
6.4.2 The rate for the genealogical differences
In  T SV Q , if  tw o neighbouring  b locks have an identical index  or parent, there  
is no  need  to  transm it any side inform ation for reconstructing  the indices as 
exp la ined  in  section 6.3.2. B ased  on this argum ent if  tw o neighbouring 
b locks have k  b its d ifferent from  the tree node that their d ifferences start, k-1
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b its  are requ ired  to reconstruct the index  o f  any o f  them . This m ethod  resu lts 
in  the  fo llow ing  fo rm ula  for the rate  o f  genealogical d ifferences:
r
Pgd ~ il(̂ (ffuAr)(W) _ P(WkjN\)(r ~ 0 ^PV (6-2)
i=l
W here  R gd is the ra te  o f  genealogical difference, r  is the average ra te  o f  the 
tree, and  i is the subtree rate  (the ra te  requ ired  to rep resen t the node o f  the 
subtree  to  w hich  the indices o f  the tw o neighbouring blocks belong). T he
p ro o f fo r (6.2) is as follow s. Suppose that the p robability  o f  having 
neighbours w ith  identical indices, parents, grandparents are P (WKjN)r,
P(wvN\r > P(wvN\r 2) • T here  is no need to send any b it fo r the case o f  blocks 
w ith  iden tical ind ices or parents. The b it requ ired  is ( P iWuN)(r - 
P (WuA0 n ) ( ( r ~l)~r) fo r the case o f  neighbouring b locks w ith  identical 
grandparents, because  the inform ation o f ( P (WuN) x  1 0 0 ) %  o f  the blocks 
has been  previously  transm itted, and P (WuN)(r is the fraction  o f  b locks that
have iden tica l index, parents and grandparents all together. T he pure  values
o f  those  which have only an identical parent can be found by the difference, 
( P t w u N , ^  ■ p <w,jNlir „ )< and ( ( r - ) l - r )  bits are required  fo r index
reconstruction  in  the case w hen tw o blocks have an identical grandparent. If 
th is m ethod  is continued  for the o ther cases and the b its for all the cases are 
added  then  (6.2) is obtained. The final rate  fo r IC -V Q  (III) is as follow s:
P = 2 + ̂  [(̂ (WuAOo-j) — P(WuN)t )(r “ 0 "I" P (WvN)j | bpv (6.3)
i=i
IC -V Q  (HI) considers tw o neighbouring blocks in  the com pression  process. 
O ne can  consider three or m ore neighbours. H ow ever this m ay not 
necessarily  im prove the perform ance o f IC -V Q  (III), because the probability  
o f  iden tica l ancestry  for the case o f  tw o or m ore has little  d ifferences (about 
4  to  8 % ), and in  the case o f  m ore than tw o there is need  to transm it o r store 
ex tra  overhead  inform ation  to represent the local genealogical relationship .
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6.5 Methods to Improve the Rate of IC-VQ (III)
T he ra te  fo rm ula o f  IC -V Q  (E l) indicates that the m inim um  value fo r the 
requ ired  ra te  is 2 bpv, and this is the overhead incurred  in  finding  and 
represen ting  the m ost sim ilar neighbouring b lock  based  on the indices and 
the b locks having  neighbours w ith identical indices. This rate  can  be  reduced  
by  using  sim ilar m ethods such as run-length  coding as described  in  C hapters 
4  and 5. T he reason  for the applicability  o f  run-length  coding is the 
possib ility  o f  having runs o f  sim ilar sym bols that convey the sam e 
inform ation . A s this part w as extensively described in  C hapter 4, it is no t 
repeated  here.
6.6 Index Compressed VQ method in  based on FSVQ
T he indices o f  im ages obtained by FSV Q  do not have the genealogical 
in form ation  as described in  TSV Q . The application o f the new  m ethod in  the 
case o f  FSV Q  requires a  m ethod o f giving the characteristics sim ilar to the 
indices obtained  from  TSV Q  to those obtained from  FSV Q . In o ther w ords 
there  is a need  to give a tree shape to a FSV Q  codebook, bu t still use the 
F S V Q  schem e to quantise the im ages.
In  T SV Q , tw o children  o f a tree node are those w hich have the m ost 
sim ilarity  based on the criterion, normally MSE, used for codebook generation. 
T his characteristic  generates indices for codevectors o f  a TSV Q  in a w ay 
tha t they con tain  the genealogy inform ation as previously explained. This 
characteristic  can be v irtually  obtained for a FSVQ .
A  sim ple and com putationally  efficient m ethod, albeit no t optim um  as a tree- 
structu red  V Q  codebook in term s o f M SE, is to generate the virtual tree on the 
basis o f  the sim ilarity  betw een the energy of codevectors and consider every 
pair o f codevectors which have the most similar energy as the children of a tree
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node. F igure  6.3 to 6.5 dem onstrate the p rocedure o f  this schem e. T he 
codevectors are ordered  based  on their energies. This process is show n in  
F igure  6.3. F igure 6.4 show s the pairs o f  codevectors that construct the 
code vecto r o f  the node in  the next layer o f  the v irtual tree, and F igure 6.5 
illustra tes how  to continued  and have a com plete v irtual tree.
a b  c d  e f  g h
F igure 6.3: T he ordered codevectors based  on their energies
Figure 6.4: Each pair o f  codevectors are m erged
Figure 6.5: A  virtual tree construction 
6.7 Simulation Results and Discussion
T his section  presents the sim ulation results and d iscussion o f the new  
schem e for T SV Q  and FSV Q  based  on virtual tree structure. T he resu lts are 
b ased  on  512x512 size im age and block  size o f  4x4. The effects o f  b lock  
size fo r the case o f  index com pression by IC -V Q  (III) are discussed as well.
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6.7.1 Simulation results and discussion for TSVQ
T he resu lt fo r IC -V Q  (IE) has been  com pared  w ith  IC -V Q  (II) based  on  
T S V Q , JP E G  and  p red ictive p runed  T SV Q  (PPTSV Q ), FS -V Q  and  address 
V Q . T w o im ages are coded  by IC -V Q  (III) and JPE G , to evaluate  the 
sub jective  quality . T he resu lts ob tained  are based  on the test im age, L e n a  
(512x512  p ixels) using  4x4 p ixels b lock  size. T he P S N R  has been  calcu lated  
u sing  (4 .16).
6.7.1.1 Comparison between IC-VQ (III) and IC-VQ (II)
F igure  6 .6 p resen ts the resu lts o f  IC -V Q  (II) (graph labelled  "A"), and IC- 
V Q  (ni) (graph labelled  "B") based  on T SV Q . It can be  seen that IC -V Q  
(III) has a  b e tte r perform ance than  IC -V Q  (E) in  all ranges o f  b it rate. T he 
d ifferences at low  b it rates is low , because the codebook  size fo r the both  
codecs is sm all and resu lts in  little  d ifferences betw een  the low  and high 
activ ity  areas o f  the im age, therefore the variable ra te  b it assignm ent 
p roced u re  is less effective. A t h igher rates the d ifference is about 0.7 dB , 
and  at the  sam e P S N R  (30.5 dB) the d ifference in  ra te  is about 0.07 bpp. T he 
reaso n  fo r the d ifference  at h igher rates is that the im age b locks have m ore 
cho ices to  find  the best m atch from  the codebook, consequently  the 
p o ssib ility  o f  m apping  the neighbouring  blocks onto  a sm all and fixed  size 
sub se t o f  the orig inal codebook  decreases, and IC -V Q  (III) allev iates this 
p rob lem  by  a variab le  m apping  the neighbouring  blocks.
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Figure 6.6: R esults o f IC -V Q  (II) and (III) based  on TSV Q
6.7.1.2 Comparison between IC-VQ (III) and predictive VQ
F igure 6.7 presents the results o f PPTSV Q  (graph labelled  "A") 
[Lookabaugh 1993] and IC -V Q  (III) ( graph labelled  "B"). The results 
ind icate  that IC -V Q  (III) is able to produce better perform ance at rates less 
than  0.3 bpp. B etw een 0.1 and 0.15 bpp the d ifference varies from  4 to 1 dB.
T he reason  fo r the differences betw een PPTSV Q  and IC -V Q  (III) at very 
low  b it ra tes is that the predictive coder relies on prediction  and a sm all 
codebook  size to represent all the im age blocks w ith any activity. This 
approach  has tw o problem s. F irstly, prediction does not perform  w ell on 
h igh  activ ity  areas such as edges. Secondly, a sm all codebook cannot 
rep resen t a w ide variety  o f  b lock  shapes. In the case o f IC -V Q  (III), at very 
low  b it rates, the m ost perform ance im provem ent derives from  exploiting the 
in te r-b lock  correlation, rather than a sm all codebook. The variable b it 
a llocation  o f  IC -V Q  (IH) is im age adaptive w hile it is no t the case for 
PPT SV Q .
IC -V Q  (HI), in  term s o f codebook design is m uch sim pler than the predictive 
coder because  it is based  on the basic TSV Q . The design process o f
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P P T S V Q  in  its sim plest form  involves calculating the prediction  coefficients, 
generating  the residual o f vectors betw een the pred icted  values and the 
orig inal vector, generating the tree-shaped codebook fo r the residual vectors 
and then  pruning the tree. The m ethod o f optim ising the codebook o f  the 
PP T S V Q  is com plex and requires several iterations [Chang 1986, 
L ookabaugh  1993, G ersho 1992].
F igure  6.7: R esults o f IC -V Q  (EH) based on TSV Q , and PPTSV Q  
In  term s o f sim plicity  o f encoding, both  encoders are using tree-structured 
codebooks w hich have the sam e block  quantisation tim e; the d ifference is 
that in  the predictive coder, the residual has to be obtained, and in  IC -V Q  
(EH) a com parison  betw een the index o f each block  w ith the indices o f  tw o 
o f  its neighbours has to be perform ed plus H uffm an coding o f the 
genealogical m ap. As a conclusion, the encoding procedures o f these tw o 
schem es do no t have significant differences, bu t in term s o f design 
procedure  and coding perform ance at b it rates less than 0.3 bpp, IC -V Q  (EH) 
is preferable .
6.7.1.3 Comparison between IC-VQ (III) and JPEG
F igure 6.8 dem onstrates the results o f JPEG  and IC -V Q  (HI) based  on 
T SV Q . IC -V Q  (HI) outperform s JPEG  at rates less than 0.21 bpp. A t low er
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fo r the  p oo r perform ance o f JP E G  at low  b it rates w as sta ted  earlie r in  
C h ap te r 5 Section  5.5.
F igure  6.8: R esults o f  IC -V Q  ( I I I ) based  on TSV Q , and JPE G
T w o tes t im ages, L ena  and C o u p le , were chosen to evaluate the subjective 
quality . These tw o im ages are coded at about the sam e rate  by IC -V Q  (III) 
and  JP E G . T he resu lts fo r L e n a  are illustra ted  in  F igures 6.9 and 6.10, and 
the resu lts fo r C o u p le  are show n in Figures 6.11 and 6.12. T he results 
o b ta ined  by  JP E G  contain  noticeable blocking, w hile  this is no t the case for 
IC -V Q  (III). T he reason  for the b locking effect associated  w ith  JP E G  is that 
th is  schem e assigns m ore b its to active areas. This approach  has problem s at 
low  b it rates; there  is no t enough b its to represen t low  activity  areas, and this 
resu lts  in  d iscon tinu ities a t the b locks boundaries.
6.7.1.4 Comparison among IC-VQ (III), FS-VQ and Address VQ
T he coding  perform ance o f IC -V Q  (III) based  on TSV Q  is about the sam e 
w ith  FS -V Q , bu t w ith  considerably  less com putation  than FS-V Q  w hether in 
d esign  o r search  process. A ddress V Q  show s about 0.5 dB b e tter resu lts than 
IC -V Q  (III). H ow ever the problem s associated  w ith  address V Q  in term s o f
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co d eb o o k  genera tion , m em ory  req u irem en t and  search  com plex ity  m ake IC - 
V Q  (E l)  p re fe rab le  fo r app lication .
6.7.2 Simulation results and discussion for FSYQ
T h e  re su lt fo r  IC -V Q  (HI) b ased  on  F S V Q  has b een  com pared  w ith IC -V Q  
(II), p red ic tiv e  F S V Q , and  JP E G . T he perfo rm ance  o f  IC -V Q  (III) b a sed  on 
T S V Q  and  F S V Q , at the ra te  tha t F S -V Q  and  address V Q  are com pared  w ith  
IC -V Q  (III) b a sed  on  T S V Q , is the sam e. H ence, there  is no  need  to  com pare  
th e  p e rfo rm an ce  o f  IC -V Q  (IE) based  on FS V Q  w ith  these  tw o  coders. T w o 
co d ed  im ages, by  IC -V Q  (IE) based  on  F S V Q  and JP E G , are p resen ted  in  
F ig u res 6 .16  to  6 .19 to evaluate  the sub jective  quality .
6.7.2.1 Comparison between IC-VQ (III) and IC-VQ (II)
F ig u re  6.13 p resen ts the resu lts o f  IC -V Q  (E) and (E l) based  on  F S V Q . It 
can  b e  seen  th a t the  perfo rm ance  d ifference  b e tw een  m ethods E  and  IE  is 
ab o u t 0 .6  dB at b it ra tes above 0 .2  bpp  and these tw o schem es have  about 
th e  sam e perfo rm an ce  at very  low  b it rates. T he reaso n  w as sta ted  earlie r fo r 
th e  case  o f  IC -V Q  (IE ) based  on  T SV Q . B oth  o f  these  schem es have  the 
sam e p ro b lem  w hen  the channel no ise  is considered; no ise  p ropagation .
F igu re  6.13: R esu lts o f  IC -V Q  (II), and (III) based  on  F S V Q
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6.7.:2.2 Comparison between IC-VQ (III) and predictive VQ
F igu re  6 .14  p resen ts the resu lts o f  predictive FSV Q  [Lookabaugh 1993], and 
IC -V Q  (E l). IC -V Q  (E l) show s m ore than  2 dB be tte r perform ance on 
average. A t very  low  b it rates the coding perform ance o f IC -V Q  (III) is 
abou t 4 dB b e tte r than  predictive FSV Q . In term s o f im plem entation , the 
design  p rocess o f  the pred ictive coder [Chang 1986, L ookabaugh 1993, 
G ersho  1992] is m ore com plex than  IC -V Q  (ffl), w hich  requ ires only  a 
sim ple  codebook  such as a m em ory less FSV Q . T he reason  fo r the 
d ifferences, as sta ted  before, are the inability  o f  p red ic tion  on h igh activ ity  
areas and the use o f  a sm all codebook fo r the represen ta tion  o f  all the 
residuals in  p red ic tive  V Q  coding at very  low  b it rates.
F igure  6.14: R esults o f IC -V Q  (III) based  on FSV Q  and predictive FS V Q
6 .1 2 3  Comparison between IC-VQ (III) and JPEG
F igure  6.15 show s that IC -V Q  (E l) outperform s JP E G  at b it rates less than  
0 .22  bpp . T his ra te  thresho ld  is im age dependent. F or exam ple fo r a m ore 
active im age such as C o u p le  this rate  is about 0.3 bpp. This is because  JP E G  
requ ires m ore b its to  rep resen t the high activity b locks w ithou t considering  
the  in te r-b lock  correlation, w hile there ex ist som e correlation  in  h igh  activity  
areas w hich  is easily  explo ited  by IC -V Q  (III).
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F ig u re  6.15: R esu lts o f  IC -V Q  (III) based  on  F S V Q  and JP E G
T w o  tes t im ages as in  the p rev ious section  w ere  se lec ted  to  evaluate  the 
sub jec tiv e  quality . T he coded  versions o f  these  tw o im ages w ith  abo u t the 
sam e ra te  w ere  o b ta ined  u sing  IC -V Q  (III) and JPE G . T hey  are respec tive ly  
sh o w n  in  F igu res 6 .16  to 6 .19. T he quality  o f  coded  im ages using  V Q  are 
v isu a lly  m uch  b e tte r than  JP E G . W hile  the coded  im ages have h igher rates 
th an  th o se  in  sec tion  6 .7 .2 , the JP E G  codec still in troduces no ticeab le  
b lo ck in g  e ffec t in  sm ooth  areas such as face w hich  is v isually  im portan t.
6.7.3 The effect of block size and image activity on the performance of 
IC-VQ (III)
C h ap te r 3 sh ow ed  that sm all b lock  size vecto r quan tisa tion  increases the 
p ro b ab ility  o f  hav ing  m ore iden tica lly  indexed  ne ighbouring  b locks and 
co n seq u en tly  m ore  neighbouring  b locks w ith  ind ices hav ing  iden tica l 
ancesto rs . T hus the cod ing  perfo rm ance  o f  IC -V Q  (III) over its coun terpart 
V Q  can  b e  im proved  i f  sm all sized  b locks are used . T he o ther characteristic  
o f  im ages w h ich  affects the  perfo rm ance  o f  IC -V Q  (III) is the im age activ ity ; 
h ig h ly  active  im ages have  less iden tica lly  indexed  neighbouring  b locks, or 
b lo ck s w ith  ind ices hav ing  id en tica l ancesto r, and consequen tly  IC -V Q  (III)
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has less perfo rm ance on these types o f  im ages in  com parison  w ith  im ages 
w ith  low  to m odera te  activity . S im ilar argum ents can be advanced  fo r IC -V Q  
(I) and (II).
L e n a B a b o o n
F igure 6.20: F our im ages fo r testing the perform ance o f IC -V Q  (III)
F o u r im ages (F igure 6.20) w ith  varying activ ities have been  selected  to 
illu stra te  the above argum ents. The com plete  resu lts for each im age are 
p resen ted  in  appendix  B, and a sum m ary o f resu lts based  on an approxim ate 
d ifference  betw een  IC -V Q  (III) and FSV Q  is show n in F igure 6.21. F irst, it
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can  b e  seen  th a t IC -V Q  (III) b ased  on sm aller b lo ck  size  g ives b e tte r 
im p ro v em en t ov er its coun te rp art V Q  co d er w ith  the sam e b lo ck  size, and  
seco n d ly  the  perfo rm an ce  o f  IC -V Q  (III) h igh ly  depends on  the im age 
ac tiv ity . T he  cod ing  perfo rm ance  o f  IC -V Q  (III) fo r less active im ages is 
b e tte r  th an  h ig h ly  active  im ages.
F ig u re  6.21: T he e ffec t o f  b lo ck  size and im age activ ity  on  the p e rfo rm ance
o f IC -V Q  (III)
6.8 Summary
A  nov e l m ethod  o f  im age coding, IC -V Q  (III), capab le  o f  p rov id ing  
s ig n ifican t resu lts  at low  b it ra te  is proposed . T his m ethod  com presses the 
in d ices  o f  quan tised  im ages based  on the fac t that ne ighbouring  b locks, in  
n a tu ra l im ages, are h igh ly  correlated , and th is co rre la tion  exh ib its itse lf  
am ong  the  ind ices o f  neighbouring  b locks in  a  w ay tha t neighbouring  b locks 
are  m ap p ed  on to  a  sm all subset o f  the orig inal V Q  codebook; the size  o f  the 
sm all co d eb o o k  depends on  the neighbouring  b locks ' activ ity . T he
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g enea log ica l re la tionsh ip  am ong the ind ices has been  used  to  exp lo it this 
ch arac teristic .
T he  p erfo rm ance  o f  th is schem e in term s o f  P S N R  versus average ra te  w as 
com p ared  w ith  IC -V Q  (II), som e p red ictive V Q  coders, FS-V Q , address V Q  
and  JP E G . T he resu lts show  that this schem e has b e tte r com pression  
capab ility  in  term s o f  objective quality  over m ost o f  these  schem es at b it 
ra tes  less than  0.3 bpp , depending  on the activ ity  o f  the coded  im age, and 
g ives a  com parab le  resu lt w ith  address V Q  w ith  m uch less com plex ity . T he 
sub jec tive  quality  o f  th is schem e has been  com pared  w ith  JPE G . T his 
schem e, at low  b it rates, in troduces less no ticeab le  d isto rtion  w hen  
co m p ared  w ith  JPEG .
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:
F igure  6.9: L e n a  at 0 .2536 bpp by IC -V Q  (III) based  on TSV Q
( w ith PSN R  30.03)
Figure 6.10: Lena  at 0.2463 bpp by JPEG ( with PSNR 30.41)
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:
F ig u re  6.11: C o u p le  at 0 .2647 bpp by  IC -V Q  (III) based  on  T S V Q
( w ith  P S N R  27.40)
- ; ■
Figure 6.12: C ouple  at 0.2686 bpp by IC-VQ (III) ( with PSNR 27.24)
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F igure 6.16: L e n a  at 0.2861 bpp by IC -V Q  (III) based  on FSV Q
( w ith PSN R  30.54)
Figure 6.17: Lena  at 0.2728 bpp by JPEG ( with PSNR 31.09)
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F ig u re  6 .18: C o u p le  at 0 .2942  bpp  by  IC -V Q  (III) based  on F S V Q
( w ith  P S N R  28.02)
Figure 6.19: C ouple  at 0.3116 bpp by JPEG ( with PSNR 28.06)
Chapter 7
Index Compressed Image Adaptive Vector
Quantisation
7.1 Introduction
A class of VQ schemes to improve the subjective quality of coded images at 
low bit rates is image-based VQ. VQ schemes can be partitioned into two 
groups depending on how the codebook is generated. When several images 
are used as the training set in generating the codebook, it is called universal 
codebook based VQ, and when the image to be encoded is the only training 
set used in generating the codebook, it is referred to as an image-based 
codebook. Encoders using an image-based codebook are sometimes referred 
to as image adaptive VQ (IAVQ). These coders result in lower distortion 
than a similarly sized universal codebook based VQ, and can better represent 
the active areas such as edges [Goldberg 1986], because they follow the 
characteristics of the image blocks more closely.
The basic image adaptive VQ (IAVQ) proposed by Goldberg et al [Goldberg 
1986] has three disadvantages. Firstly, it bears a great computational burden 
of codebook generation because it is based on the LBG algorithm of Linde et 
al. [Linde 1980]. Secondly it requires transmitting the overhead information 
(the generated codebook), which may result in having an IAVQ coder with 
higher distortion for the same rate when compared to a universal VQ coder. 
Finally, it neglects the inter-block correlation.
The first problem can be solved by employing a fast clustering algorithm, 
and a number of these have been proposed in the literature. There exist fast 
clustering schemes such as real-time codebook re-transmission [Huang 
1994], fast pairwise nearest neighbourhood [Equitz 1989], and Kohonen's
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self organising feature map [Nasrabadi 1988]. Beside the fast clustering 
schemes the development of modular VLSI architectures for real-time full- 
search based vector quantisation [Park 1993] is another step in this regard. 
Another method of solving the problem associated with the clustering 
algorithm is developed in [Panchanathan 1991]; a sub-optimum codebook is 
generated without using a clustering algorithm. Chen and Sheu [Chen 1994] 
introduced the Gold-Washing method which is able to generate the 
codebook on the fly.
The problem associated with overhead bit rate becomes important when the 
required rate for an IAVQ results in having a coder with the same 
performance as a universal codebook based VQ. The general approach to 
this problem is the use of some lossy coding scheme for codevectors 
transmission. This idea is motivated by the existence of intra-vector (or 
intra-block) correlation among the pixels of the codevectors. So far, three 
lossy schemes have been reported; variable length transform coding [Wang 
1992], JPEG [Huang 1994], and universal codebook based vector 
quantisation with a large codebook [Zeger 1992, 1994]. In situations where 
the overhead rate is low, applying a lossy scheme does not result in 
appreciable improvement.
The coding performance of IAVQ can be improved by considering the inter­
block correlation. Wang et al. [Wang 1992] considered this approach by 
combining variable-length transform coding and image adaptive vector 
quantisation. The method essentially uses an image based codebook with 
large image blocks in transform domain. It is worth noting that the size of 
the blocks in Wang scheme is larger than that used by Goldberg et al. 
[Goldberg 1986]. The larger block size together with the transformation
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employed in the encoder make the proposed scheme more complex than the 
basic image adaptive VQ. Furthermore, the coding performance of the codec 
proposed by Wang et al. is poor at low bit rates (less than 0.3 bpp) [Wang 
1992, page 899].
This chapter exploits the inter block correlation through an index 
compression scheme. Subsequently this scheme is called index compressed 
IAVQ (IC-IAVQ). The rest of the chapter is organised as follows: Basic 
LAVQ, and its combination with index compression is explained in section
7.2 and 7.3, and the related results, comparison with other schemes and 
discussion are presented in section 7.4.
7.2 Image Adaptive Vector Quantisation
In a basic IAVQ scheme, the image to be encoded is partitioned into 
identically sized blocks of pixels and a codebook is generated using these 
image blocks. For each image, the generated codebook is transmitted along 
with the image's block indices to the receiver. The generated codebook can 
be transmitted via a lossless or a lossy scheme. The rate, r, of the basic 
IAVQ can be obtained from the following expression:
_ log2 N . RN
r k M bpp (7.1)
where, N  is the codebook size; k is the block size; M  is the total number of 
identically sized blocks into which the image is partitioned; and R is the 
number of bits allocated to each component of the codevector in the 
codebook. The first term of (7.1) is the contribution to the rate from indices 
representation. The second term, which is the overhead rate, arises from the
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codebook  size. A  reduction  o f codebook size w ill defin itely  reduce  the 
con tribu tion  o f th is term  to the overall rate. H ow ever, a reduction  in 
codebook  size leads to an increased distortion in  the reconstructed  im age.
F igure  7.1: B it rate  increase using lossless (graph labelled "A") or lossy 
(graph labelled  "B") coding o f the codevectors (4x4 b lock  size)
F igure  7.2. B it rate  increase using lossless (graph labelled  "A") or lossy 
(graph labelled  "B") coding o f the codevectors (2x2 b lock  size)
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Apart from reducing the codebook size, other researchers [Wang 1992, 
Huang 1994, Zeger 1992, 1994] have employed a lossy coding scheme to 
reduce the overhead rate. Figures 7.1 and 7.2 show a comparison of the 
contribution of the overhead rate (percentage) to the total bit rate when a 
lossy (2.5 bits/pixel) and lossless (8 bits/pixel) coding schemes are used. The 
results are for the case of a 512x512 pixels image with block sizes of 4x4 
and 2x2 pixels respectively. The percentage of overhead rate is calculated 




log 2 N  ' M+





It can be seen that when the vector size is less than or equal to 16 and the 
codebook size is less than 128, the contribution of overhead rate is less than 
10 percent of the total rate, and there is little difference between applying a 
lossy or a lossless coding scheme. However, for a bigger codebook the 
difference is significant and it is worthwhile considering the use of a lossy 
coding scheme in compensating the side effect of overhead rate.
7.3 Index Compressed Image Adaptive Vector Quantisation
The block diagram of IC-IAVQ is shown in Figure 7.3. In the encoder, the 
' input image is partitioned into nxn pixels blocks, which are used to generate 
an image-based codebook via a clustering algorithm such as the LBG 
algorithm. The codevectors are encoded and transmitted (stored) using a 
lossless or lossy scheme. The indices, after compression by one of the 
lossless coding schemes proposed in chapters 4 to 6, are also transmitted or 
stored. At the decoder a lookup table (codebook) based on the decoded 
codevectors is constructed; in addition, the compressed indices are decoded.
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T he vector quantised  version o f the original im age is reconstructed  by using 
the decoded  indices and the codebook.
input image
Reconstructed image
Figure 7.3. B lock diagram  o f an IC -IA V Q  codec 
7.4 Simulation results and discussion
T he proposed  schem e has been  tested on three im ages w ith low , m oderate 
and h igh  activity  areas; A irp la n e , L e n a , and B a b o o n  ( F igure 7.4). The 
resu lts o f  the new  schem e in term s o f objective quality has been  com pared 
w ith  the basic  IA V Q  ( for a b lock  size o f 4x4 pixels) and JPE G  coding 
standard . T he generated  im age adaptive codebooks w ere transm itted  by a
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co d eb o o k  con tain ing  vectors o f  size o f  2x2 pixels, w ith  1024 codevectors 
(2.5 bpp). T he P S N R  has been  calcu lated  using  (4.19).
F igure 7.4: Test im ages for IC -IA V Q
F igures 7 .5  to  7.7 show  the resu lts o f  sim ulation carried  out on the 3 im ages 
fo r the  case w here the im age-based V Q  coder is full search. A ll the figures 
show  that the com bination  o f im age adaptivity  and index  com pression  
(graphs labelled  "B") resu lts in  a significant im provem ent, up  to 4 dB 
depend ing  on the im age activity, w hen com pared w ith  im age adaptivity  
a lone  (graphs labelled  "A"). T he im provem ent is m ore significant fo r im ages 
w ith  low  to m oderate  activity, because for those im ages IC -V Q  is m ore 
effective.
T he  cod ing  perform ance o f IC -IA V Q  show s superiority  over JP E G  coding 
standard  at b it ra tes less than  0.25 bpp. In case o f im ages w ith  h igh  activity  
areas, IC -IA V Q  outperform s JPE G  over a w ide range o f b it rates. T he 
p erfo rm ance  o f  IC -IA V Q  is about 1 dB better than JPE G  (Figure 7.7 ), and 
th is perfo rm ance cannot been  achieved by universal based  V Q  coders in  
com bination  w ith  index  com pression. The reasons for this resu lt are the 
app lica tion  o f im age-based  codebook for im ages w ith h igh  active areas and 
the exp lo ita tion  o f  in ter-b lock  correlation  by index  com pression . Index
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com pression  perform s in  such a w ay to exploit the in ter-b lock  correlation  
even  in  h ighly  active areas, w hile JP E G  ignores this correlation. The 
un iversal based  codebook cannot represent areas w ith  any form  o f activity, 
w h ile  this is possib le  fo r the im age-based codebook.
F igure  7.5: R esults o f IC -IA V Q  w ith A irp la n e  as test im age
Figure 7.6: R esults o f IC -IA V Q  w ith L en a  as test im age 
7.5 Comparison between Wang et al. Scheme and IC-IAVQ
IC -IA V Q  has tw o im portant advantages over the schem e proposed  by W ang 
et al. [W ang 1992]. F irstly, the encoder is m uch sim pler, and secondly  it 
p rov ides a m uch better results at low b it rates. For exam ple W ang schem e
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gives 30.91 dB P S N R  at 0 .7238 w hile  IC -IA V Q  gives 30.8 dB P S N R  at 0.3 
b p p  fo r the  sam e im age (Lena).
F igure  7.7: R esults o f  IC -IA V Q  w ith  B a b o o n  as test im age 
7.6 Summary
T his chap ter in troduces an im age adaptive V Q  schem es in  w hich  the in te r­
b lo ck  co rre la tion  has been  exploited  through an index  com pression  
algorithm . In  IC -IA V Q  m ethod, the codebook is generated  based  on  the 
im age to  b e  encoded, and the indices o f  the encoded im age are com pressed  
v ia  an  index  com pression  algorithm . The aim  o f index  com pression  is to 
ex p lo it the in terb lock  correlation  w hich has been  neglected  in  the basic  
LAVQ schem e. T he resu lts show  that the new  m ethod resu lts in  significant, 
up  to  4 dB , im provem ent over the basic  im age adaptive V Q . T he app lication  
o f  LAVQ in  com bination  w ith  index com pression obtains significant 
im provem ent over JP E G  coding standard  for im ages that con tain  areas w ith  
h ig h  activ ity . IC -IA V Q  show s be tter perform ance w ith  sim pler encoder than  
W ang  Schem e.
Chapter 8
Index Compressed Residual Adaptive Vector
Quantisation
8.1 Introduction
The main goal of IAVQ, proposed by Goldberg et al. [Goldberg 1986], was 
to encode the image by a non-stationary codebook thus enabling a more 
subjectively pleasing reconstruction of active image areas. However, in 
IAVQ, generating an adaptive codebook for all the image blocks results in 
more accurate encoding of the low activity areas which may not necessarily 
result in significant subjective quality improvement of those areas over the 
universal codebook based VQ. Furthermore this method results in inefficient 
bit allocation from subjective quality points of view, because more bits are 
allocated to transmit low activity areas which can be universally encoded 
with barely noticeable distortion.
An alternative strategy to improve the performance of IAVQ is to use the 
universal codebook-based VQ with an index compression scheme for all the 
image blocks, and an adaptive codebook-based VQ to encode the residual of 
the active areas of the image. Using a universal codebook-based VQ, the low 
activity areas of the image can be reconstructed with low distortion and the
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active areas can be approximated. The assignment of more bits to encode the 
residual of active areas in another step results in a fine reproduction of active 
areas.
If the residuals between the approximate version (the quantised image using 
the universal codebook-based VQ) and the original values of active blocks 
are further encoded, it is possible to reproduce the active areas fairly 
accurately. This method allows the use of a small codebook to encode the 
residual of active blocks. The codebook for residual vectors can be obtained 
universally or based on the image itself. The second method requires a 
smaller codebook, but more computation, and is suitable for images with 
areas with high activity. Whichever codebook is used, universal or image- 
based, this algorithm has a major computational advantage over the basic 
IAVQ. In the case of a universal codebook, the codebook which is needed for 
the residual vectors need not be generated for each image. In the case of an 
image based codebook, the training vectors and the size of the codebook for 
the residual vectors are small.
The adaptivity of this scheme derives from the use of the image 
characteristics to detect and appropriately allocate bits to the active regions of 
the image rather than the use of an image-based codebook for all the image 
blocks, since the codebook can easily be chosen to be universal.
Perhaps, from a classification point of view, this method can be considered as 
a multistage classified VQ [Juang 1982, Frost 1991, Barnes 1990, Ramamurti 
1986]. A multistage classified VQ consists of several stages, and in each 
stage a quantised version of the residual of the previous section is obtained. 
In classified VQ (CVQ) the vectors are classified based on their activity into
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several classes, and each block is vector quantised according to its class. A 
codebook with the capability of edge classification is used to encode the high 
activity blocks.
The new method consists of two stages. The first stage is an index 
compressed VQ and the second stage is a CVQ where there are two classes, 
the active areas and the rest of image. Only the residual of active blocks are 
encoded. It is pertinent to outline some of the salient differences between the 
new method and CVQ. The number of classes usually considered in CVQ is 
high with the consequent increase in rate introduced by the overhead of the 
class addresses. In the new method there is no overhead incurred in 
representing the two classes. Another important difference between the two 
methods lies in the allowable edge orientation of the active blocks allowable. 
CVQ places more restrictions on this important feature while the new 
scheme, especially in its image-based codebook form, allows any type of 
edges to be encoded.
The organisation of this chapter is as follows. The next section introduces the 
method in detail. Section 8.3 describes the method of partitioning the image 
into low and high active areas. Section 8.4 presents the simulation results and 
compares the new method with IC-IAVQ.
8.2 Index Compressed Residual Adaptive VQ
Figure 8.1 shows the block diagram of the system, Index Compressed 
Residual Adaptive VQ (IC-RAVQ), encoder. The system has to transmit two 
groups of information, the indices generated from encoding the image and the 
indices from encoding the residual. Therefore the system consists of three 
parts, a direct encoder for the image, an encoder for the residual of active
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b locks and  an in terface  to find  out the active b locks and their residual. N ex t 
each  section  o f the  system  is described.
T he in p u t im age is vector quantised  using a universal codebook, and the 
genera ted  ind ices are com pressed  and transm itted . A n index  c lassifier 
id en tifies the active b locks and the address o f  their locations. T he details o f 
the  index  c lassifier is g iven in  Section 8.3. T he system  then  uses the address 
o f  the  active b locks, a to tally  decoded version  o f the im age and the orig inal 
im age to  ob tain  the residual o f the active blocks. F inally , the residual vectors 
are  encoded  by  an adaptive codebook.
A s aforem entioned , the codebook used  in  encoding the residual vectors can 
e ith er be un iversal or im age-based. In the b lock  diagram  o f F igure 8.1 a 
u n iversa l codebook  has been  used. I f  an im age-based codebook is used, the 
system  requ ires tw o additional sub-system s: codebook generation b lock  and 
codebook  encoding.
Figure 8.1: Encoder of IC-RAVQ
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Figure 8.2: D ecoder b lock  diagram  o f IC -R A V Q
T he corresponding decoder is show n in Figure 8.2. Tw o groups o f 
inform ation  need  to be decoded: the universally encoded im age and the 
residual vectors. The situation in  w hich an im age-based codebook has been  
used  requires a decoder to reconstruct the codebook. As show n in Figure 8.2, 
the indices resulting  from  directly encoding the im age are recovered through 
a decom pression  algorithm , and a decoded version o f the im age is 
constructed . The decom pressed indices also allow s the identification o f the 
addresses o f  active blocks and hence a recovery o f the residual vectors and 
the quantised  version o f the im age can be used to reconstruct the encoded 
im age.
8.3 Image Partitioning into High and Low Activity Blocks
In this section a m ethod o f classifying the im age blocks into high and low 
activ ity  categories is described. This m ethod has been  tested on several 
images and the results are in agreement with a subjectively good segm entation. 
A part from  the sim plicity  and the speed o f the classification m ethod, it can  be 
used  in  the quantisation dom ain, thus m aking it unnecessary to transm it any 
overhead  inform ation to the decoder in order to identify  the active blocks.
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Low activity blocks are usually characterised by a low variance about the 
mean pixel value. Hence, a block can be easily classified into the low activity 
category if it satisfies this criterion, and high activity category otherwise. The 
classification method proceeds by computing the mean of each block and the 
number of pixels that have a specific distance from the mean. If the majority 
of the block pixels have less than the specific distance from the mean, the 
block is classified as being of the low activity type. There is a need for 
setting the specific distance and the majority number, and through testing 
some images these values are chosen to be one standard deviation and about 
63 percent of all the block pixels for a block with 4x4 pixels. Despite the 
simplicity of this method, it proves to be very effective in distinguishing 
active regions of the image, such as edges, from the rest. Results of tests 
using some typical images are shown in Figure 8.3. Both the original and the 
detected high activity regions (white coloured areas) are shown in the figure.
The method has been explained using image pixels, but it can be used to 
detect the high activity codevectors as well. It is noted that for a universal 
codebook with a small size the method is not very effective, since for most of 
the codevectors, the components are close to the mean of the codevector. For 
a large codebook, the result obtained are in good agreement with those 
obtained in the pixel domain. Figures 8.4.a and 8.4.b depict the percentage 
differences between the results of the classification method in the pixel and 
the quantisation domains. The range of quantisation is from 5 bpv to 9 bpv. 
In Figure 8.5, the active blocks which are found in the quantisation domain 
for the test images Lena and Peppers are shown at 8 bpv.
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Figure 8.3: Detected active blocks
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F igu re  8.4.a: E rro r betw een  finding the active b locks from  the quan tised  and
the orig inal im age (L en a)
F igure  8.4.b: E rro r betw een  finding the active b locks from  the quan tised  and
the original im age (P e p p e rs )
Figure 8.5: The found active blocks from the quantised image at 8 bpv
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8.4 Simulation Results and Discussion
T w o tests have been  perform ed to evaluate the proposed im age com pression 
schem e. In  the first sim ulation, a com parison w ith the resu lt o f  IC -IA V Q  
p resen ted  in  C hapter 7 is given in  order to see how  variable b it assignm ent 
can  im prove the perform ance. The codebook for encoding the residual 
codevectors is im age-based and its size is 32, and 8 bpp is assigned for 
transm itting  each o f the com ponents o f the code vectors. The size o f  the 
un iversal codebook has been  changed from  64 to 512. In the second 
sim ulation, the objective is to com pare the results o f using universal and 
im age based  codebook in  encoding the residual vectors. The com parison have 
b een  m ade objectively through a PSN R  versus b it rate  graphs and 
subjectively  by presenting the reconstructed im ages at about the sam e bit 
rate.
F igure 8.6: The results o f IC-IA V Q  and IC-RA V Q  {L ena)
Figure 8.6 show s PSN R  versus b it rate plots for IC-IAVQ (graph labelled 
"A ”) and IC -R A V Q  (graph labelled "B") schem e using "L e n a " as a test 
im age. The im provem ent obtained by using IC-RA V Q  is about 0.5 dB and
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fro m  a com putational po in t o f  view , IC -R A V Q  is also p referred  to IC -IA V Q . 
Figures 8.7 and 8.8 show the images encoded by the two schemes, IC-IA V Q  and 
IC -R A V Q , respective ly . In  term s o f reproducing  the edges and active areas 
such  as a round  the eye or hair, IC -R A V Q  has superior perform ance, because  
IC -R A V Q  assigns m ore b its to  those areas. IC -IA V Q  is able to rep roduce  low  
activ ity  reg ions be tte r than  IC -R A V Q . T he reason  is that, at the sam e b it rate , 
IC -IA V Q  assigns m ore b its to  low  active areas than  IC -R A V Q  because  o f 
un ifo rm  b it a llocation  w ithou t any regard  fo r the im age b lock  activity.
F igure  8.9: T he results o f  IC -IA V Q  and IC -R A V Q  (P e p p e r s )
F u rth er tests using  a m ore active im age, P e p p e r s , has been  conducted  to 
va lida te  the veracity  o f  the conclusion  reached above. The PSN R  versus b it 
ra te  p lo ts  fo r the tw o schem es, IC -IA V Q  (graph labelled  "A") and IC -R A V Q  
(graph  labe lled  MB "), are show n in F igure 8.9. W hen  the tw o graphs are 
com pared , it is c lear that IC -R A V Q  has a perform ance advantage, about 1.25 
dB on average, over IC -IA V Q . The reason is that h igh activ ity  im ages contain  
m ore  active b locks, consequently  an adaptive b it a llocation resu lts in  be tter 
p e rfo rm ance  than  un ifo rm  b it allocation.
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T he subjective perform ance o f the tw o m ethods are further com pared by 
using  the im ages show n in  Figures 8.10 ( IC -RA V Q ) and 8.11 (IC-IA V Q ). 
T he edge reproduction  capability  o f IC -R A V Q  is obvious, especially  w hen 
the edges o f  the big peppers in  F igure 8.10 are considered. T here  is a 
possib ility  o f  the p ixel values going out o f range w hen the residual and the 
quan tised  versions are added. This m ay resu lt in  spotty artifacts in  very dark 
or b righ t areas o f the im age. Som e areas o f the big b lack  pepper exhibits this 
phenom enon. N ote  that this artifact can be easily corrected  by taking the 
im age through a rescaling post processing.
and universal based codebook for the residuals (B a b o o n )
T he second set considered the effect o f using a universal codebook as against 
an im age-based  codebook in encoding the residual vectors for the tw o test 
im ages. T he results indicate a m arginal difference both  objectively and 
subjectively . A nother test has been perform ed on a m ore active test im age, 
B a b o o n , and the objective results (Figure 8.12) shows som e differences. The 
reason  adduced for this is that B a b o o n  contains lots o f variations w hich are 
unstructured  and cannot be w ell reproduced by a universal based  codebook, 
w hile  in  the case o f L en a  and P e p p e rs  the active areas are edges w hich can 
be  found in  m ost o f  natural im ages, consequently a universal-based codebook
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for the residuals can reproduced those active blocks. Another reason for the 
marginal difference in performance between the two methods (for the 
residuals of the two test images, Lena and Peppers) is that at the same rate it 
is possible to choose a bigger codebook for the universal-based codebook, 
since there is no overhead to be incurred in transmitting the codebook. There 
is an exception in the case when image characteristics change gradually and 
the number of codevectors to be transmitted for the image based codebook is 
reduced: a better performance can be acheived by the image-based codebook 
in comparison with the universal-based codebook. In these circumstances 
both universal and image-based codebooks have about the same size and, the 
image-based codebook VQ coder results in less distortion.
8.5 Summary
This chapter addresses one of the problems of IAVQ; bit assignment 
procedure. In IAVQ all the image blocks are assigned bits uniformly without 
regard for their activities. This chapter introduces a residual adaptive VQ 
scheme based on a variable bit assignment depending the image blocks 
activity. This scheme first encodes the image by a universal VQ coder, then 
the residual of the active blocks derived from the difference between the 
quantised version and the original go into another quantisation process. The 
reason for the second process is to reproduce the active areas finely, at the 
expense of assigning more bits.
The objective and subjective quality of the new scheme has been compared to 
ordinary IC-IAVQ introduced in chapter 7. The results show that the new 
coder is able to reproduce the edges better than IC-IAVQ, and in terms of 
objective measurement presents a very good result for active images. In terms
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Figure 8.7: C oded L en a  by IC -R A V Q  at 0.44 bpp and 33 dB PSN R
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F igure  8.8: C oded  L e n a  by  IC -IA V Q  at 0.44 bpp and 32.79 dB P S N R
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This thesis consists of four main parts: (i) literature review, (ii) the analogy 
between the index and pixel domains correlation, (iii) methods of index 
compression, and (iv) methods of improving the subjective quality of the 
coded image using index compression. Besides these four main points, which 
are presented in seven chapters, the first chapter presents a summary of what 
is going on in each chapter of the thesis and the main findings, and list of 
papers. Section 9.2 gives a brief summary of each of the four main points 
and the related contributions, and Section 9.3 offers suggestions for further 
research in the related areas of index compression.
9.2 Summary and Main Points
Chapter 2 begins with an outline where VQ fits into a bigger group of image 
compression techniques. VQ is considered as a block coding technique and 
its advantages and disadvantages in comparison with other block coding 
schemes such as transform and block truncation coding are discussed. The main 
advantage of VQ over TC and BTC is the simplicity of its decoder and low 
computational complexity at low bit rates over TC; its disadvantage is its 
poor coding performance at low bit rates.
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A short literature review is next given on the methods of improving the 
performance of VQ at low bit rates, and the concept of index compression, 
which is the centre of attention in this thesis, is explained. Index 
compression is a method of exploiting the inter-block correlation, based on 
indices characteristics, to improve the bit rate (a lossless index compression 
method). Chapter 2 presents a discussion on a previous index compression 
method, address VQ; a brief description, its advantage and disadvantages are 
outlined.
Chapter 3 introduces the issue of analogy between the index and pixel 
domains correlation in highly correlated sources. This issue is the backbone 
of index compression schemes introduced in Chapters 4 to 6. Chapter 3 
presents several tests on AR(I) and some natural images to show the high 
inter-index correlation and the similarity between the indices of adjacent 
image blocks or pixels. It also discusses the possibility of representing 
highly correlated sources, such as image data, by only the indices generated 
from quantising the data without any knowledge about the codebook.
Chapters 4 to 6 introduce three index compression methods. The basis of 
these three methods is that the indices of the vector quantised version of 
neighbouring vectors of highly correlated sources are mapped onto an 
original VQ indices subset. This fact is deduced from the results obtained in 
Chapter 3, Sections 5.2 and 6.2. Depending on whether a fixed or a variable 
size is used for the VQ indices subset, the three schemes can be categorised 
into two groups; Chapters 4 and 5 introduce methods for a fixed subset size, 
and Chapter 6 introduced the variable subset size case. The significant 
features of these methods are their simplicity, speed, low memory
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requirement and comparable coding performance in comparison with address 
VQ. IC-VQ schemes are more sensitive to channel noise than the basic VQ 
and JPEG.
Chapter 4 presents an index compression method, IC-VQ (I), suitable for VQ 
coders when the codebook size is small. VQ coders with small codebook size 
results in high probability of identically indexed neighbouring blocks (or 
neighbouring blocks are mapped onto the VQ indices subset which have one 
member). A simple row and column processing on the indices of image 
blocks generates a map which shows the location of identically indexed 
neighbouring blocks and the rest. This map and the indices of those blocks 
which do not have identical index with any of their neighbours in the same 
row or column are sufficient to reconstruct all the image block indices. The 
necessary condition for performance improvement of IC-VQ (I) over its 
corresponding VQ coder is shown. This method results in up to 4 and 2 dB 
improvement over FSVQ and TSVQ, when the index compression is applied 
to the indices of FSVQ and TSVQ respectively.
Chapter 5 addresses the problem of IC-VQ (I) when the VQ codebook size 
become large. In this situation the probability of identically indexed 
neighbouring blocks is low, and consequently the rate required to represent 
those blocks which do not have identical indices with any of their preceding 
neighbours in the same row or column increases. Chapter 5 introduces a 
simple method, IC-VQ (II), to alleviate this problem by mapping the indices 
of neighbouring blocks on to a VQ indices subset which does not necessarily 
have one member as in IC-VQ (I). It is shown that the optimal size of the VQ 
indices subset depends on the corresponding VQ coder rate. IC-VQ (II) results
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in 0.5 and 0.3 dB improvement over IC-VQ (I) based on FSVQ and TSVQ 
respectively. This improvement also includes allowance for large codebook 
size.
Chapter 6 presents an index compression scheme, IC-VQ (III) where instead 
of mapping the indices of neighbouring blocks onto a fixed size VQ indices 
subset, a variable size subset is considered. The significance of this scheme is 
that it allows for the non-stationarity of images; image areas possess varying 
levels of activity and thus requires varying sizes of codebook for 
representation. Low activity areas requires a smaller codebook size (less bits) 
than high activity areas, and a fixed size codebook results in allocating the 
same bit to low and high activity areas. The method introduced in Chapter 6 
is primarily based on TSVQ, and is expanded to FSVQ by introducing the 
concept of virtual tree for a FSVQ. The variable bit assignment procedure of 
IC-VQ (HI) results in its performance improvement over IC-VQ (n) of about 
0.6 and 0.7 dB based on FSVQ and TSVQ respectively.
Index compression is a method which losslessly compresses the indices 
generated by a VQ scheme. Consequently this approach does not improve the 
subjective quality of the VQ coder at the same level of distortion. Chapters 7 
and 8 deal with this problem. Chapter 7 presents the application of index 
compression in combination with image adaptive vector quantisation (IC-IAVQ). 
The results show significant improvement of up to 4 dB for images with low 
to moderate activity. It was shown that IC-IAVQ for high activity images not 
only outperforms basic IAVQ, but also outperforms the JPEG coding 
standard over a wide range of bit rates.
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IAVQ assigns bits uniformly to image blocks disregarding their activity, 
consequently this deficiency is transferred to IC-IAVQ. Chapter 8 addresses 
this problem and introduces a method, IC-RAVQ, to solve it. Low activity 
blocks can be represented well by a universal-based codebook and high 
activity blocks require more bits for their representation. In IC-RAVQ, the 
image undergoes a VQ scheme and the resulting indices are transmitted. The 
residual of active blocks are further vector quantised and their indices are 
transmitted. A simple, but subjectively successful method is introduced to 
distinguish the active image blocks from the rest without any overhead 
information. The performance of IC-RAVQ shows significant improvement over 
IC-IAVQ for images with high activity. The implementation of IC-RAVQ is 
computationally more efficient than IC-IAVQ.
9.2 Suggestions for Further Research
There are at least three areas related to the work presented in this thesis in 
which further research can be conducted with the aim of improving the 
performance and extending the possible applications. Methods of further 
reducing the bit rate of index compression schemes will lead to an overall 
improvement of the compression schemes. The subjective quality of the 
decompressed image can become better by improving the bit allocation 
strategy. Lastly methods of applying these compression schemes to medical 
images may open the way to efficient lossless or near-lossless compression 
techniques for these types of images.
9.2.1 Bit rate reduction of index compression schemes
The index compression schemes introduced in this thesis are lossless 
schemes which require overhead information to represent the most similar
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neighbouring blocks. There is the possibility of the existence of other 
methods for index compression and methods to reduce the overhead rate.
All the index compressed VQ schemes introduced are a combination of a 
VQ scheme and a lossless index compression scheme. The reason for this 
structure is to retain the performance of the original VQ coder. However, 
there are some lossy schemes that can provide significant results. A simple 
approach is to apply a VQ coder with small block size to compress the 
indices. Some of the results for small block size VQ coding have been 
shown in Appendix B. The problem associated with this simple approach is 
the possibility of misclassification because of loss which may result in a 
high distortion in active areas. An approach to compensate this problem is to 
use a method similar to the one proposed in Chapter 8.
One of the disadvantages of index compression schemes introduced in this 
thesis is the overhead required to represent which of the neighbours of a 
block in the north- or west-side has the most similarity with that block. 
There is a possibility to obtain these information adaptively. Because of high 
correlation in natural images, it is possible to predict the direction in which 
the most similarity exists, consequently eliminating the need to transmit any 
overhead information.
9.2.2 Index compression and bit allocation
Bit allocation can be considered from two points of view, how to allocate 
bits to minimise the overall distortion or how to allocate bits to minimise the 
subjectively noticeable distortion. Further research in these areas as related 
to index compression are considered.
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Chapter 8 addressed the problem of uniform bit allocation of IAVQ by 
introducing a variable rate bit assignment to image blocks depending on their 
activity. This method assumes a universal or image-based codebook for the 
residual of active blocks, but this codebook was a fixed rate one, while 
active blocks have varying levels of activity, and bits should be allocated 
based on their activity. An approach to improve the method introduced in 
Chapter 8 is to generate a variable rate coder such as pruned tree- or greedy 
tree-structured VQ [Lookabaugh 1993, Riskin 1991].
The ultimate goal of any image compression scheme is to satisfy the human 
viewer. In situations where the subject under compression is a natural image, 
the subjective quality of the decompressed image is the most important 
factor in the quality of the coded image. In natural images, there are blocks 
with high activity which are not visually important, such as grasses, furs, and 
curly hair. These blocks require high amounts of bits for a good 
representation. A method to improve the subjective quality performance of 
the scheme proposed in Chapter 8 is to recognise these areas and avoid 
considering them in further bit allocation.
9.2.3 Application of Index Compression
This thesis presents the results of the index compression in combination with 
fixed rate VQ coders on natural images. Other areas of research are the 
application of index compression in combination with variable rate VQ 
coders, and some other types of images such as medical images.
The effectiveness of index compression methods on the other VQ schemes 
with memory such as predictive VQ, or FS-VQ, or variable rate coders such 
as pruned TSVQ and greedy tree structured VQ remains an open question.
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Of course, with predictive VQ, or FS-VQ, it is obvious that as the 
correlation has been exploited, index compression cannot be as effective as 
it is for the memory less VQ schemes.
Medical images contain very low activity areas, such as background, which 
can be compressed easily by index compression schemes. On the other hand, 
there are active areas in medical images that are the most important parts of 
the images, and cannot be easily compressed by index compression, unless a 
method similar to the scheme introduced in Chapter 8 is used.
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Appendices
Appendix A: The Probability of Identically Indexed
Neighbouring Blocks
1. Results for 2x2 Block Size
1.1 Results for TSYQ
T able 1.1.1: T he probability o f  having an identical index with the neighbouring b lock
located in the north-west-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .4 4 7 7 0 .5 1 5 5 0.5551 0 .6398 0 .7 2 8 7 0.8541 0 .9 3 1 8
Announcer 0 .4 0 5 2 0 .4 6 4 7 0 .5405 0 .6 5 6 4 0 .7639 0 .8 6 3 3 0 .9 5 6 5
B aboon 0 .0851 0 .1 2 2 8 0 .1 6 9 9 0 .2 6 0 0 0.4141 0 .6017 0 .8 0 6 2
B oat 0 .2 6 7 6 0 .3 2 7 0 0 .3 9 2 7 0 .5 2 2 6 0 .6377 0 .7 7 5 0 0 .9 0 9 4
C ablecar 0 .3 8 0 0 0 .4221 0 .5 0 1 0 0 .5 8 8 2 0 .6 8 5 6 0 .8 1 0 9 0 .9 3 4 5
Cornfield 0 .3811 0 .4 1 4 8 0 .4 5 4 9 0 .5079 0 .6 1 2 4 0 .7 3 8 4 0.8461
C ouple 0 .2321 0 .2 8 8 4 0 .3 4 2 6 0 .4219 0 .5 9 7 0 0 .7 5 8 0 0 .8745
Crow d 0 .2 2 5 0 0 .2 7 9 8 0 .3 5 9 6 0 .4683 0 .5817 0 .7 5 2 6 0 .9 0 6 2
Flow er 0 .4 5 3 8 0 .5051 0 .5 5 8 7 0 .6305 0 .7 5 5 4 0 .8 4 4 4 0 .9375
Fruits 0 .4 4 2 5 0 .5 1 2 3 0 .5547 0 .5973 0.7471 0 .8 4 9 9 0 .9 0 1 0
Girl 0 .5 3 7 3 0 .6 0 6 5 0 .6693 0.7331 0 .8343 0 .9 1 4 4 0.9671
H ustler 0 .4 7 0 2 0 .5 2 5 4 0 .5 8 4 2 0 .6425 0 .7 6 3 9 0 .8623 0 .9 3 5 9
Lena 0 .3 5 2 8 0 .4 0 1 7 0 .4 6 4 0 0 .5 5 8 9 0 .6865 0.8311 0 .9 2 3 8
Light 0 .4 8 1 9 0 .5 5 3 6 0 .6 0 0 2 0.6171 0 .7 3 5 9 0 .8 8 0 2 0 .9 4 0 9
M an 0 .2 5 8 0 0 .3 1 1 5 0 .3 8 6 8 0 .4857 0 .6 2 3 6 0 .7 7 9 9 0 .9 0 1 2
M a su d a l 0 .5 5 5 7 0 .6 2 4 8 0 .6 5 6 8 0 .7303 0 .8440 0 .9 0 9 4 0 .9 5 6 0
M asuda2 0 .6 1 0 3 0 .6 7 8 8 0.7031 0 .7713 0 .8718 0 .9 2 9 2 0 .9 6 3 0
M odel 0 .5 5 9 5 0 .6 1 4 7 0 .6 4 1 9 0 .6667 0 .8087 0 .9 0 8 7 0 .9 5 0 7
Pens 0 .4 1 1 7 0 .4 5 3 9 0 .5 1 2 0 0 .5685 0 .7 0 9 2 0 .8 3 6 8 0 .9 5 5 2
Peppers 0 .3 2 3 5 0 .4 0 7 7 0 .4 9 1 4 0 .6 2 8 9 0 .7486 0 .8617 0 .9 4 1 0
Soccer 0 .2 6 1 4 0 .3 0 6 8 0 .3 4 6 2 0 .3 9 5 9 0 .5597 0 .7 1 1 4 0 .8 3 5 7
Stdim g 0 .4 4 1 3 0 .5 5 6 6 0 .6 1 4 9 0 .7 2 8 0 0 .8 4 7 6 0 .9 3 9 6 0.9801
Tanaka 0 .5 3 3 7 0 .6 2 3 0 0 .6 7 5 0 0 .7 3 5 6 0.8435 0 .9 2 1 6 0 .9 6 4 0
W om an 1 0 .3 3 9 8 0 .3 9 1 7 0 .4 3 3 7 0 .5 3 9 9 0.7115 0 .8 1 3 6 0 .9 3 0 9
W om an2 0 .4 1 9 6 0 .4 9 1 4 0 .5 6 8 7 0 .6 6 9 0 0 .7928 0.9071 0 .9 6 8 2
Y atch 0 .3 5 7 4 0 .3 9 7 3 0 .4 3 5 4 0 .5 0 2 0 0.6391 0 .7 6 7 0 0 .8 8 7 3
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Table 1.1.2: The probability o f  having an identical index with the neighbouring  
block located in the north-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .4907 0 .5614 0 .6009 0 .6830 0 .7762 0.8901 0 .9 5 1 4
Announcer 0 .4763 0 .5379 0.6115 0 .7139 0.8088 0 .8907 0 .9 6 5 2
Baboon 0 .1079 0.1518 0.2061 0 .3000 0 .4570 0.6367 0.8201
B oat 0 .3071 0 .3746 0.4483 0.5725 0.6899 0 .8179 0 .9 2 9 6
C ablecar 0 .4 2 0 6 0.4698 0 .5514 0.6319 0.7317 0.8458 0 .9488
Cornfield 0 .3 9 5 2 0 .4 3 1 0 0.4758 0.5258 0 .6336 0 .7652 0 .8697
Couple 0 .3 5 3 2 0.4181 0.4807 0 .5549 0.7115 0.8383 0.9185
Crowd 0 .3 0 3 6 0.3623 0.4463 0 .5470 0.6631 0 .8100 0.9307
Flow er 0 .5189 0.5733 0.6275 0.6935 0 .8070 0 .8847 0 .9547
Fruits 0 .5079 0 .5 7 5 0 0 .6202 0.6646 0 .8000 0 .8854 0.9268
Girl 0 .6088 0 .6749 0 .7310 0.7846 0 .8680 0.9321 0.9733
Hustler 0 .5531 0.6095 0 .6646 0.7189 0.8184 0.8991 0.9553
Lena 0 .4649 0 .5230 0.5933 0.6846 0.7956 0.8998 0.9563
Light 0 .5088 0 .5804 0 .6254 0 .6424 0.7566 0.8989 0 .9517
M an 0.3421 0.4031 0 .4802 0 .5732 0.7099 0 .8404 0 .9302
M asu d al 0 .6217 0 .6854 0 .7174 0.7773 0 .8742 0.9281 0 .9674
M asuda2 0 .6766 0.7438 0 .7694 0.8277 0 .9094 0.9537 0.9778
M odel 0 .6 8 9 0 0.7273 0.7538 0.7757 0.8687 0 .9422 0.9698
Pens 0 .3778 0.4178 0.4807 0.5408 0.6979 0 .8340 0 .9536
Peppers 0 .3 8 4 0 0.4771 0 .5636 0.6957 0.8043 0 .9040 0.9628
Soccer 0 .2949 0.3448 0.3905 0.4408 0.6075 0 .7556 0 .8620
Stdim g 0 .5264 0.6425 0.7082 0 .8094 0.9037 0.9637 0 .9892
Tanaka 0 .5997 0.6878 0 .7410 0.7950 0.8842 0.9441 0.9721
W om an 1 0 .4 0 1 0 0 .4590 0.5086 0.6152 0.7760 0 .8650 0 .9532
W om an2 0 .5063 0 .5730 0.6481 0.7376 0.8423 0.9335 0.9783
Yatch 0 .4359 0 .4810 0.5251 0.5861 0.7124 0 .8266 0.9191
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Table 1.1.3: T he probability o f  having an identical index with the neighbouring  
block  located in the w est-side
7  bpv 6 bpv 5 bpv 4  bpv 3 bpv 2  bpv 1 bpv
Airplane 0 .5171 0 .5 8 9 9 0 .6263 0 .7045 0 .7 8 5 0 0 .8 9 5 2 0 .9 5 3 4
Announcer 0 .5201 0 .5891 0 .6 5 8 4 0 .7 6 3 9 0 .8 5 3 4 0 .9 2 3 6 0 .9 8 0 4
B aboon 0 .1 0 8 1 0 .1 5 3 3 0 .2045 0 .3 0 8 0 0 .4 7 6 8 0.6681 0 .8 4 4 6
B oat 0 .3 1 7 7 0 .3 8 0 2 0 .4 4 3 6 0 .5 7 1 6 0 .6 9 2 3 0 .8 1 8 0 0 .9 3 0 9
C ablecar 0 .4 4 7 7 0 .4 9 4 8 0 .5 7 3 6 0 .6 5 8 8 0 .7 5 7 7 0 .8 6 5 8 0 .9 5 8 7
Cornfield 0 .4 4 0 5 0 .4791 0 .5 2 0 9 0 .5775 0 .6 8 0 6 0 .7 9 7 9 0 .8 9 1 5
C ouple 0 .3 2 9 3 0 .3 9 3 9 0 .4 5 1 4 0 .5 3 5 2 0 .6 9 0 4 0 .8 1 8 4 0 .9 0 6 8
Crow d 0 .2 9 8 0 0 .3 5 7 0 0 .4 3 5 7 0 .5 4 1 8 0 .6 6 0 0 0 .8 0 9 0 0 .9 3 3 2
Flow er 0 .5 2 0 8 0 .5 7 6 3 0 .6 2 7 6 0 .6 9 6 5 0 .8 0 7 9 0 .8863 0 .9581
Fruits 0 .5 1 7 7 0 .5 8 8 0 0 .6 3 0 4 0 .6 7 2 6 0 .8035 0 .8 8 3 4 0 .9 2 4 8
Girl 0 .5 8 7 6 0 .6 5 9 0 0 .7203 0 .7 8 3 2 0 .8 7 3 2 0.9391 0 .9 7 8 0
Flustler 0 .5 3 7 3 0 .5953 0 .6 4 9 7 0 .7115 0 .8 2 1 6 0 .9 0 4 6 0 .9 5 7 2
Lena 0 .3 7 6 6 0 .4 3 0 2 0 .4 9 3 6 0 .5 8 9 4 0 .7168 0 .8 5 1 7 0 .9 3 6 0
Light 0 .6 0 8 7 0 .6715 0 .7 1 0 4 0 .7 2 9 6 0 .8317 0.9281 0 .9 6 5 3
M an 0 .3 0 7 8 0 .3 6 7 8 0 .4 4 2 0 0.5401 0 .6778 0 .8213 0 .9 2 2 9
M a su d a l 0 .6 3 0 6 0 .6 9 7 9 0.7291 0 .7977 0 .8943 0 .9433 0 .9 7 5 9
M asuda2 0 .6 4 2 2 0 .7 0 8 6 0 .7 3 1 4 0.7951 0 .8878 0 .9385 0 .9 7 0 7
M odel 0 .5 9 5 4 0 .6 5 0 0 0 .6 7 6 4 0.7011 0 .8335 0 .9 2 3 6 0 .9 5 9 9
Pens 0 .4 1 5 5 0 .4 6 3 6 0 .5 2 6 2 0 .5917 0 .7427 0 .8 6 2 4 0 .9 5 6 7
Peppers 0 .3 6 4 7 0 .4568 0 .5403 0 .6 7 2 0 0 .7 8 6 6 0 .8893 0 .9 5 6 4
S occer 0 .3 8 1 6 0.4391 0 .4817 0 .5 3 5 2 0 .6857 0 .8105 0 .9 0 3 0
Stdim g 0 .5 1 4 8 0 .6 1 2 6 0.6711 0 .7 7 8 4 0 .8 8 5 4 0 .9 5 6 6 0.9851
Tanaka 0 .5 9 9 5 0 .6 8 5 2 0 .7363 0 .7 9 1 9 0 .8847 0 .9 4 4 4 0 .9 7 7 0
W om an 1 0 .3 6 4 9 0.4191 0 .4 6 3 2 0 .5 7 1 6 0 .7 3 9 2 0.8351 0 .9 4 1 0
W om an2 0 .4871 0 .5583 0 .6297 0 .7245 0 .8 3 7 6 0 .9 2 8 6 0 .9 7 5 9
Y atch 0 .5 0 5 4 0.5551 0 .5945 0 .6 5 7 2 0 .7 7 8 0 0.8631 0 .9 3 7 2
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Table 1.1.4: The probability o f  having identical an index with any o f  the 
neighbouring blocks located in the north- or west-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6 6 5 0 0.7261 0.7588 0 .8219 0.8918 0.9571 0 .9833
Announcer 0 .6 8 0 9 0.7499 0 .8052 0 .8772 0.9357 0 .9 7 2 0 0 .9 9 4 4
Baboon 0 .1 8 5 9 0 .2524 0.3317 0 .4689 0 .6609 0 .8244 0 .9328
B oat 0 .4491 0.5265 0.6085 0.7203 0.8339 0.9233 0.9783
Cablecar 0 .5553 0.6127 0.6885 0 .7662 0 .8577 0 .9344 0.9821
Cornfield 0 .5035 0.5505 0.6043 0.6718 0.7841 0 .8967 0.9581
Couple 0 .5261 0 .6010 0.6715 0.7563 0.8715 0 .9422 0 .9749
Crowd 0.4435 0 .5124 0.5961 0 .6940 0 .8102 0 .9124 0.9751
Flow er 0 .6 8 1 9 0 .7349 0.7743 0.8267 0.9037 0 .9532 0.9843
Fruits 0 .6 6 5 0 0.7295 0 .7740 0 .8164 0 .9072 0.9531 0.9713
Girl 0 .7713 0 .8264 0 .8646 0.8991 0 .9482 0 .9790 0 .9927
Hustler 0 .7098 0 .7646 0 .8070 0 .8564 0.9245 0.9669 0.9883
Lena 0 .5795 0 .6402 0.7066 0.7851 0 .8720 0 .9440 0.9785
Light 0 .7 4 8 6 0 .7992 0.8293 0.8451 0.9187 0 .9724 0 .9879
M an 0 .4828 0.5513 0 .6296 0 .7240 0.8441 0 .9294 0.9745
M asu d al 0 .7 8 8 0 0.8378 0.8661 0.9054 0 .9580 0.9815 0 .9 9 2 2
M asuda2 0 .7969 0.8484 0.8719 0.9074 0 .9590 0.9841 0.9933
M odel 0 .8086 0.8403 0.8635 0.8858 0 .9420 0.9795 0.9908
Pens 0 .5614 0.6168 0.6828 0.7491 0 .8782 0 .9502 0.9901
Peppers 0 .5348 0 .6344 0.7134 0 .8154 0 .8950 0.9537 0 .9866
Soccer 0 .4 8 4 0 0.5549 0.6104 0.6763 0.8127 0 .9134 0 .9639
Stdim g 0.6915 0.7729 0.8331 0.9016 0.9559 0.9871 0.9967
Tanaka 0 .7 4 7 4 0.8175 0.8626 0.9016 0.9523 0 .9802 0.9911
W om an 1 0 .5445 0.6061 0.6594 0.7588 0.8763 0.9351 0 .9802
W om an2 0 .6877 0 .7500 0.8039 0.8672 0 .9360 0.9761 0.9929
Yatch 0 .6268 0.6821 0.7273 0.7839 0.8817 0.9445 0.9809
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T able 1.1.5: The probability o f  having an identical index with any o f  the 
neighbouring b locks located in the north-, w est- or north-west-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .7 0 2 3 0 .7 5 3 6 0.7861 0 .8 4 5 4 0 .9 0 8 2 0 .9 6 2 8 0 .9 8 4 6
A nnouncer 0 .7 1 6 4 0 .7 7 9 5 0 .8283 0 .8915 0 .9 4 2 8 0 .9 7 5 2 0 .9 9 4 8
B aboon 0 .2 2 5 5 0 .3 0 1 0 0 .3945 0 .5 4 6 2 0.7321 0 .8 7 1 4 0 .9 5 1 3
B oat 0 .4 9 6 2 0.5761 0 .6579 0.7631 0 .8 6 4 4 0 .9 3 7 9 0 .9 8 0 2
C ablecar 0 .5 8 6 4 0.6451 0 .7187 0 .7 9 6 6 0 .8793 0 .9 4 4 8 0 .9 8 4 7
C ornfield 0 .5 2 8 8 0 .5 7 9 2 0 .6 3 6 9 0 .7125 0 .8 2 0 6 0 .9 1 7 7 0 .9 6 4 7
C ouple 0 .5 6 1 8 0 .6 3 4 9 0 .7047 0 .7 8 7 6 0 .8893 0.9511 0 .9 7 8 2
Crowd 0 .4 8 0 0 0 .5 5 2 0 0 .6343 0.7301 0 .8 3 7 0 0 .9 2 6 0 0 .9 7 7 3
R o w er 0 .7 2 0 9 0 .7668 0 .8 0 1 4 0 .8 4 8 9 0 .9173 0 .9 5 9 6 0 .9851
Fruits 0 .7 0 0 8 0 .7 6 0 4 0 .8 0 3 2 0 .8 4 5 0 0 .9215 0 .9 6 0 0 0 .9 7 5 2
Girl 0 .8 0 8 8 0 .8 5 4 0 0 .8 8 6 2 0 .9 1 4 9 0 .9 5 7 0 0 .9 8 2 0 0 .9 9 3 3
H ustler 0 .7 4 4 0 0.7941 0 .8 3 1 9 0 .8 7 6 6 0 .9 3 5 4 0 .9 7 1 3 0 .9 8 9 5
Lena 0 .6 2 1 6 0 .6795 0 .7425 0 .8 1 4 0 0 .8913 0 .9 5 2 2 0 .9 8 1 3
Light 0 .7 8 5 2 0 .8295 0.8561 0 .8715 0.9321 0 .9 7 4 7 0 .9 8 8 3
M an 0 .5291 0 .5 9 6 9 0 .6756 0.7671 0.8701 0 .9405 0 .9 7 7 6
M a su d a l 0 .8 1 5 9 0 .8 5 9 6 0 .8 8 4 6 0 .9 1 9 2 0 .9628 0.9831 0 .9 9 2 6
M asuda2 0 .8 2 3 5 0 .8673 0 .8 8 9 4 0 .9208 0 .9653 0 .9863 0 .9 9 3 8
M odel 0 .8 3 1 2 0 .8595 0 .8813 0 .9 0 4 0 0 .9 5 1 0 0 .9825 0 .9 9 1 8
Pens 0 .6 4 7 2 0 .7 0 1 2 0 .7578 0 .8168 0 .9138 0.9621 0 .9 9 1 4
Peppers 0 .5 9 1 4 0 .6815 0 .7537 0 .8419 0 .9 0 9 9 0 .9 5 9 0 0 .9 8 7 5
Soccer 0 .5181 0 .5 8 9 6 0.6491 0 .7189 0 .8 3 9 4 0 .9 2 6 0 0 .9 6 6 7
Stdim g 0 .7 2 9 0 0 .8013 0 .8548 0 .9 1 1 4 0 .9 5 9 0 0 .9 8 7 7 0 .9 9 6 8
Tanaka 0 .7811 0 .8 4 2 9 0 .8818 0 .9 1 5 2 0 .9 5 8 2 0 .9817 0 .9 9 1 6
W om an 1 0 .6 0 2 9 0 .6 6 1 6 0 .7148 0 .8 0 4 4 0 .9 0 0 0 0 .9 4 7 2 0 .9831
W om an2 0 .7 3 3 5 0 .7 9 0 9 0 .8 3 6 4 0 .8897 0 .9453 0 .9787 0 .9 9 3 3
Y atch 0 .6 4 8 9 0 .7 0 3 6 0 .7483 0 .8047 0 .8 9 5 0 0.9511 0 .9 8 2 7
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Table 1.1.6: The probability o f  having an identical index with any o f  the 
neighbouring b locks located in the north-, w est-, north-west- or north-east-side
7 bpv 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .7 4 0 9 0 .7 8 9 2 0.8225 0 .8770 0 .9344 0 .9772 0 .9 9 2 0
Announcer 0 .7537 0 .8139 0.8587 0.9135 0.9578 0.9835 0 .9968
Baboon 0 .2668 0.3513 0 .4594 0.6189 0 .7986 0 .9132 0 .9683
B oat 0 .5 4 0 6 0 .6 2 3 4 0 .7070 0 .8046 0.8975 0.9583 0.9871
C ablecar 0 .6 2 7 0 0 .6878 0 .7612 0.8355 0 .9112 0.9643 0 .9906
Cornfield 0 .5487 0 .6029 0.6655 0.7455 0.8527 0 .9406 0 .9765
Couple 0 .5995 0 .6727 0 .7434 0.8255 0 .9159 0.9671 0 .9865
Crowd 0 .5 3 7 2 0.6127 0 .6962 0 .7862 0 .8866 0 .9570 0 .9885
R o w er 0 .7727 0.8163 0.8488 0 .8902 0.9477 0.9785 0.9928
Fruits 0 .7539 0 .8089 0 .8512 0 .8902 0.9495 0 .9749 0 .9848
Girl 0 .8533 0.8917 0 .9182 0.9417 0.9728 0.9895 0.9961
H ustler 0 .7836 0 .8302 0.8647 0.9051 0 .9542 0.9815 0.9943
Lena 0 .6854 0.7445 0.8069 0.8716 0.9369 0.9791 0.9933
Light 0 .8 2 1 6 0.8618 0.8858 0.9007 0.9503 0.9845 0.9925
M an 0 .5 8 6 0 0.6561 0.7366 0.8253 0 .9132 0.9648 0 .9886
M asu d al 0 .8518 0.8901 0.9127 0 .9410 0.9745 0.9891 0 .9958
M asuda2 0 .8567 0 .8966 0.9177 0 .9440 0.9777 0.9928 0 .9 9 7 0
M odel 0 .8 6 6 4 0.8917 0 .9124 0.9348 0.9697 0 .9906 0.9963
Pens 0 .6 7 9 2 0 .7342 0.7896 0.8467 0.9318 0.9717 0 .9936
Peppers 0 .6511 0.7379 0.8066 0.8835 0.9411 0.9781 0 .9959
Soccer 0 .5 5 0 0 0.6243 0.6883 0 .7592 0.8717 0.9471 0.9768
Stdim g 0 .7847 0 .8524 0.9078 0.9519 0.9804 0.9939 0.9987
Tanaka 0 .8 3 2 0 0 .8854 0.9203 0.9471 0.9765 0.9905 0 .9950
W om an 1 0 .6 6 5 2 0.7258 0.7811 0 .8620 0.9395 0.9727 0.9925
W om an2 0 .7888 0 .8416 0.8828 0.9274 0 .9692 0.9898 0.9973
Yatch 0 .6858 0.7397 0.7840 0.8374 0.9183 0.9659 0.9895
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1.2 Results for FSYQ
Table 1.2.1: The probability o f  having an identical index with the neighbouring  
block  located in the north-west-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .4 1 2 8 0 .4 6 6 9 0 .5 5 0 4 0 .6333 0 .7 2 0 4 0 .8 4 7 2 0 .9 2 4 6
Announcer 0 .3 7 1 4 0 .4 4 1 6 0 .5 3 7 6 0 .6 3 6 7 0 .7617 0 .8 5 0 8 0 .9 4 8 7
B aboon 0 .0 6 7 7 0 .1 0 3 2 0 .1 7 3 2 0 .2 5 4 4 0 .4 0 5 2 0 .5933 0 .8 0 0 4
B oat 0 .2 2 9 0 0 .2 9 3 6 0 .3 9 9 9 0.5111 0 .6373 0 .7 7 2 0 0 .9 0 2 0
C ablecar 0 .3 5 9 0 0 .4 1 2 0 0 .5005 0 .5695 0 .6 7 5 7 0 .7 9 7 8 0 .9 1 7 8
Cornfield 0 .3 7 2 8 0 .3 8 0 9 0 .4 6 6 0 0 .5 1 1 2 0 .6 1 7 2 0 .7 3 3 8 0 .8 4 3 8
C ouple 0 .1 5 8 2 0 .2 0 5 8 0 .3325 0 .4 0 7 4 0 .5 8 5 0 0 .7 4 7 2 0 .8 6 7 6
Crowd 0 .1 8 8 4 0 .2 3 3 4 0 .3 3 7 4 0 .4 3 5 4 0.5761 0 .7471 0 .8981
Flow er 0 .3981 0 .4 5 4 9 0 .5543 0 .6185 0 .7468 0 .8 4 4 3 0 .9 3 0 4
Fruits 0 .3 8 1 4 0 .4 3 0 7 0 .5 4 8 6 0 .6 0 8 4 0.7421 0 .8 4 1 7 0 .8 9 8 5
Girl 0 .4 6 7 2 0 .5 1 9 0 0 .6547 0 .7143 0 .8339 0 .9 0 6 0 0 .9 5 4 4
H ustler 0 .4 2 2 4 0 .4905 0 .6018 0 .6655 0 .7 8 3 4 0 .8785 0.9351
L ena 0 .2 6 1 5 0 .3 2 0 9 0 .4 5 1 2 0 .5 3 1 7 0.6761 0 .8 2 3 2 0 .9 1 6 6
Light 0 .3 9 2 6 0 .4 6 1 0 0 .5 9 4 2 0 .6227 0 .7 4 4 0 0 .8 7 4 6 0 .9 3 3 9
M an 0 .1 8 5 3 0 .2 4 7 0 0.3531 0 .4363 0 .6125 0 .7 6 9 6 0 .8 9 4 7
M a su d a l 0 .5 2 4 0 0 .5 4 9 9 0 .6788 0 .7 4 0 6 0 .8335 0 .8 9 4 6 0 .9425
M asuda2 0 .5 5 4 6 0 .5 8 9 0 0 .7 1 5 2 0 .7 7 9 0 0.8601 0 .9 1 5 8 0 .9 4 8 6
M odel 0 .4 6 6 6 0.5301 0 .6468 0 .6739 0 .7908 0 .8845 0 .9 3 9 5
Pens 0 .3 9 0 9 0 .4 4 1 0 0 .5 3 6 2 0 .5 9 8 2 0 .7 2 3 4 0 .8 3 7 0 0 .9 4 1 4
Peppers 0 .2 9 2 4 0 .3 7 4 6 0 .5007 0 .6239 0 .7418 0 .8 5 4 9 0 .9333
Soccer 0 .2 4 6 5 0 .2685 0 .3775 0 .4 2 4 2 0 .5683 0 .7 0 8 7 0 .8 3 6 6
Stdim g 0 .4 2 6 3 0.4951 0 .6 1 4 2 0 .7 2 5 4 0 .8 3 7 2 0 .9325 0 .9723
Tanaka 0 .4 7 9 9 0 .5 2 2 3 0 .6263 0.7071 0 .8129 0 .8 9 6 2 0 .9 5 5 4
W om an 1 0 .2511 0 .3 1 6 7 0 .4 3 8 4 0 .5 3 1 2 0 .6977 0 .8043 0 .9 2 4 3
W om an2 0 .3 3 6 9 0 .4 1 8 2 0 .5 5 9 6 0 .6618 0 .7857 0 .8 9 9 8 0 .9 6 0 7
Y atch 0 .3 5 0 8 0 .3 8 1 2 0 .4 8 5 4 0 .5 0 6 2 0 .6 4 2 2 0 .7553 0 .8 7 5 6
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Table 1.2.2: The probability o f  having an identical index with the neighbouring  
block located in the north-side
7 b p v 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .4553 0.5125 0 .5 9 7 0 0.6795 0 .7672 0 .8827 0 .9439
Announcer 0 .4 6 6 6 0 .5 3 7 0 0.6305 0 .7172 0.8215 0.8953 0 .9 6 1 4
Baboon 0 .0895 0 .1337 0 .2082 0.2941 0.4501 0.6291 0 .8133
B oat 0 .2 6 9 9 0 .3427 0 .4546 0.5653 0.6897 0.8131 0 .9 2 2 0
Cablecar 0 .4 2 3 8 0 .4787 0.5673 0 .6332 0.7379 0.8463 0 .9428
Cornfield 0 .4 1 1 7 0.4255 0 .5110 0.5521 0 .6582 0 .7786 0.8775
Couple 0 .2867 0 .3437 0 .4739 0 .5502 0.7005 0.8293 0 .9119
Crowd 0 .2 6 5 2 0 .3213 0.4295 0.5269 0 .6589 0 .8049 0 .9 2 3 0
Flow er 0 .4775 0.5367 0 .6370 0 .7004 0 .8070 0.8815 0.9491
Fruits 0 .4648 0 .5178 0.6333 0 .6950 0.8119 0.8867 0 .9277
Girl 0 .5541 0.6083 0 .7314 0 .7806 0.8673 0.9263 0 .9658
Hustler 0 .5 3 8 9 0 .6 0 2 0 0 .7030 0.7538 0.8358 0.9081 0.9551
Lena 0 .3773 0.4463 0 .5860 0.6628 0 .7860 0.8911 0 .9488
Light 0 .4265 0 .4896 0 .6290 0.6534 0.7655 0 .8930 0 .9449
M an 0 .2643 0 .3364 0.4561 0.5385 0 .6990 0.8313 0 .9230
M asu d al 0 .6007 0 .6284 0 .7362 0.7899 0.8708 0.9217 0.9611
M asuda2 0.6431 0.6725 0 .7810 0 .8342 0.9029 0.9461 0 .9697
M odel 0 .6 1 2 0 0 .6692 0.7614 0.7843 0.8666 0.9375 0 .9616
Pens 0 .3699 0.4231 0.5192 0.5825 0.7224 0 .8434 0.9443
Peppers 0 .3559 0 .4452 0 .5770 0.6906 0.7976 0 .8970 0.9551
Soccer 0 .2949 0 .3252 0.4358 0.4829 0.6273 0.7643 0 .8 7 3 0
Stdim g 0 .5 1 2 0 0.5847 0.7049 0.8036 0.8941 0.9564 0.9815
Tanaka 0 .5695 0.6137 0.7184 0.7861 0.8758 0 .9354 0.9678
W om an 1 0 .3061 0 .3794 0.5133 0.6059 0.7645 0 .8562 0.9457
W om an2 0 .4205 0.5038 0.6401 0.7290 0.8345 0.9258 0.9708
Yatch 0 .4487 0.4835 0 .5874 0.6088 0.7307 0.8331 0 .9164
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Table 1.2.3: The probability o f  having an identical index with the neighbouring b lock
located in the w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
A irplane 0 .4821 0 .5 4 2 0 0 .6 3 0 2 0 .6 9 8 7 0 .7 7 9 8 0 .8 8 7 4 0 .9 4 6 0
Announcer 0 .4651 0 .5 3 9 5 0 .6 4 0 4 0 .7 2 8 6 0 .8 3 4 2 0 .9 0 1 0 0 .9681
B aboon 0 .0 9 3 9 0 .1 4 2 4 0 .2 2 1 4 0 .2995 0 .4 6 9 2 0 .6 6 1 0 0 .8 3 8 0
B oat 0 .2 7 3 4 0 .3451 0 .4 5 4 7 0 .5585 0 .6 9 1 8 0 .8 1 3 7 0 .9 2 3 6
C ablecar 0 .4 2 1 6 0 .4 8 2 2 0 .5 7 1 3 0 .6 3 7 8 0 .7 4 6 3 0 .8 5 0 8 0 .9 4 1 0
Cornfield 0 .4 2 7 6 0 .4 4 9 7 0 .5 3 6 0 0 .5 7 8 2 0 .6 8 3 7 0 .7901 0 .8851
C ouple 0 .2 4 6 6 0 .3 1 2 4 0 .4475 0 .5 1 8 0 0 .6 7 9 9 0 .8 0 9 3 0 .8 9 9 7
Crow d 0 .2 5 1 4 0 .3 1 0 8 0 .4 2 1 7 0 .5138 0 .6 5 4 6 0 .8 0 3 3 0 .9 2 5 0
Flow er 0 .4 5 4 5 0 .5 1 8 0 0 .6 1 9 3 0 .6785 0 .7 9 4 6 0 .8 8 3 0 0 .9 4 9 5
Fruits 0 .4 4 2 7 0 .5 0 2 3 0 .6 1 9 8 0.6731 0 .7 9 5 9 0 .8 7 3 2 0 .9 1 9 8
Girl 0 .5 1 1 5 0 .5 6 8 6 0 .7 0 5 7 0 .7 6 1 6 0 .8 7 1 2 0 .9311 0 .9 6 5 2
H ustler 0 .4 7 4 8 0 .5 4 6 3 0 .6 6 2 7 0 .7 2 4 4 0 .8 3 4 7 0 .9 1 3 9 0 .9521
Lena 0 .2 8 0 9 0 .3 4 3 7 0 .4 8 1 0 0 .5 6 0 9 0 .7067 0 .8433 0 .9 2 8 5
Light 0 .5 0 0 7 0 .5 8 5 2 0.7001 0 .7277 0 .8 3 4 2 0 .9 2 0 8 0 .9 5 7 9
M an 0 .2 2 3 7 0 .2 9 8 9 0 .4 0 9 0 0 .4 9 3 6 0.6661 0 .8 1 0 9 0 .9 1 6 2
M a su d a l 0 .5881 0 .6 2 2 6 0 .7 4 8 2 0 .8043 0 .8813 0.9271 0 .9 6 0 9
M asuda2 0 .5831 0 .6 2 2 4 0 .7 4 0 7 0 .8 0 1 0 0 .8 7 7 0 0 .9 2 5 4 0 .9 5 6 8
M odel 0 .4 9 4 3 0 .5 6 5 3 0.6791 0 .7028 0 .8 1 3 0 0 .8 9 8 7 0 .9 4 9 3
Pens 0 .3 7 4 5 0 .4 4 2 5 0 .5437 0 .6 1 3 2 0 .7508 0 .8 5 8 0 0 .9 4 3 6
Peppers 0 .3 3 4 2 0 .4 2 2 0 0 .5473 0 .6 6 6 4 0 .7 7 8 9 0 .8825 0 .9 4 8 7
Soccer 0 .3 3 9 5 0 .3 8 7 0 0 .4973 0 .5 4 7 6 0 .6 8 1 9 0 .7 9 9 7 0 .8 9 3 8
Stdim g 0 .4 9 5 3 0 .5 6 4 5 0.6661 0 .7643 0 .8 7 5 7 0.9491 0 .9 7 7 3
Tanaka 0 .5 3 4 8 0 .5 8 7 4 0 .6935 0 .7653 0 .8558 0 .9 1 9 8 0.9681
W om an 1 0 .2 6 9 7 0 .3 4 1 9 0.4671 0 .5608 0 .7267 0 .8 2 6 6 0 .9 3 4 2
W om an2 0 .3 9 5 2 0 .4843 0 .6 2 4 9 0.7181 0 .8 3 0 6 0.9211 0 .9685
Y atch 0 .4 7 8 0 0 .5 3 1 7 0 .6 3 0 9 0 .6 5 0 2 0.7681 0 .8418 0 .9 2 1 8
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Table 1.2.4: The probability o f  having an identical index with any o f  the neighbouring  
blocks located in the north- or w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6255 0 .6 8 5 0 0.7623 0 .8166 0.8838 0 .9487 0 .9 7 5 4
Announcer 0 .6 4 1 4 0.7161 0 .8069 0.8673 0.9298 0.9655 0 .9 8 6 2
Baboon 0 .1628 0 .2398 0 .3510 0 .4586 0.6531 0.8168 0 .9249
B oat 0 .4031 0 .4982 0 .6156 0.7148 0.8297 0.9165 0 .9 7 0 4
Cablecar 0 .5 3 4 6 0 .5992 0.6925 0.7591 0 .8552 0 .9292 0 .9747
Cornfield 0 .5 0 9 2 0 .5 5 0 2 0.6358 0 .6864 0 .7964 0 .8967 0 .9 5 5 2
Couple 0 .4438 0.5335 0.6743 0.7473 0.8625 0 .9 3 4 2 0 .9675
Crowd 0 .3 9 2 0 0.4701 0 .5922 0 .6834 0 .8054 0.9063 0 .9673
Flow er 0 .6 2 4 2 0 .6 8 7 2 0 .7786 0.8257 0.8989 0.9473 0.9771
Fruits 0 .5 9 6 6 0 .6 6 5 0 0.7775 0.8243 0.9085 0 .9489 0 .9666
Girl 0 .7077 0 .7666 0.8608 0.8928 0.9428 0 .9716 0 .9848
Hustler 0 .6801 0.7443 0 .8330 0.8716 0 .9286 0.9645 0.9825
Lena 0 .4918 0.5731 0.6997 0 .7680 0.8633 0 .9354 0 .9709
Light 0 .6491 0.7143 0.8195 0.8449 0.9175 0.9648 0.9803
M an 0 .3 8 6 6 0.4813 0 .6144 0.6985 0.8338 0.9208 0 .9668
M asu d al 0 .7 5 4 0 0 .7910 0.8719 0.9069 0.9513 0.9737 0 .9847
M asuda2 0 .7 5 7 4 0.7957 0.8721 0 .9080 0.9529 0 .9766 0.9855
M odel 0 .7359 0 .7912 0.8623 0.8825 0 .9354 0.9728 0.9828
Pens 0 .5108 0 .5934 0.7029 0.7688 0.8821 0 .9474 0.9813
Peppers 0 .4 9 6 6 0.5981 0 .7226 0.8099 0.8881 0.9467 0.9788
Soccer 0 .4368 0 .5026 0.6315 0.6863 0.8146 0.9097 0.9607
Stdim g 0.6631 0 .7354 0.8212 0.8879 0.9475 0.9796 0.9888
Tanaka 0 .7035 0.7578 0.8466 0.8937 0 .9450 0.9717 0 .9846
W om an 1 0 .4 3 9 2 0.5303 0 .6684 0.7476 0 .8660 0 .9270 0 .9726
W om an2 0.5983 0 .6830 0.8028 0 .8614 0 .9282 0.9683 0.9851
Yatch 0 .6 1 0 2 0.6695 0.7669 0.7907 0 .8830 0.9393 0 .9746
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T able 1.2.5: The probability o f  having an identical index with any o f  the 
neighbouring b locks located in the north-, w est- or north-w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2  bpv I b p v ___
Airplane 0 .6 6 0 5 0 .7 1 8 9 0 .7 9 0 4 0 .8 3 9 7 0 .8 9 9 6 0 .9 5 4 4 0 .9 7 6 7
A nnouncer 0 .6 7 6 7 0 .7 4 8 4 0 .8 2 9 8 0 .8 8 2 2 0 .9 3 6 3 0 .9 6 8 4 0 .9 8 6 6
B aboon 0 .1 9 8 8 0 .2 8 8 5 0 .4 1 4 9 0 .5355 0 .7 2 2 2 0 .8 6 3 3 0 .9 4 3 9
B oat 0 .4 5 1 0 0 .5 5 1 4 0 .6 6 6 4 0 .7 5 9 7 0 .8 5 9 6 0 .9 3 1 2 0 .9 7 2 4
C ablecar 0 .5 6 1 7 0 .6 2 8 2 0 .7 2 2 2 0 .7895 0 .8 7 5 2 0 .9 3 8 7 0 .9771
Cornfield 0 .5 2 9 6 0 .5 7 7 0 0 .6 6 4 6 0 .7 2 2 0 0.8271 0 .9151 0 .9601
C ouple 0 .4 8 0 7 0 .5 7 4 8 0 .7 0 8 8 0.7781 0 .8 8 1 3 0 .9 4 3 2 0 .9 7 0 5
Crow d 0 .4 3 0 4 0 .5 1 2 3 0 .6 3 3 8 0 .7 2 1 0 0 .8321 0 .9 1 9 3 0 .9 6 9 5
Flow er 0 .6 6 6 2 0 .7 2 2 8 0 .8 0 4 8 0 .8 4 7 4 0 .9 1 2 7 0 .9 5 3 5 0 .9 7 7 9
Fruits 0 .6 3 2 6 0 .7 0 0 5 0 .8 0 6 2 0 .8 4 8 0 0 .9 2 0 0 0 .9 5 4 9 0 .9 6 9 8
Girl 0 .7521 0 .8 0 5 8 0 .8 8 1 6 0 .9 0 8 7 0.9511 0 .9 7 4 6 0 .9 8 5 3
H ustler 0 .7 1 7 4 0 .7 7 7 7 0 .8 5 4 2 0 .8 8 7 4 0 .9373 0 .9 6 8 0 0 .9 8 3 5
Lena 0 .5 4 0 9 0 .6 2 4 0 0 .7 3 6 6 0 .7 9 9 4 0 .8 8 2 9 0 .9 4 4 2 0 .9 7 3 8
Light 0 .6 9 3 4 0 .7 5 0 7 0 .8 4 6 6 0 .8 6 9 7 0 .9 2 9 4 0 .9 6 7 0 0 .9 8 0 8
M an 0 .4 3 4 6 0 .5 3 3 7 0 .6 6 3 7 0 .7 4 5 4 0 .8 6 1 2 0 .9 3 2 2 0 .9 7 0 0
M a su d a l 0 .7 8 4 5 0 .8 1 8 9 0 .8 8 7 9 0 .9 1 8 2 0 .9 5 5 8 0 .9 7 5 0 0.9851
M asuda2 0 .7 9 0 3 0 .8 2 6 0 0 .8 9 0 2 0 .9205 0 .9 5 8 6 0 .9 7 8 6 0 .9 8 5 9
M odel 0 .7 6 8 5 0 .8 1 8 3 0 .8 7 9 6 0 .8 9 9 8 0 .9445 0 .9 7 5 7 0 .9 8 3 7
Pens 0 .5 9 9 7 0 .6793 0 .7 7 6 7 0 .8 2 9 6 0 .9 1 3 6 0 .9 5 7 8 0 .9 8 2 6
Peppers 0 .5 5 1 0 0 .6515 0 .7 6 2 0 0 .8358 0 .9027 0 .9 5 1 9 0 .9 7 9 8
S occer 0 .4 6 6 8 0 .5 3 7 3 0 .6 6 7 4 0 .7238 0.8391 0 .9217 0 .9625
Stdim g 0 .7 0 0 3 0 .7 6 6 5 0 .8435 0.9021 0 .9507 0 .9 8 0 2 0 .9 8 8 9
Tanaka 0 .7 4 1 4 0 .7 9 0 9 0 .8685 0 .9 0 8 0 0 .9 5 0 4 0 .9 7 3 4 0 .9 8 4 9
W om an 1 0 .5 0 4 2 0 .5 9 7 9 0 .7 2 3 6 0 .7947 0 .8 9 0 4 0 .9 3 9 2 0 .9 7 5 5
W om an2 0 .6 5 5 8 0 .7 3 3 2 0 .8 3 4 9 0 .8 8 3 6 0 .9373 0 .9 7 0 9 0 .9855
Y atch 0 .6 2 9 5 0 .6 8 9 6 0 .7 8 4 8 0 .8093 0 .8 9 4 4 0 .9 4 5 0 0 .9 7 5 7
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Table 1.2.6: The probability o f  having an identical index with any o f  the 
neighbouring blocks located in the north-, w est-, north-west- or north-east-side
7 bpv 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6 9 8 6 0.7583 0 .8260 0.8713 0.9251 0 .9 6 9 0 0.9841
Announcer 0 .7149 0 .7854 0 .8600 0.9045 0 .9502 0.9761 0 .9 8 8 6
Baboon 0 .2 3 6 0 0.3395 0.4769 0.6071 0.7878 0 .9047 0 .9607
B oat 0 .4 9 6 7 0 .6 0 0 2 0 .7132 0.8018 0 .8922 0.9511 0 .9 7 9 4
Cablecar 0 .6 0 0 4 0 .6699 0.7617 0.8278 0.9051 0.9571 0 .9827
Cornfield 0 .5475 0 .6 0 0 0 0 .6900 0 .7520 0.8563 0.9361 0 .9709
Couple 0 .5 2 1 4 0 .6 2 0 2 0.7487 0 .8162 0 .9090 0.9593 0 .9 7 9 0
Crowd 0.4861 0 .5759 0 .6964 0.7825 0 .8816 0 .9498 0 .9806
Flow er 0 .7 1 9 6 0 .7738 0 .8482 0 .8874 0 .9426 0.9721 0 .9 8 5 2
Fruits 0 .6883 0 .7569 0.8533 0.8898 0.9461 0 .9686 0.9781
Girl 0 .8 0 1 0 0.8483 0.9119 0.9339 0 .9660 0.9821 0.9881
Hustler 0 .7568 0 .8166 0.8819 0.9115 0 .9522 0.9758 0 .9874
Lena 0 .6088 0.6967 0 .8002 0.8596 0 .9290 0.9715 0 .9857
Light 0 .7367 0.7888 0.8793 0 .8990 0 .9470 0.9767 0 .9849
M an 0 .4 9 3 6 0 .6004 0 .7294 0.8078 0.9051 0 .9569 0 .9809
M asu d al 0 .8199 0 .8554 0.9121 0.9368 0.9665 0 .9802 0 .9876
M asuda2 0 .8 2 7 4 0 .8632 0.9159 0.9408 0.9705 0 .9844 0 .9887
M odel 0 .8109 0.8581 0 .9084 0 .9280 0.9621 0.9831 0.9883
Pens 0 .6297 0 .7109 0.8028 0.8545 0 .9280 0 .9656 0 .9847
Peppers 0 .6098 0 .7124 0 .8134 0.8771 0 .9332 0.9706 0.9881
Soccer 0 .4 9 7 0 0 .5736 0.7016 0.7604 0.8682 0.9407 0 .9710
Stdim g 0 .7559 0.8179 0.8923 0.9410 0.9727 0.9863 0.9908
Tanaka 0 .7939 0 .8424 0.9088 0.9382 0.9675 0.9818 0 .9880
W om an 1 0 .5703 0.6683 0.7898 0.8529 0.9308 0.9649 0.9847
W om an2 0 .7 1 8 6 0.7918 0.8812 0 .9210 0.9612 0.9817 0.9895
Yatch 0 .6 6 6 2 0 .7279 0.8165 0.8403 0.9149 0.9585 0.9815
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2 Results for 4x4 block size
2.1 Results for TSVQ
Table 2 .1 .1: The probability o f  having an identical index with the neighbouring b lock  located in
the north-west-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv___ 1 bpv
Airplane 0 .3 8 1 6 0 .4 4 4 4 0 .4815 0.5771 0 .6 6 4 6 0 .8 0 8 7 0 .9 0 8 0
A nnouncer 0 .3 7 2 2 0 .4 3 0 4 0 .4 6 4 7 0 .5817 0 .6 9 3 0 0 .8 0 4 2 0 .9 3 2 5
B aboon 0 .0 9 2 7 0 .1 3 3 3 0.1761 0.2721 0 .4 3 0 0 0 .6 3 5 7 0 .8 1 7 6
B oat 0 .2 7 5 3 0 .3 1 3 7 0.3491 0 .4553 0 .5695 0.7141 0 .8 7 6 6
C ablecar 0 .3771 0 .4 0 6 2 0 .4613 0 .5 4 5 2 0 .6 5 3 0 0.7941 0 .9 3 0 7
Cornfield 0 .3 7 0 9 0 .4 1 5 7 0 .4 3 4 0 0 .4 7 2 8 0 .5808 0 .7 0 9 7 0.8291
C ouple 0 .2 0 6 9 0 .2715 0 .2 9 7 8 0 .3685 0 .5 2 9 0 0 .7 0 6 5 0 .8 4 2 6
Crowd 0 .1 7 6 7 0.2101 0 .2 5 0 6 0 .3485 0 .4749 0 .6 6 7 8 0 .8 6 9 6
Flow er 0 .4091 0 .4 6 7 9 0 .4 8 4 9 0 .5 4 2 6 0 .6733 0 .7 8 3 4 0 .9 0 2 0
Fruits 0 .3 9 9 6 0.4621 0 .4 8 0 0 0 .5 7 7 9 0 .7 0 8 9 0 .8335 0 .8 9 0 6
Girl 0 .4931 0 .5615 0 .5843 0.6681 0.7721 0 .8703 0 .9 5 1 4
H ustler 0 .4 1 1 7 0 .4 7 3 6 0 .4 9 1 4 0 .5 7 4 6 0 .6708 0 .7893 0 .9 0 1 6
Lena 0 .3 0 7 6 0 .3 6 8 2 0 .3973 0 .4 9 3 0 0 .6 0 6 2 0 .7658 0 .8 8 8 3
Light 0 .4 8 3 4 0 .5525 0 .5 5 7 0 0.5943 0 .6919 0 .8 3 3 2 0 .9 1 1 3
M an 0 .2 1 6 9 0 .2 7 2 5 0 .3 0 5 2 0 .3878 0 .5503 0 .7 1 8 2 0 .8 6 1 3
M asu d a l 0 .5 0 4 7 0 .5 5 8 4 0 .6038 0 .6726 0 .7 6 7 6 0 .8 5 8 9 0 .9 3 4 0
M asuda2 0 .5 3 9 5 0 .5 9 2 0 0 .6 4 8 6 0 .7 2 1 2 0 .8133 0 .8 9 0 8 0 .9 4 2 2
M odel 0 .4 3 5 8 0 .5073 0 .5 1 7 0 0 .6623 0 .7 2 3 4 0 .8 6 9 0 0 .9 2 7 2
Pens 0 .3691 0 .4195 0 .4435 0 .5528 0 .6557 0 .7 9 1 6 0 .9 4 1 6
Peppers 0 .3 4 0 6 0 .3883 0 .4 4 6 6 0 .5 6 4 2 0 .6 6 9 4 0 .7955 0 .9 0 9 2
Soccer 0 .2 1 4 8 0.2711 0.2891 0 .3397 0 .5033 0 .6 4 9 2 0 .8 0 0 6
Stdim g 0 .4 4 1 4 0 .4 6 7 8 0 .5388 0 .6544 0 .7787 0 .9 0 3 9 0 .9 6 3 4
Tanaka 0 .5 1 7 0 0.5581 0 .5693 0 .6759 0.7831 0 .8875 0 .9 4 7 7
W om an 1 0 .3 0 4 0 0 .3 7 9 3 0 .3 9 6 4 0 .4899 0 .6 3 7 4 0 .7555 0 .9 0 1 7
W om an2 0 .3 6 8 2 0 .4 2 6 2 0 .4798 0 .5 8 4 4 0.7021 0 .8 5 0 2 0 .9 4 3 7
Y atch 0 .3 2 9 6 0 .3 7 1 9 0 .3 8 9 6 0 .4789 0 .5997 0 .7317 0 .8 6 9 4
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Table 2.A .2: The probability o f  having an identical index with the neighbouring  
block located in the north-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .4 1 3 0 0 .4844 0 .5264 0.6269 0 .7144 0 .8486 0 .9 3 4 4
Announcer 0 .4439 0 .5067 0 .5404 0.6468 0 .7464 0 .8382 0 .9457
Baboon 0 .1 3 0 0 0 .1789 0 .2244 0 .3296 0 .4894 0.6811 0 .8417
B oat 0 .3 4 4 6 0.3901 0.4288 0 .5324 0.6335 0 .7739 0 .9055
Cablecar 0 .4 0 9 0 0 .4416 0.4969 0 .5849 0 .6942 0 .8216 0 .9417
Cornfield 0 .3747 0.4215 0 .4426 0.4853 0.6001 0 .7302 0 .8449
Couple 0 .3 6 0 6 0.4293 0.4615 0 .5314 0.6683 0 .8079 0 .8983
Crowd 0 .2 4 7 6 0 .2879 0 .3374 0.4451 0.5673 0 .7419 0.9038
Flow er 0 .4623 0.5287 0 .5492 0.6088 0.7285 0.8313 0 .9278
Fruits 0 .4 4 6 0 0.5118 0 .5326 0.6339 0.7604 0 .8619 0 .9089
Girl 0 .5808 0 .6 4 1 2 0.6625 0.7374 0 .8204 0.9007 0 .9609
Hustler 0 .5 2 2 0 0 .5797 0.5977 0.6671 0.7515 0 .8456 0.9321
Lena 0 .4 6 0 0 0.5213 0.5591 0 .6470 0 .7502 0 .8650 0.9401
Light 0 .5391 0 .6022 0 .6070 0.6498 0.7292 0 .8556 0.9265
M an 0 .3107 0 .3736 0.4175 0.5051 0.6508 0.7965 0 .9046
M asu d al 0 .5 7 3 0 0 .6284 0 .6590 0.7228 0.8081 0.8855 0.9477
M asuda2 0 .6177 0.6677 0.7173 0.7822 0.8647 0 .9260 0 .9639
M odel 0 .6 1 5 6 0.6753 0.6863 0.7645 0.8181 0 .9146 0.9553
Pens 0 .2 9 2 2 0 .3450 0.3682 0 .4860 0.5997 0 .7630 0 .9294
Peppers 0 .4321 0.4861 0.5456 0.6521 0.7497 0.8607 0.9447
Soccer 0 .2319 0 .2916 0.3156 0.3721 0.5399 0.6879 0.8241
Stdim g 0 .5 6 7 6 0.5988 0.6548 0 .7552 0.8534 0 .9422 0.9813
Tanaka 0 .5934 0.6378 0.6538 0 .7450 0.8366 0.9183 0.9595
W om an 1 0 .3775 0.4608 0 .4820 0.5807 0.7214 0.8293 0.9331
W om an2 0 .4749 0 .5362 0.5851 0.6820 0.7789 0.8957 0.9639
Yatch 0 .3974 0.4421 0.4646 0.5605 0.6757 0 .8052 0 .9102
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Table 2 .A .3: The probability o f  having an identical index with the neighbouring  
block  located in the w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2  bpv 1 bpv
Airplane 0 .4 8 9 2 0 .5 4 9 0 0 .5 8 6 2 0 .6 6 7 8 0 .7 4 2 4 0 .8 6 2 0 0 .9 3 5 2
Announcer 0 .5 4 6 8 0 .5 9 4 8 0 .6 2 8 8 0 .7 2 4 4 0 .8 1 6 9 0 .8 9 8 0 0 .9 7 0 9
B aboon 0 .1 1 2 7 0 .1 5 9 0 0 .2 0 4 6 0 .3 0 7 2 0 .4 8 2 3 0 .6 8 0 9 0 .8 4 2 5
B oat 0 .3 3 5 3 0 .3 8 1 4 0 .4 1 5 5 0 .5 1 6 6 0 .6 3 3 8 0 .7 6 7 7 0 .9 0 7 0
C ablecar 0 .4 4 1 7 0 .4 7 7 6 0 .5 2 3 2 0 .6 0 6 5 0 .7 2 3 0 0 .8 4 7 3 0 .9541
Cornfield 0 .4 4 6 9 0 .4 8 3 8 0 .5 0 7 9 0 .5 4 9 9 0 .6 5 9 3 0 .7 7 2 2 0 .8 7 6 0
C ouple 0 .3 1 5 4 0 .3 8 5 4 0 .4 1 4 8 0 .4 8 6 9 0 .6 3 5 6 0 .7 8 2 5 0 .8 8 7 0
Crow d 0 .2 3 8 8 0 .2 7 9 9 0 .3 2 3 8 0 .4 2 2 7 0 .5 4 8 8 0 .7281 0 .9 0 0 4
F low er 0 .4 7 6 8 0.5391 0 .5 5 3 9 0 .6 1 2 6 0.7371 0 .8 3 8 0 0 .9 3 4 3
Fruits 0 .4 7 4 8 0 .5 3 8 4 0 .5 5 6 0 0 .6477 0 .7 7 0 6 0 .8 6 9 2 0 .9 1 6 9
Girl 0 .5 6 1 6 0 .6 3 7 0 0 .6 6 0 7 0 .7 3 4 9 0 .8 2 4 0 0 .9 0 8 5 0 .9 6 7 9
H ustler 0 .5 4 0 0 0.5961 0 .6 1 6 2 0.6881 0.7761 0.8711 0 .9 3 9 8
L ena 0 .3391 0 .4 0 1 6 0 .4 3 0 8 0 .5 2 2 9 0 .6323 0 .7 8 7 9 0 .9 0 3 7
Light 0 .5 8 6 4 0.6561 0 .6 6 5 9 0 .7 0 2 0 0 .7 9 0 2 0 .8983 0 .9 4 8 7
M an 0 .2631 0 .3 2 6 8 0 .3 6 1 2 0 .4427 0 .6 1 0 0 0 .7705 0 .8 9 2 5
M a su d a l 0 .5 8 6 4 0 .6 4 0 8 0.6861 0 .7 5 7 9 0 .8 4 3 2 0.9131 0 .9 6 3 6
M asuda2 0 .5 6 7 9 0 .6 1 9 2 0.6721 0 .7415 0 .8 3 3 6 0 .9 0 4 8 0 .9 5 5 4
M odel 0 .4 7 6 2 0 .5 5 1 3 0.5631 0 .6995 0 .7 6 2 9 0 .8923 0 .9 4 1 9
Pens 0 .3 3 6 2 0 .3 9 8 4 0 .4225 0 .5327 0 .6 5 4 4 0 .8 0 5 2 0 .9 3 8 2
Peppers 0 .3 8 9 2 0 .4395 0.4951 0 .6 0 7 4 0 .7128 0 .8 3 3 0 0 .9295
Soccer 0 .3 3 8 2 0 .4 0 1 9 0 .4243 0 .4 8 0 2 0 .6 3 2 0 0 .7 6 0 6 0 .8 8 0 0
Stdim g 0 .4 8 5 9 0 .5 1 4 0 0.5721 0 .6 8 9 4 0 .8257 0 .9 3 0 0 0 .9 7 2 5
Tanaka 0 .5 8 4 5 0 .6 2 9 4 0 .6423 0.7371 0 .8 3 7 9 0 .9 2 1 6 0 .9 6 9 3
W om an 1 0 .3 3 2 3 0.4101 0 .4 2 6 4 0.5191 0 .6715 0 .7897 0 .9 1 8 7
W om an2 0 .4 4 7 8 0 .5 1 1 0 0 .5 6 2 0 0 .6 5 5 0 0 .7598 0 .8 8 7 4 0 .9 5 8 0
Y atch 0 .4 6 4 4 0 .5 1 4 8 0 .5395 0.6201 0 .7277 0 .8 2 1 8 0 .9 1 7 2
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Table 2.A .4: The probability o f  having an identical index with any o f  the 
neighbouring blocks located in the north- or w est-side
7 bpv 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6 1 1 0 0 .6746 0 .7128 0 .7870 0.8585 0 .9 3 7 0 0 .9763
Announcer 0 .6 9 3 0 0.7445 0.7795 0 .8520 0 .9146 0 .9 5 9 0 0 .9 9 1 6
Baboon 0 .2 0 6 4 0 .2 7 9 0 0.3505 0.4915 0.6907 0.8511 0 .9346
B oat 0 .4 7 8 9 0 .5 3 7 4 0.5817 0 .6800 0 .7876 0.8961 0 .9 6 9 6
Cablecar 0 .5 3 3 6 0 .5796 0 .6326 0 .7250 0.8308 0 .9234 0 .9 7 9 4
Cornfield 0 .4 9 6 0 0 .5372 0.5751 0 .6404 0 .7610 0 .8767 0 .9483
C ouple 0 .5315 0.6093 0.6518 0.7285 0.8443 0.9317 0 .9 7 1 6
Crowd 0 .3638 0 .4220 0 .4832 0.5981 0.7263 0 .8667 0.9633
R o w er 0 .6 2 0 2 0 .6854 0.7091 0.7641 0.8551 0 .9240 0 .9 7 3 6
Fruits 0 .6078 0.6813 0.7049 0.7895 0.8881 0 .9430 0 .9 6 2 6
Girl 0 .7491 0 .8060 0.8248 0.8721 0.9245 0.9678 0 .9 8 9 6
Hustler 0 .7 1 5 0 0 .7669 0 .7870 0 .8392 0.9043 0 .9539 0.9843
Lena 0 .5 5 8 4 0 .6204 0.6611 0.7423 0.8325 0.9213 0 .9 6 9 6
Light 0 .7087 0.7739 0 .7860 0 .8280 0 .8922 0 .9572 0 .9817
M an 0 .4 3 0 6 0 .5124 0.5653 0 .6596 0 .7982 0.9035 0 .9623
M asu d al 0 .7 4 8 2 0.8019 0.8238 0 .8742 0.9318 0.9683 0 .9873
M asuda2 0 .7458 0 .7906 0 .8210 0.8723 0 .9330 0 .9 7 3 0 0 .9895
M odel 0 .7388 0.7988 0 .8130 0.8707 0 .9192 0.9695 0 .9876
Pens 0 .4553 0 .5356 0.5701 0 .6930 0.8079 0.9215 0 .9876
Peppers 0 .5716 0.6289 0.6846 0 .7720 0.8527 0 .9310 0 .9797
Soccer 0 .4 1 7 0 0.4958 0 .5344 0 .6102 0 .7612 0.8783 0.9535
Stdim g 0 .6893 0 .7240 0 .7642 0.8446 0.9216 0.9763 0 .9 9 4 0
Tanaka 0 .7 3 2 2 0.7791 0.7985 0 .8670 0 .9280 0 .9722 0 .9878
W om an 1 0 .5193 0 .6064 0 .6340 0.7198 0.8409 0.9185 0 .9727
W om an2 0 .6 4 1 2 0.7101 0.7478 0 .8212 0.8965 0 .9599 0.9881
Y atch 0 .5799 0.6377 0.6727 0.7573 0.8523 0 .9 2 9 0 0.9751
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Table 2 .2 .5: The probability o f  having an identical index with any o f  the 
neighbouring b locks located in the north-, w est- or north-w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6 4 2 2 0 .7 0 1 9 0 .7 3 9 0 0 .8091 0 .8 7 8 6 0 .9 4 6 7 0 .9791
A nnouncer 0 .7 2 2 5 0 .7 7 1 9 0 .8 0 6 9 0 .8 7 1 2 0 .9255 0 .9 6 3 3 0 .9 9 2 0
B aboon 0 .2 4 7 2 0 .3 3 0 0 0 .4 1 9 4 0 .5 7 3 7 0 .7621 0 .8 9 3 0 0 .9 5 3 3
B oat 0 .5 1 1 7 0 .5 7 0 9 0 .6 1 9 2 0 .7 1 9 2 0 .8 2 2 3 0 .9 1 5 0 0 .9 7 3 2
C ablecar 0 .5 6 4 0 0 .6 1 3 5 0 .6725 0 .7 6 5 2 0 .8 5 9 7 0 .9 3 7 9 0 .9 8 3 5
Cornfield 0 .5 1 5 8 0 .5 6 1 7 0 .6 0 6 6 0 .6 8 1 9 0 .8 0 1 0 0 .9071 0 .9 6 1 2
C ouple 0 .5 5 6 6 0 .6 3 4 9 0 .6 8 0 9 0 .7 5 8 9 0 .8663 0 .9 4 1 2 0 .9 7 4 8
Crow d 0 .3 9 3 9 0 .4 5 8 0 0 .5251 0.6401 0 .7663 0 .8 8 9 0 0 .9 6 7 6
F low er 0 .6 6 0 3 0 .7 1 8 4 0 .7 4 2 9 0 .7 9 3 4 0 .8 7 4 8 0 .9 3 4 4 0 .9 7 5 5
Fruits 0 .6 4 8 4 0 .7 2 2 2 0 .7 4 8 2 0 .8 2 2 6 0 .9 0 7 9 0 .9 5 3 6 0 .9 6 9 4
Girl 0 .7 7 9 2 0 .8 2 9 3 0 .8 4 6 4 0 .8 8 8 0 0 .9355 0 .9 7 0 8 0 .9 9 0 2
H ustler 0 .7 3 9 6 0 .7 8 8 9 0 .8 0 8 2 0 .8 5 6 6 0 .9 1 3 6 0 .9 5 9 2 0 .9 8 5 5
Lena 0 .5 9 1 3 0 .6 5 0 4 0 .6933 0 .7705 0 .8 5 7 0 0 .9 3 3 7 0 .9 7 3 9
Light 0 .7341 0 .7 9 7 6 0 .8 1 0 6 0 .8513 0 .9 0 8 8 0 .9 6 2 6 0 .9 8 2 6
M an 0 .4 7 1 4 0 .5 5 5 9 0 .6 1 3 9 0 .7 0 7 0 0 .8 2 8 9 0 .9 1 8 0 0 .9 6 7 4
M a su d a l 0 .7771 0 .8 2 4 9 0 .8 4 5 4 0 .8 8 9 8 0 .9 4 1 0 0 .9 7 1 6 0 .9 8 8 3
M asuda2 0 .7 7 9 2 0 .8 1 9 7 0 .8483 0 .8923 0 .9 4 2 2 0 .9 7 6 3 0 .9 8 9 6
M odel 0 .7701 0 .8 2 2 4 0 .8368 0.8881 0 .9 3 2 6 0 .9 7 5 8 0 .9 8 9 8
Pens 0 .5 5 6 0 0 .6 3 8 4 0 .6785 0 .7 8 3 9 0 .8 7 5 0 0 .9 4 7 6 0 .9 9 0 2
Peppers 0 .6 1 2 4 0 .6665 0 .7 1 9 6 0 .7983 0 .8 7 0 2 0 .9 3 8 2 0 .9 8 0 9
S occer 0 .4 5 2 3 0.5321 0 .5 7 7 2 0 .6595 0 .8 0 0 0 0 .9 0 0 9 0 .9 5 9 9
Stdim g 0 .7 1 7 4 0 .7 5 1 7 0 .7 9 4 0 0 .8 6 6 2 0 .9 3 1 8 0 .9 7 8 4 0 .9941
Tanaka 0 .7 6 3 5 0 .8 0 6 4 0 .8263 0 .8 8 7 6 0 .9 3 8 7 0 .9 7 5 6 0 .9 8 8 9
W om an 1 0 .5 7 6 0 0 .6 5 7 4 0.6891 0.7661 0 .8703 0 .9323 0 .9 7 6 5
W om an2 0 .6 8 0 6 0 .7 4 3 6 0 .7 7 7 8 0.8451 0 .9 1 1 6 0 .9645 0 .9 8 8 8
Y atch 0 .6 0 4 7 0 .6 6 5 0 0 .7 0 2 0 0 .7 8 1 9 0.8691 0 .9 3 7 9 0 .9 7 8 0
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Table 2.2.6: The probability o f  having an identical index with any o f  the 
neighbouring blocks located in the north-, w est-, north-west-, or north-east-side
7 bpv 6 bpv 5 bpv 4 bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6 7 8 2 0 .7 3 7 0 0.7767 0 .8432 0.9105 0 .9675 0 .9 8 9 6
Announcer 0 .7591 0 .8068 0 .8409 0 .8976 0 .9438 0 .9747 0 .9 9 3 9
B aboon 0 .2943 0 .3 8 8 0 0.4897 0 .6544 0 .8 2 9 0 0.9303 0 .9 7 0 0
B oat 0 .5 4 9 4 0 .6127 0.6667 0.7665 0.8617 0 .9 4 0 2 0 .9823
C ablecar 0 .6001 0.6545 0 .7189 0 .8099 0 .8964 0 .9578 0 .9 8 8 4
Cornfield 0 .5 3 0 7 0 .5808 0.6325 0 .7174 0.8348 0 .9 3 2 0 0 .9 7 2 2
Couple 0 .5 8 9 8 0.6685 0.7193 0 .7984 0 .8979 0 .9592 0 .9838
Crowd 0.4418 0.5135 0.5901 0.7085 0 .8289 0.9311 0 .9827
Flow er 0 .7133 0.7703 0 .7986 0 .8494 0 .9160 0 .9632 0.9881
Fruits 0 .7013 0 .7 7 5 2 0 .8032 0 .8700 0.9418 0 .9704 0 .9 8 0 2
Girl 0 .8 2 8 2 0 .8 7 1 0 0.8873 0 .9212 0.9568 0 .9817 0 .9938
Hustler 0 .7713 0.8197 0.8405 0.8865 0 .9369 0 .9734 0 .9 9 2 2
Lena 0 .6575 0.7178 0 .7634 0.8335 0 .9104 0 .9689 0 .9917
Light 0 .7717 0 .8316 0.8467 0 .8874 0 .9362 0 .9764 0 .9 8 8 0
M an 0.5291 0.6175 0.6808 0 .7754 0.8825 0.9518 0 .9 8 3 4
M asu d a l 0 .8119 0.8579 0.8761 0.9155 0.9578 0.9815 0.9933
M asuda2 0 .8179 0 .8552 0.8801 0.9194 0.9617 0.9868 0 .9 9 5 4
M odel 0 .8041 0.8565 0.8719 0.9159 0.9557 0 .9854 0 .9946
Pens 0 .5819 0.6653 0 .7076 0.8084 0.8937 0.9585 0 .9927
Peppers 0 .6 6 5 4 0.7218 0.7728 0.8439 0 .9094 0.9653 0 .9 9 4 4
S occer 0 .4791 0 .5 6 2 0 0.6133 0.7045 0.8361 0 .9249 0 .9704
Stdim g 0 .7 7 4 4 0 .8110 0 .8502 0.9117 0 .9626 0.9879 0 .9 9 7 2
Tanaka 0 .8 1 6 0 0.8563 0 .8772 0.9246 0.9635 0.9887 0.9941
W om an 1 0 .6 3 9 0 0.7217 0.7593 0.8323 0.9219 0 .9674 0 .9899
W om an2 0 .7437 0 .8042 0 .8346 0 .8930 0 .9462 0 .9834 0.9961
Yatch 0 .6388 0.6963 0.7357 0 .8130 0.8926 0 .9540 0 .9857
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2.2 Results for FSVQ
T able 2.2.1: T he probability o f  having an identical index with the neighbouring  
block  located in the north-w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2  bpv 1 bpv
Airplane 0 .3 9 3 2 0 .4 1 9 6 0 .5 2 8 5 0 .5 7 1 8 0 .6 5 7 0 0 .7 9 4 7 0 .8 9 3 7
Announcer 0 .3 1 6 8 0.3771 0 .4 9 9 8 0 .5 4 2 0 0 .6 7 9 6 0 .7791 0 .9 1 8 1
B aboon 0 .0 7 4 3 0 .1101 0 .2 0 4 6 0 .2 4 8 2 0 .4 1 8 4 0 .6 1 9 6 0 .8 0 4 2
B oat 0 .2 1 5 6 0 .2 6 7 8 0 .3 9 1 7 0.4511 0 .5 7 5 5 0 .7081 0 .8 6 2 2
C ablecar 0 .3 2 4 5 0 .3 6 0 0 0 .4 6 1 4 0 .5 1 2 4 0 .6 2 4 4 0 .7 6 3 4 0 .9 0 4 8
Cornfield 0 .3 4 5 0 0 .3621 0 .4 4 3 3 0 .4623 0 .5 7 1 9 0 .6 8 9 9 0 .8 1 1 4
C ouple 0 .1 4 7 7 0 .1 8 7 3 0 .3203 0 .3 3 8 6 0 .5 1 2 5 0 .6 9 1 5 0 .8 2 8 2
Crowd 0 .1 1 7 9 0 .1 5 6 2 0 .2 7 3 2 0 .3 2 5 0 0 .4 6 6 6 0 .6 5 7 2 0 .8 5 5 2
Flow er 0 .3 2 7 5 0 .3 6 7 4 0 .4 8 4 8 0 .5 0 6 9 0 .6 5 8 7 0 .7 6 9 8 0 .8 8 6 9
Fruits 0 .3 3 0 6 0 .3 7 3 0 0.5211 0 .5 2 6 4 0 .6 8 2 5 0 .8 0 7 0 0 .8 7 5 3
Girl 0 .4 2 4 7 0 .4 6 1 5 0 .6063 0 .6 1 3 4 0 .7 5 8 7 0 .8 5 4 0 0 .9 2 8 6
H ustler 0 .3651 0 .4 0 6 5 0 .5 4 7 6 0 .5525 0 .6 8 5 8 0 .7 8 7 5 0 .8921
L ena 0 .2 5 4 2 0 .2 9 6 9 0.4301 0 .4535 0.5911 0 .7 5 0 6 0 .8 7 3 9
Light 0 .4 2 3 7 0 .4 1 5 2 0 .6083 0 .5 7 8 7 0 .6 7 2 7 0 .8 2 3 2 0 .8 9 7 0
M an 0 .1 6 3 3 0 .2 2 3 5 0 .3358 0 .3 5 7 6 0 .5 3 2 3 0 .6 9 7 3 0 .8 4 7 9
M a su d a l 0 .4 2 9 0 0 .4 7 4 0 0 .6 0 9 4 0 .6323 0 .7 3 8 2 0.8231 0 .9 0 5 6
M asuda2 0 .4 7 9 2 0 .5 2 3 3 0 .6 5 9 2 0 .6953 0 .7 8 5 7 0 .8 6 3 2 0 .9 1 5 5
M odel 0 .3 8 4 9 0 .4 2 7 5 0 .5767 0 .5 2 7 4 0 .6 9 4 6 0 .8 3 0 0 0 .9 0 5 8
Pens 0 .3 4 2 5 0 .3 8 6 2 0 .5 0 0 9 0 .5093 0.6441 0 .7 7 1 7 0 .9171
Peppers 0 .2 9 2 6 0 .3 4 2 2 0 .4 7 4 7 0 .5 5 6 6 0 .6 6 0 6 0 .7 8 1 2 0 .8 9 4 3
Soccer 0 .1 9 4 4 0 .2283 0 .3243 0 .3 3 8 2 0 .4 9 7 0 0 .6 3 5 3 0 .7 8 9 8
Stdim g 0 .3 5 8 0 0 .4 1 4 8 0 .5 3 4 6 0 .6325 0 .7 5 5 7 0 .8 8 7 4 0 .9 4 8 0
T anaka 0 .4 0 3 3 0 .4 3 5 2 0 .5 5 5 6 0 .6 1 7 8 0 .7 3 3 9 0 .8 4 3 8 0 .9 2 6 4
W om an 1 0 .2 4 7 4 0 .2 9 8 8 0.4281 0.4561 0 .6 1 6 4 0 .7 4 1 6 0 .8891
W om an2 0 .2 8 9 4 0 .3 4 8 4 0.5021 0 .5 4 9 9 0 .6885 0 .8 3 6 5 0 .9291
Y atch 0 .2 9 8 3 0.3411 0 .4 2 8 4 0.4403 0 .5 8 3 9 0 .7 0 0 5 0 .8 3 8 2
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T able 2 .2 .2: The probability o f  having an identical index with the neighbouring  
block located in the north-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bPv
Airplane 0 .4 2 8 6 0 .4 5 8 6 0 .5764 0 .6134 0 .7062 0 .8 3 5 2 0 .9 1 9 4
Announcer 0 .4091 0 .4808 0 .5976 0 .6357 0 .7572 0 .8389 0 .9 3 3 4
B aboon 0 .1083 0 .1525 0.2538 0 .3059 0 .4736 0 .6656 0 .8277
B oat 0 .2797 0 .3457 0 .4 6 3 0 0.5185 0 .6337 0 .7 6 4 4 0 .8 9 0 7
Cablecar 0 .3 7 8 6 0 .4185 0 .5346 0.5658 0.6901 0 .8109 0 .9 2 7 6
Cornfield 0 .3 7 1 9 0.3923 0 .4800 0 .4927 0.6133 0 .7327 0 .8407
Couple 0 .3 0 5 6 0 .3 4 5 9 0 .4836 0.5009 0.6523 0 .7 9 3 4 0 .8 8 3 4
Crowd 0 .1 9 0 0 0 .2 4 5 0 0 .3694 0.4143 0.5573 0 .7307 0 .8 8 9 0
Flow er 0 .3 9 0 9 0.4453 0 .5726 0 .5 9 5 0 0 .7 2 0 0 0 .8 1 9 4 0 .9148
Fruits 0 .4 0 4 6 0.4481 0.6041 0.5945 0.7575 0.8561 0 .9035
Girl 0 .5 3 5 4 0 .5769 0 .7109 0.7019 0.8093 0 .8 8 7 4 0.9445
Hustler 0 .5 2 0 6 0 .5 6 5 0 0.6741 0.6707 0 .7674 0 .8477 0 .9268
Lena 0 .4013 0.4573 0.5978 0.6117 0 .7339 0 .8498 0 .9 2 5 2
Light 0 .4 8 2 0 0 .4848 0.6568 0.6189 0 .7094 0.8447 0 .9 1 2 2
M an 0.2401 0.3177 0.4483 0 .4602 0 .6312 0 .7782 0 .8908
M asu d al 0 .5 2 0 0 0.5668 0.6827 0 .6994 0.7965 0.8713 0.9341
M asuda2 0 .5769 0 .6154 0.7439 0 .7630 0.8493 0.9107 0.9475
M odel 0 .5978 0 .6289 0.7318 0.7039 0.8078 0 .9006 0 .9386
Pens 0 .2 7 7 4 0 .3239 0 .4539 0.4463 0 .6136 0.7643 0 .9110
Peppers 0 .3855 0.4435 0.5728 0.6413 0 .7400 0 .8454 0 .9298
Soccer 0 .2285 0 .2727 0.3765 0.3787 0 .5530 0 .6922 0 .8292
Stdim g 0 .4805 0.5338 0.6568 0 .7340 0.8357 0 .9260 0 .9657
Tanaka 0.5085 0 .5439 0.6736 0.7183 0.8216 0.9005 0 .9448
W om an 1 0 .3137 0 .3 8 0 0 0.5218 0.5465 0.7029 0.8161 0.9195
W om an2 0 .3 9 4 4 0 .4594 0.6069 0.6463 0.7669 0.8815 0 .9 4 9 2
Y atch 0 .3 8 3 4 0.4317 0 .5362 0 .5400 0 .6842 0.7998 0 .8953
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T able 2.2.3: The probability o f  having an identical index with the neighbouring  
block  located in the east-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2  bpv 1 bpv
A irplane 0 .4 9 5 7 0 .5 2 1 4 0 .6 2 5 0 0 .6551 0 .7 3 8 2 0 .8 4 8 5 0 .9 1 9 6
A nnouncer 0 .4 7 4 9 0 .5 3 7 9 0 .6 3 9 6 0.6771 0 .7833 0 .8 5 8 6 0 .9 5 1 0
B aboon 0 .0 9 4 7 0 .1 3 9 7 0 .2 4 0 8 0 .2 8 2 9 0 .4 6 4 2 0 .6 6 6 4 0 .8 2 8 9
B oat 0 .2 6 9 4 0 .3 3 4 2 0 .4601 0 .5 1 1 6 0 .6 3 4 0 0 .7 6 0 3 0 .8 9 1 9
C ablecar 0 .3 8 5 8 0 .4 3 1 7 0.5391 0 .5 8 3 9 0 .6 9 3 0 0 .8 1 5 9 0 .9 2 7 4
Cornfield 0 .4 2 4 5 0 .4531 0 .5 2 3 7 0 .5 4 5 6 0 .6 4 3 9 0 .7 4 8 9 0 .8 5 4 5
C ouple 0 .2 5 8 3 0 .3 1 0 8 0 .4 4 5 5 0 .4 6 3 4 0.6241 0 .7 6 6 8 0 .8731
Crow d 0 .1 7 2 8 0 .2 2 7 5 0 .3 4 8 6 0 .4 0 6 7 0 .5 3 7 8 0 .7 1 7 3 0 .8 8 4 9
Flow er 0 .3 8 3 2 0 .4 2 9 7 0 .5 5 1 0 0 .5 7 2 4 0 .7 1 7 8 0 .8 2 2 4 0 .9 1 6 9
Fruits 0 .3951 0 .4 4 2 2 0 .5925 0 .5 9 3 8 0 .7 3 6 8 0 .8 4 0 7 0 .8 9 8 6
Girl 0 .4 8 8 6 0.5301 0 .6698 0 .6 8 3 2 0.8091 0 .8 9 1 0 0 .9 4 4 5
H ustler 0 .4 6 9 5 0 .5125 0 .6 5 2 4 0 .6 5 2 7 0 .7 7 3 5 0 .8 5 8 2 0 .9 2 3 7
Lena 0 .2 7 6 3 0.3201 0 .4 5 9 6 0 .4795 0 .6173 0 .7 7 4 4 0 .8 8 9 0
Light 0 .5311 0 .5 3 1 8 0.7081 0.6881 0 .7715 0 .8 8 6 4 0 .9 3 3 2
M an 0 .2 0 5 2 0 .2 7 0 9 0 .3 9 4 6 0 .4 1 2 2 0 .5 9 6 6 0 .7541 0 .8 7 9 4
M a su d a l 0 .4 9 6 9 0 .5 5 0 8 0 .6 8 8 8 0 .7165 0 .8 1 1 9 0 .8 7 6 6 0 .9 3 2 7
M asuda2 0 .5 0 4 0 0.5521 0 .6848 0 .7 1 3 7 0 .8 0 6 2 0 .8 7 6 8 0 .9 2 8 4
M odel 0 .4 1 6 0 0 .4 5 9 4 0 .6 1 2 6 0 .5 6 5 4 0 .7 3 0 6 0.8511 0 .9 2 0 3
Pens 0 .2 9 6 9 0 .3 5 5 7 0 .4 8 2 2 0 .4 9 4 2 0 .6 3 8 0 0 .7 8 0 3 0 .9 1 4 3
Peppers 0 .3 3 8 8 0 .3 9 4 2 0 .5247 0.5971 0 .7 0 2 6 0 .8 1 7 8 0 .9 1 4 4
S occer 0 .3 1 9 9 0 .3 5 1 2 0 .4 6 8 6 0 .4 8 9 4 0.6111 0 .7 3 7 2 0 .8 5 7 6
Stdim g 0 .3 9 7 6 0 .4 5 6 7 0 .5 7 2 2 0 .6 7 4 0 0 .8 0 4 2 0 .9 1 3 6 0 .9571
Tanaka 0 .4 6 5 2 0.4991 0 .6 2 9 6 0 .6798 0 .7 8 8 7 0 .8775 0 .9 4 6 8
W om an 1 0 .2 7 4 6 0.3241 0 .4 5 6 7 0.4851 0.6541 0 .7755 0 .9 0 5 0
W om an2 0 .3 5 9 3 0 .4 3 0 2 0 .5848 0 .6 2 6 4 0 .7 4 7 9 0 .8735 0 .9 4 3 4
Y atch 0 .4 2 8 4 0.4781 0 .5 6 6 4 0 .5 8 7 2 0 .6977 0 .7 8 0 7 0 .8 8 2 8
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Table 2.2.4: The probability o f  having an identical index with the neighbouring b locks located in
the north- and w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6 0 8 4 0 .6487 0.7438 0 .7657 0 .8478 0 .9219 0 .9608
Announcer 0 .6 3 5 9 0 .7 0 8 6 0.8041 0.8307 0.9021 0.9441 0 .9 7 5 2
B aboon 0 .1 7 5 2 0 .2 4 9 2 0.3878 0.4663 0.6713 0 .8 3 4 6 0 .9187
B oat 0 .4 0 4 4 0 .4900 0 .6199 0 .6684 0 .7804 0 .8 8 3 6 0 .9 5 3 9
C ablecar 0 .4923 0 .5504 0 .6690 0.7087 0 .8179 0 .9078 0 .9 6 4 4
Cornfield 0 .4 9 0 7 0.5301 0 .6126 0 .6446 0.7608 0 .8678 0 .9 3 5 2
Couple 0 .4697 0.5355 0 .6 7 9 0 0.7059 0.8301 0.9163 0 .9563
Crowd 0 .2935 0 .3736 0.5191 0.5791 0 .7 1 6 0 0.8541 0 .9478
Flow er 0 .5347 0 .5979 0 .7232 0 .7460 0.8405 0 .9096 0 .9587
Fruits 0 .5 4 2 6 0 .6135 0 .7556 0 .7542 0 .8732 0 .9289 0 .9 5 0 0
Girl 0 .6 9 9 6 0 .7454 0 .8464 0.8481 0.9093 0 .9522 0 .9728
Hustler 0 .6865 0.7305 0 .8279 0 .8292 0 .8992 0.9425 0 .9 7 1 2
Lena 0 .4927 0 .5607 0.6923 0 .7094 0.8165 0 .9067 0.9541
Light 0 .6 5 1 6 0 .6812 0 .8144 0 .8030 0.8749 0 .9436 0 .9 6 6 0
M an 0 .3 5 5 0 0 .4504 0.6001 0.6258 0 .7802 0 .8860 0.9475
M asu d al 0 .6867 0 .7408 0.8363 0.8499 0.9165 0 .9520 0.9713
M asuda2 0 .6 9 3 2 0 .7372 0 .8384 0.8513 0.9173 0 .9574 0 .9728
M odel 0 .7079 0 .7484 0.8382 0.8221 0.9015 0.9535 0 .9 7 1 2
Pens 0 .4 1 1 6 0 .4928 0.6517 0.6566 0.8037 0.9088 0.9693
Peppers 0 .5155 0 .5850 0.7097 0.7598 0.8389 0 .9149 0.9643
Soccer 0 .3951 0 .4530 0 .5920 0.6131 0.7537 0 .8672 0.9423
Stdim g 0 .6007 0.6553 0.7666 0.8285 0.9037 0 .9604 0 .9 7 8 2
Tanaka 0 .6 4 2 0 0.6949 0 .8152 0.8421 0.9118 0 .9549 0 .9 7 2 0
W om an 1 0 .4 4 1 4 0 .5227 0.6678 0 .6904 0.8239 0.9035 0 .9574
W om an2 0 .5509 0.6263 0.7717 0 .7950 0.8827 0.9448 0 .9730
Y atch 0.5581 0 .6216 0.7191 0.7415 0 .8440 0 .9142 0.9593
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T able 2 .2 .5: T he probability o f  having an identical index with the neighbouring b locks  
located in the north-, w est-, and north-w est-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
A irplane 0 .6 3 2 3 0 .6 7 8 8 0 .7 6 4 6 0.7921 0 .8 6 5 8 0 .9 3 0 7 0 .9 6 3 5
A nnouncer 0 .6 6 6 2 0 .7371 0 .8 2 5 3 0 .8 4 8 9 0 .9 1 1 5 0 .9481 0 .9 7 5 7
B aboon 0 .2 0 9 4 0 .2 9 7 9 0 .4 5 0 6 0 .5 4 6 3 0.7451 0 .8 7 6 2 0 .9 3 7 5
B oat 0 .4 4 1 2 0 .5 2 8 8 0 .6 5 6 0 0 .7 0 8 6 0 .8 1 5 0 0 .9 0 2 3 0 .9 5 7 5
C ablecar 0 .5 2 2 8 0 .5 8 6 4 0.6981 0 .7 4 6 3 0 .8 4 5 0 0 .9 2 1 5 0 .9 6 8 0
Cornfield 0 .5 0 7 4 0 .5 5 3 9 0 .6 3 9 4 0 .6 8 3 3 0 .7 9 9 0 0 .8 9 5 6 0 .9 4 6 9
C ouple 0 .4 9 6 3 0 .5 6 8 9 0 .7 0 3 2 0 .7 3 7 4 0 .8 5 0 5 0 .9 2 5 7 0 .9 5 9 6
Crow d 0 .3 2 5 6 0 .4 0 9 5 0 .5 5 9 4 0 .6 2 5 3 0 .7 5 6 3 0 .8 7 5 7 0 .9 5 1 9
Flow er 0 .5 8 1 9 0 .6 4 4 9 0 .7 5 4 8 0 .7 7 5 6 0 .8 5 9 8 0 .9 1 9 4 0 .9 6 0 6
Fruits 0 .5 8 6 2 0 .6 6 1 7 0 .7 8 5 8 0 .7 9 7 3 0.8931 0 .9 3 8 4 0 .9 5 5 7
Girl 0 .7 3 2 0 0 .7 7 5 8 0 .8 6 0 9 0 .8 6 6 6 0 .9205 0 .9 5 5 7 0 .9 7 3 4
H ustler 0 .7 0 8 5 0 .7 5 4 2 0 .8 4 1 9 0 .8 4 4 4 0 .9075 0 .9 4 6 9 0 .9 7 2 2
Lena 0 .5 2 9 3 0 .6 0 0 0 0 .7203 0 .7 4 3 7 0 .8 4 1 8 0 .9 1 8 6 0 .9 5 8 2
Light 0 .6 7 6 8 0 .7 1 7 6 0 .8 3 4 5 0 .8 3 1 9 0 .8 9 3 4 0 .9483 0 .9671
M an 0 .3 9 6 6 0 .5041 0 .6 4 3 9 0 .6 8 1 0 0 .8 1 1 7 0 .9 0 0 7 0 .9 5 2 4
M a su d a l 0 .7 2 2 8 0 .7 7 3 2 0 .8 5 4 9 0 .8 6 7 2 0 .9 2 4 9 0 .9 5 5 3 0 .9 7 2 2
M asuda2 0 .7 3 1 4 0 .7 7 5 7 0 .8 6 0 2 0 .8 7 3 8 0 .9273 0 .9 6 0 6 0 .9 7 3 0
M odel 0 .7 3 8 6 0 .7 8 1 3 0 .8 5 3 0 0 .8 4 7 9 0 .9 1 5 2 0.9601 0 .9 7 3 4
Pens 0 .5 2 7 2 0 .6 1 0 8 0 .7 4 4 4 0 .7573 0 .8 6 2 9 0 .9325 0 .9 7 2 0
Peppers 0 .5 6 0 5 0 .6 2 6 5 0 .7428 0 .7 8 7 4 0.8571 0 .9225 0 .9 6 5 4
S occer 0 .4 2 2 7 0 .4 9 0 9 0 .6263 0 .6 5 4 6 0 .7 8 8 0 0 .8 8 6 7 0 .9 4 6 7
Stdim g 0 .6 3 4 9 0 .6 9 2 2 0 .7 9 5 7 0 .8495 0 .9135 0 .9 6 2 4 0 .9 7 8 3
Tanaka 0 .6 8 0 6 0 .7 4 0 0 0 .8 3 8 2 0 .8 6 4 6 0 .9218 0 .9 5 7 8 0 .9 7 3 0
W om an 1 0 .4 9 6 0 0 .5 8 3 8 0 .7 1 6 4 0 .7 4 2 6 0 .8 5 3 6 0 .9 1 7 0 0.9611
W om an2 0 .5 9 9 9 0 .6 7 3 2 0 .8 0 0 9 0 .8235 0 .8 9 6 9 0 .9 4 9 2 0 .9 7 3 5
Y atch 0 .5 8 1 8 0 .6511 0 .7 3 8 7 0 .7653 0 .8 5 8 8 0 .9225 0 .9 6 2 0
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Table 2.2.6: The probability o f  having an identical index with the neighbouring blocks located in
the north-, w est-, north-west-, and north-east-side
7 bpv 6 bpv 5 bpv 4  bpv 3 bpv 2 bpv 1 bpv
Airplane 0 .6635 0 .7169 0.7983 0.8261 0 .8 9 6 0 0 .9 5 1 2 0 .9 7 3 9
Announcer 0 .7 0 1 0 0 .7 7 4 0 0 .8547 0 .8 7 6 0 0 .9 2 8 4 0 .9 5 8 6 0 .9 7 7 8
B aboon 0 .2488 0 .3508 0 .5128 0 .6257 0 .8 1 4 0 0 .9137 0 .9 5 4 5
B oat 0 .4813 0.5733 0 .6 9 8 2 0.7533 0 .8 5 2 0 0 .9 2 6 4 0 .9 6 6 5
Cablecar 0 .5603 0 .6317 0 .7388 0.7887 0 .8 8 1 0 0 .9417 0 .9 7 2 7
Cornfield 0 .5225 0 .5728 0 .6609 0.7131 0 .8304 0 .9 1 9 4 0 .9 5 8 2
Couple 0 .5283 0.6071 0 .7372 0 .7749 0 .8 8 1 0 0 .9427 0 .9 6 8 0
Crowd 0 .3 7 5 2 0 .4 7 6 4 0.6243 0.6915 0 .8189 0 .9 1 6 4 0.9671
R o w er 0 .6 3 2 7 0.7011 0 .8036 0 .8 2 8 0 0 .8999 0 .9 4 9 0 0 .9 7 2 6
Fruits 0 .6431 0 .7 2 1 0 0 .8337 0 .8462 0.9278 0 .9563 0 .9658
Girl 0 .7825 0 .8208 0 .8 9 2 4 0 .9014 0 .9424 0.9671 0 .9773
Hustler 0 .7 4 1 0 0 .7 9 0 2 0 .8658 0 .8736 0 .9266 0 .9 5 9 0 0 .9 7 7 6
Lena 0 .5985 0.6735 0.7828 0.8123 0.8945 0.9533 0 .9759
Light 0 .7195 0 .7 7 0 0 0 .8670 0 .8646 0 .9212 0 .9 6 2 0 0 .9723
M an 0.4511 0 .5696 0.7101 0 .7470 0.8667 0 .9 3 5 6 0 .9679
M asu d al 0 .7 6 0 8 0 .8 0 8 0 0 .8802 0.8943 0.9417 0 .9639 0 .9766
M asuda2 0 .7 7 1 6 0 .8 1 6 0 0.8905 0.9017 0.9463 0.9701 0 .9788
M odel 0 .7737 0 .8164 0.8801 0.8828 0.9383 0 .9692 0.9781
Pens 0 .5 5 0 4 0 .6408 0.7661 0 .7824 0.8803 0 .9 4 2 0 0.9743
Peppers 0 .6168 0 .6876 0.7937 0.8331 0.8947 0.9491 0.9785
Soccer 0 .4 4 9 2 0 .5237 0 .6564 0 .6909 0 .8234 0.9097 0.9563
Stdim g 0 .6 9 2 2 0.7557 0.8525 0.8937 0.9461 0 .9722 0 .9815
Tanaka 0 .7373 0 .8004 0 .8852 0 .9050 0.9463 0 .9712 0.9781
W om an 1 0.5561 0.6583 0 .7816 0 .8086 0 .9060 0 .9526 0 .9744
W om an2 0.6671 0 .7386 0 .8522 0.8741 0.9318 0.9678 0.9805
Y atch 0 .6153 0 .6 8 4 0 0 .7674 0 .7932 0 .8810 0.9377 0.9691
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Appendix B:The Effect of Block Size on the 
Performance of Index Compression
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1. Results of IC-VQ (III) for the test image "Lena"
Figure B .l:  Results for block size l x l  {Lena) Figure B.2: Results for block size 2x2 {Lena)
Figure B.3: Results for block size 3x3 {Lena) Figure B.4: Results for block size 4x4 {Lena)
Figure B.4: Results for block size 5x5 {Lena) Figure B.6: Results for block size 6x6 {Lena)
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2. Results of IC-VQ (III) for the test image "Airplane"
F igure B.7: R esults fo r b lock size l x l  
(A irplane)
Figure B.8: Results for block size 2x2 
(Airplane)
F igure B.9: R esults for b lock size 3x3 
(A irplane)



















Figure B.12: Results for block size 6x6 
(Airplane)
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3. Results of IC-VQ (III) for the test image "Stdimg"
Figure B.13: R esults for block size l x l  
(;Stdimg)
Figure B.14: Results for block size 2x2 
(Stdimg)
Figure B.15: Results for block size 3x3 
(Stdimg)
Figure B.16: Results for block size 4x4 
(Stdimg)
Figure B.17: Results for block size 5x5 
(,Stdimg)
Figure B.18: Results for block size 6x6 
(Stdimg)
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4. Results of IC-YQ (III) for the test image "Baboon"
F igure B .19: R esults for block size l x l  
(B aboon )
F igure B.20: R esults for block size 2x2 
(Baboon)
F igure B .21: R esults fo r b lock size 3x3 
(B aboon)
Figure B.22: R esults for block size 4x4 
(Baboon)
F igure B .23: R esults for block size 5x5 
(B aboon)
Figure B.24: Results for block size 6x6 
(.Baboon)

