Basic Soules matrices and their applications  by Chen, Mei Q. et al.
Linear Algebra and its Applications 429 (2008) 951–971
Available online at www.sciencedirect.com
www.elsevier.com/locate/laa
Basic Soules matrices and their applications
Mei Q. Chen a,∗,1, Michael Neumann b,2, Naomi Shaked-Monderer c
a Department of Mathematics and Computer Science, The Citadel, Charleston, SC 29409, USA
b Department of Mathematics, University of Connecticut, Storrs, CT 06269-3009, USA
c Emek Yezreel College, Emek Yezreel 19300, Israel
Received 17 August 2006; accepted 28 September 2006
Available online 8 December 2006
Submitted by A.C. Ran
Abstract
In this paper we study the properties of the basic Soules matrices in Rn,n which are a special subclass of
the n × n Soules matrices generated via the basic Soules basis. The basic Soules basis has the sign pattern
N and it corresponds to the vector en ∈ Rn of all 1’s. The basic Soules matrices are up to a multiple by a
positive scalar, symmetric and doubly stochastic.
We begin by investigating the permanents of basic Soules matrices. Next, for a nonsingular basic Soules
matrix A ∈ Rn,n, we show that the matrix A ◦ A−1, which is known to be a nonsingular M-matrix, has a
basic Soules basis of eigenvectors. Furthermore, we obtain explicit formulas for the eigenvalues of A ◦ A−1
in terms of the eigenvalues of A. Finally, let A ∈ Rn,n be a basic Soules matrix of spectral radius 1 and set
Q = I − A. By investigating the sign pattern of the off-diagonal entries of the group inverse Q# of Q, we
determine when the Perron root is a concave function in each of the off-diagonal entries at A.
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1. Introduction
In the 1983 paper [25], Soules created a remarkable matrix. Starting from a positive vector
x ∈ Rn,n, he generated an n × n orthogonal matrix R = Rx with first column x‖x‖2 , that has the
following property:
For any nonnegative diagonal matrix  = diag(λ1, . . . , λn)
with λ1  λ2  · · ·  λn  0,
the symmetric matrix A = RRT has nonnegative entries only. (1.1)
This has motivated Elsner, Nabben, and Neumann to introduce the following terminology:
An orthogonal matrix R = [ri,j ] = [R(1)|R(2)| · · · |R(n)] is called a Soules basis matrix if R(1) is
positive and (1.1) is satisfied. We shall call a matrix A thus generated via a Soules basis, a Soules
matrix, and the set of orthonormal vectors {R(1), . . . , R(n)} is called a Soules basis.
In Soules original construction in [25], given a positive vector x = [x1, . . . , xn]T an orthogonal
matrix R = Rx = [ri,j ] is generated, that has first column R(1) := x‖x‖2 . And for i = 1, . . . , n and
j = 2, . . . , n,
ri,j =
⎧⎪⎨
⎪⎩
xixn−j+2
tn−j+1tn−j+2 , if j < n − i + 2,
− tn−j+1
tn−j+2 , if j = n − i + 2,
0, if j > n − i + 2,
where t2k =
k∑
i=1
x2i . (1.2)
This matrix R = [ri,j ] is a Soules basis matrix, which has the following sign pattern:
sign(ri,j ) =
⎧⎨
⎩
> 0, if j < n − i + 2
< 0, if j = n − i + 2
= 0, if j > n − i + 2
=
⎡
⎢⎢⎢⎢⎢⎣
+ + + + +
+ + + + −
+ + + − 0
+ + − 0 0
+ − 0 0 0
⎤
⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸
in R5,5
. (1.3)
Soules called this sign pattern sign patternN. Soules further showed that there is a 1:1 corre-
spondence between the positive n-vectors of length 1 and the orthogonal matrices of sign pattern
N.
In [11] the authors showed how to generate all possible n × n Soules basis matrices from a
given positive n-vector x. Soules matrices where shown in [11], and subsequently in other papers,
to have many striking features. We mention here some of these:
(i) [11]: Soules matrices are inverses of, in the language of Friedland et al. [15], MM-matrices,
namely, matrices all of whose powers are M-matrices3. We also wish to refer the reader to
the paper [26] by Stuart, where a further study of the connection between MM-matrices and
Soules matrices is carried out.
(ii) [11]: The nonsingular Soules matrices are diagonally scalable, via multiplication by positive
diagonal matrices to strictly ultrametric matrices. We comment that strictly ultrametric
matrices were first introduced by Martínez, Michon, and San Martín in [19], who showed
that they are inverses of strictly diagonally dominant symmetric M-matrices.
3 For more background material on nonnegative matrices and M-matrices see Berman and Plemmons [3].
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(iii) [5,24]: A rank r Soules matrix has a nonnegative factorization A = BC, where B has r
columns, C has r rows, and both are nonnegative and full rank. Moreover, there is such
a factorization with C = BT. For every k  r the best rank-k approximation of A is also
nonnegative and has such a factorization.
Soules matrices were also used in the study of the symmetric nonnegative inverse eigenvalue
problem – see [25,22,17,18].
We mention that the concepts of Soules bases and matrices were further generalized in a recent
paper [6], by Chen et al., to the notions of double Soules bases and double Soules matrices. In [6]
an algorithm was presented for a construction of double Soules bases, and a full characterization
was given in [7]. We skip these definitions here, since in this paper we would like to restrict our
attention to a subclass of the matrices generated by Soules bases and double Soules bases: namely,
doubly stochastic such matrices. In [6] it was shown that doubly stochastic double Soules matrices
must be symmetric and generated using a Soules basis matrix R with R(1) = en/√n, where en
denotes the n-vector of all ones. We want to discuss the case when R is also of sign patternN.
Definition 1.1. Let Rn denote the n × n Soules basis matrix of sign patternN and first column
R
(1)
n = en/√n. We call Rn a basic Soules basis matrix. A symmetric nonnegative matrix A is a
basic Soules matrix if A = RnRTn , where  = diag(λ1, . . . , λn), λ1  · · ·  λn and λ1 > 0.
If A is any basic Soules matrix with eigenvalues λ1  λ2  · · ·  λn, then A = λ1B, where
B is a doubly stochastic basic Soules matrix with eigenvalues 1 = μ1  μ2  · · ·  μn, where
μi = λiλ1 . We therefore consider doubly stochastic basic Soules matrices throughout the paper,
and the results carry over easily to all other basic Soules matrices.
For pairs of double Soules basis matrices, several properties were proved in [6]. To introduce
one of these properties, which will be useful for the present paper, we need the following concept
of the Perron complement of a nonnegative matrix. For that purpose, suppose that A ∈ Rn,n is
any nonnegative and irreducible matrix whose Perron root is λ1 and partition A into
A =
[
A1,1 A1,2
A2,1 A2,2
]
, where A1,1 ∈ Rn−1,n−1. (1.4)
Then the (n − 1) × (n − 1) matrix given by
P(A/A1,1) := A1,1 + A1,2A2,1
(λ1 − A2,2) (1.5)
is called the Perron complement of A1,1 in A. We comment that although Perron complements are
closely related to Schur complements, the subject and utility of Perron complements, particularly
in the context of Markov chains, seem to have originated from two papers of Meyer, see [20,21].
Indeed, Meyer shows in [20] that if A ∈ Rn,n is an irreducible nonnegative stochastic matrix, then
so is P(A/A1,1) in one dimension less.
Theorem 3.9 in [6], stated and proved there for double Soules pairs, implies that if A ∈ Rn,n
is a basic Soules matrix with eigenvalues λ1  λ2  λ3  · · ·  λn, generated by Rn, then
P(A/A1,1) ∈ Rn−1,n−1 is a basic Soules matrix generated by Rn−1, and has the eigenvalues
λ1  λ3  · · ·  λn.
A different property of Perron complements of stochastic matrices was investigated in Bapat
and Neumann [1]. Recall that for a matrix A = [ai,j ] ∈ Rn,n, the permanent of A is given by the
expression
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per(A) =
∑
σ∈Sn
n∏
i=1
ai,σ (i), (1.6)
whereSn is the set of all permutation functions on n symbols. Suppose now that A is an n × n
nonnegative irreducible stochastic matrix. Then in [1] it was shown that
per(A)  per(P(A/A1,1)). (1.7)
Moreover, if 1 − 2A2,2  0, then it was shown in [1, Lemma 2.1] that the sharper estimate
per(A)  (1 − A2,2)per(P(A/A1,1)). (1.8)
holds.
The first goal of this paper is to use the results from [1] regarding the permanents of Perron
complements of stochastic and irreducible nonnegative matrices given in (1.7) and (1.8) in con-
junction with the result from [6], which implies that the Perron complement of a doubly stochastic
basic Soules matrix is again such a matrix, but of one dimension less, to study the behavior of
the permanent of doubly stochastic basic Soules matrices. It should be mentioned that the n × n
matrix with all entries equal to 1/n, whose permanent is, by now, well known to be minimal
among all doubly stochastic matrices, is the basic Soules matrix given by A = RnRTn , where
 = diag(1, 0, . . . , 0) ∈ Rn,n.
Next, a famous result, implicit in a paper by Fiedler and Pták [13], states that if B is an n × n
nonsingular M-matrix, then C = B ◦ B−1 is again an M-matrix. Now suppose that A is a basic
Soules matrix. By property (i) of the Soules matrices listed above, B = A−1 is an M-matrix
whose eigenbasis matrix is, evidently, Rn. Here we show that the M-matrix C = B ◦ B−1 has
the same eigenbasis matrix Rn. Moreover, C is an inverse of a basic Soules matrix (hence it is
an MM-matrix), and given the eigenvalues λ1  · · ·  λn > 0 of A, we can determine precisely
the eigenvalues of C. This result might lead one to expect that if B is a basic Soules matrix, then
B ◦ B is also a basic Soules matrix. This expectation turns out to be false.
LetB = [bi,j ] ∈ Rn,n be a nonnegative and irreducible matrix. It is well known, see for example
Berman and Plemmons [3], that the Perron root of B is an increasing function in any of the entries
of the matrix. In [8], Cohen showed that the Perron root is a convex function of each of the
diagonal entries of the matrix. In [9], Deutsch and Neumann showed that the Perron root of B is
convex (respectively, concave) function of the (i, j)th entry for i /= j if and only if the (j, i)th
entry of the group inverse of the matrix C = ρ(B)I − B, namely, C#, is positive (respectively,
negative). Recall that the group inverse of C, customarily denoted by C#, is the unique matrix
X such that CXC = C, XCX = X and XC = CX, if such a matrix exists. And C# exists if
and only if all the Jordan blocks of C corresponding to 0 are 1 × 1. See [2,4]. The question was
raised in [9] of when is C# a singular M-matrix or, equivalently, when is the spectral radius of B
a concave function of each of the off-diagonal positions? Let A ∈ Rn,n be a basic Soules matrix
with eigenvalues 1 = λ1 > λ2  · · ·  λn  0 and put Q = I − A. We investigate when Q# is
an M-matrix and present several conditions for this to hold involving the eigenvalues λ2, . . . , λn.
2. Permanents of basic Soules matrices
Let A ∈ Rn,n. Then, as mentioned in (1.6), the permanent of A is the matrix function given by
per(A) =
∑
σ∈Sn
n∏
i=1
ai,σ (i),
M.Q. Chen et al. / Linear Algebra and its Applications 429 (2008) 951–971 955
whereSn is the set of all permutation functions on n symbols. Many properties and applications
of permanents are described in the book by Minc [23]. It is known that there is no one efficient
algorithm to compute the permanent of a matrix. Here we ask whether the permanent of a basic
Soules matrix can be approximated efficiently.
For the development of our results on the permanents of basic Soules matrices of sign pattern
N we need, in addition to the notations mentioned in the introduction, the following notations:
Jn = eneTn/n, In is the n × n identity matrix, and 0n is the zero vector in Rn.
We first provide a lower bound on the permanent of a doubly stochastic basic Soules matrix.
Theorem 2.1. Let A ∈ Rn,n be a doubly stochastic basic Soules matrix with eigenvalues 1 =
λ1  λ2  · · ·  λn  0. Then
per(A)  n!
nn
[
1 + λn2
1
(n − 1)n−2
]
. (2.1)
Proof. We shall use a result from Minc’s book [23, Theorem 5.2, p. 69] which states that if B ∈
Rn,n is positive semidefinite Hermitian with eigenvalues μ1  · · ·  μn and with a corresponding
set of orthonormal eigenvectors u1, . . . , un, then
per(B)  n!
n∑
k=1
|ζk|2μnk, (2.2)
where ζk is the product of the coordinates of uk , k = 1, . . . , n.
Next from Soules results in [25] (see (1.2) above with x = en/√n) we can deduce that the
columns r1, . . . , rn of Rn are given by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
r1 = 1√nen, r2 = 1√n(n−1)
[
en−1
−(n − 1)
]
, and
rk = 1√(n−k+2)(n−k+1)
⎡
⎣ en−(k−1)−(n − k + 1)
0k−2
⎤
⎦ , for k = 3, . . . , n. (2.3)
But then, with u1 = r1, . . . , un = rn, we have that:
ζ1 =
(
1√
n
)n
, ζ2 = −
[
1√
n(n − 1)
]n
(n − 1), and ζk = 0, for k = 3, . . . , n,
from which we deduce that:
n!
(
|ζ1|2 +
n∑
k=2
|ζk|2λnk
)
= n!(|ζ1|2 + λn2|ζ2|2) = n!
[(
1
n
)n
+ λn2
(
1
n(n − 1)
)n
(n − 1)2
]
= n!
nn
[
1 + λn2
1
(n − 1)n−2
]
.
This completes the proof. 
In the following result we derive an upper bound on the permanent of a doubly stochastic basic
Soules matrix in terms of its eigenvalues.
Theorem 2.2. Let A ∈ Rn,n be a doubly stochastic basic Soules matrix with eigenvalues 1 =
λ1  λ2  · · ·  λn  0. If
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λk+1 
n − k − 1
2(n − k) , for k = 1, . . . , n − 2, (2.4)
then
per(A)  1 + λ
2
n
n
n−1∏
k=2
(1 − λk). (2.5)
Proof. Our proof is recursive. First, from (2.3) we see that Rn can be partitioned into:
Rn =
⎡
⎢⎣
1√
n
en−1 1√n(n−1) en−1 Rn−1
1√
n
−
√
n−1
n
01,n−2
⎤
⎥⎦ . (2.6)
Second, observe that condition (2.4) is equivalent to the condition that
1 − 2
n − k + 1 [1 + λk+1(n − k)]  0, k = 1, . . . , n − 2. (2.7)
Let n−k+1 = diag{1, λk+1, . . . , λn}, for 1  k  n − 1, and let Bn = [b(n)i,j ] = A so that
Bn = RnnRTn
=
[
1
n
(
1 + 1
n−1λ2
)
en−1eTn−1 + Rn−1λn−1R
T
n−1 1n (1 − λ2)en−1
1
n
(1 − λ2)eTn−1 1n [1 + λ2(n − 1)]
]
 0.
Next, let Bn−1 = [b(n−1)i,j ] ∈ Rn−1,n−1 be the Perron complement in Bn of the leading (n − 1) ×
(n − 1) submatrix of Bn. Then, by (2.7), 1 − 2b(n)n,n  0, and so, by [1, Lemma 4.2],
per(Bn)  (1 − b(n)n,n)per(Bn−1).
Furthermore, according to Theorem 3.9 in [6], Bn−1 is again a doubly stochastic basic Soules
matrix given by
Bn−1 = Rn−1n−1RTn−1 =
1
n − 1en−1e
T
n−1 + Rn−1n−1RTn−1,
where
Rn−1 =
[
1√
n−1en−1 Rn−1
]
and where
b
(n−1)
n−1,n−1 =
1
n − 1 [1 + λ3(n − 2)].
From condition (2.7) we see that 1 − 2b(n−1)n−1,n−1  0 and we can apply the same Perron comple-
ment reduction to Bn−1 and its permanent as we applied to Bn, and so on. After n − 2 repeated
applications of such a reduction step we obtain the matrix
B2 =
⎡
⎣ 1√2 1√2
1√
2
− 1√
2
⎤
⎦[1 0
0 λn
]⎡⎣ 1√2 1√2
1√
2
− 1√
2
⎤
⎦T =
[
1
2λn + 12 − 12λn + 12
− 12λn + 12 12λn + 12
]
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whose permanent is given by
per(B2) = 1 + λ
2
n
2
.
Hence,
per(Bn) (1 − b(n)n,n)per(Bn−1) = per(Bn−1)(1 − λ2)
(
1 − 1
n
)
 per(B2)
n−1∏
k=2
(1 − λk)
n−1∏
k=2
(
1 − 1
n − k + 2
)
= 1 + λ
2
n
2
n−1∏
k=2
(1 − λk)
(
2
n
)
= 1 + λ
2
n
n
n∏
k=2
(1 − λk). 
We next study the permanents of certain doubly stochastic basic Soules matrices in more
detail. For that purpose we introduce three basic Soules matrices from this class. Let x, y, and z
be real numbers and consider the three diagonal matrices in Rn,n: Dy = diag(1, y, . . . , y), Dx =
diag(1, x, 0, . . . , 0), and Dz = diag(1, 0, . . . , 0, z). Corresponding to these diagonal matrices, we
shall consider the three doubly stochastic basic Soules matrices: Ay = RnDyRTn , Ax = RnDxRTn ,
and Az = RnDzRTn . We consider the cases where Ax,Ay and Az are nonnegative. For n  2, Ax
makes sense largely only for 0  x  1, and for n  3, Az largely makes sense only for negative
z’s. In fact in the proofs of the next two lemmas we will observe the following:
Ay |y=0 = Jn and Ay  0, if and only ify ∈
[
− 1
n − 1 , 1
]
, (2.8)
while
Az  0, if and only if z ∈
[
−2
n
, 0
]
. (2.9)
In the next few lemmas we will investigate the permanents of Ay , Ax , and Az.
Lemma 2.3. For n  2, let Ay = RnDyRTn and Pn(y) = per(Ay). Then
Ay = (1 − y)Jn + yIn,
and
Pn(y) =
n∑
r=0
(
n
r
)
r!
nr
(1 − y)ryn−r .
Moreover, Pn(y) is a one-to-one function on [0, 1] and its range is the interval
[
n!
nn
, 1
]
.
Proof. To begin with,
Ay = r1rT1 +
n∑
i=2
yrir
T
i = (1 − y)r1rT1 + y
n∑
i=1
rir
T
i = (1 − y)Jn + yIn.
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Note that this justifies (2.8).
The formula for the permanent of (1 − y)Jn + yIn and a proof of its monotonicity were given in
[16] (see also in [23]). By this formula Pn(y) is clearly continuous, and since Pn(0) = per(Jn) =
n!
nn
and Pn(1) = per(In) = 1, the entire claim follows. 
We comment that it is well known from the solution of Egoricev [10] and Falikman [12] to the
famous Van der Warden conjecture that for any doubly stochastic matrix S ∈ Rn,n,
n!
nn
 per(S)  1.
Thus by Lemma 2.3 and the intermediate value theorem, for any such S there exists a y ∈ [0, 1]
such that per(Ay) = per(S). We further comment that if n  3 and y ∈
[
− 1
n−1 , 1
]
, and since
−1/(n − 1)  −1/(n − 2), then (1.7) and Lemma 2.3 have the implication that Pn(y)  Pn−1(y)
or, more explicitly, that
n∑
r=0
(
n
r
)
r!
nr
(1 − y)ryn−r 
n−1∑
r=0
(
n − 1
r
)
r!
(n − 1)r (1 − y)
ry(n−1)−r .
In the next lemma we shall determine exact expressions for per(Ax) and per(Az).
Lemma 2.4. Let Gn(x)=per(Ax)=per(RnDxRTn ) and Hn(z)=per(Az)=per(RnDzRTn ). Then
Gn(x) = (n − 1)!
nn
(
x
n − 1 + 1
)n−2 {
(n − 1)(1 − x)2 + [(n − 1)x + 1]
(
x
n − 1 + 1
)}
(2.10)
and
Hn(z) = (n − 2)!
nn−2
(
1
2
z2 + n − 1
n
)
. (2.11)
Furthermore, Gn(x) is a one-to-one function on the interval [0, 1] while Hn(z) is a one-to-one
function on the interval
[
− 2
n
, 0
]
and their respective ranges on these intervals are given by[
n!
nn
,
(n−1)!
(n−1)n−1
]
and
[
n!
nn
,
n!+2(n−2)!
nn
]
.
Proof. It follows directly from the form of Rn given in (2.6) that
RnDxR
T
n =
1
n
⎡
⎣
(
1 + x
n−1
)
en−1eTn−1 (1 − x)en−1
(1 − x)eTn−1 1 + x(n − 1)
⎤
⎦ .
We compute the permanent of Ax using the permanental expansion along its last column. We
find that
Gn(x) = 1
nn
[
(1 + x(n − 1))per
((
1 + x
n − 1
)
en−1eTn−1
)
+ (n − 1)(1 − x)per(A(x))
]
,
where
A(x) =
⎡
⎣
(
1 + x
n−1
)
en−2eTn−1
(1 − x)eTn−1
⎤
⎦ .
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Since
per
⎡
⎣
(
1 + x
n−1
)
en−2eTn−1
(1 − x)eTn−1
⎤
⎦= 1 − x
1 + x
n−1
per
⎡
⎣
(
1 + x
n−1
)
en−2eTn−1(
1 + x
n−1
)
eTn−1
⎤
⎦
= 1 − x
1 + x
n−1
per
((
1 + x
n − 1
)
en−1eTn−1
)
,
we have
Gn(x) = 1
nn
[
(1 + x(n − 1)) + (n − 1)(1 − x) 1 − x
1 + x
n−1
]
per
((
1 + x
n − 1
)
en−1eTn−1
)
= 1
nn
[
(1 + x(n − 1)) + (n − 1)(1 − x) 1 − x
1 + x
n−1
](
1 + x
n − 1
)n−1
(n − 1)!
= (n − 1)!
nn
(
x
n − 1 + 1
)n−2 {
(n − 1)(1 − x)2 + [(n − 1)x + 1]
(
x
n − 1 + 1
)}
To show that Gn(x) is an increasing function on the interval [0, 1], we may consider the second
line of the last equation. Since 1 + x(n − 1) and (1 + x
n−1 )
n−1 are clearly strictly increasing
functions of x on the interval [0, 1], it suffices to show that (1−x)21+ x
n−1
is also strictly increasing on
this interval. Indeed, for n  2(
(1 − x)2
1 + x
n−1
)′
= 1 − x
n − 1 ·
3x + 2n − 3(
1 + x
n−1
)2
is positive on the interval [0, 1], and Gn(x) is an increasing function on that interval. The range
of Gn(x) on [0, 1] therefore follows from
Gn(0) = (n − 1)!
nn
[(n − 1) + 1] = n!
nn
and
Gn(1) = (n − 1)!
nn
(
1
n − 1 + 1
)n−2 [
n
(
1
n − 1 + 1
)]
= (n − 1)!
(n − 1)n−1 = per(Jn−1).
We next turn to compute the permanent of Az. We have that
RnDzR
T
n =
1
n
ene
T
n + z
⎡
⎢⎣
1√
2
− 1√
2
0n−2
⎤
⎥⎦[ 1√2 − 1√2 0Tn−2] .
That is,
Az = Jn + z2B, where B =
[
1 −1
−1 1
]
⊕ 0(n−2)×(n−2).
Note first that this justifies (2.9). Now, by Theorem 1.4 in [23, Chapter 2],
Hn(z) = per
(
Jn + z2B
)
=
n∑
r=0
∑
α,β∈Qr,n
per
( z
2
B[α|β]
)
per(Jn(α|β)),
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where Qr,n consists of all strictly increasing length r subsequences of 1, . . . , n; A[α|β] and
A(α|β) denote the submatrix of A on rows α and columns β and its complementary subma-
trix, respectively. Note that per(B[α|β]) = 0 when r  3, and that ∑α,β∈Q1,n per(B[α|β]) =
2per([1]) + 2per([−1]) = 0. So
Hn(z) =
2∑
r=0
∑
α,β∈Qr,n
per
( z
2
B[α|β]
)
per(Jn(α|β))
= per(Jn) +
( z
2
)2
per
([
1 −1
−1 1
])(
n − 2
n
)n−2
per(Jn−2)
= n!
nn
+
( z
2
)2 · 2 · (n − 2
n
)n−2
(n − 2)!
(n − 2)n−2
= (n − 2)!
(n − 2)n−2
(
(n − 1)
n
+ z
2
2
)
.
From the above we see that the function Hn(z) takes on only nonnegative values on the interval[
− 2
n
, 0
]
with the minimal value being at z = 0 and the maximal value at z = −2/n. A computation
now shows that:
Hn(0) = (n − 2)!
nn−2
(
n − 1
n
)
= n!
nn
and
Hn
(
−2
n
)
= (n − 2)!
nn−2
[
1
2
(
−2
n
)2
+ n − 1
n
]
= (n − 2)!
nn−2
[
n2 − n + 2
n2
]
= n! + 2(n − 2)!
nn
.
It is thus clear that the range of the function Hn(z) on the interval
[
− 2
n
, 0
]
is
[
n!
nn
,
n!+2(n−2)!
nn
]
.

The above lemma and (1.7) lead us to observe that for any x ∈ [0, 1] and for any n  3,
Gn(x)  Gn−1(x), while for any n  3 and since −2/n  −2/(n − 1), if z ∈
[
− 2
n
, 0
]
, then
Hn(z)  Hn−1(z).
3. Hadamard products and basic Soules matrices
It is a well known result, which is implicit in the paper [13] by Fiedler and Pták, that if B ∈ Rn,n
is a nonsingular M-matrix, then the Hadamard (or elementwise) matrix product of B and B−1 is
again a nonsingular M-matrix. In this section we shall show that if A is a positive definite basic
Soules matrix, then A ◦ A−1 is an inverse of a Soules matrix, generated by the same basic Soules
basis as A. (In particular, it is a nonsingular M-matrix all of whose powers are M-matrices.) Given
this result, it might be conjectured that for any two basic Soules matrices A and B, the matrix
A ◦ B is also a basic Soules matrix. This is true when A and B are 2 × 2 matrices:
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Let A = R21RT2 and B = R22RT2 be basic Soules matrices; 1 = diag(a, b) and 2 =
diag(x, y), where a  b, and x  y. Then
A ◦ B = R2RT2 , where  = diag
(
1
2
(ax + by), 1
2
(ay + bx)
)
.
Since a  b and x  y, 12 (ax + by) − 12 (ay + bx) = 12 (a − b)(x − y)  0. Hence, A ◦ B is
again a basic Soules matrix. However, if A and B are basic Soules matrices of order greater
than 2, A ◦ B is not necessarily a basic Soules matrix. For example, if A = R3diag(3, 2, 1)RT3 ,
then
A ◦ A ≈
⎡
⎣ 3.361 0.6944 0.11110.6944 3.361 0.1111
0.1111 0.1111 5.444
⎤
⎦
A computation now shows that the eigenbasis matrix V of A ◦ A is given by:
V =
⎡
⎣0.07851 0.7027 0.70700.07851 0.7027 −0.7070
0.9938 −0.1110 0
⎤
⎦ /=
⎡
⎣0.5773 0.4082 0.70700.5773 0.4082 −0.7070
0.5773 −0.8163 0
⎤
⎦ = R3.
In this section we shall try to find when the Hadamard product of two matrices generated by a the
Soules basis matrix Rn is again a matrix generated by that same Soules basis matrix.
Suppose A and B are both matrices generated by the Soules basis matrix Rn. That is, A =
Rn1RTn and B = Rn2RTn , where 1 = diag(ν1, . . . , νn) and 2 = diag(μ1, . . . , μn), and the
columns r1, . . . , rn of Rn are as in (2.3). Then
A ◦ B =
(
n∑
i=1
νirir
T
i
)
◦
(
n∑
i=1
μirir
T
i
)
=
n∑
i,k=1
νiμkwi,kw
T
i,k,
where
wi,k = ri ◦ rk. (3.1)
From the explicit form of Rn given in (2.3) we deduce that:
(i) w1,k = wk,1 = 1√nrk , for k = 1, . . . , n,
(ii) wi,k = wk,i = 1√(n−i+2)(n−i+1) rk, for i = 2, . . . , n, k = i + 1, . . . , n,
(iii) w2,2 = 1n(n−1)
[
en−1
(n − 1)2
]
, and
wk,k = 1(n−k+2)(n−k+1)
⎡
⎣ en−(k−1)(n − k + 1)2
0k−2
⎤
⎦ , for k = 3, . . . , n.
Hence
A ◦ B =
n∑
i=1
i−1∑
k=1
(νiμk + νkμi)wi,kwTi,k +
n∑
i=1
νiμiwi,iw
T
i,i
= ν1μ1w1,1wT1,1 +
n∑
i=1
i−1∑
k=1
(νiμk + νkμi)wi,kwTi,k +
n∑
i=2
νiμiwi,iw
T
i,i
962 M.Q. Chen et al. / Linear Algebra and its Applications 429 (2008) 951–971
= ν1μ1
n
r1r
T
1 +
1
n
(ν1μ2 + ν2μ1)r2rT2
+
n∑
i=3
[
1
n
(ν1μi + νiμ1) +
i−1∑
k=2
1
(n − k + 2)(n − k + 1) (νkμi + νiμk)
]
rir
T
i
+
n∑
i=2
νiμiwi,iw
T
i,i (3.2)
We now prove a lemma:
Lemma 3.1. Let ri be as in (2.3), and wi,k be as in (3.1). Then
n∑
i=2
wi,iw
T
i,i =
n − 1
n
r1r
T
1 +
n − 2
n
r2r
T
2 +
n−1∑
i=3
n − i
n − i + 2 rir
T
i (3.3)
Proof. We wish to show by induction that for n  2,
n∑
i=2
wi,iw
T
i,i −
n − 1
n
r1r
T
1 −
n − 2
n
r2r
T
2 −
n−1∑
i=3
n − i
n − i + 2 rir
T
i = 0n×n, (3.4)
where 0n×n is the n × n zero matrix. For this purpose we shall denote, for 2  m  n, by ri(m)
and wi,i(m) the vectors ri and wi,i in Rm. Thus, for m  2, Eq. (3.4) becomes
m∑
i=2
wi,i(m)w
T
i,i (m) −
m − 1
m
r1(m)r
T
1 (m) −
m − 2
m
r2(m)r
T
2 (m)
−
m−1∑
i=3
m − i
m − i + 2 ri(m)r
T
i (m) = 0m×m. (3.5)
We begin by checking the case m = 2. Using (iii) above we find that:
w2,2(2)wT2,2(2) −
2 − 1
2
r1 (2) rT1 (2) =
(
1
2(1)
)2
e2e
T
2 −
1
2
(
1
2
)
e2e
T
2 = 0.
Assume now that (3.5) holds for all 2  m  n − 1, so that, in particular,
n−1∑
i=2
wi,i(n − 1)wTi,i (n − 1) −
n − 2
n − 1 r1(n − 1)r
T
1 (n − 1) −
n − 3
(n − 1) r2(n − 1)r
T
2 (n − 1)
−
n−2∑
i=3
n − i − 1
n − i + 1 ri(n − 1)r
T
i (n − 1) = 0(n−1)×(n−1). (3.6)
We next show that Eq. (3.5) holds for n. Observe first that
n∑
i=2
wi,i(n)w
T
i,i (n) −
n − 1
n
r1(n)r
T
1 (n) −
n − 2
n
r2(n)r
T
2 (n) −
n−1∑
i=3
n − i
n − i + 2 ri(n)r
T
i (n)
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= w2,2(n)wT2,2(n) −
n − 1
n
r1(n)r
T
1 (n) −
n − 2
n
r2(n)r
T
2 (n) +
n∑
i=3
wi,i(n)w
T
i,i (n)
−
n−1∑
i=3
n − i
n − i + 2 ri(n)r
T
i (n).
Note the last line in the above reduces as follows:
n∑
i=3
wi,i(n)w
T
i,i (n) −
n−1∑
i=3
n − i
n − i + 2 ri(n)r
T
i (n)
=
n−1∑
i=2
[
wi,i(n − 1)
0
] [
wTi,i (n − 1) 0
]− n − 3
(n − 1)
[
r2(n − 1)
0
] [
rT2 (n − 1) 0
]
−
n−2∑
i=3
n − i − 1
n − i + 1
[
ri(n − 1)
0
] [
rTi (n − 1) 0
]
by (3.6)= n − 2
n − 1
[
r1(n − 1)
0
] [
rT1 (n − 1) 0
]
.
But then
n∑
i=2
wi,i(n)w
T
i,i (n) −
n − 1
n
r1(n)r
T
1 (n) −
n − 2
n
r2(n)r
T
2 (n) −
n−1∑
i=3
n − i
n − i + 2 ri(n)r
T
i (n)
= w2,2(n)wT2,2(n) −
n − 1
n
r1(n)r
T
1 (n) −
n − 2
n
r2(n)r
T
2 (n)
+ n − 2
n − 1
[
r1(n − 1)
0
] [
rT1 (n − 1) 0
]
=
(
1
n(n − 1)
)2 [ en−1
(n − 1)2
] [
eTn−1 (n − 1)2
]− n − 1
n
(
1
n
)
ene
T
n
−n − 2
n
1
n(n − 1)
[
en−1
−(n − 1)
] [
eTn−1 −(n − 1)
]+ n − 2
n − 1
1
n − 1
[
en−1
0
] [
eTn−1 0
]
.
The last line above is a 2 × 2-block matrix of the form[
c1en−1eTn−1 c2en−1
c2e
T
n−1 c3
]
,
where
c1 =
(
1
n(n − 1)
)2
− n − 1
n
(
1
n
)
− n − 2
n2
(
1
n − 1
)
+ n − 2
n − 1
(
1
n − 1
)
=
(
1
n(n − 1)
)2 (
1 − (n − 1)3 − (n − 2)(n − 1) + (n − 2)n2
)
= 0,
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c2 =
(
1
n(n − 1)
)2
(n − 1)2 − n − 1
n
(
1
n
)
− n − 2
n2
(
1
n − 1
)
[−(n − 1)]
=
(
1
n
)2
− n − 1
n
(
1
n
)
+ n − 2
n
(
1
n
)
= 1
n2
[1 − (n − 1) + (n − 2)] = 0,
and
c3 =
(
1
n(n − 1)
)2
(n − 1)4 − n − 1
n
(
1
n
)
− n − 2
n
(
1
n(n − 1)
)
(n − 1)2
= n − 1
n2
[n − 1 − 1 − (n − 2)] = 0.
Hence,
[
c1en−1eTn−1 c2en−1
c2e
T
n−1 c3
]
= 0n×n and the lemma is proved. 
Hence, we get the following:
Observation 3.2. If, for i = 2, . . . , n, we have νiμi = 1, then (3.2) takes the following form:
A ◦ B = ν1μ1
n
r1r
T
1 +
1
n
(ν1μ2 + ν2μ1) r2rT2
+
n∑
i=3
[
1
n
(ν1μi + νiμ1) +
i−1∑
k=2
1
(n − k + 2)(n − k + 1) (νkμi + νiμk)
]
rir
T
i
+n − 1
n
r1r
T
1 +
n − 2
n
r2r
T
2 +
n−1∑
i=3
n − i
n − i + 2 rir
T
i
= ν1μ1 + (n − 1)
n
r1r
T
1 +
(ν1μ2 + ν2μ1) + (n − 2)
n
r2r
T
2
+
n∑
i=3
[
1
n
(ν1μi + νiμ1) +
i−1∑
k=2
1
(n − k + 2)(n − k + 1) (νkμi + νiμk)
+ n − i
n − i + 2
]
rir
T
i .
Thus in this special case, A ◦ B has the columns of Rn as eigenvectors, and the corresponding
eigenvalues η1, . . . , ηn are:
η1 = ν1μ1 + (n − 1)
n
,
η2 = (ν1μ2 + ν2μ1) + (n − 2)
n
,
and
ηi = 1
n
(ν1μi + νiμ1) +
i−1∑
k=2
1
(n − k + 2)(n − k + 1) (νkμi + νiμk) +
n − i
n − i + 2 ,
for i = 3, . . . , n.
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In particular, we get the following theorem:
Theorem 3.3. Let A = RnRTn be a positive definite basic Soules matrix, that is Rn is the Soules
basis matrix generated from the vector r1 = en/√n as in (2.3), and  = diag{λ1, . . . , λn}, with
λ1  · · ·  λn > 0. Then A ◦ A−1 = RnDRTn with D = diag(η1, η2, . . . , ηn) and where
η1 = 1,
η2 = 1
n
(
λ1
λ2
+ λ2
λ1
)
+ n − 2
n
,
and
ηi = 1
n
(
λ1
λi
+ λi
λ1
)
+
i−1∑
k=2
1
(n − k + 2)(n − k + 1)
(
λk
λi
+ λi
λk
)
+ n − i
n − i + 2 ,
for i = 3, . . . , n.
Moreover, A ◦ A−1 is an inverse of a basic Soules matrix.
Proof. In view of Observation 3.2, we just need to prove the last assertion. For that, it suffices to
show that
1  η2  η3  · · ·  ηn.
Indeed, by the arithmetic–geometric inequality
η2 
1
n
· 2 + n − 2
n
= 1,
and for every 3  i  n,
ηi − ηi−1 = 1
n
(
λ1
λi
+ λi
λ1
− λ1
λi−1
− λi−1
λ1
)
+
i−2∑
k=2
1
(n − k + 2)(n − k + 1)
(
λk
λi
+ λi
λk
− λk
λi−1
− λi−1
λk
)
+ 1
(n − i + 3)(n − i + 2)
(
λi−1
λi
+ λi
λi−1
)
+ n − i
n − i + 2 −
n − i + 1
n − i + 3 .
The first two lines are nonnegative since, for every k  i − 2, the function fk(x) = λkx + xλk is
decreasing on the interval (0, λk], and λk  λi−1  λi > 0. Hence
ηi − ηi−1  1
(n − i + 3)(n − i + 2)
(
λi−1
λi
+ λi
λi−1
)
+ n − i
n − i + 2 −
n − i + 1
n − i + 3
= 1
(n − i + 3)(n − i + 2)
(
λi−1
λi
+ λi
λi−1
− 2
)
 0
by the arithmetic–geometric inequality. 
Another use of Observation 3.2 is the following: Let A = RnRTn be a doubly stochastic basic
Soules matrix,  = diag{λ1, . . . , λn}, where 1 = λ1  · · ·  λn > 0. Let Q = I − A. Then
Q = Rn(I − )RTn =
n∑
i=2
(1 − λi)rirTi ,
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and
Q# =
n∑
i=2
1
1 − λi rir
T
i ,
where Q# is the group inverse of Q (which in this symmetric case is also the Moore–Penrose
generalized inverse of Q). Then Q and Q# satisfy the condition of Observation 3.2, and we get
the following theorem:
Theorem 3.4. Let A = RnRTn be defined as in Theorem 3.3 with 1 = λ1 > λ2. Define Q = In −
A and let Q# be the group inverse of Q. Then Q ◦ Q# = RnDRTn with D = diag(η1, η2, . . . , ηn)
and where
η1 = n − 1
n
,
η2 = n − 2
n
,
and
ηi =
i−1∑
k=2
1
(n − k + 2)(n − k + 1)
(
1 − λk
1 − λi +
1 − λi
1 − λk
)
+ n − i
n − i + 2 , for i = 3, . . . , n.
Moreover, Q ◦ Q# is singular when n = 2 and is nonsingular when n  3.
Proof. We only need to prove the last assertion. It is clear that 1 > η1 > η2 and 0 < η3  · · ·  ηn
as shown in the proof of Theorem 3.3. Hence, Q ◦ Q# cannot be an inverse of a basic Soules
matrix RnRTn , where the diagonal elements of  are nonincreasing. When n = 2, η2 = 0, and
so Q ◦ Q# is always a singular matrix. For n > 3, η2 > 0 and 0 < η3, and so Q ◦ Q# is always
nonsingular. 
Remark 3.5. The requirement that R(1) = 1√
n
en in Theorem 3.3 is essential. For example, if we
take R to be the Soules basis matrix
R =
[
0.6 0.8
0.8 −0.6
]
,
and  = diag(1, 0.5), then for the matrix A = RRT it is not true that A ◦ A−1 has the columns
of R as eigenvectors.
Continuing with our comment, when R is a Soules basis matrix with first column 1√
n
en, but
is not of sign patternN, and A = RRT, it can be also shown that the matrix A ◦ A−1 has the
columns of R as eigenvectors. However, A ◦ A−1 is not necessarily an inverse of a Soules matrix.
For example, if
R =
⎡
⎢⎢⎢⎢⎣
0.4472 0.5477 0.7071 0 0
0.4472 0.5477 −0.7071 0 0
0.4472 −0.3651 0 0.4082 0.7071
0.4472 −0.3651 0 0.4082 −0.7071
0.4472 −0.3651 0 −0.8165 0
⎤
⎥⎥⎥⎥⎦ ,
 = diag(1, .9, .7, .7, .6) and A = RRT, then the matrix A ◦ A−1 has eigenvalues
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μ1 = 1, μ2 = 1.0022, μ3 = 1.0448, μ4 = 1.0342, μ5 = 1.0795.
Observe that μ3 > μ4, and hence A ◦ A−1 is not the inverse of a Soules matrix.
4. The group inverse of I −A
It is well known, see for example Berman and Plemmons [3], that the Perron root of a nonneg-
ative and irreducible matrix is a strictly increasing function of any of the entries of the matrix. In
[8], Cohen shows that the Perron root of such a matrix is a convex function of each of the diagonal
entries. This result was strengthened by Friedland in [14] who showed that the Perron root of a
nonnegative and irreducible matrix is a convex function of the entire main diagonal.
In Deutsch and Neumann [9], the authors exploited the analicity of the Perron root of a non-
negative and irreducible matrix B = [bi,j ] ∈ Rn,n to show that
sign
(
∂2ρ(B)
∂b2i,j
)
= sign((C#)j,i), i, j = 1, . . . , n.
Here C# = [(C#)i,j ] is the group inverse of the singular and irreducible M-matrix C = ρ(B)I −
B. Now, Cohen’s result mentioned above immediately implies that the diagonal entries of C#
are positive. Furthermore, since C and C# have the same null vector, which is up to a multiple
by a scalar, the Perron vector, we see that C# must have at least one off-diagonal entry in each
row which is negative. Indeed, applying the same reasoning to the singular and irreducible M-
matrix CT, we conclude that C# must also have at least one negative off-diagonal entry in each
column. This has motivated Deutsch and Neumann to raise in that article the question of for which
nonnegative and irreducible matrices B, is the group inverse of C = ρ(B)I − B an M-matrix?
This question is equivalent to the question of at which nonnegative and irreducible matrices B is
their Perron root a concave (down) function in each of their off-diagonal positions.
In this section we consider the question of for which doubly stochastic basic Soules matrices
A ∈ Rn,n, is the group inverse of Q = I − A an M-matrix? Our main result in this direction is
the following characterization:
Theorem 4.1. Let A = RnRTn be an irreducible doubly stochastic basic Soules matrix, that is,
Rn is the Soules basis matrix generated from the vector r1 = en/√n as in (2.3), = diag{λ1, . . . ,
λn}, with 1 = λ1 > λ2 · · ·  λn, and A  0. Let Q = I − A and let Q# be its group inverse. Then
Q# is an M-matrix if and only if
1
n(n − 1)
1
1 − λ2 +
1
(n − 1)(n − 2)
1
1 − λ3 + · · · +
1
3 · 2
1
1 − λn−1 −
1
2
1
1 − λn  0.
(4.1)
Proof. Note that Q# =
n∑
k=2
1
1 − λk rkr
T
k is positive semidefinite, since 1 − λk  0 for every k.
Let Q# = [ci,j ]. We need to show that the off-diagonal elements of Q# are nonpositive. Note
that ci,j = ck,j is a constant, for 1  i  k < j , j = 2, . . . , n. So, we only need to check the sign
of the elements c1,j for j = 2, . . . , n.
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We first show that c1,i  c1,i+1 for i = 2, . . . , n − 1. Observe that
c1,n = −1
n
(
1
1 − λ2
)
,
c1,i =
n−i+1∑
k=2
1
(n − k + 2)(n − k + 1)
1
1 − λk −
1
i
1
1 − λn−i+2 for i = 2, . . . , n − 1.
Hence for i = 2, . . . , n − 1
c1,i − c1,i+1 =
n−i+1∑
k=2
1
(n − k + 2)(n − k + 1)
1
1 − λk −
1
i
1
1 − λn−i+2
−
(
n−i∑
k=2
1
(n − k + 2)(n − k + 1)
1
1 − λk −
1
i + 1
1
1 − λn−i+1
)
= 1
(i + 1)i
1
1 − λn−i+1 −
1
i
1
1 − λn−i+2 −
(
− 1
i + 1
1
1 − λn−i+1
)
= 1
(i + 1)
1
1 − λn−i+1
(
1
i
+ 1
)
− 1
i
1
1 − λn−i+2
= 1
i
1
1 − λn−i+1 −
1
i
1
1 − λn−i+2 =
1
i
(
1
1 − λn−i+1 −
1
1 − λn−i+2
)
.
Since 11−λn−i+2 
1
1−λn−i+1 , we get that c1,i − c1,i+1  0, or c1,i  c1,i+1.
So Q# is an M-matrix if and only if c1,2  0. This completes the proof since
c1,2 = 1
n(n − 1)
1
1 − λ2 +
1
(n − 1)(n − 2)
1
1 − λ3 + · · · +
1
3 · 2
1
1 − λn−1 −
1
2
1
1 − λn .

From Theorem 4.1 we can deduce the following sufficient condition:
Corollary 4.2. For A and Q as in the Theorem 4.1, if
n − 2
n
 1 − λ2
1 − λn , (4.2)
then Q# is an M-matrix.
Proof. In this case,
1
n(n − 1)
1
1 − λ2 +
1
(n − 1)(n − 2)
1
1 − λ3 + · · · +
1
3 · 2
1
1 − λn−1 −
1
2
1
1 − λn
 1
1 − λ2
((
1
n − 1 −
1
n
)
+
(
1
n − 2 −
1
n − 1
)
+
(
1
n − 3 −
1
n − 2
)
+ · · · +
(
1
2
− 1
3
))
− 1
2
1
1 − λn
M.Q. Chen et al. / Linear Algebra and its Applications 429 (2008) 951–971 969
= 1
1 − λ2
(
1
2
− 1
n
)
− 1
2
1
1 − λn
= 1
1 − λ2
(
n − 2
2n
)
− 1
2
1
1 − λn =
1
2
(
n − 2
n
1
1 − λ2 −
1
1 − λn
)
 0. 
For example, if A = Ay , − 1n−1  y < 1, the matrix (I − A)# is an M-matrix. For another
sufficient condition, denote di = 11−λi for i = 2, . . . , n. We then get:
Corollary 4.3. For A and Q as in the Theorem 4.1, if
max
2in−1(di − di+1) 
d2
n
√
π2
6 − 1
, (4.3)
then Q# is an M-matrix.
Proof
1
n(n − 1)
1
1 − λ2 +
1
(n − 1)(n − 2)
1
1 − λ3 + · · · +
1
3 · 2
1
1 − λn−1 −
1
2
1
1 − λn
= 1
n(n − 1)d2 +
1
(n − 1)(n − 2)d3 + · · · +
1
3 · 2dn−1 −
1
2
dn
=
(
1
n − 1 −
1
n
)
d2 +
(
1
n − 2 −
1
n − 1
)
d3 +
(
1
n − 3 −
1
n − 2
)
d4
+ · · · +
(
1
3
− 1
4
)
dn−2 +
(
1
2
− 1
3
)
dn−1 − 12dn
= 1
n − 1 (d2 − d3) +
1
n − 2 (d3 − d4) + · · · +
1
2
(dn−1 − dn) − 1
n
d2
=
[
1
n − 1 ,
1
n − 2 , . . . ,
1
2
]
· [d2 − d3, d3 − d4, . . . , dn−1 − dn]T − 1
n
d2

∥∥∥∥
[
1
n − 1 ,
1
n − 2 , . . . ,
1
2
]∥∥∥∥
2
∥∥[d2 − d3, d3 − d4, . . . , dn−1 − dn]∥∥2 − 1nd2
by Cauchy–Schwartz.
Since∥∥∥∥
[
1
n − 1 ,
1
n − 2 , . . . ,
1
2
]∥∥∥∥
2
=
√
1
(n − 1)2 +
1
(n − 2)2 + · · · +
1
22

√
π2
6
− 1
and
‖[d2 − d3, d3 − d4, . . . , dn−1 − dn]‖2  max
2in−1(di − di+1),
we get that
1
n(n − 1)
1
1 − λ2 +
1
(n − 1)(n − 2)
1
1 − λ3 + · · · +
1
3 · 2
1
1 − λn−1 −
1
2
1
1 − λn

√
π2
6
− 1 max
2in−1(di − di+1) −
1
n
d2.
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Hence, by Theorem 4.1, Q# is an M-matrix if√
π2
6
− 1 max
2in−1(di − di+1) −
1
n
d2  0,
and this is equivalent to the condition
max
2in−1(di − di+1) 
d2
n
√
π2
6 − 1
. 
We remark that none of the sufficient conditions (4.2) and (4.3) is necessary, and none of them
implies the other. For example, for n = 5
λ1 = 1, λ2 = 0.8, λ3 = 0.79, λ4 = 0.67, λ5 = 0.6567
satisfy the necessary and sufficient condition (4.1), but not (4.2) and (4.3),
λ1 = 1, λ2 = 0.8, λ3 = 0.79, λ4 = 0.67, λ5 = 23
satisfy (4.2) but not (4.3), and
λ1 = 1, λ2 = 0.8, λ3 = 0.77, λ4 = 0.70, λ5 = 0.6567
satisfy (4.3) but not (4.2).
References
[1] R. Bapat, M. Neumann, Inequalities for permanents involving Perron complements, Linear Algebra Appl. 385 (2004)
95–104.
[2] A. Ben-Israel, T.N.E. Greville, Generalized Inverses: Theory and Applications, second ed., Springer, New York,
2003.
[3] A. Berman, R.J. Plemmons, Nonnegative Matrices in the Mathematical Sciences, SIAM Publications, Philadelphia,
1994.
[4] S.L. Campbell, C.D. Meyer, Generalized Inverses of Linear Transformations, Dover Publications, New York, 1991.
[5] M. Catral, L. Han, M. Neumann, R.J. Plemmons, On reduced rank nonnegative matrix factorization for symmetric
nonnegative matrices, Linear Algebra Appl. 393 (2004) 107–126.
[6] M.Q. Chen, L. Han, M. Neumann, On single and double Soules matrices, Linear Algebra Appl. 416 (2006) 88–110.
[7] M.Q. Chen, M. Neumann, N. Shaked-Monderer, Double Soules pairs and matching Soules bases, Linear Algebra
Appl., in press, doi:10.1016/j.laa.2006.08.016.
[8] J.E. Cohen, Convexity of the dominant eigenvalue of an essentially non-negative matrix, Proc. Amer. Math. Soc. 81
(1981) 657–658.
[9] E. Deutsch, M. Neumann, Derivatives of the Perron root at an essentially nonnegative matrix and the group inverse
of an M-matrix, J. Math. Anal. Appl. 102 (1984) 1–29.
[10] G.P. Egorycev, A solution of van der Waerden’s permanent problem,Dokl. Akad. Nauk SSSR 258 (1981) 1041–1044.
[11] L. Elsner, R. Nabben, M. Neumann, Orthogonal bases that lease to symmetric nonnegative matrices, Linear Algebra
Appl. 271 (1998) 323–343.
[12] D.I. Falikman, A proof of van der Waerden’s conjecture on the permanent of a doubly stochastic matrix,Mat. Zametki
29 (1981) 931–938.
[13] M. Fiedler, V. Pták, Diagonally dominant matrices, Czech. Math. J. 427 (1967) 420–433.
[14] S. Friedland, Convex spectral functions, Linear and Multilinear Algebra 9 (1981) 299–316.
[15] S. Friedland, D. Hershkowitz, H. Schneider, Matrices whose powers are M-matrices or Z-matrices, Trans. Amer.
Math. Soc. 300 (1987) 343–366.
[16] S. Friedland, H. Minc, Monotonicity of permanents of doubly stochastic matrices, Linear and Multilinear Algebra
6 (1978) 227–231.
[17] C. Knudsen, J.J. McDonald, A note on the convexity of the realizable set of eigenvalues for nonnegative symmetric
matrices, Electron. J. Linear Algebra 8 (2001) 110–114.
M.Q. Chen et al. / Linear Algebra and its Applications 429 (2008) 951–971 971
[18] R. Loewy, J. McDonald, The symmetric nonnegative inverse eigenvalue problem for 5 × 5 matrices, Linear Algebra
Appl. 393 (2004) 275–298.
[19] S. Martínez, G. Michon, J. San Martín, Inverses of ultrametric matrices of Stieltjes type, SIAM J. Matrix Anal. Appl.
15 (1994) 98–106.
[20] C.D. Meyer, Uncoupling the Perron eigenvector problem, Linear Algebra Appl. 114/115 (1989) 69–94.
[21] C.D. Meyer, Stochastic complementation, uncoupling Markov chains, and the theory of nearly reducible systems,
SIAM Rev. 31 (1989) 240–272.
[22] J.J. McDonald, M. Neumann, The Soules approach to the inverse eigenvalue problem for nonnegative symmetric
matrices of order n  5, Contemporary Math. 259 (2000) 387–390.
[23] H. Minc, Permanents, Encyclopedia of Mathematics and Its Applications, Addison-Wesley Publishing Company,
1978.
[24] N. Shaked-Monderer, A note on the CP-rank of matrices generated by Soules matrices, Electron. J. Linear Algebra
12 (2004–2005) 2–5.
[25] G.W. Soules, Constructing symmetric nonnegative matrices, Linear and Multilinear Algebra 13 (1983) 241–251.
[26] J.L. Stuart, A polynomial time spectral decomposition test for certain lasses of inverse M-matrices, Electron. J.
Linear Algebra 3 (1998) 129–141.
