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Abstract= This paper explores the need for mobile-awareness in groupware d signed for use in a mobile nvironment. The motivation for 
providing this additional form of awareness i  that current groupware t nds to assume a reliable and constant quality of communications that 
does not exist in a mobile nvironment. The implications ofmaking this false assumption are twofold: first, systems that enforce certain 
ordering and reliability semantics across all operations can suffer drastic performance p nalties; econd, users are given insufficient awareness 
of (and control over) the effect of the unreliable communications e vironment on their collaboration. The support of mobile-awareness 
implies providing users with appropriate and sufficient inforraation toadapt their behaviour (and the behaviour ofthe system) in response 
to changes in the quality of group communications available. To support the development of mobile-aware groupware we have built a 
flexible Quality of Service (QoS)-based group service capable of providing roup-oriented f edback toapplication level services. 
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1. Introduct ion 
The main argument of this paper concerns the 
need for a new type of awareness, i.e. mobile- 
awareness, which provides group members with 
relevant information concerning the effect hat the 
constraints imposed by their mobile environment 
might have on the group's collaboration. This 
approach couples and expands upon the notion of 
adaption [1] and the approach argued in [2], i.e. 
providing users with increased levels of awareness 
to deal with the problems of group collaboration 
in the presence of unreliable communications. In 
order to investigate some of the issues regarding 
the development ofthis class of groupware, we have 
experimented with providing varying degrees of 
mobile-awareness through our MOST (Mobile 
Open Systems Technologies) prototype groupware 
application using our own flexible QoS (or Quality- 
of-Service)-based group service. 
The identification of mobile-awareness arose 
from the extensive body of work carried out during 
the MOST project [3]. This project worked closely 
with a REC (Regional Electricity Company) in 
order to investigate the potential for using port- 
able and wireless technologies to improve collab- 
oration between highly mobile field engineers 
in the safety-critical domain of the UK power 
distribution industry. It was anticipated that by 
improving collaboration, the operational efficiency 
of the REC could also be improved. Optimal 
efficiency is of prime importance to the REC 
because it has to manage the supply of electricity 
to approximately two million electricity consumers. 
Problems with the power distribution arise quite 
frequently and, when such problems leave con- 
sumers without supply, there is a strong financial 
incentive for the REC to return supply as soon 
as possible. A control centre is responsible for 
coordinating the work of field engineers and for 
maintaining an up-to-date view of the network 
state. For reasons of safety, it is crucial that such a 
view be maintained and that no inconsistencies 
regarding the current network state exist. For 
example, the control centre needs to be certain 
that a section of network has been "earthed" before 
instructing a field engineer to perform a repair 
on that section of network. In order to maintain 
the consistency ofnetwork views the control centre 
imposes a sequential ordering on all operations 
affecting the network. 
When the MOST project started, the REC was 
in the process of changing over from a push-to-talk- 
based PMR (Private Mobile Radio) communica- 
tions system to a more up-to-date connection- 
oriented PMR system. One implication of this 
change was that field engineers and control centre 
personnel would no longer be able to collaborate 
via a common broadcast channel. However, the 
new system was capable of supporting mobile data, 
and the REC was keen to investigate the extent 
to which the new comraunications infrastructure 
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could support enhanced collaboration between its 
workforce and the provision of mobile data services 
to its field engineers. 
Following an extensive requirements-capture 
exercise, the MOST team developed a prototype 
distributed groupware application to enable multi- 
media collaboration between field engineers and 
control centre personnel. Because of the highly 
mobile nature of field engineers, the application 
was designed to run on handheld or highly portable 
computers using the companies wireless PMR 
system for group communications. This application 
was arguably the first collaborative mobile applica- 
tion ever built which was capable of adaption in a 
mobile environment [4]. 
The application was designed as an expandable 
toolkit comprising a number of modules including 
a shared GIS (Geographical Information System) 
module. This module supports both private and 
public (i.e. group) modes of working. In group mode, 
the module enables field engineers to perform 
spatially aware collaboration by supporting the 
display and annotation of network schematics 
across groups. Flexible WYSIWIS (or What You 
See Is What I See) is supported by the GIS module 
by virtue of its support for real-world (i.e. North- 
Easting) coordinates as opposed to actual screen 
coordinates. This approach enables engineers to 
view network schematics at different scales and 
locations but still receive shared annotations. 
Figure 1 illustrates the user interface to the GIS 
module and shows the various tools available for 
annotating network schematics. 
The MOST application was evaluated by real 
end-users in a trial scenario using the wireless 
GSM service for communications. This evaluation 
provided a valuable set of implications regard- 
ing the development of distributed groupware in 
conjunction with mobile technologies. 
2. The Impact of Mobile 
Communications on 
Distributed Groupware 
Mobile communications implies the utilisation 
of different networking technologies in order to 
Fig. 1. Graphical user interface (GUI) to the Geographical Information System (GIS) :nodule. 
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maintain etwork connectivity whilst mobile. For 
example, mobile computers can be either discon- 
nected, weakly connected by low-speed wireless 
networks uch as GSM, or fully connected by high- 
speed networks ranging from Ethemet o ATM. 
The problem faced by developers when build- 
ing mobile applications i that, when users roam 
between areas of different network infrastructure, 
rapid and massive fluctuations in the quality of 
service provided by the underlying communica- 
tions infrastructure can occur. For example, auser 
might begin the day with their portable computer 
docked to a docking station with a high-bandwidth 
(i.e. 100 Mbps) ATM network link. Later on, the 
user may choose to undock their portable and move 
around their department whilst maintaining 
network connectivity hrough alower bandwidth, 
local area RF (radio frequency)-based, network 
such as WaveLan (providing a maximum band- 
width of 2 Mbps). When leaving the department 
building, the user could still achieve network 
connectivity by utilising the wide-area but low- 
bandwidth (i.e. 9.6 Kbps) GSM service. However, 
whilst using this service the user might occasionally 
enter areas referred to as "coverage blackspots" and 
so lose network connectivity. 
One of the MOST application's key requirements 
was the ability to operate over both heterogeneous 
networking and processing architectures. In par- 
ticular, the application was required to be capable 
of switching between analogue PMR, GSM and 
wired Ethernet-based networks and also capable 
of running on both portable windows-based PCs 
and legacy-based UNIX platforms. For this reason, 
MOST used the open distributed processing (ODP)- 
based ANSAware [5] distributed systems toolkit 
as its development platform. ANSAware is a partial 
implementation of the Advanced Networked 
Systems Architecture (ANSA) [6] and has been 
influential in the specification of the reference 
model for ODP (RM-ODP) [7,8] by the Inter- 
national Standards Organization (ISO). In common 
with more recent open standards, uch as CORBA 
(Common Object Request Broker Architecture) 
[9], RM-ODP is based around aclient-server a chi- 
tecture and is strongly object-oriented. 
The ODP model can be viewed and managed 
from a number of different viewpoints. Of most 
relevance to this paper is the computational view- 
point which is based on a location-independent 
object-based model of distributed systems. In this 
model, interacting entities are treated uniformly 
as objects, i.e. encapsulations of tate and behaviour. 
Objects are accessed through interfaces and objects 
offering services (known as servers) are made avail- 
able by exporting their interface r ference toa database 
of interface references known as a trader. An object 
wishing to interact with a service (known as a client) 
must first import hat server's interface reference. 
Once the client has the interface reference it can 
proceed to make an invocation on the server. 
RM-ODP-based platforms provide applica- 
tion developers with a number of abstractions or 
transparencies for masking out various features of 
a distributed computation. Two examples of the 
transparencies provided are network transparency 
and processing transparency, which together enable 
systems to operate over a variety of machine/network 
configurations. Another transparency provided 
is group transparency. This gives the application 
programmer an abstraction for dealing with groups 
that hides specific group details uch as the identity 
of individual group members. 
Unfortunately, when developing mobile-aware 
groupware, these transparencies can hide from the 
programmer the details required for providing the 
user with mobile-awareness. Forexample, the strict 
enforcement of network and group transparencies 
makes it impossible for the application programmer 
to receive sufficient levels of feedback regarding 
changes in the quality of communications available 
to individual group members. The result of this is 
that mobile groupware developed using these 
transparencies tends to hide group communica- 
tions problems from users and thus forces them to 
assume a constant level of communications quality. 
In general, traditional distributed groupware 
systems (and the support services available to 
develop them) tend to hide details concerning the 
state of group communications from users and also 
assumes aconstant level of communications QoS. 
3. Mobile-Aware Distributed 
Groupware 
The key to creating some form of compatibility 
between distributed groupware and mobile com- 
munications is mobile-aware groupware. Such 
groupware builds on the concept of awareness 
[10,11] to provide group members with feedback 
to make them fully aware (or rather as aware as 
they wish to be) of the effect of group commun- 
ications on their collaboration. Such awareness 
should prevent group members from being forced 
to make (possibly false) assumptions regarding 
the current state of their connectivity with the 
rest of the group. 




In order to investigate some of the implications 
of supporting mobile awareness, the MOST team 
developed an initial version of the MOST applica- 
tion which provided users a limited degree of 
mobile-awareness. This version of the application 
was evaluated by a group of end-users in a trial 
scenario. Based on the results of this evaluation, an 
enhanced version of the application was developed 
that tested the extent o which mobile-awareness 
could be supported. The following sections describe, 
in turn, the initial and enhanced versions of the 
MOST application. 
3.1. The initial version of the 
MOST application 
The initial version of the MOST application sup- 
ported mobile-awareness by providing the end-user 
with an awareness ofthe current state of group con- 
nectivity. This form of awareness i provided via 
the graphical user interface (GUI) of the applica- 
tion's session manager module (shown i Fig. 2). 
In more detail, the session manager's GUI com- 
prises a number of scrollable areas in order to 
maximise the small display area available. The 
top left-hand side of the window contains icons 
representing the modules available to the user (the 
globe represents the GIS module). On the top 
right-hand side of the window is a scrollable column 
of icons representing engineers who can participate 
in a collaboration and below this there are icons 
for enabling members to be added and removed 
from the group membership. In the centre of the 
window is a row of "member" icons representing 
current group members. Under each member's icon 
is a column of "module" icons that represent the 
modules which that user is currently running. 
Feedback regarding the state of connectivity 
within the group is achieved by colouring these 
"member" icons depending on the represented 
member's connectivity. For example, a discon- 
nected group member's icon is displayed with a red 
background, while a connected group member's 
icon is displayed with a green background. 
This initial version of the prototype MOST 
application was evaluated by members of the REC 
in a trial scenario in which a group of four users 
were asked to collaborate using the shared GIS 
module in order to locate damage to a "wiring pit" 
and carry out a repair. The group members com- 
municated with one another using the wireless 
GSM service. During the collaboration, one member 
of the group had their phone switched off or a 
short period of time. This was done to mimic the 
impact on the group's collaboration of one of the 
group members entering acoverage black spot. 
During the trial, the collaborating group were 
successfully able to use the application to affect 
the repair. In addition, the end-users found that 
the mobile-awareness information provided by 
the session manager enabled them to realise the 
period of time during which total group commun- 
ication was not available and the identity of the 
member suffering disconnection from the group. 
This enabled the r mainder of the group to adapt 
Fig. 2. GUI to the initial session manager. 
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the coordination of their collaboration until the 
disconnected member regained connectivity with 
the rest of the group. However, the users involved 
in the trial felt that the application did not give 
them sufficient information regarding the way in 
which the constraints of operating in an unreliable 
mobile communications environment impacted 
upon their collaboration. More specifically, the 
following criticisms were raised. 
Insufficient temporal feedback: End-users were 
confused and frustrated when given no feedback 
or appreciation of the fact that establishing a
connection to the rest of the group using the GSM 
service could take over 10 seconds and that 
significant delays could occur before their shared 
operations where received by all group members. 
Insufficient feedback on group consistency: 
Difficulties with communication a d connectivity 
were not constant across all group members. For 
this reason, end-users wished for feedback regarding 
the identity of those particular group members who 
were unable to receive their shared operation. It 
is important to note that one of the application's 
requirements was to maintain ahigh level of data 
availability (even at the expense of possible incon- 
sistencies between group members), and therefore 
the MOST application does not enforce either 
total or causal ordering. The potential for incon- 
sistency was generally acceptable to engineers 
providing they were able to receive feedback should 
any inconsistencies arise. However, for certain 
operations engineers did require some form of 
consistency guarantee. For example, an engineer 
might require an operation to have atomic delivery 
semantics, i.e. to be received by a certain set of 
group members or none at all. Similarly, an engineer 
might require a shared operation to be received by 
a certain quorum of group members. 
Lack of support for managing the cost of group 
operations: One of the constraints imposed by a 
mobile communications infrastructure is cost. 
Depending on the service being used a cost may 
be charged on a per second or a per byte basis (or 
not at all). Where communication is provided by 
the company's own PMR system, managing the 
cost of calls between collaborating engineers i not 
usually an issue. However, the REC collaborating 
with the MOST project, despite using PMR, issued 
a number of its engineers with cellular phones in 
an attempt o overcome the problems of PMR 
coverage blackspots 
3.2. The enhanced version of the 
MOST application 
Following the criticisms described above, an 
enhanced version of the MOST application was 
developed in order to investigate some of the ways 
in which additional mobile-awareness information 
could be provided. The new version of the applica- 
tion was built to support a number of different 
forms of mobile-awareness. In order to enable the 
Fig. 3. GUI for providing increased levels of awareness. 
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user to control the extent to which awareness infor- 
mation should be provided by the user interface, 
users are able to select different types of QoS in 
the knowledge that the system will only provide 
awareness information concerning the types of 
QoS selected by the user. 
In more detail, the session manager's GUI (as 
shown in Fig. 3) was extended to provide: 
1. a convenient and easy to use mechanism for 
associating QoS-based requirements with 
group operations, e.g. reliability, cost, ordering 
and temporal requirements 
2. a clear and graphical method for receiving 
feedback should the communications environ- 
ment cause any of the QoS requirements to
be violated. 
The user can specify QoS requirements using 
the smaller "guarantee" icons (i.e. those labelled 
O,C,G,T and Q) positioned beneath each member 
icon and each module icon. These icons represent 
from left to right: required ordering, maximum cost, 
required reliability, maximum delay and required 
quorum. The user can toggle ach type of guarantee 
between active and inactive by simply clicking on 
the appropriate icon. 
To provide the required level of flexibility, the 
GUI enables QoS requirements to be made against 
both individual group members and the entire col- 
laborating roup. For example, an engineer could 
specify the requirement that their next shared 
operation should be reliably received by the entire 
group but that only group member "Joe" needs to 
receive the operation within 2 seconds. This flex- 
ibility is important because certain group members, 
e.g. engaged in a monitoring process, might not have 
the same requirements a other group members. 
3.3. The trade-off between complexity 
and ease-of-use 
When considering the issue of mobile awareness 
one of the interesting issues that arises is the trade- 
offbetween ease of use and power/complexity. The 
mobile-aware user interface described in section 
3.2 is clearly biased towards the power/complexity 
side of this trade-off. Such an interface isprobably 
too complex to present to field engineers but did 
prove useful in highlighting the extreme level of 
mobile awareness that could be provided by a sys- 
tem and the potential for enabling end-users to 
control certain elements of the system. 
Extensive valuation is required to determine 
the optimum trade-off between the provision of 
awareness information and interface complexity. 
This trade-off is likely to be highly dependent on 
the collaborative task being performed and the 
preferences of individual users. For this reason, 
more specific, but less flexible, user interfaces are 
likely to be more appropriate for certain specific 
collaborative tasks. For example, once using the 
companies PMR system for collaboration, field 
engineers could be given mobile-awareness infor- 
mation relating only to group connectivity and the 
timeliness and reliability of group operations across 
all group members. In addition, by removing the 
ability for engineers to establish collaborating groups 
independently and launch application modules 
remotely, the user interface could be greatly simpli- 
fied whilst still providing the core level of mobile- 
awareness required. However, the user interface 
provided to control centre personnel would need 
to provide the functionality ocontrol groups and 
to monitor the ordering of operations and the 
consistency ofshared views. This interface would 
therefore need to be more complex and demand 
from the user a greater level of technical expertise. 
4. Support Services for 
Mobile-Aware Groupware 
4.1. Overview 
In order to support he development of mobile- 
aware distributed groupware, developers require 
novel and flexible group services. In particular, 
such services need to provide flexible group and 
network transparencies and also support he flow 
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Fig. 5. The interface group abstraction. 
of information between the application, the platform 
and the communications i frastructure (Fig. 4). 
The group service described in [12] was built to 
support he development ofmobile-aware group- 
ware and was used to re-engineer the MOST group- 
ware application. The group service is strongly 
based on interface groups [13], which are part of 
the ANSA model. An interface group provides a
convenient abstraction over certain group issues 
and is basically a collection of interfaces which are 
only externally accessible through asingle service 
interface and an associated group management 
interface. When an object invokes an operation 
on an interface group's ervice interface the opera- 
tion is propagated toall group members contained 
in the interface group's membership. The group 
management interface is used to perform group 
membership tasks such as joining and removing 
members from an interface group's membership. 
To illustrate the interface group abstraction, 
consider the shared GIS module. A client could 
propagate a GIS update operation to a group of 
GIS servers by simply invoking the update opera- 
tion on the service interface of the corresponding 
interface group. Figure 5 illustrates a client invok- 
ing an operation on the service interface of an 
interface group comprising three members. 
In a mobile environment, not all members of a 
collaborating roup are likely to have the same 
quality of network connectivity, i.e. some members 
might enter a "coverage blackspot" whilst others 
have full connectivity. For this reason the group 
service nables the application programmer selec- 
tively to break group transparency b supporting 
the specification of QoS constraints that act on 
individual group members, in addition to those that 
act on the group as a whole. 
4.2. Key properties 
In order to support he development of mobile- 
aware groupware the group service possesses the 
following three key properties. 
Flexibility: One of the fundamental requirements 
of the group service is supporting flexible con- 
sistency between group members. As Greenberg 
and Marwood state [14], the degree of consistency 
required by any groupware system is application- 
dependent and therefore a "one size fits all" approach 
to manag-ing consistency is not suitable. In addi- 
tion, the fundamental consistency/performance 
trade-off implies that strengthening the system's 
consistency guarantees results in a reduction of the 
system's responsiveness. Thus, in order to achieve 
optimum performance, it is important that support- 
ing services only enforce the minimum level of 
consistency required by the application. Further- 
more, because an application's consistency (or 
performance) requirements can change over time, 
support needs to be sufficiently flexible to react o 
any such changes. 
To enable flexible consistency, the group service 
enables the relaxation of message ordering and 
reliability guarantees which, in a weakly connected 
environment, are extremely costly in terms of per- 
formance. Such a performance penalty is com- 
pletely unnecessary if the shared operation being 
propagated does not require such strong uarantees. 
In addition to message ordering and reliability 
requirements, he group service nables the appli- 
cation programmer to specify (over time) combina- 
tions of the following constraints: 
1. The quorum of group members required to 
receive a shared operation; by reducing the 
quorum size, group invocations can succeed 
despite temporarily disconnected group mem- 
bers, although this obviously has an impact 
on group consistency. 
2. The time-out period within which either the 
entire group or specific individual group mem- 
bers must acknowledge receipt of a shared 
operation; by increasing the length of time- 
out period, the programmer can effectively 
control the degree of coupling exhibited by 
certain parts of the system. It has been argued 
that flexible coupling is an important require- 
ment in groupware systems [15]; however, for 
mobile groupware the requirement is even 
greater. For example, when group connectivity 
is good then a tightly coupled level of inter- 
action can be maintained by the system. 
However, if the level of group connectivity 
becomes poor the level of coupling could be 
reduced. It is important o note that the 
setting of a time-out period can be can stip. 
ulated indirectly by the user through the user 




interface, e.g. if the user requires feedback in 
the event of their next group action not reach- 
ing the group within 10 seconds. This means 
that the programmer does not need to have 
advanced knowledge of the timing character- 
istics of each operation. 
The cost which the client is prepared to pay 
in order for either the entire group or specific 
group members to evaluate the shared opera- 
tion. Note that the group service utilises the 
costing information (cost per byte, cost per 
second, etc.) provided by the underlying 
QEX protocol [16] in order to calculate the 
cost of propagating invocations to the group 
membership. 
Ability to provide feedback: In order to enable 
feedback to the application, the group service 
enables application programmers selectively to 
break group transparency b enabling them to asso- 
ciate specific QoS-based requireraents with group 
updates. If, when propagating a group update, one 
or more of these requirements cannot be met then 
the service can provide feedback to the application. 
Ability to adapt: The group service is capable of 
performing intelligent adaption, i.e. tailoring its 
behaviour based on changes in the underlying 
communications infrastructure. For example, the 
group service can save resources by not attempting 
to propagate a group operation to any group 
member who is known to be currently discon- 
nected and unreachable. To give a slightly more 
sophisticated example, consider asituation where 
a user has requested that his or her next group 
operation eeds to be completed within 5 seconds. 
However, one of the group members has network 
connectivity provided by a GSM handset with a 
call set-up time of 10 seconds. In this situation, 
the response of the group service depends upon 
whether or not the group member equipped with 
GSM is connected at the time when the user issues 
the group operation. If the group member was not 
connected at the time then the group service 
should not attempt to propagate the operation to 
that member because the propagation could not 
occur within the specified time limit. 
4.3. Supported application 
programming interface (API) 
The API supported by the group service can be 
divided into three main areas of functionality. 
Group management: This part of the API is con- 
cemed with supporting interface group administration, 






Operation accepts two integer parameters representing the maximum and minimum of group members permitted 
Operation accepts as parameters a property name and value pairing for joining a compatible service interface to 
the group. Using this operation a client could, for example, instruct the group manager to join an interface 
instance to the interface group with the property name "GIS_Type" and value "Arc_Info" 
Operation removes interface instances from the membership ofthe interface group by accepting a property 
name and value pairing for identifying the member to be removed 
Operation returns the number of members in the interface group 








Operation returns astructure or profile showing which QoS guarantees a given client has chosen to stipulate 
Operation enables aclient to specify the time (in seconds) within which their subsequent group invocations 
need to be serviced 
Operation enables aclient to specify the maximum cost (currently stipulated using units supported by the 
underlying platform) that should be incurred for servicing subsequent group invocations 
Operation enables aclient to specify the quorum of group members required for servicing subsequent 
group invocations. The client can specify either an enumerated type, e.g. all or majority, or a cardinal value, 
e.g. two members 
Operation enables aclient to specify (using a boolean value) whether group ordering is required 
Operation enables aclient to specify (using a boolean value) whether group reliability is required 
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Operation returns astructure detailing the QoS guarantees that the client has chosen to specify for 
distributing operations toa specific member ofthe interface group 
Operation used to specify the time (in seconds) within which the client's group invocations eed to 
be serviced by a specific group meraber 
Operation used to specify the maximum cost hat should be incurred for propagating subsequent 
group invocations toa specific group member 
Operation used to specify (using aboolean value) whether a specific group member must receive 
invocations inorder 
Operation used to specify (using aboolean value) whether or not a specific group member must 
receive group invocations 
e.g. adding members to and removing members 
from the interface group. The key operations 
supported by this part of the API are described 
in Table 1. 
Specification of QoS guarantees acting on the 
entire group membership: This part of the API 
(described in Table 2) enables a client to asso- 
ciate a combination of group-based QoS guaran- 
tees with an invocation on the interface group's 
service interface. 
Specification of QoS guarantees acting on 
individual group members: In order to enable 
clients to break group transparency completely, 
the group service enables a client to specify a 
combination of QoS guarantees on individual group 
members as opposed to the entire group. The opera- 
tions that form this part of the API are described 
in Table 3. Note that the notion of providing a 
quorum guarantee is not applicable for individual 
group members. 
5. Further Issues 
In addition to the mobile awareness information 
provided by the MOST application, information 
on battery power constraints could also be made 
aware to users collaborating in a mobile environ- 
ment. Depending on the type of portable nd-system 
and wireless communications technology being 
used, the transmission of an invocation to the 
group service may consume a significant quantity 
of power. When this is the case, it may be approp- 
riate to inform the user of the effect on battery power, 
associated with performing roup operations. 
It is clearly necessary to devise and develop new 
metaphors that can be used for making users aware 
of issues such as time, cost and power in a collab- 
orative setting. Without such metaphors it is likely 
that users will feel that they are being presented 
with too much confusing information and this 
could have a detrimental effect on their ability to 
collaborate. This issue is of particular concern when 
developing interfaces that support mobile aware- 
ness for handheld systems with relatively small 
screen displays. More specifically, careful considera- 
tion needs to be given to questions uch as: 
1. Where is it best to locate awareness informa- 
tion in the UI? 
2. To what extent do we enable users to specify 
what types of awareness they require ?
3. How to provide users with the flexibility to 
specify the types of awareness that they are 
interested in whilst maintaining simplicity 
in the user interface? 
The feasibility of supporting mobile-awareness 
relies on finding appropriate answers to the above 
questions. MOST has investigated these questions 
in one particular application domain, but it is clearly 
necessary to research and evaluate the usefulness 
of supporting mobile-awareness in other applica- 
tion domains, and such research is ongoing. 
6. Summary 
This paper has examined the problems associated 
with using distributed groupware in a mobile com- 
munications environment. The fundamental prob- 
lem is that current groupware tends to assume a 
reliable and constant quality of group communica- 
tions which, in a mobile environment, simply does 
not exist. The implications of making this false 
assumption are twofold. First, systems that enforce 
certain ordering and reliability semantics across 
all operations can suffer drastic performance pen- 
alties. Second, users will not be given sufficient 
awareness of (and control over) the effect of the 




unreliable communications environment on 
their collaboration. 
A new class of mobile-aware groupware is 
required in order to provide collaborating users 
with an awareness of the way in which the con- 
straints imposed by the communications envir- 
onment might affect group collaboration. Once 
presented with this awareness, users hould be able 
to intelligently adapt their collaboration i response 
to changes in the level of group communications. 
However, the problem with building mobile- 
aware distributed groupware using existing devel- 
opment tools and services, such as those based on 
RM-ODP, is that they mask the programmer from 
low-level networking and group-based details. This 
is a problem because in order to provide feedback 
to the user, applications require feedback from 
lower-level services regarding changes in group 
connectivity. In order to address this need, a flex- 
ible RM-ODP QoS-based group service has been 
developed that provides the kind of feedback 
required by mobile-aware groupware systems. In 
addition to providing feedback, the group service 
also enables the application programmer to control 
the system's performance/consistency trade-off by 
changing certain group propagation strategies, i.e. 
by altering roup quorum and ordering requirements. 
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