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Let H be a Hadamard Circulant matrix of order n = 4h2 where
h > 1 is an odd positive integer with at least two prime divisors
such that the exponents of the prime numbers that divide h are
big enough and such that the nonzero coefficients of the cyclotomic
polynomialn(t) are bounded by a constant independent of n. Then
for all the ϕ(n) n-th primitive roots w of 1, P(w)√
n
is not an algebraic
integer in the cyclotomic field K = Q(w), where P(t) is the repre-
senter polynomial of H and ϕ is the Euler function. This implies that
P(w) is not a real number.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We recently discovered Ryser’s conjecture as Problem 3 in Philip J. Davis ’ book [5, pp. 97] in the
chapter in which he introduces Circulant matrices. Let n > 0 be a positive integer. We denote, as
usual, by ω(n) the number of distinct prime divisors of n. We also denote by rad(n) the radical of n,
that is, the product of all distinct prime divisors of n. Let πn = (pi,j) (π for “push”, as suggested by
Davis) be the following square integer matrix of order n: pj−1,j = 1 when 1 < j < n, pn,1 = 1 and
pi,j = 0 otherwise. A vector (x1, x2, . . . , xn)∗ (∗ means “transpose”) is transformed by π to the vector
(x2, . . . , xn, x1)
∗. A Circulant matrix C of order n is a matrix that is a polynomial in π , more precisely,
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C = P(π)where P ∈ Z[t] is a polynomial in one variable t with rational integral coefficients. We also
write C = circ(c1, . . . , cn) where cj = c1,j are the entries in the first row of C. A Hadamard matrix
H = (hi,j) of order n is a matrix with integer coefficients that satisfies the following two conditions:
(a) For all 1  i, j  n one has
h2i,j = 1.
(b) The transpose H∗ of H is n times the inverse of H, in other words:
H∗H = nI (1)
where I is the identity matrix of order n.
Ryser’s conjecture (see [15, pp. 134]) is the inexistence of matrices of order n > 4 that are Circulant
and Hadamard matrices simultaneously. A related conjecture is Hadamard’s conjecture, that is, the
existence for every integer of the form 4t,with a positive integer t > 0, of a Hadamardmatrix of order
4t. There are many published papers in this area (see e.g., [21,13,16,6] and the bibliography therein).
A short survey of what is known about Ryser’s conjecture follows.
Assume that n > 0 is a positive integer, and that H is a Circulant Hadamard matrix of order n. It is
easy to see that either n = 1 or 4 | n.While the exact primary sources are unknown (see [16, pp. 946]),
Ryser [15, pp. 134] announced the conjecture. Then Turyn proved in [19] and in his Harvard’s Ph.D.
thesis (see [20, pp. 329–330]) that n > 2 implies n = 4s2 for some odd positive integer s > 0.He also
proved the conjecture when n has ω(n) = 1 prime factor (see [20, Corollary 2, pp. 333]) and in some
other cases (see [20, Corollary 4, pp. 333]) with some size restrictions and congruence restrictions on
the divisors of n. He also proved that s  55. Davis [5, pp. 97] mistakenly described the conjecture
as to prove that the unique Circulant Hadamard matrix is H = circ(1, 1, 1,−1) (see Section 2 for
the complete list of all known Circulant Hadamard matrices) and announced that, as of 1978, one has
n > 12100, that is, Turyn’s result above. A big step, both theoretically and numerically, is Bernhardt
Schmidt’s paper [16] in which he proved in particular that s > b = 108 + 104 with the exception of 4
undecided cases in which 105  s  b and the following undecided cases in which s < 104:
s ∈ {165, 231, 155, 2145, 2805, 3255, 3905, 5115, 5187, 6699, 7161, 8151, 8645, 9867}.
We are not aware of more results about Ryser’s conjecture besides Leung et al.’s paper [12] in which a
more general conjecture (Lander’s conjecture) is discussed for a special case.
A related problem that had received attention is the existence of Circulant Hadamard matrices
modulo some positive integer m > 0. They do exist (see [6] and its bibliography), but unfortunately
we do not know how to use them to rule out more cases of Ryser’s conjecture.
As usual we denote by ϕ the Euler function, that is, for a positive integer n > 0 ϕ(n) counts the
number of integers 0 < k < n that are coprime with n.
We will now describe our main result and the necessary tools to prove it. Our main result is
Theorem 1.1. Let δ ∈ {1, 2}. Let h = pa11 · · · parr > 1 be an odd positive integer with at least two prime
divisors (r > 1). Put:
⎧⎨
⎩
ν = min(a1, . . . , ar),
cr = rad(h) − ϕ(rad(h)) = p1 · · · pr − (p1 − 1) · · · (pr − 1).
We suppose the existence of a positive real number Bδ > 0 not depending on h such that Bδ is greater than
any nonzero coefficient of the cyclotomic polynomial rad(h)(t), and such that Bδ satisfies the inequality:
Bδ <
1
rad(h)
(
h
δ
) 1
cr
.
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Then there is no Circulant Hadamard matrix H of order n = 4h2 for which there exists a primitive n-th
root of 1, say w ∈ C, such that
(a) P(w) ∈ R, or
(b)
P(w)√
n
is an algebraic integer in the cyclotomic field K = Q(w),
where P(t) is the representer polynomial of H.
Remark 1.2. The integers a1, . . . , ar may be chosen such that
p
a1
1 >
(
Bδ δ
1
cr p1
)cr
, . . . , parr >
(
Bδ δ
1
cr pr
)cr
.
Remark 1.3. Anice suggestion of the referee is that by Kronecker’s theorem (see Lemma3.2) P(ω) real
implies P(ω)/
√
n ∈ {−1, 1} so that (a) follows from (b). However, the core of the argument appears
in our proof of Theorem 1.4. Indeed, Theorem 1.4 implies immediately (a) while our proof of (b) (see
Section 5) requires more work.
Theorem (1.1) follows quickly from
Theorem 1.4. Let H be a Circulant Hadamard matrix of order n = 4h2 where h = pa11 · · · parr is an odd
number divisible by the odd primes p1, . . . , pr with r = ω(h) > 1. Assume that there is an n-th primitive
root of 1 in C, say w, such that P(w) is a positive real number, where P is the representer polynomial of
H. Assume also that all nonzero coefficients of the cyclotomic polynomial n(t) are bounded in absolute
value by a real number B > 0. Then one has
p
a1
1 · · · parr  (Bp1 · · · pr)cr
where
cr = p1 · · · pr − (p1 − 1) · · · (pr − 1) − 1 = rad(h) − ϕ(rad(h)) − 1.
Although Erdo˝s (see [7]) proved that the largest absolute value Vn of the coefficients of the cyclo-
tomic polynomial n(t) satisfies
Vn > n
k
for every k and infinitely many n, there are also infinitely many n’s such that Vn is bounded by a
constant independent of n. For example, take n to be a prime number, so that
Vn = 1.
Moreover, there are, of course (see also the bibliography therein), many old (see e.g., [8,11]) and recent
(see e.g., [18,3,17]) papers on the magnitude of the coefficients of cyclotomic polynomials. Several of
them improve on the result of Erdo˝s cited above.
The proofs are based (see Section 3) on a crucial result of Agou, on a classical result of Kronecker
plus some simple properties of the cyclotomic polynomial 4h2(t) together with some basic results
on Circulant matrices.
Recently, Borwein and Choi (see [4]) characterized the±1 polynomials of even degreewith all roots
of modulus 1.
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In the same order of ideas, the referee observed that essentially our present paper may be thought
as a preliminary study of ±1 polynomials P(x) that satisfy:
|P(s)|2 = n
for all n-th roots of unity s.
This paper is organized as follows. In Section 2 we display the complete list of all known Circulant
Hadamard matrices. In Section 3 we recall some necessary tools. In Section 4 we prove Theorem 1.4.
In Section 5 we prove Theorem 1.1.
2. The case n ∈ {1, 4}
Observe that H Hadamard implies πnH Hadamard since
πnH(πnH)
∗ = πn(HH∗)π∗n = nπnπ∗n = nI.
We also have that H Hadamard implies −H Hadamard.
A simple computation gives:
Proposition 2.1. The complete list of Hadamard Circulant matrices of order n  4 consists of
H1 = circ(1), H2 = −H1, H3 = circ(−1,−1,−1, 1), H4 = −H3,
H5 = π4H3, H6 = π4H4, H7 = π4H5, H8 = π4H6,
H9 = π4H7, H10 = π4H8.
These 10matrices are all known Hadamard Circulant matrices.
3. Some tools
The following lemma of Agou [1,2] is crucial.
Lemma 3.1. Let R be a ring with 1. Let S = xn − s1xn−1 − · · · − sn ∈ R[x] be a polynomial of degree
n > 0. Let k > 0 be a positive integer. Let T = ∑n−1j=0 tk,jxj be the remainder of the Euclidean division
(Long division) of the monomial M = xk+n−1 by the polynomial S in R[x]. Then for j = 0, . . . , n − 1 one
has
tk,j =
∑
u1+2u2+···+nun=k+n−j−1,
ui0,i=1,...,n
⎛
⎝ (u1 + · · · + un − 1)!
u1! · · · un!
j∑
t=0
un−t
⎞
⎠ su11 · · · sunn .
For j = 0 we get
tk,0 = sn
⎛
⎜⎜⎝
∑
u1+2u2+···+nun=k−1,
ui0,i=1,...,n
(u1 + · · · + un)!
u1! · · · un! s
u1
1 · · · sunn
⎞
⎟⎟⎠ (2)
if k  1 and
tk,0 = 0 (3)
if −n + 1  k − 1 < 0 (provided n > 1) and assuming that 00 = 1.
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We recall the classical result of Kronecker (see e.g., [9, pp. 97–98]).
Lemma 3.2. The only algebraic integers all of whose conjugates lie on the unit circle are the roots of unity.
We need the special case of cyclotomic extensions (see e.g., [9, Theorem 8.1.10(a)]).
Lemma 3.3. Let n > 0 be an even positive integer. Let K = Q(w) be a cyclotomic extension of the rational
numbers, where w is a primitive n-th root of 1. Then the only algebraic integers in K all of whose conjugates
lie on the unit circle belong to {1,w, . . . ,wn−1}.
At this place we recall the definition of the representer polynomial of a Circulant matrix.
Definition 3.4. Let n > 0 be a positive integer. Let C = circ(c1, . . . , cn) be a Circulant matrix of
order n with rational integral coefficients. The representer polynomial P(t) ∈ Z[t] of C is defined by
P(t) = c1 + c2t + · · · + cntn−1.
The following lemma (see e.g., [5, pp. 73]) links the eigenvalues of a Circulant matrix with its
representer polynomial.
Lemma 3.5. Let n > 0 be a positive integer. Let C = circ(c1, . . . , cn) be a Circulant matrix of order n.
Then the eigenvalues of C are exactly P(1), P(w), . . . , P(wn−1) where w is a primitive complex n-th root
of 1.
This gives the following for Circulant Hadamard matrices:
Lemma 3.6. Let n > 0 be a positive integer. Let C = circ(c1, . . . , cn) be a Circulant Hadamard matrix
H of order n. Let P(t) be the representer polynomial of H. Then all the eigenvalues P(v) of H, where
v ∈ {1,w, . . . ,wn−1} and w is an n-th primitive root of 1, satisfy
|P(v)| = √n.
Proof. Follows from the definition of Hadamard matrices and from Lemma 3.5. 
The following lemma (see e.g., [10, pp. 280, 14, pp. 158–160]) recalls some properties of cyclotomic
polynomials.
Lemma 3.7. Let n > 0 be a positive integer. The cyclotomic polynomial n(t) ∈ Q[t] of order n, that is,
the product of all t − r where r is a primitive n-th root of 1, i.e., r generates the cyclic group of all complex
roots of the equation xn = 1, has the following properties:
(a) If p is a prime number then
p(t) = 1 + t + · · · + tp−1.
(b) Let n = pr11 · · · prss be the prime factorization of n. Let r = p1 · · · ps be the radical of n. Then
n(t) = r
(
t
n
r
)
.
(c) If k > 1 is an odd positive integer, then
2k(t) = k(−t).
(d) If n > 1, then
n(0) = 1.
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Now we compute a special cyclotomic polynomial.
Lemma 3.8. Let n = pr11 · · · prss be an odd number divisible by prime numbers p1, . . . , ps. Then
4n2(t) = p1···ps(−t2p1
2r1−1···ps2rs−1).
Proof. Follows from Lemma 3.7. 
We recall some simple properties of special primitive roots of 1.
Lemma 3.9. Let h = q1t1 · · · qr tr be an odd number divisible by prime numbers q1, . . . , qr . Let n = 4h2
and let m = ϕ(n) − 1. Let w be an n-th primitive root of 1. Then
(a) For any k ∈ N, one has
w
n
2
+k = −wk.
(b) The vectors 1,w, . . . ,wm areQ-independent.
Proof. By definition of w one has w
n
2 = −1 so that we get (a). The statement (b) holds since the
minimal polynomial of w overQ has degree ϕ(n) = m + 1. 
We need also the following obvious fact.
Lemma 3.10. For any positive integer s > 0 and for any s-tuple (p1, . . . , ps) of odd prime numbers, one
has
p1 · · · ps  (p1 − 1) · · · (ps − 1) + 1
with equality if and only if
s = 1.
4. Proof of Theorem 1.4
The aim of this section is to prove Theorem 1.4.
4.1. Strategy
Since H is a Circulant matrix, H is diagonalized by its Fourier matrix. Since H is also a Hadamard
matrix, from (1) we see that the absolute value d of any eigenvalue of H equals
√
n. Since P(w) > 0 is
positive,weapply Lemma3.6 inorder towrited = √n as aQ-linear combinationof {1,w, . . . ,wn−1}.
Thenweapply Lemma3.9 towrited as aQ-linear combinationof
{
1,w, . . . ,w
n
2
}
andweapply Lemma
3.1 to write d as a shorterQ-linear combination, namely a linear combination of only {1,w, . . . ,wm}
where m = ϕ(n) − 1. By computing the coefficient s0 of w0, that is, by computing the constant
coefficient in these linear combinations and by bounding from above these coefficients we get the
result.
4.2. More precisely we do the following
Putm = ϕ(n) − 1 and assume that
H = circ((−1)0 , . . . , (−1)n−1)
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wherei ∈ {0, 1} for all i = 0, . . . , n−1.Observe thatϕ(n) = m+1, thatm = ϕ(n)−1 = n2 (1−(n))
and that d = √n is an integer.
By Lemma 3.6 we have P(w) = √n, so that:
d = P(w) = (−1)0 + (−1)1w + · · · + (−1)n−1wn−1. (4)
But from Lemma 3.9(a) we can reduce the length of the right hand side of (4) down to n
2
as follows:
d = P(w) = r0 + r1w + · · · + r n
2
w
n
2
−1. (5)
where for all i = 0, . . . , n
2
− 1 one has
ri = (−1)i + (−1)(−1)k+ n2 = (−1)αi + (−1)βi (6)
say.
We define the reduced representer of H by
R(t) = r0 + r1t + · · · + r n
2
t
n
2 . (7)
Let
K = ϕ(rad(h)) = (p1 − 1) · · · (pr − 1)
be the degree of the lacunary cyclotomic polynomial
rad(h)(t)
and let
l = 2h
2
rad(h)
.
Observe that
lK = ϕ(n).
Set
L = n
2
− ϕ(n) = l(rad(h) − ϕ(rad(h))),
Xmax = rad(h) − K = p1 · · · pr − (p1 − 1) · · · (pr − 1), (8)
and
X1 = Xmax − 1.
One has
lXmax = L. (9)
Let tk,0 be the constant term of the remainder of the Euclidean division of the monomial
Mk = tk+ϕ(n)−1
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by the cyclotomic polynomial
n(t) = tϕ(n) − s1tϕ(n)−1 − · · · − sϕ(n),
where k goes from 1 to L.
The crucial step is now to apply Lemma 3.1 to get first of all
tk,0 = sKl
⎛
⎜⎜⎜⎝
∑
u1+2u2+···+KluKl=k−1,
ui0,i=1,...,Kl
(u1 + · · · + uKl)!
u1! · · · uKl! s
u1
1 · · · suKlKl
⎞
⎟⎟⎟⎠ (10)
since k > 0.
By Lemma 3.8 one has
n(t) = rad(h)(−tl).
Thus, sj = 0 for all j = vl where the non-negative integer v satisfies 0  v  K.
Therefore we get
tk,0 = sKl
⎛
⎜⎜⎝
∑
lul+2lu2l+···+KluKl=k−1,
uil0,i=1,...,K
(ul + · · · + uKl)!
ul! · · · uKl! s
ul
l · · · suKlKl
⎞
⎟⎟⎠ (11)
from (10) by observing that ui = 0 gives suii = 0 when i is not divisible by l.
In particular l divides k − 1. Let k = lX + 1. Thus,
tlX+1,0 = sKl
⎛
⎜⎜⎝
∑
ul+2u2l+···+KuKl=X,
uil0,i=1,...,K
(ul + · · · + uKl)!
ul! · · · uKl! s
ul
l · · · suKlKl
⎞
⎟⎟⎠ (12)
where X = 0, . . . , X1 by (8) since k = lX+1 goes from1 to L− l in order thatMk covers all monomials
tϕ(n) until t
n
2
−l.
Observe that L − l = l(rad(h) − ϕ(rad(h)) − 1) > 0, by Lemma 3.10, since ω(h) > 1.
We are now ready to write the constant term δ0 of the Euclidean division of the representer P(t) of
H by the cyclotomic polynomial n(t).
Observe that δ0 is also the constant term of the Euclidean division of the reduced representer R(t)
of H by the cyclotomic polynomial n(t). Thus,
d = δ0 = r0 − r n
2
+
X1∑
X=0
(rϕ(n)+lX)tlX+1,0. (13)
Observe that ul + u2l + · · · + uKl  ul + 2u2l + · · · + KuKl so that
(ul + · · · + uKl)!
ul! · · · uKl! 
X1!
ul! · · · uKl! . (14)
This implies the inequality
X=X1∑
X=0
(ul + · · · + uKl)!
ul! · · · uKl! 
X=X1∑
X=0
X1!
ul! · · · uKl!  (1 + 1 + · · · + 1)
X1 = KX1 . (15)
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Observe that by Lemma 3.7 one has
sKl = −1.
Thus, by using (12) and the inequalities |sj|  B and (15) we can bound from above the right hand
side of (13):
2h = d  4 + 2
X1∑
X=0
|tlX+1,0|  4 + 2BX1−1KX1 , (16)
since |ri|  2. From (16) and Lemma 3.10 we get after division by 2 of both sides
p
a1
1 · · · parr = h  2 + (B(p1 − 1) · · · (pr − 1))X1  (Bp1 · · · pr)X1 . (17)
This proves the theorem.
5. The proof of Theorem 1.1
We consider two cases: (a) P(ω) ∈ R, (b) P(ω) ∈ R.
To prove (a), we can assume P(w) > 0 since otherwise we can consider −d = −P(w) instead of
d = P(w).We choose δ = 1 and thus, it follows immediately from Theorem 1.4 with B = B1.
In order to prove (b), we choose δ = 2. Observe that u = P(w)
d
is an algebraic integer in K = Q(w).
Since |P(w)| = d, u must satisfy: |u| = 1. Now let σ be any element of the Galois group of the
extension K overQ. One has σ(w) = wjσ for some positive integer 0 < jσ  n, so that
|σ(u)| = |P(w
jσ )|
d
= 1
since by Lemma 3.6 all eigenvalues of H have modulus d. So by Lemma 3.3
u = wk
for some positive integer 0 < k  n. Thus, now we have
dwk = P(w) = (−1)0 + (−1)1w + · · · + (−1)n−1wn−1. (18)
instead of (4). We can assume that k /∈ {0, n − 1} since the case k ∈ {0, n − 1}, that is, wk = 1, has
already been solved.
From Lemma 3.9 we reduce (18) to
dwl = P(w) = r0 + r1w + · · · + r n
2
−1w
n
2 , (19)
where
0  l < n
2
.
We can assume l > 0 since the case l = 0 has already been solved. Multiplying both sides of (19) by
w
n
2
−l we get
d = −r0wn2−l − r1wn2−l+1 − · · · − r n
2
−1wn−l. (20)
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As in theproof of Theorem1.4,we reduce both sides of (20) until, on both sides,wehave only powers
wi with i ∈ {0, 1, . . . , ϕ(n) − 1}. Now, observe that after the first reduction step the coefficients of
the analogue of the reduced representer (see (7) ) ofH are sums of four signs (−1)γ instead of only two
before. Then we compare the constant coefficients on both sides of the reduced equality. We get
2h = d  8 + 4
X1∑
X=0
|tlX+1,0|  8 + 4BX1−1KX1 ,where B = B2, (21)
instead of (16). Using again Lemma 3.10 we obtain
p
a1
1 · · · parr = h  4 + 2(B(p1 − 1) · · · (pr − 1))X1  2(Bp1 · · · pr)X1 . (22)
instead of (17), a contradiction as before. This proves case (b) and the theorem.
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