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vRÉSUMÉ
Nous sommes confrontés à une demande explosive de systèmes radio plus rapides, plus fiables
et plus écoénergétiques, pour la communication sans fil 5G par exemple. On s’attend à ce
que la capacité des données mobiles dépasse 1000 fois ce qu’elle est actuellement dans la
prochaine décennie. Un tel volume de données nécessite un grand spectre de bande passante.
Aux fréquences radio-fréquences (RF) faibles, le spectre est congestionné par des milliards
d’appareils radio. Dans les hautes fréquences, le spectre de bande passante ultra large (UWB)
est moins congestionné. Cependant, le traitement d’un tel signal UWB RF pose de grands
défis au niveau du traitement du signal (DSP) numérique, qui est habituellement utilisé pour
les basses fréquences et les bandes passantes étroites. Les problèmes dont souffre le DSP pour
les signaux hautes fréquences sont la limitation de la vitesse, le coût élevé et la forte con-
sommation d’énergie pour la conversion analogique / numérique (ADC). Par conséquent, une
technique de traitement en temps réel et purement analogique est souhaitable. En optique,
les gens ont traité des signaux RF UWB avec des approches photoniques hyperfréquences en
temps réel, mais cela impliquait une conversion électrique / optique coûteuse. Le traitement
de signal analogique d’une onde radio en temps réel (R-ASP) est une alternative attrayante
et moins exploitée. Le premier chapitre présente l’état de l’art de la technologie R-ASP ainsi
que la contribution de la thèse.
Le composant au cœur du traitement R-ASP s’appelle "phaseur", un composant qui fournit un
retard de groupe spécifié τ(ω) à une onde radio. Un phaseur, en réponse à un signal d’excita-
tion large bande, réorganise les composants spectraux dans le temps. La façon dont un phaseur
réorganise le spectre dépend de la fonction de retard de groupe, τ(ω). Différentes applications
R-ASP peuvent nécessiter des profils de retard de groupe différents. Le chapitre 2 introduit le
concept de retard de groupe, présente différentes technologies phaseur, et présente une méth-
ode pour augmenter la quantité de délai de groupe en utilisant des phaseurs réfléchissants
passifs.
Un phaseur passif et passe-tout (qui ne filtre aucune fréquence) affiche une perte qui est
proportionnelle au retard de groupe, ce qui entraîne une distorsion du signal. Le chapitre
trois présente une solution à ce problème, qui consiste en une mise en cascade d’un phaseur
ayant du gain et un phaseur ayant des pertes. Des phaseurs ayant du gain (G) ou des pertes
(L = 1/G) ont des amplitudes symétriques par rapport à une amplitude de 0 dB, et des
retards de groupe identiques. Le signal à la sortie d’une paire de ces phaseurs a une amplitude
constante. En outre, le retard de groupe peut être réglé par le contrôle du gain et des pertes. Le
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chapitre trois présente ce concept, présente mathématiquement la modélisation des appareils
et a présente des résultats expérimentaux.
La radio à impulsion UWB (IR-UWB) pour la communication sans fil permet des designs
d’émetteurs-récepteurs très simples et peu coûteux. En effet, l’émetteur ne nécessite pas
de porteuse et le récepteur est non cohérent. Pour améliorer l’efficacité du spectre de la
communication IR-UWB, une technique d’accès multiple doit être utilisée. D’une manière
conventionnelle, on utilise une technique de sauts temporels avec un accès multiple basé
sur un traitement de signal numérique. Cette technique occasionne une latence de l’ordre la
milliseconde, ce qui est trop élevé pour répondre à la communication future (par exemple, la
technologie 5G), qui requiert une latence de l’ordre des nanosecondes. Les phaseurs traitent le
signal IR-UWB avec un délai de propagation électromagnétique de l’ordre de la nanoseconde,
et peuvent donc être la solution pour le traitement des signaux de communication IR-UWB.
En exploitant la diversité des profils de retard de groupe pour un codage à accès multiple, nous
introduisons un code à dispersion multiple (DCMA), une technique de codage en temps réel
efficace pour la communication IR-UWB haute vitesse. Le chapitre 4 introduit le concept de
DCMA, présente un critère de sélection de codage, et présente la démonstration expérimentale
du système DCMA.
Ensuite, pour éviter de caractériser expérimentalement le système DCMA, qui est assez
complexe, le chapitre 5 caractérise de manière analytique le système DCMA en termes de
robustesse, d’interférence à accès multiple, de rapport signal à interférence et de probabilité
d’erreur de bit. La section 5.1 caractérise un canal sans fil à ligne de mire (LOS). Pour le canal
qui n’est pas en ligne de mire (NLOS), un mécanisme de compensation supplémentaire pour la
dispersion des canaux est nécessaire. De plus, la commutation dynamique entre les différentes
paires de communication nécessite une adaptation. La section 5.2 propose et caractérise un
schéma de routage dynamique basé sur l’inversion de temps pour le canal NLOS.
Enfin, le chapitre 6 conclut le travail de la thèse, souligne la limitation de la modulation IR-
UWB, et recommande l’approche par accès multiple à spectre étalé en temps réel en utilisant
un milieu spatio-temporel, qui offre un schéma de modulation ayant une largeur de bande
inférieure pour la même quantité de données.
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ABSTRACT
We are facing exploding demands for faster, more reliable, more energy-efficient radio sys-
tems, such as for instance 5G wireless communication. It is expected that for the next decade
the mobile data capacity would exceed 1000 times higher than it is right now. Such high data
volume requires large bandwidth spectrum resources. In low RF frequencies, the precious
spectrum have been congested by zillions of radio devices. In high frequencies, such as mil-
limeter wave, ultra wideband (UWB) spectrum is much easier available. However, processing
UWB RF signal poses great difficulties on conventional digital signal processing (DSP) tech-
nique that has prevailed for low frequency and small bandwidth processing. For instance, DSP
suffers limited speed, high cost and high power consumption for analog/digital conversion
(ADC). Therefore, real-time and purely analog processing technique is desirable. In optics,
people have been processing UWB RF signal with microwave photonics approaches, which
is real-time, but involves expensive and lossy electrical/optical conversion. The direct radio
Real-time Analog Signal Processing (R-ASP) is thus attractive but less exploited. Chapter 1
presents the advancements of R-ASP along with the contributions of the thesis.
The core of R-ASP is “phaser”, which is a group delay engineered component that provides
specified group delay function τ(ω). A phaser, in response to a wideband signal excitation,
rearranges spectral components in time. The way a phaser arranges spectral components
is controlled by the group delay function, τ(ω). Different R-ASP applications may require
different group delay profiles. Chapter 2 introduces the concept of group delay engineer-
ing, different phaser technologies, and presents an R-ASP resolution (group delay swing)
enhancement example using passive reflective phaser units.
Passive phaser exhibits loss that is proportional to the group delay, i.e. imbalance amplitude,
which typically results in undesired processing distortion. It is found that a phaser unit
loaded with gain (G) and another loaded with equalized loss (L = 1/G) provide symmetric
amplitudes (about 0 dB) and identical group delays. Cascading such gain and loss pair
yields real all-pass amplitude. Moreover, the group delay can be tuned by the gain and loss.
Chapter 3 introduces the gain-loss equalization concept, mathematically presents the device
modeling, and experimentally demonstrated the prototype.
Impulse radio UWB (IR-UWB) wireless communication allows very simple and low-cost
transceiver design, e.g. carrier-less transmitter and non-coherent receiver. To enhance the
spectrum efficiency of IR-UWB communication, a multiple access technique has to be em-
ployed. Conventionally, time hopping multiple access based on DSP is used, whose latency
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is too high (millisecond order) to meet the future communication (e.g. 5G and internet of
things) requirement (nanosecond order). Phaser processes IR-UWB signal with negligible
electromagnetic propagation delay (nanosecond order), thus may be the solution for future
communications. By exploiting the diversity of group delay profiles, we propose the disper-
sion code multiple access (DCMA) as an efficient real-time multiple access coding technique
for high-speed communication. Chapter 4 introduces the DCMA concept, presents coding
selection criterion, demonstrates the proof-of-concept DCMA experimental system.
Then, to avoid experimentally characterizing DCMA system for many simultaneous users,
which is very involved, Chapter 5 analytically characterizes DCMA system in terms of ro-
bustness, multiple access interference (MAI), signal to interference ratio (SIR) and bit error
probability (BEP). Section 5.1 characterizes for line-of-sight (LOS) wireless channel. For
non-line-of-sight (NLOS) channel, additional compensation mechanism for the channel dis-
persion is required. Moreover, dynamic switching between different communication pair re-
quires adaptivity. Section 5.2 proposes and characterizes time-reversal based dynamic routing
scheme for NLOS channel.
Finally, Chapter 6 summarizes the work of the thesis, suggests miscellaneous topics for future
works, specifically points out the limitation of IR-UWB modulation schemes, and recom-
mends a real-time spread spectrum multiple access approach using space-time metamaterial,
so as to accommodate higher spectrum-efficiency modulation schemes.
ix
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1CHAPTER 1 INTRODUCTION
1.1 Motivation
Today we are facing exploding demands for faster, more energy-efficient, and more scalable
radio techniques for wireless communications, which currently are mostly narrow-bandwidth.
People have squeezed the precious radio spectrum resources to push the channel capacity
towards the Shannon limit [19], yet hardly meet the fast growing needs for massive data
applications. It is expected that the mobile capacity would be increased by 1000 times for
the next decade [20]. To achieve such high data traffic volume, people may naturally resort to
large spectrum resources, i.e. ultra wideband (UWB), which are easier available in millimeter
wave and terahertz regime than today’s low-frequency communication bands. Unfortunately,
however, current low-frequency and small-bandwidth signal processing techniques are incom-
petent to manipulate the high-frequency and large-bandwidth signals [21]. The digital signal
processing (DSP) technique has prevailed in wireless communications for a long time due to
the high flexibility and easy integration. However, DSP is not without its drawbacks, its cost
and power consumption scale with increased processing frequency and bandwidth [22], hence
inhibiting high-frequency and UWB applications. Therefore, more efficient high-frequency
UWB signal processing paradigm are highly desirable.
In optical regime, scientists and engineers have been using analog dispersive structures, such
as fiber Bragg grating, ring resonator, etc, to efficiently process electromagnetic pulses with
ultra-short duration and hence huge bandwidth in real time [9, 13, 23–25], Reported optical
analog signal signal processing (O-ASP) systems include Fourier transformer [26–28], time-
stretched digitizer [29], optical integrator [30], differentiator [31], convolver [32], Hilbert trans-
former [33,34], fiber Bragg grating based real-time code division multiple access (CDMA) [35,
36], etc.
The real time feature of O-ASP leads to low-latency and high-speed signal transmission.
Given the advantages of O-ASP, a lot of efforts have been done to apply it to radio signal
processing via microwave photonics approaches [37–43]. However, microwave photonics typ-
ically involves lossy, expensive and non-integrable optoelectronic components for frequency
conversion betweens RF and optical. Thus direct analog signal processing at radio frequency
and corresponding applications, which are less exploited, is an attractive area and will be the
research topic of this thesis.
21.2 Radio Real-Time Analog Signal Processing (R-ASP)
Radio real-time analog signal processing (R-ASP) consists in processing RF UWB signals
in real time using dispersive electromagnetic structure, which has been given the name
“phaser” [6, 44] and, as the name suggests, manipulates the phase or the group delay of
the input signals. As the core of R-ASP, an ideal phaser, is typically engineered to provide
a frequency-independent transfer magnitude over certain bandwidth, i.e. |H(ω)| = 1, ω ∈
[ω1, ω2], and a specified frequency-dependent group delay function that is the negative deriva-
tive of the transfer phase with respect to angular frequency, i.e. τ(ω) = −∂φ/∂ω. Conse-
quently, an ultra-short pulse with no chirping, i.e. being transform-limited [23], travelling
through a phaser experiences rearrangement of spectral components in time and correspond-
ing intended signal distortions.
Various RF phaser technologies have been reported, including surface acoustic wave struc-
ture [7], electromagnetic bandgap (EBG) structure [10, 45–47], composite right/left-handed
(CRLH) metamaterial structures [8, 48], coupled-resonator based narrowband structure [11]
[14], all-pass (broadband) structures [1,12,44,49–57], active structures [58,59]. Each technol-
ogy has its own advantages and disadvantages, which will be compared comprehensively in
Chapter 2
Thanks to RF phaser technologies, a lot of promising R-ASP applications have been demon-
strated, such as, for instance, Fourier transformation [10, 60, 61], spectrogram analysis [62],
spectrum sniffing [5], Nth-order differentiation [63], UWB pulse shaping [64], arbitrary bean
frequency scanning [65], dispersion compensation in log periodic antenna [66], time expan-
sion for enhanced sampling [67, 68], and time reversal [69, 70]. Moreover, phasers have been
used as encoder/decoder or modulator/demodulator in wireless communications, such as
pulse position modulator [71], ramp-less compressive receiver [72], source-less frequency di-
vision multiplexing receiver [73], dispersion-modulation based signal-to-noise ratio enhanced
transceiver [74, 75], dispersion coding RFID system [76, 77], and dispersion code multiple
access (DCMA) wireless communication system [78–80], to name a few.
1.3 Thesis Major Contributions
The thesis mainly contributes to two aspects of R-ASP : a) development of novel phasers for
enhanced dispersion (group delay swing) or for balanced amplitude and reconfigurable group
delay, and development of a novel UWB pulse generator with simple topology and pulse
width reconfigurability, b) application of R-ASP technologies to wireless communications.
Next, we introduce the contributions and corresponding publications.
31.3.1 Phaser and UWB Pulse Generator Technologies
Group Delay Swing Enhanced Passive Phaser
Ideally, a phaser exhibits 1) specified group delay, 2) flat amplitude that is independent of the
group delay, over the desired bandwidth. The dispersion capability, measured by the group
delay swing ∆τ = τmax−τmin, represents the capability of phaser to resolve different frequency
components in time [6]. Different all-pass phasers exhibit different dispersion capabilities
(∆τ). For example, the group delay swing of C-section is proportional (non-linearly) to the
coupling factor k of its constituent coupler, whose enhancement is therefore constrained by
the tolerance of photolithography fabrication process [12]. To conquer the limit, we proposed
an passive phaser whose group delay swing is proportional to the reflection coefficient of its
coupling aperture, thus relaxing the fabrication constraint. Chapter 2 presents the proposed
passive group delay enhanced phaser in Sec. 2.4, corresponding to publication [1], along with
introduction to the group delay engineering concept and to different existing passive phaser
technologies.
Real All-Pass Group Delay Reconfigurable Phaser
In practice, passive phasers deviate from the ideal case where the transfer amplitude is fre-
quency independent [|H(ω)| = 1, ω ∈ [ω1, ω2]], and the actual loss is proportional to the
amount of group delay [81]. People may naturally resort to active devices to combat the
loss. The reported active phasers in [58, 59] exhibit amplitudes that are strongly frequency-
dependent. Such amplitude imbalance over frequency would cause undesired signal distor-
tion [6]. Moreover, conventional passive phasers exhibit fixed group delay swing (∆τ) and
group delay profile [τ(ω)]. In practice, however, there are occasions where group delay swing
and profile are required to be reconfigurable in order to adapt to dynamic environment. De-
spite all the references on phaser given in the previous section, no one has ever addressed
these problems in one shot. Chapter 3 fills the gap by presenting a novel gain-loss equalized
phaser, corresponding to publication [15].
Low-Cost, Duration Tunable UWB RF Pulse Generator
Phasers usually deal with ultrashort (typically picosecond) pulses with very rich spectral
contents. Such pulses may be generated by different techniques [82]. Among them, the step
recovery diode (SRD) approach [2,3,83] features simple circuit design, while offering picosec-
ond pulse generation capability. Conventional SRD-based pulse generators usually employ
an SRD to generate a picosecond rising edge pulse. This pulse then destructively interferes
4with an opposite-polarity delayed replica of it produced by a short-circuited stub, resulting
in a short pulse with duration equal to the round trip time along the stub. However, the stub
configuration suffers from spurious reflections, which together with SRD mismatch induce
ringing in the output waveform. The suppression of stub reflection requires a pulse shaping
network [3], and pulse width tuning requires complicated tuning schemes [84]. Chapter 4
presents a stub-less pulse generator based on a pair of SRDs in Sec. 4.4.1, which provides
flexible control of the pulse width via a simple resistance, corresponding to publication [4].
1.3.2 Application of R-ASP Technology to Wireless Communication
Dispersion Code Multiple Access (DCMA) Wireless Communication System
UWB communication provides high speed thanks to large spectrum resources available. To
improve spectrum efficiency, some multiple access (MA) techniques have to be used. Con-
ventionally, MA are done using digital signal processing, such as for instance code division
multiple access (CDMA), orthogonal frequency division multiple access (OFDMA), etc [85],
which typically exhibits high latency (millisecond range) and hence low speed, which cannot
meet the future wireless communication standards like 5G. R-ASP provides unprecedented
ultra low latency (nanosecond range) processing delay thanks to the analog nature of the
processing core, phaser. Chapter 4 introduces the concept of DCMA as a purely analog MA
technique based on R-ASP, experimentally demonstrates the proof-of-concept system, thus
preliminarily proves the feasibility of the system, while Chapter 5 further characterizes the
performance of DCMA system for line-of-sight (LOS) channel in Sec. 5.1, corresponding to
publication [79].
Dynamic Routing of DCMA in Non-Line-of-Sight (NLOS) Channel Using Time
Reversal
The proposed DCMA system is fixed, without capability of switching between different com-
munication users. To address this issue and enable dynamic routing for DCMA, time reversal
technique is employed, which introduces a base station or router with time-reversal mech-
anism, while maintains the simplicity of the access point transceiver design. Moreover, the
self-adaptivity of time reversal technique allows automatic dispersion compensation for prac-
tical NLOS channels. Chapter 5 introduces and characterizes the time-reversal DCMA system
for NLOS channels in Sec. 5.2, corresponding to publication [18].
5CHAPTER 2 GROUP DELAY ENGINEERING USING PASSIVE PHASER
This chapter introduces the essentials of group delay engineering and passive phaser. Sec-
tion 2.1 presents the group delay engineering concept, then, Sec. 2.2 comprehensively com-
pares different passive phaser technologies, next, Sec. 2.3 presents the signal flow graph
technique as an efficient tool for phaser analysis, finally, Sec. 2.4 presents group delay swing
enhancement based on reflective-type phaser (excerpt from [1]).
2.1 Group Delay Engineering
Given a phaser, the corresponding transfer function is
H(ω) = A(ω)ejφ(ω), ω ∈ [ω0 −∆ω/2, ω0 + ∆ω/2], (2.1)
where ω0 and ∆ω are the center angular frequency and bandwidth, respectively, A(ω) and
φ(ω), being real functions, are the amplitude response the phase response, respectively.
Ideally, A(ω) = 1 over the bandwidth, while in a small frequency range around ω′ ∈
[ω0 −∆ω/2, ω0 + ∆ω/2], φ(ω) may be approximated by the Taylor expansion [23,86], corre-
sponding to
φ(ω) = φ0 +φ1(ω−ω′) + φ22 (ω−ω
′)2 + . . .+ φn
n! (ω−ω
′)n + . . . , with φn =
dnφ
dωn
∣∣∣∣∣
ω=ω′
. (2.2)
Taking negative derivative of (2.2) leads to the group delay
τ(ω) = −∂φ
∂ω
= τ ′ + σ(ω − ω′) + . . .− φn(n− 1)!(ω − ω
′)n−1 + . . . , (2.3)
where τ ′ = τ(ω′) = −φ1 is the group delay at ω′, σ = −φ2 is the group delay slope around ω′.
If the coefficients of all the non-linear terms in (2.2) are zero, i.e. φn = 0, ∀n > 2, Eq. (2.3)
reduces to τ(ω) = τ ′ and thus becomes frequency independent around ω′, i.e. non-dispersive,
otherwise, when φn 6= 0 for any n > 2, Eq. (2.3) is frequency dependent, i.e. dispersive.
Different applications require different group delay profiles, hence different coefficients. For
instance, real-time Fourier transformation employs linear group delay, i.e. φn = 0, ∀n > 3 [10,
60, 61] . The Arbitrary bean scanning in antenna array [65] and dispersion compensation in
log periodic antenna [66] are based on some non-linear group delay curve, i.e. φn 6= 0 for some
n > 3. The dispersion code multiple access (DCMA) involves a group delay set with diversified
6proﬁles [79]. The success of various R-ASP applications, therefore, lies in engineering arbitrary
speciﬁed group delay, and the corresponding process is referred to group delay engineering.
Figure 2.1 illustrates two group delay engineering examples, namely linear and stair cases.
The linear case in Fig. 2.1(a) is typically seen in real-time Fourier transformer [10, 60, 61],
pulse compression radar [87–89], etc, the latter stair case in Fig. 2.1(b) has been recently
proposed for spectrum sniﬃng [5].
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Figure 2.1 Illustration of two group delay engineering examples. (a) Linear group delay with
time spread (Tout > Tin). (b) Frequency discrimination [5] in time with each output pulse not
dispersed (Tout = Tin). (C. Caloz, et al [6], Microwave Magazine, ©2013 IEEE)
An important ﬁgure of merit of group delay function is the dispersion capability, measured
by the group delay swing Δτ = τmax − τmin. Δτ represents the R-ASP resolution, which is
the capability of phaser to resolve diﬀerent frequency components in time [6]. We will show
later in Sec. 2.3 that diﬀerent passive phasers have diﬀerent dispersion capability. Another
ﬁgure of merit is time bandwidth product, which is the integral of group delay function over
7the bandwidth as
P =
∫
∆ω
τ(ω′) dω′ = const., (2.4)
and is a constant for a given phaser [6, 44]. Large P is desirable for some applications,
such as for instance the DCMA communications [79], where increasing P improves signal to
interference ratio and hence lower bit error probability.
2.2 Passive Phaser Technologies
The group delay engineered component, which is called phaser, can be realized in various
technologies. Figure 2.2 shows a few typical phasers, part of which are excerpted from [6].
The surface acoustic wave (SAW) structure [Fig. 2.2(a)] is electromechanical device commonly
(a) (b)
(c) (d) (e)
(f) (g) (h)
Figure 2.2 Different phaser technologies. (a) Surface acoustic wave (SAW) structure [7].
(b) Metal-insulator-metal (MIM) composite right/left-handed (CRLH) metamaterial struc-
ture [8]. (c) Fiber Bragg grating [9]. (d) Electromagnetic bandgap structure [10]. (e) Cross
coupled resonator structure [11]. (f) Cascaded C-section structure [12]. (g) Single ring res-
onator [13]. (h) Reflection-type cascaded coupled resonator structure [14]. (C. Caloz, et al [6],
Microwave Magazine, ©2013 IEEE)
seen in applications such as pulse-compression radar [90–92]. The electrical signals applied
to a SAW delay line are converted into a mechanical wave on a piezoelectric substrate where
8the wave amplitude decays exponentially deep into the substrate (surface wave) and the
wave is delayed. At the output, the mechanical wave is again converted back into electrical
signal by electrodes [7, 88, 89]. Due to the slow-wave nature, SAW delay line typically pro-
vides large group delay in compact size. However, the operation frequency is typically limited
below 3 GHz. The metamaterial dispersion and applications have been studied [93, 94]. Fig-
ure 2.2(b) shows a CRLH metamaterial transmission line phaser [71,72], which is a periodic
structure whose bandwidth is constrained by broadband Bloch impedance matching and size
is much larger than SAW delay lines. The CRLH phaser typically exhibits hyperbolic phase
response [8], thus restricted dispersion engineering flexibility. The fiber Bragg grating (FBG)
[Fig. 2.2(c)] and electromagnetic bandgap (EBG) structures [Fig. 2.2(d)] are both bandgap
structures. They consist in varying the refractive index or characteristic impedance with cer-
tain pattern along the transmission line, so as to create bandgaps for different frequencies
at different positions along the transmission line [9, 10]. Each bandgap reflects correpsond-
ing frequency component with delay amount that is equal to the corresponding round trip
time. A drawback of bandgap structures is that they are excessively long (usually a lot of
wavelengths) and thus too bulky for integration. Moreover, the group delay response typically
exhibits undesired ripples due to multiple internal reflection [45]. Figure 2.2(e) shows a phaser
based on cross-coupled resonator technology, where the filter coupling matrix has been syn-
thesized for the group delay response [11,95–97]. The fractional bandwidth of the synthesized
phaser is narrow (typically < 5%) due to strong frequency dependence of the coupling mech-
anism. The last row shows three all-pass phasers, namely C-section phaser [Fig. 2.2(f)], ring
resonator phaser [Fig. 2.2(g)] and reflective cascaded-coupled resonator phaser [Fig. 2.2(h)],
all of which ideally provide frequency-independent amplitude (for lossless case) and specified
group delay. We will focus on all-pass phaser in the rest of the chapter, due to its independent
control capability of amplitude (flat for lossless case) and group delay.
2.3 Signal Flow Graph Technique
This section introduces signal flow graph technique as an efficient and insightful approach for
phaser analysis, and then analyzes examples of all-pass phasers corresponding to Fig. 2.2(f),
(g) and (h), and finally finds their group delay swing determinant factor. For simplicity, we
assume first-order all-pass phasers that are lossless and support TEM wave propagation.
Figure 2.3 shows schematics for the first-order all-pass phasers, with corresponding param-
eters indicated. Figure 2.4 shows their corresponding signal flow graphs, where only port 1
is excited. By inspecting the signal flow graphs, one may easily find similarity between the
graphs : 1) all graphs include a direct path from node 1 to node 2, with coefficient B, T or
9R in Figs 2.4(a), (b) or (c), respectively ; 2) all graphs include another path with feedback
loop whose feedback coeﬃcient is equal to that of the direct path in 1).
It is the feedback loop that causes the energy storage and hence group delay swing (dis-
persion). Therefore, the stronger the feedback, the higher the group delay swing is. For
instance, in the C-section graph [Fig. 2.4(a)], the feedback is due to the coupler backward
coupling (B), i.e. the group delay swing is proportional (nonlinearly) to B [12]. In the ring
resonator graph [Fig. 2.4(b)], the feedback is due to the coupler through transmission coef-
ﬁcient (T ), i.e. the group delay swing is proportional to T , or inversely proportional to B
since |B|2 = 1−|T |2 [57]. In the reﬂective coupled resonator graph [Fig. 2.4(c)], the feedback
is due to the local reﬂection (R) of the coupling mechanism, i.e. the group delay swing is
proportional to R [1]. Note that we have assumed ideal TEM propagation here, leading to
the condition |B|2 + |T |2 = 1, i.e. zero parasitic eﬀects (coupler forward coupling and reﬂec-
tion), for the four-port coupled-line coupler used in C-section and ring resonator. However,
in practice, due to the imperfect TEM wave in coupler, there may exist innegligible parasitic
eﬀects, which create undesired wave paths that are not taken into account in Figs 2.4(a)
and (b). The reﬂective resonator is immune to the parasitic eﬀects, because it is based on a
coupling mechanism that is only two-port.
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Figure 2.3 Schematics for ﬁrst-order all-pass phasers. (a) C-section corresponding
to Fig. 2.2(f) with a short at one end, and T and B are the coupler through and back-
ward coupling coeﬃcients, respectively. (b) Ring resonator corresponding to Fig. 2.2(g) with
one of the coupled lines enclosed by an isolated transmission line with electrical length θ.
(c) Reﬂective coupled resonator corresponding to one of the sections in Fig. 2.2(h), with an
open stub with electrical length θ and a coupling mechanism characterized by scattering pa-
rameters S, where R and T are the local reﬂection and transmission coeﬃcients, respectively.
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Figure 2.4 Signal ﬂow graphs corresponding to the phasers in Fig. 2.3. (a) Signal ﬂow graph
for the C-section in Fig. 2.3(a). (b) Signal ﬂow graph for the ring resonator in Fig. 2.3(b).
(c) Signal ﬂow graph for the reﬂective resonator in Fig. 2.3(c).
2.4 Group Delay Swing Enhancement with Reﬂective Resonator
The important ﬁgure of merit of phaser is group delay swing, Δτ = τmax−τmin. As mentioned
before, the passive C-section group delay swing is proportional to the the backward coupling.
Unfortunately, the achievable coupling value, and thus the group delay swing, is typically lim-
ited by the tolerance of photolithographical PCB fabrication process. However, this would
not be the case for passive ring resonator and reﬂective resonator, whose group delays are
proportional to the coupler through transmission coeﬃcient and the coupling mechanism re-
ﬂection coeﬃcient, respectively, hence greatly relaxing the fabrication constraint. Moreover,
considering reﬂective resonator’s immunity to parasitic eﬀects, such as coupler forward cou-
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pling, due to its tow-port nature, we will now present a phaser based on reflective resonator
with group delay swing enhancement compared to C-section phaser. Some of the following
materials are excerpt from [1].
2.4.1 Characterization of Reflective Coupled Resonator
The coupling mechanism in Fig. 2.3(c) may be a strip gap for a planar structure or a cou-
pling aperture for a metallic waveguide, which is passive, lossless and reciprocal, and can be
modeled by a scattering matrix of the form
S =
 |R| j|T |
j|T | |R|
 , with |R|2 + |T |2 = 1. (2.5)
Assuming an unity excitation, one may obtain the overall scattering parameter (S11) by
adding up all the multiple scattering output waves, corresponding to
S11 = R + Te−j2θT + Te−j2θRe−j2θT + Te−j2θRe−j2θRe−j2θT . . . = R +
T 2e−j2θ
1−Re−j2θ . (2.6)
where θ = piω/ω0 is the electrical length of the open stub at ω, which at the center frequency
ω0 is pi. Performing mathematical manipulations (2.6), reduces to
S11(ω) =
1− jρ tan(piω/ω0)
1 + jρ tan(piω/ω0)
, (2.7a)
with
ρ = 1 + |R|1− |R| (2.7b)
identified as the local standing wave ratio of the coupling mechanism. The corresponding
group delay is obtained by taking the phase derivative of (2.7a), leading to
τ(ω) = ρT0(ρ2 − 1) sin2(piω/ω0) + 1 , (2.8)
with T0 = 1/f0 being the period at ω0 = 2pif0. The corresponding group delay swing is
∆τ = τmax − τmin = τ |ω=nω0 − τ |ω=(2n−1)ω0/2 =
4|R|T0
(1 + |R|)(1− |R|) , (2.9)
which is indeed proportional (nonlinearly) to the reflection coefficient. Since a high reflec-
tion coefficient is easier to achieve than high coupling in C-section, the reflective resonator
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(RR) phaser practically provides higher group delay swing than its C-section counterpart.
Figure 2.5 plots (2.8) for diﬀerent R, the non-dispersive case (|R| = 0) corresponds to a ﬂat
group delay. As |R| increases, the delay decreases at anti-resonance frequencies (n + 0.5)ω0
(n ∈ Z), while increases quickly with increased |R| at resonance frequencies nω0, thus further
conﬁrming the group delay swing proportional to |R|. Also note that, as the group delay
swing (Δτ) increases, the bandwidth decreases, due to the constant time bandwidth prod-
uct [Eq. (2.4)] nature. To broaden the bandwidth, one may cascade a few such resonators
tuned at diﬀerent resonance frequencies. However, cascading one port reﬂective resonators
requires additional eﬀort to transform the one-port network to two-port, as will be shown
in Sec. 2.4.3.
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Figure 2.5 Normalized group delay τ/T0 versus frequency ω/ω0 computed using (2.8) for
diﬀerent reﬂection coeﬃcients R’s.
2.4.2 Physical Realization and Modeling of Reﬂective Resonator (RR) Phaser
A possible physical implementation of the reﬂective resonator [Fig. 2.3(c)] in planar circuit
technology along with its equivalent model are presented in Figs 2.6(a) and (b), respectively.
This is a half-wavelength (at ω0) resonator fed by a quater-wavelength capacitive coupled-
line coupling mechanism [98]. Around odd multiple of ω0 [ω ≈ (2n − 1)ω0], Fig. 2.6(a) is
equivalent to Fig. 2.6(b), which is identical to the reﬂective resonator in Fig. 2.3(c) with
an additional phase shift by the leftmost transmission line shown in Fig. 2.6(b). The group
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delay response of Fig. 2.6(a) diﬀers from that of Fig. 2.3(c) in that, instead of exhibiting
group delay maxima at all the multiples of ω0 [τmax = τ |ω=nω0 in Fig. 2.5], it exhibits them
only at the odd multiples of ω0 [τmax = τ |ω=(2n−1)ω0 ].
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Figure 2.6 Coupled-line implementation of the constituent reﬂective resonator in Fig. 2.3(c).
(a) Physical conﬁguration. (b) Equivalent transmission-line model with the coupling mecha-
nism modeled by a J-inverter with scattering parameters S.
We shall now model the circuit in Fig. 2.6(a). Note that the coupled-line coupler section
performs the admittance inverter (J-inverter) function, while the bottom half-wavelength
stepped-impedance line performs the resonator function.
A J-inverter may be modeled by its ABCD matrix, as [98]
⎡
⎣A B
C D
⎤
⎦ =
⎡
⎣ 0 j1/J
jJ 0
⎤
⎦ . (2.10)
Transforming (2.10) into its scattering parameters using standard network conversion formu-
las [98], and equating the corresponding scattering parameters to (2.5) yields the matched-
output reﬂection coeﬃcient (local reﬂection coeﬃcient)
R = 1 − (JZ0)
2
1 + (JZ0)2
. (2.11)
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Solving (2.11) for J leads to
J = 1
Z0
√
ρ
, (2.12)
with ρ given by (2.7b).
The equivalence shown in Fig. 2.6 holds in the vicinity of odd multiples of the first resonance,
ω0, where the coupler even and odd impedances, Z0e and Z0o, are expressed as [98]
z0e =
Z0e
Z0
= 1 + JZ0 + (JZ0)2 = 1 +
1√
ρ
+ 1
ρ
, (2.13a)
z0o =
Z0o
Z0
= 1− JZ0 + (JZ0)2 = 1− 1√
ρ
+ 1
ρ
, (2.13b)
respectively, where Z0 is the system impedance, J is admittance inversion factor, and (2.12)
was used to obtain the last expressions.
The goal is now to find the input impedance zin, and hence the reflection coefficient of the
coupled-line RT phaser to find its group delay characteristics. First, the four-port normalized
impedance matrix for the coupled-line coupler shown in Fig. 2.6 is expressed in terms of the
even and odd impedances as [98]
z11 = z22 = z33 = z44 =
−j
2 (z0e + z0o) cot θ, (2.14a)
z12 = z21 = z34 = z43 =
−j
2 (z0e − z0o) cot θ, (2.14b)
z13 = z31 = z24 = z42 =
−j
2 (z0e − z0o) csc θ, (2.14c)
z14 = z41 = z23 = z32 =
−j
2 (z0e + z0o) csc θ, (2.14d)
where θ = piω/(2ω0) is the electrical length of the coupler at any frequency ω.
Next, the open-end boundary conditions at port 2 and 4 shown in Fig. 2.6(a) are applied to
reduce the four-port impedance matrix (2.14) to the two-port matrix
[z] =
z11 z13
z31 z33
 . (2.15)
Finally, the boundary condition at port 3, which is the normalized input impedance of the
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open-end quarter-wavelength transmission line in Fig. 2.6(a) and reads
zL3 = −j cot θ = v3
i3
. (2.16)
The system formed by the (v1, v3) - (i1, i3) matrix equation associated with (2.15) plus (2.16)
represents a system of three equations in the variables v1, i1, v3, i3. Eliminating v3 and i3,
provides the input impedance for the system in Fig. 2.6(a),
zin =
v1
i1
= z11 − z
2
13
z11 + zL3
. (2.17)
Inserting (2.16), (2.14a) and (2.14c) with (2.13) into (2.17) leads to the corresponding reflec-
tion coefficient
S11 =
zin − 1
zin + 1
=
cot θ
(
1 + 1
ρ
− 12ρ+ 1 sec
2 θ
)
− j
cot θ
(
1 + 1
ρ
− 12ρ+ 1 sec
2 θ
)
+ j
, with θ = piω2ω0
. (2.18)
It is straightforwardly verified in (2.18) that the reflective resonator is also an all-pass, i.e.
|S11(ω)| ≡ 1 ∀ω.
The corresponding normalized group delay response can be obtained by taking derivative of
∠S11 from (2.18), which yields
τ 11 = − 1
T0
∂∠S11
∂ω
=
csc2 θ
(
1 + 1
ρ
− 12ρ+ 1 sec
2 θ cos 2θ
)
2 + 2 cot2 θ
(
1 + 1
ρ
− 12ρ+ 1 sec
2 θ
)2 . (2.19)
Since this RR phaser, represented in Fig. 2.6(a), and the C-section phaser shown in Fig. 2.3(a)
are both implemented using coupled lines, their group delay responses can be compared in
terms of same parameter, namely the backward coupling factor k. However, one must first
establish the relationship between k and ρ for the RR phaser. This relation may be found
by inserting (2.13) with (2.7b) into the well-known relation k = (z0e− z0o)/(z0e + z0o), which
yields
k =
√
ρ
ρ+ 1 , (2.20)
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or, solving (2.20) for ρ
ρ =
(
1 +
√
1 − 4k2
)2
4k2 . (2.21)
For comparison, we write the normalized group delay function of C-section below [12]
τ 21 =
τ21
T0
= κ/2(κ2 − 1) sin2 θ + 1 , with κ =
√
1 − k
1 + k and θ =
πω
2ω0
. (2.22)
Figure 2.7 compares the group delay function of an RR phaser, computed using (2.19), with
that of a C-section, computed using (2.22). Where the group delay swing of C-section is
proportional (non-linearly) to k, while that of the RR phaser is inversely proportional to
k, which is preferable since the coupling factor (k) is typically constrained by fabrication
tolerance. Also note that the group delay maxima of RR phaser indeed only appear at odd
multiple of the ﬁrst resonance frequency (2n − 1)ω0.
0 0.5 1 1.5 2 2.5 3 3.5 4
0
5
10
15
0 0.5 1 1.5 2 2.5 3 3.5 4
0
5
10
15
τ 11 (2.19)τ 11 (2.19)
τ 21 (2.22)τ 21 (2.22)
N
or
m
al
iz
ed
gr
ou
p
d
el
ay
N
or
m
al
iz
ed
gr
ou
p
d
el
ay
ω{ω0ω{ω0
(a) (b)
Figure 2.7 Comparison of group delays between RR phaser in Fig. 2.6(a) and C-section phaser
in Fig. 2.3(a) for diﬀerent coupling factors, (a) k = 0.4, (b) k = 0.25.
2.4.3 Experimental Demonstration of Group Delay Engineered RR Phaser
It was just shown that the RR phaser in Fig. 2.6(a) provides group delay swing (Δτ) that is
inversely proportional to the coupling coeﬃcient k, and thus superior to C-section in terms
of achievable Δτ . However, they suﬀer from the drawback of requiring a circulator, which is
bulky, at their input to separate out the input and output signals. To eliminate this drawback,
while maintaining the superior resolution beneﬁt, we propose here the RR phaser unit shown
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in Fig. 2.8, which is composed of two identical reflective resonator units combined into a
two-port network via a hybrid coupler. The concept of using a coupler to transform two
one-port networks into a two-port network is similar to that used in reflection-type phase
shifters [99]. The hybrid coupler in Fig. 2.8 may be implemented in different technologies.
S
S
O.C.
O.C.
1
2
Figure 2.8 Proposed RR phaser unit based on two reflective resonators in Fig. 2.3(c) combined
into a two-port network via a hybrid coupler. (L. Zou, et al [1], Proc. IMS ©2014 IEEE)
In this thesis, we use branch-line coupler, which is narrow band and is hence appropriate
only for narrow-band analog signal processing applications (e.g. Doppler radar). For other
applications, requiring broader bandwidth, the coupler may be implemented in various types
of broadband couplers [100].
Figure 2.9 shows the layout and dimension parameters corresponding to the proposed RR
phaser unit in Fig. 2.8. We fabricate a complete RR phaser prototype, consisting of two
such units, as shown in Fig. 2.10, and designed to provide a group delay swing more than
7 ns over a bandwidth of 120 MHz centered at 4.09 GHz. The parameters of the two units
composing this phaser are listed in Table 2.1. The two branch-line hybrids are tuned at the
same frequency and hence have same dimensions : wBC1 = 36.8559 mil, wBC2 = 20.7797 mil,
`BC1 = `BC2 = 408.1352 mil.
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Figure 2.9 Implementation of the RR phaser unit corresponding to Fig. 2.8 using a branch-
line hybrid coupler and two reflective resonators of the type shown in Fig. 2.6. (L. Zou, et
al [1], Proc. IMS ©2014 IEEE)
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Figure 2.10 Fabricated two-unit RR phaser prototype in stripline technology. (L. Zou, et
al [1], Proc. IMS ©2014 IEEE)
Table 2.1 Physical dimensions of the two-unit RR phaser shown in Fig. 2.10, with dimension
parameters indicated in Fig. 2.9 (Units : mil). (L. Zou, et al [1], Proc. IMS ©2014 IEEE)
RT Unit wRR1 gRR1 `RR1 wRR2 `RT2
1 17.8792 6.9895 383.8724 20.7797 383.6724
2 18.8850 9.2514 378.3913 20.7797 378.0913
The experimental results are presented in Fig. 2.11. Excellent agreement is observed with the
specified group delay. The maximum insertion loss is less than 7 dB and the maximum return
loss is better than 17 dB. Note that the insertion loss is proportional to the corresponding
linear group delay, thus being amplitude imbalance, i.e. not flat. The amplitude imbalance
issue will be addressed using loss-gain equalized phaser presented in next chapter.
Finally, Fig. 2.12 provides quantitative information on the benefit of the proposed RR phaser
compared to C-section phaser with the same footprint area. In that particular design, the
proposed structure provides a 20 times group delay swing enhancement compared to the
C-section one.
2.5 Summary and Perspective
This chapter first introduces the group delay engineering concept and compares different
passive phaser technologies, among which an all-pass phaser ideally shows flat amplitude and
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Figure 2.11 Experimental results of the RR phaser in Fig. 2.10. (a) Group delay response
with Δτ ≈ 10 ns. (b) Amplitude responses (S11 and S21).
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Figure 2.12 Comparison of the group delay responses of the RR phaser in Fig. 2.10 and the
C-section phaser with the same footprint : (1) proposed RR phaser including only two RR
units corresponding to the conﬁguration of Fig. 2.9 (red curve) and (2) C-section phaser
formed by cascading 180 C-sections (blue curve). (L. Zou, et al [1], Proc. IMS ©2014 IEEE)
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group delay that can be controlled independently of its amplitude. Then, Sec. 2.3 compares
three all-pass phasers, namely, C-section, ring resonator, reflective resonator, in terms of
group delay swing capability, parasitic effects, and chooses reflective resonator as the candi-
date for frequency resolution enhancement, due to its proportionality of group delay swing
to reflection coefficient and its immunity to parasitic effects. Next, Sec. 2.4 analyzes a practi-
cal implementation of the reflective resonator in terms of transfer function and group delay,
and experimentally demonstrates the prototype with 20-time group delay swing enhancement
compared to C-section phaser with identical footprint size. However, the reflective resonator is
not without its drawbacks, 1) its reflective nature requires transformation configuration from
one port to two port using 90◦ hybrid, thus complicating the layout design ; 2) its high group
delay swing capability corresponds to narrow bandwidth due to constant time-bandwidth
product for a given phaser, and also leads to high amplitude imbalance due to the loss of any
natural material. The high group delay swing and narrow bandwidth properties may still find
their applications in, such as for instance, real-time Doppler frequency shift. The amplitude
imbalance issue may be solved by active phaser technology introduced in Chapter 3.
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CHAPTER 3 GAIN-LOSS EQUALIZED ACTIVE PHASER
In Sec. 2.4, we have shown the amplitude imbalance issue [Fig. 2.11(b)] associated with
passive phaser. Such issue leads to undesired signal distortion [6]. Moreover, passive phaser
technologies introduced in Chapter 2 only provide fixed group delay. However, some appli-
cations may require the system to adapt to dynamic environments in real time, which may
typically require group delay reconfigurability. One of such applications is dispersion code
multiple access (DCMA) [101], where dynamic communication switching between different
communication pairs requires real-time reconfiguration of the dispersion codes assigned to
users. A reconfigurable phaser has been reported in [59] using a distributed amplifier to mimic
an EBG structure [5], [22], but the obtained amplitude response is strongly frequency de-
pendent, which is generally undesirable in R-ASP since this induces distortion [6]. In [58], an
amplification feedback loop is added to a C-section phaser to increase the group delay swing.
However, the group delay enhancement there is due to the equivalent cascade of N identical
phasers, where N is the iteration counts controlled by an SPDT RF switch, which requires
external synchronization and design complication. In that system, the amplification in the
feedback loop does not contribute to group delay enhancement, but only loss compensation
(L. Zou, et al [15], T-MTT, © 2017 IEEE).
This chapter systematically addresses these issues by exploiting the gain-loss equalization
effect with C-section example, which leads to real all-pass amplitude response that is inde-
pendent of group delay, and reconfigurable group delay response. This chapter is organized
as follows : Sec. 3.1 presents the amplitude imbalance issue for a passive (lossy) C-section,
then Sec. 3.2 introduces the gain-loss equalization concept, Sec. 3.3 proposes and models a
practical lumped loaded active C-section in terms of scattering parameters, Sec. 3.4 presents
gain-loss equalized phaser based on active C-sections and demonstrates the flat amplitude
and reconfigurable group delay responses, finally Sec. 3.5 characterizes the noise figures. Part
of the material in this chapter is excerpt from [15].
3.1 Amplitude Imbalance Issue
In practice, due to the inherent loss in natural materials, all passive devices are therefore lossy.
Moreover, the transmission loss (|S21| < 1) is proportional to the wave propagation distance,
which in turn is proportional to the group delay τ , i.e. 20 log10 |S21| ∝ τ . This section only
take all-pass phaser as study example for the amplitude imbalance issue, however readers
should keep in mind that the conclusion applies to other types of phaser. Figure 3.1 shows a
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lossy C-section example, which is constructed by shorting one end of a coupled-line coupler,
whose isolated transmission line propagation constant is γ = β − jα 1. Assuming TEM-wave
propagation, or equal even and odd mode propagation constants, i.e. αe = αo = α and
βe = βo = β, the transfer function of such a C-section structure takes the general form [12]
S21 =
1 − jκ tan γ
1 + jκ tan γ =
1 − κ tanhα − j(κ − tanhα) tan β
1 + κ tanhα + j(κ + tanhα) tan β , (3.1)
where κ =
√
(1 − k)/(1 + k), and k is the maximum coupling coeﬃcient.
γ
“
β
´
jα
γ
“
β
´
jα

k
k1 2
Figure 3.1 C-section with physical length , maximum coupling coeﬃcient k, and isolated
transmission line propagation constant γ = β − jα.
Figure 3.2 plots C-section responses for lossless and lossy cases, where the former leads to
ideal all-pass response (|S21| ≡ 1), while the latter leads to overall loss that is proportional
to the corresponding group delay (τ). Note that the group delay diﬀerence for two cases is
negligible here, we will show how group delay is aﬀected by loss in Sec. 3.2.
Figure 3.3 plots C-section responses for diﬀerent k values for lossy case. Increasing k increases
group delay swing [12], which is the result of increased wave travelling distance. Therefore,
the wave propagating through a C-section with higher k experiences higher loss that is
proportional to the corresponding propagation distance, and hence proportional to the group
delay, i.e. 20 log10 |S21| ∝ τ .
Given the aforementioned amplitude-delay dependence (20 log10 |S21| ∝ τ), in the presence
of dispersion, i.e. τ(ω) = constant, the amplitude is imbalance, i.e. |S21(ω)| = constant. Such
amplitude imbalance can be explained by Kramers-Kronig relation that relates the transfer
function amplitude with phase [81], and creates undesired signal distortion [6]. This issue is
systematically addressed in Chapter 3.
1. The time dependence e+jωt.
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Figure 3.2 Circuit simulated responses of the C-section in Fig. 3.1 with S21 given by (3.1)
with α = 0 (lossless) and α = 0.345 Np/m (3 dB/m loss), and β = k0 (k0 is free space
wave number for 	r = 1), coupling coeﬃcient k = 0.5, physical length  = 0.075 m (quarter
wavelength at 1 GHz). (a) Transfer amplitude |S21|. (b) Group delay response τ .
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Figure 3.3 Circuit simulated responses of the lossy (α = 0.345 Np/m or 3 dB/m) C-section
in Fig. 3.1 with coupling coeﬃcients k = 0.5 and k = 0.9, and , β = k0 (k0 is free space wave
number for 	r = 1), physical length  = 0.075 m (quarter wavelength at 1 GHz). (a) Transfer
amplitude |S21|. (b) Group delay response τ . Note that k = 0.9 is typically impractical value
for planar fabrication, here we just use it numerically to exaggerate the diﬀerence.
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3.2 Gain-Loss Equalization Concept
This section includes both gain and loss in C-section, showing that the balanced gain and
loss C-sections exhibit opposite amplitudes and identical group delays. To include either loss
or gain in the C-section in Fig. 3.1 and in the corresponding transfer function in (3.1), we
shall allow the imaginary part of the isolated transmission line propagation factor, α to be
now either positive (loss) or negative (gain). The corresponding amplitude and the phase of
(3.1) are
|S21| =
√√√√(1− κ tanhα`)2 + (κ− tanhα`)2 tan2 β`
(1 + κ tanhα`)2 + (κ+ tanhα`)2 tan2 β` , (3.2a)
∠S21 = − arctan
(
κ− tanhα`
1− κ tanhα` tan β`
)
− arctan
(
κ+ tanhα`
1 + κ tanhα` tan β`
)
, (3.2b)
respectively. Inspecting (3.2a) and (3.2b) reveals that reversing the sign of α reverses |S21|
while keeps ∠S21 unchanged, i.e.
|S21(−α)| = 1|S21(α)| , (3.3a)
∠S21(−α) = ∠S21(α), (3.3b)
respectively. Equations (3.3a) and (3.3b) state that equalized distributed loss (|α|) and gain
(−|α|) yields amplitudes symmetric about 0 dB, i.e. 20 log(|S21(−α)|) = −20 log(|S21(α)|),
and identical group delays, τ21(−α) = τ21(α), since τ21 = −∂∠S21/∂ω, as plotted in Fig. 3.4.
Moreover, the group delay swing is proportional (non-linearly) to the absolute value of gain or
loss. The tuning effect of gain and loss on group delay will be later shown to allow group delay
reconfigurability, the symmetry of gain and loss amplitudes about 0 dB will lead to perfect
overall amplitude compensation and thus real all-pass response, by combining equalized gain
and loss sections. However, distributed gain and loss profiles would be difficult to engineer,
and we therefore now turn to lumped gain and loss inclusions, where the same conclusions
will be shown to hold.
3.3 Active Loaded C-Section
We consider the lumped loaded active C-section shown in Fig. 3.5, where the coupler, prac-
tically including parasitic effects such as forward coupling and reflection, is assumed to be
lossless and terminated at one end (ports 3 and 4) by a load, which may have loss or gain.
We may always consider the actual loss of the coupler is absorbed in the load, for simplicity.
The scattering matrices of the coupler and the load may be written as
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with β = πω/(2ω0) and coupling coeﬃcient k = 0.5. (a) Group delay responses normalized
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Figure 3.5 Lumped loaded active C-section consisting of a coupled-line coupler and a load
with corresponding scattering parameters indicated.
SC =
⎡
⎢⎢⎢⎢⎢⎢⎣
RC BC TC FC
BC RC FC TC
TC FC RC BC
FC TC BC RC
⎤
⎥⎥⎥⎥⎥⎥⎦
, (3.4a)
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SL =
RL,1 TL,B
TL,F RL,2
 , (3.4b)
where BC, FC, TC and RC are the coupler backward and forward-wave coupling, through
transmission and local reflection coefficients, respectively, and RL,1, RL,2, TL,F and TL,B are
the load input and output reflection, and forward and backward transmission coefficients,
respectively. The load will be implemented in the form of a transistor, which may be assumed
to be unilateral, and we shall therefore next assume TL,B = 0. Ideally, FC=RC = 0 for purely
TEM-wave coupler, and RL,1 = RL,2 = 0 for perfectly matched load. However, in practice,
FC, RC, RL,1, RL,2 6= 0, which represent non-idealities that create undesired wave paths. We
shall now derive the scattering parameters of the active C-section.
3.3.1 Exact Scattering Parameters
The exact scattering parameters of the active C-section may be obtained, following the tech-
nique used in [102], by embedding the 2-port scattering matrix of the load into the 4-port
scattering matrix of the coupler, which leads to the scattering matrix of the resulting 2-port
active C-section.
The scattering of the coupler (without load) may be described by the general matrix equation
B = SCA, (3.5a)
where the vectors A = [a1, a2, a3, a4]T and B = [b1, b2, b3, b4]T are composed of the input and
output waves at the 4 ports, respectively, orB1
B2
 =
S1 S2
S2 S1
A1
A2
 , (3.5b)
where the matrix SC, explicitely given in (3.4a), and the vectors A and B have been decom-
posed into the 2× 2 and 2× 1 block matrices
S1 =
RC BC
BC RC
 , S2 =
TC FC
FC TC
 , and
B1 =
b1
b2
 , B2 =
b3
b4
 , A1 =
a1
a2
 , A2 =
a3
a4
 ,
(3.5c)
respectively.
Noting that B2 and A2 represent the input and output waves of the load, respectively, the
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effect of the load may be incorporated in these relations by setting
A2 = SLB2, (3.6)
where SL is explicitly given in (3.4b). Inserting (3.6) into (3.5b) yields
B1 = S1A1 + S2SLB2, (3.7a)
B2 = S2A1 + S1SLB2. (3.7b)
Solving (3.7b) for B2 leads to
B2 = (I− S1SL)−1 S2A1, with I =
1 0
0 1
 . (3.8)
Inserting (3.8) into (3.7a) and solving for B1 finally yields
B1 =
[
S1 + S2SL (I− S1SL)−1 S2
]
A1 = SA1, (3.9)
which is the general scattering relation of the active C-section characterized by the global
scattering matrix S
S =
S11 S12
S21 S22
 = S1 + S2SL (I− S1SL)−1 S2. (3.10)
Finally, substituting (3.4b) for SL with TL,B = 0 (unidirectional load assumption) and (3.5c)
for S1 and S2 into (3.10) yields the exact scattering parameters of the active C-section that
are given in (3.11).
S11 = RC+
T 2CRL,1 + TCTL,FFC + F 2CRL,2 − T 2CRCRL,1RL,2 + 2TCBCFCRL,1RL,2 − F 2CRCRL,1RL,2
1−BCTL,F −RCRL,1 −RCRL,2 −B2CRL,1RL,2 +R2CRL,1RL,2
,
(3.11a)
S21 = BC+
T 2CTL,F + TCFCRL,1 + TCFCRL,2 +BCT 2CRL,1RL,2 +BCF 2CRL,1RL,2 − 2TCFCRCRL,1RL,2
1−BCTL,F −RCRL,1 −RCRL,2 −B2CRL,1RL,2 +R2CRL,1RL,2
,
(3.11b)
S22 = RC+
T 2CRL,2 + TCTL,FFC + F 2CRL,1 − T 2CRCRL,1RL,2 + 2TCBCFCRL,1RL,2 − F 2CRCRL,1RL,2
1−BCTL,F −RCRL,1 −RCRL,2 −B2CRL,1RL,2 +R2CRL,1RL,2
,
(3.11c)
S12 = BC+
F 2CTL,F + TCFCRL,1 + TCFCRL,2 +BCT 2CRL,1RL,2 +BCF 2CRL,1RL,2 − 2TCFCRCRL,1RL,2
1−BCTL,F −RCRL,1 −RCRL,2 −B2CRL,1RL,2 +R2CRL,1RL,2
.
(3.11d)
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3.3.2 Approximate Scattering Parameters
Equations (3.11) are lengthy and cumbersome, and provide little insight into the scattering
phenomenon that they represent. However, the aforementioned non-idealities are usually weak
parasitic effects in the design bandwidth, corresponding to small quantities. The parameters
FC, RC, RL,1, RL,2 in (3.4) are therefore small quantities that may be ignored when appearing
in orders larger than one. Keeping thus only the zero and first order terms reduces (3.11) to
the much simpler relations
S11 ≈ RC + T
2
CRL,1 + TCFCTL,F
1−BCTL,F , (3.12a)
S21 ≈ BC + T
2
CTL,F
1−BCTL,F , (3.12b)
S22 ≈ RC + T
2
CRL,2 + TCFCTL,F
1−BCTL,F , (3.12c)
S12 ≈ BC. (3.12d)
In order to obtain the simplified expressions (3.12), we had to pass through the complicated
and insightless relations Eqs (3.11). However, these relations may also be arrived at in a much
simpler and more insightful manner using the flow graph technique, which will additionally,
and most importantly, provide us with an efficient approach for the practical design of the
active loaded C-section device.
The signal flow graph corresponding to the C-section in Fig. 3.5 is shown in Fig. 3.6. In
this graph, two main paths, the forward (upper) and backward (lower) paths, couple to each
other only via the non-idealities (all of the paths in-between). An ideal C-section, excluding
the non-ideality paths, would include only either the forward path (port 1 excited) or the
backward path (port 2 excited).
Taking account all the paths in Fig. 3.6 will naturally lead to the exact scattering parameters,
but we apply here some simplifications. In the following discussion, the subscripts F and B
refer to the forward and backward paths, respectively. Now we take S11 signal flow graph as
the simplification example, where we study the signal propagating from port 1F to port 1B.
Assuming small non-idealities, we perform the following sequence of simplifications : i) Due to
the absence of excitation at port 2, node 2B and all connected paths are removed. Moreover,
node 2F and all connected paths, not contributing to backward propagation towards port 1,
are also removed, resulting in the flow graph shown in Fig. 3.7(a). ii) The return paths
from the backward to the forward directions, namely the paths RC : aB → aF and RL,2 :
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Figure 3.6 Signal flow graph modeling the active C-section in Fig. 3.5.
bB → bF are removed, because they give rise to non-ideality terms of order higher the the
first order, which results into the flow graph of Fig. 3.7(b). iii) Considering transistor load,
where |TL,B| ≈ 0, we finally omit the path TL,B and the node bB, which leads to the final flow
graph in Fig. 3.7(c).
Denoting vi,F/B the voltage at node i for forward/backward propagation, the reflection signal
at port 1, i.e. v1,B, is
v1,B = RCv1,F + FCvb,F + TCRL,1va,F = RCv1,F + (FCTL,F + TCRL,1)
TCv1,F
1− TL,FBC , (3.13)
leading to overall input reflection coefficient
S11 =
v1,B
v1,F
= RC +
T 2CRL,1 + TCFCTL,F
1−BCTL,F , (3.14)
which is identical to (3.12a). Following similar simplification procedures leads to the signal
flow graphs for S21, S22 and S12 shown in Figs 3.8(a), (b) and (c), respectively. Their corre-
sponding scattering parameters derived from the flow graphs are also found to be identical
to Eqs (3.12b), (3.12c) and (3.12d).
3.3.3 Resonance and Convergence Conditions
Observing the flow graphs in Figs 3.7(c), 3.8(a) and 3.8(b) corresponding to S11, S21 and S22,
respectively, one finds that they all have a feedback path due to the backward coupling (BC),
and the closed feedback loop transfer function is BCTL,F, as in the denominator of (3.12a),
(3.12b) and (3.12c). The transfer phase and amplitude of BCTL,F correspond to resonance
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Figure 3.7 Progressive simplification of Fig. 3.6 for S11 : (a) removing higher-order paths (red
dashed lines), (b) omitting negligible load backward transmission (red dashed lines), (c) final
chart.
and convergence conditions, respectively [15].
At resonance frequency, ωr, the loop transfer function is purely real, i.e. BCTL,F ∈ R, and
|S11|, |S21| and |S22| are maximum. The loop phase for resonance condition is
∠[TL,F(ωr)BC(ωr)] = ∠TL,F(ωr) + ∠BC(ωr) = 2pin, (n ∈ Z). (3.15a)
At the resonance frequency, the loop transfer amplitude should be smaller than 1, i.e.
|BC(ωr)TL,F(ωr)| < 1, to ensure |S11|, |S21| and |S22| being convergent, i.e. |S11|, |S21|, |S22| <
∞. The loop amplitude for convergence condition is equivalent to
|TL,F(ωr)| < 1|BC(ωr)| . (3.15b)
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Figure 3.8 Simplified signal flow graphs of Fig. 3.6 for (a) S21, (b) S22, and (c) S12.
3.3.4 Verification of the Exact and Approximate Formulas
To verify the analytical scattering parameters given by Eqs (3.11) and (3.12), one my compare
them against the circuit-simulated ones. For this purpose, we use a microstrip coupled-line
coupler (with non-zero FC and RC) and transistor load (with non-zero RL,1 and RL,2). Their
responses are plotted in Fig. 3.9.
The coupler and load responses in Fig. 3.9 are next inserted into (3.11) (analytical exact)
and (3.12) (analytical approximate), and the results are compared against ADS circuit-
simulated results (exact) using the same coupler and load models. As an example, Fig. 3.10(a)
plots |S11| for different values of |TL,F| ; the differences between analytical exact parameters
[Eq. (3.11a)], analytical approximate parameters [Eq. (3.12a)] and simulated results are undis-
tinguishable. Figure 3.10(b) shows the relative error of the analytical results [Eqs. (3.11a),
(3.12a)] with respect to the simulated ones, where this error being defined as
Errorij =
|Sij,analytical| − |Sij,simulated|
|Sij,simulated| × 100%, (3.16)
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Figure 3.9 Scattering parameter versus frequency. (a) Simulated transfer amplitudes of a
microstrip coupler. (b) Measured transfer amplitudes of a transistor load (variable gain am-
plifier S2P model of Avago VMMK-3503) corresponding to forward transmission (variable
gain) |TL,F| = 8.4, 0 and −7.3 dB, respectively, and TL,B ≈ −50 dB which may be practically
ignored.
with Sij,analytical being obtained by (3.11) or by (3.12). The largest error corresponds, as
expected, to the approximate formula, Eq. (3.12a), but it does not exceed 5%, confirming
that the approximate parameters are practically satisfactory. Excellent agreement is also
observed for Eqs. (3.12b), (3.12c) and (3.12d).
Note that when the load has gain, such as for instance |TL,F| = 8.4 dB, the overall C-
section may be poorly matched as shown in Fig. 3.10(a). The corresponding matching will
be considered with the practical prototype design example in Sec. 3.4.3.
3.4 Gain-Loss Equalized Phaser Based on Active C-Section
This section first characterizes the transfer (S21) group delay and amplitude responses of an
Active C-section, and then proposes the gain-loss equalized phaser, finally designs, fabricates
and experimentally demonstrates the prototypes.
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Figure 3.10 Comparison of the exact [Eq. (3.11a)] and approximate [Eq. (3.12a)] scattering
parameters with circuit-simulated scattering parameter using the model in Fig. 3.5 with
the coupler and load responses in Fig. 3.9. (a) S11 for diﬀerent |TL,F|’s. (b) Corresponding
error, deﬁned by (3.16), for Eqs. (3.11a) and (3.12a). The resonance frequency, as deﬁned
in (3.15a), is fr = 2.5 GHz, and the corresponding scattering pole, deﬁned in (3.15b), is found
from Fig. 3.9(a) as |T pL,F| = 1/|BC(fr)| = 10 dB.
3.4.1 Transfer Group Delay and Amplitude Characterization
The information of the amplitude and group delay resides in the transfer function given by
(3.12b), which is reproduced below :
S21 ≈ BC + T
2
CTL,F
1 − BCTL,F . (3.17)
The parameters in (3.17) are coupler backward coupling and through coeﬃcients, and load
forward transmission coeﬃcient, namely BC, TC and TL,F, and given by
BC(ω) =
jk sin θ√
1 − k2 cos θ + j sin θ , (3.18a)
TC(ω) =
√
1 − k2√
1 − k2 cos θ + j sin θ , (3.18b)
and
TL,F(ω) = AL,F(ω)ejφL,F(ω), (3.18c)
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respectively [15, 100], with parameters k being the maximum coupling occurring at the
quarter-wavelength frequency ω0, and θ = piω/2ω0 being the electrical length of the cou-
pler at any frequency ω.
Inserting (3.18a), (3.18b) and (3.18c) into (3.17) yields
S21 = TL
√
1− k2 cot θ + k/AL sinφL − j (1− k/AL cosφL)√
1− k2 cot θ + kAL sinφL + j (1− kAL cosφL)
= |S21| ejφ21 , (3.19a)
where
|S21| = AL
√√√√√√
(√
1− k2 cot θ + k/AL sinφL
)2
+ (1− k/AL cosφL)2(√
1− k2 cot θ + kAL sinφL
)2
+ (1− kAL cosφL)2
, (3.19b)
∠S21 = − arctan 1− k/AL cosφL√1− k2 cot θ + k/AL sinφL
− arctan 1− kAL cosφL√
1− k2 cot θ + kAL sinφL
+ φL,
(3.19c)
Inspecting (3.19b) and (3.19c) reveals that reversing the load transmission amplitude, i.e.
AL → 1/AL, reverses the loaded C-section transfer function amplitude, |S21|, while keeping
the transfer phase ∠S21, and hence also the group delay, τ21, unchanged, i.e.
|S21(AL, ω)| = 1|S21(1/AL, ω)| , (3.20a)
∠S21(AL, ω) = ∠S21(1/AL, ω), τ21(AL, ω) = τ21(1/AL, ω). (3.20b)
Figure 3.11 shows the active C-section transfer group delays and amplitudes. We see that the
equalized gain and loss pair exhibits identical group delay and symmetric amplitudes about
|S21| = 0 dB, thus confirming that the lumped active C-section, as a practical implementa-
tion of its distributed counterpart in Sec. 3.2, exhibits identical group delay and amplitude
characteristics.
Apart from tuning the height of group delay peak, the position of group delay peak, ωr, or
resonance frequency, can be also tuned by varying the load transmission phase, φL, as shown
in Fig. 3.12. The value of resonance frequency, ωr is determined by using (3.15a).
3.4.2 Combining Gain-Loss Equalized C-Section Pair
An all-pass gain-loss equalized pair is formed by cascading a gain C-section and a loss C-
section, as shown in Fig. 3.13, with appropriately tuned gain amplitude, |TL,gain| = G, and
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Figure 3.11 Simulated responses [Eq. 3.19] of active C-section with maximum coupling factor
k = −6 dB (k = 0.5) at the coupler quarter wavelength frequency ω0, resonance frequency
ωr = ω0 (φL ≡ 0) and varying load transfer amplitudes AL = {0,±3.5,±4.6,±5.3} dB.
(a) Normalized transfer group delays τ21/T0, T0 = 2π/ω0. (b) Transfer amplitudes |S21|. (L.
Zou, et al [15], T-MTT, ©2017 IEEE)
loss amplitude, |TL,loss| = L, such that G = 1/L. The group delay of the resulting gain-loss
pair is twice that of a single gain or loss loaded C-section, as shown in Fig. 3.14(a), while the
transfer amplitude becomes all-pass [Fig. 3.14(b)]. In addition to combining equalized gain
loss amplitudes so as to provide an all-pass response, the gain and loss load elements must
exhibit the same transfer phase, for all the reconﬁgurable states (i.e. all |TL|’s). Any oﬀset
between the phases of the gain and loss elements, i.e. Δφ = φL,gain − φL,loss = 0, results in
diﬀerent gain and loss resonance frequencies, ωr,gain = ωr,loss according to (3.15a), which leads
to ﬂuctuations (|S21| = 1) in the gain-loss pair transmission amplitude around the design
resonance frequency, as will be shown in Sec. 3.4.3.
3.4.3 Prototype Design and Experimental Demonstration
Design of Active C-Section
For a practical design of active C-section, we shall also consider its matching (|S11| and
|S22|). Since the load is typically implemented using transistor, whose backward transmission
coeﬃcient is essentially 0 [TL,B in Fig. 3.9(b)], the excitation is practically only applied at
port 1 of the active C-section, we thus only consider |S11| for practical matching design.
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Figure 3.12 Simulated responses [Eq. 3.19] of active C-section with maximum coupling factor
k = −6 dB (k = 0.5) at ω0, AL = ±4.6 dB, resonance frequency ωr tuned by varying
φL = {−20◦, 0◦, 20◦}. (a) Normalized transfer group delays τ21/T0, T0 = 2π/ω0. (b) Transfer
amplitudes |S21|. (L. Zou, et al [15], T-MTT, ©2017 IEEE)
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Figure 3.13 Proposed all-pass loss-gain equalized pair formed by cascading a gain loaded
C-section and a loss loaded C-section, where the gain is the reverse of the loss, G = 1/L. (L.
Zou, et al [15], T-MTT, ©2017 IEEE)
Ideally, if RC = FC = RL,1 = 0, S11 given by (3.12a) is always zero, and consequently, |TL|
can be safely tuned toward the pole given by (3.15b).
In practice, however, RC, FC, RL,1 = 0, and |S11| has been shown in Fig. 3.10(a) that it may
exceed 0 dB, i.e. reﬂection gain. In order to ensure satisfactory matching, one may adopt the
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Figure 3.14 Simulated responses of the gain-loss equalized pair in Fig. 3.13 with maximum
coupling factor k = 0.5 at ω0, load transmission phase φL ≡ 0 and diﬀerent load transmission
amplitudes AL = {0,±3.5,±4.6,±5.3} dB. (a) Normalized group delay τ21/T0. (b) All-pass
transfer amplitude |S21|. (L. Zou, et al [15], T-MTT, ©2017 IEEE)
following strategies :
1. restricting the maximum load gain |TL|max below the limit deﬁned by (3.15b), which,
however, limits the group delay tuning range ;
2. minimizing the non-idealities, RC, FC, RL,1 ;
We have calculated that the combination of |TL|max < 7 dB, |FC| < −40 dB, |RL,1| < −25 dB
for coupling k = −10 dB results in overall matching better than −20 dB and maximum group
delay of around 3 ns.
The active C-section is implemented here in microstrip technology for easiest fabrication
and testing. Unfortunately, due to their imperfect transverse electromagnetic nature, and
corresponding unequal even and odd mode phase velocities (vo > ve), microstrip couplers
suﬀer from relatively poor isolation [100] (FC = 0). To minimize matching degradation due
to non-zero FC, one should thus increase the natural isolation of the coupler. Corresponding
equalization of even and odd velocities may be achieved by diﬀerent approaches [103–105],
we use here capacitive compensation, which consists in inserting a coupling enhancing capac-
itance (0.3 pF here) in the gap between the two transmission lines, as shown in the fabricated
microstrip coupler in Fig. 3.15(a).
The fabricated loss-gain load is shown in Fig. 3.15(b) with parts speciﬁcations. It is composed
of the cascade of an internally matched variable gain-loss (VGL) chip, whose gain/loss is
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tuned, on the same chip, by varying the control bias voltage, and a ﬁxed stabilization and
matching enhancement attenuator (ATT). Both the VGL internal matching and the ATT
matching and attenuation contribute to the stability of the overall device.
1
2 3
4
0603 0.3 pF
(a)
Vs “ 3 V
Vc
VGL
ATT1
2
(b)
Figure 3.15 Fabricated prototypes of coupler and the load on Rogers RO6010 50 mil substrate
with 	r = 10.2, 0.5 oz cladding. (a) Capacitance compensated, even-odd mode phase velocity
equalized microstrip coupler (b) Variable gain loss (VGL) load composed a VGL chip (Avago
VMMK-3503 : internal matching, 0.5 − 18 GHz operation, from 12 dB gain to 11 dB loss,
23 dB tuning range by varying Vc from 1.8 V to 0.65 V) and a ﬁxed matching enhancement
attenuator ATT (Minicircuit GAT-4+ : 4 dB attenuation). (L. Zou, et al [15], T-MTT, ©2017
IEEE)
We perform all the measurements for the prototypes shown in this chapter by using the TRL
calibration technique [106] to eliminate the inﬂuence by the connectors, which typically intro-
duces error in phase (group delay) measurement. The capacitive compensation [Fig. 3.15(a)]
used here is restricted to a single frequency, which is here designed to be 2.5 GHz. Con-
sequently, the bandwidth is limited to the range 2.4 − 2.65 GHz around 2.5 GHz, where
the targeted isolation, |FC| < −40 dB, is guaranteed, the backward coupling coeﬃcient is
−10 dB at the designed frequency. The attenuator based stabilization [Fig. 3.15(b)] used here
ensures the load matching (|RL,1|) to be smaller than −25 dB and the maximum load gain
(|TL,F|max = 6.7 dB here) to be smaller than 7 dB in the satisfactory coupler isolation fre-
quency range (2.4−2.65 GHz). Moreover, it is found that the maximum load phase variation
corresponding to diﬀerent gains and losses is within 5◦, i.e.
max[ΔφL(|TL,F|)] = φL||TL,F|=6.7 dB − φL||TL,F|=−6.7 dB < 5◦. (3.21)
The corresponding eﬀect of ΔφL on gain-loss amplitude equalization will be shown in the
next subsection.
Figure 3.16 shows the fabricated active C-section, where the resonance frequency, ωr, can be
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tuned by adjusting the electrical length (φL) of the load so as to satisfy (3.15a).
1
2
Figure 3.16 Fabricated loaded active C-section with the coupler and the load (φL may be
different) in Fig. 3.15. (L. Zou, et al [15], T-MTT, ©2017 IEEE)
The corresponding measured amplitudes and group delays, with varied load loss and gain,
are plotted in Fig. 3.17. Consistently with the analysis presented in Sec. 3.4.1, the forward
transmission amplitudes are symmetric about 0 dB while the group delays are identical.
Combined Gain-Loss C-Section Pair
Figure 3.18 shows the fabricated equalized gain-loss C-section pair. The corresponding mea-
sured amplitudes and group delays, with varied load Loss and gain, are plotted in Fig. 3.19.
Consistently with the analysis presented in Sec. 3.4.2, the combined pair transfer amplitudes
are nearly flat while combined pair group delays are twice of the gain or loss C-section [com-
pare to Fig. 3.17(b)]. Moreover, the fluctuation of |S21| (within ±1 dB) near the resonance
frequency (2.45 GHz), shown in Fig. 3.18(b), is attributed to the offset (within 5◦) between
the gain and loss load transmission phases, as discussed in Sec. 3.4.2 in (3.21).
Group Delay Engineered Reconfigurable Cascade Gain-Loss Phaser
Cascading gain-loss C-section pairs tuned at different resonance frequencies allows to synthe-
size reconfigurable group delay responses in real time with all-pass amplitude response over a
certain bandwidth. To demonstrate this, we fabricated three gain-loss equalized pairs, tuned
at ωr1 = 2.35, ωr2 = 2.45 and ωr3 = 2.6 GHz, respectively, by adjusting the load lengths
so as to satisfy (3.15a). The experimental setup and complete device under test are shown
in Fig. 3.20. The 3-unit reconfigurable phaser is formed by cascading the three gain-loss
equalized C-section pairs. The scattering matrix and group delay were measured on a vector
network analyzer. The two power supplies provide a source voltage of Vs = 3 V, and a control
voltage of Vc, respectively.
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Figure 3.17 Measured responses of the active C-section in Fig. 3.16 with varying gains and
losses |TL| = {0,±3.7,±5,±6.7} dB. (a) Amplitudes. (b) Group delays. (L. Zou, et al [15],
T-MTT, ©2017 IEEE)
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Figure 3.18 Fabricated equalized gain-loss C-section pair composed of two of the active C-
sections in Fig. 3.16 with equalized gain and loss, respectively. (L. Zou, et al [15], T-MTT,
©2017 IEEE)
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Figure 3.19 Measured responses of the gain-loss C-section pair in Fig. 3.18. (a) Group delays.
(b) Amplitudes. (L. Zou, et al [15], T-MTT, ©2017 IEEE)
In Fig. 3.21 the control voltages (Vc) of the 3 gain-loss pairs (6 voltages in all) are tuned (by
the potential meters) to produce up-chirp and down-chirp linear group delay responses [6],
with 5 ns/GHz and −12 ns/GHz slopes, respectively. This demonstrates the central point of
the gain-loss equalized phaser : the group delay response of the gain-loss equalized phaser
can be reconﬁgured in real time with essentially all-pass transfer amplitude.
We shall now study the design ﬂexibility that is available in tuning the group delay slope.
First we shall keep in mind that the maximum achievable positive slope in an gain-loss
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Figure 3.20 Experimental setup and device under test, where a 3-unit gain-loss reconﬁgurable
phaser is formed by cascading three gain-loss equalized C-section pairs tuned at ωr1 = 2.35,
ωr2 = 2.45 and ωr3 = 2.6 GHz, respectively. (L. Zou, et al [15], T-MTT, ©2017 IEEE)
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Figure 3.21 Experimental setup and device under test, where a 3-unit gain-loss reconﬁgurable
phaser is formed by cascading three gain-loss equalized C-section pairs tuned at ωr1 = 2.35,
ωr2 = 2.45 and ωr3 = 2.6 GHz, respectively. (L. Zou, et al [15], T-MTT, ©2017 IEEE)
phaser is always less than the maximum negative slope. Indeed, the maximum and minimum
achievable group delays, corresponding to maximum and zero gain/loss, respectively, are
always higher for C-sections tuned at lower frequencies, since these frequencies correspond
to larger load lengths, and hence larger overall group delay. As a result, the maximal group
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delay slope (or swing) is necessarily less for positive chirp than for negative chirp responses.
This is graphically illustrated in Fig. 3.22 for the GL phasers (2.35 and 2.6 GHz).
An estimation of the maximum achievable positive (negative) slope, σ+max (σ−max), for a given
gain-loss phaser is the diﬀerence between the maximum (minimum) peak at high frequency
and the minimum (maximum) peak at low frequency divided by the operation bandwidth,
i.e. in the case of Fig. 3.22,
σ+max =
5.4 − 3.71
2.6 − 2.35 = 6.76 ns/GHz, (3.22a)
σ−max =
3.31 − 7.32
2.6 − 2.35 = −16.04 ns/GHz. (3.22b)
The minimum group delay slope would be zero, corresponding to the summation of group
delays with equal height.
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Figure 3.22 Measured gain-loss pair group delays corresponding to maximum gain-loss
(±6.7 dB, high peak) and zero gain-loss (low peak), for the 2.35 and 2.6 GHz gain-loss
C-section pairs. (L. Zou, et al [15], T-MTT, ©2017 IEEE)
Figure 3.23 shows group delay slopes other than those shown in Fig. 3.21(a), within the range
given by (3.22). Relaxing the slope limitation requires adding sections, especially at high or
low frequencies, for larger positive or larger negative slope, respectively.
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Figure 3.23 Diﬀerent measured group delay slopes, σ’s [σ = (τmax − τmin)/B with bandwidth
B], obtained by the fabricated gain-loss equalized phaser in Fig. 3.20. (L. Zou, et al [15],
T-MTT, ©2017 IEEE)
Finally, the group delay linearity may be improved by adding sections tuned between the
high and low frequencies for better curve-ﬁtting the speciﬁed group delay shapes, as is also
the case in purely passive structures.
3.5 Noise Figure Characterization
3.5.1 Loaded C-Section Noise Figure
We shall ﬁrst compute the noise ﬁgure of a single loaded C-section, with the aid of Fig. 3.24,
where we assume the coupler is lossless and hence only the load contributes to noise gen-
eration. The noise powers added by the load, Nadd,L (without feedback) and by the loaded
C-section, Nadd, are
Nadd,L = kBTe,L, (3.23a)
Nadd = kBTe, (3.23b)
respectively, where k = 1.38 × 10−23 J/K is the Boltzmann constant, B is the bandwidth,
Te,L = (NFL − 1)T0 is the load equivalent noise temperature, and Te = (NF − 1)T0 is the
loaded C-section equivalent noise temperature, with NFL and NF being the load and C-
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section noise ﬁgures, respectively, and T0 = 290 K being the environment temperature.
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Figure 3.24 Graphical aid for the calculation of the noise ﬁgure of a single loaded C-section.
(L. Zou, et al [15], T-MTT, ©2017 IEEE)
The noise power generated by the loaded C-section, NC-S, is then the C-section added noise
power, Nadd, multiplied by the squared magnitude of the C-section transfer function, given
by (3.17), which depends itself on the load added noise power, Nadd,L, i.e.
NC-S = Nadd|S21|2
= Nadd,L|TLTC + TLBCTLTC + TLB2CT 2LTC + . . . |2
= Nadd,L
∣∣∣∣ TLTC1 − TLBC
∣∣∣∣
2
.
(3.24)
Inserting (3.23a) and (3.23b) into the right-hand side of the third and ﬁrst equality in (3.24),
respectively, leads to
Te = Te,L
1
|S21|2
∣∣∣∣ TLTC1 − TLBC
∣∣∣∣
2
, (3.25)
from which the loaded C-section noise ﬁgure is obtained as
NF = 1 + Te
T0
= 1 + Te,L
T0
1
|S21|2
∣∣∣∣ TLTC1 − TLBC
∣∣∣∣
2
= 1 + (NFL − 1) 1|S21|2
∣∣∣∣ TLTC1 − TLBC
∣∣∣∣
2
.
(3.26)
As will be shown later, only the gain-loaded C-section plays a signiﬁcant role in the C-
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section pair. The noise figure of the gain-loaded C-section may be calculated as follows. Since
|TL,gain| > 1 and, typically |BC| < −10 dB (loose coupling) and |TC| ≈ 1, Eq. (3.17) reduces
to
S21 ≈ TL,gainT
2
C
1− TL,gainBC . (3.27)
Hence (3.26) reduces to
NFgain ≈ 1 + NFL,gain − 1|TC|2 ≈ NFL,gain, (3.28)
where the last approximation follows from |TC| ≈ 1. Another special case here is the loss
C-section noise figure, which, given the passive nature of loss C-section, is [98]
NFL,loss =
1
|TL|2 , (3.29a)
NFloss =
1
|S21,loss|2 . (3.29b)
Figure 3.25 shows the loaded C-section noise figures obtained by (3.26), and compared against
ADS circuit simulation results. The perfect agreement validates (3.26). Moreover, the gain
noise figure, NFgain is very close to NFL,gain = 3 dB, which validates the approximation made
in (3.28).
3.5.2 Gain-Loss Pair Noise Figure
For best overall noise performance, the first stage should have a low noise figure and high
gain [98]. Therefore, we place the gain section before loss section, and find the gain-loss pair
noise figure as [98]
NFpair = NFgain +
NFloss − 1
|S21,gain|2
= NFgain +
1/|S21,loss|2 − 1
|S21,gain|2
= NFgain +
(
1− 1|S21,gain|2
)
≈ NFL,gain + 1,
(3.30)
where (3.29b) and the identity (3.20a) has been used in the second and third equality, respec-
tively, and (3.28) has been used in the last approximation, indicating that the the contribution
to the overall gain-loss pair noise figure comes from the gain section.
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Figure 3.25 Loaded C-section (coupling factor k = −10 dB) noise ﬁgures corresponding to
diﬀerent load transfer functions, TL’s, and load noise ﬁgures, NFL’s. Circles : ADS circuit
simulation results, solid lines : analytical results corresponding to (3.26). (L. Zou, et al [15],
T-MTT, ©2017 IEEE)
3.5.3 N-Cascaded Gain-Loss Pairs Noise Figure
Next, we consider the cascade of N gain-loss pairs. The total noise ﬁgure is [98]
NFcasc =NFpair1 +
NFpair2 − 1
|S21,pair1|2 +
NFpair3 − 1
|S21,pair1|2|S21,pair2|2 + . . .
= − (N − 1) +
N∑
n=1
NFpair(n),
(3.31)
where the identity |S21, pair(n)| = 1 has been used. Inserting (3.30) into (3.31) yields
NFcasc =
N∑
n=1
NFL,gain(n) + 1. (3.32)
One may naturally optimize the gain load noise ﬁgure for minimum overall noise ﬁgure. A
more eﬃcient approach would be to connect a high gain low noise ampliﬁer before the overall
cascade device [98].
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3.5.4 Dynamic Range of the Fabricated ASP
The noise floor, Nfloor, is equivalent to the added noise of the cascaded ASP, corresponding
to
Nfloor = Nadd,casc = kBTe,casc = kB(NFcasc − 1)T0, (3.33)
and the system dynamic range extends from the noise floor, defined by (3.33), to the input
1 dB compression point of the ASP.
For the fabricated ASP, shown in Fig. 3.20, the gain load is the cascade of a 4 dB attenuator
(4 dB noise figure) and a 3.5 dB noise figure amplifier, corresponding to the gain load noise
figure NFgain(n) = 5.6234 (7.5 dB) [98] for n = 1, 2, 3. Thus, the cascade noise figure is
NFcasc ≈ 3 ·NFgain(n) + 1 = 17.87, (3.34)
contributing to the noise floor given by
Nfloor = kBT0(NFcasc − 1)
= 1.38× 10−23 × 250× 106 × 290× (17.87− 1)
= 1.5875× 10−11 W = −78 dBm.
(3.35)
Denoting Si the input signal power of the cascade ASP, the power reaching the amplifier,
Pin, AMP, is
Pin, AMP = Si · |TC|2 · |S21,ATT|2. (3.36)
This power should be smaller than the amplifier 1 dB compression point P1dB, which is here
0 dBm according to Fig. 7 in the datasheet of Avago VMMK-3503. Given |TC|2 ≈ 1 and
|S21, ATT|2 = 4 dB, the upper limit of the input power is found as
Si <
P1dB
|S21,ATT|2 = 4 dBm. (3.37)
Finally, the input power dynamic range, given by
−78 dBm < Si < 4 dBm,
is found as 82 dB.
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3.6 Summary and Perspective
This Chapter first shows the amplitude imbalance issue for an all-pass phaser, because the
loss is proportional the the group delay for any natural passive phaser. Then, the gain-loss
equalized concept is introduced for real all-pass amplitude and reconfigurable group delay.
A practical lumped active loaded C-section implementation of such gain/loss C-section is
proposed, analyzed, and experimentally demonstrated, to show the capability of equalizing
amplitude and tuning group delay function in real time. Note that it not only solves the
amplitude imbalance issue associated with passive phaser, also its group delay swing can be
enhanced by tuning values of the gain-loss pair.
It will enable radio analog signal processing (R-ASP) systems requiring dynamic adaptability,
as for instance dispersion code multiple access (DCMA) [16]. Also, it is found that for a single
loaded active C-section, its transfer function is similar to that of a integrator [107], when the
load is gain ; similar to that of a differentiator [108], when the load is loss. Moreover, the
gain/loss equalized C-section pair exhibits Hilbert transform [109] like transfer function.
Therefore, active phaser may find applications for various mathematical operations.
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CHAPTER 4 DISPERSION CODE MULTIPLE ACCESS (DCMA)
CONCEPT AND PROOF-OF-CONCEPT FOR HIGH-SPEED WIRELESS
COMMUNICATIONS
Part of this chapter is excerpt from the author’s works, [16] and [4].
4.1 Introduction
High-speed wireless communications require large spectral resources, i.e. ultra wide band-
width (UWB), available only towards the higher range of the microwave spectrum. For in-
stance, 5G communication systems will operate in the millimeter-wave regime [110–112].
Unfortunately, currently existing low-frequency and small-bandwidth standards are not di-
rectly transposable to millimeter-wave and THz systems [21, 113], and it is therefore highly
desirable to explore other UWB technologies.
Impulse Processing (IP) is a particularly promising UWB technology for high-speed wireless
communications given its frequency scalability and transceiver simplicity with typical carrier-
less transmitter and non-coherent receiver. Combining IP-UWB with an efficient multiple
access technique allows accommodating more simultaneous users and hence higher spectral
efficiency. Conventional IP multiple access techniques include time hopping and frequency
hopping. IP time hopping multiple access divides time frames into multiple user chips and
distributes these chips according to a time hopping code to minimize error probabilities [114,
115]. However, this technique typically requires digital processing, which impairs its frequency
scalability. A purely analog IP frequency hopping multiple access has been exclusively used
in optics so far. This analog technique consists in rearranging the spectral contents of signals
in time, using dispersion controlled devices such as Bragg fiber gratings [9], so as to encode
ultra-short pulses according to a dispersive time-frequency mapping scheme [116–118]. The
purely analog nature of this technique attractively leads to real-time processing, and hence low
signal latency and high-speed transmission. However, its application to radio signal typically
requires a microwave photonics approach [119], which involves lossy, complex, expensive and
non-integrable electro-optical technology.
Radio Real-time Analog Signal Processing (RR-ASP) represents a promising alternative to
IP-UWB technology for wireless communications [6]. The radio Dispersion Code Multiple
Access (DCMA) has been reported in [80,101] as an efficient RR-ASP UWB multiple access
technique. DCMA may be considered as the wireless and radio counterpart of Bragg grating
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based multiple access [116] in optics. This chapter introduces the DCMA concept mathemat-
ically and demonstrates a prototype DCMA system experimentally. The chapter is organized
as follows. First, Sec. 4.2 conceptually and mathematically describes a general DCMA sys-
tem. Next, Sec. 4.3 introduces the Chebyshev coding as a convenient coding scheme for
DCMA. Then, Sec. 4.4 provides the experimental proof-of-concept of a DCMA system in a
LOS configuration.
4.2 DCMA Concept
4.2.1 Principle of Operation and Notation
Figure 4.1 shows the conceptual schematic of a DCMA system composed of N transmitter-
receiver (TX-RX) pairs, which may be placed anywhere. The signal sent from TXi is a
modulated UWB pulse train, si(t). This signal is encoded by the corresponding phaser into the
new signal ei(t), which is intended to be received by RXi as ri(t). To ensure such transmission
from TXi to RXi, the corresponding encoding and decoding phaser transfer functions must
be assigned a pair of group delay frequency functions (dispersion codes), τTXi(ω) and τRXi(ω),
that are matched (or phase-conjugated), i.e.
τTXi(ω) + τRXi(ω) = constant. (4.1)
The system operates in a wireless environment, whose channel, that is generally based on
statistical model, may be described by the transfer function
Cik(ω) = F [cik(t)], i, k ∈ {1, 2, . . . , N}, (4.2)
between TXk and RXi, where cik(t) is the corresponding impulse response and F represents
the Fourier transform operation. , When all of the N pairs are simultaneously active, the
decoding phaser at RXi recovers the desired signal, s˜i(t), which is a distorted replica of si(t)
due to both channel fading and interference originating from theN−1 undesired transmitters,
xi(t), called multiple access interference (MAI).
4.2.2 Mathematical Description
In this section, we shall provide the mathematical description of the overall DCMA system
operation. A matched pair of dispersion codes, corresponding to (4.1), may be expressed as
τTXi(ω) = τ0 + τi(ω), (4.3a)
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Figure 4.1 Schematic representation of an N × N dispersion code multiple access (DCMA)
communication system (L. Zou, et al [16], TWC, © [2017] IEEE).
τRXi(ω) = τ0 − τi(ω). (4.3b)
Assuming bandwidth-limited (e.g. bandpass) and lossless phasers, the corresponding transfer
functions may be written
HTXi(ω) = rect
(
ω − ω0
Δω
)
e−jωτ0ejφi(ω), (4.4a)
HRXi(ω) = rect
(
ω − ω0
Δω
)
e−jωτ0e−jφi(ω), (4.4b)
where φi(ω) = − ∫ ωω0−Δω/2 τi(ω′) dω′ is a dispersive (non-linear) phase function of frequency,
and ω0 = 2πf0 and Δω = 2πΔf are center frequency and bandwidth, respectively, of the
system.
The signal arriving at RXi is
Ri(ω) =
(
N∑
k=1
EkCik
)
(ω) + N(ω) =
(
N∑
k=1
SkHTXkCik
)
(ω) + N(ω), (4.5)
which is the sum of the encoded signals from all the transmitters propagated through their
respective channels plus noise N(ω). One ﬁnds the decoded signal by multiplying (4.5) with
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HRXi(ω), i.e.
Zi(ω) = HRXi(ω)
(
N∑
k=1
SkHTXkCik
)
(ω) +N(ω) = S˜i(ω) +Xi(ω) +N(ω), (4.6a)
with
S˜i(ω) = (SiHiiCii) (ω), (4.6b)
Xi(ω) =
 N∑
k=1
k 6=i
SkHikCik
 (ω). (4.6c)
The cascaded transfer functions (excluding the channel response) from TXi to RXi, Hii(ω)
and from TXk to RXi, Hik(ω) are the product of (4.4b) and (4.4a) with i replaced by k for
Hik(ω), leading to
Hii(ω) = (HTXiHRXi)(ω) = rect
(
ω − ω0
∆ω
)
e−jω(2τ0), (4.7a)
Hik(ω) = (HTXkHRXi)(ω) = rect
(
ω − ω0
∆ω
)
ejφik(ω), (4.7b)
with cascaded phase
φik(ω) = −
∫ ω
ω0−∆ω/2
τik(ω′)dω′, k 6= i, (4.8)
and the cascaded group delay τik(ω) is the sum of (4.3b) and (4.3a) for i replaced by k, i.e.
τik(ω) = τTXk(ω) + τRXi(ω) = 2τ0 + τk(ω)− τi(ω), k 6= i. (4.9)
The corresponding cascaded impulse responses are then
hii(t) = F−1 [Hii(ω)] = 2∆f sin[pi∆f(t− 2τ0)]
pi∆f(t− 2τ0) cos[2pif0(t− 2τ0)], (4.10a)
whose envelope is the sinc function and peak amplitude, at t = 2τ0, is proportional to the
system bandwidth (∆f), and
hik(t) = F−1 [Hik(ω)] = (hTXk ∗ hRXi)(t), (4.10b)
where “∗” denotes the convolution product, and hTXk(t) hRXi(t) are the impulse responses of
the corresponding encoding and decoding phasers, respectively.
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The waveform corresponding to Zi(ω) in (4.6a) is thus
zi(t) = F−1 [Zi(ω)] = s˜i(t) + xi(t) + n(t), (4.11a)
with
s˜i(t) = F−1
[
S˜i(ω)
]
= si(t) ∗ hii(t) ∗ cii(t), (4.11b)
xi(t) = F−1 [Xi(ω)] =
N∑
k=1
k 6=i
sk(t) ∗ hik(t) ∗ cik(t), (4.11c)
and n(t) typically being Additive White Gaussian Noise (AWGN), whose time sample value
n is normal distribution random variable with zero mean and power σ2N (variance), i.e. n =
N (0, σ2N). Throughout the the chapter, all the plotted impulse responses and time-domain
signals are normalized by the peak of hii(t), 2∆f , as
hˆik(t) =
hik(t)
2∆f , ∀ i, k, zˆi(t) =
zi(t)
2∆f ,
ˆ˜si(t) =
s˜i(t)
2∆f , xˆi(t) =
xi(t)
2∆f , nˆ(t) =
n(t)
2∆f . (4.12)
Successful transmission requires that zi(t) = s˜i(t) + xi(t) + n(t) be higher than a specified
threshold if the transmitted bit is a 1 and zi(t) = xi(t) + n(t) be lower than that threshold
if the transmitted bit is a 0.
4.3 Chebyshev Dispersion Coding Functions
4.3.1 Chebyshev Coding Selection
In addition to phase conjugation in user pairs, expressed in (4.1) and enforced in (4.4), DCMA
requires dispersion code diversity to accommodate multiple user pairs. A set of appropriate
functions should therefore be selected as dispersion codes. In multiple access technologies
based on coherent detection schemes, such as for instance OFDMA or CDMA, the optimal
coding functions form orthogonal sets, and corresponding MAI signals are ideally not affecting
detection [85]. However, as pointed out in Sec. 4.1, DCMA is fundamentally based on non-
coherent (threshold) detection. While being an advantage in terms of simplicity and cost,
this fact makes orthogonal sets irrelevant in typical wireless channels, and other dispersion
coding functions must therefore be identified.
In [101], we used Chebyshev polynomials of the first kind, Tm(x), as the dispersion coding
functions, because these polynomials all exhibit identical peak-to-peak amplitudes (−1 to
+1) as x varies between −1 and +1 [120], leading to identical maximal MAI [xi(t)] time
55
spreads in all the receivers. These identical time spreads correspond to identical average
MAI powers, as will be shown later in this section. Another reason for this choice is the fact
that Chebyschev phasers have recently become available, in non-uniform transmission-line
C-section technology [121]. Note that the dispersion codes used in optical multiple access
are typically stair-case group delay functions [116–118]. However, these functions involve
broad idle frequency guard bands between adjacent group delay stairs, due to the sinc-type
frequency slicing by Bragg grating fibers, which represents a waste of spectral resources
that is unaffordable at RF in addition to extra constraints on the phasers design. Also, the
delay swing of the stair-case delay scales with the number of total users, leading to stronger
inter-symbol interference if data rate is not reduced. Moreover, to achieve the best possible
interference mitigation performance for the stair-case profile, synchronization between users
are required, thus complicating the system design.
For a given group delay swing of ∆τ = τmax − τmin, the ith Chebyschev dispersion coding
function pair may by written as
τTXi(ω) = τ0 +
∆τ
2 Tmi
(
ω − ω0
∆ω/2
)
, (4.13a)
τRXi(ω) = τ0 −
∆τ
2 Tmi
(
ω − ω0
∆ω/2
)
, (4.13b)
where
Tmi(x) = cos(mi arccosx), mi ∈ Z and x ∈ [−1, 1],
is the mthi order Chebyshev polynomial of the first kind. Then, one may use the encoding set
C = [m1, . . . ,mi, . . . ,mN ], mi 6= mk, (4.14)
whose elements may take any integer values with the only restriction that all these val-
ues appear only once. For convenience, we define −Tmi(x) = T−mi(x) (mi > 0) for the
phase-conjugated functions. Figure 4.2 plots the first four Chebyshev group delay functions,
corresponding to C = [1, 2, 3, 4].
4.3.2 Delay – Waveform Relationships
In order to better understand the relationships between the group delay function coding
pairs (4.13) and the related DCMA waveforms, we shall now investigate a few important
coding sets. We shall assume, for simplicity, the scenario where 1) si(t) = δ(t− tTxi), i.e. the
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Figure 4.2 First few normalized Chebyshev dispersion function coding pairs, correspond-
ing to C = [1, 2, 3, 4] with group delay swing Δτ and bandwidth Δf . (a) Encoding codes.
(b) Corresponding (phase-conjugated) decoding codes (L. Zou, et al [16], TWC, © [2017]
IEEE).
excitation signal energy is ﬂat across the system bandwidth, 2) tTxi = tTxk = 0, ∀ i, k, i.e. all
the transmitters are synchronized, 3) cik(t) = δ(t), ∀ i, k, i.e. all the channels are identical
and shorted, and 4) σN = 0, i.e. no noise is present. In this scenario, Eqs. (4.11) reduce to
s˜i(t) = hii(t), xi(t) =
N∑
k=1
k =i
hik(t), zi(t) = s˜i(t) + xi(t). (4.15)
Figure 4.3 plots the cascaded group delay pairs τik(ω) (ﬁrst four columns), and the decoded
waveform envelope |zˆi(t)| and corresponding MAI envelope |xˆi(t)| (last column). In the ﬁrst
four columns, the diagonal graphs (k = i) are matched cascaded group delays, τii(ω), which
are constant over the entire system bandwidth. These group delays correspond to the desired
signals s˜i(t) = hii(t) analytically given by (4.10a). The oﬀ-diagonal graphs (k = i) are
unmatched cascaded group delays, τik(ω), corresponding to MAI, hik(t) numerically computed
by (4.10b). The corresponding group delay swing is
Δτik = max [τik(ω)] − min [τik(ω)] ≤ 2Δτ, (4.16)
which is approximately equal to the spread of hik(t).
Figure 4.3(a) corresponds to the coding set in Fig. 4.2, i.e. C = [1, 2, 3, 4], including thus
mixed odd and even Chebyshev functions, while Figs. 4.3(b) and 4.3(c) correspond to the
cases of all-odd and all-even Chebyshev functions, C = [1,−1, 3,−3] and C = [2,−2, 4,−4],
respectively. An overall comparison of the corresponding signal waveforms (last column sets)
reveals that the MAI peak level and hence the corresponding Bit Error Probability (BEP), is
lowest for the all-odd set [Fig. 4.3(b)], intermediate for the mixed odd-even set [Fig. 4.3(a)]
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and highest for the all-even set [Fig. 4.3(c)], as ﬁrst noted in [101]. Moreover, one may
observe a key diﬀerence of group delay proﬁles between the all-odd [Fig. 4.3(b)] and all-even
[Fig. 4.3(c)] coding sets. The group delay proﬁles of the former are anti-symmetric (odd-
symmetric) about the center frequency (ω0), while those of the latter are symmetric (even-
symmetric) about the center frequency. These symmetries are at the origin of the results, as
shall be qualitatively explained later.
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Figure 4.3 Normalized cascaded group delay functions, τik(ω) [Eq. (4.9) with (4.13)] (ﬁrst
four columns) and signal envelopes computed by (4.15) with (4.10) and (4.13), Δτ = 4 ns
and Δf = 4 GHz] (last column) with decoded signal evelope, |zˆi(t)|, in solid black lines and
MAI, |xˆi(t)|, in dashed green lines. (a) Coding set corresponding to Fig. 4.2 (mixture of even
and odd functions). (b) All-odd coding set, C = [1,−1, 3,−3] (odd functions). (c) All-even
coding set : C = [2,−2, 4,−4] (even functions). It is seen that the MAI peak level is lowest
in (b), intermediate in (a) and highest in (c) (L. Zou, et al [16], TWC, © [2017] IEEE).
Figure 4.4 provides graphical aids for qualitative study of the relationship between group
delay proﬁles (including symmetry property) and the corresponding waveforms for the all-
odd [Fig. 4.4(a)] and all-even [Fig. 4.4(b)] sets. In each case, the left column plots three
cascaded group delay proﬁles τik(ω), selected out from Fig. 4.3, with a ﬁxed i and all the
k’s that k = i. The right column plots the envelope waveform of the corresponding MAI
contribution, |hik(t)|.
In general, it may be seen that group delay proﬁle determines the distribution of the spectral
contents (energy) of the signal in time. First, the group delay swing, Δτik, determines the time
spread of hik(t), which is widened by (sinc) ringing due to the chosen (rectangular) spectrum
[Eq. (4.7b)]. Second, the group delay minima and maxima regions of τik(ω), highlighted by
grey boxes in the ﬁgure, determine the peak level of hik(t). This fact may be best explained
by an example. Consider the (i, k) = (1, 3) (middle) case in Fig. 4.4(a). Around the delay
minima-maxima regions (left column), τ ′ik(ω) ≈ δτ/δω is small, corresponding to relatively
small δτ and large δω (∝ energy), and hence high energy concentration and high waveform
amplitude in a short time span (δτ). A particular case is the linear group delay (no minima-
59
maxima) [Fig. 4.4(a), (i, k) = (1, 2)], which leads to uniform energy distribution and ﬂat
amplitude level over the entire time span. Another particular case is when there are multiple
minima-maxima regions with the same delay [Fig. 4.4(b), (i, k) = (1, 3) and (i, k) = (1, 4)],
where the energies at diﬀerent frequencies but identical delay times simply accumulate in the
corresponding time span.
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Figure 4.4 Graphical explanation of the relationships between the cascaded group delay sets
τik(ω) [Eq. (4.9) with (4.13)] in Fig. 4.3 and MAI contribution, |hˆik(t)| (envelope) [inverse
Fourier transform of Eq. (4.10b) with (4.7b) and (4.13)] using particular examples in Fig. 4.3.
(a) i = 1, k = 2, 3, 4 in Fig. 4.3(b) (all-odd coding set). (b) i = 1, k = 2, 3, 4 in Fig. 4.3(c)
(all-even coding set) (L. Zou, et al [16], TWC, © [2017] IEEE).
Note that, in practice, the transmitters are not synchronized and the channel delays are
random, so that conditions 2) and 3) for the scenario leading to (4.15) do not hold, which
results in the partial MAI, hik(t), being randomly shifted in time. This random time shifting
would incur the worst case scenario for the total MAI, xi(t), when the peaks of all the
contributions hik(t) occur at the same time and add up constructively. The best way to
minimize such a worst-case MAI peak is to minimize the peak of each hik(t), which is achieved
when the cascaded group delay proﬁles are anti-symmetric [Fig. 4.4(a)] (odd-symmetric about
the center frequency) and hence equalize the energy distribution in both halves of the time
span, whereas symmetric group delay proﬁles [Fig. 4.4(b)] (even-symmetric about the center
frequency) would instead tend to accumulate energy in half of the time span. This explains
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why the all-odd coding set is superior to the all-even coding set in terms of minimizing
MAI peak level. Therefore, we will only use the all-odd coding set in the system design.
Mathematically, one easily verifies that even transfer magnitude (rectangular here) and even
phase (corresponding to odd group delay) corresponds to an even transfer function, and hence
an even impulse response by Fourier transformation, while even magnitude and odd phase
(corresponding to even group delay) corresponds to impulse response that is neither even nor
odd [120]. Appendix A mathematically proves the delay-waveform parity relationship.
4.3.3 Delay Swing – Bandwidth Product
Apart from the aforementioned MAI peak power (amplitude) due the energy concentration
in time, the MAI average power is also of great concern since it is involved in the Signal-
to-Interference Ratio (SIR). We shall show that the MAI average power is in fact linearly
proportional to the group delay swing and bandwidth product. For this purpose, we use the
Parseval theorem [120] to express the energy of hik(t) as
E =
∫ ∞
−∞
|hik(t)|2 dt =
∫ ∞
−∞
|Hik(2pif)|2 df, (4.17)
where Hik(2pif) = Hik(ω) is the cascaded transfer function [Eq. (4.7b)]. Given the transfer
magnitude (rectangular), Eq. (4.17) reduces to
∫ ∞
−∞
|hik(t)|2 dt = 2
∫ f0+∆f/2
f0−∆f/2
1 df = 2∆f = E, (4.18)
where the factor 2 includes the negative frequencies of |Hik(ω)|. The total MAI energy simply
corresponds to N − 1 identical contributions, i.e. (N − 1)E. Then, assuming the total MAI
spread 2∆τ , neglecting the (sinc) ringing due to the finite (rectangular) spectrum 1, the
average power of xi(t) is found as
PX ≈ (N − 1)E2∆τ =
(N − 1)∆f
∆τ , (4.19)
1. In the ideal case of an all-pass phaser, i.e. |Hik(f)| = 1, the impulse response of the desired signal is the
Dirac function, corresponding to constant group delay, and the MAI has a time span of 2∆τ , corresponding
to the cascaded TX and RX group delay swings. However, a practical phaser is rather band-pass, with
rectangular amplitude spectrum and bandwidth ∆f . Then the impulse response is a sinc function, with
infinite time span, and the MAI also exhibits an infinite time span, with decay outwards from the all-pass
interval of 2∆τ . However, it may easily be verified that the spill of the impulse responses over the 2∆τ interval
is negligible, due to the relatively high concentration of the sinc function corresponding to the relatively wide
bandwidth spectrum. For the desired signal, for ∆f = 5 GHz and ∆τ = ns, the energy beyond the interval
is approximately 0.01 dB, while for the MAI that energy is less than 0.2 dB.
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which is identical for all receivers, i.e. independent of i. Then, SIR corresponds to the peak
power of hii(t) [Eq. (4.10a)], which is PS = 4∆f 2, divided by PX, leading to
SIR = PS
PX
= 4∆τ∆f
N − 1 . (4.20)
The term ∆τ∆f is called Delay Swing-Bandwidth Product (DSBP), and Eq. (4.20) clearly
states that the SIR is linearly proportional to DSBP. Note that the signal peak power (PS)
is proportional to ∆f 2, the MAI average power (PX) is proportional to ∆f/∆τ , increasing
∆f increases both PS and PX with PS increased faster, while increasing ∆τ decreases only
PX, leading to the SIR globally linearly proportional to the DSBP.
4.3.4 Sensitivity to Group Delay Imperfections
Since the group delay functions are produced by analog components, phasers, whose actual
responses may slightly deviate from the ideal specified ones, due to fabrication tolerance,
circuit interconnection mismatching, etc., we shall study the sensitivity of the SIR of the
signal and MAI to group delay imperfections. For this purpose, we will add a perturbation,
υik(ω), to the cascaded TXk-RXi delay functions, τik(ω), and compare the resulting powers,
PS and PX in the SIR [Eq. (4.20)] :
τ˜ik(ω) = τik(ω) + υik(ω), with υik(ω) = N (0, σ2τik), (4.21)
where υik(ω) is assumed to follow a normal distribution with 0 mean and variance σ2τik . The
group delay perturbation further expands the initial pair delay swings (2∆τ) and hence the
corresponding waveform time spans, which reduces the MAI power (PX) according to (4.19).
However, the deviation is typically much smaller than 2∆τ , and the reduction of PX may be
non-significant.
For a perfectly matched (ideal) delay, i.e. τii(ω) = constant, the desired signal energy con-
centrates in narrow time span that essentially corresponds to the main-lobe width (2/∆f)
of the sinc function. The mismatch delay deviation (στii) may be comparable to 1/∆f , and
may therefore significantly alter the signal power. Figures 4.5(a) and (b) show an illustrative
example with random group delay variation. The delay variation is set within [−1,+1] ns
around the ideal matched one, leading to increased side-lobe in [−1,+1] ns and decreased
main-lobe power, respectively, as can be seen in Fig. 4.5(b). Figures 4.5(c) shows that the
main-lobe power (PS), and hence the SIR in (4.20) monotonically decreases as στii increases.
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Figure 4.5 Delay mismatch in the (TXi,RXi) pairs [violation of (4.1)]. (a) Test (4 GHz
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(b) Corresponding impulse responses envelopes. (c) Degradation of (maximal) power versus
deviation from matching [σ2τii in (4.21)] normalized by 1/Δf (half sinc main lobe width ∀Δf)
(L. Zou, et al [16], TWC, © [2017] IEEE).
4.4 DCMA Proof-of-Concept System Implementation
This section presents a proof-of-concept 2 × 2 DCMA system implementation, based on
ﬁrst-order (odd) Chebyshev coding, and demonstrates a corresponding data communication
experiment in a LOS channel. The system is designed to operate in the X-band, near which
RF phaser technology has been best demonstrated so far, with the following speciﬁcations :
– Bit rate : 200 Mb/s/channel (limited by our data generator and could be higher for the
chosen bandwidth), corresponding to bit period of 5 ns ;
– Center frequency : f0 = 10 GHz (X-band center) ;
– Pulse bandwidth : Δf = 4 GHz from 8 to 12 GHz (X-band width), comparable to what is
easily available in the millimeter-wave band, such as for instance 60 GHz.
The proposed prototype system architecture for the 2 × 2 DCMA is shown in Fig. 4.6. The
digital data generator produces two streams of baseband data, which are modulated and nar-
rowed into UWB RF pulse trains by the UWB pulse modulator and generator, respectively,
in each of the two transmitters (k = 1, 2). The corresponding UWB RF pulses are then en-
coded by respective phasers, ampliﬁed, and radiated by the antennas to the air, where they
mix together. The two resulting signals, received by the two RX antennas, are decoded by
the phasers, whose outputs are power-detected and ﬁnally displayed on the oscilloscope. The
digital data generator is the Anritsu MP1630B digital analyzer, which is capable of generat-
ing baseband data with bit rate up to 200 Mb/s. The oscilloscope is the Agilent DSO81204B
digital oscilloscope, that captures RF signals with frequency up to 12 GHz. Since the system
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frequencies (8 − 12 GHz) are below the oscilloscope maximum measurable frequency, in the
experiment we eliminate the power detector and, instead, simply square the acquired digital
data stream (numerical power detection). At higher system operating frequencies, towards
the millimeter-wave regime, direct UWB analog-to-digital conversion (ADC) may become an
expensive or even not oﬀ-the-shelf solution. One should therefore use a real power detector.
Ampliﬁcation may be required depending on the communication distance. The other parts
of the system will be introduced in the following sections.
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Figure 4.6 Proposed system architecture for the proof-of-concept 2 × 2 DCMA. “DDG”,
“UPMG”, “AMP” and “OSC” stand for digital data generator, UWB pulse modulator and
generator, power ampliﬁer and oscilloscope, respectively (L. Zou, et al [16], TWC, © [2017]
IEEE).
4.4.1 UWB Pulse Modulator and Generator (UPMG)
The UPMG in Fig. 4.6 performs two functions : baseband Diﬀerential On-Oﬀ Keying (DOOK)
modulation and UWB RF Pulse Generation (PG), as schematically shown in Fig. 4.7.
dptq
dptq
dptq
mptq
mptq
dpt ´ τq
dpt ´ τq
XOR
DOOK
τ
τ
sptq
PG
Figure 4.7 UWB pulse modulator and generator (UPMG) schematic with corresponding
notations, where the part in the dash box in the baseband DOOK modulator and “PG” is
the UWB RF pulse generator (L. Zou, et al [16], TWC, © [2017] IEEE).
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Diﬀerential On-Oﬀ Keying (DOOK) Pulse Modulator
DOOK modulation is less used than non-diﬀerential On-Oﬀ Keying (OOK) modulation in
practice. However, we adopt it here because the baseband data stream from the digital
data generator is in the Non-Return-to-Zero (NRZ) format [122] and because the UWB
RF pulse generator we use here is based on rising-edge triggering [4]. To properly trigger
the pulse generator, OOK modulation would require to ﬁrst transform NRZ into Return-to-
Zero (RZ) [122] format, which requires iteratively detecting the level of the NRZ data every
bit period, and hence requires a synchronized clocking circuit, whereas, DOOK modulation
requires only detection of the rising and falling edges of the NRZ data, which may be easily
done by using an XOR chip, as will be shown latter.
DOOK modulation produces mono-pulse when there is a change of state, i.e. rising or falling
edge, occurring in the input data stream. This operation may be accomplished by an XOR
chip. For detecting the change of state, the data stream d(t) in Fig. 4.7 is divided into two
paths, one of which is delay by τ . The two signals, namely d(t) and d(t− τ) are compared by
the XOR chip, which generates m(t) = 1 when the two inputs are diﬀerent, and otherwise
m(t) = 0. The width of the output mono-pulse m(t) is equal to the delay, τ . Figure 4.8 shows
the fabricated DOOK modulator corresponding to the dash-box part in Fig. 4.7.
dptq
dptq
dpt ´ τq
mptq
XOR
ECL to TTL
OP AMP
Figure 4.8 The fabricated baseband DOOK modulator corresponding to the dash-box part
in Fig. 4.7, where “OP AMP” stands for operational ampliﬁer, and the ECL-to-TTL converter
and the OP AMP are used to control the voltage level of the output m(t).
UWB RF Pulse Generator
Following the DOOK modulator is the UWB RF pulse generator (“PG”), based on a pair
of step recovery diodes (SRDs), which further narrows down the pulse width of m(t) to the
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pico-second range. Part of this section is excerpt from the author’s work, L. Zou, et al, [4],
MWCL, ©2017 IEEE.
• Principle
The transient behaviour of a PN junction in response to a step voltage from the forward to
the reverse bias regimes is shown in Fig. 4.9. Initially, the PN junction is forward biased with
current iF. When the voltage vi changes polarity, the junction is not switched off immediately,
but rather takes time τ1 (storage phase), with current iR,transient, to neutralize the charges
stored in the depletion region and progressively raise the junction barrier [123]. Note that
during the whole storage phase, the junction maintains low resistance and almost constant
junction voltage, i.e. vj ≈ VT. Near the end of the storage phase, the raising junction barrier
increases the resistance, finally switching off the junction for a decay time τ2 (decay phase),
which is extremely short (in the picosecond range) for an SRD [123]. Assuming constant iF
and sufficient forward biasing duration, τF, the charge stored in the forward biasing state
is [123]
QS = iFτL
(
1− e−τF/τL
)
≈ iFτL. (4.22)
where τL is the minority carrier lifetime, which is intrinsic to the PN junction. The approxi-
mation in (4.22) holds when τF > τL, corresponding to static, i.e. time independent, QS. Now
assuming constant iR,transient, the storage phase time is [123]
τ1
τL
= ln
1 + iF
(
1− e−τF/τL
)
iR,transient
 ≈ ln(1 + iF
iR,transient
)
, (4.23)
which indicates that τ1 may be controlled by the ratio (iF/iR,transient) if τF > τL. We shall
next present our pulse generator based on this SRD transient physics.
Figure 4.10 shows the schematic of the proposed SRD-pair pulse generator corresponding to
the “PG” part in Fig. 4.7. The generator is triggered by the rising edge of the input voltage
through PIN diode D1, that is always ON for blocking possible negative input voltages. Its
core is the parallel connection of SRDs D2 and D3, biased at their cathode by DC Vs < 0
through R1 current limiter, C2 by-pass capacitor and RF choke L, with R2 controlling the
pulse width, as will be shown later. Finally, Schottky diode D4, operates as a pulse formation
switch. The resistor R0 = 50 Ω ensures input matching during the pulse production, and the
capacitor C1 blocks DC input. The parasitic elements Lp, Cp, Lg, namely the SRD package
inductance, capacitance, and grounding via inductance, respectively, are shown in dashed
line, and will be discussed later.
Let the excitation v1 be square-wave, the ADS circuit-simulated results are shown in Fig. 4.11.
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Figure 4.9 PN junction transient current i (solid blue) and junction voltage vj (dash red) in
response to a step voltage vi (dot red) from the forward to the reverse bias regimes. (L. Zou,
et al, [4], MWCL, © [2017] IEEE)
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Figure 4.10 Proposed SRD-pair pulse generator. (L. Zou, et al, [4], MWCL, © [2017] IEEE)
According to the results, the circuit operation may be decomposed into ﬁve phases as de-
scribed next.
• Phase 1 (t < t1) : D2 and D3 are forward biased, and D4 is oﬀ. The excitation v1 is close
to 0 V, so the D2 and D3 forward currents are such that iF,D2  iF,D3 due to the existence
of R2 in the D3 loop. The junction voltages vj,D2 = −v2 and vj,D3 = v3 − v2, where v3 < 0
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Figure 4.11 Circuit-simulated (a) currents (polarities referred to current directions indicated
in Fig. 4.10), (b) voltages, with Vs = −3.5 V, R1 = 25 Ω, R2 = 50 Ω, Lp = Cp = Lg = 0 and
spice models D1 : Avago HMPS-2822, D2 and D3 : Aeroflex MMDB30-0805, D4 : Skyworks
SMS7630-061-0201. (L. Zou, et al, [4], MWCL, © [2017] IEEE)
due to the current flowing in R2 from the ground to node 3, so that D4 is off and v4 = 0.
• Phase 2 (t1 < t < t2) : D2 is in storage regime, D3 is still forward biased, and D4 is still
off. The excitation v1 starts rising, driving D2 (iR,D2 > 0) into storage regime before D3 due
to the smaller resistance in the D2 current loop than that in the D3 one and hence faster
current changing rate (∂iD2/∂t > ∂iD3/∂t) in response to the rising edge of v1. According
to Fig. 4.9, vj,D2 = −v2 varies only slightly in storage regime, and v3 < 0 because D3 is still
forward biased, and hence keeping D4 off.
• Phase 3 (t2 < t < t3) : D2 and D3 are both in storage regime, D4 is still off. The voltage
v1 eventually also drives D3 into storage regime (iR,D3 > 0). Since iF,D2/iR,D2  iF,D3/iR,D3,
we have τ1,D2 < τ1,D3 according to (4.23), and therefore D2 will switch off before D3. In the
meanwhile, v3 follows v2, with insufficient variation to switch D4 on.
• Phase 4 (t3 < t < t4) : D2 is off, D3 is still in storage regime, D4 is on. The SRD D2 abruptly
switches off at t3, while D3 remains in storage regime. Consequently, v2, and following v3,
abruptly increase, which switches D4 on, and therefore generates at the output the rising
edge of v4. Moreover, the off-switching of D2, and the on-switching of D4, which makes RL
parallel to R2, together boost iR,D3, starting to shorten the D3 storage time, which would
otherwise be longer as expected in Phase 3.
• Phase 5 (t > t4) : D2, D3, D4 are all off. The D3 storage phase suddenly ends at t4,
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nullifying iR,D3 and v3, and hence switching D4 off, which results in the falling edge of v4.
When the input level goes back to zero, the generator returns to the regime of Phase 1,
waiting for the next voltage step to resume the aforementioned pulse formation cycle.
Let us now examine the factors determining the pulse width. Equation (4.23) assumes con-
stant iR,transient over the entire storage phase τ1. As explained above, the storage phase for
D3 is from t2 to t4. However, since iR,D3(t2 < t < t3)  iR,D3(t3 < t < t4), the storage
time essentially reduces to the interval [t3, t4], and iR,transient in (4.23) should be replaced by
iR,D3(t3 < t < t4) for the effective storage time of D3. Since this interval ([t3, t4]) corresponds
to the pulse duration, this duration can be approximated as
T ≈ τL ln
[
1 + iF,D3
iR,D3(t3 < t < t4)
]
, (4.24)
with an accuracy that is proportional to iR,D3(t2 < t < t3) and hence inversely proportional to
R2, i.e. the closer iR,D3 to zero in [t2, t3] (associated with larger R2), the better the accuracy,
as will be shown later in Fig. 4.12(a). Using Ohm law, one may further write (4.24) in the
form
T ≈ τL ln
(
1 + rR2||RL
R2
)
= τL ln
(
1 + r RL
R2 +RL
)
, (4.25)
where r is the ratio of v3 in the forward bias regime to v3 in the [t3, t4] interval. Equation (4.25)
reveals that, for given RL, one may adjust R2 to control the pulse width. This is confirmed
by the simulation results in Fig. 4.12(a), which also shows the result for the approximation
in (4.25). Finally, Fig. 4.12(b) plots the pulse magnitude, which is seen to be essentially flat
versus R2 when R2 ≥ RL = 50 Ohm. Note that the curves in Fig. 4.12 are restricted to
R2 > 50 Ohm, which is the practically meaningful tunability range, since limR2→0 v3 = 0
which maintains D4 off all the time (Fig. 4.10). The pulse repetition rate (PRR) is the same
as the PRR of the trigger. The minimum triggering period, Pmin, is naturally such that
Pmin > τF > τL, according to (4.22) and (4.23). Hence, PRRmax = 1/Pmin < 1/τL, where
we have here τL ≈ 3 ns, i.e. PRRmax < 333 MHz. In the experiment, we will use a PPR
of 100 MHz. The maximum pulse width here is 200 ps, corresponding to R2 = 50 Ohm
in Fig. 4.12(a), while the minimum achievable pulse width should correspond to the rising
or falling time of the SRD, which is 30 ps here. Thanks to the pulse forming mechanism,
i.e. transient state that releases a small amount of charges stored in the PN junction, we
achieve narrower pulse width and higher PRR, but lower peak amplitude than conventional
stub-based generators. Appendix B compares different UWB pulse generation technologies
in Table B.1.
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Figure 4.12 UWB pulse controlled by the resistor R2 in Fig. 4.10. (a) Computed [Eq. (4.24)
with simulated currents] and circuit-simulated pulse width versus R2 for ideal and para-
sitic [finite transmission lines and Lp = 0.4 nH, Cp = 0.06 pF, Lg = 73 pH (Fig. 4.10)]
cases, indicated with the measurement results for R2 = 50, 560 Ω (two black squares) read
from Fig. 4.14. (b) Simulated pulse magnitude versus R2. (L. Zou, et al, [4], MWCL, © [2017]
IEEE)
• UWB Pulse Generator Experimental Demonstration
Figure 4.13 shows the fabricated prototype, whose diode models are identical to those used
for simulation in Fig. 4.11, and where R1 consists of two 0805 51 Ω resistors in parallel,
R0 is a 0603 50 Ω resistor, and R2 is a 0603 50 or 560 Ω resistor, L and C are high-
impedance line (RF “choke") and by-pass capacitor, respectively, which, with the sectorial
stubs, form a low-pass filter. The square wave trigger (0/2.5 V and PPR = 100 MHz, 50%
duty cycle, τF = 5 ns > τL = 3 ns) was produced by the Anritsu MP1630B digital analyzer,
the DC supply was Vs = −3.5 V, and the output waveforms were captured by the Agilent
DSO81204B oscilloscope. The experimental results are shown in Fig. 4.14 (solid red). The
half-magnitude pulse widths are 94 and 62 ps for R2 = 50 Ω and 560 Ω, respectively, which
are different from the corresponding simulation pulse widths in Fig. 4.12(a). Ringing tails are
also observed. To understand the cause of the pulse width discrepancy between simulation
and experiment and the experimental ringing tails, one should note that the transmission
line lengths are assumed to be zero in Fig. 4.10 and in the corresponding simulation results
in Fig. 4.11 and Fig. 4.12. However, in the fabricated prototype, nonzero-length transmission
lines delay the multiple internal reflections between diodes, which are not perfectly matched,
hence generating successive replicas of the intended output pulse corresponding to the ringing
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tail. Moreover, the spurious pulses may constructively or destructively interfere with the main
one, resulting in wider or shorter pulse width compared to the simulated on in Fig. 4.12(a).
Finally, the parasitic elements in Fig. 4.10 also contribute to waveform distortion. One may
identify the causes of distortion by including ﬁnite-length transmission lines and parasitic
elements in the simulation, as shown by the dash-blue curves in Fig. 4.14. Among the parasitic
elements, we identify the inductance in series with D2, i.e. Lp and Lg, as the critical parasitic
elements, which lead to high-amplitude spikes due to the inductor transient response to a
rapid current change [124].
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Figure 4.13 Experimental prototype on RO4003 (20 mil) substrate. (L. Zou, et al, [4], MWCL,
© [2017] IEEE)
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(L. Zou, et al, [4], MWCL, © [2017] IEEE)
Figure 4.15 shows the temperature behavior of the generator. It is observed that pulse width
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increases with increased temperature. Moreover, pulse widening also corresponds to reduced
ringing, consistently with our interference explanation of the relation between the pulse width
and ringing eﬀect.
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Figure 4.15 Measured output pulses at diﬀerent temperatures (L. Zou, et al, [4], MWCL,
© [2017] IEEE).
Note that the output from the pulse generator is mono-pulse, which still contains a DC
component and cannot be radiated eﬃciently. To remove the DC component in the output
of the D4 in Fig. 4.13, a short-end stub following D4 is used, which is not shown here, to
transform the mono-pulse into mono-cycle [2].
UPMG Experimental Results
Figure 4.16 shows the measured input data stream, d(t), DOOK modulated pulses, m(t) in
response to the rising or falling edges of d(t), and the UWB RF pulses, s(t), respectively,
corresponding to the notations in Fig. 4.7. Here, the bit duration of d(t) is 5 ns corresponding
to bit rate 200 Mb/s, which is constraint here by the instrument (DDG – Anritsu MP1630B
– in Fig. 4.6). The duration of m(t), generated by the DOOK modulator, is 3 ns equal to
the delay diﬀerence (τ) between the two path in Fig. 4.7. Finally m(t) triggers the UWB RF
pulse generator at its rising edges, yielding ultra-short RF pulses, s(t).
Figure 4.17(a) shows a zoom on a single RF pulse of s(t) with its envelop, and Fig. 4.17(b)
shows its spectrum amplitude |S(f)|. The pulse waveform is not perfectly mono-cycle due
to ringing [4]. We may use a bandpass ﬁlter, not shown in Fig. 4.7, to keep only the desired
portion (8 − 12 GHz) of the spectrum so as to meet the system design speciﬁcation. Within
this bandwidth, the spectrum power density variation is found to be smaller than 2 dB.
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Figure 4.16 Waveforms at the corresponding nodes of the UPMG in Fig. 4.7. d(t) : input of
the UPMG, generated by the DDG (Anritsu MP1630B) in Fig. 4.6. m(t) : baseband pulses
produced by the DOOK modulator in response to the rising and falling edges of d(t). s(t) :
ultra-short RF pulses generated by the UWB pulse generator (L. Zou, et al [16], TWC,
© [2017] IEEE).
4.4.2 LOS Wireless Channel
In the proof-of-concept system to be detailed next, we select a Vivaldi antenna for its wide
bandwidth, high directivity and low dispersion [125–127]. This antenna is practically well
suited for directive LOS UWB applications. The Vivaldi antennas implemented here exhibit
return loss higher than 10 dB and broadside gain higher than 8 dB over the bandwidth.
From the system point of view, the relevant channel response includes the antenna responses.
For the LOS experiment to be performed here, four identical antennas are conﬁgured as shown
in Fig. 4.18. Two TX and two RX antennas are placed side by side with separation of 40 mm,
which is larger than one wavelength of the lowest frequency, 8 GHz. The TX and RX antenna
pairs are placed face to face, with distance dii being approximately 1 m, which satisﬁes the far-
ﬁeld condition. In this conﬁguration, the dik =
√
d2ii + s2 = 1, 001 mm ≈ dii = 1, 000 mm, and
the diﬀerence between communication distances dik and dii is only about 1 mm, corresponding
to 3 ps delay diﬀerence. The corresponding reception angle diﬀerence is of only 2.3◦, and the
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Figure 4.17 Single UWB RF pulse. (a) Zoom on a single pulse, with its Gaussian-like envelop.
(b) Spectrum of a single pulse, with the DC component being essentially removed (|S(0)| <
−45 dB) (L. Zou, et al [16], TWC, © [2017] IEEE).
antenna gains may hence be assumed identical for all the communication links. Therefore,
if two transmitters are sending signals at same time (synchronized) and same level, each
receiver will receive the signal and the interference at the same time with indistinguishable
magnitude before any further processing.
TX
RX
k “ 1
k “ 2
i “ 1
i “ 2
s «
40
m
m
di,i « 1000
mm
Figure 4.18 Vivaldi antenna setup for the measurement of the wireless channel responses (L.
Zou, et al [16], TWC, © [2017] IEEE).
The LOS channel may be described by the transfer function Cik(ω) = |Cik(ω)|∠Cik(ω).
For the LOS channel considered here, the magnitude response, |Cik(ω)|, includes free-space
attenuation and antenna gain, as given by the Friis formula [85]. The former is inversely
proportional to frequency, while the latter is proportional to frequency for a ﬁxed antenna
aperture, and hence the combination of the two yields a weakly frequency-dependent re-
sponse. Moreover, the channel delay, tik(ω) = −∂∠Cik/∂ω, includes free-space delay, which
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is naturally non-dispersive, and antenna delay, which is weakly dispersive for Vivaldi an-
tennas [126, 127]. Figure 4.19 plots the measured channel magnitudes and delays, which are
indeed essentially ﬂat, indicating that both channel magnitudes and delays may be considered
as weakly or negligibly frequency-dependent. Moreover, note that magnitudes and delays for
the diﬀerent channels are almost identical, due to the conﬁguration described in the previous
paragraph. Therefore, the impulse responses of the four channels may be uniquely written as
cik(t) = δ(t), ∀ i, k.
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Figure 4.19 Measured channel, corresponding to the conﬁguration in Fig. 4.18, using a vector
network analyzer. (a) Channel magnitudes, |Cik(ω)|, found to be approximately −35 dB with
variation smaller 2 dB. b) Channel delays, tik(ω), found to be approximately 3.2 ns (L. Zou,
et al [16], TWC, © [2017] IEEE).
4.4.3 Chebyshev Coding Phasers
As mentioned in Sec. 4.3, we choose ﬁrst-order (odd) Chebyshev coding, corresponding to
the coding set C = [1,−1], and set the group delay swing Δτ = 1 ns. This group delay swing
yields SIR = 16 or 12 dB according to (4.20). The corresponding phasers are implemented in
multilayered broadside-coupled stripline C-section technology [128] using a Low-Temperature
Coﬁred-Ceramic (LTCC) fabrication process for high fabrication accuracy. Figure 4.20(a)
shows the fabricated phaser, and Figs. 4.20(b) and (c) plot the measured results for the +1
and −1 order phasers. The matched pair delay (not shown here) has στii = 0.3 ns (1.2/Δf),
corresponding to a signal power (SIR) degradation of 0.7 dB compared to the perfectly
matched pair according to Fig. 4.5(c).
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Figure 4.20 Broadside-coupled stripline C-section LTCC phaser. (a) Internal structure (simu-
lation layout) and global photograph, including stripline-CPW-coaxial (STPL-CPW-COAX)
transitions and inner shorting vias connecting coupled lines. (b) Measured (solid) and simu-
lated (dotted) group delay (τ) and amplitude responses (|S11| and |S21|) for the +1th order
phaser. (c) Idem for the −1th order phaser (L. Zou, et al [16], TWC, © [2017] IEEE).
4.5 DCMA Proof-of-Concept System Experimental Demonstration
The experimental proof-of-concept system corresponding to the proposed architecture in
Fig. 4.6 is shown in Fig. 4.21. As already mentioned, the power detectors in Fig. 4.6 are not
included in the system since power detection is to be done by taking square of the envelope
of the waveform data captured by the oscilloscope. The bit period, which is the reverse of
the bit rate, Tb = 1/Rb, should be larger than the MAI spread, which here is 2Δτ = 2 ns,
to avoid intersymbol interference. Therefore, the theoretical maximal bit rate here would
ideally approach 500 Mb/s/channel given the 2 ns MAI spread. Here we restrict the bit rate
to 200 Mb/s/channel which corresponds to the maximal rate of the instrumentation.
Figure 4.22 shows the system experimental results (waveforms) at diﬀerent nodes in Fig. 4.6.
Figure 4.22(a) is the data stream, dk(t), from the digital data generator. The modulated
UWB RF pulses, sk(t), corresponding to the rising and falling edges of dk(t) based on DOOK
modulation, have been shown in Fig. 4.7. Figure 4.22(b) plots the signals, ek(t), encoded by
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(a) (b)
Figure 4.21 Experimental prototype 2× 2 DCMA system corresponding to the architecture
in Fig. 4.6. (a) Transmitters. (b) Receivers (L. Zou, et al [16], TWC, © [2017] IEEE).
the respective encoding phasers, which are dispersed versions of sk(t). Figure 4.22(c) shows
the received signal intensities, which correspond to the envelope squares, |ri(t)|2, and include
the MAI from the undesired TX. The MAI peaks are circled out, and found to be roughly
at the same level as the desired signals, and hence indistinguishable, at this stage. Note that
the squared envelopes of ri(t) (|ri(t)|2) here do not correspond to the actual operation of
the system at the corresponding nodes in Fig. 4.6 ; we numerically perform this operation
for comparison with the decoded and power detected outputs, |zi(t)|2, as will be shown
in Fig. 4.22(d). Figure 4.22(d) plots the intensity of the signals, zi(t) [|zi(t)|2] decoded by
the respective decoding phasers. The MAI levels are dramatically reduced compared to those
in Fig. 4.22(c), hence allowing to correctly detect the desired information signal. Finally, one
may use integration 2 to recover the baseband data stream, d˜i(t), not physically performed
in the experiment but shown in the black dashed lines in Fig. 4.22(d). The power ratio of
the signal peak to the MAI Peak-Envelope-Power (PEP) ranges from 5 to 6. One may find
the MAI average power from the PEP and then further obtain the SIR. Ideally, the MAI is a
flat-amplitude curve due to the linear group delay, according to the analysis in Sec. 4.3. The
MAI average power is typically half of its PEP, and the SIR should then be twice of the power
ratio of the signal peak to the MAI PEP, which is about 10 to 12, in reasonable agreement
with the value SIR = 16 obtained by (4.20), given the various non-idealities involved in the
experiment.
2. This baseband data recovery may be performed digitally as follows : 1) apply threshold detection to
the data in Fig. 4.22(d), which results in keeping the pulses, corresponding to rising/falling edges of the
baseband signals and suppressing the MAI ; 2) keep the polarity of the odd pulses, corresponding to rising
edges, unchanged, and reverse the polarity of the even pulses, corresponding to falling edges ; 3) integrate
the bi-polar pulses in step 2), where positive and negative polarity pulses yield rising and falling edges,
respectively, while the nulls between the positive and negative polarity pulses yield constant high level (“1")
and low level (“0"), respectively.
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Figure 4.22 Measured waveforms for the system in Fig. 4.21 at the positions of the nodes
indicated in Fig. 4.6. (a) Baseband data stream, dk(t). (b) Encoded waveforms, ek(t). (c) Re-
ceived waveform intensity, |ri(t)|2. (d) Decoded waveform intensity, |zi(t)|2, and recovered
baseband data, d˜i(t) by integration of zi(t) (L. Zou, et al [16], TWC, © [2017] IEEE).
It is also worth mentioning that the time synchronization is simply based on burst trig-
gering the receiver in response to the pulse sent by the transmitter, since diﬀerent users
are discriminated by diﬀerent power levels. This mechanism is naturally more immune to
delay oﬀset in synchronization than that in of the time-hopping technique, where diﬀerent
users are allocated diﬀerent time slots (chips) for multiple access based on pulse position
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modulation [115].
4.6 Summary and Perspective
This chapter proposed the dispersion code multiple access (DCMA) concept as an cost-
efficient, energy-efficient and low-latency solution for future high-speed wireless communi-
cations. The key to multiple access is proper choice of dispersion code set. The common
stair-case delay profiles, with large idle spectrums, used for multiple access in optics can not
be directly transplanted to microwave regime where spectrum resources are precious. There-
fore we proposed to adopt Chebyshev polynomials as the dispersion code set for their equal
group delay swing and hence identical contribution to the MAI power. Then, we experimen-
tally demonstrated the world’s first proof-of-concept real-time radio system for wireless data
transmission, showing the feasibility of DCMA. Then, we will later characterize the system
in terms of bit error probability, which involves variation of a lot of parameters, such as
for instance bit rate, bandwidth, user number, signal and interference energy level, wireless
channel, etc. Therefore, experimental characterization will be extremely difficult and costly,
and Chapter 5 characterizes the DCMA system numerically.
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CHAPTER 5 CHARACTERIZATION OF DISPERSION CODE MULTIPLE
ACCESS (DCMA) COMMUNICATION SYSTEM
The previous chapter experimentally demonstrated a proof-of-concept 2 × 2 DCMA system
with identical LOS channels [cik(t) = δ(t), ∀i, k] and without any specific noise study. This
chapter will characterize the performance of a general DCMA system comprised of N × N
TX-RX user pairs, in terms of multiple access interference (MAI), signal to interference ratio
(SIR), and bit error probability (BEP). First, Sec. 5.1 characterizes for line-of-sight (LOS)
channel, then, Sec. 5.2 for non-line-of-sight (NLOS) channel.
The characterization will be performed analytically and numerically, as it would be excessively
involved to perform experimentally, but it will provide the key results relevant to the design
of future complex DCMA systems. For simplicity, we shall assume that the environment is
time-invariant (static).
Part of this chapter is excerpt from the author’s works, [16], and [18], available at URL :
https://arxiv.org/abs/1709.08085.
5.1 LOS Channel Characterization
5.1.1 Channel Description
The LOS channel impulse response may be found by taking the inverse Fourier transform of
the transfer function, Cik(ω), which implicitly accounts for the antennas and may be obtained
by measurement, as in Sec. 4.4.2, or by analytical formulas. For the case of a free-space LOS
channel, the application of Friis formula with added delay leads to [85]
Cik(ω) =
λ
√
GTXk(ω)GRXi(ω)
4pidik
e−jωtike−j
∫ ω
−∞ t
′
ik(ω
′) dω′
=
√
GTXk(ω)GRXi(ω)
2ωtik
e−jωtike−j
∫ ω
−∞ t
′
ik(ω
′) dω′
,
(5.1)
where GTXk(ω) and GRXi(ω) are the power gain functions in the TXk and RXi directions,
respectively, tik = dik/c is the free-space (non-dispersive) delay, c is the speed of light, and
t′ik(ω) is the channel dispersive delay induced by the antennas. As illustrated in Fig. 4.19 and
discussed in Sec. 4.4.2, in a practical UWB pulse (as opposed to narrow multi-band) system
with UWB low-dispersion antennas, such as for instance Vivaldi antennas, the channel re-
sponse is essentially frequency independent in both delay, i.e. ∂t′ik/∂ω ≈ 0, and in magnitude,
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i.e. |Cik(ω)| ≈
√
GTXk(ω0)GRXi(ω0)/(2ω0tik), where ω0 is the center frequency. Therefore, de-
noting the product of the TXk and RXi antenna power gains Gik = GTXk(ω0)GRXi(ω0) and
shifting the reference time to t′ik(ω) = 0, Eq. (5.1) reduces to the expression
Cik(ω) =
√
Gik
2ω0tik
e−jωtik , (5.2)
whose impulse response is
cik(t) =
√
Gik
2ω0tik
δ(t− tik) = aikδ(t− tik). (5.3)
Since the transmission throughput is ultimately determined by SIR, which includes the ratio
aii/aik, we further normalize (5.3) as
c′ik(t) =
aik
aii
δ(t− tik) =
√
Gik/Gii
tik/tii
δ(t− tik), (5.4a)
c′ii(t) = δ(t− tii). (5.4b)
5.1.2 MAI Analysis
In order to fully characterize the system in the cik(t) channel described by (5.4), we shall
first determine its MAI in that channel. For simplicity, we idealize the information signal
to a train of OOK-modulated Dirac pulses with bit period Tb = 2∆τ , corresponding to the
maximal dispersed duration, i.e.
sk(t) =
∞∑
`=1
dk,`δ(t− `Tb − tTXk), k ∈ {1, . . . , i, . . . , N}, (5.5)
where dk,` = 1 or 0 is the `th bit from TXk, and tTXk is a random transmitting delay offset
taking account for the transmitter asynchronization. Inserting (5.4b) and (5.4a) into (4.11b)
and (4.11c), respectively, with (5.5), yields
s˜i(t) =
∞∑
`=1
di,`αiihii(t− `Tb − tTXi − tii), (5.6a)
xi(t) =
∞∑
`=1
N∑
k=1
k 6=i
dk,`αikhik(t− `Tb − tTXk − tik), (5.6b)
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where
αii ≡ 1, while αik =
√
Gik/Gii
tik/tii
(5.6c)
is the overall channel amplitude. In practice, one may want to avoid αik > αii and reduce αik
for lower MAI and hence higher SIR. The reduction of αik may be achieved by beamforming,
as suggested by (5.6c), so as to decrease the factor Gik/Gii.
Then, the total decoded signal, which is according to (4.11a) the sum of (5.6a), (5.6b) and
n(t), becomes
zi(t) =
∞∑
`=1
di,`hii(t− `Tb − tTXi − tii) +
∞∑
`=1
N∑
k=1
k 6=i
dk,`αikhik(t− `Tb − tTXk − tik) + n(t), (5.7)
Note that the transmitting delay offset, tTXi , tTXk , and channel delay, tii, tik are all random
variables. The transmitting delay meaningfully varies within [0, Tb], given that s˜i(t) and xi(t)
in (5.6) are both periodic functions with period Tb = 2∆τ . Thus,
tTXi , tTXk = U (0, Tb) , with Tb = 2∆τ, (5.8)
where U (0, Tb) denotes the uniform distribution with support [0, Tb]. The channel delay is a
uniform random variable, corresponding to
tii, tik = U (dmin/c, dmax/c) , (5.9)
where dmin and dmax are the minimum and maximum communication distances, and are
respectively set to range from 5 to 10 meters in later characterization. Finally, the overall
channel amplitude, αik [Eq. (5.6c)], while being affected by the channel delay ratio tik/tii,
which is random based on (5.9), depends on the antenna gain ratio,
√
Gik/Gii, which may
be tuned using beam forming. Therefore, one is able to control αik for a desired value. We
will later consider two particular cases for α2ik (energy), 1) α2ik = α2ii ≡ 1, i.e. all MAI channel
energies are equal to the desired signal channel energy, 2) α2ik ≡ 0.1 < α2ii, i.e. all MAI channel
energies are 10 dB less than the desired signal channel energy.
One may next determine the statistical distribution of the MAI, xi(t) [Eq. (5.6b)], which is
described by the corresponding probability density function (PDF). The analytical deriva-
tion of the PDF of MAI is beyond the scope of this dissertation, and readers are referred to
specialized works in this area for details. For instance, the authors of [116] use the normal
distribution to approximate the MAI distribution in Bragg grating fiber based frequency
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hopping multiple access, while the authors of [17] analytically show that MAI asymptotically
approaches the normal distribution with increased frames per symbol in time-hopping mul-
tiple access. Here, we will numerically show that the MAI distribution in Chebyshev coding
DCMA may also be approximated by the normal distribution.
For this purpose, we use the random variable xi as the time sample of the MAI, so that
xi ∈ xi = {xi,1, . . . , xi,p, . . . , , xi,L}, where xi,p = xi(pts), p ∈ Z, (5.10)
and ts is sampling period, L = 2Tb/ts is the sample length, and xi,p is the time sample
in (5.6b) at pts. At this point, we statistically compute the corresponding mean (µX,i) and
standard deviation (σX,i) of xi as
µX,i =
1
L
L∑
p=1
xi,p, σ
2
X,i =
1
L
L∑
p=1
(xi,p − µX,i)2, (5.11)
with σ2X,i being the average power of MAI xi(t). For the purpose of plotting the normalized
PDF, one first normalizes the random variable xi and its mean, µX,i, and standard deviation,
σX,i, to the peak value of the desired signal [Eq. (4.10a)], i.e.
xˆi =
xi
2∆f , µˆX,i =
µX,i
2∆f , σˆ
2
X,i =
σ2X,i
4∆f 2 , (5.12)
which provides all the parameters of the normal distribution PDF of xˆi,
PDFX,i(xˆi) =
1√
2piσˆ2X,i
exp
[
−(xˆi − µˆX,i)
2
2σˆ2X,i
]
, (5.13)
while the PDF could also be obtained by counting the occurrences of the different values of
xˆi.
Note that the normalized MAI variance, σˆ2X,i, is the interference to signal power ratio, which
is exactly the opposite of SIR, i.e.
SIRi =
1
σˆ2X,i
. (5.14)
In Sec. 4.3.3, we have derived the MAI power and SIR for the case of equal channel energy
(α2i,k = α2ii = 1, ∀ k) based on the procedure from (4.17) to (4.20), so as to find the relationship
between the DSBP (Delay Swing-Bandwidth Product) and SIR. We shall now extend this
relationship to cover the case where the channels have different energies (α2ik 6= α2ii). Note
that each hik(t) in (5.6b) has a factor αik and hence energy α2ikE, which leads to the average
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power of xi(t)
PX,i =
∑N
k=1
k 6=i
α2ikE
2∆τ = α
2
i
(N − 1)∆f
∆τ , (5.15a)
where α2i =
1
N − 1
N∑
k=1
k 6=i
α2ik (5.15b)
is the arithmetic mean of α2ik, and E = 2∆f is the energy of hik(t) over one bit period
(Tb = 2∆τ). The corresponding SIR is then found as
SIR′i =
4∆f 2
PX,i
= 4∆τ∆f
α2i (N − 1)
= 4 ·DSBP
α2i (N − 1)
. (5.16)
The SIR′i [Eq. (5.16)] and PX,i [Eq. (5.15a)] may be regarded as the equivalents of the sta-
tistical SIRi [Eq. (5.14)] and σ2X,i [Eq. (5.11)], respectively. The former ones [Eqs. (5.16)
and (5.15a)] are easier to obtain than latter ones [Eqs. (5.14) and (5.11)] and, more impor-
tantly, provide physical insights : the SIR and MAI power are linearly proportional to ∆τ∆f
(DSBP) and ∆f/∆τ , respectively, which will be confirmed by different numerical examples.
Figure 5.1 shows three examples of 2×2 DCMA coding sets and their corresponding cascaded
group delays, waveforms and MAI distributions in a noiseless channel with identical energies
(α2ik = α2ii = 1). In these examples, only one MAI contribution exists. For the coding order
mi 6= ±1 [Eq. (4.14)], the actual MAI distribution agrees well with the normal distribution
given by (5.13) [Fig. 5.1(c) second and third columns]. However, when mi = ±1, the approx-
imation of normal distribution does not hold [Fig. 5.1(c) first column]. In this case, the MAI
is found to correspond to the arcsine distribution [120] 1,
PDFX,i(xˆi) =
1
pi
√
(xˆi − a)(b− xˆi)
, xˆi ∈ [a, b], and b = −a =
√
2σˆX,i. (5.17)
Section 5.1.3 will discuss the mi = ±1 codes for the N = 2 DCMA system, and exclude
mi = ±1 for N ≥ 2.
The MAI distributions are found to be always symmetric about xˆi = 0, i.e. µX,i ≡ 0, which is
easily explained from the fast polar oscillation of xˆi(t) about zero and the consequent global
cancellation in the corresponding average process in (5.11).
The σˆ2X,i [interference to signal ratio : Eq (5.12)] values in Fig. 5.1(c) are computed by (5.11)
and normalized by 4∆f 2 based on statistical procedures. It is found that reducing the band-
1. The arcsine distribution exhibits a pair of sharp rays at the polar (boundary) value corresponding to the
quasi-uniform amplitude of the waveform [see for instance Fig. 4.4(a) for the (i, k) = (1, 2)], and decreasing
magnitude towards zero, corresponding to faster transitions between positive and negative signal values.
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Figure 5.1 Three 2 × 2 DCMA examples (corresponding to the three columns) with σ2N = 0
(noiseless), α2ik ≡ 1 (∀ k = i). (a) Code sets C and corresponding cascaded group delays
τik(ω) [Eq. (4.9) with (4.13) and Δτ = 10 ns] with (i, k) = (1, 1) (red solid) and (i, k) = (1, 2)
(blue dashed). (b) Corresponding waveforms over one bit, Tb = 2Δτ = 20 ns : desired
signal ˆ˜si(t) (red solid) and MAI xˆi(t) (blue dashed) [Eq. (5.6) normalized by 2Δf ] for Δf =
10 GHz and Δf = 5 GHz cases. (c) Corresponding actual MAI distribution (blue bars) and
approximated arcsine (ﬁrst column) and normal (second and third columns) distribution (red
curves) [Eq. (5.13)] with σˆ2X,i values [interference to signal ratio : Eq. (5.12)] for Δf = 10 GHz
and Δf = 5 GHz cases (L. Zou, et al [16], TWC, © [2017] IEEE).
width by half doubles σˆ2X,i, and hence halves the SIR according to (5.14), i.e. SIR is linearly
proportional to Δf , as predicted by the last-but-one equality in (5.16). Similarly, we have
numerically veriﬁed that ﬁxing Δf and varying Δτ yields SIR linearly proportional to Δτ ,
conﬁrming that SIR is also linearly proportional to Δτ , also as predicted by the last-but-one
equality in (5.16). Thus, SIR is, globally, linearly proportional to DSBP (ΔτΔf), as indicated
by the last equality in Eq. (5.16).
Figure 5.1(b) plots the normalized DCMA waveforms, ˆ˜si(t) = s˜i(t)/(2Δf) and xˆi(t) =
xi(t)/(2Δf) for Δf = 10 GHz and Δf = 5 GHz to investigate how SIR is aﬀected by
the change of bandwidth. It is seen that the normalized MAIs for Δf = 5 GHz case are
higher than their 10 GHz counterparts, corresponding to lower SIR.
Finally, Fig. 5.2 plots the waveforms and MAIs with C = [3,−3, 19,−19], Δτ = 10 ns
and Δf = 10 GHz in a 4 × 4 DCMA system. MAI still follows the normal distribution.
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The corresponding σˆ2X,i values, computed by (5.11), normalized by 4Δf 2 [Eq. (5.12)], and
indicated in the ﬁgure, agree with those computed by (5.15a) with diﬀerent α2ik (∀ k = i),
N = 4, Δτ = 10 ns and Δf = 10 GHz and normalized by 4Δf 2. It is observed that the
MAI signal reaches the level of the desired signal at around α2ik ≡ 10, corresponding to
SIR ≈ 13.3 [Eq (5.14) with σˆ2X = 0.075]. For other Δf , Δτ and N , a diﬀerent αik may be
required to achieve the same SIR (13.3) according to (5.16) and (5.15b). A study similar
to that in Fig. 5.2 may be generally performed for any combination of Δf , Δτ and N to
assess the robustness of the system to unequal MAI powers. In case, the SIR is too small,
beamforming may be introduced, as will be presented in Sec. 5.1.3.
−1
−0.5
0
0.5
1
0
0.5
1
0
2
4
6
0 5 10 15 20 0 5 10 15 20 −0.5 −0.25 0 0.25 0.5
0
0.5
1
0
2
4
6
0
0.5
1
0
2
4
6
−1
−0.5
0
0.5
1
−1
−0.5
0
0.5
1
|zˆiptq|ˆ˜siptq & xˆiptq PDFX,ipxˆiq
t (ns)t (ns) xˆi
σˆ2X « 0.0075
σˆ2X « 0.015
σˆ2X « 0.075
α2ik ” 1
α2ik ” 2
α2ik ” 10
(a) (b) (c)
Figure 5.2 Illustration of the eﬀect of unequal MAI powers (α2ik, k = i), considering a 4 × 4
DCMA system with C = [3,−3, 19,−19], Δτ = 10 ns, Δf = 10 GHz, σ2N = 0 for diﬀerent
α2ik (∀ k = i). (a) Desired signal, ˆ˜si(t) (red solid) and MAI, xˆi(t) (blue dashed) [Eq. (5.6)
normalized by 2Δf ]. (b) Decoded signal envelope, |zˆi(t)| [Eq. (5.7) normalized by 2Δf ].
(c) Actual MAI distribution (bars) and approximated normal distribution [Eq. (5.13)] with
σˆ2X,i values [Eq. (5.12)] (L. Zou, et al [16], TWC, © [2017] IEEE).
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5.1.3 BEP Analysis
N ≥ 2 DCMA System
For N ≥ 2, we consider here mi 6= ±1, in order to avoid different distributions, for simplicity.
We may now add the AWGN onto MAI, corresponding to the Signal-to-Noise Ratio (SNR)
SNR = 4∆f
2
σ2N
= 1
σˆ2N
, (5.18)
where σˆ2N = σ2N/(4∆f 2) is the normalized noise power for the random variable nˆ = n/(2∆f).
Assuming, for simplicity, that SNR [Eq. (5.18)] is identical for all receivers (RXi), and that
MAI and AWGN are statistically independent, the total interference uˆ (normalized), which
is the sum of the two random variables xˆi and nˆ, i.e. uˆ = xˆi + nˆ, also follows the normal
distribution, i.e.
PDFi(uˆ) =
1√
2pi(σˆ2X,i + σˆ2N)
exp
[
− uˆ
2
2(σˆ2X,i + σˆ2N)
]
, (5.19)
with total zero mean and total variance σˆ2 = σˆ2X + σˆ2N. The variance σˆ2 is equivalent to the
normalized interference power. Therefore, the Signal to Interference and Noise Ratio (SINR)
is
SINRi =
1
σˆ2X,i + σˆ2N
= 11
SIRi +
1
SNR
. (5.20)
Assume the worst case case scenario dk,` ≡ 1 (∀ k 6= i) in (5.6b), i.e. all undersired transmitters
are sending only 1’s, leading to maximal MAI energy, and assume that the desired signal
amplitude is normalized and detected with a threshold of 0.5. When a bit di,` = 1 is sent
[desired transmitter, Eq. (5.6a)], 1 + xˆ+ nˆ < 0.5 (uˆ < −0.5) corresponds to an error, whereas
when a bit di,` = 0 is sent (desired transmitter), 0 + xˆ + nˆ > 0.5 (uˆ > 0.5) corresponds
to an error. The BEP is thus the following integral of (5.19) over uˆ ∈ (−∞,−0.5) and
uˆ ∈ (0.5,∞) [19] :
BEPi = P(uˆ < −0.5|di,` = 1) + P(uˆ > 0.5|di,` = 0)
= 0.5
∫ −0.5
−∞
PDFi(uˆ) duˆ+ 0.5
∫ −∞
0.5
PDFi(uˆ) duˆ,
(5.21)
where equal transmission probability (0.5) has been assumed for bits 1 and 0. Inserting (5.19)
into (5.21) yields after some algebraic manipulations
BEPi =
1√
2pi
∫ ∞
SINRi/2
exp
(
−x
′2
2
)
dx′ = Q
(√
SINRi
2
)
(5.22)
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Particularly, when σ2N = 0 (noiseless channel),
BEPi|σ2N=0 = Q
(√
SIRi
2
)
, (5.23)
with SIRi given by (5.14) or (5.16). The overall BEP is the average of BEPi over all receivers,
i.e.
BEP = 1
N
N∑
i=1
BEPi. (5.24)
Figure 5.3 plots BEP as function of N for a DCMA system with the all-odd coding set
C = [3,−3, . . . , N + 2], N is odd, or = [3,−3, . . . , N + 1,−(N + 1)], N is even, (5.25)
in noiseless channels with unique channel energy [α2ik ≡ 1 (∀ k 6= i)]. This scenario typi-
cally resembles that of a downlink communication, where all the channels share a unique
transmitting antenna and send signals at the same power level, such that the desired sig-
nal and MAI arrive at the receiver with same energy. We see that, in this case, the BEP
with argument given by (5.14) and (5.16) are identical. Changing the group delay swing and
changing the bandwidth have identical effect on the BEP. In general, the BEP degrades as
N increases, as a result of MAI accumulation and hence degraded SIR according to (5.16).
Such degradation of SIR can be naturally mitigated by increasing the group delay swing, ∆τ
[Fig. 5.3(a)]. However, the corresponding bit rate [Rb = 1/(2∆τ)] has to be consequently
decreased to avoid inter-symbol interference, which degrades the spectral efficiency (bit rate
per unit bandwidth) given the assumed fixed bandwidth. Another efficient way to enhance
SIR, without affecting the bit rate, is increasing the bandwidth ∆f [Fig. 5.3(b)]. However,
this also degrades the spectral efficiency. In general, the DSBP is the critical figure of merit
for DCMA SIR and spectral efficiency, and hence DCMA at large. We also make comparison
between DCMA and the DSP based IR UWB multiple access technique, showing better per-
formance for DCMA technique. It is also worth mentioning that, since DCMA is the world’s
first real-time UWB IR multiple access technique, it is therefore hard to make a thorough
comparison with different technologies.
In practice, one may further reduce MAI by achieving α2ik < α2ii = 1, ∀ k 6= i [Eq. (5.6c)] with
beam forming, which is practically feasible. Figure 5.4 plots BEP but with α2ik ≡ 0.1, ∀ k 6= i,
so as to ensure α2ik < α2ii = 1, ∀ k 6= i. The mean of α2ik, α2i is given by (5.15b), which yields
α2i = 0.1 and, according to (5.16), corresponds to SIR enhancement by a factor of 1/α2i = 10
(10 dB). The BEP results based on Eq. (5.14) (sold lines) agree with those based on (5.16)
with α2i = 0.1 (circle marks). In this scenario, the SIR enhancement via α2ik decrease allows
88
2 4 6 8 10 12
−25
−20
−15
−10
−5
0
2 4 6 8 10 12
Δτ “ 10 ns
Δf “ 10 GHz
Δf “ 5 GHz
Δf “ 2.5 GHz
Δf “ 10 GHz
Δτ “ 10 ns
Δτ “ 5 ns
Δτ “ 2.5 nsl
og
1
0
pB
E
P
q
NN
(a) (b)
Figure 5.3 BEP [bit rate Rb = 1/(2Δτ)] versus N for an all-odd DCMA system with cod-
ing (5.25), σ2N = 0, and α2ik ≡ 1 (∀ k = i). These results are computed by (5.23) and (5.24)
with SIR argument given by Eq. (5.14) (Sold lines) or Eq. (5.16) with α2i = 1 (circle marks).
(a) Fixed bandwidth, Δf = 10 GHz and varying group delay swing, Δτ . (b) Fixed Δτ = 10 ns
and varying Δf , compared with the performance (black square) of DSP based time hoping
IR UWB multiple access technique in [17], with comparable bandwidth (2.5 GHz), where the
DCMA provides better BEP performance with higher speed (50 Mbps) corresponding to the
magenta curve (L. Zou, et al [16], TWC, © [2017] IEEE).
one to reduce DSBP for a given BEP, which reduces the phaser constraints [6].
We shall now see that reducing DSBP also leads to increased spectral eﬃciency at the expense
of lower SIR and BEP. The spectral eﬃciency is deﬁned as the system capacity, C, divided
by the system bandwidth, Δf , and is measured in bit per second per Hertz (b/s/Hz). The
capacity may be simply expressed as the maximum overall data throughput, NRb = N/Tb =
N/(2Δτ), where Rb = 1/(2Δτ) is the maximum allowed bit rate. The spectral eﬃciency is
then
η = CΔf =
N
2ΔτΔf =
N
2 · DSBP , (5.26)
which is inversely proportional to DSBP. Thus, reducing DSBP indeed enhances η, while
degrading SIR and hence the BEP performance, according to (5.16) and (5.23). However, the
additional freedom of α2i [Eq. (5.15b) with (5.6c)], which may be activated by beam forming,
i.e. controlling
√
Gik/Gii in (5.6c), allows one to increase η without increasing SIR and BEP.
Suppose for instance that N = 12 and that desired spectral eﬃciency is η = 1 b/s/Hz, or
DSBP = ΔτΔf = 6, which yields upon insertion into (5.16) SIR = 24/(11α2i ). If α2i =
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Figure 5.4 BEP [Rb = 1/(2Δτ)] versus N for an all-odd DCMA system [Eq. (5.25)] with
σ2N = 0, α2ik ≡ 0.1 (∀ k = i). These results are computed by (5.23) and (5.24) with SIR
argument given by Eq. (5.14) (solid lines) or by Eq. (5.16) with α2i = 0.1 (circle marks).
(a) Fixed Δf = 5 GHz and varying Δτ . (b) Fixed Δτ = 5 ns and varying Δf (L. Zou, et
al [16], TWC, © [2017] IEEE).
1, SIR = 2.2, which is too low for acceptable BEP. Specifying BEPmax = 0.01, found to
correspond to SIR = 22 upon inverting (5.23), leads to 1/α2i ≥ 10 (10 dB), which may be
achieved using beam forming with proper gains in (5.6c).
Figure 5.5 plots BEP versus SNR for an all-odd DCMA system with Δτ = 10 ns, Δf =
10 GHz, and AWGN channels with identical energy [α2ik ≡ 1 (∀ k = i)]. As SNR increases,
BEP asymptotically approaches the corresponding noiseless BEP values given in Fig. 5.3, as
expected. As SNR decreases below 15 dB, the three BEP curves converge to the same value,
which indicates that in the SNR range SNR < 15 dB the total interference is dominated by
AWGN. Figure 5.5 conveniently indicates the SNR requirement for a speciﬁed BEP level and
DCMA dimension. For instance, for BEP of 10−3, one ﬁnds that SNR should be larger than
16 dB and 20 dB for the N = 4 and N = 8 cases, respectively, whereas BEP for N = 12 is
always larger than the speciﬁed value (10−3) even as SNR approaches inﬁnity.
N = 2 DCMA System
For this case, we restrict our study to the coding set C = [+1,−1], used in the experiment
of Sec. 4.5 and corresponding to the arcsine MAI distribution (5.17), with ﬁnite support
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Figure 5.5 BEP versus SNR for DCMA with all-odd coding[Eq. (5.25)], Δf = 10 GHz,
Δτ = 10 ns in AWGN channel with α2ik ≡ 1 (∀ k = i). These results are computed by (5.22)
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xˆi ∈ [−
√
2σˆXi ,
√
2σˆXi ] and symmetry about the zero mean. If
√
2σXi is smaller than the
detection threshold, which here is 0.5 (after normalization), as in the analysis of Sec. 5.1.3,
the BEP is always zero. We assume σ2N = 0 (noiseless channel), and separately consider the
case of bits “1" and “0" being sent. If di, = 1 is sent, and 1 + min(xˆi) = 1 −
√
2σˆXi > 0.5
(
√
2σˆXi < 0.5), the bit “1" is correctly detected. If di, = 0 is sent, and 0+max(xˆi) =
√
2σˆXi <
0.5 (
√
2σˆXi < 0.5), the bit “0" is correctly detected. So, the correct detection criterion is the
same for “1" and “0" in the case of the 0.5 threshold, and this criterion – σˆXi < 1/(2
√
2) –
ensures zero BEP. First substituting N = 2 into (5.16) and next equating the result to (5.14)
with σˆXi < 1/(2
√
2) leads to
SIRi =
4 · DSBP
α2ik
= 1
σˆ2Xi
> 8. (5.27a)
Finally, solving (5.27a) for the DSBP yields
DSBP > 2α2ik. (5.27b)
In the particular case of equal signal and MAI energies (α2ik = 1, ∀i, k), as in the experiment
(Sec. 4.5), Eq. (5.27b) becomes DSBP > 2. In the experiment, the DSBP was set to 4
(Δf = 4 GHz, Δτ = 1 ns), which corresponds to a margin of factor 2 in (5.27b), and the
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measured SIR in Fig. 4.22(d) was about 10 to 12, consistently with (5.27a).
5.2 NLOS Channel Characterization
So far, we have only characterized the DCMA system for LOS channel. However, in prac-
tice, wireless channel is typically NLOS, i.e. exhibits multipath fading or dispersion [129].
Such multipath fading results in multiple resolvable instances of the original UWB pulses,
and consequent lower SIR and worse BEP performance [130]. Moreover, the DCMA system
presented so far can only route signals between fixed communication pairs, and practical
communication system typically requires dynamic routing.
For channel dispersion compensation and for dynamic routing between arbitrary pairs, an
adaptivity strategy must be incorporated. One solution may be to use phasers that are dy-
namically tuned in real time for group delay equalization between any arbitrary access point
pair [15], but the technology for such phasers is complex and still at an early development
stage. For this reason, we propose a routing station, or router, where the routing may be
efficiently performed by using time reversal [131–133].
5.2.1 System Description
Figure 5.6 shows a diagrammatic representation of the proposed Time-Reversal Dispersion
Code Multiple Access (TR-DCMA) routing system with 2M access points (AP) and the
router with endowed with time reversal capability. Uplink APUm, m ∈ {1, . . . ,M}, communi-
cates with downlink APDn(m), n(m) ∈ {1, . . . ,M}, via the router, where n(m) is a function
of m corresponding to the desired routing link from access point m to access point n, with
n(m1) 6= n(m2) for m1 6= m2.
For multiple access purpose, APU/Dk is assigned a specific dispersion code, which is the group
delay function τU/Dk (ω), provided by the coding phaser [6] that is incorporated in the AP
system before/after the antenna. The phaser impulse response gU/Dk (t) is found by inverse
Fourier transforming (F−1) the transfer function GU/Dk (ω) as
g
U/D
k (t) = F−1
[
G
U/D
k (ω)
]
= F−1
[
rect
(
ω − ω0
∆ω
)
ejφ
U/D
k
(ω)
]
, (5.28a)
where
φ
U/D
k (ω) = −
∫ ω
ω0−∆ω/2
τ
U/D
k (ω′) dω′, (5.28b)
and τU/Dk (ω) are the phaser transfer phase and group delay (dispersion code), respectively,
and ω0 = 2pif0, ∆ω = 2pi∆f are the center frequency and bandwidth, respectively. The
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wireless channel between the AP (after/before the phaser) and the router, denoted as wU/Dk (t),
naturally includes the AP and the router antenna impulse responses in the communication
direction and typically exhibits multipath fading [85].
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Figure 5.6 Diagrammatic representation of the proposed TR-DCMA system (L. Zou, et
al, [18], ArXiv : https://arxiv.org/abs/1709.08085).
5.2.2 Modeling
Calibration Phase
During this phase, the 2M APs sequentially send a known beacon signal, sB(t), to the router.
The router receives for APU/Dk the signal
r
B,U/D
k (t) =
[
(sB ∗ gU/Dk ) ∗ wU/Dk
]
(t)
=
(
sB ∗ cU/Dk
)
(t),
(5.29a)
where
c
U/D
k (t) = (g
U/D
k ∗ wU/Dk )(t), (5.29b)
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is the overall channel impulse response, corresponding to the convolution (“∗") of the corre-
sponding guided-wave channel (coding phaser) and wireless channel impulse response.
Since sB(t) is known, cU/Dk (t) can be determined from (5.29a) by the router. This may be done
either digitally or analogically. In the former case, the measured signal rU/Dk (t) is stored, then
numerically deconvolved and flipped, i.e. cU/Dk (t)→ cU/Dk (−t), and finally reconverted to the
analog domain. In the latter case, rU/Dk (t) is immediately deconvolved by the (known) time-
reversed version of sB(t), sB(−t), using a real-time convolver [32], yielding cU/Dk (t), which is
itself time-reversed by a real-time time reverser [69] into cU/Dk (−t).
Communication Phase
• Uplink Transmission
Assume the worst-case scenario where the M uplink APs are sending their signals at the
same time. Denoting sUm(t) the signal sent from APUm, the signal received by the router is
rU(t) =
M∑
m=1
αUms
U
m(t) ∗ cUm(t), (5.30)
where αUm > 0 is the sent signal magnitude. The decoding of the signal from APUm at the
router consists in convolving rU(t) with the time-reversed version of the corresponding channel
impulse response cUm(−t) constructed in the calibration phase [Sec. (5.2.2)]. Thus,
zUm(t) = rU(t) ∗ cUm(−t) = s˜Um(t) + xUm(t), (5.31a)
with the desired signal
s˜Um(t) = αUmsUm(t) ∗ cUm(t) ∗ cUm(−t) ≈ αUmsUm(t), (5.31b)
is an approximation of the desired signal, sUm(t), the approximation (rather equality) being
due to the finite calibration time in (5.29b) 2, and
xUm(t) = cUm(−t) ∗
M∑
k=1
k 6=m
αUk s
U
k (t) ∗ cUk (t), (5.31c)
is a distortion signal called multiple-access interference (MAI).
At this point, the uplink signal zUm(t) in (5.31), including the desired information s˜Um(t) and
2. If the calibration time were infinite, then we would have an equality from the identity cUm(t)∗ cUm(−t) =
δ(t). In practice, cUm(t) in (5.31b) is a truncated version of the ideal cUm(t) function.
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interference from the other channels xUm(t), is passed through a threshold detector in the
router (Fig. 5.6), which transforms it into the signal sDm(t).
• Downlink Transmission
In the downlink transmission process, the signal sDm(t) is to be routed to APDn(m), the desired
corresponding access point, that generally varies in time. For this purpose, it is first predis-
torted by convolution with the time-reversed version of the corresponding downlink channel
impulse response, cDn(m)(−t). Then, the M predistorted signals are combined and sent by the
antenna of the router as
sD(t) =
M∑
m=1
αDms
D
m(t) ∗ cDn(m)(−t), αDm > 0. (5.32)
After passing the wireless channel wDn(m)(t), this signal is decoded by phaser gDn(m)(t) as
zDn(m)(t) = sD(t) ∗ wDn(m)(t) ∗ gDn(m)(t)
= sD(t) ∗ cDn(m)(t) = s˜Dn(m)(t) + xDn(m)(t),
(5.33a)
where
s˜Dn(m)(t) = αDmsDm(t) ∗ cDn(m)(−t) ∗ cDn(m)(t) ≈ αDmsDm(t) (5.33b)
and
xDn(m)(t) = cDn(m)(t) ∗
M∑
k=1
k 6=m
αDk s
D
k (t) ∗ cDn(k)(−t). (5.33c)
The following threshold detection (Fig. 5.6) yields sDn(m)(t). Communication is naturally suc-
cessful when the detected downlink signal is identical to the transmitted uplink signal, i.e.
sDn(m)(t) = sDm(t) = sUm(t).
5.2.3 System Characterization
This section characterizes the proposed time-reversal routing DCMA system in terms of
MAI, signal to interference ratio (SIR) and bit error probability (BEP) for the case of On-Off
Keying (OOK) modulation and Chebyshev dispersion coding. Note that, since uplink and
downlink signals are described by mathematical expressions, Eqs. (5.31) and (5.33), of the
same form, we shall consider here only the uplink case, the downlink and overall transmission
being immediately deducible from it.
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Modulation and Coding
Assuming OOK modulation, the transmitted signal is the pulse train
sUm(t) =
∑
`
dUm`δ(t− `Tb − tUm), (5.34)
where dUm` = 1 or 0 is the `th base-band bit, δ(·) is the Dirac function, Tb is bit period and
tUm is a random time offset.
Following Sec. 4.3, we choose odd Chebyshev dispersion coding [τUm(ω)] for APUm, ∀m, corre-
sponding to
τUm(ω) = τ0 +
∆τ
2 Ti(m)
(
ω − ω0
∆ω/2
)
, (5.35)
where ∆τ is group delay swing over the band ∆ω, Ti(m) is i(m)th order Chebyshev polynomial
of the first kind, and where we define T−i(m) = −Ti(m) for i(m) > 0. The code set of the M
uplink access points may then be written
C = {i(1), . . . , i(m), . . . , i(M)}, i(m) odd and i(m) ≥ 3. (5.36)
In the forthcoming computations, we consider the CM3 type (4–10 m NLOS) indoor multi-
path channel [134] for wUm(t).
MAI Probability Density Function
In Sec. 5.1.2, we have shown that in a LOS wireless channel, the MAI corresponding to all-
odd Chebyshev dispersion coding (5.36) follows a normal distribution. We shall show here
that the same is true for NLOS.
Figure 5.7 plots uplink simulation results of an M = 5 TR-DCMA system for three different
bit periods (Tb) in the worst-case interference scenario where all the transmitters continuously
send the bit ’1’. As expected, the interference (MAI) floor [xUm(t)] decreases with increasing
Tb due to decreasing MAI interference. The probability density function (PDF) of xUm(t) are
found (third column in the figure) to closely follow the normal distribution PDF
PDF(xUm) =
1√
2piσ2
exp
[
−(x
U
m − µm)2
2σ2m
]
, (5.37a)
where µm is the mean of xUm, which is 0 due to the symmetric-bipolar nature of MAI, and
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σ2m is the variance,
σ2m =
1
Tb
∫
Tb
∣∣∣xUm(t) − μUm∣∣∣2 dt = 1Tb
∫
Tb
∣∣∣xUm(t)∣∣∣2 dt, (5.37b)
which is equivalent to the MAI average power over one bit. In a realistic scenario, where
bits ’1’ and ’0’ alternate in the wireless channel, the interference would naturally be less,
leading to smaller σ2m values. In the forthcoming results, the same worst-case scenario has
been assumed for the PDF, and practical results would then be better than what will be
shown.
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Figure 5.7 Uplink simulation results in the worst-case interference scenario, where dUm = 1,
∀m, , in (5.34) for M = 5 TR-DCMA with Δf = 10 GHz, Δτ = 10 ns, coding C =
{3,−3, 5,−5, 7} and identical energy αUm = const. in (5.30). All the results are normalized
as follows : for each m, αUm is set such that |s˜Um(t)|max = 1 in (5.31b) and xUm(t) is divided
by that αUm in (5.31c). First column : desired signal, s˜Um(t) (red-solid curve), and MAI, xUm(t)
(blue-dotted curve), computed using (5.31b) and (5.31c), respectively. Second column : total
encoded signal, zUm(t), computed using (5.31a). Third column : probability density function
(PDF) of the MAI values, obtained by counting the occurrences of the sample values (blue
stripes) and compared against the normal distribution PDF (red curve) [Eq. (5.37a) with
mean μm = 0, ∀m, and variance σ2m in (5.37b). (a) Tb = Δτ , (b) Tb = 2Δτ , and (c) Tb = 4Δτ
(L. Zou, et al, [18], ArXiv : https://arxiv.org/abs/1709.08085).
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Statistical and Analytical SIR
The SIR may be statistically found by taking the ratio of |s˜Um(t)|max to the MAI variance
given by (5.37b), using the normalization indicated in the caption of Fig. 5.7, which yields
SIRUm
′ = 1
σ2m
. (5.38)
Similar (5.16), This quantity can also be obtained analytically as
SIRUm =
2∆fTb
α2m(N − 1)
, (5.39a)
where
α2m =
1
N − 1
M∑
k=1
k 6=m
(
αUk
αUm
)2
(5.39b)
is the mean of the normalized MAI energies 3.
Figure 5.8 compares the analytical [Eq. (5.39)] and statistical [Eq. (5.38)] SIRs. Good agree-
ment is observed, with deviation smaller than 2 dB. Therefore, we will directly use (5.39) to
avoid statistical testing over many bits in the remainder of the section.
The downlink MAI also follows normal distribution, and the corresponding SIRDn(m) is also
approximated by (5.39) with αUk and αUm replaced by αDn(k) and αDn(m).
Overall BEP Performance
According to (5.22), the BEP for MAI with normal distribution is found is
BEPUm =
1√
2pi
∫ ∞
√
SIRUm/2
exp
(
−x
2
2
)
dx, (5.40)
where SIRUm is given by (5.39). The downlink BEPDn(m) is found by replacing SIRUm in (5.40)
with SIRDn(m).
Communication is overall successful if both the uplink and downlink transmissions are suc-
3. In (5.39b), k = m is excluded from the sum as it corresponds to the signal.
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Figure 5.8 SIR versus the number of transmitters (M) with Δf = 10 GHz, Δτ = 10 ns,
coding C = {3,−3, 5,−5, . . .}, identical energy (αUm = const. ∀m) in (5.30), and diﬀerent Tb.
Solid curves : Eq. (5.39), ‘*’ markers : Eq. (5.38) with (5.37b) and (5.31c) for 500 bits (L.
Zou, et al, [18], ArXiv : https://arxiv.org/abs/1709.08085).
cessful, corresponding to the overall BEP
BEPm = 1 −
(
1 − BEPUm
) (
1 − BEPDn(m)
)
= BEPUm + BEPDn(m) − BEPUmBEPDn(m)
≈ BEPUm + BEPDn(m).
(5.41)
Figure 5.9 plots the BEP (same for all m’s) of the TR-DCMA system for APs with identical
energy, and compared against that of the corresponding DCMA system without time-reversal
routing. Due to the two-step (uplink and downlink) transmission phases, the BEP is approx-
imately doubled, or degraded by an order of log10 2 ≈ 0.3. This graph shows that the BEP
is not aﬀect by the dynamic TR routing.
5.3 Summary
This chapter characterize DCMA system in terms of bit error probability (BEP) numeri-
cally. The characterization was ﬁrst performed for LOS wireless channel, without additional
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Figure 5.9 BEP versus the number of simultaneous communication links (M) in the TR-
DCMA system in Fig. 5.6 for APs with identical energy (αUm = αDn(m) = const. ∀m), computed
using (5.41) (curves), and compared against the BEP of the corresponding DCMA system
without time-reversal routing (circles), for diﬀerent ΔfTb values (L. Zou, et al, [18], ArXiv :
https://arxiv.org/abs/1709.08085).
dispersion. The MAI statistical distribution was found, and the SIR was computed both an-
alytically and statistically, the BEP corresponding to a normal distribution is given by the
Q function, with lower integration bound being a function of the SIR. Thus, the overall BEP
is a function of SIR, enhancing SIR is critical for better BEP performance. Finally, the BEP
was computed for two cases, 1) all interfered energies are equal to that of the desired signal
energy, 2) the ratio of the desired signal energy to the interfered energy is enhanced by means,
such as for instance beamforming. For the former case, the BEP is at the order of 10−7 for
6 users, while BEP below 1020 is essentially considered to be zero. For the latter case, the
BEP is at the order of 10−7 even for 12 users, conﬁrming the eﬀectiveness of beamforming
for SIR enhancement. Other SIR enhancement technique may include assigning orthogonal
pulse shapes for diﬀerent users, etc.
The system has some limitations. First, The routing scheme is ﬁxed, because the group delay
functions are ﬁxed. The solution may be to use reconﬁgurable phaser presented in Chapter 3
to tune the group delay functions dynamically. Second, the characterization was initially
performed only for LOS channel, which is dispersion-less. However, in practice, the channel
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is NLOS, leading to additional dispersion, which can be compensated by using the recon-
figurable phaser technologies. However, making the terminal coding phaser reconfigurable
inevitably complicates the simple design. We therefore proposed to use time-reversal, as an
efficient self-adaptive solution, to address the two aforementioned limitations, i.e. to achieve
dynamic routing and to compensate NLOS dispersion, in one shot. We also performed charac-
terization for such time-reversal based DCMA system for its MAI, SIR and BEP. It is worth
mentioning that, for millimeter-wave communication, such as 5G, the NLOS dispersion may
be neglected due to very weak multiple path components compared to the LOS component,
and the channel may be approximated as LOS. In that case, the dynamic routing is still
accomplished by time-reversal.
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CHAPTER 6 CONCLUSION AND RECOMMENDATIONS
6.1 Conclusion
This thesis presents group delay engineering based R-ASP techniques and applications to
wireless communications. The chapters corresponding to selected articles represent novel R-
ASP concepts, components and systems.
Chapter 2 introduced the group delay engineering concept and figures of merit. Then, a
practical example of group delay swing (dispersion) enhancement phaser using reflective
resonator units was presented.
Chapter 3 first showed the amplitude unbalance issue related to passive phasers, and pro-
posed the gain-loss equalization concept for perfectly all-pass amplitude, furthermore, demon-
strated that tuning the equalized gain and loss controls the group delay function in real-time,
leading to de-facto all-pass and group delay reconfigurable phaser. We systematically mod-
eled, analyzed such phaser based on coupled-line coupler loaded by a gain/loss load, and
experimentally demonstrated the prototype, in terms of group delay swing and profile recon-
figurability, amplitude flatness, and noise figure, etc. Such reconfigurable phaser may find its
R-ASP applications where real-time adaptivity to the dynamic environment is required.
Chapter 4 first introduced the concept of DCMA communication system, with complete math-
ematical description to the system. Then, the chapter presented Chebyshev polynomial group
delay function set as an efficient multiple access coding scheme. Finally, we implemented a
proof-of-concept DCMA system and demonstrated the data transmission experiment, hence
showing the feasibility of this purely analog and real-time multiple access scheme for high-
speed wireless communications. The system employed C-section phaser technology for its
simple design and small size. Also presented in Chapter 4 in Sec. 4.4.1 is the UWB RF pulse
generator based on a pair of step recovery diodes with pulse duration tunable by a single
resistor. Such pulse generator may find wide applications in R-ASP, where phasers typically
manipulate UWB impulse radio signal, and in other UWB radio systems with low cost and
low complexity.
In Chapter 5, Sec. 5.1 first stochastically characterized DCMA for LOS wireless channel, in
terms of MAI, SIR and BEP for different parameters, such as simultaneous users N , delay
swing bandwidth product, etc. We have shown that the critical figure of merit is the Delay
Swing Bandwidth Product (DSBP), and that SIR and spectral efficiency are linearly and
inversely proportional to the DSBP, respectively. One may consequently use directive an-
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tennas to satisfy simultaneously stringent SIR and spectral efficiency specifications. Then,
Sec. 5.2 proposed a time-reversal routing scheme for dynamically switching communication
links and compensating the NLOS wireless channel dispersion. The system incorporates a
time reversal router or base station which takes account for the complexity of routing and
compensation processing, while maintains the advantages of DCMA, such as low-complexity
and low-latency for access point transceiver. All in all, being a real-time analog signal pro-
cessing technology, DCMA exhibits a number of advantages over DSP-based technologies,
including the absence of latency (with negligible delay, only related to electromagnetic wave
propagation), lower complexity, lower cost and lower power consumption, and higher scala-
bility to millimeter-wave or terahertz frequencies for future high-speed communications.
6.2 Miscellaneous Suggestions for Future Work
Here are some suggestions for the future works.
– “Phasenna”, combination of antenna and phaser.
– Methods for breaking the limit on time-bandwidth product constant of phasers.
– More sophisticated dispersion coding functions (group delay functions) for DCMA BEP
improvement.
– Real-time spread spectrum wireless communication system to accommodate modulation
schemes with higher spectrum efficiency.
6.2.1 “Phasenna” – Combination of Antenna and Phaser
The concept of “phasenna”, which essentially combines the antenna and phaser functions
compactly in one component, was first proposed by demonstrating group delay engineering
using a modified log-periodic diple array (LPDA) with rearranged dipoles [135]. Such com-
ponent may find its applications in low-cost and compact wireless communication systems.
However, using such modified LPDA can only engineer negative-slope group delay, because
the dipoles here must be placed increasingly large from the feed to avoid harmonic radiation.
A group delay engineering method using phase array antenna has been proposed in [136].
The method yields synthesized phase response with strong oscillation around the specified
phase, thus the group delay, being the derivative of phase, would oscillate even stronger than
the phase. Therefore, a different approach has to be investigated for effectively synthesizing
the group delay of radiation wave.
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6.2.2 Breaking the Limit on Time-Bandwidth Product Constant of Phasers
We have shown in Chapter 5 that the delay swing bandwidth product (DSBP) is the critical
figure of merit, which is positively related to time bandwidth product (P) as given by (2.4).
P is constant for a given phaser [6, 44], breaking the constant limit would be challenging.
Recently, K. L. Tsakmakidis, et al. have shown that non-reciprocal coupling of a resonator
breaks the time bandwidth product constant [137], which may lead to new type of phaser
with enhanced P capability and thus is worth investigating.
6.2.3 Dispersion Codes for Improved DCMA Performance
In Chapter 5, we have shown that, given different dispersion codes (group delay functions),
one gets different MAI statistical distributions, such as for instance, the linear dispersion cod-
ing leads to the arcsine distribution, and higher order Chebyshev coding leads to the normal
distribution, as shown in Fig. 5.1(c). A specific MAI distribution further yields corresponding
BEP performances. For example, the MAI with normal distribution leads to corresponding
BEP given by (5.22). Thus, the dispersion code selection is critical to DCMA BEP perfor-
mance. To find the optimal coding scheme, one may resort to solving the inverse problem.
The inverse problem may be defined as finding the group delay function set corresponding to
the given MAI distribution. Such inverse problem is interesting in that it allows one to first
determine the MAI distribution for possibly best BEP performance, and then to generate
the corresponding group delay functions leading to that MAI distribution.
6.2.4 Real-Time Spread Spectrum Wireless Communication System
Despite the simplicity and low-latency, the real-time DCMA system has its drawbacks. It
only manipulates UWB impulse signal, whose modulation schemes are typically constrained
to on-off keying (OOK), binary phase shift keying (BPSK), or pulse position modulation
(PPM), and thus limiting the spectrum efficiency and data capacity. On the other hand,
more spectrum-efficient modulation schemes, such as 64QAM, OFDM, etc, are not seen
being applied to impulse signal.
Spread spectrum multiple access (SSMA) techniques have been efficiently applied in wireless
communication and able to accommodate high spectrum-efficient modulation schemes. How-
ever, conventional SSMA is not done in real-time fashion, thus limiting its speed. We will
next propose a real-time SSMA method, using space-time metamaterial [138], for wireless
communications.
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6.3 Proposal for Real-Time Spread Spectrum Multiple Access
There exists duality between the DCMA and SSMA system, as compared in Fig. 6.1. A
DCMA system spreads and re-compresses narrow time duration signal in time domain, while
keeping its frequency contents (bandwidth) unaltered [Fig. 6.1(a)]. In contrast, an SS system
spreads and re-compresses narrow bandwidth signal in frequency domain, while keeping time
duration unaltered [Fig. 6.1(b)].
(a)
(b)
tt
ttt
ttt
fff
fff
ωω
ωω
ττ
Figure 6.1 Comparison of DCMA and spread spectrum (SS) system. (a) DCMA system.
(b) SS system.
Conventionally, spread spectrum coding, such as for instance frequency hoping, may be done
with complex frequency synthesizer and mixer [129]. Figure 6.2 shows conventional approach
for spread spectrum coding. The input, here for illustrative purpose, is narrowband QPSK
modulated signal si(t) with carrier frequency ω0 and symbol duration T . The spread spectrum
code ωcode(t), with frequency variation ∆ω over time T , may be generated by a frequency
synthesizer, which is not explicitly shown here. The mixer output is the product of si(t) and a
frequency varying [ωcode(t)] signal, leading to a double sideband signal with bandwidth of each
sideband broadened by ∆ω. For high speed communication, i.e. T is small, a fast frequency
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synthesizer is required. A digital frequency synthesizer exhibits limited output frequency,
narrow bandwidth, and power consumption that scales with the frequency [22]. An analog
frequency synthesizer, typically based on phase locked loop (PLL), is constrained by the trade-
off between jitter (phase noise) and settling time (speed) due to PLL feedback [139]. Moreover,
the fastest settling time is typically in the order of microsecond, and hence limiting the
achievable communication speed (symbol rate). In any cases, conventional spread spectrum
is not based on real-time processing.
BPF
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Si(ω) ωcode(t) Xo(ω)
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ωω t
Figure 6.2 Diagrammatic illustration of conventional spread spectrum coding using mixer.
Recently, the advancement of space-time (ST) metamaterial, whose material properties vary
with space and time, enables unprecedented control of electromagnetic wave properties, in-
cluding control of wave temporal frequency [138], in real time. Figure 6.3 shows a conceptual
ST transmission line for both frequency synthesizing and mixing. For these purposes, the
ST line has a moving PEC wall (short end), whose position z as function of time t is tuned
dynamically by some mechanism. We shall now explain how the frequency is synthesized
without mixer and conventional synthesizer.
Suppose we want to synthesize a frequency function, which is the time derivative of the phase
of the ST system output signal xo(t) = cos [ω0t+ φ(t)], as
ω(t) = ω0 +
∂φ
∂t
, (6.1)
where ω0 is the input frequency, φ(t) is the phase of the output signal. Also the output
frequency variation is attributed to the Doppler frequency shift caused by the moving PEC
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Figure 6.3 Conceptual ST transmission line for high speed frequency synthesizing and mixing.
wall, as
ω(t) = ω0
[
1− v(t)
c/
√
r,eff
]
= ω0
[
1− z
′(t)√r,eff
c
]
, (6.2)
where c is the speed of light, r,eff is effective permittivity of the transmission line, v(t) =
z′(t) = dz/dt is the speed of the PEC wall. When the PEC wall moves away from the input
of the line (in +z direction), i.e. v(t) > 0, the synthesized frequency ω(t) < ω0, otherwise
ω(t) > ω0 for the wall moving in −z direction. The PEC wall moving back-and-forth yields
the frequency variation as function of time, ω(t). One may next find z(t) corresponding to
the desired ω(t). Note that by rearranging (6.2), one finds
z′(t) = c√
r,eff
[
1− ω(t)
ω0
]
. (6.3)
Therefore, z(t) is found by integral
z(t) = z(t1) +
c√
r,eff
∫ t
t1
[
1− ω(τ)
ω0
]
dτ, t ∈ [t1, t2], (6.4)
where t1 and t2 = t1 + T are the beginning and ending time of one symbol with duration T ,
and z(t1) is the PEC wall position at t1.
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The position tuning mechanism may be achieved by using an array of shunt transistor switches
along a conventional transmission line. At any specific time instant t, one of the switches at
z(t) is closed, providing a very low resistance to the ground and thus mimicking a PEC wall
moving along the line.
The advantages of the system in Fig. 6.3 compared to that in Fig. 6.2 is : 1) much simpler
and cheaper design without frequency synthesizer and mixer, 2) faster symbol rate due to
the elimination of PLL with microsecond-order settling time. Thus, the ST metamaterial
technique allows real-time spread spectrum coding, which exhibits capabilities of real-time
low-latency processing and of accommodating high spectrum-efficient modulation schemes.
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ANNEXE A PARITY RELATIONSHIP BETWEEN THE CHEBYSHEV
GROUP DELAY AND THE INTERFERENCE WAVEFORM
We shall show that if τik(ω) is odd (about the center frequency, ω0), then |hik(t)| (envelope)
is even (about the center delay, 2τ0), while if τik(ω) is even (about ω0), then |hik(t)| is neither
even nor odd, as illustrated in Fig. 4.4. The cascaded group delay τik(ω) [Eq. (4.9)] for the
all-odd and all-even coding cases is written as an odd function and an even function of ω,
offset by 2τ0 (constant), respectively, i.e.
τik,odd-coding(ω) = τodd(ω) + 2τ0, (A.1a)
τik,even-coding(ω) = τeven(ω) + 2τ0, (A.1b)
where
τodd(ω0 − u) = −τodd(ω0 + u), (A.1c)
τeven(ω0 − u) = τeven(ω0 + u). (A.1d)
The corresponding phase, being the antiderivative of the group delay, includes a dispersive
term with opposite parity, a linear (non-dispersive) term and a constant term, i.e.
φik,odd-coding(ω) = φeven(ω)− 2τ0ω + Codd-coding, (A.2a)
φik,even-codin(ω) = φodd(ω)− 2τ0ω + Ceven-coding, (A.2b)
where
φeven(ω0 − u) = φeven(ω0 + u), (A.2c)
φodd(ω0 − u) = −φodd(ω0 + u), (A.2d)
and Codd-coding and Ceven-coding are constants, that we set to zero without loss of generality.
The transfer functions corresponding to (A.2) are then
Hik,odd-coding(ω) = rect
(
ω − ω0
∆ω
)
ejφeven(ω)e−j2τ0ω, (A.3a)
Hik,even-coding(ω) = rect
(
ω − ω0
∆ω
)
ejφodd(ω)e−j2τ0ω. (A.3b)
Let us now derive the impulse responses, which are the inverse Fourier transforms of (A.3).
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For the all-odd coding case,
hik,odd-coding(t) = F−1[Hik,odd-coding(ω)]
= h′ik(t) ∗ δ(t− 2τ0),
(A.4a)
where
h′ik(t) =
1
2pi
∫ +∞
−∞
rect
(
ω − ω0
∆ω
)
ejφeven(ω)ejωt dω. (A.4b)
Under the substitution ω − ω0 = u, Eq. (A.4b) becomes
h′ik(t) =
1
2pi
∫ +∞
−∞
rect
(
u
∆ω
)
ejφeven(ω0+u)ej(ω0+u)t du
= e
jω0t
2pi
∫ +∞
−∞
rect
(
u
∆ω
)
ejφeven(ω0+u)ejut du
= A(t) · ejω0t,
(A.5a)
where
A(t) = 12pi
∫ +∞
−∞
rect
(
u
∆ω
)
ejφeven(ω0+u)ejut du (A.5b)
is seen to be the envelope of h′ik(t) corresponding to the carrier term exp (jω0t). We shall
now show that A(t) is even-symmetric about t = 0, i.e. A(−t) = A(t), so that the envelop of
hik,odd-coding(t) [Eq. (A.4a)] is even-symmetric about t = 2τ0 due to the time-shift resulting
from the convolution with δ(t− 2τ0). For this purpose, let us examine A(−t). We have
A(−t) = 12pi
∫ +∞
−∞
rect
(
u
∆ω
)
ejφeven(ω0+u)eju(−t) du
= 12pi
∫ +∞
−∞
rect
(
u
∆ω
)
ejφeven(ω0+u)ej(−u)t du.
(A.6)
Substituting −u = u′ transforms. (A.6) into
A(−t) = 12pi
∫ −∞
+∞
rect
(−u′
∆ω
)
ejφeven(ω0−u
′)eju
′t d(−u′)
= 12pi
∫ +∞
−∞
rect
(−u′
∆ω
)
ejφeven(ω0−u
′)eju
′t du′.
(A.7)
Note that both the transfer magnitude and phase in (A.7) are even, i.e. rect (−u′/∆ω) =
rect (u′/∆ω) and φeven(ω0 − u′) = φeven(ω0 + u′) [Eq. (A.2c)]. Thus
A(−t) = 12pi
∫ +∞
−∞
rect
(
u′
∆ω
)
ejφeven(ω0+u
′)eju
′t du′. (A.8)
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Comparing (A.8) with (A.5b) yields
A(−t) = A(t), (A.9)
and hence the envelop of Eq. (A.4a) is indeed symmetric about t = 2τ0 for odd coding case
as already shown in Fig. 4.4. The demonstration of (A.9) has used the following property of
the Fourier transform pair : an even (resp. odd) transfer function, whose transfer magnitude
and phase are both even (resp. odd), corresponds to an even (resp. odd) impulse response
envelope [86]. When the coding set is even, the corresponding envelope is computed by (A.5b)
with the transfer phase φeven(ω0 + u) replaced by φodd(ω0 + u), which is an odd function of
u, according to (A.2d). However, the transfer magnitude is still even (rectangular), leading
to an envelope function that is neither even nor odd.
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ANNEXE B COMPARISON OF DIFFERENT UWB PULSE
GENERATION TECHNOLOGIES
Table B.1 Experimental performance comparison between the stub-less pulse generator and
stub-based ones reported in [2] and [3]. The efficiency may be defined as the ratio of the output
peak amplitude to the input peak amplitude (L. Zou, et al, [4], MWCL, ©2017 IEEE).
Stub-less Stub-based [2] Stub-based [3]
Tunability easy hard [84]
Complexity low high
PRR 100 MHz 10 MHz 10 MHz
Pulse width 62 ps (min) 1 330 ps > 1 ns
Rising/falling SRD dependent, typical 30− 150 ps
Amplitude 0.6 - 0.7 V 2 V 1.8 V
Efficiency low higher
1. Pulse width is more temperature sensitive than stub-based generator.
