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1 Introduction
Many problems of classical and quantum physics can be formulated in the
mathematical framework of dynamical systems. Within this framework er-
godic theory provides a probabilistic interpretation of dynamics which is suit-
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able to study the statistical properties of the evolution of a mechanical system
over large time scales. The conceptual foundation of ergodic theory is inti-
mately related to the birth of statistical mechanics and goes back to Boltz-
mann and Gibbs. It started to develop as a mathematical theory with the
pioneering works of von Neumann [48] and Birkhoff [10]. It is now a beautiful
cross-disciplinary part of Mathematics with numerous connections to analysis
and probability, geometry, algebra, number theory, combinatorics. . .
The Koopman–von Neumann approach to ergodic theory [34] provides an
effective way to translate ergodic properties of dynamical systems into spectral
properties of some associated linear operator (which I shall call Liouvillean).
The resulting spectral approach to dynamics is particularly well adapted to
the study of open systems. During the last decade, this spectral approach has
been successfully applied to the problem of return to equilibrium [27, 8, 16,
22, 21] and to the construction of non-equilibrium steady states for quantum
open systems [29]. The reader should consult [30] for an introduction to these
problems.
The aim of this lecture is to provide a short introduction to quantum dy-
namical systems and their ergodic properties with particular emphasis on the
quantum Koopman–von Neumann spectral theory. However, I shall not dis-
cuss the spectral analysis of the resulting Liouvillean operators. The interested
reader should consult the above mentioned references. For other approaches
based on scattering ideas see [40, 6, 26].
Ergodic theory also played an important role in the development of the
algebraic approach to quantum field theory and quantum statistical mechan-
ics, mainly in connection with the analysis of symmetries. Most of the results
obtained in this framework rely on some kind of asymptotic abelianness hy-
pothesis which is often inappropriate in the context of dynamical systems.
The reader should consult Chapter 4 and in particular Sections 4.3 and the
corresponding notes in [11] for an introduction to the results.
I have assumed that the reader is familiar with the material covered in
the first Lectures of this Volume [33, 32, 7]. Besides that, the notes are rea-
sonably self-contained and most of the proofs are given. Numerous examples
should provide the reader with a minimal toolbox to construct basic models
of quantum open systems.
These notes are organized as follows.
Section 2 is an extension of Subsection 3.3 in Lecture [7]. It consists of
two parts. In Subsections 2.1, I review some topological properties of von
Neumann algebras. I also introduce the notions of support and central support
of a normal state. Subsection 2.2 explores some elementary consequences of
the GNS construction.
In Section 3, I briefly review some basic facts of the ergodic theory of
classical dynamical systems. The discussion is centered around two simple
properties: ergodicity and mixing. As a motivation for the transposition of
these concepts to quantum mechanics I discuss the classical Koopman–von
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Neumann approach in Subsection 3.2. General references for Section 3 are
[15], [35], [49] and [5].
The main part of these notes is contained in Section 4 which deals with the
ergodic theory of quantum systems. The basic concepts of the algebraic theory
of quantum dynamics – C∗- and W ∗-dynamical systems and their invariant
states – are introduced in Subsections 4.1–4.3.
In Subsection 4.4, I define a more general notion of quantum dynamical
system. The GNS construction provides an efficient way to bring such systems
into normal form. This normal form plays an essential role in quantum ergodic
theory. In particular it allows to define a Liouvillean which will be the central
object of the quantum Koopman–von Neumann theory. In Subsection 4.5, I
introduce the related notion of standard form of a quantum dynamical system.
The ergodic properties – ergodicity and mixing – of quantum dynamical
systems are defined and studied in Subsection 4.6. The quantum Koopman–
von Neumann spectral theory is developed in Subsection 4.7.
In many physical applications, and in particular in simple models of open
systems, the dynamics is constructed by coupling elementary subsystems. Per-
turbation theory provides a powerful tool to analyze such models. In Subsec-
tion 4.8, I discuss a simple adaptation of the Dyson-Schwinger-Tomonaga
time dependent perturbation theory – which played an important role in the
early development of quantum electrodynamics – to C∗- and W ∗-dynamical
systems.
General references for the material in Section 4 are Chapters 2.5, 3.1 and
3.2 in [11] as well as [47], [46] and [44]. More examples of dynamical systems
can be found in [9].
Among the invariant states of a C∗- or W ∗-dynamical system, the KMS
states introduced in Section 5 form a distinguished class, from the physical as
well as from the mathematical point of view. On the physical side, KMS states
play the role of thermodynamical equilibrium states. As such, they are basic
building blocks for an important class of models of open quantum systems
where the reservoirs are at thermal equilibrium. On the mathematical side,
KMS states appear naturally in the modular structure associated with faithful
normal states (or more generally semi-finite weight) on von Neumann algebras.
They are thus intimately connected with their mathematical structure. This
tight relation between dynamics and the structure of the observable algebra
is one of the magical feature of quantum mechanics which has no classical
counterpart.
In Subsection 5.2, I discuss the perturbation theory of KMS states. For
bounded perturbations, the theory is due to Araki [2] and [4] (see also Section
5.4.1 in [12]). Extensions to unbounded perturbations have been developed in
[43],[19] and [17]. This subject being very technical, I only give some plausi-
bility argument and state the main results without proofs.
Acknowledgments. I wish to thank Jan Derezin´ski and Vojkan Jaksˇic´ for
fruitful discussions related to the material covered by these notes. I am par-
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ticularly grateful to Stephan De Bie`vre for his constructive comments on an
early version of the manuscript.
2 The State Space of a C∗-algebras
This section is a complement to Lecture [7] and contains a few additions that
are needed to develop the ergodic theory of quantum dynamical systems. It
consists of two parts.
In the first part I present the basic properties of normal states on a von
Neumann algebra M. In particular I discuss the connection between the σ-
weak topology on M and its algebraic structure. I also introduce the very
useful concepts of support and central support of a normal state.
The second part of the section deals with the GNS construction and its
consequences on the structure of the state space of a subsectionC∗-algebra:
enveloping von Neumann algebra and folium of a state, relative normality
and orthogonality of states. I also discuss the special features of the GNS
representation associated with a normal state.
The material covered by this section is standard and the reader already
familiar with the above concepts may skip it.
Warning: All C∗-algebras in this lecture have a unit I.
2.1 States
A linear functional ω on a C∗-algebra A is positive if ω(A∗A) ≥ 0 for all
A ∈ A. Such a functional is automatically continuous and ‖ω‖ = ω(I) (see
Proposition 5 in Lecture [7]). If µ, ν are two positive linear functionals such
that ν − µ is a positive linear functional then we write µ ≤ ν.
A state is a normalized (‖ω‖ = 1) positive linear functional. A state ω is
faithful if ω(A∗A) = 0 implies A = 0.
Denote by A⋆1 the unit ball of the Banach space dual A
⋆. By the Banach-
Alaoglu theorem, A⋆1 is compact in the weak-⋆ topology. The set of all states
on A is given by
E(A) = {ω ∈ A⋆1 |ω(A∗A) > 0 for allA ∈ A},
and it immediately follows that it is a weak-⋆ compact, convex subset of A⋆.
Normal States
Recall (Subsection 3.1 in Lecture [7]) that the σ-weak topology on a von
Neumann algebra M ⊂ B(H) is the locally convex topology generated by the
semi-norms
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A 7→
∑
n∈N
|(ψn, Aφn)|,
for sequences ψn, φn ∈ H such that
∑
n ‖ψn‖2 <∞ and
∑
n ‖φn‖2 <∞. The
σ-strong and σ-strong∗ topologies are defined similarly by the semi-norms
A 7→
(∑
n∈N
‖Aψn‖2
)1/2
, A 7→
(∑
n∈N
‖Aψn‖2 +
∑
n∈N
‖A∗ψn‖2
)1/2
,
with
∑
n ‖ψn‖2 < ∞. Note that, except when H is finite dimensional, these
topologies are not first countable. Therefore, the use of nets (directed sets) is
mandatory.
As a Banach space, the von Neumann algebra M is the dual of the space
M⋆ of all σ-weakly continuous linear functionals on M. In particular, the
predual M⋆ is a norm-closed subspace of the dual M
⋆ = (M⋆)
⋆⋆.
Exercise 1. Show that the σ-strong∗ topology is stronger than the σ-strong
topology which is stronger than the σ-weak topology. Show also that the
σ-strong (resp. σ-weak) topology is stronger than the strong (resp. weak)
topology and that these two topologies coincide on norm bounded subsets.
Exercise 2. Adapt the proof of Proposition 8.ii in Lecture [7] to show that a
linear functional ω on M is σ-weakly continuous if and only if it is σ-strongly
continuous. Using Corollary 2 in Lecture [7] and the Hahn-Banach theorem
show that ω is σ-weakly continuous if and only if there exists a trace class
operator T on H such that ω(A) = Tr(TA) for all A ∈ M.
The von Neumann density theorem (Theorem 13 in Lecture [7]) asserts
that a ∗-subalgebra D ⊂ B(H) containing I is dense in D′′ in the weak and
strong topologies. In fact one can prove more (see for example Corollary 2.4.15
in [11]).
Theorem 1. (Von Neumann density theorem) A ∗-subalgebra D ⊂ B(H) con-
taining I is σ-strongly∗ dense in D′′.
Thus, any element A of the von Neumann algebra generated by D is the
σ-strong∗ limit of a net Aα in D. By Exercise 1 the net Aα also approximates
A in the σ-strong, σ-weak, strong and weak topologies. In particular, D′′
coincides with the closure of D in all these topologies. It is often useful to
approximate A by a bounded net in D. That this is also possible is a simple
consequence of the following theorem (see Theorem 2.4.16 in [11]).
Theorem 2. (Kaplansky density theorem) Let D ⊂ B(H) be a ∗-subalgebra
and denote by D its weak closure. Then Dr ≡ {A ∈ D | ‖A‖ ≤ r} is σ-strongly∗
dense in Dr ≡ {A ∈ D | ‖A‖ ≤ r} for any r > 0.
6 Claude-Alain PILLET
Recall also that a self-adjoint element A of a C∗-algebra A is positive if its
spectrum is a subset of [0,∞[ (see Theorem 5 in Lecture [7]). This definition
induces a partial order on the set of self-adjoint elements of A: A ≤ B if and
only if B−A is positive. Moreover, one writes A < B if A ≤ B and A 6= B. The
relation ≤ is clearly a purely algebraic concept, i.e., it is independent on the
action of A on some Hilbert space. However, if A acts on a Hilbert spaceH then
its positive elements are characterized by the fact that (ψ,Aψ) ≥ 0 for all ψ in
a dense subspace of H. In particular, A ≤ B if and only if (ψ,Aψ) ≤ (ψ,Bψ)
for all ψ in such a subspace.
Let Aα be a bounded increasing net of self-adjoint elements of B(H), i.e.,
such that Aα ≥ Aβ for α Â β and supα ‖Aα‖ < ∞. Then, for any ψ ∈ H,
one has supα(ψ,Aαψ) < ∞ and since a self-adjoint element A of B(H) is
completely determined by its quadratic form ψ 7→ (ψ,Aψ), there exists a
unique A ∈ B(H) such that
(ψ,Aψ) ≡ lim
α
(ψ,Aαψ) = sup
α
(ψ,Aαψ).
It follows immediately from this definition that A = supαAα. Since one has
0 ≤ A−Aα ≤ A, the estimate
‖(A−Aα)ψ‖2 = (ψ, (A−Aα)2ψ)
≤ ‖A−Aα‖ ‖(A−Aα)1/2ψ‖2
≤ ‖A‖ (ψ, (A−Aα)ψ),
further shows that Aα converges strongly to A. Moreover, since the net Aα
is bounded, one also has limαAα = A in the σ-strong and σ-weak topologies
(Exercise 1). In particular, if M ⊂ B(H) is a von Neumann algebra and
Aα ∈ M, then A ∈ M. Finally, we note that if B ∈ M then
sup
α
(B∗AαB) = B∗(sup
α
Aα)B. (1)
Definition 1. A positive linear functional ω on a von Neumann algebra M
is called normal if, for all bounded increasing net Aα of self-adjoint elements
of M, one has
ω(sup
α
Aα) = sup
α
ω(Aα).
In particular, a normal state is a normalized, normal, positive linear func-
tional.
Remark 1. This definition differs from the one given in Section 3.3 of Lecture
[7]. However, Theorem 3 below shows that these two definitions are equivalent.
Note that the concept of normality only depends on the partial order
relation ≤ and hence on the algebraic structure of M. Since by Exercise 2
any σ-weakly continuous linear functional on M is of the form A 7→ Tr(TA)
for some trace class operator T , it is a finite linear combination of positive,
Quantum Dynamical Systems 7
σ-weakly continuous linear functionals (because T is a linear combination of 4
positive trace class operators). Thus, the following theorem characterizes the
σ-weak topology on M in a purely algebraic way.
Theorem 3. A positive linear functional on a von Neumann algebra is normal
if and only if it is σ-weakly continuous.
Proof. If ω is a σ-weakly continuous positive linear functional on the von
Neumann algebra M and Aα a bounded increasing net of self-adjoint elements
of M one has, in the σ-weak topology,
ω(sup
α
Aα) = ω(lim
α
Aα) = lim
α
ω(Aα) = sup
α
ω(Aα).
Hence, ω is normal.
To prove the reverse statement let ω be a normal positive linear functional
and consider the set
A ≡ {A ∈ M | 0 ≤ A ≤ I, ωA ∈ M⋆},
where ωA(X) ≡ ω(XA). If 0 ≤ B ≤ A ≤ I then the Cauchy-Schwarz inequal-
ity,
|ωA(X)− ωB(X)|2 = |ω(X(A−B))|2
≤ ω(X(A−B)X∗)ω(A−B)
≤ ‖X‖2ω(A−B),
yields that
‖ωA − ωB‖2 ≤ ω(A)− ω(B). (2)
Let Aα be an increasing net in A and set A ≡ supαAα. One clearly has
0 ≤ Aα ≤ A ≤ I and since ω is normal Equ. (2) shows that ωAα converges in
norm to ωA. M⋆ being a norm-closed subspace of M
⋆ one has ωA ∈ M⋆ and
we conclude that A ∈ A. Thus, A is inductively ordered and by Zorn’s lemma
there exists a maximal element N ∈ A. We set M ≡ I −N and note that if
ω(M) = 0 then Equ. (2) shows that ω = ωN ∈ M⋆.
To conclude the proof we assume that ω(M) > 0 and show that this leads
to a contradiction. Since M > 0 we can pick ψ ∈ H such that ω(M) <
(ψ,Mψ). Consider an increasing net Bα in the set
B ≡ {B ∈ M | 0 ≤ B ≤M,ω(B) ≥ (ψ,Bψ)},
and let B ≡ supαBα. Then 0 ≤ Bα ≤ B ≤M and since ω is normal
ω(B) = sup
α
ω(Bα) ≥ sup
α
(ψ,Bαψ) = (ψ,Bψ),
shows that B ∈ B. Hence B is inductively ordered. Let S be a maximal element
of B. Remark that M 6∈ B since ω(M) < (ψ,Mψ). This means that
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T ≡M − S > 0. (3)
Next we note that if 0 ≤ B ≤ T and ω(B) ≥ (ψ,Bψ) then B + S ∈ B
and the maximality of S yields that B = 0. It follows that 0 ≤ B ≤ T implies
ω(B) ≤ (ψ,Bψ). Since for any B ∈ M such that ‖B‖ ≤ 1 one has
TB∗BT ≤ T 2 ≤ T,
we can conclude that
ω(TB∗BT ) ≤ (ψ, TB∗BTψ) = ‖BTψ‖2.
By Cauchy-Schwarz inequality we further get
|ωT (B)|2 = |ω(IBT )|2 ≤ ω(I)ω(TB∗BT ) ≤ ‖BTψ‖2.
This inequality extends by homogeneity to all B ∈ M and shows that ωT is
σ-strongly continuous and hence, by Exercise 2, σ-weakly continuous. Finally,
we note that ωN+T = ωN + ωT ∈ M⋆ and by Equ. (3),
N < N + T = N + (M − S) = I − S ≤ I,
a contradiction to the maximality of N . ⊓⊔
Thus, the set of normal states on a von Neumann algebra M coincides
with the set of σ-weakly continuous states and with the set of σ-strongly
continuous states. It is given by
N(M) = M⋆ ∩ E(M) ⊂ E(M),
and is clearly a norm closed subset of E(M). If M acts on the Hilbert space H
then, according to Exercise 2, a normal state ω on M is described by a density
matrix, i.e., a non-negative trace class operator ρ on H such that Tr ρ = 1
and ω(A) = Tr(ρA).
Lemma 1. Let M ⊂ B(H) be a von Neumann algebra. The set of vector
states V (M) ≡ {(Ψ, ( · )Ψ) |Ψ ∈ H, ‖Ψ‖ = 1} is total in N(M) i.e., finite
convex linear combinations of elements of V (M) are norm dense in N(M).
Proof. We first note that if µ, ν ∈ N(M) are given by density matrices ρ, σ
then
|µ(A)− ν(A)| = |Tr((ρ− σ)A)| ≤ ‖ρ− σ‖1 ‖A‖,
where ‖T‖1 ≡ Tr(T ∗T )1/2 denotes the trace norm. Hence ‖µ−ν‖ ≤ ‖ρ−σ‖1.
Let µ ∈ N(M) and ρ a corresponding density matrix. Denote by
ρ =
∑
n
pnψn(ψn, · ),
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its spectral decomposition, i.e., (ψn, ψk) = δn,k, 0 < pn ≤ 1,
∑
n pn = 1. From
the trace norm estimate∥∥∥∥∥ρ−
N−1∑
n=1
pnψn(ψn, · )
∥∥∥∥∥
1
=
∥∥∥∥∥∥
∑
n≥N
pnψn(ψn, · )
∥∥∥∥∥∥
1
=
∑
n≥N
pn ≡ qN ,
it follows that ∥∥∥∥∥µ−
(
N−1∑
n=1
pnµn + qNµN
)∥∥∥∥∥ ≤ 2qN ,
where µn = (ψn, ( · )ψn) ∈ V (M). Since limN qN = 0 we conclude that finite
convex linear combinations of vector states are norm dense in N(M). ⊓⊔
Exercise 3. (Complement to Lemma 1) Let M ⊂ H be a dense subspace.
Show that the set of vector states VD(M) ≡ {(Ψ, ( · )Ψ) |Ψ ∈ D, ‖Ψ‖ = 1} is
total in N(M).
Exercise 4. Show that a net Aα in a von Neumann algebra M converges
σ-weakly (resp. σ-strongly) to 0 if and only if, for all ω ∈ N(M) one has
limα ω(Aα) = 0 (resp. limα ω(A
∗
αAα) = 0).
Lemma 2. Let M, N be von Neumann algebras. A ∗-morphism φ : M → N
is σ-weakly continuous if and only if it is σ-strongly continuous.
Proof. Suppose that φ is σ-weakly continuous and that the net Aα converges
σ-strongly to 0. By Exercise 4, A∗αAα converges σ-weakly to 0. It follows that
φ(Aα)
∗φ(Aα) = φ(A∗αAα) converges σ-weakly to zero and hence, by Exercise
4 again, that φ(Aα) converges σ-strongly to 0.
Suppose now that φ is σ-strongly continuous. Since any ω ∈ N(N) is σ-
strongly continuous, so is the state ω ◦ φ. This means that ω ◦ φ is σ-weakly
continuous for all ω ∈ N(N) and hence that φ itself is σ-weakly continuous.
⊓⊔
Corollary 1. A ∗-isomorphism between two von Neumann algebras is σ-
weakly and σ-strongly continuous.
Proof. Let M, N be von Neumann algebras and φ : M → N a ∗-isomorphism.
If Aα is a bounded increasing net of self-adjoint elements in M then so is φ(Aα)
in N. Set A ≡ supαAα. Since φ preserves positivity one has φ(Aα) ≤ φ(A)
and hence supα φ(Aα) ≤ φ(A). Moreover, since φ is surjective there exists
B ∈ M such that supα φ(Aα) = φ(B) and
φ(Aα) ≤ φ(B) ≤ φ(A),
holds for all α. These inequalities and the injectivity of φ further yield
Aα ≤ B ≤ A,
10 Claude-Alain PILLET
for all α. Thus, we conclude that B = A, that is,
sup
α
φ(Aα) = φ(sup
α
Aα). (4)
By Theorem 3, any ω ∈ N(N) is normal and Equ. (4) yields
sup
α
ω(φ(Aα)) = ω(sup
α
φ(Aα)) = ω(φ(sup
α
Aα)),
which shows that ω ◦ φ is normal and hence σ-weakly continuous. It follows
that φ itself is σ-weakly continuous and, by Lemma 2, σ-strongly continuous.
⊓⊔
Functional Calculus
Let A be a C∗-algebra and A ∈ A a self-adjoint element. By Theorem 4
in Lecture [7] there is a unique ∗-morphism piA : C(σ(A)) → A such that
piA(f) = A if f(x) = x. Accordingly, if f is continuous we write f(A) ≡ piA(f).
When dealing with a von Neumann algebra M ⊂ B(H), it is necessary to
extend this morphism to a larger class of functions. This can be done with
the help of Theorem 7 and Remark 10 in Lecture [32]. Let A ∈ B(H) be
self-adjoint and denote by B(R) the ∗-algebra of bounded Borel functions on
R. Then there exists a unique ∗-morphism ΠA : B(R)→ B(H) such that
(i) ΠA(f) = f(A) if f ∈ C(σ(A)).
(ii) If f, fn ∈ B(R) are such that limn fn(x) = f(x) for all x ∈ R and
supn,x∈R |fn(x)| <∞ then ΠA(fn)→ ΠA(f) strongly.
Again we write f(A) ≡ ΠA(f) for f ∈ B(R). Thus, if A ∈ M is self-adjoint
then f(A) ∈ M for any continuous function f . More generally, assume that
f ∈ B(R) can be approximated by a sequence fn of continuous functions such
that (ii) holds. Since M is strongly closed it follows that f(A) ∈ M.
In particular, if χI denotes the characteristic function of an interval I ⊂ R
then χI(A) is the spectral projection of A for the interval I and one has
χI(A) ∈ M.
The Support of a Normal State
Exercise 5. Let Pα be an increasing net of orthogonal projections of the
Hilbert spaceH. Denote by P the orthogonal projection on the smallest closed
subspace of H containing all the subspaces RanPα. Show that
s− lim
α
Pα = sup
α
Pα = P.
Exercise 6. Let P and Q be two orthogonal projections on the Hilbert space
H. Denote by P ∧Q the orthogonal projection on RanP ∩RanQ and by P ∨Q
the orthogonal projection on RanP +RanQ.
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i. Show that I − P ∨Q = (I − P ) ∧ (I −Q).
ii. Show that P ∨Q ≤ P +Q ≤ I + P ∧Q.
iii. Set T ≡ PQP and show that RanP ∩ RanQ = Ker(I − T ). Mimic the
proof of Theorem 7 to show that
P ∧Q = s− lim
n→∞
Tn.
iv. Show that if M is a von Neumann algebra on H and if P,Q ∈ M then
P ∧Q ∈ M and P ∨Q ∈ M.
v. Show that if ω ∈ E(M) then ω(P ∨Q) = 0 if and only if ω(P ) = ω(Q) = 0
and ω(P ∧Q) = 1 if and only if ω(P ) = ω(Q) = 1.
Let ω be a normal state on the von Neumann algebra M. We denote by
MP the set of orthogonal projections in M. Exercise 5 shows that the non-
empty set Pω ≡ {P ∈ MP |ω(P ) = 0} is inductively ordered: any increasing
net Pα in Pω has a least upper bound
sup
α
Pα = s− lim
α
Pα ∈ Pω.
By Zorn’s lemma, Pω has a maximal element P¯ω. For any P ∈ Pω one has
P ∨ P¯ω ≥ P¯ω and, by exercise 6, P ∨ P¯ω ∈ Pω. The maximality of P¯ω yields
P ∨ P¯ω = P¯ω from which we can conclude that P ≤ P¯ω. Thus, one has
P¯ω = supPω. The complementary projection
sω ≡ I − P¯ω = inf{P ∈ MP |ω(P ) = 1},
is called the support of ω. For any normal state ω and any A ∈ M one has,
by the Cauchy-Schwarz inequality
|ω(A(I − sω))| ≤ ω(AA∗)1/2ω(I − sω)1/2 = 0,
from which we conclude that ω(A) = ω(Asω) = ω(sωA).
Exercise 7. Show that ω(A∗A) = 0 if and only if Asω = 0. Conclude that
the state ω is faithful if and only if sω = I.
Hint: if Asω 6= 0 there exists ² > 0 and a non-zero P² ∈ MP such that
sA∗As ≥ ²P² and P² = P²sω.
Exercise 8. Let M ⊂ B(H) be a von Neumann algebra. If K ⊂ H is a
vector subspace, denote by [K] the orthogonal projection on its closure K¯.
Use Proposition 10 in Lecture [7] to show that, for any subset M ⊂ H,
[M′M] ∈ M.
Lemma 3. Let M ⊂ B(H) be a von Neumann algebra. The support of the
state ω ∈ N(M) is given by
sω = [M
′Ran ρ],
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where ρ is any density matrix on H such that ω(A) = Tr(ρA) for all A ∈ M.
In particular, the support of the vector state ωΦ(A) = (Φ,AΦ) is given by
sωΦ = [M
′Φ].
ωΦ is faithful if and only if Φ is cyclic for M
′.
Proof. Set P = [M′Ran ρ] and note that P ∈ M by Exercise 8. On the one
hand I ∈ M′ implies Ran ρ ⊂ M′Ran ρ and hence P Ran ρ = Ran ρ. Thus,
Pρ = ρ and ω(P ) = Tr(Pρ) = Tr(ρ) = 1, from which we conclude that
P ≥ sω. On the other hand,
0 = ω(I − sω) = Tr(ρ(I − sω)) = Tr(ρ1/2(I − sω)ρ1/2) = ‖(I − sω)ρ1/2‖22,
yields (I − sω)ρ = 0. It follows that sω Ran ρ = Ran ρ and
sωM
′Ran ρ = M′sω Ran ρ = M′Ran ρ,
implies sωP = P , that is P ≤ sω. ⊓⊔
The Central Support of a Normal State
The center of a von Neumann algebra M is the Abelian von Neumann sub-
algebra Z(M) ≡ M ∩ M′. One easily sees that Z(M) = (M ∪ M′)′ so that
Z(M)′ = M∨M′ is the smallest von Neumann algebra containing M and M′.
The elementary proof of the following lemma is left to the reader.
Lemma 4. Assume that M and N are two von Neumann algebras and let
φ : M → N be a ∗-morphism.
(i) If φ is surjective then φ(Z(M)) ⊂ Z(N).
(ii) If φ is injective then φ−1(Z(N)) ⊂ Z(M).
(iii) If φ is bijective then φ(Z(M)) = Z(N).
M is a factor if Z(M) = CI or equivalently M ∨M′ = B(H).
The central support of a normal state ω on M is the support of its restric-
tion to the center of M,
zω ≡ inf{P ∈ Z(M) ∩MP |ω(P ) = 1}. (5)
For any normal state ω one clearly has 0 < sω ≤ zω ≤ I and hence ω(A) =
ω(Azω) = ω(zωA) for all A ∈ M. The state ω is centrally faithful if zω = I.
Lemma 3 shows that the central support of the vector state ωΦ is
zωΦ = [M ∨M′Φ]. (6)
In particular, if Φ is cyclic for M or M′ or if M is a factor, then ωΦ is centrally
faithful. More generally one has
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Lemma 5. Let ω be a normal state on the von Neumann algebra M ⊂ B(H).
If sω is the support of ω, its central support is given by
zω = [MsωH].
Proof. Set K ≡ MsωH and denote by P the orthogonal projection on K.
We first claim that P ∈ Z(M). Using Proposition 10 in [7] and the relation
Z(M)′ = (M ∪M′)′′, this follows from the fact that MsωH and hence K are
invariant under M and M′. Next we note that Ran sω ⊂ K implies P ≥ sω and
hence ω(P ) = 1. Finally, if Q ∈ MP ∩ Z(M) is such that ω(Q) = 1, Cauchy-
Schwarz inequality yields that ω(A(I − Q)) = 0 for all A ∈ M. Exercise 7
further leads to (I−Q)Asω = A(I−Q)sω = 0 for all A ∈ M. This shows that
(I −Q)P = 0, i.e., Q ≥ P and Equ. (5) yields that P = zω. ⊓⊔
By Corollary 1, a ∗-automorphism τ of a von Neumann algebra is auto-
matically continuous in the σ-weak topology. In particular ω ◦ τ is a normal
state for any normal state ω. It immediately follows from the definitions that
sω◦τ = τ−1(sω) and zω◦τ = τ−1(zω).
2.2 The GNS Representation
Let A be a C∗-algebra and ω ∈ E(A). Throughout these notes I shall use the
standard notation (Hω, piω, Ωω) for the GNS representation of A associated
to the state ω (Theorem 8 in Lecture [7]).
Enveloping von Neumann Algebra and Folium of a State
Since Ωω is cyclic for piω(A),
ωˆ(A) ≡ (Ωω, AΩω),
defines a centrally faithful normal state on the von Neumann algebra piω(A)
′′.
By the von Neumann density theorem, piω(A) is σ-weakly dense in piω(A)
′′
and hence we have a canonical injection
N(piω(A)
′′) → E(A)
ν˜ →֒ pi⋆ω(ν˜) = ν˜ ◦ piω.
Thus, we can identify N(piω(A)
′′) with a subset N(A, ω) of E(A). Explicitly,
ν ∈ N(A, ω) if and only if there exists a density matrix ρ on Hω and a
corresponding normal state ν˜ on piω(A)
′′ such that
ν(A) = ν˜ ◦ piω(A) = Tr(ρpiω(A)).
Definition 2. Let A be a C∗-algebra and ω ∈ E(A).
(i) Aω ≡ piω(A)′′ ⊂ B(Hω) is the enveloping von Neumann algebra of A
associated to ω.
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(ii) N(A, ω) ⊂ E(A) is the folium of the state ω. It is the image under pi⋆ω of
the set of states on piω(A) which have a unique normal extension to the
enveloping algebra Aω. Its elements are said to be normal relative to ω,
or simply ω-normal.
Note that ωˆ is the unique normal extension of the state piω(A) 7→ ω(A)
from piω(A) to its weak closure Aω. By a slight abuse of language I shall say
that ωˆ is the normal extension of ω to Aω. Similarly, if ν = ν˜ ◦ piω ∈ N(A, ω)
I shall say that ν˜ is the normal extension of ν to Aω. I further denote by sν|ω
the support of ν˜ and by zν|ω its central support. Abusing notation, I also set
sω ≡ sω|ω = sωˆ.
Definition 3. Let ω, ν be two states on the C∗-algebra A.
(i) ν, ω are quasi-equivalent, written ν ≈ ω, if N(A, ν) = N(A, ω).
(ii) They are orthogonal, written ν ⊥ ω, if λµ ≤ ν and λµ ≤ ω for some
µ ∈ E(A) and λ ≥ 0 implies λ = 0.
(iii) They are disjoint if N(A, ν) ∩N(A, ω) = ∅.
The GNS Representation of a Normal State
In this subsection we study the special features of the GNS representation
associated to a normal state ω on the von Neumann algebra M ⊂ B(H).
The first result relates the central support zω of the state ω to the kernel
of the ∗-morphism piω. Before stating this relation let me make the following
remark.
Remark 2. If P ∈ Z(M) is an orthogonal projection then Q ≡ I − P ∈ Z(M)
and since MPH = PMH ⊂ PH and MQH = QMH ⊂ QH, any element of
M can be written, according to the orthogonal decomposition H = PH⊕QH,
as a 2× 2-matrix
A =
(
B 0
0 C
)
,
where B ∈ B(PH) and C ∈ B(QH). Using the injection
PM ∋
(
B 0
0 0
)
→֒ B ∈ B(PH),
we can identify PM with a von Neumann algebra on PH and similarly for
QM. We then write M = PM⊕QM, and say that M is the direct sum of the
von Neumann algebras PM and QM. Of course the same argument applies to
the commutant and we also have M′ = PM′ ⊕ QM′. It follows immediately
that PM′ = (PM)′ and QM′ = (QM)′ as von Neumann algebras on PH and
QH. With the same interpretation we can write Z(M) = PZ(M) ⊕ QZ(M)
and Z(PM) = PZ(M), Z(QM) = QZ(M).
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Lemma 6. If ω ∈ N(M) then Ker(piω) = (I − zω)M. In particular, piω is
faithful (i.e., is a ∗-isomorphism from M onto piω(M)) if and only if ω is
centrally faithful. More generally, the map
pˆiω : Azω 7→ piω(A),
defines a ∗-isomorphism from the von Neumann algebra zωM onto piω(M)
such that, for all A ∈ M and all B ∈ piω(M) one has piω ◦ pˆi−1ω (B) = B and
pˆi−1ω ◦ piω(A) = zωA.
Proof. For A,B ∈ M one has
‖piω(A(I − zω))piω(B)Ωω‖2 = ω(B∗A∗AB(I − zω)) = 0.
Since piω(M)Ωω is dense in Hω one concludes that piω(A(I − zω)) = 0, i.e.,
M(I − zω) ⊂ Ker(piω).
To prove the reverse inclusion note that piω(A) = 0 implies that
ω(B∗A∗AB) = ‖piω(A)piω(B)Ωω‖2 = 0,
for all B ∈ M. Exercise 7 further gives ABsω = 0 for all B ∈ M and Lemma
5 yields Azω = 0, i.e., A = A(I − zω). The proof of the last statement of the
lemma is easy and left to the reader ⊓⊔
Corollary 2. Let M be a von Neumann algebra and ω, ν ∈ N(M). Then ν is
ω-normal if and only if sν ≤ zω.
Proof. Suppose that ν = νˆ ◦ piω for some νˆ ∈ N(Mω). By Lemma 6 we have
ν(I − zω) = νˆ(piω(I − zω)) = νˆ(0) = 0.
Thus, ν(zω) = 1 from which we conclude that sν ≤ zω.
Suppose now that sν ≤ zω and set νˆ ≡ ν◦pˆi−1ω . Since pˆiω is a ∗-isomorphism
νˆ is normal. Moreover, from ν(A) = ν(zωA) we conclude that
νˆ ◦ piω(A) = ν(pˆi−1ω (piω(A))) = ν(zωA) = ν(A).
⊓⊔
The continuity properties of piω follow from the simple lemma:
Lemma 7. The map piω is normal i.e., for any bounded increasing net Aα of
self-adjoint elements of M one has
sup
α
piω(Aα) = piω(sup
α
Aα).
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Proof. For any B ∈ M one has ω(B∗AαB) = (piω(B)Ωω, piω(Aα)piω(B)Ωω)
and Equ. (1) allows us to write
(piω(B)Ωω, sup
α
piω(Aα)piω(B)Ωω) = sup
α
(piω(B)Ωω, piω(Aα)piω(B)Ωω)
= sup
α
ω(B∗AαB)
= ω(B∗(sup
α
Aα)B)
= (piω(B)Ωω, piω(sup
α
Aα)piω(B)Ωω).
Since piω(M)Ωω is dense in Hω the claim follows. ⊓⊔
Exercise 9. Prove the following lemma using Lemma 7 and following the
proof of Corollary 1.
Lemma 8. If ω ∈ N(M) then piω is σ-weakly and σ-strongly continuous.
Lemma 9. If ω ∈ N(M) then piω(M) is a von Neumann algebra in B(Hω),
i.e., Mω = piω(M).
Proof. Since piω(M) = pˆiω(Mzω) we can assume, without loss of generality,
that piω is faithful and hence isometric (Proposition 4 in Lecture [7]). Let
B ∈ piω(M)′′. By the Kaplansky density theorem there exists a net Aα in M
such that ‖piω(Aα)‖ ≤ ‖B‖ and piω(Aα) converges σ-weakly to B. Since
‖Aα‖ = ‖piω(Aα)‖ ≤ ‖B‖,
it follows from the Banach-Alaoglu theorem that there exists a subnet Aβ of
the net Aα which converges σ-weakly to some A ∈ M. Since piω is σ-weakly
continuous one has
piω(A) = lim
β
piω(Aβ) = lim
α
piω(Aα) = B,
and hence B ∈ piω(M). ⊓⊔
Lemma 10. If ω ∈ N(M) then
N(M, ω) = {ν ∈ N(M) | sν ≤ zω} ⊂ N(M).
In particular, if ω is centrally faithful then N(M, ω) = N(M).
Proof. By Lemma 8, if ω ∈ N(M) then piω is σ-weakly continuous. Hence
N(M, ω) ⊂ N(M) and Corollary 2 apply. ⊓⊔
As an application of the above results let us prove the following charac-
terization of the relative normality of two states on a C∗-algebra.
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Theorem 4. Let A be a C∗-algebra and ω, µ ∈ E(A). Denote the induced
GNS representations by (Hω, piω, Ωω), (Hµ, piµ, Ωµ) and the corresponding en-
veloping von Neumann algebras by Aω, Aµ. Then µ ∈ N(A, ω) if and only if
there exists a σ-weakly continuous ∗-morphism piµ|ω : Aω → Aµ such that
piµ = piµ|ω ◦ piω. If this is the case then the following also hold.
(i) N(A, µ) ⊂ N(A, ω).
(ii) If ν ∈ N(A, µ) has the normal extension ν˜ to Aµ then ν˜ ◦ piµ|ω is its
normal extension to Aω.
(iii) piµ|ω is σ-strongly continuous.
(iv) pˆiµ|ω : zµ|ωA 7→ piµ|ω(A) is a ∗-isomorphism from zµ|ωAω onto Aµ.
(v) Kerpiµ|ω = (I − zµ|ω)Aω
(vi) piµ|ω(sµ|ω) = sµ.
(vii) If µ˜ denotes the normal extension of µ to Aω then (Hµ, piµ|ω, Ωµ) is the
induced GNS representation of Aω. In particular Aµ = (Aω)µˆ.
Proof. Let µˆ(A) ≡ (Ωµ, AΩµ) be the normal extension of µ to Aµ. If the
morphism piµ|ω exists then one has µ = µˆ ◦ piµ = (µˆ ◦ piµ|ω) ◦ piω. Since piµ|ω is
σ-weakly continuous µˆ ◦ piµ|ω ∈ N(Aω) and we conclude that µ ∈ N(A, ω).
Assume now that µ ∈ N(A, ω), i.e., that µ = µ˜ ◦ piω with µ˜ ∈ N(Aω).
Consider the GNS representation (K, φ, Ψ) of Aω induced by µ˜. By Lemma 8
φ is σ-weakly and σ-strongly continuous. Since by the von Neumann density
theorem piω(A) is σ-strongly dense in Aω, we get
K = φ(Aω)Ψ = φ(piω(A))Ψ.
Finally, for any A ∈ A one has
µ(A) = µ˜(piω(A)) = (Ψ, φ(piω(A))Ψ),
and we can conclude that (K, φ ◦piω, Ψ) is a GNS representation of A induced
by µ. By the unicity, up to unitary equivalence, of such representations there
exists a unitary U : K → Hµ such that piµ(A) = Uφ(piω(A))U∗ and Ωµ = UΨ .
Set piµ|ω(A) ≡ Uφ(A)U∗ then (Hµ, piµ|ω, Ωµ) is another GNS representation
of Aω induced by µ˜ and piµ = piµ|ω ◦ piω. Since piµ|ω is also σ-weakly and
σ-strongly continuous Lemma 9 and the von Neumann density theorem yield
(Aω)µ˜ = piµ|ω(Aω) = piµ|ω(piω(A))′′ = piµ(A)′′ = Aµ.
This proves the existence of piµ|ω with Properties (iii) and (vii).
To prove Properties (i) and (ii) let ν ∈ N(A, µ) and denote by ν˜ its normal
extension to Aµ. One has ν = ν˜ ◦ piµ = ν˜ ◦ piµ|ω ◦ piω and it follows that
ν ∈ N(A, ω) and that its normal extension to Aω is ν˜ ◦ piµ|ω. Properties (iv)
and (v) follow directly from Lemma 6. By Lemma 7, piµ|ω is normal and hence
piµ|ω(sµ|ω) = piµ|ω
(
inf{P ∈ APω | µ˜(P ) = 1}
)
= inf{piµ|ω(P ) |P ∈ APω , µˆ(piµ|ω(P )) = 1}
= inf{Q ∈ APµ | µˆ(Q) = 1}
= sµ,
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proves Property (vi). ⊓⊔
3 Classical Systems
3.1 Basics of Ergodic Theory
LetX be a measurable space, i.e., a set equipped with a σ-field F . A dynamics
on X is a family of maps ϕt : X → X, indexed by a time t running in R, such
that (x, t) 7→ ϕt(x) is measurable and the group properties
ϕ0(x) = x, ϕt ◦ ϕs = ϕt+s,
hold. In particular, the map ϕt is one to one with inverse ϕ−t. Given x ∈ X,
we set xt = ϕt(x) and call (xt)t∈R ⊂ X the orbit or trajectory starting at x.
Observables are bounded measurable functions f : X → C.
Instead of considering individual orbits, think of the initial configuration
x as a random variable distributed according to a probability measure1 µ
on X. Then (xt)t∈R becomes a stochastic process and we denote by Eµ the
corresponding mathematical expectation. If f is an observable, Eµ[f(x0)] =
µ(f) =
∫
fdµ is the expectation of f at time zero. Its expectation at time t is
µt(f) ≡ Eµ[f(xt)] = µ(f ◦ϕt) which defines the evolution µt of the measure µ.
A measure µ is called invariant if the corresponding process is stationary, i.e.,
if µt = µ for all t. Such an invariant measure describes a stationary regime of
the system, or an equilibrium state.
Invariant probabilities may fail to exist (see Exercise I.8.6 in [35]) but
most physical systems of interest have a lot of them. For example, if x ∈ X is
periodic of period T , then
µx ≡ 1
T
∫ T
0
δxt dt,
is invariant, supported by the orbit of x. Under additional topological assump-
tions, one can prove that there is at least one invariant measure.
Exercise 10. Let M be a compact metric space and ϕt a continuous dynam-
ics on M , i.e., assume that the map (t, x) 7→ ϕt(x) is continuous. Recall the
following facts: The set of continuous observables C(M) is a separable Ba-
nach space. Its dual C(M)⋆ is the set of Baire measures on M . The set of
Baire probabilities is a compact, metrizable subset of C(M)⋆ for the weak-⋆
topology. Every Baire measure has a unique regular Borel extension.
Show that for any Baire probability µ on M , there exists a sequence Tn →
+∞, such that the weak-⋆ limit
1 All measures in this section are probabilities, so I use the words measure and
probability interchangeably.
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µ+ = w⋆−lim
n
1
Tn
∫ Tn
0
µt dt,
exists and defines an invariant probability for ϕt on M .
Definition 4. A classical dynamical system is a triple (X,ϕt, µ) where X, the
phase space of the system, is a measurable space, ϕt a dynamics on X and µ
an invariant measure for ϕt.
If (X,ϕt, µ) is a classical dynamical system, then U
tf ≡ f ◦ ϕt defines
a group of isometries on each Banach space Lp(X, dµ). Indeed, for any f ∈
Lp(X, dµ) we have U0f = f ◦ ϕ0 = f ,
U tUsf = U t(f ◦ ϕs) = (f ◦ ϕs) ◦ ϕt = f ◦ (ϕs ◦ ϕt) = f ◦ ϕt+s = U t+sf,
and
‖U tf‖pp = µ(|f ◦ ϕt|p) = µ(|f |p ◦ ϕt) = µt(|f |p) = µ(|f |p) = ‖f‖p.
A function f ∈ Lp(X, dµ) is invariant if U tf = f for all t. A measurable set
A ⊂ X is invariant modulo µ if its characteristic function χA is invariant, that
is
0 = |χA − U tχA| = |χA − χϕ−1t (A)| = χA∆ϕ−1t (A),
which is equivalent to µ(A∆ϕ−1t (A)) = 0.
Ergodic theory deals with the study of invariant measures and their con-
nections with the large time behavior of dynamical system. The cornerstone
of ergodic theory is the following, so called Birkhoff or individual ergodic the-
orem.
Theorem 5. Let (X,ϕt, µ) be a classical dynamical system. Then for any
f ∈ L1(X, dµ), the two limits
(Pµf)(x) = lim
T→∞
1
T
∫ T
0
f ◦ ϕ±t(x) dt,
exist and coincide for µ-almost all x ∈ X. They define a linear contraction
Pµ on L
1(X, dµ) with the following properties:
(i) Pµf ≥ 0 if f ≥ 0,
(ii) P2µ = Pµ,
(iii) U tPµ = PµU
t = Pµ for all t,
(iv) µ(f) = µ(Pµf),
(v) if g ∈ L1(X, dµ) is invariant, then Pµgf = gPµf . In particular, Pµg = g.
Remark 3. Pµ is a conditional expectation with respect to the σ-field of in-
variant sets modulo µ.
20 Claude-Alain PILLET
Even in the case of a smooth (continuous or analytic) dynamical system,
the conditional expectation Pµf(x) can display a weird dependence on the
starting point x, reflecting the complexity of the orbits. Of special interest are
the measures µ for which Pµf(x) is µ-almost surely independent of x.
Definition 5. The dynamical system (X,ϕt, µ) is called ergodic if, for all
f ∈ L1(X, dµ), one has Pµf(x) = µ(f) for µ-almost all x ∈ X. In this case,
we also say that µ is an ergodic measure for ϕt, or that the dynamics ϕt is
ergodic for µ.
Proposition 1. The following propositions are equivalent.
(i) (X,ϕt, µ) is ergodic.
(ii) For any measurable set A invariant modulo µ, one has µ(A) ∈ {0, 1}.
(iii) For any invariant f ∈ L1(X, dµ) one has f = µ(f).
(iv) For any µ-absolutely continuous probability ρ one has
lim
T→∞
1
T
∫ T
0
ρt(f) dt = µ(f),
for all f ∈ L∞(X, dµ).
Proof. Let us first show that (i), (ii) and (iii) are equivalent.
(i)⇒(ii). If A is invariant modulo µ then its indicator function χA is in-
variant. Property (v) of Theorem 5 shows that χA = PµχA. If µ is ergodic
we further have PµχA = µ(A). Therefore, χA = µ(A) and we conclude that
µ(A) ∈ {0, 1}.
(ii)⇒(iii). If f ∈ L1(X, dµ) is invariant so are its real and imaginary parts.
Without loss of generality we can assume that f is real valued. Then the
set {x | f(x) > a} is invariant modulo µ. Therefore, the distribution func-
tion Ff (a) = µ({x | f(x) > a}) takes values in the set {0, 1} from which we
conclude that f is constant µ-almost everywhere.
(iii)⇒(i). If f ∈ L1(X, dµ) then Pµf is invariant by property (iii) of The-
orem 5. Therefore, Pµf = µ(Pµf) and by property (iv) of Theorem 5 this is
equal to µ(f).
Now we consider property (iv). Denote by g ∈ L1(X, dµ) the Radon-
Nikodym derivative of ρ with respect to µ. Then, for any f ∈ L∞(X, dµ),
Fubini Theorem and the invariance of µ give
1
T
∫ T
0
ρt(f) dt =
1
T
∫ T
0
(∫
g(x)f ◦ ϕt(x) dµ(x)
)
dt
=
∫ (
1
T
∫ T
0
g ◦ ϕ−t(x) dt
)
f(x) dµ(x).
Birkhoff Theorem together with Lebesgue dominated convergence Theorem
further lead to
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ρ+(f) ≡ lim
T→∞
1
T
∫ T
0
ρt(f) dt = µ((Pµg)f).
Therefore, if µ is ergodic, we obtain ρ+(f) = µ(µ(g)f) = µ(f). Reciprocally,
if ρ+ = µ for all µ-absolutely continuous probabilities ρ, we can conclude that
for all g ∈ L1(X, dµ) such that µ(g) = 1 one has Pµg = 1 = µ(g). This clearly
implies that µ is ergodic. ⊓⊔
The following ergodic decomposition theorem shows that ergodic measures
are elementary building blocks of invariant measures.
Theorem 6. Let M be a compact metric space and ϕt a continuous dynamics
on M . Then the set Eϕ(M) of invariant probabilities for ϕt is a non-empty,
convex, weak−⋆ compact subset of the dual C(M)⋆. Denote by Xϕ(M) the set
of extremal points2 of Eϕ(M):
(i) µ ∈ Xϕ(M) if and only if it is ergodic for ϕt.
(ii) If µ, ν ∈ Xϕ(M) and µ 6= ν, then µ and ν are mutually singular.
(iii) For any µ ∈ Eϕ(M) there exists a probability measure ρ on Xϕ(M) such
that
µ =
∫
ν dρ(ν).
The relevance of an ergodic measure µ in the study of the large time behav-
ior of the system comes from the fact that the time average of an observable
along a generic orbit is given by the ensemble average described by µ:
lim
T→∞
1
T
∫ T
0
f(xt) dt = µ(f),
for µ-almost all x. Note however that, depending on the nature of µ, generic
orbits may fill a very small portion of the phase space (as shown by the above
example of a periodic orbit). Here small refers to some additional feature
that the physical problem may induce on the space X. For example if X is
a smooth manifold, small could mean of measure zero with respect to some
(any) Riemannian volume on X (see [39] for a more detailed discussion of this
important point).
A more precise information on the large time asymptotics of the system is
given by the following mixing condition.
Definition 6. A dynamical system (X,ϕt, µ) is mixing if, for any µ-absolu-
tely continuous measure ρ and all observables f ∈ L∞(X, dµ), one has
lim
t→∞
ρt(f) = µ(f).
One also says that µ is mixing, or ϕt is mixing for µ.
2 µ is extremal if it can not be expressed as a non-trivial convex linear combination
of two distinct measures: µ = αµ1 + (1 − α)µ2 with α ∈]0, 1[ and µi ∈ Eϕ(M)
implies µ1 = µ2 = µ.
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If we think of an invariant measure µ as describing an equilibrium state of
the system then µ is mixing if all initial measures ρ which are not too far from
equilibrium, i.e., which are absolutely continuous with respect to µ, converge
to µ as t → ∞. For this reason, the mixing condition is often referred to as
return to equilibrium.
If µ is mixing, it is obviously ergodic from Property (iv) in Theorem 1.
Here is another proof. If A is an invariant set modulo µ such that µ(A) > 0,
then ρ(f) = µ(fχA)/µ(A) defines a µ-absolutely continuous invariant measure
with ρ(A) = 1. Therefore, if µ is mixing we have
1 = ρ(A) = ρt(A) = lim
t→∞
ρt(A) = µ(A).
From Theorem 1 we conclude that µ is ergodic. Thus mixing implies ergodicity,
but the reverse is not true in general.
Exercise 11. Let X = R/Z be the one dimensional torus, µ the measure
induced on X by the Lebesgue measure on R and ϕt(x) = x + t (mod 1).
Show that (X,ϕt, µ) is ergodic but not mixing.
Exercise 12. Show that (X,ϕt, µ) is mixing if and only if, for all measurable
subsets A,B ⊂ X one has
lim
t→∞
µ(ϕ−1t (A) ∩B) = µ(A)µ(B).
Ergodicity and mixing are only two elements of the so called ergodic hi-
erarchy which contains many other properties like exponential mixing, K-
system. . . The interested reader should consult the general references given in
the Introduction.
3.2 Classical Koopmanism
Ergodicity and mixing can be quite difficult to prove in concrete situations.
One of the more powerful tools to do it is the Koopman–von Neumann spectral
theory that I shall now introduce. The Koopman space of the dynamical
system (X,ϕt, µ) is the Hilbert space H = L2(X, dµ) on which the Koopman
operators U t are defined by
U tf ≡ f ◦ ϕt.
In the following, I shall always assume that the Koopman space is separable.
This is the case for example if X is a (locally) compact metric space equipped
with its natural Borel structure.
Lemma 11. (Koopman Lemma) If H is separable, U t is a strongly continuous
group of unitary operators on H.
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Proof. We have already shown that U t is a group of isometries on H. Since
U tU−t = I we have RanU t = H and therefore U t is unitary. Finally, since
t 7→ (f, U tg) is measurable and H is separable, it follows from a well known
result of von Neumann (Theorem VIII.9 in [41]) that the map t 7→ U t is
strongly continuous. ⊓⊔
Remark 4. The separability condition is satisfied if X is a finite dimensional
manifold. In infinite dimensional cases it can often be replaced by a weak con-
tinuity assumption. Indeed, if the map t 7→ ∫ f(x)f(ϕt(x)) dµ(x) is continuous
for all f ∈ L2(X, dµ), then U t is strongly continuous since
‖U tf − f‖2 = 2(‖f‖2 −Re(f, U tf)). (7)
By the Stone Theorem, there exists a self-adjoint operator L on H such
that
U t = e−itL.
We call L the Liouvillean of the system. Note that 1 ∈ H and U t1 = 1 for
all t, from which we conclude that 1 ∈ D(L) and L1 = 0. In other words, 0
is always an eigenvalue of the Liouvillean, with the associated eigenfunction
1. The connection between KerL and ergodic theory is the content of the
following von Neumann or mean ergodic theorem.
Theorem 7. Let U t = e−itA be a strongly continuous group of unitaries on
a Hilbert space H and denote by P the orthogonal projection on KerA. Then,
for any f ∈ H,
lim
T→∞
1
T
∫ T
0
U tf dt = Pf,
holds in H.
Proof. Since U t is strongly continuous,
〈f〉T = 1
T
∫ T
0
U tf dt
is well defined as a Riemann integral. We first remark that for f ∈ RanA, we
have
U tf = U tAg = i∂tU
tg
for some g ∈ D(A). Hence an explicit integration gives
lim
T→∞
〈f〉T = lim
T→∞
i
T
(UT − I)g = 0.
Using the simple estimate ‖〈u〉T − 〈v〉T ‖ ≤ ‖u − v‖, this result immediately
extends to all f ∈ RanA = KerA⊥. Since for f ∈ KerA we have 〈f〉T = f ,
we get for arbitrary f ∈ H
lim
T→∞
〈f〉T = lim
T→∞
〈Pf〉T + lim
T→∞
〈(I − P )f〉T = Pf.
⊓⊔
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Theorem 8. (Koopman Ergodicity Criterion) A dynamical system is ergodic
if and only if 0 is a simple eigenvalue of its Liouvillean L.
Proof. Let f ∈ KerL, then f is an invariant function in L1(X, dµ) and, by
Theorem 1, if µ is ergodic we must have f = µ(f)1. Thus, KerL is one
dimensional.
Assume now that KerL is one dimensional. Let A be an invariant set
modulo µ. It follows that χA ∈ H is invariant and hence belongs to KerL.
Thus, we have χA = µ(A)1, from which we may conclude that µ(A) ∈ {0, 1}.
Ergodicity of µ follows from Theorem 1. ⊓⊔
Theorem 9. (Koopman Mixing Criterion) A dynamical system is mixing if
and only if
w − lim
t→∞
U t = (1, · )1. (8)
In particular, if the spectrum of the Liouvillean L is purely absolutely contin-
uous on {1}⊥, then the system is mixing.
Proof. Assume first that the system is mixing, and set
H1+ = {g ∈ H | g ≥ 0, µ(g) = 1}.
Since any g ∈ H1+ is the Radon-Nikodym derivative of some µ-absolutely
continuous probability ρ, we get for any f ∈ L∞(X, dµ)
(g, U tf) = ρt(f)→ µ(f) = (g, 1)(1, f), (9)
as t→∞. Since any g ∈ H is a finite linear combination of elements of H1+,
Equ. (9) actually holds for all g ∈ H and f ∈ L∞(X, dµ). Finally, since both
side of Equ. (9) are H-continuous in f uniformly in t, Equ. (8) follows from
the fact that L∞(M, dµ) is dense in H.
The reverse statement is proved in an analogous way. Suppose ρ is a
µ-absolutely continuous probability and denote by g its Radon-Nikodym
derivative. Assuming for a while that g ∈ H, we get from Equ. (8) that
limt→∞ ρt(f) = µ(f) for all f ∈ L∞(M, dµ). Since ρt(f) is L1-continuous in
g, uniformly in t, the desired result follows from the fact that H is dense in
L1(M, dµ).
To prove the last statement, we first remark that to obtain Equ. (8) it
suffices to show that
lim
t→∞
(f, U tf) = 0,
for all f ∈ {1}⊥ (use the orthogonal decomposition H = C · 1 ⊕ {1}⊥ and
the polarization identity). If L has purely absolutely continuous spectrum on
{1}⊥ then its spectral measure associated to f ∈ {1}⊥ can be written as
dνf (λ) = g(λ) dλ for some function g ∈ L1(R). Therefore,
(f, U tf) =
∫
eitλg(λ) dλ→ 0,
as t→∞ by the Riemann-Lebesgue Lemma. ⊓⊔
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Note that (f, U tf) is the Fourier transform of the spectral measure of L
associated to f . It is clear from the above proof that a dynamical system is
mixing if and only if the Fourier transform of the spectral measure of its Li-
ouvillean associated to any vector in {1}⊥ vanishes at infinity. See Subsection
2.5 in Lecture [25].
Exercise 13. On the n-dimensional torus Tn = Rn/Zn, consider the dynam-
ics ϕt(x) = x + tω (mod 1) where ω = (ω1, · · · , ωn) ∈ Rn. Show that the
(Haar) measure dµ(x) = dx1 · · · dxn is invariant and compute the Liouvil-
lean L of (Tn, ϕt, µ). Determine the spectrum of L and discuss the ergodic
properties of the system.
4 Quantum Systems
In the traditional description of quantum mechanics, a quantum system is
completely determined by its Hilbert space H and its Hamiltonian H, a self-
adjoint operator on H. The Hilbert space H determines both, the set of ob-
servables and the set of states of the system. The Hamiltonian H specifies its
dynamics.
An observable is a bounded linear operator on H. A states is specified
by a “wave function”, a unit vector Ψ ∈ H, or more generally by a “density
matrix”, a non-negative, trace class operator ρ on H with Tr ρ = 1. The state
associated with the density matrix ρ is the linear functional
A 7→ ρ(A) ≡ Tr(ρA), (10)
on the set of observables. As a state, a unit vector Ψ is equivalent to the density
matrix ρ = (Ψ, · )Ψ . Such density matrices are characterized by ρ2 = ρ and
the corresponding states
A 7→ (Ψ,AΨ),
are called vector states.
The role played by quantum mechanical states is somewhat similar to the
role played by probability distributions in classical dynamical systems. How-
ever, since there is no quantum mechanical phase space, there is nothing like
a trajectory and no state corresponding to the Dirac measures δx of classical
dynamical systems.
To any self-adjoint observable A, a state ρ associate a probability measure
on the spectrum of A
dρA(a) = ρ(EA(da)),
where EA(·) is the projection valued spectral measure of A given by the spec-
tral theorem. The measure ρA specifies the probability distribution for the
outcome of a measure of the observable A. In particular, the expectation
value of A in the state ρ is
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adρA(a) = ρ(A).
If two or more self-adjoint observables A,B, . . ., commute, they have a joint
spectral measure and a similar formula gives the joint probability distribution
for the simultaneous measurement of A,B, . . . However, if A and B do not
commute, it is not possible to measure them simultaneously and there is no
joint probability distribution for them (see also Lecture [33] in this Volume
and [13] or any textbook on quantum mechanics for more details).
By the spectral decomposition theorem for compact operators, a density
matrix ρ can be written as
ρ =
∑
j
pj(Ψj , · )Ψj , (11)
where the Ψj are eigenvectors of ρ and form an orthonormal basis of H and
the coefficients pj are the corresponding eigenvalues which satisfy
0 ≤ pj ≤ 1,
∑
j
pj = 1.
Thus, a general state is a convex linear combination of vector states. pj is
the probability for the system to be in the vector state associated to Ψj . In
the physics literature, such a state is sometimes called statistical mixture (or
incoherent superposition) of the states Ψj with the statistical weights pj .
A wave function Ψ evolves according to the Schro¨dinger equation of motion
i∂tΨt = HΨt.
Since H is self-adjoint, the solution of this equation, with initial value Ψ0 = Ψ ,
is given by
Ψt = e
−itHΨ.
According to the decomposition (11), a density matrix ρ evolves as
ρt = e
−itHρ eitH ,
and thus, satisfies the quantum Liouville equation
∂tρt = i[ρt,H].
The expectation value of an observable A at time t is then
ρt(A) = Tr(ρtA).
This is the so-called Schro¨dinger picture of quantum dynamics. Since the
cyclicity of the trace implies that
Tr(ρtA) = Tr(e
−itHρ eitHA) = Tr(ρ eitHA e−itH),
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we can alternatively keep the state fixed and let observables evolve according
to
At = e
itHA e−itH .
Such time evolved observables satisfy the Heisenberg equation of motion
∂tAt = i[H,At].
We obtain in this way the Heisenberg picture of quantum dynamics. Since
ρt(A) = ρ(At),
the Schro¨dinger and the Heisenberg pictures are obviously equivalent.
For systems with a finite number of degrees of freedom, this Hilbert space
description of a quantum system is good enough because it is essentially
unique (a precise form of this statement is the Stone–von Neumann unique-
ness theorem, see Lecture [36]). However, for systems with an infinite number
of degrees of freedom, (i.e., quantum fields) this is no more the case. An in-
trinsic description, centered around the C∗-algebra of observables becomes
more convenient.
4.1 C∗-Dynamical Systems
Definition 7. A C∗-dynamical system is a pair (A, τ t) where A is a C∗-
algebra with a unit and τ t a strongly continuous group of ∗-automorphisms of
A.
Since τ t((z−A)−1) = (z−τ t(A))−1, a ∗-automorphism τ t clearly preserves
the spectrum. Hence, given the relation between the norm and the spectral
radius (see the proof of Theorem 3 in Lecture [7]), it is isometric and in
particular norm continuous. Strong continuity of τ t means that, for any A ∈ A,
the map t 7→ τ t(A) is continuous in the norm topology of A.
From the general theory of strongly continuous semi-groups, there exists
a densely defined, norm closed linear operator δ on A such that τ t = etδ.
Since τ t(1) = 1, if follows that 1 ∈ D(δ) and δ(1) = 0. Differentiation of the
identities τ t(AB) = τ t(A)τ t(B) and τ t(A∗) = τ t(A)∗ for A,B ∈ D(δ) further
show that the generator δ is a ∗-derivation as defined by the following
Definition 8. Let A be a ∗-algebra and D ⊂ A a subspace. A linear operator
δ : D → A is called ∗-derivation if
(i) D is a ∗-subalgebra of A.
(ii) δ(AB) = δ(A)B +Aδ(B) for all A,B ∈ D.
(iii) δ(A∗) = δ(A)∗ for all A ∈ D.
Generators of strongly continuous groups of ∗-automorphisms are charac-
terized by the following simple adaptation of the Hille-Yosida Theorem (see
[11], Theorem 3.2.50).
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Proposition 2. Let A be a C∗-algebra with a unit. A densely defined, closed
operator δ on A generates a strongly continuous group of ∗-automorphisms of
A if and only if:
(i) δ is a ∗-derivation.
(ii) Ran(Id+λδ) = A for all λ ∈ R \ {0}.
(iii) ‖A+ λδ(A)‖ > ‖A‖ for all λ ∈ R and A ∈ D(δ).
If the C∗-algebra A acts on a Hilbert space H then a dynamical group τ t
can be constructed from a group of unitary operators U t on H
τ t(A) = U tAU t∗.
Such ∗-automorphisms are called spatial . They are particularly pleasant since
it is possible to lift most of their analysis to the Hilbert space H itself.
Example 1. (Finite quantum systems) Consider the quantum system with a
finite number of degrees of freedom determined by the data H and H as
described at the beginning of this section. On the C∗-algebra A = B(H) the
dynamics is given by
τ t(A) = eitHA e−itH .
Exercise 14. Show that the group τ t is strongly continuous if and only if H
is bounded.
Thus, if τ t is strongly continuous it is automatically uniformly continuous
and its generator is the bounded ∗-derivation
δ(A) = i[H,A],
on B(H). More specific examples are:
1. N -levels systems: H = CN and, without loss of generality, the Hamiltonian
is a N ×N diagonal matrix Hij = ²iδij .
2. Lattice quantum systems: H = l2(Zd) and the Hamiltonian is of tight-
binding type
(Hψ)(x) =
1
2d
∑
|x−y|=1
ψ(y) + V (x)ψ(x),
where |x| denotes the Euclidean norm of x = (x1, · · · , xd) ∈ Zd and V ∈
l∞(Zd). See Example 4 in Subsection 5.2 of Lecture [6] for a continuation
of this example.
Example 2. (The ideal Fermi gas) Let h be a Hilbert space and Γ−(h) the
Fermionic Fock space over h. Recall that
Γ−(h) =
⊕
n∈N
Γ
(n)
− (h),
Quantum Dynamical Systems 29
where Γ
(0)
− (h) = C and Γ
(n)
− (h) = h ∧ h ∧ · · · ∧ h is the n-fold totally anti-
symmetric tensor product of h. For f ∈ h, the action of the Fermionic creation
operator a∗(f) on a Slater determinant f1 ∧ f2 ∧ · · · ∧ fn ∈ Γ(n)− (h) is defined
by
a∗(f)f1 ∧ f2 ∧ · · · ∧ fn =
√
n+ 1 f1 ∧ f2 ∧ · · · ∧ fn ∧ f, (12)
and is extended by linearity to the dense subspace
Γfin−(h) =
⋃
k∈N
k⊕
n=0
Γ
(n)
− (h),
of Γ−(h). The annihilation operators are defined in a similar way starting from
a(f)f1 ∧ f2 ∧ · · · ∧ fn =
√
n
n∑
k=1
(f, fk)f1 ∧ · · · fk−1 ∧ fk+1 · · · ∧ fn.
A simple calculation shows that these operators satisfy a∗(f)ψ = a(f)∗ψ as
well as the Canonical Anti-commutation Relations (CAR)
{a(f), a∗(g)}ψ = (f, g)ψ,
{a∗(f), a∗(g)}ψ = 0,
for all f, g ∈ h and ψ ∈ Γfin−(h). It immediately follows that
‖a(f)ψ‖2 + ‖a∗(f)ψ‖2 = ‖f‖2‖ψ‖2,
from which we conclude that the closures of a(f) and a∗(f) are bounded
operators on Γ−(h). If we denote these extensions by the same symbols then
a∗(f) = a(f)∗ and the canonical anti-commutation relations hold for all ψ ∈
Γ−(h).
Exercise 15. Prove that ‖a(f)‖ = ‖a∗(f)‖ = ‖f‖ (Hint: Use the CAR to
compute (a∗(f)a(f))2 and the C∗-property of the norm). Compute the spec-
trum of a(f), a∗(f) and a∗(f)a(f).
Let u be a subspace of h, not necessarily closed, and denote by CAR(u) the
C∗-algebra generated by the family {a(f) | f ∈ u}, i.e., the norm closure in
B(Γ−(h)) of the linear span of monomials a∗(f1) · · · a∗(fn)a(fn+1) · · · a(fm)
with fj ∈ u. It follows from the CAR that this algebra has a unit. To any self-
adjoint operator h on h we can associate the second quantization U t = Γ(eiht)
on the Fock space. By definition
U tf1 ∧ · · · ∧ fn ≡ eithf1 ∧ · · · ∧ eithfn,
and therefore U t is a strongly continuous unitary group on Γ−(h). Denote by
τ t the corresponding group of spatial ∗- automorphisms of B(Γ−(h)).
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Exercise 16. Show that the generator H = dΓ(h) of U t is bounded if and
only if h is trace class.
Hence, by Exercise 14, if h is not trace class then τ t is not strongly con-
tinuous on B(Γ−(h)). Let me show that its restriction to CAR(u) is strongly
continuous.
It follows from Equ. (12) that
τ t(a∗(f)) = U ta∗(f)U t∗ = a∗(eithf).
Therefore, for any monomial A = a#(f1) · · · a#(fm), where a# stands for
either a or a∗, we get a telescopic expansion
τ t(A) − A
=
m∑
k=1
a#(eithf1) · · · a#(eithfk−1)a#(eithfk − fk)a#(fk+1) · · · a#(fm),
which, together with Exercise 15, leads to the estimate
‖τ t(A)−A‖ 6 m
(
max
16k6m
‖fk‖
)m−1
max
16k6m
‖eithfk − fk‖.
We conclude that limt→0 ‖τ t(A) − A‖ = 0 for all such monomials and hence
for arbitrary polynomials. Since these polynomials are norm dense in CAR(u)
and τ t is isometric, the result follows from an ε/3-argument.
The simplest non-trivial example of strongly continuous group of ∗-
automorphisms of CAR(u) is the gauge group ϑt obtained by setting h = I,
i.e.,
ϑt(a#(f)) = a#(eitf). (13)
The corresponding operator N ≡ dΓ(I) is the number operator.
The one particle Hilbert space for an infinite d-dimensional Fermi gas is
h = L2(Rd,dx). The non-relativistic Hamiltonian is h = −∆. To any compact
region Λ ⋐ Rd one can associate the Hilbert space hΛ = L
2(Λ, dx) which
is canonically embedded in h. Accordingly, the corresponding C∗-algebra
CAR(hΛ) can be identified with a subalgebra of CAR(h). Elements of
Aloc =
⋃
Λ⋐Rd
CAR(hΛ),
are called local and we say that A ∈ CAR(hΛ) is supported by Λ.
Exercise 17. Show that Aloc is a dense ∗-subalgebra of CAR(h).
From a physical point of view, local observables supported by disjoint sub-
sets should be simultaneously measurable, i.e., they should commute. How-
ever, it follows from the fact that
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{AB,C ′} = A{B,C ′} − {A,C ′}B,
that CAR(hΛ) and CAR(hΛ′) anti-commute if Λ ∩ Λ′ = ∅ and will generally
not commute. Thus the full CAR algebra is in a sense too big. To obtain an
algebra fulfilling the above locality requirement, one introduces the so called
even subalgebra CAR+(h) generated by monomials of even degrees in a and
a∗. It follows from
[AB,C ′D′] = {A,C ′}D′B +A{B,C ′}D′ − C ′{D′, A}B −AC ′{B,D′},
that two elements of this subalgebra supported by disjoint subset commute.
Another way to characterize the even subalgebra is to consider the ∗-
morphism of CAR(h) defined by θ(a(f)) = −a(f). Then one clearly has
CAR+(h) = {A ∈ CAR(h)|θ(A) = A}.
Since τ t commutes with θ, it leaves CAR+(h) invariant and (CAR+(h), τ t) is
a C∗-dynamical system which describes an ideal Fermi gas.
When the C∗-algebra A does not act naturally on a Hilbert space, the
situation is more involved and Banach space techniques must be used. I will
only mention a simple example based on the powerful technique of analytic
vectors (see Chapter 3.1 in [11], Section 5 in [32] and Chapter 6.2 in [12] for
a more systematic exposition of these techniques).
Definition 9. Let T be an operator on a Banach space B. A vector x ∈ B is
called analytic for T if x ∈ ∩n∈ND(Tn) and if there exists ρx > 0 such that
the power series
∞∑
n=0
zn
n!
‖Tnx‖
defines an analytic function in {z ∈ C | |z| < ρx}.
Note that the set of analytic vectors of an operator T is a subspace. If x
is analytic for T one can define
etTx ≡
∞∑
n=0
tn
n!
Tnx,
for |t| < ρx. Moreover, if T is closed and t < ρx then it is easy to show that
etTx is analytic for T and a simple manipulation of norm convergent series
yields that esT etTx = e(s+t)Tx as long as |s| + |t| < ρx. If the subspace of
analytic vectors is dense in B and if one can prove that the linear operator
etT defined in this way is bounded (this is usually done with the help of
some dissipativity estimate), then it extends to all of B and using the group
property its definition can be extended to all t ∈ R.
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Example 3. (Quantum spin systems) Let Γ be an infinite lattice (for example
Γ = Zd, with d > 1) and to each x ∈ Γ associate a copy hx of a finite
dimensional Hilbert space h. For finite subsets Λ ⊂ Γ set hΛ ≡ ⊗x∈Λhx and
define the local C∗-algebra
AΛ ≡ B(hΛ).
If Λ ⊂ Λ′, the natural injection A 7→ A⊗ IhΛ′\Λ allows to identify AΛ with a
subalgebra of AΛ′ . Therefore, a C
∗-norm can be defined on Aloc ≡ ∪Λ⊂ΓAΛ,
the union being over finite subsets of Γ. Denote by A the C∗-algebra ob-
tained as norm closure of Aloc. Each local algebra AΛ is identified with the
corresponding subalgebra of A. C∗-algebras of this type are called uniformly
hyperfinite (UHF). Interpreting h as the Hilbert space of a single spin, A
describes the observables of a quantum spin system on the lattice Γ.
An interaction is a map X 7→ φ(X) which, to any finite subset X of
the lattice Γ, associates a self-adjoint element φ(X) of AX describing the
interaction energy of the degrees of freedom inside X. For example, in the
spin interpretation, if X = {x} then φ(X) is the energy of the spin at x
due to the coupling of its magnetic moment with an external magnetic field.
If X = {x, y} then φ(X) is the coupling energy due to the pair interaction
between the corresponding magnetic moments.
Given an interaction φ, the local Hamiltonian for a finite region Λ ⊂ Γ is
the self-adjoint element of AΛ given by
HΛ ≡
∑
X⊂Λ
φ(X),
and a C∗-dynamical system is defined on A by
τ tΛ(A) ≡ eitHΛA e−itHΛ .
Assume that the interaction φ has sufficiently short range, more precisely that
‖φ‖σ ≡ sup
x∈Γ
∑
X∋x
‖φ(X)‖e2σ|X| <∞,
for some σ > 0, where |X| denotes the cardinality of the subset X. We shall
show that the limit
τ t(A) ≡ lim
Λ↑Γ
τ tΛ(A), (14)
exists for all A ∈ A, t ∈ R and defines a strongly continuous group of ∗-
morphisms.
The generator of τ tΛ is the bounded derivation
δΛ(A) = i[HΛ, A],
hence we have a norm convergent expansion
τ tΛ(A) =
∞∑
n=0
tn
n!
δnΛ(A). (15)
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For A ∈ AΛ0 , we can further write
δnΛ(A) =
∑
X1,··· ,Xn⊂Λ
i[φ(Xn), i[φ(Xn−1), · · · , i[φ(X1), A] · · · ]].
Since local algebras corresponding to disjoint subsets of Γ commute, this sum
can be restricted by the condition Xj ∩ Λj−1 6= ∅ with Λj−1 = Λ0 ∪X1 · · · ∪
Xj−1. We proceed to estimate the norm of δnΛ(A)
‖δnΛ(A)‖ 6
∑
x1∈Λ0
∑
X1∋x1
∑
x2∈Λ1
∑
X2∋x2
· · ·
∑
xn∈Λn−1
∑
Xn∋xn
2n‖A‖
n∏
i=1
‖φ(Xi)‖
6 2n‖A‖ |Λ0| sup
x1
∑
X1∋x1
|Λ1| sup
x2
∑
X2∋x2
· · · |Λn−1| sup
xn
∑
Xn∋xn
n∏
i=1
‖φ(Xi)‖
6 2n‖A‖ sup
x1,··· ,xn
∑
X1∋x1
· · ·
∑
Xn∋xn
(|Λ0|+ |X1|+ · · ·+ |Xn|)n
n∏
i=1
‖φ(Xi)‖.
Using the inequality e2σx > (2σx)n/n! with x = |Λ0| + |X1| + · · · + |Xn| we
finally get the following uniform estimate in Λ
‖δnΛ(A)‖ ≤
n!
σn
e2σ|Λ0|‖A‖‖φ‖nσ. (16)
From this we conclude that
δ(n)(A) = lim
Λ
δnΛ(A) =
∑
X1,··· ,Xn
i[φ(Xn), i[φ(Xn−1), · · · , i[φ(X1), A] · · · ]],
exists and satisfies the same estimate (16). It is also clear from this argument
that
lim
Λ
δ(n)(δkΛ(A)) = δ
(n+k)(A). (17)
Introducing (16) into the expansion (15), we conclude that the limit
τ t(A) = lim
Λ
τ tΛ(A) =
∞∑
n=0
tn
n!
δ(n)(A), (18)
exists for |t| < σ/‖φ‖σ.
Since τ tΛ is isometric from any local algebra AΛ0 into A, it follows that the
limit τ t is norm continuous and extends by continuity to all of A. Furthermore,
as a norm limit of ∗-morphisms, τ t is a ∗-morphism.
For |s|+ |t| < σ/‖φ‖σ and A ∈ Aloc the continuity of τ t yields
lim
Λ
τ t(τ sΛ(A)) = τ
t(τ s(A)),
while Equ. (17) and the expansions (15)(18) lead, after a simple manipulation
to
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lim
Λ
τ t(τ sΛ(A)) = τ
t+s(A).
Thus τ t satisfies the local group property, and in particular is a ∗-isomorphism.
Finally τ t can be extended to a group by setting τnt0+t = (τ t0)n ◦ τ t and
relation (14) then extends to all t ∈ R and A ∈ A.
Example 4. (Continuous classical dynamical system) LetM be a compact met-
ric space and ϕt a continuous dynamics on M . Then the space C(M) of con-
tinuous functions onM is a commutative C∗-algebra with a unit on which the
map τ t(f) = f ◦ ϕt defines a strongly continuous group of ∗-automorphisms.
4.2 W ∗-Dynamical Systems
We have seen in Example 1 that even the simplest quantum mechanical system
leads to a dynamics which is not strongly continuous when its Hamiltonian
is unbounded. Thus, the notion of C∗-dynamical system is too restrictive for
our purposes and we need to consider weaker topologies on the algebra of
observables.
Let M ⊂ B(H) be a von Neumann algebra. A group of ∗-automorphisms
of M is σ-weakly continuous if for all A ∈ M the map t 7→ τ t(A) is continuous
in the σ-weak topology. This means that for any A ∈ M and any trace class
operator T on H the map t 7→ Tr(Tτ t(A)) is continuous.
Definition 10. A W ∗-dynamical system is a pair (M, τ t) where M is a von
Neumann algebra acting on a Hilbert space H and τ t is a σ-weakly continuous
group of ∗-automorphisms of M.
Remark 5. More generally, M could be an abstract W ∗-algebra, i.e., a C∗-
algebra which is the dual Banach space of a Banach space M⋆, and τ
t a weak-
⋆ continuous group of ∗-automorphisms. Since by Sakai theorem (see [42],
Theorem 1.16.7) a W ∗-algebra is ∗-isomorphic to a von Neumann subalgebra
of B(H) for some Hilbert spaceH, I will only consider this particular situation.
The predual M⋆ is then canonically identified with the quotient L1(H)/M⊥
where L1(H) is the Banach space of trace class operators on H and
M⊥ = {T ∈ L1(H) | Tr(TA) = 0 for all A ∈ M},
the annihilator of M. The weak-⋆ topology on M induced by M⋆ coincides
with the σ-weak topology and elements of the predual corresponds to σ-weakly
continuous linear functionals on M.
We have seen in Subsection 2.1 (Corollary 1) that a ∗-automorphism of a
von Neumann algebra is σ-weakly continuous. A σ-weakly continuous group
of σ-weakly continuous linear operators is characterized by its generator, as
in the strongly continuous case (see Chapter 3 in [11] for details). Thus, one
can write τ t = etδ and there is a characterization, parallel to Proposition 2,
of W ∗-dynamical systems (see Theorem 3.2.51 in [11]).
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Proposition 3. Let M be a von Neumann algebra. A σ-weakly densely defined
and closed linear operator δ on M generates a σ-weakly continuous group of
∗-automorphisms of M if and only if:
(i) δ is a ∗-derivation and 1 ∈ D(δ).
(ii) Ran(Id+λδ) = M for all λ ∈ R \ {0}.
(iii) ‖A+ λδ(A)‖ > ‖A‖ for all λ ∈ R and A ∈ D(δ).
Example 5. (Finite quantum systems, continuation of Example 1) Consider
now the case of an unbounded Hamiltonian H on the Hilbert space H. Clearly
τ t(A) = eitHA e−itH defines a group of ∗-automorphisms of the von Neumann
algebra M = B(H). For any unit vectors Φ, Ψ ∈ H the function
t 7→ (Φ, τ t(A)Ψ) = (e−itHΦ,Ae−itHΨ)
is continuous and uniformly bounded in t by ‖A‖. If T is a trace class operator
on H then one has T = ∑n tn(Φn, · )Ψn with ‖Ψn‖ = ‖Φn‖ = 1 and ∑n |tn| <
∞. It follows that
t 7→ Tr(Tτ t(A)) =
∑
n
tn(Φn, τ
t(A)Ψn),
is continuous (as a uniformly convergent series of continuous functions). Thus
τ t is σ-weakly continuous and (M, τ t) is a W ∗-dynamical system.
Example 6. (Ideal Bose gas) Let h be a Hilbert space and Γ+(h) the Bosonic
Fock space over h (see Section 2 in Lecture [36]). For f ∈ h, denote by
Φ(f) =
1√
2
(a∗(f) + a(f)),
the self-adjoint Segal field operator. Since Φ(f) is unbounded for f 6= 0, it
is more convenient to use the unitary Weyl operators W (f) = eiΦ(f). They
define a projective representation of the additive group h on Γ+(h) satisfying
the Weyl relations
W (f)W (g) = e−i Im(f,g)/2W (f + g). (19)
To any self-adjoint operator h on h we can, as in the Fermionic case, asso-
ciate the second quantized strongly continuous unitary group U t = Γ(eith) on
Γ+(h). The action of this group on Weyl operators is given by
U tW (f)U t∗ =W (eithf). (20)
It follows from Equ. (19) that, for f 6= 0 and g = iθf/‖f‖2,
W (g)∗W (f)W (g) = e−iθW (f).
This shows that the spectrum of W (f) is the full unit circle and therefore
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‖W (f)−W (g)‖ = ‖W (f − g)− e−i Im(f,g)/2‖ = 2,
for f 6= g. This makes clear that in the Bosonic framework there is no chance
to obtain a strongly continuous group from Equ. (20). On the other hand it
follows from Exercise 5 that the von Neumann algebra
W(h) = {W (f) | f ∈ h}′′,
together with the group
τ t(A) = U tAU t∗, (21)
form a W ∗-dynamical system.
Exercise 18. Show that the system {W (f) | f ∈ h} is irreducible, i.e., that
{W (f) | f ∈ h}′ = CI.
Conclude that W(h) = B(Γ+(h)). (Hint: see Subsection 2.4 in Lecture [36])
4.3 Invariant States
Definition 11. If τ t is a group of ∗-automorphisms on a C∗-algebra A, a
state µ on A is called τ t-invariant if µ ◦ τ t = µ for all t ∈ R. We denote by
E(A, τ t) ⊂ E(A) the set of τ t-invariant states.
As in the case of classical dynamical systems, invariant states play a im-
portant role in the study of quantum dynamics.
Theorem 10. Let τ t be a group of ∗-automorphisms of the C∗-algebra A. If
there exists a state ω on A such that the function t 7→ ω(τ t(A)) is continuous
for all A ∈ A then E(A, τ t) is a non-empty, convex and weak-⋆ compact subset
of A⋆. In particular, these conclusions hold if (A, τ t) is a C∗- orW ∗-dynamical
system.
Proof. To show that E(A, τ t) is not empty, we follow the strategy of Exercise
10. For all A ∈ A consider the expression
ωT (A) ≡ 1
T
∫ T
0
ω ◦ τ s(A) ds.
Since the function s 7→ ω ◦ τ s(A) is continuous, the integral is well defined
and we clearly have ωT ∈ E(A) for all T > 0. Since E(A) is weak-⋆ compact,
the net (ωT )T>0 has a weak-⋆ convergent subnet. The formula
ωT (τ
t(A)) = ωT (A)− 1
T
∫ t
0
ω ◦ τ t(A) ds+ 1
T
∫ T+t
T
ω ◦ τ s(A) ds,
leads to the estimate
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|ωT (τ t(A))− ωT (A)| 6 2‖A‖ |t|
T
,
from which it follows that the limit of any convergent subnet of (ωT )T>0 is
τ t-invariant.
It is clear that the set of τ t-invariant states is convex and weak-⋆ closed.
⊓⊔
Definition 12. If τ t is a group of ∗-automorphisms of the von Neumann al-
gebra M we denote by N(M, τ t) ≡ E(M, τ t) ∩ N(M) the set of normal τ t-
invariant states.
Ii immediately follows from the last paragraph in Subsection 2.1 that if
ω ∈ N(M, τ t) then τ t(sω) = sω and τ t(zω) = zω.
We note that for a W ∗-dynamical system (M, τ t) the compactness argu-
ment used in the proof of Theorem 10 breaks down if we replace E(M) by
N(M). There is no general existence result for normal invariant states of
W ∗-dynamical systems. In fact, there exists W ∗-dynamical systems without
normal invariant states (see Exercise 22). However, we shall see below that
any invariant state of a C∗- or W ∗-dynamical system can be described as
a normal invariant state of some associated W ∗-dynamical system. For this
reason, normal invariant states play an important role in quantum dynamics.
4.4 Quantum Dynamical Systems
Definition 13. If C is a C∗-algebra and τ t a group of ∗-automorphisms of C
we define
E(C, τ t) ≡ {µ ∈ E(C, τ t) | t 7→ µ(A∗τ t(A)) is continuous for allA ∈ C}.
If µ ∈ E(C, τ) we say that (C, τ t, µ) is a quantum dynamical system.
Example 7. If (A, τ t) is a C∗-dynamical system then E(A, τ) = E(A, τ) and
(A, τ t, µ) is a quantum dynamical system for any τ t-invariant state µ.
Example 8. If (M, τ t) is a W ∗-dynamical system then N(A, τ) ⊂ E(A, τ) and
(M, τ t, µ) is a quantum dynamical system for any τ t-invariant normal state
µ.
Exercise 19. Show that E(C, τ t) is a convex, norm closed subset of E(C, τ t).
In this subsection we shall study the GNS representation of a quantum
dynamical system. We start with the following extension of the GNS con-
struction.
Lemma 12. Let (C, τ t, µ) be a quantum dynamical system and denote the
GNS representation of C associated to µ by (Hµ, piµ, Ωµ). Then there exists a
unique self-adjoint operator Lµ on Hµ such that
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(i) piµ(τ
t(A)) = eitLµpiµ(A)e
−itLµ for all A ∈ C and t ∈ R.
(ii) LµΩµ = 0.
Proof. For fixed t ∈ R one easily checks that (Hµ, piµ ◦ τ t, Ωµ) is a GNS
representation of C associated to µ. By unicity of the GNS construction there
exists a unitary operator U tµ on Hµ such that, for any A ∈ C, one has
U tµpiµ(A)Ωµ = piµ(τ
t(A))Ωµ, (22)
and in particular
U tµΩµ = Ωµ. (23)
For t, s ∈ R we have
U tµU
s
µpiµ(A)Ωµ = U
t
µpiµ(τ
s(A))Ωµ = piµ(τ
t+s(A))Ωµ = U
t+s
µ piµ(A)Ωµ,
and the cyclic property of Ωµ yields that U
t
µ is a unitary group on Hµ. Using
Equ. (7) it follows from the continuity of the map
t 7→ (piµ(A)Ωµ, U tµpiµ(A)Ωµ) = µ(A∗τ t(A)),
that U tµ is a strongly continuous. By Stone theorem U
t
µ = e
itLµ for some
self-adjoint operator Lµ and property (ii) follows from Equ. (23).
Finally, for A,B ∈ C we get
U tµpiµ(A)piµ(B)Ωµ = piµ(τ
t(A))piµ(τ
t(B))Ωµ = piµ(τ
t(A))U tµpiµ(B)Ωµ,
and property (i) follows from the cyclic property of Ωµ.
To prove the uniqueness of Lµ note that Equ. (22) uniquely determines
U tµ and that conditions (i) and (ii) imply that e
itLµ satisfies (22). ⊓⊔
Recall from subsection 2.2 that µˆ(A) = (Ωµ, AΩµ) defines a centrally
faithful normal state on the enveloping von Neumann algebra Cµ = piµ(C)
′′.
Moreover, by property (i) of Lemma 12, the σ-weakly continuous group of
∗-automorphisms of B(Hµ) defined by
τˆ tµ(A) ≡ eitLµAe−itLµ , (24)
leaves piµ(C) and hence its σ-weak closure Cµ invariant. Thus, (Cµ, τˆ
t
µ) is a
W ∗-dynamical system. By property (ii) of Lemma 12, µˆ is τˆ tµ-invariant.
Definition 14. A quantum dynamical system (C, τ t, µ) is in normal form if
(i) C is a von Neumann algebra on a Hilbert space H.
(ii) τ t(A) = eitLAe−itL for some self-adjoint operator L on H.
(iii) µ(A) = (Ω,AΩ) for some unit vector Ω ∈ H.
(iv) CΩ = H.
(v) LΩ = 0.
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We denote by (C,H, L,Ω) such a system.
The above considerations show that to any quantum dynamical system
(C, τ t, µ) we can associate a quantum dynamical system in normal form
(Cµ,Hµ, Lµ, Ωµ).
Definition 15. (piµ,Cµ,Hµ, Lµ, Ωµ) is the normal form of the quantum dy-
namical system (C, τ t, µ). The operator Lµ is its µ-Liouvillean.
The normal form of a quantum dynamical system is uniquely determined,
up to unitary equivalence.
Definition 16. Two quantum dynamical systems (C, τ t, µ), (D, σt, ν) are iso-
morphic if there exists a ∗-isomorphism φ : C → D such that φ ◦ τ t = σt ◦ φ
for all t ∈ R and µ = ν ◦ φ.
Exercise 20. Show that two isomorphic quantum dynamical systems share
the same normal forms.
Remark 6. If ω ∈ E(C, τ t) and µ ∈ N(C, ω) ∩ E(C, τ t) then µ = µ˜ ◦ piω for
some µ˜ ∈ N(Cω) and therefore
µ(A∗τ t(A)) = µ˜(piω(A)∗piω(τ t(A))) = µ˜(piω(A)∗eitLωpiω(A)e−itLω ),
is a continuous function of t ∈ R. It follows that µ ∈ E(C, τ t). Denote by τˆ tω
the W ∗-dynamics on Cω generated by the ω-Liouvillean Lω. Since µ is τ t-
invariant one has µ˜(τˆ tω(A)) = µ˜(A) for all A ∈ piω(C) and by continuity µ˜ is
τˆ tω-invariant. Let piµ|ω : Cω → Cµ be the ∗-morphism of Theorem 4. From the
identity
τˆ tµ ◦ piµ|ω ◦ piω = τˆ tµ ◦ piµ
= piµ ◦ τ t = piµ|ω ◦ piω ◦ τ t
= piµ|ω ◦ τˆ tω ◦ piω,
it follows by σ-weak continuity that
τˆ tµ ◦ piµ|ω = piµ|ω ◦ τˆ tω, (25)
and since zµ|ω is invariant under τˆ tω
τˆ tµ ◦ pˆiµ|ω = pˆiµ|ω ◦ τˆ tω. (26)
We conclude that pˆiµ|ω is an isomorphism between the quantum dynamical
systems (zµ|ωCω, τˆ tω, µ˜) and (Cµ, τˆ
t
µ, µˆ).
The normal form turns out to be a very useful tool in the study of quantum
dynamics since it provides a unifying framework in which both C∗- and W ∗-
systems can be handled on an equal footing.
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Example 9. (Finite quantum systems) Let (M, τ t) be the C∗- orW ∗-dynamical
system constructed from the Hilbert space H and the Hamiltonian H, i.e.,
M ≡ B(H) and τ t(A) ≡ eitHAe−itH (Examples 1 and 5). A density ma-
trix ρ on H such that e−itHρ eitH = ρ defines a normal, τ t-invariant state
µ(A) = Tr(ρA). If H has non-empty point spectrum, such states are easily
obtained as mixtures of eigenstates of H. (M, τ t, µ) is a quantum dynamical
system. Its normal form can be described in the following way. Set G ≡ Ran ρ,
denote by ι : G →֒ H the canonical injection and by L2(G,H) the set of
Hilbert-Schmidt operators from G to H. Then
Hµ ≡ L2(G,H),
is a Hilbert space with inner product (X,Y ) ≡ Tr(X∗Y ). Since P ≡ ιι∗ is the
orthogonal projection of H on G, a simple calculation shows that Ωµ ≡ ρ1/2ι
is a unit vector in Hµ. Setting
piµ(A)X = AX,
for all X ∈ Hµ, the map A 7→ piµ(A) defines a faithful representation of M
on Hµ. Since (X,piµ(A)Ωµ) = Tr((ρ1/2ιX∗)A), one immediately checks that
piµ(M)Ωµ is dense inHµ. Finally a simple calculation shows that for all A ∈ M
one has µ(A) = (Ωµ, piµ(A)Ωµ).
Since µ is normal and centrally faithful3 the enveloping von Neumann
algebra is piµ(M) and N(M, µ) = N(M). Let · denote an arbitrary complex
conjugation on the Hilbert space G. Then ϕ⊗ψ¯ 7→ ϕ(ψ, · ) extends to a unitary
map U : H ⊗ G → Hµ such that piµ(A) = U(A ⊗ I)U∗. Thus the enveloping
von Neumann algebra piµ(M) is unitarily equivalent to M⊗ I.
Exercise 21. Show that the µ-Liouvillean of the preceding example is given
by
eitLµX = eitHXe−itH
′
,
where H ′ is the restriction of H to G. What is the spectrum of Lµ ?
Exercise 22. Show that if H has purely continuous spectrum, there is no
trace class operator commuting with H, hence no normal invariant state.
Example 10. (Ideal Bose gas, continuation of Example 6) Let D ⊂ h be a
subspace and denote by CCR(D) the C∗-algebra generated by theWeyl system
W (D) ≡ {W (f) | f ∈ D}, i.e., the norm closure of the linear span of W (D).
Since we can replace h by D we may assume, without loss of generality, that
D is dense in h.
Let H be a Hilbert space and pi :W (D)→ B(H) be such that pi(W (f)) is
unitary and
pi(W (f))pi(W (g)) = e−i Im(f,g)/2pi(W (f + g)), (27)
3 Because M is a factor.
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for all f, g ∈ D. Then one can show (see Theorem 6 in Lecture [36]) that pi
has a unique extension to an injective ∗-morphism from CCR(D) into B(H).
Thus, a representation of CCR(D) is completely determined by its restriction
to W (D).
A representation (H, pi) of CCR(D) is regular if the map λ 7→ pi(W (λf))
is strongly continuous for all f ∈ D. Regular representations are physically
appealing since by Stone theorem there exists a self-adjoint operator Φpi(f)
on H such that pi(W (f)) = eiΦpi(f) for all f ∈ D. The operator Φpi(f) is
the Segal field operator in the representation pi. The corresponding creation
and annihilation operators are obtained by linear combination, for example
api(f) = (Φpi(f) + iΦpi(if))/
√
2. A state ω on CCR(D) is called regular if its
GNS representation is regular.
Since the finite linear combinations of elements of W (D) are norm dense
in CCR(D), a state ω on this C∗-algebra is completely determined by its
characteristic function
D ∋ f 7→ Sω(f) ≡ ω(W (f)).
Clearly, if the function λ 7→ Sω(λf) is continuous for all f ∈ D, the state ω is
regular and we denote by Φω(f), aω(f) and a
∗
ω(f) the corresponding operators.
The state ω is said to be Cn, C∞ respectively analytic if the function λ 7→
Sω(λf) has this smoothness near λ = 0. If ω is an analytic state, it is easy to
see that Sω(λf) is actually analytic in an open strip around the real axis and
that Ωω is an analytic vector for all field operators Φω(f). The characteristic
function Sω(f) and therefore the state ω itself are then completely determined
by the derivatives ∂nλSω(λf)|λ=0, or equivalently by the family of correlation
functions
Wm,n(g1, · · · , gm; f1, · · · , fn) = (Ωω, a∗ω(gm) · · · a∗ω(g1)aω(f1) · · · aω(fn)Ωω).
Characteristic functions of regular states on CCR(D) are characterized by the
the following result (see Lecture [36] for a proof).
Theorem 11. (Araki-Segal) A map S : D → C is the characteristic function
of a regular state ω on CCR(D) if and only if
(i) S(0) = 1.
(ii) The function λ 7→ S(λf) is continuous for all f ∈ D.
(iii) For all integer n > 2, all f1, · · · , fn ∈ D and all z1, · · · , zn ∈ C one has
n∑
j,k=1
S(fj − fk) e−i Im(fj ,fk)/2z¯jzk > 0.
If the subspace D is invariant under the one-particle dynamics, i.e., if
e−ithD ⊂ D for all t ∈ R, then it follows from Equ. (20) that the group τ t
defined by Equ. (21) leaves W (D) and hence its closed linear span CCR(D)
invariant. Thus, τ t is a group of ∗-automorphisms of CCR(D). Note that
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(CCR(D), τ t) is neither a C∗-dynamical (τ t is not strongly continuous by
Example 6), nor a W ∗-dynamical system (CCR(D) is not a von Neumann
algebra).
Suppose that the map S : D → C satisfies the conditions of Theorem 11
and
(iv) S(eithf) = S(f) for all f ∈ D and t ∈ R.
(v) limt→0 S(eithf − f) = 1 for all f ∈ D.
Then the corresponding regular state ω is τ t-invariant and
ω(W (f)∗τ t(W (f))) = S(eithf − f),
is continuous at t = 0. By the Cauchy-Schwarz inequality the same is true
of ω(W (g)∗τ t(W (f))) for any f, g ∈ D. Since the linear span of W (D) is
norm dense in CCR(D) the group property of τ t allows to conclude that
for all A ∈ CCR(D) the function t 7→ ω(A∗τ t(A)) is continuous. Therefore,
ω ∈ E(CCR(D), τ t) and (CCR(D), τ t, ω) is a quantum dynamical system.
Definition 17. A state on CCR(D) is called quasi-free if its characteristic
function takes the form
S(f) = e−
1
4
‖f‖2− 1
2
ρ[f ], (28)
where ρ is a non-negative quadratic form on D.
We shall denote by ωρ the quasi-free state characterized by Equ. (28). We
shall also use the symbol ρ to denote the non-negative self-adjoint operator
associated with the quadratic form ρ. Thus, one has D ⊂ D(ρ1/2) and ρ[f ] =
‖ρ1/2f‖2 for f ∈ D.
The quasi-free state ωρ is clearly regular and analytic. If e
−ithρ eith = ρ
for all t ∈ R then condition (iv) is satisfied and ωρ is τ t-invariant. Moreover,
since
ρ[eithf − f ] = 4‖ sin(th/2)ρ1/2f‖2
condition (v) is also satisfied and ωρ ∈ E(CCR(D), τ t).
To describe the normal form of (CCR(D), τ t, ωρ) let g ≡ Ran ρ ⊂ h, denote
by ι : g →֒ h the canonical injection and set
Hωρ ≡ L2(Γ+(g),Γ+(h)),
the set of Hilbert-Schmidt operators from Γ+(g) to Γ+(h) with scalar product
(X,Y ) ≡ Tr(X∗Y ). For g ∈ g denote by W ′(g) the Weyl operator in Γ+(g).
For f ∈ D define
piωρ(W (f)) : X 7→W ((I + ρ)1/2f)XW ′(ι∗ρ1/2f)∗.
Using the CCR (19), one easily checks that piωρ(W (f)) is unitary and satisfies
Equ. (27). Thus, piωρ has a unique extension to a representation of CCR(D) in
Hωρ . Denote by Ω, Ω′ the Fock vacua in Γ+(h), Γ+(g) and set Ωωρ = Ω(Ω′, · ).
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Exercise 23. Show that Ωωρ is cyclic for piωρ(C). (Hint: For X = Ψ(Φ, · )
with Ψ = a∗(fn) · · · a∗(f1)Ω and Φ = a′∗(gm) · · · a′∗(g1)Ω′ and f ∈ h compute
∂λpiωρ(W (λf))X|λ=0 and ∂λpiωρ(W (iλf))X|λ=0.)
A simple calculation shows that
ωρ(W (f)) = (Ωωρ , piωρ(W (f))Ωωρ).
Finally, the ωρ-Liouvillean is given by
eitLωρX ≡ Γ(eith)XΓ(e−ith′),
where h′ is the restriction of h to g. The representation of CCR(D) obtained
in this way is called Araki-Woods representation [1]. We refer the reader to
[36] for a more detailed discussion and to [18] for a thorough exposition of the
representation theory of canonical commutation relations.
4.5 Standard Forms
Recall that a subset C of a Hilbert space H is a cone if tψ ∈ C for all t ≥ 0
and ψ ∈ C. The dual of a cone C is the closed cone
Ĉ ≡ {ψ ∈ H | (φ, ψ) ≥ 0 for any φ ∈ C}.
A cone C is self-dual if Ĉ = C. A self-dual cone is automatically closed.
Definition 18. A von Neumann algebra M ⊂ B(H) is said to be in standard
form if there exist a anti-unitary involution J on H and a self-dual cone C ⊂ H
such that:
(i) JMJ = M′.
(ii) JΨ = Ψ for all Ψ ∈ C.
(iii) AJAC ⊂ C for all A ∈ M.
(iv) JAJ = A∗ for all A ∈ M ∩M′.
We shall denote by (M,H, J, C) a von Neumann algebra in standard form.
Theorem 12. Any von Neumann algebra M has a faithful representation
(H, pi) such that pi(M) is in standard form. Moreover, this representation is
unique up to unitary equivalence.
Sketch of the proof. If M is separable, i.e., if any family of mutually orthogonal
projections in M is finite or countable then M has a normal faithful state ω
(Proposition 2.5.6 in [11]). The associated GNS construction provides a faith-
ful representation (Hω, piω, Ωω) of M and it follows from Tomita-Takesaki
theory (Chapter 4 in Lecture [7]) that piω(M) is in standard form. The anti-
unitary involution J is the modular conjugation and the self-dual cone C is
the natural cone {AJAΩω |A ∈ Mω} (see Section 4.3 in Lecture [7]). This
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construction applies in particular to any von Neumann algebra over a sep-
arable Hilbert space which is the case most often encountered in physical
applications.
In the general case, the construction is similar to the above one, substitut-
ing faithful normal states with faithful normal semi-finite weights. The general
theory of standard forms was developed by Haagerup [23] following the works
of Araki [3] and Connes [14] (see also [45], where standard forms are called
hyper-standard). ⊓⊔
Von Neumann algebras in standard form have two important properties
which are of crucial importance in the study of quantum dynamical systems.
The first one concerns normal states.
Theorem 13. Let (M,H, J, C) be a von Neumann algebra in standard form
and for any unit vector Ψ ∈ H denote by ωΨ ∈ N(M) the corresponding vector
state ωΨ (A) = (Ψ,AΨ). Then the map
{Φ ∈ C | ‖Φ‖ = 1} → N(M)
Ψ 7→ ωΨ
is an homeomorphism (for the norm topologies). In particular, for any normal
state ν on M, there is a unique unit vector Ψν ∈ C such that ν = ωΨν . We
call Ψν the standard vector representative of ν. Moreover, for any unit vectors
Ψ,Φ ∈ C one has:
(i) ‖Ψ − Φ‖2 6 ‖ωΨ − ωΦ‖ 6 ‖Ψ − Φ‖‖Ψ + Φ‖.
(ii) Ψ is cyclic for M ⇐⇒ Ψ is cyclic for M′ ⇐⇒ ωΨ is faithful.
(iii) More generally MΨ = JM′Ψ .
Proof. I shall not prove the fact that Ψ 7→ ωΨ is an homeomorphism and the
first inequality in (i) since this requires rather long and involved arguments.
A proof can be found for example in [11]. The Second inequality in (i) follows
from the polarization identity. The first equivalence in (ii) is a special case of
(iii) which is a direct consequence of (i) and (ii) in Definition 18. The second
equivalence in (ii) is a special case of the last statement of Lemma 3. ⊓⊔
The second important property of von Neumann algebras in standard form
has to do with the unitary implementation of ∗-automorphisms. To formulate
this property let me introduce the following definition.
Definition 19. Let (M,H, J, C) be a von Neumann algebra in standard form.
A unitary operator U on H is called standard if the following holds:
(i) UC ⊂ C.
(ii) U∗MU = M.
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Obviously, the set of standard unitaries form a subgroup of the unitary
group of H. It is not hard to see that this subgroup is closed in the strong
topology of B(H). The following is essentially a rewriting of Corollary 4 in
Lecture [7].
Theorem 14. Let (M,H, J, C) be a von Neumann algebra in standard form.
Denote by Us the group of standard unitaries of H equipped with the strong
topology and by Aut(M) the group of ∗-automorphisms of M with the topology
of pointwise σ-weak convergence.
For any U ∈ Us denote by τU the corresponding spatial ∗-automorphism
τU (A) = UAU
∗. Then the map
Us → Aut(M)
U 7→ τU
is an homeomorphism. In particular, for any ∗-automorphism σ of M there
is a unique standard unitary U such that σ = τU . We call U the standard
implementation of σ. Moreover, for any U ∈ Us one has:
(i) [U, J ] = 0.
(ii) UM′U∗ = M′.
(iii) U∗Ψω = Ψω◦τU for all ω ∈ N(M).
Definition 20. A quantum dynamical system (C, τ t, µ) is in standard form if
(i) C is a von Neumann algebra in standard form (C,H, J, C).
(ii) (C, τ t) is a W ∗-dynamical system.
(iii) µ ∈ N(C, τ t).
Suppose that (C, τ t, µ) is in standard form. By Theorem 14, τ t has a
standard implementation U t for each t ∈ R. Since t 7→ τ t(A) is σ-weakly
continuous, U t is strongly continuous. Therefore, there exists a self-adjoint
operator L on H such that U t = eitL. By Theorem 13, there exists a unique
vector Φ ∈ C such that µ(A) = (Φ,AΦ). Moreover, it follows from properties
(i)-(iii) of Theorem 14 that
JL+ LJ = 0 (29)
eitLC′e−itL = C′, (30)
LΨω = 0, (31)
for all t ∈ R and all ω ∈ N(C, τ t).
Definition 21. We denote by (C,H, J, C, L, Φ) a quantum dynamical system
in standard form and we call L its standard Liouvillean.
As an immediate consequence of this definition we have the
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Proposition 4. If the quantum dynamical system (C, τ t, µ) is in standard
form (C,H, J, C, L, Φ), its standard Liouvillean is the unique self-adjoint op-
erator L on H such that, for all t ∈ R and all A ∈ C one has
(i) e−itLC ⊂ C.
(ii) eitLAe−itL = τ t(A).
Let (C, τ t, µ) be a quantum dynamical system, (piµ,Cµ,Hµ, Lµ, Ωµ) its
normal form and (H, pi) a standard representation of Cµ. Then M ≡ pi(Cµ) is
a von Neumann algebra in standard form (M,H, J, C). Note that since pi is
faithful it is σ-weakly continuous by Corollary 1. The same remark apply to
its inverse pi−1 : M → Cµ.
Let η ≡ pi ◦ piµ be the induced representation of C in H. Since piµ(C) is
σ-weakly dense in Cµ we have M = η(C)
′′. For A ∈ M we define
σt(A) ≡ pi(eitLµpi−1(A)e−itLµ).
It follows that for A ∈ C one has
σt(η(A)) = pi(eitLµpi−1(η(A))e−itLµ)
= pi(eitLµpiµ(A)e
−itLµ)
= pi(piµ(τ
t(A)))
= η(τ t(A)).
The group σt defines a W ∗-dynamical system on M. It has a standard
implementation with standard Liouvillean L. Finally we remark that ω ≡
(Ωµ, pi
−1( · )Ωµ) ∈ N(M, σt) satisfies ω ◦ η = µ. Denote by Φ ∈ C its standard
vector representative. It follows that (M, σt, ω) is in standard form.
Definition 22. We say that (η,M,H, J, C, L, Φ) is the standard form of the
quantum dynamical system (C, τ t, µ) and that L is its standard Liouvillean.
If (pi1,D1,K1,M1, Ω1) and (pi2,D2,K2,M2, Ω2) are two normal forms of
the quantum dynamical system (C, τ t, µ) then, by the unicity of the GNS
representation, there exists a unitary U : K1 → K2 such that pi2 = Upi1U∗,
Ω2 = UΩ1 and M2 = UM1U
∗. Let (η1,H1) and (η2,H2) be standard repre-
sentations of D1 and D2 and denote by (η1 ◦ pi1,M1,H1, J1, C1, L1, Φ1) and
(η2 ◦pi2,M2,H2, J2, C2, L2, Φ2) the corresponding standard forms of (C, τ t, µ).
Since (η2(U · U∗),H2) is another standard representation of D1, there exists
a unitary V : H1 → H2 such that η2(UAU∗) = V η1(A)V ∗. It follows that
η2 ◦ pi2 = V η1(U∗pi2U)V ∗ = V η1 ◦pi1V ∗. Thus, the standard form and in par-
ticular the standard Liouvillean of a quantum dynamical system are uniquely
determined, up to unitary equivalence.
The next proposition elucidate the relation between the µ-Liouvillean and
the standard Liouvillean. It also shows that in many applications (see Lemma
12 below) the two coincide.
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Proposition 5. Let (C, τ t, µ) be a quantum dynamical system with normal
form (piµ,Cµ,Hµ, Lµ, Ωµ). If the state µˆ ≡ (Ωµ, ( · )Ωµ) is faithful on Cµ then
this von Neumann algebra is in standard form (Cµ,Hµ, J, C) and the standard
form of (C, τ t, µ) is given by (piµ,Cµ,Hµ, J, C, Lµ, Ωµ). In particular Lµ is its
standard Liouvillean.
Proof. If µˆ is faithful then, as mentioned in the sketch of the proof of Theorem
12, Cµ is in standard form. J is the modular conjugation associated to Ωµ
and C is the associated natural cone. In particular, Ωµ is the standard vector
representative of µˆ. If L is the standard Liouvillean then LΩµ = 0 by Equ.
(31) hence L is the µ-Liouvillean. ⊓⊔
More generally, the relation between µ-Liouvillean and standard Liouvil-
lean is given by the following result.
Proposition 6. Let (C, τ t, µ) be a quantum dynamical system with standard
form (η,M,H, J, C, L, Φ). Then the subspace K ≡ MΦ ⊂ H reduces the stan-
dard Liouvillean L and the µ-Liouvillean Lµ is (unitarily equivalent to) the
restriction of L to K. In particular, one has σ(Lµ) ⊂ σ(L).
Proof. We reconstruct a normal form of (C, τ t, µ) out of its standard form.
Recall that η : C → M is a representation such that M = η(C)′′, µ(A) =
(Φ, η(A)Φ) and η(τ t(A)) = eitLη(A)e−itL. Denote by k : K →֒ H the canon-
ical injection. Since K is invariant under M, φ(A) ≡ k∗η(A)k defines a rep-
resentation of C on K. By the von Neumann density theorem η(C) is σ-
strongly dense in M and one has φ(C)Φ = k∗η(C)Φ = k∗MΦ = K. Finally
µ(A) = (Φ, η(A)Φ) = (Φ, φ(A)Φ). Thus (K, φ, Φ) is the required GNS repre-
sentation. Since eitLη(A)Φ = η(τ t(A))Φ the subspace K reduces L and the
restriction of L to K is the µ-Liouvillean. ⊓⊔
If (C, τ t, ω) is a quantum dynamical system and µ is a τ t-invariant ω-
normal state on C then (C, τ t, µ) is also a quantum dynamical system. The
standard Liouvilleans of these two systems are not independent. Their relation
is explicited in the next Theorem.
Theorem 15. Let (C, τ t, ω) be a quantum dynamical system with standard
form (η,M,H, J, C, L, Φ) and µ a τ t-invariant ω-normal state. Denote by P ∈
Z(M) the central support of the normal extension of µ to M. The standard
Liouvillean of the quantum dynamical system (C, τ t, µ) is (unitarily equivalent
to) the restriction of L to the subspace PH. In particular, its spectrum is
contained in σ(L).
Proof. We construct a standard form (ηµ,Mµ,Hµ, Jµ, Cµ, Lµ, Φµ) of (C, τ t, µ).
Since µ is ω-normal there exists µ˜ ∈ N(Cω) with central support zµ|ω such
that µ = µ˜ ◦ piω. There is also a ∗-isomorphism pi : Cω → M such that
pi ◦ piω = η. The normal extension of µ to M is µ¯ ≡ µ˜ ◦ pi−1 so that µ = µ¯ ◦ η.
We denote its standard vector representative by Φµ. It follows from Lemma
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6 that P = [M ∨M′Φµ] = pi(zµ|ω) and in particular that Φµ ∈ Hµ ≡ PH. By
Remark 2 one has M = PM⊕(I−P )M and we can identify Mµ ≡ PM with a
von Neumann algebra on Hµ. Clearly ηµ(A) ≡ Pη(A) defines a representation
of C in Hµ. By Property (iv) of Definition 18 one has JPJ = P so that the
subspace Hµ reduces J . It follows that the restriction Jµ of J to this subspace
is an anti-unitary involution. Finally, Cµ ≡ PC is a cone in Hµ and
Cˆµ = {ψ ∈ Hµ | (ψ, Pφ) ≥ 0 for all φ ∈ C}
= {ψ ∈ Hµ | (Pψ, φ) ≥ 0 for all φ ∈ C}
= {ψ ∈ Hµ | (ψ, φ) ≥ 0 for all φ ∈ C}
= Hµ ∩ C.
Let me show that Hµ ∩ C = Cµ. On the one hand P = JPJ yields P = P 2 =
PJPJ and hence PC = PJPJC = PJPC ⊂ C by Properties (ii) and (iii) of
Definition 18. But since PC ⊂ Hµ one concludes that PC ⊂ Hµ ∩ C. On the
other hand if ψ ∈ Hµ ∩ C then ψ = Pψ ∈ C and hence ψ ∈ PC proving the
claim and hence the fact that Cµ is self-dual.
We have to show that Properties (i)-(iv) of Definition 18 are satisfied. By
Remark 2, M′µ = PM
′ and Property (i) follows from JµMµJµ = JPMPJ =
PJMJP = PM′P = M′µ. To prove Property (ii) note that for ψ ∈ Cµ ⊂ C
we have Jµψ = Jψ = ψ. For A ∈ Mµ we further have A = AP = PA = PAP
and hence AJµACµ = P (APJAPC) ⊂ PC = Cµ which proves Property (iii).
By Remark 2, Z(Mµ) = PZ(M) so that if A ∈ Z(Mµ) we have JµAJµ =
JPAPJ = (PAP )∗ = PA∗P = A∗ and Property (iv) is verified.
By Theorem 4, pˆiµ|ω : zµ|ωCω → Cµ is a ∗-isomorphism. Hence φ ≡ pi ◦ pˆi−1µ|ω
is a faithful representation of Cµ in Hµ such that φ(Cµ) = pi(zµ|ωCω) = PM =
Mµ and (Mµ,Hµ, Jµ, Cµ) is indeed a standard form of Cµ. To determine the
standard Liouvillean note that since µ¯ is an invariant state its central support
P is also invariant
eitLP e−itL = P.
It follows that P reduces the standard Liouvillean L. By Equ. (26), we have
pˆi−1µ|ω ◦ τˆ tµ = τˆ tω ◦ pˆi−1µ|ω from which we derive
φ ◦ τˆ tµ(A) = pi ◦ τˆ tω ◦ pˆi−1µ|ω(A) = eitLφ(A)e−itL.
Finally, since eitLCµ = eitLPC = P eitLC = PC = Cµ we conclude that the
standard Liouvillean of τˆ tµ is the restriction of L to Hµ. ⊓⊔
Example 11. (Standard form of a finite quantum system) Consider the quan-
tum dynamical system (M, τ t, µ) of Example 9 and suppose that the Hilbert
space H is separable. To construct a standard form let ρ0 be a density matrix
on H such that Ker ρ0 = {0}. It follows that Ran ρ0 = H and Lemma 3 yields
that the normal state ω0(A) ≡ Tr(ρ0A) is faithful. The GNS representation
of M corresponding to ω0 is given, according to Example 9, by
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Hω0 = L2(H),
piω0(A)X = AX,
Ωω0 = ρ
1/2
0 .
By Lemma 6 this representation is faithful and by Lemma 9 the corresponding
enveloping von Neumann algebra is Mω0 = piω0(M). It follows that ωˆ0 is
faithful on Mω0 and hence, by Proposition 5, that Mω0 is in standard form.
Indeed, one easily checks that J : X 7→ X∗ and C ≡ {X ∈ L2(H) |X ≥ 0}
satisfy all the conditions of Definition 18.
By Proposition 4, the standard Liouvillean L is given by
eitLX = eitHXe−itH ,
since this is a unitary implementation of the dynamics
eitLpiω0(A)e
−itLX = eitH(Ae−itHXeitH)e−itH = piω0(τ
t(A))X,
which preserves the cone C. The standard vector representative of the invariant
state µ(A) = Tr(ρA) is ρ1/2 ∈ C. One easily checks that the map X 7→ X|G
is isometric from Mω0ρ
1/2 into L2(G,H) and has a dense range. It extends
to a unitary map U between K ≡ Mω0ρ1/2 and Hµ = L2(G,H) such that,
according to Proposition 6
UL|KU∗ = Lµ.
4.6 Ergodic Properties of Quantum Dynamical Systems
My aim in this subsection is to extend to quantum dynamics the definitions
and characterizations of the ergodic properties introduced in Subsection 3.1.
Since there is no obvious way to formulate a quantum individual ergodic
theorem (Theorem 5), I shall use the characterization (iv) of Proposition 1 to
define ergodicity. Mixing will then be defined using Definition 6. To do so I
only need to extend the notion of absolute continuity of two measures to two
states on a C∗-algebra.
Example 12. Consider the classical C∗-dynamical system (C(M), τ t) of Exam-
ple 4 and let µ be a τ t-invariant Baire probability measure onM . To construct
the associated GNS representation denote by µˆ the regular Borel extension
of µ and set Hµ ≡ L2(M, dµˆ). The C∗-algebra C(M) is represented on this
Hilbert space as
piµ(f) : ψ 7→ fψ.
Since C(M) is dense in L2(M, dµ) the vector Ωµ = 1 is cyclic. Finally, one
has
(Ωµ, piµ(f)Ωµ) =
∫
f(x) dµˆ(x) = µ(f).
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We note in passing that the corresponding enveloping von Neumann algebra
is piµ(C(M))
′′ = L∞(M, dµˆ).
If ν is a µ-normal state on C(M) then there exists a density matrix ρ on
Hµ such that ν(f) = Tr(ρpiµ(f)). Let
ρ =
∑
n
pnψn(ψn, · ),
be the spectral representation of ρ. It follows that
F (x) ≡
∑
n
pn|ψn(x)|2 ∈ L1(M, dµˆ),
and hence
ν(f) =
∫
F (x)f(x) dµˆ(x).
Thus, if ν is µ-normal its regular Borel extension νˆ is absolutely continuous
with respect to µˆ.
Reciprocally, if νˆ ¿ µˆ and G = ( dνˆdµˆ )1/2 one has
ν(f) =
∫
f
dνˆ
dµˆ
dµˆ = (G, piµ(f)G),
and we conclude that ν is µ-normal.
This example shows that for Abelian C∗- or W ∗-algebras absolute conti-
nuity is equivalent to relative normality. If A ⊂ M is a measurable set then
its characteristic function χA, viewed as a multiplication operator on Hµ, is
an orthogonal projection. In fact all orthogonal projections in piµ(C(M))
′′ are
easily seen to be of this form. Since the absolute continuity of the Borel mea-
sure νˆ with respect to µˆ means that µˆ(χA) = 0 implies νˆ(χA) = 0 we see
that if ν is µ-normal then sν ≤ sµ. As the following example shows this is not
necessarily true in the non-Abelian case.
Example 13. Let M ≡ B(H) with dimH > 1 and µ ≡ (ψ, ·ψ) for some unit
vector ψ ∈ H. As already remarked in Example 9, any normal state on M is
µ-normal. In particular if ρ is a density matrix such that Ker ρ = {0} then
ν ≡ Tr(ρ · ) is a faithful µ-normal state and hence I = sν > sµ = ψ(ψ, · ).
Considering the special case of a W ∗-dynamical system (M, τ t) equipped
with a normal invariant state µ, the following argument shows that the con-
dition sν ≤ sµ is necessary if we wish to define the ergodicity of the quantum
dynamical system (M, τ t, µ) by the condition (iv) of Proposition 1, i.e.,
lim
T→∞
1
T
∫ T
0
ν ◦ τ t(A) dt = µ(A), (32)
for all A ∈ M. Indeed, since µ is τ t-invariant we have τ t(sµ) = sµ and Equ.
(32) leads to
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ν(sµ) = lim
T→∞
1
T
∫ T
0
ν ◦ τ t(sµ) dt = µ(sµ) = 1,
which means that sν ≤ sµ.
These considerations motivate the following definition.
Definition 23. If ν, µ ∈ E(C) are such that ν ∈ N(C, µ) and sν ≤ sµ then we
say that ν is absolutely continuous with respect to µ and we write ν ¿ µ. We
also set
S(C, µ) ≡ {ν ∈ E(C) | ν ¿ µ}.
When dealing with the set S(C, µ), the following lemma is often useful.
Lemma 13. Let C be a C∗-algebra, µ ∈ E(C) and for λ > 0 set
Sλ(C, µ) ≡ {ν ∈ E(C) | ν ≤ λµ}.
(i) Sλ(C, µ) is weak-⋆ compact.
(ii) The set
S0(C, µ) ≡
∞⋃
n=1
Sn(C, µ), (33)
is total in S(C, µ), i.e., the set of finite convex linear combinations of
elements of S0(C, µ) is a norm dense subset of S(C, µ).
(iii) If (pi,H) is a representation of C such that µ(A) = (Ψ, pi(A)Ψ) for some
Ψ ∈ H then one has
S0(C, µ) = {(Φ, pi( · )Φ) |Φ ∈ pi(C)′Ψ, ‖Φ‖ = 1}.
Proof. We first prove (iii). Assume that ν ∈ S0(C, µ) as defined in Equ. (33).
Then there exists λ > 0 such that ν(A∗A) ≤ λµ(A∗A) = λ‖pi(A)Ψ‖2 for all
A ∈ C. By the Cauchy-Schwarz inequality we further get
|ν(A∗B)| ≤ λ‖pi(A)Ψ‖‖pi(B)Ψ‖,
for all A,B ∈ C. It follows that the map
pi(C)Ψ × pi(C)Ψ → C
(pi(A)Ψ, pi(B)Ψ) 7→ ν(A∗B),
is well defined. As a densely defined, bounded, non-negative sesquilinear
form on K ≡ pi(C)Ψ it defines a bounded non-negative self-adjoint opera-
tor M ∈ B(K), which we can extend by 0 on K⊥ and such that ν(A∗B) =
(pi(A)Ψ,Mpi(B)Ψ). Since ν(A∗BC) = ν((B∗A)∗C) we get
(pi(A)Ψ,Mpi(B)pi(C)Ψ) = (pi(A)Ψ, pi(B)Mpi(C)Ψ),
for all A,B,C ∈ C. Since M vanishes on K⊥ we can conclude that M ∈ pi(C)′.
Set R ≡M1/2, it follows that R ∈ pi(C)′,
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ν(A) = (RΨ, pi(A)RΨ),
and ‖RΨ‖ = 1. Reciprocally, if ν is given by the above formula one has
ν(A∗A) = ‖Rpi(A)Ψ‖ ≤ ‖R‖‖pi(A)Ψ‖2 = ‖R‖µ(A∗A) and thus ν ∈ S0(C, µ).
To prove (ii) let (Hµ, piµ, Ωµ) be the GNS representation of C associated
to µ. If ν ∈ S(C, µ) then there exists ν˜ ∈ N(Cµ) such that ν = ν˜ ◦ piµ and
ν˜(sµ) = 1. Let ρ be a density matrix on Hµ such that ν˜(A) = Tr(ρA). From
the condition Tr(ρsµ) = 1 it follows that ρ = sµρsµ. Thus, ρ is a density
matrix in the subspace Ran sµ = C′µΩµ and Exercise 3 shows that ν˜ can be
approximated in norm by finite convex linear combinations of vector states
ν˜n(A) = (ψn, Aψn) with ψn ∈ C′µΩµ. (ii) now follows from (iii) and the fact
that the map pi⋆µ : ν˜ 7→ ν˜ ◦ piµ is norm continuous.
Since E(C) is weak-⋆ compact in C⋆ (i) follows from the obvious fact that
Sλ(C, µ) is weak-⋆ closed. ⊓⊔
Definition 24. A quantum dynamical system (C, τ t, µ) is called:
(i) Ergodic if, for any ν ¿ µ and any A ∈ C, one has
lim
T→∞
1
T
∫ T
0
ν ◦ τ t(A) dt = µ(A). (34)
(ii) Mixing if, for any ν ¿ µ and any A ∈ C, one has
lim
t→∞
ν ◦ τ t(A) = µ(A). (35)
A state µ ∈ E(C) is called ergodic (resp. mixing) if it belongs to E(C, τ t)
and if the corresponding quantum dynamical system (C, τ t, µ) is ergodic (resp.
mixing).
These definitions are consistent with the notion of normal form of a quan-
tum dynamical system.
Proposition 7. The quantum dynamical system (C, τ t, µ) is ergodic (resp.
mixing) if and only if its normal form (piµ,Cµ,Hµ, Lµ, Ωµ) is ergodic (resp.
mixing).
Proof. We denote by µˆ the vector state associated to Ωµ and τˆ
t
µ the σ-weakly
continuous group of ∗-automorphisms of Cµ generated by Lµ. Assume that
(Cµ, τˆ
t
µ, µˆ) is ergodic (resp. mixing) and let ν ∈ S(C, µ) and A ∈ C. Then
there exists ν˜ ∈ N(Cµ) such that ν˜ ¿ µˆ and ν = ν˜ ◦ piµ. Since ν ◦ τ t(A) =
ν˜ ◦ τˆ tµ(piµ(A)) and µ(A) = µˆ(piµ(A)) the convergence in Equ. (34) (resp. Equ.
(35)) follows directly from the corresponding statement for (Cµ, τˆ
t
µ, µˆ).
To prove the reverse statement assume that (C, τ t, µ) is ergodic (resp.
mixing). Since τˆ tµ is isometric the map ν 7→ ν◦τˆ tµ is norm continuous uniformly
in t ∈ R. To prove convergence in Equ. (34) (resp. Equ. (35)) for all ν ∈
S(Cµ, µˆ) it is therefore sufficient to prove it for all ν in a total subset of
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S(Cµ, µˆ). By Lemma 13, S0(Cµ, µˆ) is total in S(Cµ, µˆ) and is the union of the
sets Sn(Cµ, µˆ). Thus, it suffices to consider ν ∈ Sn(Cµ, µˆ) for some n > 0. We
set
νt(A) ≡ 1
t
∫ t
0
ν ◦ τˆ sµ(A) ds,
(
resp. νt(A) ≡ ν ◦ τˆ tµ(A)
)
.
It follows from the fact that µˆ is τˆ tµ-invariant that νt ∈ Sn(Cµ, µˆ) for all t ∈ R.
Since Sn(Cµ, µˆ) is weak-⋆ compact the set of cluster point of the net νt is
non-empty and contained in Sn(Cµ, µˆ) ⊂ N(Cµ). If ν¯ is such a cluster point
then it follows from ν ◦ τˆ tµ(piµ(A)) = (ν ◦ piµ) ◦ τ t(A) and ν ◦ piµ ¿ µ that
ν¯(piµ(A)) = µˆ(piµ(A)). Since ν¯ is normal we conclude that ν¯ = µˆ and hence
that µˆ is the weak-⋆ limit of the net νt. ⊓⊔
Example 14. (Finite quantum systems, continuation of Example 9) If ψ is a
normalized eigenvector of the Hamiltonian H then the state µ ≡ (ψ, ( · )ψ)
is ergodic and even mixing. Indeed, since sµ = ψ(ψ, · ), the only state ν
satisfying ν ¿ µ is µ itself. Any normal invariant state which is a mixture of
several such eigenstates is non-ergodic. In fact, the formula
ρ(A) =
∑
j
pj(ψj , Aψj),
expresses the decomposition of the state ρ into ergodic components.
Remark 7. Proposition 7 reduces the study of the ergodic properties of a
quantum dynamical system to the special case of a W ∗-dynamical systems
(M, τ t, µ) with µ ∈ N(M, τ t). For such a quantum dynamical system one has
N(M, µ) = {ν ∈ N(M) | sν ≤ zµ},
by Lemma 10. Since sµ ≤ zµ we conclude that ν ¿ µ if and only if ν ∈ N(M)
and ν(sµ) = 1, i.e., ν = ν(sµ( · )sµ). For ν ∈ N(M) one has either ν(sµ) = 0
and thus ν(sµ( · )sµ) = 0 or ν(sµ( · )sµ)/ν(sµ)¿ µ. We conclude that
{ν ∈ E(M) | ν ¿ µ} = {ν(sµ( · )sµ) | ν ∈ M⋆, ν ≥ 0, ν(sµ) = 1}. (36)
In particular, the set of linear combinations of states ν ¿ µ is the set of linear
functionals of the form ν(sµ( · )sµ) where ν ∈ M⋆.
As a quantum analogue of Proposition 1 we have the following characteri-
zations of ergodicity which, using Proposition 7, can be applied to the normal
form of a quantum dynamical system.
Proposition 8. Let (M, τ t) be a W ∗-dynamical system and µ ∈ N(M, τ t).
Denote by Mτ,µ ≡ {A ∈ sµMsµ | τ t(A) = A for all t ∈ R} the subalgebra of
τ t-invariant observables modulo µ. The following propositions are equivalent.
(i) (M, τ t, µ) is ergodic.
(ii) If P ∈ Mτ,µ is an orthogonal projection then µ(P ) ∈ {0, 1}.
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(iii) If A ∈ Mτ,µ then A = µ(A)sµ.
Proof. (i)⇒(ii). By Remark 7, the system is ergodic if and only if
lim
T→∞
1
T
∫ T
0
ν ◦ τ t(sµAsµ) dt = ν(sµ)µ(A), (37)
holds for all A ∈ M and ν ∈ M⋆. Let P ∈ Mτ,µ be an orthogonal projection.
Since P = sµPsµ is τ
t-invariant Equ. (37) yields ν(P ) = ν(sµ)µ(P ), i.e.,
ν(P − µ(P )sµ) = 0 for any ν ∈ M⋆. Thus, P = µ(P )sµ and from
0 = P (I − P ) = µ(P )sµ(I − µ(P )sµ) = µ(P )(1− µ(P ))sµ,
we conclude that µ(P ) ∈ {0, 1}.
(ii)⇒(iii). It clearly suffices to prove that A = µ(A)sµ for all self-adjoint
elements of Mτ,µ. Let A ∈ Mτ,µ be self-adjoint and denote by Pa its spectral
projection corresponding to the interval ]−∞, a]. Note that if M ⊂ B(H) then
we can interpret Mτ,µ as a von Neumann algebra on sµH and the functional
calculus yields Pa ∈ Mτ,µ. It follows from (ii) that for any a ∈ R either
µ(Pa) = 0 or µ(Pa) = 1. In the first case we get Pasµ = 0 and hence Pa = 0.
In the second case we have Pa ≥ sµ and hence Pa = sµ. By the spectral
theorem A is a multiple of sµ and (iii) follows.
(iii)⇒(i). Let ν ¿ µ and ν˜ ∈ E(M) be a weak-⋆ cluster point of the net
νT ≡ 1
T
∫ T
0
ν ◦ τ t dt.
Denote by Tα a net such that limα νTα(A) = ν˜(A) for all A ∈ M. For A ∈ M
consider the corresponding net
ATα ≡
1
Tα
∫ Tα
0
τ t(A) dt ∈ M‖A‖ ≡ {B ∈ M | ‖B‖ ≤ ‖A‖}.
By the Banach-Alaoglu theorem M‖A‖ is σ-weakly compact and there exists
a subnet Tβ of the net Tα such that ATβ → A˜ σ-weakly. Since µ is σ-weakly
continuous and τ t-invariant µ(A˜) = µ(A). By the usual argument (see the
proof of Theorem 10) we have τ t(A˜) = A˜ for all t. Since µ is τ t-invariant
we also have τ t(sµ) = sµ and hence sµA˜sµ ∈ Mτ,µ. It follows from (iii) that
sµA˜sµ = µ(sµA˜sµ)sµ = µ(A˜)sµ = µ(A)sµ. On the other hand, since ν is
σ-weakly continuous and ν(sµ) = 1, we have
ν˜(A) = lim
α
νTα(A) = lim
β
νTβ (A) = lim
β
ν(ATβ ) = ν(A˜) = ν(sµA˜sµ),
and hence ν˜(A) = ν(µ(A)sµ) = µ(A). Since this holds for any A ∈ M and any
cluster point of the net νT we conclude that νT converges to µ in the weak-⋆
topology, i.e., that Equ. (34) holds. ⊓⊔
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Note that if (M, τ t, µ) is ergodic and µ is faithful (sµ = I) it follows
immediately that µ is the only normal invariant state of the W ∗-dynamical
system (M, τ t). More generally, one has
Proposition 9. If the quantum dynamical systems (C, τ t, µ1), (C, τ
t, µ2) are
ergodic then either µ1 = µ2 or µ1 ⊥ µ2.
Proof. Since µ1, µ2 ∈ E(C, τ t) we have ω ≡ (µ1 + µ2)/2 ∈ E(C, τ t) and hence
(C, τ t, ω) is a quantum dynamical system. Let (Cω, τˆ
t
ω, ωˆ) be its normal form.
From the fact that µi ≤ 2ω we conclude by Lemma 13 that µ1 and µ2 are
ω-normal. Denote by µ˜i the normal extension of µi to Cω, si ≡ sµi|ω its
support, zi ≡ zµi|ω its central support and set Mi ≡ ziCω. By Remark 6
the quantum dynamical system (Mi, τˆ
t
ω, µ˜i) is isomorphic to the normal form
(Cµi , τˆ
t
µi , µˆi) of (C, τ
t, µi) and is therefore ergodic. Since the supports s1, s2
are invariant under τˆ tω so is P ≡ s1 ∧ s2. From si ≤ zi we conclude that
P ≤ z1 ∧ z2 ≤ zi and hence P ∈ MP1 ∩MP2 . Since P = siPsi, Proposition 8
yields that µ˜i(P ) ∈ {0, 1}. As in the proof of Proposition 8 this implies that
P = µ˜1(P )s1 = µ˜2(P )s2 and hence either P = 0 or P = s1 = s2. In the later
case one has s1 ≤ s2 ≤ z2 and Corollary 2 yields µ1 ¿ µ2. It immediately
follows from Equ. (34) that µ1 = µ2. In the former case assume that for some
λ > 0 and some state ν one has λν ≤ µi for i = 1, 2. Then λν ≤ ω and by
Lemma 13, ν has a normal extension ν˜ to Cω which satisfies λν˜ ≤ µ˜i. It follows
that ν˜(I − s1) = ν˜(I − s2) = 0 and hence ν˜(s1) = ν˜(s2) = 1. By Exercise 6
we get ν˜(P ) = 1, a contradiction which shows that µ1 ⊥ µ2. ⊓⊔
Proposition 10. A quantum dynamical system (C, τ t, µ) is ergodic if and
only if the state µ is an extremal point of the set E(C, τ t).
Proof. Assume that (C, τ t, µ) is ergodic and that there exists µ1, µ2 ∈ E(C, τ t)
and α1, α2 ∈]0, 1[ such that α1 + α2 = 1 and µ = α1µ1 + α2µ2. By Lemma
13 it follows from the fact that αiµi ≤ µ that µi is µ-normal. Denote by
µ˜i its normal extension to Cµ. By continuity one has αiµ˜i ≤ µˆ and hence
µ˜i(I − sµ) = 0, i.e., sµi ≤ sµ. Equ. (34) then yields µi = µ and we conclude
that µ is extremal.
Assume now that µ is extremal in E(C, τ t) and let (Cµ, τˆ tµ, µˆ) be the cor-
responding normal form. Let (H, pi) be a standard representation of Cµ and
denote by (H,M, J, C) its standard form. Let L be the corresponding standard
Liouvillean and Ψµ the standard vector representative of µˆ. The dynamics is
implemented in M by σt(A) = eitLAe−itL and if we set µ¯(A) ≡ (Ψµ, AΨµ) then
the normal form is isomorphic to the quantum dynamical system (M, σt, µ¯).
If ν¯ ∈ N(M, σt) then ν¯ ◦pi ◦piµ is µ-normal and invariant, hence it belongs
to E(C, τ t). In fact, since piµ(C) is σ-weakly dense in Cµ the map ν¯ 7→ ν¯ ◦pi◦piµ
is an injection from N(M, σt) into E(C, τ t). It follows that µ¯ is an extremal
point of N(M, σt). Indeed, let µ¯1, µ¯2 ∈ N(M, σt) and α ∈]0, 1[ be such that
µ¯ = αµ¯1 + (1−α)µ¯2. Then we have µ = αµ¯1 ◦ pi ◦ piµ + (1−α)µ¯2 ◦ pi ◦ piµ and
since µ is extremal this yields µ¯1 = µ¯2.
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Let P ∈ Mσ,µ¯ and assume that α ≡ µ¯(P ) ∈]0, 1[. Set P ′ ≡ JPJ ∈ M′ and
define the states
µ¯1(A) ≡ (P
′Ψµ, AP ′Ψµ)
‖P ′Ψµ‖2 , µ¯2(A) ≡
((I − P ′)Ψµ, A(I − P ′)Ψµ)
‖(I − P ′)Ψµ‖2 ,
on M. Since ‖P ′Ψµ‖2 = (Ψµ, JPJΨµ) = (PJΨµ, JΨµ) = α, we have
αµ¯1(A) + (1− α)µ¯2(A) = (P ′Ψµ, AΨµ) + ((I − P ′)Ψµ, AΨµ)
= (Ψµ, AΨµ)
= µ¯(A),
for any A ∈ M. Moreover, since
e−itLP ′eitL = e−itLJPJeitL
= Je−itLP eitLJ
= Jσ−t(P )J = JPJ = P ′,
and eitLΨµ = Ψµ, one easily checks that µ¯1 and µ¯2 are invariant and hence
belong to N(M, τ t). Let us assume that µ¯1 = µ¯2. Then µ¯ = µ¯1 and for any
A ∈ M we get (αΨµ, AΨµ) = (P ′Ψµ, AΨµ). It follows that
0 = [MΨµ](P
′ − α)Ψµ = [MΨµ]J(P − α)JΨµ = J [M′Ψµ](P − α)Ψµ,
from which we conclude that sµ(P − α)Ψµ = 0. Since P ∈ Mσ,µ¯ it satisfies
P = sµP which yields PΨµ = αΨµ. This is impossible since P is a projection
and α ∈]0, 1[. This contradiction shows that the states µ¯1 6= µ¯2 provide a non-
trivial decomposition of µ¯, a contradiction to its extremality. We conclude that
µ¯(P ) ∈ {0, 1} for all P ∈ Mσ,µ¯ and hence, by Proposition 8, that (M, σt, µ¯)
is ergodic. Since this system is isomorphic to a normal form of (C, τ t, µ), the
later is also ergodic by Proposition 7. ⊓⊔
The last result in this subsection is the following characterization of the
mixing property.
Proposition 11. Let (M, τ t) be a W ∗-dynamical system and µ ∈ N(M, τ t).
The quantum dynamical system (M, τ t, µ) is mixing if and only if, for all
A,B ∈ M, one has
lim
t→∞
µ(Asµτ
t(B)) = µ(A)µ(B). (38)
Proof. By Remark 7 the system is mixing if and only if
lim
t→∞
ν ◦ τ t(sµBsµ) = ν(sµ)µ(B), (39)
holds for any ν ∈ M⋆ and B ∈ M. If the system is mixing then Equ. (38)
follows from Equ. (39) with ν ≡ µ(A( · )) ∈ M⋆.
Quantum Dynamical Systems 57
To prove the reverse statement suppose that Equ. (38) holds. By Propo-
sition 7 we may also assume that the system is in normal form, i.e., that
M ⊂ B(H), µ(B) = (Ωµ, BΩµ) for some unit vector Ωµ ∈ H, MΩµ = H and
sµ = [M
′Ωµ].
Since τ t is isometric it suffices to show Equ. (39) for a norm total set of
ν in S(M, µ). By Lemma 13, S0(M, µ) is total in S(M, µ) and its elements
are of the form ν(B) = (R∗RΩµ, BΩµ) with R ∈ M′. But R∗RΩµ can be
approximated in norm by vectors of the type sµA
∗Ωµ with A ∈ M and hence
the set of linear functionals of the form ν(B) = (sµA
∗Ωµ, BΩµ) is also total
in S(M, µ). For such ν, it does indeed follow from Equ. (38) that
ν ◦ τ t(sµBsµ) = µ(Asµτ t(B))→ µ(A)µ(B) = ν(sµ)µ(B)
as t→∞. ⊓⊔
4.7 Quantum Koopmanism
To develop the spectral theory of quantum dynamical systems along the lines
of Theorem 8 and 9 one may be tempted to use the µ-Liouvillean Lµ or the
standard Liouvillean L. The next exercise shows that this is not possible.
Exercise 24. In Examples 9, 14, assume that E is a degenerate eigenvalue of
H and ψ a corresponding normalized eigenvector. Show that the µ-Liouvillean
Lµ corresponding to the state µ(A) = (ψ,Aψ) is unitarily equivalent toH−E.
Thus, even though µ is ergodic, 0 is not a simple eigenvalue of Lµ. Show also
that if H has N eigenvalues (counting multiplicities) then 0 is an N -fold
degenerate eigenvalue of the standard Liouvillean L.
In fact a further reduction is necessary to obtain the analogue of the clas-
sical Liouvillean.
Theorem 16. Let (C, τ t, µ) be a quantum dynamical system with normal form
(piµ,Cµ,Hµ, Lµ, Ωµ). Then the support sµ = [C′µΩµ] reduces the µ-Liouvillean
Lµ. We call reduced Liouvillean or simply “The Liouvillean” and denote by
Lµ the restriction of Lµ to Ran sµ.
(i) (C, τ t, µ) is ergodic if and only if KerLµ is one-dimensional.
(ii) (C, τ t, µ) is mixing if and only if
w − lim
t→∞
eitLµ = Ωµ(Ωµ, · ).
(iii) If the spectrum of Lµ on {Ωµ}⊥ is purely absolutely continuous then
(C, τ t, µ) is mixing.
Proof. Let τˆ t(A) ≡ eitLµAe−itLµ . Since the vector state µˆ(A) ≡ (Ωµ, AΩµ) is
τˆ t-invariant its support sµ satisfies
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eitLµsµe
−itLµ = sµ,
and hence L is reduced by Ran sµ. As in the proof of Proposition 7 we can
replace S(C, µ) by S0(C, µ) in Definition 24. For ν ∈ S0(C, µ) we have
ν ◦ τˆ t(A) = (RΩµ, eitLµAe−itLµRΩµ) = (R∗RΩµ, eitLµAΩµ).
Since R∗RΩµ = sµR∗RΩµ we can rewrite
ν ◦ τˆ t(A) = (sµR∗RΩµ, eitLµsµAΩµ) = (sµR∗RΩµ, eitLµsµAΩµ).
From the mean ergodic theorem (Theorem 7) we get
lim
T→∞
1
T
∫ T
0
ν ◦ τˆ t(A) dt = (sµR∗RΩµ, PsµAΩµ),
where P is the orthogonal projection on KerLµ. Note that if P = Ωµ(Ωµ, · )
then the right hand side of the last formula reduces to
(sµR
∗RΩµ, Ωµ)(Ωµ, sµAΩµ) = (RΩµ, RΩµ)(Ωµ, AΩµ) = µˆ(A).
Since the systems {sµR∗RΩµ |R ∈ C′µ} and {sµAΩµ |A ∈ Cµ} are both total
in Ran sµ, we conclude that the system is ergodic if and only if P = Ωµ(Ωµ, · ).
Since Ωµ always belongs to the kernel of Lµ, this is equivalent to the condition
(i). The proof of (ii) is completely similar. Finally (iii) is proved as in the
classical case (Theorem 9). ⊓⊔
In many applications the invariant state µˆ is faithful on Cµ. In this case the
µ-Liouvillean and the standard Liouvillean coincide, sµ = I and the previous
result reduces to the simpler
Corollary 3. Let (C, τ t, µ) be a quantum dynamical system with normal form
(piµ,Cµ,Hµ, Lµ, Ωµ) and assume that sµ = [C′µΩµ] = I.
(i) (C, τ t, µ) is ergodic if and only if KerLµ is one-dimensional.
(ii) (C, τ t, µ) is mixing if and only if
w − lim
t→∞
eitLµ = Ωµ(Ωµ, · ).
(iii) If the spectrum of Lµ on {Ωµ}⊥ is purely absolutely continuous then
(C, τ t, µ) is mixing.
As in the classical case (see for example Theorem 9.12 in [5]), the spectrum
of the Liouvillean of an ergodic quantum dynamical system is not arbitrary
(see [24] and [31] for related results).
Theorem 17. Let Lµ be the Liouvillean of the ergodic quantum dynamical
system (C, τ t, µ).
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(i) The set of eigenvalues of Lµ is a subgroup Σ of the additive group R.
(ii) The eigenvalues of Lµ are simple.
(iii) The spectrum of Lµ is invariant under translations in Σ, that is
σ(Lµ) +Σ = σ(Lµ).
(iv) If Φ is a normalized eigenvector of Lµ then the corresponding vector state
is the normal extension of µ to Cµ.
(v) If (C, τ t, µ) is mixing then 0 is the only eigenvalue of Lµ.
Proof. Let (piµ,Cµ,Hµ, Lµ, Ωµ) be the normal form of (C, τ t, µ) and set
µˆ(A) = (Ωµ, AΩµ), τˆ
t(A) = eitLµAe−itLµ , sµ = [C′µΩµ] and Kµ = sµHµ.
Note that τˆ t extends to B(Hµ) and that
τˆ t(C′µ)Cµ = τˆ
t(C′µτˆ
−t(Cµ)) = τˆ t(τˆ−t(Cµ)C′µ) = Cµτˆ
t(C′µ),
shows that τˆ t(C′µ) = C
′
µ. By Proposition 7, (Cµ, τˆ
t, µˆ) is ergodic. Denote by
Σ the set of eigenvalues of Lµ. If Σ = {0} there is nothing to prove. Suppose
that λ ∈ Σ \ {0} and let Φ ∈ Kµ be a corresponding normalized eigenvector.
Since e−itLµΦ = e−itLµΦ = e−itλΦ it follows that the state ν(A) ≡ (Φ,AΦ) is
invariant. Moreover since
C′µΦ ⊂ C′µKµ = Kµ, (40)
one has sν ≤ sµ and hence ν ¿ µˆ. Ergodicity yields that ν = µˆ and in
particular sν = sµ, i.e., C′µΦ = Kµ. This proves (iv).
For all A ∈ Cµ we have ‖AΦ‖ = ν(A∗A) = µˆ(A∗A) = ‖AΩµ‖ which shows
that the linear map
Tλ : CµΩµ → CµΦ
AΩµ 7→ AΦ,
is well defined, densely defined and isometric on Hµ. We also denote by Tλ its
unique isometric extension to Hµ. For A,B ∈ Cµ we obtain
(T ∗λBΦ,AΩµ) = (BΦ, TλAΩµ) = (BΦ,AΦ) = µˆ(B
∗A) = (BΩµ, AΩµ),
from which we conclude that
T ∗λBΦ = BΩµ. (41)
It follows that Ran(T ∗λ )
⊥ = KerTλ = {0}, i.e., that Tλ is unitary. Since
TλBAΩµ = BAΦ = BTλAΩµ for all A,B ∈ Cµ we further get
Tλ ∈ C′µ. (42)
In particular, we have sµTλ = Tλsµ, so that Tλ and T
∗
λ map Kµ into itself.
Finally, for A ∈ Cµ, we have
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τˆ t(Tλ)AΩµ = Aτˆ
t(Tλ)Ωµ = Ae
itLµTλe
−itLµΩµ
= AeitLµTλΩµ = Ae
itLµΦ
= eitλAΦ = eitλTλAΩµ,
which yields
τˆ t(Tλ) = e
itλTλ. (43)
The last relation can be rewritten as eitLµ = Tλe
it(Lµ+λ)T ∗λ which means that
Lµ + λ is unitarily equivalent to Lµ. Property (iii) follows immediately.
To prove (ii) suppose that λ is not a simple eigenvalue of Lµ. Then there
exists a unit vector Ψ ∈ Kµ such that Ψ ⊥ Φ and LµΨ = λΨ . Since (41)
implies that T ∗λΦ = Ωµ it follows that T
∗
λΨ ∈ Kµ is a unit vector orthogonal
to Ωµ. Moreover, Equ. (43) yields
eitLµT ∗λΨ = e
itLµT ∗λΨ = τˆ
t(Tλ)
∗eitLµΨ = (eitλTλ)∗eitλΨ = T ∗λΨ,
from which we conclude that T ∗λΨ is an eigenvector of Lµ to the eigenvalue 0,
a contradiction to the simplicity of this eigenvalue. Thus, λ is simple.
To prove (i) we first note that Equ. (43) yields that Φ′ ≡ T ∗λΩµ ∈
Kµ is an eigenvector of Lµ to the eigenvalue −λ. Second, suppose that
λ′ ∈ Σ \ {0} and let Tλ′ be the corresponding unitary. We will then have
τˆ t(TλTλ′) = τˆ
t(Tλ)τˆ
t(Tλ′) = e
it(λ+λ′)TλTλ′ from which we can conclude again
that TλTλ′Ωµ is an eigenvector of Lµ to the eigenvalue λ+ λ
′.
To prove (v) suppose on the contrary that the system is mixing and that
Lµ has a non-zero eigenvalue λ. Let Φ ∈ Kµ be a corresponding normalized
eigenvector. It follows that Φ ⊥ Ωµ and
(Φ, eitLµΦ) = eitλ,
does not converge to zero as t → ∞, a contradiction to the mixing criterion
(ii) of Theorem 16. ⊓⊔
Using the relation between µ-Liouvillean and standard Liouvillean de-
scribed in Proposition 6 it is easy to rephrase Theorem 16 in terms of the
standard Liouvillean.
Exercise 25. Let (C, τ t, µ) be a quantum dynamical system with standard
form (η,M,H, J, C, L, Φ). Let sµ ≡ [M′Φ] ∈ M be the support of the vector
state µ¯(A) ≡ (Φ,AΦ) and set s′µ ≡ JsµJ = [MΦ] ∈ M′.
(i) Show that Sµ ≡ sµs′µ is an orthogonal projection which reduces the
standard Liouvillean i.e., eitLSµ e
−itL = Sµ.
(ii) Show that the Liouvillean Lµ of Theorem 6 is unitarily equivalent to the
restriction of the standard Liouvillean L to RanSµ.
As we have seen, the µ-Liouvillean is good enough to study the basic
ergodic properties of a quantum dynamical system. However, to get deeper
results on the structure of the state space and in particular on the manifold
of invariant states it is necessary to use the standard Liouvillean.
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Theorem 18. Let L be the standard Liouvillean of the W ∗-dynamical system
(M, τ t). Then
N(M, τ t) = {ωΦ |Φ ∈ KerL, ‖Φ‖ = 1},
and in particular
(i) KerL = {0} if and only if N(M, τ t) = ∅.
(ii) KerL is one-dimensional if and only if (M, τ t) has a unique normal in-
variant state. In this case, the corresponding quantum dynamical system
is ergodic.
Proof. If µ ∈ N(M, τ t) then, by Proposition 13, µ has a standard vector
representative Ψµ such that e
−itLΨµ = Ψµ◦τt = Ψµ and hence Ψµ ∈ KerL.
Reciprocally, any unit vector Φ ∈ KerL defines a normal τ t-invariant state
ωΦ. ⊓⊔
4.8 Perturbation Theory
Let (A, τ t0) be a C
∗-dynamical system and denote by δ0 its generator. A local
perturbation of the system is obtained by perturbing its generator with the
bounded ∗-derivation associated with a self-adjoint element V of A:
δV = δ + i[V, · ],
with D(δV ) = D(δ). Using Theorem 2 it is easy to show that δV generates
a strongly continuous group of ∗-automorphisms τ tV on A. In fact τ tλV is an
entire analytic function of λ. An expansion in powers of λ is obtained by
solving iteratively the integral equation (Duhamel formula)
τ tλV (X) = τ
t
0(X) + λ
∫ t
0
i[τ t−s0 (V ), τ
s
λV (X)] ds.
The result is the Dyson-Robinson expansion
τ tλV (X) = τ
t
0(X) + (44)
+
∞∑
N=1
λN
∫
06t16···6tN6t
i[τ t10 (V ), i[· · · , i[τ tn0 (V ), τ t0(X)] · · · ]]dt1 · · ·dtN ,
which is norm convergent for any λ ∈ C, t ∈ R and X ∈ A. Another useful
representation of the locally perturbed dynamics is the interaction picture
obtained through the Ansatz
τ tV (X) = Γ
t
V τ
t
0(X)Γ
t∗
V . (45)
It leads to the differential equation
∂tΓ
t
V = iΓ
t
V τ
t
0(V ),
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with the initial condition Γ0V = I. It follows that Γ
t
V is a unitary element of
A which has the norm convergent Araki-Dyson expansion
ΓtV ≡ I +
∞∑
N=1
iN
∫
06t16···6tN6t
τ t10 (V ) · · · τ tN0 (V )dt1 · · ·dtN . (46)
Moreover, ΓtV satisfies the cocycle relations
Γt+sV = Γ
t
V τ
t
0(Γ
s
V ) = τ
t
V (Γ
s
V )Γ
t
V . (47)
Note that the integrals in Equ. (44) and (46) are Riemann integrals of norm
continuous A-valued functions.
The interaction picture allows to obtain unitary implementations of τ tV in
an arbitrary representation (H, pi) of A carrying a unitary implementation U t0
of the unperturbed dynamics τ t0. Indeed, one has
pi(τ tV (X)) = pi(Γ
t
V τ
t
0(X)Γ
t∗
V )
= pi(ΓtV )pi(τ
t
0(X))pi(Γ
t
V )
∗
= pi(ΓtV )U
t
0pi(X)U
t∗
0 pi(Γ
t
V )
∗,
from which we conclude that the unitary U tV = pi(Γ
t
V )U
t
0 implements τ
t
V in
H. The cocycle property (47) shows that U tV has the group property. From
the expansion (46) we get norm convergent expansion (the integral are in the
strong Riemann sense)
U tV = U
t
0 +
+
∞∑
N=1
iN
∫
06t16···6tN6t
U t10 pi(V )U
t2−t1
0 · · ·U tN−tN−10 pi(V )U t−tN0 dt1 · · · dtN .
Let GV be the self-adjoint generator of U
t
V . Applying the last formula to a
vector Φ ∈ D(G0) and differentiating at t = 0 we obtain Φ ∈ D(GV ) and
GV = G0 + pi(V ). (48)
Note however that the unitary implementation of τ tV in H is by no means
unique. Indeed, eitK is another implementation if and only if
eitGV pi(X)e−itGV = eitKpi(X)e−itK ,
for all X ∈ A and all t. Thus e−itKeitGV must be a unitary element of pi(A)′
for all t. Assuming that D(K) = D(GV ), differentiation at t = 0 yields
K = GV −W = G0 + pi(V )−W,
for some self-adjoint element W ∈ pi(A)′. Then Γ′tW = eitKe−itGV satisfies the
differential equation
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∂tΓ
′t
W = −iΓ′tWW t,
withW t = eitGVW e−itGV and initial value Γ′0W = I. Since e
itGV = pi(ΓtV )e
itG0
and eitG0W e−itG0 ∈ pi(A)′ for all t, we have W t = eitG0W e−itG0 and Γ′tW is
given by the norm convergent expansion
Γ′tW = I +
∞∑
N=1
(−i)N
∫
06t16···6tN6t
W t1 · · ·W tNdt1 · · ·dtN .
Local perturbations of W ∗-dynamical systems can be treated in a com-
pletely similar way, the only change is that the norm topology should be
replaced with the σ-weak topology, i.e. the integrals in Equ. (44) and (46)
have to be understood in the weak-⋆ sense.
Unbounded perturbations of aW ∗-dynamical systems (M, τ t0) are common
in applications. They require a slightly more sophisticated treatment. I shall
only consider the case of a unitarily implemented unperturbed dynamics4
τ t0(X) = e
itG0Xe−itG0 .
Let V be a self-adjoint operator affiliated to M, i.e., eitV ∈ M for all t ∈ R,
and such that G0 + V is essentially self-adjoint on D(G0) ∩D(V ). Denote by
GV its self-adjoint extension and set
τ tV (X) = e
itGVXe−itGV .
Defining the unitary
ΓtV = e
itGV e−itG0 ,
the Trotter product formula (Theorem 15 in Lecture [32]) shows that
ΓtV = s− lim
n→∞
eitV/nτ
t/n
0 (e
itV/n) · · · τ (n−1)t/n0 (eitV/n),
and since eitV/n ∈ M we get ΓtV ∈ M. By construction Equ. (45) and (47) re-
main valid. In particular τ tV leaves M invariant and (M, τ
t
V ) is aW
∗-dynamical
system. Another application of the Trotter formula further gives, for X ′ ∈ M′,
eitGVX ′e−itGV = s− lim
n→∞
(
eitG0/neitV/n
)n
X ′
(
e−itV/ne−itG0/n
)n
,
which allows to conclude that
eitGVX ′e−itGV = eitG0X ′e−itG0 , (49)
for all X ′ ∈ M′.
4 This is not a real restriction since it is always possible to go to a standard repre-
sentation where such an implementation always exists.
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As in the C∗-case, other implementations of τ tV can be obtained by choos-
ing a self-adjoint W affiliated to M′ and such that G−W is essentially self-
adjoint on D(G) ∩D(W ). Denoting by G′W its self-adjoint extension we set
Γ′tW = e
itG′W e−itG.
By the Trotter formula argument we get Γ′tW ∈ M′ and Equ. (49) gives
(Γ′tWΓ
t
V e
itG)(Γ′sWΓ
s
V e
isG) = Γ′tW e
itGV Γ′sW e
−itGV ei(t+s)GV
= Γ′tW e
itGΓ′sW e
−itGei(t+s)GV
= Γ′t+sW e
i(t+s)GV
= Γ′t+sW Γ
t+s
V e
i(t+s)G.
Thus Γ′tWΓ
t
V e
itG = eitG
′
W e−itGeitGV is a unitary group, and differentiation
shows that its generator is given on D(G) ∩D(V ) ∩D(W ) by G+ V −W .
As an application let me now derive the perturbation formula for the
standard Liouvillean.
Theorem 19. Let L0 be the standard Liouvillean of theW
∗-dynamical system
(M, τ t) which we suppose to be in standard form (M,H, J, C). Let V be a self-
adjoint operator affiliated to M and such that
(i) L0 + V is essentially self-adjoint on D(L0) ∩D(V ).
(ii) L0 + V − JV J essentially self-adjoint on D(L0) ∩D(V ) ∩D(JV J).
Denote by LV the self-adjoint extension of L0 + V − JV J . Then LV is the
standard Liouvillean of the perturbed dynamical system (M, τ tV ).
Proof. W = JV J with D(W ) = JD(V ) is affiliated to M′ since
eitW = Je−itV J ∈ M′.
Furthermore from Equ. (30) we get D(L0) = JD(L0) and
L0 −W = −J(L0 + V )J,
which is essentially self-adjoint on D(L0) ∩D(W ) = J(D(L0) ∩D(V )). Thus
Γ′tW = JΓ
t
V J,
and since LV is essentially self-adjoint on D(L0) ∩D(V )∩D(W ) we get from
the above discussion
eitLV = ΓtV JΓ
t
V Je
itL0 .
The unitary group eitLV implements τ tV and leaves the cone C invariant by
property (iii) of Definition 18. This show that LV is the standard Liouvillean
of the perturbed system. ⊓⊔
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5 KMS States
5.1 Definition and Basic Properties
For a quantum system with an Hamiltonian H such that Tr e−βH < ∞, the
Gibbs-Boltzmann prescription for the canonical thermal equilibrium ensemble
at inverse temperature β = 1/kBT is the density matrix
ρβ = Z
−1
β e
−βH , (50)
where the normalization factor Zβ = Tr e
−βH is the canonical partition func-
tion (see Section 3 in [33]). On the other hand the dynamics is given by the
spatial automorphisms
τ t(A) = eitHAe−itH . (51)
To avoid unnecessary technical problems, think of H as being bounded. The
fact that the semi-group entering Equ. (50) reappears, after analytic contin-
uation to the imaginary axis, in Equ. (51) expresses the very strong coupling
that exists in quantum mechanics between dynamics and thermal equilib-
rium. To formalize this remark let us consider, for two observables A,B, the
equilibrium correlation function
ω(Aτ t(B)) = Z−1β Tr(e
−βHAeitHBe−itH) = Z−1β Tr(e
−i(t−iβ)HAeitHB).
Using the cyclicity of the trace, analytic continuation of this function to t+ iβ
gives
ω(Aτ t+iβ(B)) = Z−1β Tr(e
−itHAei(t+iβ)HB) = ω(τ t(B)A).
Thus there is a function Fβ(A,B; z), analytic in the strip
Sβ ≡ {z ∈ C | 0 < Im z < β},
and taking boundary values
Fβ(A,B; t) = ω(Aτ
t(B)), (52)
Fβ(A,B; t+ iβ) = ω(τ
t(B)A), (53)
on ∂Sβ . These are the so called KMS boundary conditions. In some sense, the
analytic function Fβ(A,B; z) encodes the non-commutativity of the product
AB in the state ρβ . A KMS state is a state for which such a function, satisfying
the KMS boundary condition, exists for all observables A,B.
Definition 25. Let (C, τ t) be a C∗- or W ∗-dynamical system. A state ω on
C, assumed to be normal in the W ∗-case, is said to be a (τ t, β)-KMS state for
β > 0 if for any A,B ∈ C there exists a function Fβ(A,B; z) analytic in the
strip Sβ, continuous on its closure and satisfying the KMS conditions (52)
and (53) on its boundary.
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Remark 8. i. KMS states for negative values of β have no physical meaning
(except for very special systems). However, for historical reasons, they are
widely used in the mathematical literature. These states have the same defi-
nition, the strip Sβ being replaced by Sβ = {z ∈ C |β < Im z < 0}.
ii. Our definition excludes the degenerate case β = 0. The KMS boundary
condition then becomes ω(AB) = ω(BA) for all A,B ∈ C. Such a state is
called a trace.
iii. If ω is a (τ t, β)-KMS state then it is also (τγt, β/γ)-KMS. Note however
that there is no simple connection between KMS states at different tempera-
tures for the same group τ t.
If (C, τ t) is a C∗- or W ∗-dynamical system, an element A ∈ C is analytic
for τ t if the function t 7→ τ t(A), defined for t ∈ R, extends to an entire
analytic function z 7→ τz(A) of z ∈ C. Let us denote by Cτ the set of analytic
elements for τ t. It is easy to see that Cτ is a ∗-subalgebra of C. Indeed,
τz(A + B) = τz(A) + τz(B) and τz(AB) = τz(A)τz(B) hold for z ∈ R and
hence extend to all z ∈ C by analytic continuation. Moreover, if τz(A) is
entire analytic then so is τz(A∗) ≡ τ z¯(A)∗. For A ∈ C, set
An ≡
√
n
pi
∫ ∞
−∞
τ t(A) e−nt
2
dt,
where the integral is understood in the Riemann sense in the C∗-case and in
the weak-⋆ sense in the W ∗-case. One has An ∈ C with ‖An‖ ≤ ‖A‖ and the
formula
τz(An) =
√
n
pi
∫ ∞
−∞
τ t(A) e−n(t−z)
2
dt,
clearly shows that τz(An) is an entire analytic function of z such that
‖τz(An)‖ ≤ en Im(z)
2‖A‖,
and hence An ∈ Cτ . Finally, since
An −A =
∫ ∞
−∞
(τ t/
√
n(A)−A) e−t2 dt√
pi
,
it follows from Lebesgue dominated convergence theorem that the sequence
An converges towards A in norm in the C
∗-case and σ-weakly in theW ∗-case.
This shows that the ∗-subalgebra Cτ is dense in C in the appropriate topology.
Let ω be a (τ t, β)-KMS state on C, A ∈ C and B ∈ Cτ . Then the function
G(z) ≡ ω(Aτz(B)) is entire analytic and for t ∈ R one has G(t) = Fβ(A,B; t).
Thus, the function G(z)−Fβ(A,B; z) is analytic on Sβ , continuous on Sβ ∪R
and vanishes on R. By the Schwarz reflection principle it extends to an analytic
function on the strip {z | − β < Im z < β} which vanishes on R and therefore
on the entire strip. By continuity
Fβ(A,B; z) = ω(Aτ
z(B)),
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holds for z ∈ Sβ and in particular one has
ω(Aτ iβ(B)) = ω(BA). (54)
As a first consequence of this fact, let us prove the most important property
of KMS states.
Theorem 20. If ω is a (τ t, β)-KMS state then it is τ t-invariant.
Proof. For A ∈ Cτ , the function f(z) = ω(τz(A)) is entire analytic. Moreover,
Equ. (54) shows that it is iβ-periodic
f(z + iβ) = ω(Iτ iβ(τz(A))) = ω(τz(A)I) = f(z).
On the closed strip Sβ the estimate
|f(t+ iα)| 6 ‖τ t(τ iα(A))‖ = ‖τ iα(A)‖ 6 sup
06γ6β
‖τ iγ(A)‖ <∞,
holds and therefore f is bounded on whole complex plane. By Liouville The-
orem, f is constant. By continuity, this property extends to all observables.
⊓⊔
As shown by the next result, Property (54) characterizes KMS states in a
way that is often more convenient than Definition 25 (See Proposition 5.3.7
in [12]).
Theorem 21. A state ω on a C∗- (resp. W ∗-) algebra C is (τ t, β)-KMS if
and only it is normal in the W ∗-case and there exists a norm dense (resp.
σ-weakly dense), τ t-invariant ∗-subalgebra D of analytic elements for τ t such
that
ω(Aτ iβ(B)) = ω(BA),
holds for all A,B ∈ D.
Proof. It remains to prove sufficiency. We will only consider the C∗-case and
refer the reader to the proof of Proposition 5.3.7 in [12] for the W ∗-case. For
A,B ∈ D, the function defined by
Fβ(A,B; z) ≡ ω(Aτz(B)),
is analytic on the strip Sβ and continuous on its closure. Since D is invariant
under τ t one has τ t(B) ∈ D and hence
Fβ(A,B; t) = ω(Aτ
t(B)),
Fβ(A,B; t+ iβ) = ω(Aτ
iβ(τ t(B))) = ω(τ t(B)A).
From the bound |ω(Aτz(B))| ≤ ‖A‖ ‖τ i Im z(B)‖ we deduce that Fβ(A,B; z)
is bounded on Sβ and Hadamard tree line theorem yields
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sup
z∈Sβ
|Fβ(A,B; z)| ≤ ‖A‖ ‖B‖. (55)
Since D ⊂ Cτ is norm dense, any A,B ∈ C can be approximated by sequences
An, Bn ∈ D. From the identity
Fβ(An, Bn; z)−Fβ(Am, Bm; z) = Fβ(An−Am, Bn; z)+Fβ(Am, Bn−Bm; z),
and the bound (55) we conclude that the sequence Fβ(An, Bn; z) is uniformly
Cauchy in Sβ . Its limit, which we denote by Fβ(A,B; z), is therefore analytic
on Sβ and continuous on its closure where it satisfies (55). Finally, for t ∈ R
one has
Fβ(A,B; t) = lim
n
ω(Anτ
t(Bn)) = ω(Aτ
t(B)),
Fβ(A,B; t+ iβ) = lim
n
ω(τ t(Bn)An) = ω(τ
t(B)A),
which concludes the proof. ⊓⊔
Example 15. (Finite quantum systems, continuation of Example 5) Let H be
a self-adjoint operator on the Hilbert space H and consider the induced W ∗-
dynamical system (B(H), τ t). If ω is a (τ, β)-KMS state then there exists a
density matrix ρ on H such that ω(A) = Tr(ρA) for all A ∈ B(H). Relation
(54) with A ≡ φ (ψ, · ) yields
(ψ, τ iβ(B)ρφ) = (ψ, ρB φ),
and hence τ iβ(B)ρ = ρB for all τ t-analytic elements B. If φ and ψ belong
to the dense subspace of entire analytic vectors for eitH then B ≡ φ(ψ, · ) is
analytic for τ t and τ iβ(B) = e−βHφ (eβHψ, · ). For ψ 6= 0 we can rewrite the
relation τ iβ(B)ρψ = ρBψ as
ρφ =
(eβHψ, ρψ)
(ψ,ψ)
e−βHφ,
from which we can conclude that
ρ =
e−βH
Tr e−βH
.
Thus, theW ∗-dynamical system (B(H), τ t) admits a (τ t, β)-KMS state if and
only if e−βH is trace class. Moreover, if such a state exists then it is unique.
Example 16. (Ideal Fermi gas) Let ωβ be a (τ
t, β)-KMS state for the C∗-
dynamical system of Example 2. Then ωβ(a
∗(g)a(f)) is a sesquilinear form
on h. Since
|ωβ(a∗(g)a(f)| 6 ‖a∗(g)‖‖a(f)‖ 6 ‖g‖‖f‖,
there exists a bounded self-adjoint T on h such that
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ωβ(a
∗(g)a(f)) = (f, Tg). (56)
Moreover, since ωβ(a
∗(f)a(f)) > 0, T satisfies the inequalities 0 6 T 6 I.
For t ∈ R one has ωβ(a∗(g)τ t(a(f))) = (eithf, Tg) and for f in the dense
subspace of entire analytic vectors for h the analytic continuation of this
function to t+ iβ is given by (eβheithf, Tg) = (T eβheithf, g). The CAR gives
τ t(a(f))a∗(g) = −a∗(g)τ t(a(f)) + (eithf, g) and hence
ωβ(τ
t(a(f))a∗(g)) = (eithf, g)− ωβ(a∗(g)a(eithf)) = ((I − T )eithf, g),
and the KMS boundary condition implies T eβh = I − T from which we con-
clude that
T =
1
1 + eβh
.
Consider now the expectation of an arbitrary even monomial (m+ n even)
Wm,n(g1, . . . gm; f1, . . . fn) = ωβ(a
∗(gm) · · · a∗(g1)a(f1) · · · a(fn)).
We first show that Wm,0 = W0,n = 0. For any f in the dense subspace of
entire analytic vectors for h, the KMS condition and the CAR lead to
W0,n(f, f2, . . . fn) =W0,n(f2, . . . fn, e
βhf) = (−1)n−1W0,n(eβhf, f2, . . . fn),
from which we get W0,n((1 + e
βh)f, f2, . . . fn) = 0. If g is an entire an-
alytic vector for h, so is f = (1 + eβh)−1g and we can conclude that
W0,n(g, f2, · · · , fn) = 0 for all g in a dense subspace and all f2, . . . fn ∈ h
and hence for all g, f2, . . . fn ∈ h. By conjugation, this implies that for all
g1, . . . gm ∈ h one also has Wm,0(g1, . . . gm) = 0.
We consider now the general case. Using the KMS boundary condition, we
can write
Wm,n(g1, . . . ; f1, . . .) = ωβ(a(e
−βhfn)a∗(gm) · · · a∗(g1)a(f1) · · · a(fn−1)).
Using the CAR we can commute back the first factor through the others to
bring it again in the last position. This leads to the formula
Wm,n(g1, . . . gm; f1, . . . fn) = −Wm,n(g1, . . . gm; f1, . . . e−βhfn)+
+
m∑
j=1
(−1)m−j(gj , e−βhfn)Wm−1,n−1(g1, . . . gj−1, gj+1, . . . gm; f1, . . . fn−1).
Replacing fn by (1+e
−βh)−1fn and using Equ. (56), this can be rewritten as
Wm,n(g1, . . . gm; f1, . . . fn) =
m∑
j=1
(−1)m−jW1,1(gj ; fn) Wm−1,n−1 (g1, . . . gj−1, gj+1, . . . gm; f1, . . . fn−1).
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Iteration of this formula shows that Wm,n = 0 if m 6= n, and Wn,n can be
expressed as sum of products of W1,1(gj ; fk) = (gj , T fk). In fact, a closer
look at this formula shows that it is nothing but the usual formula for the
expansion of the determinant of the n× n matrix (W1,1(gj ; fk))jk, i.e.,
ωβ(a
∗(gm) · · · a∗(g1)a(f1) · · · a(fn)) = δnm det{(fj , T gk)}.
Definition 26. A state ω on CAR(h) or CAR+(h) is called gauge-invariant
if it is invariant under the gauge group ϑt (recall Equ. (13)). It is called
gauge-invariant quasi-free if it satisfies
ω(a∗(gm) · · · a∗(g1)a(f1) · · · a(fn)) = δnm det{(fj , T gk)}, (57)
for some self-adjoint operator T on h such that 0 ≤ T ≤ I, all integers n, m
and all f1, . . . , fn, g1, . . . , gm ∈ h.
Remark 9. It is easy to see that a gauge-invariant quasi-free state is indeed
gauge-invariant. One can show that, given an operator T on h such that
0 ≤ T ≤ I, there exists a unique gauge-invariant quasi-free state such that
Equ. (57) holds (see the Notes to Section 2.5.3 in [12] for references).
Thus, we have shown:
Theorem 22. Let τ t(a(f)) = a(eithf), then the unique (τ t, β)-KMS state of
the C∗-dynamical system (CAR+(h), τ t) is the quasi-free gauge invariant state
generated by T = (1 + eβh)−1.
Example 17. (Quantum spin system, continuation of Example 3) The reader
should consult Chapter 6.2 in [12] as well as [38] for more complete discussions.
For any finite subset Λ ⊂ Γ and any local observable A ∈ Aloc we set
ωΛ(A) ≡ TrhΛ∪X (e
−βHΛA)
TrhΛ∪X (e
−βHΛ)
,
whenever A ∈ AX . It is easy to see that ωΛ(A) does not depend on the choice
of the finite subset X. By continuity, ωΛ extends to a state on A. We say that
a state ω on A is a thermodynamic limit of the net ωΛ,Λ ↑ Γ, if there exists
a subnet Λα such that
ω(A) = lim
α
ωΛα(A),
for all A ∈ A. Since E(A) is weak-⋆ compact the set of thermodynamic limits
of the net ωΛ, is not empty. Let us now prove that any thermodynamic limit
of ωΛ is a (τ, β)-KMS state.
Following the discussion at the beginning of this subsection we remark
that for any finite subset Λ ⊂ Γ and any A,B ∈ Aloc the function
Fβ,Λ(A,B; z) ≡ ωΛ(AτzΛ(B)),
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is entire analytic and satisfies the (τΛ, β)-KMS conditions (52), (53). Since for
t, η ∈ R one has |ωΛ(Aτ t+iηΛ (B))| ≤ ‖A‖ ‖τ iη(B)‖, it is also bounded on any
horizontal strip {t+ iη | t ∈ R, a ≤ η ≤ b}. The boundary conditions (52), (53)
and Hadamard three line theorem further yields the bound
sup
z∈Sβ
|Fβ,Λ(A,B; z)| ≤ ‖A‖ ‖B‖. (58)
Assume now that ω is the weak-⋆ limit of the net ωΛα and let A,B ∈ Aloc.
Since for t ∈ R one has
lim
α
‖τ tΛα(B)− τ t(B)‖ = 0,
it follows that
lim
α
Fβ,Λα(A,B; t) = ω(Aτ
t(B)),
lim
α
Fβ,Λα(A,B; t+ iβ) = ω(τ
t(B)A).
From the bound (58) and Montel theorem we conclude that some subsequence
Fβ,Λαn (A,B; z) is locally uniformly convergent in the open strip Sβ . Let us
denote its limit, which is analytic in Sβ , by Fβ(A,B; z).
The estimate (16) and the expansion (18) show that, for B ∈ Aloc,
lim
²→0
‖τ i²Λ (B)−B‖ = 0,
holds uniformly in Λ. From the identity
Fβ(A,B; t+ i²)− ω(Aτ t(B)) = lim
n
ωΛαn (A(τ
t+i²
Λαn
(B)− τ tΛαn (B))),
and the bound
|ωΛαn (A(τ t+i²Λαn (B)− τ
t
Λαn
(B)))| = |ωΛαn (τ−tΛαn (A)(τ
i²
Λαn
(B)−B))|
≤ ‖A‖ ‖τ i²Λαn (B)−B‖,
we thus conclude that
lim
²↓0
Fβ(A,B; t+ i²) = ω(Aτ
t(B)).
Using the (τΛ, β)-KMS conditions (53) we prove in a completely similar way
that
lim
²↓0
Fβ(A,B; t+ iβ − i²) = ω(τ t(B)A),
and we conclude that Fβ(A,B; z) extends to a continuous function on the
closed strip Sβ . Moreover, this function clearly satisfies the bound
sup
z∈Sβ
|Fβ(A,B; z)| ≤ ‖A‖ ‖B‖, (59)
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as well as the (τ, β)-KMS conditions (52) and (53).
Finally, we note that any A,B ∈ A can be approximated by sequences
An, Bn ∈ Aloc. As in the proof of Theorem 21 the bound (59) shows that the
sequence Fβ(An, Bn; z) converges uniformly on Sβ . Its limit, which we denote
by Fβ(A,B; z) then satisfies all the requirements of Definition 25.
I conclude this brief introduction to KMS states with the following com-
plement to Proposition 5 which is very useful in many applications to open
quantum systems.
Proposition 12. Let (C, τ t, ω) be a quantum dynamical system with normal
form (piω,Cω,Hω, Lω, Ωω). Assume that there exists a ∗-subalgebra D ⊂ C
with the following properties.
(i) piω(D) is σ-weakly dense in Cω.
(ii) For each A,B ∈ D there exists a function Fβ(A,B; z) analytic in the
strip Sβ, continuous and bounded on its closure and satisfying the KMS
boundary conditions (52), (53).
Denote by ωˆ = (Ωω, ( · )Ωω) the normal extension of ω to the enveloping von
Neumann algebra Cω and by τˆ
t(A) = eitLωAe−itLω the W ∗-dynamics induced
by τ t on this algebra. Then the following hold.
(i) ωˆ is (τˆ t, β)-KMS and faithful.
(ii) (Cω, τˆ
t, ωˆ) is in standard form. In particular the ω-Liouvillean Lω coin-
cide with the standard Liouvillean L.
(iii) The modular operator of the state ωˆ is given by ∆ωˆ = e
−βL.
Proof. Let A,B ∈ Cω be such that ‖A‖ ≤ 1 and ‖B‖ ≤ 1. By the Kaplan-
sky density theorem there exists nets Aα, Bα in piω(D) such that ‖Aα‖ ≤ 1,
‖Bα‖ ≤ 1 and Aα → A, Bα → B in the σ-strong∗ topology. In particular, if
we set
dα ≡ max(‖(Aα −A)Ωω‖, ‖(A∗α −A∗)Ωω‖, ‖(Bα −B)Ωω‖, ‖(B∗α −B∗)Ωω‖),
then limα dα = 0. By Hypothesis (ii) for each α there exists a function Fα(z)
analytic in Sβ , continuous and bounded on its closure and such that Fα(t) =
ωˆ(Aατˆ
t(Bα)) and Fα(t+ iβ) = ωˆ(τˆ
t(Bα)Aα) for t ∈ R. Hence, Fα(z)−Fα′(z)
is also analytic in Sβ , continuous and bounded on its closure. By the Cauchy-
Schwarz inequality we have the bounds
|Fα(t)− Fα′(t)| ≤ 2(dα + dα′),
|Fα(t+ iβ)− Fα′(t+ iβ)| ≤ 2(dα + dα′),
and the Hadamard three line theorem yields
sup
z∈Sβ
|Fα(z)− Fα′(z)| ≤ 2(dα + dα′).
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Thus, Fα is a Cauchy net for the uniform topology. It follows that limα Fα = F
exists, is analytic in Sβ and continuous on its closure. Moreover, we have
F (t) = lim
α
ωˆ(Aατˆ
t(Bα)) = lim
α
(A∗αΩα, e
itLωBαΩω)
= (A∗Ωω, eitLωBΩω) = ωˆ(Aτˆ t(B))
and similarly F (t+ iβ) = ωˆ(τˆ t(B)A). This shows that ωˆ is (τˆ t, β)-KMS.
Let now A ∈ Cω be such that AΩω = 0. Then the function Fβ(A∗, A; z) of
Definition 25 satisfies
Fβ(A
∗, A; t) = ωˆ(A∗τˆ t(A)) = (AΩω, eitLωAΩω) = 0.
By the Schwarz reflection principle, this function extends to an analytic func-
tion on the strip {z ∈ C | −β < Im z < β} which vanishes on R. It is therefore
identically zero. In particular Fβ(A
∗, A; iβ) = ωˆ(AA∗) = ‖A∗Ωω‖2 = 0. For
any B ∈ Cω, the same argument shows that (BA)∗Ωω = A∗B∗Ωω = 0 and
since Ωω is cyclic we can conclude that A
∗ = 0 and A = 0. Thus, ωˆ is faithful
and (ii) follows from Proposition 5.
Note that by Remark 8 iii the state ωˆ is (τˆ−βt,−1)-KMS. (iii) follows from
the fact that the modular group σtωˆ(A) = ∆
it
ωˆA∆
−it
ωˆ of a faithful normal state
is the unique W ∗-dynamics for which ω is a β = −1 KMS state (Takesaki’s
theorem, see Lecture [7], Theorem 18). ⊓⊔
Example 18. (Ideal Bose gas, continuation of Example 10) The characteristic
function of the thermal equilibrium state of an ideal Bose gas can be obtained
from the explicit calculation of the thermodynamic limit of the unique Gibbs
state of a finite Bose gas (see Chapter 1 in [12], see also Subsection 4.4 in
[36]). We shall get it by assuming that, as in the Fermionic case, the KMS
state is quasi-free. Thus, we are looking for a non-negative operator ρ on h
such that
ω(W (f)) = e−(f,(I+2ρ)f)/4, (60)
satisfies the (τ, β)-KMS condition. Using the CCR relation (19) we can com-
pute
ω(W (f)τ t(W (f))) = ω(W (f + eithf))e−i Im(f,e
ithf) = e−(f,γ(t)f)/4,
where
γ(t) = (I + e−ith)(I + 2ρ)(I + eith) + 2i sin th.
Assuming that f is an entire analytic vector for the group eith, analytic con-
tinuation to t = iβ yields
γ(iβ) = (I + eβh)(I + 2ρ)(I + e−βh)− 2 shβh,
and the KMS condition (54) requires that γ(iβ) = γ(0). This equation is easily
solved for ρ and its solution is given by Planck’s black-body radiation law
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ρ =
1
eβh − 1 . (61)
It is clear from the singularity at h = 0 in Equ. (61) that if 0 ∈ σ(h) one
can not hope to get a state on CCR(D) without further assumption on D.
Assume that h > 0, i.e., that 0 is not an eigenvalue of h and that
D = D(h−1/2). Then according to Definition 17, Equ. (60), (61) define a
quasi-free, τ t-invariant state ω on CCR(D). Let (CCR(D), τ t, ω) be the asso-
ciated quantum dynamical system and (piω,Mω,Hω, Lω, Ωω) its normal form
as described in Example 10. Note that since finite linear combinations of
elements of W (D) are dense in CCR(D) one has M′ω = piω(W (D))′ and
Mω = piω(W (D))′′.
D equipped with the scalar product (f, g)D ≡ (f, (I + 2ρ)g) is a Hilbert
space. Since eith is a strongly continuous unitary group on D the subspace
A ⊂ D of entire analytic vectors for eith is dense. It follows that any f ∈ D
can be approximated in the norm of D by a sequence fn ∈ A.
A simple calculation using the CCR shows that for f, f ′, g ∈ D,
‖(piω(W (f))− piω(W (f ′)))piω(W (g))Ωω‖2 = 2(1− e−‖f−f
′‖2D/4 cos θ),
where θ ≡ Im(f − f ′, g) + Im(f, f ′)/2. Since the elements of piω(W (D)) are
unitary and Ωω is cyclic it follows that
s− lim
n
piω(W (fn)) = piω(W (f)),
whenever fn converges to f in D. We conclude that
piω(W (A))′ = piω(W (D))′ = M′ω,
and hence piω(W (A))′′ = Mω.
Denote by D ⊂ CCR(D) the linear span of W (A). By the von Neumann
density theorem piω(D) is σ-weakly dense in Mω. Moreover, an explicit calcu-
lation shows that ω(W (f)τ t(W (g))) = e−φt(f,g)/4 where
φt(f, g) = ‖f‖2D + ‖g‖2D + 2(g,
e−ith
I + eβh
f)D + 2(f,
eith
I + e−βh
g)D.
If f, g ∈ A then φt(f, g) is an entire analytic function of t and φt+iβ(f, g) =
φt(g, f). Thus, D fulfills the requirements of Proposition 12. It follows that
ωˆ(A) = (Ωω, AΩω) is a β-KMS state for the W
∗-dynamics generated by the
Liouvillean L = Lω. Note that since Ker ρ = {0} the GNS representation
associated to ω is given by
Hω = L2(Γ+(h)),
piω(W (f))X = W ((I + ρ)
1/2f)XW (ρ1/2f)∗,
Ωω = Ω(Ω, · ),
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where Ω is the Fock vacuum in Γ+(h). The Liouvillean L is given by
eitLX = Γ(eith)XΓ(e−ith),
Moreover, since ωˆ is faithful we have [M′ωΩω] = I and Corollary 3 applies.
Exercise 26. Show that the standard form of Mω on Hω is specified by con-
jugation J : X 7→ X∗ and the cone C = {X ∈ L2(Γ+(h)) |X ≥ 0}.
Exercise 27. Show that if h has purely absolutely continuous spectrum then
0 is a simple eigenvalue of L with eigenvector Ωω. Show that the spectrum
of L on {Ωω}⊥ is purely absolutely continuous. Conclude that the quantum
dynamical system (CCR(D), τ t, ω) is mixing. What happens if h has non-
empty singular spectrum ?
The thermodynamics of the ideal Bose gas is more complex than the above
picture. In fact, due to the well known phenomenon of Bose-Einstein conden-
sation, non-unique KMS states are possible. I refer to Lecture [36] and [12]
for a detailed discussion.
5.2 Perturbation Theory of KMS States
Consider the finite dimensional C∗-dynamical system defined by A = B(Cn)
and τ t(X) = eitHXe−itH for some self-adjoint matrix H. Then
ω(X) =
Tr(e−βHX)
Tr(e−βH)
=
Tr(e−βH/2Xe−βH/2)
Tr(e−βH)
,
is the unique (τ t, β)-KMS state. If V is another self-adjoint matrix then the
perturbed dynamics τ tV as well as the perturbed KMS state ωV are obtained
by replacing H by H + V . Note that, in the present situation, the definition
(45) of the unitary cocycle ΓtV reads
ΓtV = e
it(H+V )e−itH ,
which is obviously an entire function of t. Thus, we can express ωV in terms
of ω as
ωV (X) =
ω(XΓiβV )
ω(ΓiβV )
=
ω(Γ
iβ/2∗
V XΓ
iβ/2
V )
ω(Γ
iβ/2∗
V Γ
iβ/2
V )
. (62)
Let (Hω, piω, Ωω) be the cyclic representation of ω and L the Liouvillean (ω-
Liouvillean and standard Liouvillean coincide since ω is faithful). Then on
has
piω(Γ
iβ/2
V )Ωω = piω(Γ
iβ/2
V )e
−βL/2Ωω = e−β(L+piω(V ))/2Ωω, (63)
by Equ. (48). Thus we can write Equ. (62) as
ωV (X) =
(ΩωV , piω(X)ΩωV )
(ΩωV , ΩωV )
,
76 Claude-Alain PILLET
where ΩωV = e
−β(L+piω(V ))/2Ωω. The cocycle property (47) further gives
Γ
iβ/2
V = Γ
iβ/4
V τ
iβ/4(Γ
iβ/4
V ) = Γ
iβ/4
V τ
iβ/2(τ−iβ/4(Γiβ/4V )),
and τ−iβ/4(Γiβ/4V ) = (Γ
−iβ/4
V )
−1. Since Γz¯∗V is analytic and equals (Γ
z
V )
−1 for
real z, they are equal for all z and
Γ
iβ/2
V = Γ
iβ/4
V τ
iβ/2(Γ
iβ/4∗
V ).
We can rewrite the perturbed vector ΩωV as
ΩωV = piω(Γ
iβ/4
V )e
−βL/2piω(Γ
iβ/4
V )
∗Ωω = piω(Γ
iβ/4
V )e
−βL/2J∆1/2ω piω(Γ
iβ/4
V )Ωω,
and since J∆
1/2
ω = Je−βL/2 = eβL/2J we conclude that
ΩωV = piω(Γ
iβ/4
V )Jpiω(Γ
iβ/4
V )Ωω ∈ C.
Thus ΩωV is, up to normalization, the unique standard vector representative
of the perturbed KMS-state ωV .
The main difficulty in extending this formula to more general situations
is to show that Ωω ∈ D(e−β(L+piω(V ))/2). Indeed, even if V is bounded, the
Liouvillean L is usually unbounded below and ordinary perturbation theory of
quasi-bounded semi-groups fails. If V is such that τ t(V ) is entire analytic, this
can be done using (63) since the cocycle ΓtV is then analytic, as the solution
of a linear differential equation with analytic coefficients. It is possible to
extend the result to general bounded perturbations using an approximation
argument.
Theorem 23. Let (C, τ t) be a C∗- orW ∗-dynamical system and V ∈ C a local
perturbation. There exists a bijective map ω 7→ ωV between the set of (τ t, β)-
KMS states and the set of (τ tV , β)-KMS states on C such that ωV ∈ N(C, ω)
and (ωV1)V2 = ωV1+V2 .
Let ω be a (τ t, β)-KMS state on C. Denote by L the (standard) Liouvillean
of the quantum dynamical system (Cω, τˆ
t, ωˆ) and by Ω ∈ Hω the standard
vector representative of ωˆ. For any local perturbation V ∈ Cω one has:
(i) Ω ∈ D(e−β(L+V )/2).
(ii) Up to normalization, ΩV = e
−β(L+V )/2Ω is the standard vector repre-
sentative of ωˆV .
(iii) ΩV is cyclic and separating for Cω.
(iv) For any V1, V2 ∈ Cω one has (ΩV1)V2 = ΩV1+V2 .
(v) The Peierls-Bogoliubov inequality holds: e−βωˆ(V ) 6 ‖ΩV ‖2.
(vi) The Golden-Thompson inequality holds: ‖ΩV ‖2 6 ωˆ(e−βV ).
(vii) If Vn ∈ Cω strongly converges to V ∈ Cω then ΩVn converges in norm to
ΩV and ωVn converges in norm to ωV .
In the case of unbounded perturbations, one can use an approximation by
bounded perturbations to obtain
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Theorem 24. Let (M, τ t, ω) be a quantum dynamical system and suppose
that ω is a (τ t, β)-KMS state. Assume that the system is in standard form
(M,H, J, C). Denote by L its standard Liouvillean and by Ω the standard
vector representative of ω. Let V be a self-adjoint operator affiliated to M and
such that the following conditions are satisfied:
(i) L+ V is essentially self-adjoint on D(L) ∩D(V ).
(ii) L+ V − JV J is essentially self-adjoint on D(L) ∩D(V ) ∩D(JV J).
(iii) Ω ∈ D(e−βV/2).
Then the following conclusions hold:
(i) Ω ∈ D(e−β(L+V )/2).
(ii) Up to normalization, ΩV = e
−β(L+V )/2Ω is the standard vector repre-
sentative of a (τ tV , β)-KMS state ωV .
(iii) ΩV is cyclic and separating for M.
(iv) The Peierls-Bogoliubov inequality holds: e−βωˆ(V ) 6 ‖ΩV ‖2.
(v) The Golden-Thompson inequality holds: ‖ΩV ‖2 6 ωˆ(e−βV ).
(vi) For any λ ∈ [0, 1] the operator λV satisfies the hypotheses (i), (ii) and
(iii) and one has limλ↓0 ‖ΩλV −Ω‖ = 0 and limλ↓0 ‖ωλV − ω‖ = 0.
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