Abstract This chapter examines the performance characteristics of both asynchronous and synchronous parallel particle swarm optimisation algorithms in heterogeneous, fault-prone environments. The chapter starts with a simple parallelisation paradigm, the Master-Slave model using Multi-Objective Particle Swarm Optimisation (MOPSO) in a heterogeneous environment. Extending the investigation to general, distributed environments, algorithm convergence is measured as a function of both iterations completed and time elapsed. Asynchronous particle updates are shown to perform comparably to synchronous updates in fault-free environments. When faults are introduced, the synchronous update method is shown to suffer significant performance drops, suggesting that at least partly asynchronous algorithms should be used in real-world environments. Finally, the issue of how to utilise newly available nodes, as well as the loss of existing nodes, is considered and two methods of generating new particles during algorithm execution are investigated.
Introduction
Optimisation of solutions using computational models is becoming an increasingly common practice in engineering design and scientific investigations. It has been applied to a wide variety of problems, from biomechanics [26] to avionics [44] and the demand is increasingly for the simultaneous optimisation of several, possibly competing objectives. Such real-world problems usually require complex, timeconsuming computer simulations to solve potential solutions and so parallelisation of optimisation algorithms is a practical necessity. Originally confined to dedicated, parallel computing clusters or special-purpose parallel computers, the emergence of grid computing as a common approach to the provision of computational capacity [1] has dictated the development of optimisation algorithms capable of efficient and effective performance in potentially unreliable distributed environments. Such algorithms can also be applied effectively to utilise small-scale, ad hoc grids of networked computers, bringing the benefits of computational optimisation within the reach of small to medium enterprises.
Several Parallel Evolutionary Algorithms have been studied in the literature (e.g., [3, 6, 43, 16, 11, 10] ). From these studies three main paradigms emerge: the Island model, Master-Slave model and Diffusion model. The focus of this chapter is on the Master-Slave model, a straight-forward method and perhaps the simplest, where a single processor maintains the optimisation task and uses the other processors for objective function evaluations.
We start by studying parallelisation of multi-objective optimisation (MO) algorithms using the Master-Slave model. The Master-Slave model is the simplest parallelisation paradigm when working in a homogeneous environment, and has been widely implemented in such. However, to our knowledge little has been done on the combination of multi-objective optimisation, heterogeneous resources and the Master-Slave model. Comparing multi-objective algorithm with their single objective counterparts there is a major difference. A multi-objective EA (MOEA) must evaluate not just enough trial solutions for effective search of the parameter space, but sufficient to allow determination of the relative fitness against the multiple objectives. In a Master-Slave model, the master processor has to wait for all of the evaluations from the other processors. Then it can apply a ranking method to the solutions to find the non-dominated front and continue the optimisation. In a heterogeneous environment, the waiting time might be very long. In some cases, the fast processors can deliver twice the evaluations of a slow one, in a given period of time. In this work, we study a new algorithm which utilises all of the computing resources, from the slow to the very fast (as in a normal grid).
Solving multi-objective problems on heterogeneous systems has a number of challenges:
• Dealing with heterogeneous resources, the aim is to use all of the computing resources but at the same time to be efficient in time, i.e., the master node must make use of all of the available function evaluations in every time step. Here, the master node encounters a trade-off between waiting for the slowest processor or continuing the optimisation based on the available solutions.
• The output of multi-objective optimisation problems is usually a set of socalled Pareto-optimal solutions. Most multi-objective evolutionary algorithms (MOEAs) approximate these solutions by finding a set of non-dominated solutions. In every generation, a typical MOEA method applies a ranking-based method to the entire population to evaluate the solutions.
• Efficient and effective exploration of the search space is another important issue, in common with most practical applications of optimisation. The Master-Slave model is typically used to solve computationally expensive problems. The main task would be to employ a reasonable exploration technique while minimising the computational cost.
One drawback of the Master-Slave model is the communication overhead between processors. Since the simulation models considered in real-world engineering design problems are typically complex and computationally expensive, the computation time will usually outweigh communication time, so this factor can safely be ignored. Particle Swarm Optimisation (PSO) is fast being established as an efficient, parallel optimisation technique for both single and multiple objective design problems. In Multi-Objective Particle Swarm Optimisation (MOPSO), each particle (individual) follows its own best position and the position of a global guide. Hence, in the parallelisation scheme, it is enough to find a guide for a particular particle to improve that particle's position. This is an advantage compared to other MOEA techniques such as SPEA2 [48] or NSGAII [17] . In SPEA2, all of the individuals are compared to each other and are given a strength and in NSGAII a ranking method finds different non-dominated fronts. In these methods, the best evaluation is based on the entire population.
In distributed systems, different kinds of failures can happen. Some typical failures among the others are: nodes may get overloaded, fail or loose their connection to the other nodes. In this chapter, we also address optimisation using such unreliable environments. We name the new approach Parallel Asynchronous Particle Swarm Optimisation (PAPSO) and we examine the effects of asynchronous updates in PAPSO algorithms in fault-prone environments, and compare the convergence characteristics of Parallel Synchronous Particle Swarm Optimisation (PSPSO) [37] and PAPSO algorithms against both iteration count and wall-clock execution time.
Apart from investigating the failures in the system, we address the aspect of having new nodes in the available system, known as churn. We use the new nodes for improving the quality of the approximated front obtained by MOPSO.
This chapter is organised as follows. In the following we introduce the test functions used throughout the chapter. In the next sections (2 and 3), we study synchronous and asynchronous parallel multi-objective particle swarm optimisation. Sections 4 and 5 are about unreliable environments and parallel MOPSO methods working on such environments. In Section 6, we address the churn issue in our approach and propose two new methodologies for covering and extending the edges of the obtained approximated front. Section 7 concludes the chapter. 
Test Functions
For the experiments in this chapter, some standard test functions from the multiobjective optimisation literature are used. These test functions are two-and threeobjective optimisation problems selected from [48, 18] , as shown in Table 1 .
Master-Slave Model of Parallelisation
The simplest parallelisation paradigm for optimisation is the Master-Slave model. This model is aimed at distributing the (objective function) evaluation of the individuals on several slave computing resources while a master resource executes the optimisation procedure. The master node can also be used for evaluations. This model is of great benefit when the function evaluations are very expensive. It is very natural to use parallel computers to solve expensive functions but care must be taken that the algorithm searches efficiently. In addition, a key issue is that in many situations the computing resources are heterogeneous. In the Master-Slave model, the central computing resource (master node) has to gather information from all of the resources and perform the optimisation steps (such as ranking etc.) based on the solutions obtained. However, waiting for the slowest processor may take a long time.
The main questions when solving problems on heterogeneous computing resources therefore are:
Find non-dominated solutions; store in the archive Update the population and the archive Apply turbulence factor until Termination condition met Return archive 1. how to efficiently search the space and 2. how to use all of the resources so that none of them remains idle.
Parallel Multi-Objective Particle Swarm
A typical MOPSO method is shown in Algorithm 1. It starts with a random population of solutions (also called particles). Every particle i has a position in the search space and a velocity, denoted by the vectors x i and v i , respectively. The nondominated particles are stored in an archive and the population is updated based on the positions of the global best particles P global and their own personal memories P Best :
where w, R 1 and R 2 denote the inertia weight and control parameters. In MOPSO, selecting the best personal position and the global positions has a great impact on the quality of the solutions [5, 29] . The global best is usually selected from the archive.
To avoid local optima in MOPSO, a percentage of the particles are randomly selected and moved in order to explore the search space. This is implemented using a turbulence factor. MOPSO is iteratively continued until a stopping criterion, such as a certain number of iterations or evaluations, is met. A very good survey about MOPSO can be found in [35] . Parallelising MOPSO based on the Master-Slave model for a set of homogeneous resources can be easily achieved. Algorithm 2 shows a (synchronous) Parallel MOPSO on an homogeneous set of resources. Since the computing resources are homogeneous it is safe to assume the results from slave nodes will be returned to the master node in a timely and synchronised manner, provided the computing resources and interconnection network are dedicated to the optimisation task and free of failures. In every iteration, the master node distributes the evaluation tasks and waits for all of the resources to finish.
However, the main issue in dealing with heterogeneous (asynchronous) resources is that in the worst case of having only one slow computing resource, almost all of the computing resources remain idle while the master node waits for the slowest one. Here, we want to make use of all of the computing resources in a way that, as soon as a reasonable amount of resources have completed evaluations, the master resource continues optimising without further waiting. This is not to imply the results of the slow computers are not also of interest as they also contain information about the search space. The information from them will be incorporated when it arrives at a later stage. The first step in parallelisation on a heterogeneous set of resources is to define a good set of initial particles and send them to the slave nodes for evaluation. Usually in MOPSO a random set is used; here we propose to use a set of random particles defined by a recursive Gap Search (GS) Method as explained below. While use of Gap Search is peripheral to the investigation of asynchronous update in the MOPSO algorithm, it is a novel approach to satisfying the goal of efficient search of the parameter space.
Exploration Using Recursive Gap Search Method
For searching the least explored regions of a search space, Gap Search (GS) algorithm has been proposed which is very similar to the Binary Search [23] . GS is a recursive search algorithm which finds the large gaps in the search space and samples solutions in those areas where the binary search employs a successive search in most promising areas in the search space. In GS, the search is started by selecting a random point in the search space. Then the largest empty region is found in the space by computing the distances between the first point and the boundaries of the search space. Figure 1 (a) shows an example for a two dimensional space. The next point is randomly selected in that empty region (Figure 1 (b) ). This is an iterative method and can be performed for any desired number of solutions. These solutions are usually stored in a list.
One disadvantage of GS is that selecting a point from a large list of solutions requires a relatively high computation time, particularly for spaces of high (> 20) dimensionality. In the cases at which this study is aimed, it is assumed the time taken for objective function evaluations will dominate. 
Parallel MOPSO on Heterogeneous Resources
We propose a MOPSO which starts with an initial set of solutions based on the recursive Gap Search method. These selected solutions are stored in a list and are sent to the slave processors for evaluation. The master node waits for N s (1 ≤ N s ≤ N) processors where N is the total number of available processors. After receiving those evaluations, the non-dominated solutions are stored in the archive and the master node sends new evaluation jobs to the N s processors. Note that this differs from a synchronous algorithm in that the master node is determining Pareto-dominance of solutions based on incomplete information. A synchronous MOPSO waits for all solution evaluations to be returned before processing them.
Before sending the parameter sets, the master node qualifies the evaluation of the processors. If the solution found by a processor is:
• dominated by one of the archive members: the master processor selects a proper global guide from the archive and updates the position of the corresponding particle based on MOPSO. Then the master processor sends the new position to the slave processor for evaluation.
• not dominated by any other archive member: the master processor gives the task of exploration to the corresponding processor. Based on the Gap Search Method, a proper random position in an unexplored region in the space is selected and is sent to the slave processor for evaluation.
The exploration task done by GS replaces the turbulence factor of the original MOPSO. The population members are stored in the Gap List over the generations. Algorithm 3 shows the parallel MOPSO on heterogeneous resources.
Algorithm 3 Asynchronous MOPSO
Initialise population using GS Store the GS points in a List Distribute evaluations of the population members on the computing resources repeat Wait for at least N s of the computing resources to finish evaluations Find non-dominated solutions; store in the archive For all of the dominated solutions Update using MOPSO For all of the non-dominated solutions Explore using GS Update the GS List Update the archive Redistribute the evaluations on the resources until Termination condition met Return archive
Discussion
In this algorithm, the parameter N s , the least number of processors to wait for, must be known in advance. In fact, this parameter depends on the heterogeneous resources and the estimated load on them. It can also change during the iterations.
In the proposed Parallel MOPSO, we do not use a turbulence factor. Instead, we apply an intentional exploration to the non-dominated solutions using the Gap Search method. The reason is that the non-dominated solutions cannot be significantly improved by the conventional MOPSO as they constitute the global best particles from which guides are drawn. Therefore, their positions are stored in the archive and we assign them a new position based on the Gap Search. On the other hand, the position of the dominated particles can be improved by the guidance of the non-dominated ones and therefore the MOPSO method can be used effectively.
Also, in this algorithm we not only store the non-dominated solutions in the archive but we also store all the population members (explored by GS) in a list. In fact, the list is very useful to obtain knowledge about the unexplored regions, in contrast to the idea of selecting any random position in parameter space using the turbulence factor. It must be mentioned that the size of the list has a great impact on the computation time. Here, we assume that the function evaluations require a relatively high computation time and that there is a limited number of solutions in the lists so that the computation time of finding the unexplored regions in the list can be neglected.
Experiments
The major goal of the experiments was to evaluate the quality of the solutions when running the system for a certain time and adding waiting time (execution hetero- geneity) to the resources. The system was analysed by adding waiting time to the fast resources to wait for a certain percentage of the slow ones. The experiments were performed on a simulation environment containing 100 resources with 5 different computation speeds. The simulation was based on a real scenario in a typical grid. The test function FF was selected from Table 1 for these experiments. The quality of the solutions was computed by the hypervolume metric [48] averaged over 20 runs.
The asynchronous MOPSO described, an extension of the algorithm from Mostaghim and Teich [29] , was executed on the master node using 100 particles. The total time T total was set to be 120, meaning the fast resources were able to evaluate 120 particles.
The main archive stored in the master node was set to be empty initially (for the first run). Parameter settings were selected so that the first runs of the 100 resources included only a random sampling of the search space until the fast processors finished their evaluations and updated the archive. Figure 3 shows the quality of the archive members over time. Different plots illustrate the quality if the resources that complete wait for j other resources to finish and update the archive ( j = 0, 10, 20, 30, 40, 50) .
We observe that, if the resources do not wait, the results are worse than if they wait for at least 10 to 20 percent of the resources. This result is to be expected as, in multi-objective optimisation, the results depend on each other through the dominance relation. If the resources wait (in this case) for up to 20 percent, they achieve a better quality than if they do not wait. In fact, in every step of optimisation it is better to have enough evaluations to find more dominated and non-dominated solutions. Hence waiting for a time has the advantage of receiving more solutions. This leads to a better direction in the optimisation than not waiting. However, waiting for a large number of other resources means that the fast processors stay idle for a long time which is, on the other hand, undesirable when allowed only a fixed time for the entire optimisation process (such as when using the grid).
Unreliable Distributed Environments
The experiments described in the previous section demonstrated the improvements achievable using asynchronous updates in an environment consisting of heterogeneous computing resources. Parallel MOPSO was based on the straightforward Master-Slave parallelisation paradigm. In this section we seek to extend the algorithm to use in a decentralised distributed computing environment. At the time of writing, the only studies on asynchronous particle updates in parallel particle swarm algorithms have focused mainly on parallel efficiency [26, 45] , without thoroughly examining the impact of parallel updates on algorithm convergence time, and without looking at the impact of evaluation failure. Failure is an important factor to consider, as it is practically unavoidable in most environments, whether caused by inter-node communication breakdowns, node failure, or even failure of the solver itself. Indeed, in distributed computing environments it is prudent to assume it is not a matter of if failures of computers or communications will occur, but when. The work described in this section examines the effects of asynchronous updates in distributed MOPSO algorithms in fault-prone environments (Parallel Asynchronous MOPSO), and compares the convergence characteristics of Synchronous and Asynchronous MOPSO against both iteration count and wall-clock execution time.
Distributed Particle Swarm Optimisation
As described earlier, the simplest and most common distributed particle swarm optimisation algorithms utilise a master-slave architecture, where a single controlling (master) processor runs only the optimisation algorithm, and utilises external (slave) processors to compute potential solutions [32] . Care must be taken, however, in translating this model to an unreliable distributed computing environment, as failures may impact the master node itself.
In a synchronous MOPSO, the algorithm will wait for all particles to be solved before updating particle velocities and positions using equations 1 and 2. This allows the term iteration to be easily defined as one step of the algorithm in which all particles are evaluated. In asynchronous MOPSO, however, the algorithm will wait for only a certain proportion of the particle solutions to be returned before updates are carried out, making an iteration harder to define. For the purposes of comparing convergence against iterations completed, a single iteration of a asynchronous algorithm will be defined as a period in which the number of evaluations performed equals the number of particles in the population.
The performance of synchronous algorithms will be seriously impacted if the computing resources are not homogeneous. If some particles take longer to compute than others, at the end of each iteration most nodes in the cluster will be idle, reducing parallel efficiency, and increasing the execution time of the algorithm. Worse still, if one or more particle solutions are not returned in a timely fashion (in which case they can be said to have failed), those particles must be evaluated again, further decreasing parallel efficiency and negatively impacting the time taken to arrive at the optimal solution. The asynchronous algorithms will not suffer as significantly from these issues. A 1% synchronous environment (i.e., fully asynchronous, the algorithm does not wait for any other evaluations to be completed) asynchronous MOPSO will theoretically obtain near 100% parallel efficiency, and the impact of failures will be lessened, as a failed particle will not delay any others. In a 50% synchronous environment, the asynchronous MOPSO will still have a somewhat higher parallel efficiency than the synchronous one, and will only be impacted by failures if half or more of the particles fail to evaluate.
However, it can be expected that the parallel asynchronous MOPSO will have some disadvantages compared to the synchronous one in regards to convergence against iterations completed. Whereas the sequential asynchronous MOPSO yielded convergence improvements over the synchronous MOPSO, the parallel synchronous MOPSO will have somewhat decreased performance. The cause of this becomes obvious when examining the amount of information (previous solutions) available when any given particle is updated. In the sequential asynchronous MOPSO, the number of previous solutions PS sa for particle j at iteration i for a swarm of size N is given by Equation 3.
For example, on the second (i = 2) iteration of a N = 100 MOPSO, particle j = 50 will have 149 previous solutions available to it. This is more than would be available to a synchronous MOPSO, which would only have the 100 solutions from the previous iteration available for the same example, as given by Equation 4.
Calculating the amount of information available to a purely asynchronous MOPSO is slightly more complex, being based somewhat on when the particle evaluation is completed, but for a particle having around average evaluation time, it can be approximated as in Equation 5 .
Unlike the sequential asynchronous and synchronous MOPSO, the Parallel asynchronous MOPSO at iteration i = 2 will not usually have all the information from the previous iteration available to it, as many particles will still be under evaluation. As such, for the example used previously, a particle on the second iteration will only have, on average, 50 previous solutions available to them. This clearly suggests that, in terms of iterations completed, the parallel asynchronous MOPSO should converge more slowly than the synchronous one. It is expected, however, that this performance decrease will be countered somewhat by the increased parallel efficiency of the asynchronous MOPSO, which will allow particle evaluations (and thus iterations) to be completed more quickly than in the synchronous one.
Simulation Setup and Testing Procedure
In order to examine the performance of the parallel asynchronous and synchronous MOPSO in heterogeneous, fault-prone conditions, a distributed particle swarm simulation environment was constructed using both 100 particles and 100 computational nodes. A MOPSO algorithm was used, with P global and P best being chosen at random from the non-dominated sets of solutions found by the entire population and by the individual particles, respectively. Particle evaluation times were controlled so as to conform to a normal distribution, with a mean execution time of µ = 5 seconds and a standard deviation σ = 1 second. Modeling the evaluation times in this way meant that failures could be de-tected by monitoring the time taken by each solver. If a solution was not returned with µ + 4σ seconds, it was assumed that the solver had failed and required that the evaluation be repeated. This is a safe assumption, as (from the properties of the normal distribution) 99.997% of evaluations would have completed in this allowed time.
The solver used was the analytical ZDT1 test function described earlier. Simulations were run for varying degrees of synchronous behaviour, ranging from 1% (fully asynchronous) through to 100% (fully synchronous), and for failure rates of 0%, 5%, 10% and 20%. It should be noted that these failure rates are mean failure rates, as the probability of an evaluation failure was based on a normal distribution. Results were averaged over fifteen runs to ensure reliable, repeatable experimental data was obtained. A convergence factor metric was used which measured area of the potential solution space not dominated by an approximation to the Paretooptimal front as a ratio of the solution space not dominated by the actual Paretofront. This convergence metric is given mathematically as
where PA approximate is the non-dominated area under the approximate Pareto-optimal front, and PA actual is non-dominated area under the real Pareto-optimal front, which can be derived mathematically for the test functions used. An approximation to the Pareto-optimal front that is equal to the actual Pareto-front has a convergence factor of one, and a solution set that has not converged will have a convergence factor less than one (but greater than zero). This convergence factor was monitored as a function of both iterations completed and time elapsed. In addition to node failure, grid (or node) diversity will also impact the performance of the MOPSO variants. In a more diverse grid, solution times will vary more widely, increasing the parallel efficiency advantage of the asynchronous algorithm. Conversely, a grid containing mostly homogeneous nodes will lead to very similar solution times, decreasing the parallel efficiency advantage of the asynchronous method, making a more synchronous approach desirable. To test this hypothesis, simulations were performed with varying execution time distributions for both the fully synchronous and fully asynchronous implementations.
Results
The first test carried out involved measuring the convergence of the algorithms as a function of iterations completed in a fault-free environment, in order to confirm the previously stated hypothesis that the more asynchronous algorithm variations will take more iterations to converge to the same point as the less asynchronous algorithms. The average convergence factor for 1% synchronous, 30% synchronous, 70% synchronous and 100% synchronous MOPSOs over 100 iterations is shown in Figure 4 . These results support the stated hypothesis, clearly showing that the fully synchronous algorithm (the parallel synchronous MOPSO) converges faster with respect to iterations completed than the asynchronous MOPSO variations, with the purely asynchronous algorithm performing the worst of all, as expected. The more synchronous the algorithm is, the faster it converges with respect to iterations completed. Figure 5 (a) shows the algorithm convergence as a function of time for an execution time distribution having a 5% standard deviation, representing a mostly homogeneous grid environment. In such an environment it can be seen that the synchronous update mechanism outperforms the asynchronous one, due to the reduced parallel efficiency advantage gained through the use of asynchronous updates. At some solver execution time distribution, the performance of the different update mechanisms can be expected to be approximately equal. When grid diversity is increased passed this critical point, the parallel efficiency advantage provided by asynchronous particle updates outweighs the iteration-wise convergence increase of the synchronous algorithm. This is confirmed in Figure 5 (b), which shows the convergence rate of the two algorithm variations when the distribution of solver execution times has a standard deviation of 20%.
The introduction of faults has very little effect on the asynchronous (1%, 30% and 70%) algorithms, whereas the performance of the synchronous algorithm drops Figure 6 shows the same algorithm performance measure for a probability of failure of 10%. Once the failure rate reaches 10%, the 90% synchronous MOPSO's performance also starts to degrade. With increasing failure rates, the synchronous MOPSO degrades further. This extra drop in performance can be attributed The performance losses shown in the synchronous MOPSO and the more asynchronous MOPSO algorithms would not be evident on graphs displaying algorithm convergence as a function of completed algorithm iterations, highlighting the significance of examining the execution time of such parallel algorithms in heterogeneous, fault-prone environments.
Addressing Churn
To this point, the analysis of the algorithms has focused on their performance in the presence of failures. In a distributed computing environment, it may be the case that additional nodes will become available for use. New nodes may appear either by addition to the resources, particularly in instances in which the computational resources comprise an ad hoc grid in a peer-to-peer environment [41, 39] , or by a node which previously failed returning to operation. Together with failures, the turnover in resources is collectively known as churn. When additional resources appear, the optimisation algorithm must decide how best to use them, generating new particles for them to evaluate. The generation of new particle positions is a new problem which required investigation. Particle generation during the initialisation stage of evolutionary optimisation algorithms has been investigated, with the general opinion tending towards random initialisation of particles when no information on the problem space is available [47] . Some studies, however, have shown that with some prior knowledge of the problem space, intelligent positioning of the initial population leads to faster convergence to the optimal solutions [34, 4, 15, 33] . When generating new particles during the optimisation process, significant information regarding both the problem space and the current swarm location will be available, and this chapter investigates a number of methods of utilising this information to improve convergence speeds in unreliable distributed environments.
Proposed Approaches
Mid-execution of a particle swarm optimisation process, the algorithm has access to the current approximate to the Pareto-optimal front (that is, the best solutions found by the algorithm to that point in time). Using this information, new particle positions can be generated with aim to improve the Pareto front, by either attempting to fill gaps in it, or by extending its edges.
Approach 1: Filling Gaps in the Pareto Front
The governing equations of the particle swarm algorithm, neglecting the inertia term, cause particles to search between two points in the search space -the local and global guide solutions. Using a similar approach when generating new particles is therefore an obvious choice. Instead of using local and global guides (the former being unavailable as we are generating a new particle), the two locations to search between can be taken as the two bounding solutions in the largest gap in the current Pareto-front, for example solutions x ′ and x ′′ in Figure 7 .
Once the bounding solutions are selected, each parameter x k is calculated for the new particle using equation 7.
The symbols r 1 and r 2 in (7) represent uniformly distributed random numbers between zero and one. Given the assumption of correlation between parameter and objective space (which is inherent in the particle swarm method), the newly generated particle should fall roughly between the two bounding solutions in the objective space. Fig. 7 Generating a new particle location by filling the largest gap in the pareto front
Approach 2: Extending the Edges of the Pareto Front
The gap-filling approach may cause the swarm to cluster towards the centre of the Pareto front, as it will never generate new particles outside the bounds of the current solutions on the edge of the front. In order to extend the edges of the front, a different approach must be used. The edge points are defined by sorting on an objective and choosing the extremes. Once the extremal solutions are selected, each parameter x k is calculated for the new particle using equation 8.
The symbols r 1 and r 2 in (8) again represent uniformly distributed random numbers between zero and one. The newly generated particle will this time be positioned past the current edges of the Pareto front in the solution space, again assuming correlation between the parameter and objective spaces. This approach is shown in Figure 8 . 
Approach 3: A Hybrid Method
Both of the previously discussed approaches have both advantages and disadvantages. The gap filling method will promote good coverage of the global Pareto front, but only between the currently located extremal solutions. The edge extending approach, on the other hand, will promote exploration outside the current approximation to the Pareto front, but at the expense of convergence in the centre. It makes sense, then, to use a combination of the two approaches in order to gain the benefits of both while limiting the disadvantages.
Testing Procedure
In order to examine the performance of each approach, a testing environment was created utilising a thirty particle PSO algorithm, with one particle being removed and replaced using each of the various approaches at set intervals. Four popular analytical test functions were used as follows. Test functions ZDT1, ZDT2 and DTZL were each run for 200 iterations, with a particle replacement occurring every five iterations. The FF test function was run for 70 iterations (as it was a simpler, easier to solve problem), with particle replacement every second iteration.
Each optimisation process was executed 200 times, with convergence and coverage metric data being averaged to give reliable results. The convergence and coverage metrics used are described later in this section. As well as the three previously described approaches, a baseline test was included where no particles were added or removed, as well as a random test where new particles were randomly generated.
Algorithm Performance Metrics
Up until this point, a single algorithm performance metric has been sufficient for examining the effects of altering the implementation of a distributed particle swarm optimisation algorithm. However, in order to comprehensively examine the effect of an algorithmic modification such as creating new particles during execution, two separate performance metrics are required [17] . The two metrics used are described here.
Convergence Metric
The metric used to measure algorithm convergence (the closeness of a non-dominated set to the real Pareto-optimal front) in this study does so by measuring the volume/area of the objective space which is not dominated by a given approximation to the Pareto-optimal front. This is somewhat similar to the popular hypervolume metric, which evaluates the area/volume of the objective space which is dominated by a given set of non-dominated solutions [48] . This inverted hypervolume metric was used as the lower bounds for all objective in each of the test functions used are known to be zero, providing a convenient boundary for a hypervolume-like metric. In the case of minimisation problems, such as the test functions used for this chapter, a smaller value for this metric denotes a closer approximation to the global Pareto-optimal front.
Coverage Metric
The coverage metric used for this research is a new one, as no existing metrics were deemed suitable for the purposes of this study. Existing diversity metrics [17] measure the statistical spread or evenness of the Pareto-front, rather than quantifying how well a given non-dominated set covers the objective space. An approximate front may be very evenly spread (that is, the distances between adjacent particles are relatively similar). However, it may contain very few solutions and/or not adequately cover the entire range of possible objective values. In such cases existing diversity metrics would give a misleading evaluation of the quality of the approximate Paretooptimal front.
A new coverage metric is proposed whereby the objective space is divided into sectors originating from the utopia point. The value of the diversity metric is then given as the ratio of these sectors which contain at least one member of the nondominated set to the total number of sectors, or, mathematically:
where ψ n = 1, if ∃S ∈ PF , α n−1 ≤ tan
A simple example of this metric can be seen in Figure 9 . In this example, the solution space is divided into ten equal segments, with seven of these segments containing solutions in the current approximation to the Pareto-optimal front. This approximate Pareto front would therefore be classified as having a 0.7 or 70% coverage factor. Practically, more segments are used to give a higher resolution resultin this study, the same number of segments were used as there were particles in the swarm. 
Experimental Results
Box plots of the convergence and coverage metrics for each test function and algorithmic approach can be seen in Figures 10 through 13 .
It can be seen that the gap filling method significantly out-performs edge extending approach in both the ZDT1 and ZDT2 test functions, in terms of both convergence and coverage of the Pareto-optimal front. Both approaches appear to result in better optimisation results than the baseline algorithm and the random generation method.
The two approaches faired slightly differently when applied to the FF test function. The gap filling method still resulting in increased algorithm convergence when compared to extending the edges, however the difference between the two approaches here was significantly less than for the ZDT functions. Unlike the results for two ZDT functions, here the edge extending approach achieves, on average, better coverage of the Pareto front than the gap filling method for generating new particles. The results for the DTZL test function are comparable to those obtained using the ZDT1 and ZDT2 functions, with the gap filling approach being the top performer.
The hybrid approach, which generated new particles using the gap filling approach 75% of the time and used the edge extending approach the other 25%, can be seen to give the most consistent results across all four test functions. In all cases, the results produced by the hybrid approach compare quite favourable with those of the top performing method.
A question remains as to how well the methods described in this section scale with increased numbers of objectives, i.e., an objective space of higher dimensionality. When finding gaps, it is not difficult to generalise the method to higher dimensions. It suffices to find the nearest neighbour for each point in the set of nondominated solutions by means of calculating the Euclidian distance between them in objective space, and select the pair for which this distance is a maximum. This operation has a computational complexity of O((N/2) 2 ) but, given the assumption that the evaluation of objective functions dominates computation time, this can be ignored. Extending edges is less simple: as the dimensionality of objective space increases, so do the number of edges to be considered and it is not clear that the function of the algorithm will be best served by choosing only extremal points. The effects of higher dimensionality on algorithm performance remain a subject for future work.
With regard to the coverage metric, the metric operates essentially by taking an N − 1 dimensional "slice" through the objective space, trivially extensible to multiple dimensions. As, however, this effectively collapses the distribution of the nondominated set into a projection onto a single dimension, care should be exercised interpreting results for higher-dimensional problems.
Conclusions
In this chapter, we studied the Master-Slave model of parallelisation to solve multiobjective optimisation problems on a heterogeneous set of resources. We proposed a new hybrid Parallel MOPSO method called PMOPSO which uses a Gap Search method to search unexplored regions of the parameter space. PMOPSO was tested on a scenario containing a set of heterogeneous resources and compared with 3 other cases. The results show a good quality of solutions even when compared with a non-parallel case which takes a longer computation time. The proposed approach is particularly suitable for very expensive multi-objective problems of real-world applications using a heterogeneous set of processors.
Consideration of asynchronous update in parallel MOPSO algorithms was extended from the Master-Slave model to a general, distributed computing approach. From the results presented in this chapter it can be concluded that asynchronous particle updates, while negatively impacting algorithm convergence with respect to iterations completed, allow parallel distributed particle swarm algorithms to gracefully and efficiently handle node and solver heterogeneity as well as node, network and solver failure. Using asynchronous particle updates has been shown to increase parallel efficiency [26] , which in turn decreases the computation time required for each algorithm iteration. This decrease in iteration time mitigates the decrease in algorithm convergence as a function of iterations completed which is introduced by the asynchronous update mechanism.
Simulations performed have shown that the more likely failures are, the more asynchronous the parallel particle swarm algorithm should be made. The degree of grid heterogeneity will need to be considered alongside grid volatility when setting the degree of synchronisation in particle updates. In fairly reliable environments such as fixed, dedicated high-performance computer clusters, mostly synchronous algorithms can be used, however if deploying into more volatile environments, such as distributed computer grids or non-dedicated peer-to-peer systems, the algorithms used should be made more asynchronous to counter the higher number of failures that can be expected. The degree of synchronisation could be set dynamically, allowing the performance of the algorithm to be maintained in dynamic grid environments.
Finally, we considered the issue of churn, in which compute resources may not only disappear through failure, but appear, by a variety of mechanisms, to take on tasks. Two methods, Pareto front gap filling and edge extending, and proposed a hybrid approach were evaluated for their ability to fully and effectively utilise available resources in decentralised, fault-prone distributed environments. The proposed approaches were tested using a number of popular analytical optimisation test functions, and performance evaluated with convergence and coverage metrics. Generating new particles by attempting to fill gaps in the Pareto-optimal front generally performed better than extending the front's edges. However it was shown that extending the edges of the Pareto-front can be more advantageous in certain scenarios. From this, a hybridised method was formulated to utilise both approaches while favouring gap filling, and this hybrid method was shown to perform consistently well across all problems used for testing.
Results presented here have shown that asynchronous updates in parallel particle swarm algorithms can lead to significant performance increases in diverse grid environments, where solver execution times will vary widely. Future work is desirable to investigate dynamic methods to respond to changing computing environments, in both the degree of synchronisation and manner in which additional compute resources are utilised. In addition, further analysis of the performance of PAPSO algorithms on other test problems with higher numbers of parameters and objectives is required.
