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FAMILIES OF CONIC KA¨HLER-EINSTEIN METRICS
by
Henri Guenancia
Abstract. — Let p : X → Y be an holomorphic surjective map between compact Ka¨hler mani-
folds and let D be an effective divisor on X with generically simple normal crossings support and
coefficients in (0, 1). Provided that the adjoint canonical bundle KXy +Dy of the generic fiber is
ample, we show that the current obtained by glueing the fiberwise conic Ka¨hler-Einstein metrics
on the regular locus of the fibration is positive. Moreover, we prove that this current is bounded
outside the divisor and that it extends to a positive current on X.
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Introduction
Let p : X → Y be a holomorphic surjective map between two compact Ka¨hler manifolds X
and Y , and let D =
∑r
k=1Dk be a reduced divisor on X with generically simple normal crossings
and mapping surjectively to Y by p. We denote by W ⊂ Y the minimal analytic subset of Y
such that if X0 := p
−1(Y rW ), then every fiber Xy of p|X0 is smooth, D|Xy has simple normal
crossings (and therefore is transverse to Xy). Finally, let {γ} ∈ H1,1(X,R) be a real cohomology
class containing a smooth semipositive form γ.
Now we assume that for a generic y ∈ Y and a set of numbers β1, . . . , βr ∈ (0, 1), the
cohomology class
c1(KXy +
r∑
k=1
(1− βk)Dk |Xy) + {γ}|Xy
is Ka¨hler. By [GP16], there exists on each such fiber Xy a unique (twisted) conic Ka¨hler-
Einstein metric ωy with cone angles 2piβk along Dk |Xy satisfying:
(0.1) Ricωy = −ωy + γ|Xy +
r∑
k=1
(1− βk)[Dk |Xy ]
The author is partially supported by NSF Grant DMS-1510214.
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Over X0, it is possible to glue the fiberwise conic Ka¨hler-Einstein metrics ωy to get a current
ρ ∈ c1(KX/Y +
∑r
k=1(1 − βr)Dk) + {γ} with locally bounded potentials. A priori, ρ need not
have regularity or positivity in the directions transverse to the fibers, and it need not extend to
X. Our main theorem addresses these questions:
Theorem. — Let p : X → Y a holomorphic surjective map between compact Ka¨hler manifolds,
D =
∑r
k=1Dk a reduced divisor with generically simple normal crossings, {γ} ∈ H1,1(X,R) a
semipositive class and β1, . . . , βr ∈ (0, 1) such that the cohomology class c1(KXy +
∑r
k=1(1 −
βk)Dk |Xy) + {γ}|Xy is Ka¨hler for every y ∈ Y rW . Then the fiberwise twisted conic Ka¨hler-
Einstein metrics ωy satisfying (0.1) can be glued to define a current ρ on X0 such that:
• ρ is positive
• ρ is bounded outside D
• ρ extends to X as a closed positive current in c1(KX/Y +
∑r
k=1(1− βr)Dk) + {γ}.
In particular, the cohomology class c1(KX/Y +
∑r
k=1(1− βk)Dk) + {γ} is pseudoeffective.
The first two items can be summarized by saying that if ω is a Ka¨hler form on X, then for
any relatively compact subset Ω ⋐ X0 rD, there exists a constant C = C(Ω) such that
0 6 ρ 6 Cω
holds on Ω. In particular, the local coefficients of ρ are locally bounded functions outside D.
Also, the local potentials of ρ on that set are C 1,α-regular for any α < 1. We refer to Corollary
5.3 for a slightly refined statement.
This Theorem is the ”conic” analogue of the main theorem of [Pa˘u12] where D = 0. We
will follow the same strategy but the analysis becomes significantly more subtle as we need
to deal with conic metrics, whose regularity properties are far too weak to simply follow the
lines of [Pa˘u12], cf next paragraph. From an algebraic point of view, this is reflected by the
difference between dealing with semiample line bundles and merely effective ones. The last item
(extension of ρ to X) is however very similar.
If {γ} is the cohomology class of a line bundle (up to a scalar), then the pseudoeffectivity of
c1(KX/Y +
∑r
k=1(1 − βr)Dk) + {γ} is a consequence of the far more general theorem [BP08]
about the psh variation of Bergman kernels. However, it is very interesting to understand the
variation of Ka¨hler-Einstein metrics (rather than Bergman kernels), as these canonical objects
should detect the variation in moduli of the family.
Outline of the proof.
Let us first recall the strategy of the proof in the case where D = 0 ([Pa˘u12, Theorem 1.1]).
First, one proves that the current ρ is positive on X0, and then one proves that it extends to a
positive current on X using a refined version of Ohsawa Takegoshi theorem [BP12].
To show that ρ is positive on X0, it is crucial to first apply the implicit function theorem to get
that the fiberwise (twisted) Ka¨hler-Einstein varies smoothly on X0. After observing [Pa˘u12,
Remark 3.1] that it is enough to consider the case where Y = D, everything comes down to
showing that the smooth function c(ρ) is non-negative (the argument will actually show that
c(ρ) > 0). To do so, one works over a fixed fiber Xt and derives an elliptic equation satisfied by
c(ρ):
(−∆ρ + Id)c(ρ) = |∂¯vρ|2 + γ(vρ, vρ)
As the right hand side is positive and the operator −∆ρ + Id is positive, one get the expected
result, cf [Sch12, §3]. One can notice that an application of the maximum principle would work
just as well for that purpose.
FAMILIES OF CONIC KA¨HLER-EINSTEIN METRICS 3
The general case with a boundary divisor D presents some major new difficulties. The general
strategy will be the same: first show that ρ is a positive current on X0, and then extend it to
X; however, it will require an additional effort to show that ρ is smooth on X0 rD. This last
step surprizingly relies on the positivity of c(ρ). The second part is essentially similar to the
one for D = 0, cf §6. The first part, however, becomes significantly more involved. The main
reason is that the lack of (known) regularity for conic Ka¨hler-Einstein metrics prevents us from
applying the implicit function theorem directly to the fiberwise conic KE metrics to get their
smooth variation (in the conic sense). Without this, one cannot make sense of c(ρ), and the
whole argument collapses.
To circumvent this difficulty, we will work instead with approximate conic Ka¨hler-Einstein
metrics ωε on each fiber; these are smooth metrics converging fiberwise to the conic Ka¨hler-
Einstein metrics. Glueing them yields a smooth (1, 1)-form ρε on X0, solution on each fiber of
an elliptic equation of the form:
(−∆ρε + Id)c(ρε) = |∂¯vρε |2 + γ(vρε , vρε) + Θε(vρε , vρε)
where Θε is a smooth approximation of the current
∑
(1 − βk)[Dk]. The first two terms in the
right hand side are non-negative but unfortunately Θε is not semipositive in general (cf e.g.
[Gue15, Remark 1.1]), so that we do not get the semipositivity of c(ρε). Rather, we have a
lower bound of infXt c(ρε) that essentially looks like −
∫
Xt
ε2
|s|2+ε2
· |vρε |2ωρnε , where we assumed to
simplify that D = (s = 0) was smooth; here ω is a smooth metric on Xt. Actually the integral
is more complicated and involves an upper bound of the heat kernel, cf (4.5). Most of the effort
is then concentrated on showing that this last integral tends to 0 when ε→ 0.
Looking at the expression of vρε recalled in the previous paragraph, one sees that the estimate
one needs on the (local) potential φε is a uniform L
2 estimate for ∇∂tφε (actually one will need
slightly more, cf Proposition 4.2). Because of the global nature of the problem, it seems to us
that the methods to get local estimates (on the fibers) are bound to fail, and this is the source of
a lot of complications: as ∂∂t is only defined locally, one will have to work with one of its lifts vε
with respect to some approximate conic metric (so vε is different from vρε which we don’t know
well enough to carry out any precise computations); vε will necessarily carry some singularities
along the normal directions to the divisors, and this involves a great deal of complication in our
analysis. The general scheme of the proof is the following:
Step 1. Get various estimates on φε and its derivatives in the fiber directions (these estimates
need to be uniform for nearby fibers): L∞, gradient estimates (this is done by generalizing
[B lo09]), Laplacian (this is mostly [GP16]) as well as Sobolev and Poincare´ constants
estimates. Also, one recalls an upper bound on the heat kernel that is crucial to control
the negativity of c(ρε).
Step 2. Get a L2 estimate on vε·φε: this is done by differentiating the Monge-Ampe`re equation
satisfied by φε. Because vε is not holomorphic in the fiber directions, the linear equation
one gets involves a lot of auxiliary terms. Deduce an L∞ estimate on vε·φε and a priori
estimates at any given order on ∂tφε outside D.
Step 3. From the previous step, one gets an L2 estimate for ∇(vε·φε). One can use it to eventually
get an L2 estimate for ∇∂tφε, and from there a L2 estimate for vρε . This enables to get a
lower bound on c(ρε). This lower bound good enough to show that ρ is positive on X rD,
from which the global positivity follows easily.
Step 4. Plugging that new input in the equation satisfied by c(ρε), one gets a uniform upper bound
for c(ρε); one can combine this with the results from Step 2 to get estimates at any given
order on ∂2tt¯φε outside D, hence the boundedness of ρ.
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Step 5. Extend ρ to X by following the argument in [Pa˘u12, §3.3].
Acknowledgements. I would like to thank Mihai Pa˘un for the interest he showed in this work
and the numerous discussions we had about it. I am grateful to Vincent Guedj who pointed out
a mistake in an earlier version of the text.
1. Preliminaries
1.1. Differential geometric aspects of families of manifolds. — We give here a recollec-
tion of some important objects useful for the differential-geometric study of families of Ka¨hler
metrics. We refer to e.g. [BP08, Ber11, Pa˘u12] for more details.
Singular metric on KX/Y . Given a holomorphic surjective map p : X → Y of relative dimension
n and a smooth closed (1, 1)-form ρ on X such that ρ restricts to a Ka¨hler form to each regular
fiber Xy, y ∈ Y rW , on can cook up a singular hermitian metric hρX/Y on the relative canonical
bundle KX/Y := KX − p∗KY in the following way.
Consider x ∈ X and a neighborhood U ∋ x with trivializing coordinates (z1, . . . , zn+m) near
x. Write y = p(x), and choose a system of coordinates (t1, . . . , tm) near y. The one can define
the local weight φU of h
ρ
X/Y by the formula:
ρn ∧
m∧
k=1
p∗(idtk ∧ dt¯k) = eφU
n+m∧
k=1
idzk ∧ dz¯k
Of course φU (hence h
ρ
X/Y ) is smooth over X0, but near the singular fibers the left hand side
will vanish, which translates into φU being −∞ (but it is still defined as a singular hermitian
metric). We refer to [Pa˘u12, §3.1] for more details. We write Θhρ
X/Y
(KX/Y ) for the Chern
curvature of the (singular) hermitian line bundle (KX/Y , h
ρ
X/Y ).
The canonical lift of ∂∂t . Assume for now on that p : X → D is a smooth fibration onto the unit
disk of C, and let us recall the construction of the so-called canonical lift of ∂∂t to X. Given a
smooth closed (1, 1)-form ρ on X such that ρ is a Ka¨hler form in restriction to the fibers, there
is a way to lift ∂∂t canonically with respect to ρ (cf [Siu87, Sch12, Ber11]). This means that
one can construct a unique vector field vρ on X such that p∗vρ =
∂
∂t and 〈vρ, w〉ρ = 0 for any
vector w ∈ T 1,0Xt .
Choosing local coordinates (z, t) on X such that p(z, t) = t, and a local potential ϕ of ρ on this
chart, one first introduces the vector field wρ by the relation
ιwρ(dd
cϕ) = ∂¯ϕ˙t
where ϕ˙t :=
∂ϕ
∂t ; in other words, wρ is the complex gradient of ϕ˙t with respect to ρ|Xt . Then one
can prove that
vρ :=
∂
∂t
− wρ
is a well-defined smooth vector field over X that lifts ∂∂t in the canonical way explained above.
If ρ is locally given by
ρtt¯ idt ∧ dt¯+
∑
α
ραt¯ idzα ∧ dt¯+
∑
α
ρtα¯ idt ∧ dz¯α +
∑
α,β
ρα,β¯ idzα ∧ dz¯β
then one has
vρ =
∂
∂t
−
∑
α,β
ρβ¯αρtβ¯
∂
∂zα
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Geodesic curvature. Given the situation above of a smooth fibration p : X → D, one defines
the geodesic curvature of ρ to be the smooth function c(ρ) defined on X by c(ρ) := 〈vρ, vρ〉ρ.
Equivalently, c(ρ) can be defined by the relation
ρn+1 = c(ρ)ρn ∧ idt ∧ dt¯
It measure the potential lack of positivity of ρ on X (essentially, it is the eigenvalue of ρ in
the transverse directions). Expressed in terms of a local potential ϕ of ρ, one finds c(ρ) =
∂2tt¯ϕ− |∂¯z∂tϕ|2. Also, one has the formula [Ber11, Lemma 4.1]:
ιvρρ = −c(ρ) idt¯
and in particular vρ is a Killing vector field (for ρ|Xt) if c(ρ) vanishes on Xt. Finally, one can
find an expression in coordinates:
c(ρ) = ρtt¯ −
∑
α,β
ρα¯βρtα¯ρβt¯
1.2. Metrics with conic singularities. — Let X be a complex Ka¨hler manifold.
A divisor D (formal R-linear combinations of hypersurfaces) is said to have simple normal
crossing support if near any point in its support, Supp(D) is given by (z1 · · · zd = 0) for some
holomorphic system of coordinates (zi), and if all its irreducible components (for the Zariski
topology) are smooth.
Given a R-divisor D =
∑
(1−βk)Dk with simple normal crossing support such that βk ∈ (0, 1)
for all k, we can associate the notion of Ka¨hler metric with conic singularities along D: it
is a Ka¨hler metric ω on X \ (∪Dk) which is quasi-isometric to the model metric with conic
singularities: more precisely, near each point p ∈ Supp(D) where (X,D) is isomorphic to the
pair (Dn,
∑r
k=1(1 − βk)[zk = 0]) up to relabelling the βk’s, we ask ω to satisfy under this
identification:
C−1ωcone 6 ω 6 Cωcone
for some constant C > 0, and where
ωcone :=
d∑
k=1
1
|zk|2(1−βk)
idzk ∧ dz¯k +
n∑
k=d+1
idzk ∧ dz¯k
is the model cone metric with cone angles 2piβk along (zk = 0).
This type of metrics arise naturally in the theory of Ka¨hler-Einstein metrics for pairs. More
precisely, one has the following theorem [GP16]
Theorem. — [GP16] Let X be a compact Ka¨hler manifold, and D =
∑
(1 − βk)[sk = 0] a
divisor with simple normal crossing support. Let ω be a Ka¨hler metric on X, dV a smooth
volume form, and let µ ∈ R. Then any weak solution ωϕ = ω + ddcϕ with ϕ ∈ L∞(X) of
(ω + ddcϕ)n =
eµϕdV∏ |sk|2(1−βk)
has conic singularities along D.
Moreover, it is not difficult to see that if µ > 0, then such a weak solution always exists
(cf [CGP13]). Given this statement, constructing conic Ka¨hler-Einstein metrics boils down to
checking some cohomological condition. More precisely, if γ is a smooth representative of a class
{γ} such that c1(KX +D) + {γ} is a Ka¨hler class, then there exists a smooth volume form dV
such that ω := −Ric (dV ) +∑(1 − βk)Θhk(Dk) + γ is a Ka¨hler form, where Dk = [sk = 0]
and Θhk(Dk) is the Chern curvature of a smooth hermitian metric hk (denoted abusively |· | in
the theorem above) on OX(Dk). Solving the Monge-Ampe`re equation above with this data and
µ = 1 produces then a metric ωϕ with conic singularities along D, and such that in the sense of
currents:
Ric (ωϕ) = −ωϕ +
∑
(1− βk)[Dk] + γ
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We call such a metric a twisted conic Ka¨hler-Einstein metric.
1.3. Setting. — Because positivity (as well as smoothness) can be checked locally on one-
dimensional bases, we will assume until the end (except for §6) that X is a Ka¨hler manifold
equipped with a smooth and proper morphism p : X → D to the unit disk in C. Moreover, the
assumptions allows us to assume that D =
∑N
i=1Di ⊂ X has simple normal crossings and that
each of its components is transverse to every fiber of p. Write Xt := p
−1(t), Di,t := Di|Xt and
suppose that for any t ∈ D we have c1(KXt +
∑
i(1−βi)Di,t)+ {γ}|Xt is a Ka¨hler class for some
numbers βi ∈ (0, 1). Because of the assumptions, every fiber Xt is smooth, so the potential
conflict of notation between the fiber p−1(0) and the regular locus of the fibration will hopefully
not cause any confusion.
One chooses a background Ka¨hler metric ω onX; it induces a smooth (1, 1) form Θhω
X/D
(KX/D)
over X belonging to c1(KX/D), cf §1.1. Fix smooth hermitian metrics on OX(Di), their Chern
curvature forms θDi are smooth (1, 1)forms representing c1(Di). We write θi,t := θDi |Xt , and
γt := γ|Xt . One chooses sections si cutting out Di. Thanks to [GP16] one can solve on each
fiber Xt the equation:
(ΘhωXt
(KXt) +
∑
(1− βi)θi,t + γt + ddcϕt)n = e
ϕtωn∏
i |si|2(1−βi)
to obtain a conic metric ωt on Xt such that
(1.1) Ricωt = −ωt +
∑
i
(1− βi)[Di,t] + γt
We can glue the potentials ϕt to get a function ϕ on X. It is not difficult to see that ϕ is locally
bounded (cf first item of Proposition 2.1), hence one gets a closed (1, 1) current
ρ := Θhω
X/D
(KX/D) +
∑
i
(1− βi)θDi + γ + ddcϕ
on X belonging to c1(KX/D +
∑
i(1 − βi)Di) + {γ}. This is the current we are interested in;
more precisely, we want to show that ρ is positive, smooth outside D and dominated by a conic
metric on X.
2. Estimates in the fiber directions
2.1. Approximate fiberwise conic metrics. — As recalled in the introductory sections,
working directly with the fiberwise Ka¨hler-Einstein conic metrics (hence with ρ) involves a
great deal of complications. Instead, one will proceed by approximation and try to get uniform
estimates along the process.
Let ε > 0; for each t ∈ D, one can solve the equation
(2.1) (ΘhωXt
(KXt) +
∑
i
(1− βi)θi,t + γt + ddcϕt,ε)n = e
ϕt,εωn∏
i(|si|2 + ε2)1−βi
thanks to Aubin-Yau theorem [Aub78, Yau78]. It yields a smooth metric ωt,ε on Xt such that
(2.2) Ricωt,ε = −ωt,ε +
∑
i
(1− βi)wi,ε + γt
where wi,ε = θi,t + dd
c log(|si|2 + ε2) = ε
2|D′si|2
(|si|2+ε2)2
+ ε
2
|si|2+ε2
θi,t approximates the current of
integration on Di,t. Here again, one can glue the potentials ϕt,ε to get a function ϕε on X,
which in turns defines a current ρε := ΘhωXt
(KXt) +
∑
i(1 − βi)θi,t + γ + ddcϕε on the whole X
by the first item of Proposition 2.1.
A simple yet useful observation is that because D is transverse to the fiber, then any (approx-
imate) conic metric on X will restrict to a (approximate) conic metric on the fibers. Because
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of this, one can construct a reference metric that encodes the behavior of ωt,ε, cf [CGP13, §3].
Let us briefly recall the construction here. First, one introduces the function χ on [ε2,+∞) by
χ(ε2 + t) =
1
β
∫ t
0
(ε2 + r)β − ε2β
r
dr
An easy computation shows that:
∂∂¯
(
χ(ε2 + |si|2)
)
=
〈D′si,D′si〉
(ε2 + |si|2)1−βi −
1
βi
(ε2 + |si|2)βi − ε2βi) θDi
If we set χi,ε := χ(ε
2 + |si|2) and χε =
∑
i χi,ε, then the metric ωβ,ε := ω + dd
cχε is a Ka¨hler
metric on X (say when ε is small enough, and up to rescaling the hermitian metrics on OX(Di)),
and is uniformly quasi-isometric to
r∑
k=1
i dzk ∧ dz¯k
(|zk|2 + ε2)1−βk +
n∑
k=r+1
i dzk ∧ dz¯k
near every point p ∈ D where D = (z1 · · · zr = 0). Of course, ωβ,t,ε is (uniformly) quasi-
isometric to ω +
∑
i dd
c(|si|2 + ε2)βi , but it has better curvature properties (cf computations of
[CGP13, GP16]. For each fixed t, we know from [GP16] that ϕt,ε converges uniformly to ϕt
on Xt (and smoothly outside Dt) and that ωt,ε is uniformly (in ε) equivalent to ωβ,t,ε := ωβ,ε|Xt .
The following proposition shows uniformity in the variable t of those results:
Proposition 2.1. — Up to shrinking D, there exists C > 0 independent of t and ε such that:
1. ||ϕt,ε||L∞(Xt) 6 C
2. C−1ωβ,t,ε 6 ωt,ε 6 Cωβ,t,ε
3. Ricωt,ε > −Cωt,ε
4. The Sobolev and Poincare´ constants of ωt,ε are uniformly bounded in t, ε.
Proof. — As c1(KXt +
∑
(1−βi)Di,t)+ {γ}|Xt is a Ka¨hler class, there exists ψt ∈ C∞(Xt) such
that ΘhωXt
(KXt) +
∑
(1− βi)θi,t+ γt+ ddcψt is a Ka¨hler form on Xt. Moreover, one can assume
without loss of generality that ψt induces a smooth function ψ : x 7→ ψp(x)(x). Therefore, up
to shrinking D, the Ka¨hler form ω¯β,t,ε := ΘhωXt
(KXt) +
∑
i(1 − βi)θi,t + γt + ddcψt + ddcχε is
quasi-isometric to ωβ,t,ε uniformly with respect to t, ε. Let now ut,ε := ϕt,ε − ψt − χε; this
function on Xt is solution of
(ω¯β,t,ε + dd
cut,ε)
n = eut,ε+ψt+χε+ft,ε ω¯nβ,t,ε
where ft,ε = log
(
ωn/
∏
i(|si|2 + ε2)1−βi ω¯nβ,t,ε
)
is uniformly bounded in t, ε. As ψt, χε, ft,ε are
uniformly bounded, the maximum principle guarantees that ut,ε is uniformly bounded, hence
||ϕt,ε||L∞(Xt) 6 C
for some C > 0 independent of t, ε.
Now ω¯β,t,ε is the sum of a Ka¨hler form (varying smoothly in t) and dd
cχε; as D is transverse
to Xt, the local computations of [GP16, §3] apply uniformly in t, and therefore the Laplacian
estimate [GP16, Proposition 1] holds as well:
C−1ω¯β,t,ε 6 ωt,ε 6 Cω¯β,t,ε
As ω¯β,t,ε and ωβ,t,ε are uniformly quasi-isometric, we get 2.
The previous estimate immediately a bound on the diameter of Xt with respect to ωt,ε:
(2.3) diam(Xt, ωt,ε) 6 C
as ωβ,t,ε is dominated by the restriction of a conic metric for (X,D) on Xt, for which finiteness
of the diameter can be checked easily. Moreover, recall from equation (2.2) that Ricωt,ε >
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−ωt,ε+
∑
i
ε2
|si|2+ε2
θi,t. From the estimate 2. above, we also deduce that there exists C > 0 such
that ωt,ε > C
−1ω|Xt. As a consequence of those two inequalities, we find that
(2.4) Ricωt,ε > −Cωt,ε
for some uniform C > 0. Combining equations (2.3)-(2.4) with Yau’s results [Yau75] yields
the control of the first eigenvalue of the Laplacian ∆ωt,ε . Hence we get a uniform Poincare´
inequality. As for the Sobolev one, if follows from [Cro80] given the control of the previous
geometric quantities.
2.2. Heat kernel estimates. — In the following, one works on a fixed fiber Xt, that one will
rename X to avoid confusion with the time variable. Let us define the operator Lε := −∆ωt,ε+Id
on the compact Ka¨hler manifold (X,ωε). It is well know that this operator is positive (that is,
is Lεf > 0, then f > 0). More precisely, the unique solution f to the equation Lεf = g for a
given smooth function g on X satisfies:
f(z) =
∫ +∞
0
e−t
∫
X
Pε(t, z, w)g(w)dVωε (w)
where Pε(t, z, w) > 0 is the heat Kernel of
∂
∂t −∆ωε . From Proposition 2.1, one gets a constant
k > 0 such that Ricωε > −(2n− 1)k ωε; it follows then from [CY81] that:
Pε(t, z, w) >
1
(2pit)n
e−
dωε (z,w)
2
t e−kt/4
where dωε(z, w) is the geodesic distance between z and w with respect to ωε. As the the diameter
of (X,ωε) is uniformly bounded, one gets
(2.5)
∫ +∞
0
Pε(t, z, w)dt > c > 0
for some uniform c > 0. In particular, if g > 0, then infX f > c
∫
X gdVωε . This estimation is
very useful in the case D = 0, cf [Sch12, §3] but it won’t be sufficient for us because of the
residual negative error terms due to our approximation.
Indeed, later on (cf eq. (4.5) and the few lines below it) one will establish that Lεc(ρε) > −gε
where gε is a positive function whose L
1 norm tends to 0 as ε→ 0. One would like to conclude
from there that lim infε→0 infXt c(ρε) > 0, but the lower bound on the heat kernel above won’t
be of any help. Rather, one should aim for an upper bound; it is provided by [Dav88, Theorem
16 & 17] who shows that for any δ > 0, there exists cδ > 0 such that
Pε(t, z, w) 6
cδe
δte
−
dωε (z,w)
2
(4+δ)t
vol(Bz(
√
t))1/2· vol(Bw(
√
t))1/2
where vol(Bz(
√
t))1/2 is the volume of the ball of radius
√
t centered at z. Thanks to Proposition
2.1, one can easily check that vol(Bz(t)) > ct
2n for some uniform c > 0. Setting r := dωε(z, w)
2,
one gets:
(2.6)
∫ +∞
0
e−tPε(t, z, w)dt 6 C
∫ +∞
0
e−
r2
5t e−t/2t−ndt
for some uniform C > 0. After substituing u := r2/t, one gets r2n−2
∫ +∞
0 u
n−2e−u/5e−r
2/2udu
which is dominated by r2n−2
∫ +∞
0 u
n−2e−u/5du if n > 1 and by
√
2 r−1
∫ +∞
0 u
−1/2e−u/5du if
n = 1 (using e−x 6 x−1/2 for x > 0). To sum up, one has:∫ +∞
0
e−tPε(t, z, w)dt 6
{
C
dωε(z,w)
2n−2 if n > 1
C
dωε(z,w)
if n = 1
Eventually, one gets the following result:
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Proposition 2.2. — Let f, g be smooth functions on X satisfying Lεf = g. Then there exist
two constant c, C > 0 independent of ε such that:
f(z) > c
∫
X
g+dVωε − C
∫
X
g−
dωε(z, · )2n−2
dVωε
if n > 1 (replace the exponent 2n − 2 by 1 if n = 1. Here, g+ = max{g, 0}, g− = max{−g, 0}
and dωε(z, w) denotes the distance between z and w with respect to the Ka¨hler metric ωε on X.
Proof. — Recall that Pε(t, z, w) > 0; thanks to (2.5) and (2.6), one has:
f(z) =
∫ +∞
0
et
(∫
{g>0}
Pε(t, z, w)g(w)dVωε (w) +
∫
{g<0}
Pε(t, z, w)g(w) dVωε (w)
)
dt
> c
∫
{g>0}
g(w)dVωε (w)−
∫
{g<0}
(∫ +∞
0
e−tPε(t, z, w)dt
)
(−g(w))dVωε (w)
hence the result.
2.3. A gradient estimate. — We adapt B locki’s estimate in the context where a lower bound
on the bisectional curvature is not available, but only a weaker bound as in [GP16]:
Proposition 2.3. — Let (X,ω) be a compact Ka¨hler manifold, and let ωϕ := ω + dd
cϕ be a
Ka¨hler metric satisfying
ωnϕ = e
λϕ+Fωn
for some F ∈ C∞(X) and λ ∈ R. We assume that there exists C > 0 and a smooth function Ψ
such that:
(i) supX |ϕ| 6 C
(ii) ddcΨ > −Cω and supX |Ψ| 6 C
(iii) supX(|F |+ |∇F |) 6 C
(iv) iΘω(TX) > −(Cω + ddcΨ)⊗ Id
(v) ω′ > C−1ω.
Then there exists a constant A > 0 depending only on C and n such that |∇ϕ|ω 6 C.
Condition (v) is very constraining (it says that ω′ and ω are already uniformly quasi-isometric),
and should not be necessary (if Ψ = 0, B locki’s result actually shows that we can discard it)
although it does not seem obvious to us how to avoid assuming this condition in this setting of
unbounded curvature.
Proof. — We follow very closely Blocki’s proof. Let β := |∇ϕ|2 (computed with respect to ω)
and α := log β − γ ◦ϕ where γ is a function to specify later. Without loss of generality, one can
assume inf ϕ = 0, and we set supϕ =: C0. We use the local notation (gij¯) for ω. We work at a
point p ∈ X and choose a system of geodesic coordinates for ω such that gij¯(p) = δij¯ , dgij¯(p) = 0,
and ϕij¯ is diagonal. We set uij¯ = gij¯+ϕij¯ the components of the metric ω
′. Computations show
that
αpp¯ =
1
β
Rjk¯pp¯ϕjϕk¯ + 2Re∑
j
upp¯jϕj¯ +
∑
j
|ϕjp|2 + ϕ2pp¯
− 2λ− [(γ′)2 + γ′′] |ϕp|2 − γ′ϕpp¯
so at p, the RHS is non-positive.
By the assumption (iv), we have for all a, b: Rjk¯pq¯aj a¯kbpb¯q > −(C|aj |2+Ψjk¯aj a¯k)|b|2 and by
symmetry of the curvature tensor, we get Rjk¯pq¯aj a¯kbpb¯q > −(C|bp|2 + Ψpq¯bpb¯q)|a|2. We apply
that to a = ∇ϕ and b the vector with only non-zero component the p-th one, equal to √upp¯, we
get: upp¯Rjk¯pp¯ϕkϕl¯ > −(Cupp¯ + upp¯Ψpp¯)|∇ϕ|2. As a consequence,
(2.7)
1
β
∑
upp¯Rjk¯pp¯ϕjϕk¯ > −C
∑
upp¯ −
∑
p
upp¯Ψpp¯
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The next term to analyze is
(2.8)
1
β
∑
p
upp¯
2Re∑
j
upp¯jϕj¯
 = 2
β
Re
∑
j
Fjϕj¯
by [B lo09, 1.13], and this term is dominated (in norm) by 2|∇F |β−1/2, hence by 2Cβ−1/2.
Combining these last three relations, we get
(2.9) ∆′(α+Ψ) > (γ′ − C)trω′ω − 2||∇F ||β−1/2 −
[
(γ′)2 + γ′′
] |∇ωϕ|2ω′ − nγ′
We fix the function γ on [0, C0] by setting γ(t) = At − 4(At)2 for A = 1C0 . It can be easily
checked that on [0, C0], (γ
′2) + γ′′ 6 −7A2.
Now we choose p to be a point in X where α+Ψ attains its maximum. Then either β(p) < 1,
or β(p) > 1. Assume for the time being that we are in the second case. As a consequence,
β−1/2(p) 6 1, and by (v), equation (2.9) gives at p:
0 >
7
C20
|∇ωϕ|2ω′ − C1
for some bigger constant C1 > 0. By the equivalence of ω and ω
′, we get a new constant C2
such that β(p) 6 max(1, C2). Now, if x is any point in X, log β(x) = α(x) + γ(ϕ(x)) − Ψ(x) 6
α(p) + sup γ + sup |Ψ| 6 log max(1, C2) + 2(sup |γ|+ sup |Ψ|) 6 C3.
Corollary 2.4. — Let ωt,ε the metric solution of Equation (2.1), whose potential is ϕt,ε, and
let ωβ,t,ε the reference approximate conic metric from last paragraph. Then there exists C > 0
independent of ε, t (up to shrinking D) such that
|∇ϕt,ε| 6 C
where the gradient as well as its norm are computed with respect to ωβ,t,ε.
Proof. — We need to check that the items (i) − (v) from the above proposition are satisfied in
this context. Proposition 2.1 gives (i) and (v). We get (ii) and (iv) (as well as the first bound for
(iii)) from [GP16, §4] where the appropriate function Ψ is introduced. It remains to get a bound
on the gradient of of log
(
ωn/
∏
i(|si|2 + ε2)1−βiωnβ,t,ε
)
. Because the function in the logarithm,
say Fε is uniformly bounded away from 0, it is enough to check that its gradient is bounded
(all appropriate quantities are computed with respect to the approximate conic metric). From
[CGP13, (21)], we extract that Fε is (up to bounded terms in the usual C
1 norm) a combination
of zi(|zi|2+ε2)2βi and (|zi|2+ε2)1+βi . Therefore, all the components of ∇Fε are (up to bounded)
terms dominated by |zi|(|zi|2 + ε2)βi + |zi|(|zi|2 + ε2) which is uniformly bounded. Therefore
|∇Fε|eucl is uniformly bounded, and as the approximate conic metric dominates a fixed Ka¨hler
metric, we get the expected result.
The gradient L∞ estimate also leads to an L2 estimate for the non-mixed second derivatives
of ϕt,ε:
Corollary 2.5. — There exists C > 0 independent of ε, t such that:
||D2ϕt,ε||L2 6 C
Here, D and L2 are taken with respect to ωt,ε.
Proof. — To lighten notation, we will use the following notations all along the proof: ϕ := ϕt,ε
and ω := ωt,ε. Bochner-Weitzenbo¨ck formula reads:
∆|∇ϕ|2 = |D2ϕ|2 + 〈∇ϕ,∆∇ϕ〉 +Ric (∇ϕ,∇ϕ)
We know that Ricω > −ω +∑(1 − βi) ε2θi,t|si|2+ε2 hence Ricω > −Cω for some uniform C > 0.
Moreover, differentiating the equation (αt + dd
cϕ)n =
eϕωn0∏
(|si|2+ε2)1−βi
(where αt is the restriction
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to Xt of α := Θhω0
X/D
(KX/D) +
∑
i(1− βi)θDi), we get
〈∆∇ϕ,ϕ〉 = |∇ϕ|2+Ric (∇ϕ,∇ϕ)−
∑
(1−βi)〈∇ log(|si|2+ε2),∇ϕ〉+〈trω0(Dω0)−trω(Dαt),∇ϕ〉
The term trω0(Dω0)− trω(Dαt) is obviously bounded, so that
∆|∇ϕ|2 > |D2ϕ|2 − C|∇ϕ|2 − C|∇ϕ|
(
1 +
∑
i
|∇ log(|si|2 + ε2)|
)
From Corollary 2.4 above, we know that |∇ϕ| 6 C for some uniform C, and it is an easy
computation to check that ||∇ log(|si|2 + ε2)||L1 6 C. As as result,
|D2ϕ|2 6 ∆|∇ϕ|2 + F
with ||F ||L1 6 C. Therefore,
∫ |D2ϕ|2 6 C, which had to be proved.
3. First order estimates in the transverse direction
In this section, one first show that given any ε > 0, the potential ϕt,ε varies smoothly with t.
The main goal of the section is to derive a uniform estimate for ∂∂tϕt,ε. For that purpose, one
will consider suitable lifts of the vector field ∂/∂t, and successively prove an L1-like estimate, a
L2 one, and finally a L∞ estimate.
3.1. Smoothness of the variation. —
Proposition 3.1. — The function ϕε is smooth on X.
Proof. — We work near the fiber X0, and we can transpose the problem to a unique differential
manifold X0 with varying complex structure Jt for t close to the origin; we denote by ∂t, ∂¯t the
associated differential operators. The form ΘhωXt
(KXt) +
∑
i(1 − βi)θi,t, viewed on X0, will be
denoted by Θt, and we write ω˜t for ω|Xt viewed on X0. Up to shrinking D one may assume
that all the Ka¨hler forms Θt on X0 satisfy Θt >
1
2Θ0; finally set P0 := PSH(X0, 12Θ0). For each
ε > 0, we define a map
Φε : R× C k+2,α(X) ∩ P0 −→ C k,α(X)
(t, u) 7−→ log
[
(Θt+i∂t∂¯tu)n
ω˜nt
]
− u−∑i(1− β) log(|si,t|2 + ε2)
Its partial derivative with respect to the function variable is
∂Φε
∂u
(0, ϕ0,ε) = ∆ωϕ0,ε − Id
which is invertible. Hence there exists a unique smooth path t 7→ ϕt,ε such that Φε(t, ϕt,ε) = 0
near the origin. Of course, modulo the identification of Xt with X0, this function is nothing
else but the function ϕt,ε introduced above, which legitimizes using the same notation for both
functions.
3.2. Integral bound. — To get the first bound, the following (standard) formula is crucial:
Proposition 3.2. — Let ω be any Ka¨hler form on X, let f ∈ C∞(X), and let v be any vector
field on X lifting ∂∂t . Then:
∂
∂t
(∫
Xt
fωn
) ∣∣∣
t=t0
=
∫
Xt0
(v · f)ωn
Proof. — Let (Φs) be the flow of v, so that Φs(X0) = Xs. Then
∫
Xt
fωn =
∫
X0
Φ∗t (fω
n) so that
∂
∂t
∫
Xt
fωn =
∫
X0
Lv(fω
n) where Lv is the Lie derivative of v. As ω is closed, Lvω = divω, hence
Lv(fω
n) = (v· f)ωn + nLvω ∧ ωn−1 = (v· f)ωn + d
(
n ivω ∧ ωn−1
)
and the result follows from
Stoke’s formula.
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Let vε be the lift of
∂
∂t with respect to ωβ′,t,ε for some β
′ = (β′1, . . . , β
′
N ) with β
′
i 6 min{βi, 1/2}.
Locally, if one chooses coordinates (z1, . . . , zn, t) in U such that p(z1, . . . , zn, t) = t, then
vε =
∂
∂t
−
∑
i,j
gj¯igtj¯
∂
∂zi
if ωβ′,t,ε = gtt¯ idt ∧ dt¯ + i
∑n
k=1(gkt¯dzk ∧ dt¯ + gtk¯dzt ∧ dz¯k) + i
∑n
k,l=1 gkl¯dzk ∧ dz¯l. Recall from
[CGP13, §4] that one can choose the coordinates such that at the center p0 ∈ X0 of the
coordinate chart, the weights of the hermitian metrics on Di as well as their first derivatives
vanish, so that we have
gij¯ =
{
O(|zi|2 + ε2)β′i−1) if i = j ∈ {1, . . . , r}
O(1) else
and
(3.1) gij¯ =

O(|zi|2 + ε2)1−β′i) if i = j ∈ {1, . . . , r}
O
(
|zi|2 + ε2)1−β′i(|zj |2 + ε2)1−β
′
j
)
if i, j ∈ {1, . . . , r} and i 6= j
O(1) else
In particular, we have at p0:
vε =
r∑
i=1
O
(
|zi|2 + ε2)1−β′i
)
· ∂
∂zi
+
n+1∑
i=r+1
O(1) · ∂
∂zi
At p0, the following holds:
∂
∂zk
log(|si|2 + ε2) =
{
z¯i
|zi|2+ε2
if k = i
0 else
so that eventually, (vε· log(|si|2 + ε2))(p0) = O(|zi|2 + ε2) 12−β′i hence there exists a constant C
independent of ε such that:
(3.2)
∣∣vε· log(|si|2 + ε2)∣∣ 6 C
onX0 (and actually this would hold uniformly on Xt for a small t). If we piece these observations
together, we get:
Proposition 3.3. — There exists a constant C > 0 such that∣∣∣∣∫
Xt
(vε·ϕt,ε)ωnt,ε
∣∣∣∣ 6 C
Proof. — Recall the Monge-Ampe`re satisfied by ωt,ε onXt: ω
n
t,ε =
eϕt,ε∏
(|si|2+ε2)1−βi
ωn. As ωt,ε lives
in the cohomology class ofKXt+(1−β)Dt, its volume is constant, hence ∂∂t
∫
Xt
eϕt,ε∏
(|si|2+ε2)1−βi
ωn =
0. By Proposition 3.2, we get:
(3.3)
∫
Xt
(vε·ϕt,ε)ωnt,ε =
∑
i
(1− βi)
∫
Xt
(vε· log(|si|2 + ε2))ωnt,ε
So we are left to showing that the right hand side is uniformly bounded, but this is a consequence
of (3.2).
3.3. L2 bounds. — We are interested in estimating ∂∂tϕt,ε (which is only locally defined);
although this function satisfies a very simple equation (essentially ∆ − Id of this function is
uniformly bounded), local methods don’t seem to easily provide a bound for it. Instead, we
work globally on Xt, and estimate vε·ϕt,ε, where vε is the vector field introduced in the previous
section. We are gaining compactness (so no boundary terms in the integrations by parts), but it
involves differentiating with respect to the ”conic directions” which creates singular terms. The
goal of this section is to prove:
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Proposition 3.4. — There exists a constant C > 0 independent of ε, t (chosen small enough)
such that
||vε·ϕt,ε||L2(Xt) 6 C
The strategy of the proof is simple: differentiate the Monge-Ampe`re equation satisfied by ϕt,ε
with respect to vε to obtain an elliptic linear equation satisfied by vε·ϕt,ε and apply the standard
arguments. The difficulty will actually consist of analyzing precisely the coefficients of the linear
equation. Let us give some more details now.
Remember that ϕt,ε solves the equation
(αt + dd
cϕt,ε)
n =
eϕt,εωn∏
(|si|2 + ε2)1−βi
where αt = ΘhωXt
(KXt) +
∑
(1 − βi)θi,t + γt (it is the restriction to Xt of the obvious (smooth)
form α on X). Differentiating this equation, we get:
trωt,ε(vε· (αt + ddcϕt,ε)) = vε·ϕt,ε + trω(vε·ω)−
N∑
i=1
(1− βi)vε· log(|si|2 + ε2)
We would like to consider this equation as an elliptic PDE satisfied by vε·ϕt,ε; however, as vε is
not holomorphic, it does not commute with the Laplace operator. More precisely, we have
(3.4)
(
∆ωt,ε − 1
)
(vε·ϕt,ε) = R1 +R2
whereR1 = trω(vε·ω)−trωt,ε(vε·αt)−
∑N
i=1(1−βi) vε· log(|si|2+ε2) and R2 = trωt,ε(vε· ddcϕt,ε)−
trωt,ε(dd
c(vε·ϕt,ε)). Here, R2 measures the non holomorphicity of vε in the fiber directions. We
claim that if the angles β′j are suitably chosen, the right hand side of (3.4) is admits a uniform
L2 bound, which we prove in the following two steps.
Lemma 3.5. — There exists a uniform constant C > 0 such that
(i) ||R1||L∞ 6 C ;
(ii) ||R2||L2 6 C.
Proof. — The first part is easy at this point. Indeed, vε·ω and vε·αt have uniformly bounded
coefficients, so their trace with respect to ω or ωt,ε are uniformly bounded. The remaining
terms to bound are vε· log(|si|2 + ε2), but we analyzed them already, cf (3.2).
The second item is more involved. To lighten notation, we will set ϕ := ϕt,ε and ω := ωt,ε all
along the proof of the lemma. In the usual chosen coordinates, we write vε =
∂
∂t −
∑n
k=1 vk∂k,
with vk =
∑
l h
l¯khtl¯ for h the approximate conic metric with cone angles β
′
i along Di. An
elementary computation shows that:
R2 =
∑
k
∆vk· ∂kϕ+
∑
i,j,k
ωij¯∂ivk· ∂j¯kϕ+
∑
i,j,k
ωij¯∂j¯vk· ∂ikϕ
Let us finally recall the following estimates (holding at p0 the center of the coordinate chart)
for the derivatives of the coefficients of the approximate conic metric, extracted from [CGP13,
§4.3.2]:
(3.5)
gij¯,k =
{
O(z¯i(|zi|
2 + ε2)βi−2) if i = j = k ∈ {1, . . . , r}
O(1 + δiz¯i(|zi|
2 + ε2)βi−1 + δj z¯j(|zj |
2 + ε2)βj−1 + δk z¯k(|zk|
2 + ε2)βk−1) else
where δi = 1 if i ∈ {1, . . . , r} and 0 otherwise.
Going back to R2, one needs to estimate three terms.
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a. The term ∆vk· ∂kϕ.
Remember from the gradient estimate that
|∂kϕ|2 =
{
O((|zk|2 + ε2)βk−1) if k ∈ {1, . . . , r}
O(1) else
As vk =
∑
l h
l¯khtl¯, we have:
∂ij¯vk = (h
l¯k)ij¯htl¯ + (h
l¯k)ihtl¯,j¯ + (h
l¯k)j¯htl¯,i + h
l¯khtl¯,ij¯
Let us estimate all the summands involved. First,
(hl¯k)i = −h
l¯αhα¯β,ih
β¯k =


O(|zi|(|zi|
2 + ε2)−β
′
i) if i, k, l ∈ {1, . . . , r}, i = k = l
O(|zi|(|zi|
2 + ε2)−β
′
i(|zl|
2 + ε2)1−β
′
l ) if i, k, l ∈ {1, . . . , r}, i = k, l 6= i
O(|zi|(|zi|
2 + ε2)−β
′
i(|zk|
2 + ε2)1−β
′
k ) if i, k, l ∈ {1, . . . , r}, i = l, k 6= i
O(|zi|(|zi|
2 + ε2)β
′
i−1(|zk|
2 + ε2)1−β
′
k(|zl|
2 + ε2)1−βl )) if i, k, l ∈ {1, . . . , r}, k, l 6= i
O(|zi|(|zi|
2 + ε2)β
′
i−1) if i ∈ {1, . . . , r}, l, k /∈ {1, . . . , r}
O((|zk|
2 + ε2)1−β
′
k (|zl|
2 + ε2)1−β
′
l ) if i /∈ {1, . . . , r}, l, k ∈ {1, . . . , r}
O((|zk|
2 + ε2)1−β
′
k if i, l /∈ {1, . . . , r}, k ∈ {1, . . . , r}
O((|zl|
2 + ε2)1−β
′
l )) if i, k /∈ {1, . . . , r}, l ∈ {1, . . . , r}
O(1) else
For the second derivatives, we write
−(hl¯k)ij¯ = (hl¯α)j¯hα¯β,ihβ¯k + hl¯αhα¯β,ij¯hβ¯k + hl¯αhα¯β,i(hβ¯k)j¯
and use the fact (cf [CGP13, Eq. (23)]) that, at the center of the chart: hαβ¯,ij¯ = O((|zi|2+
ε2)β
′
i−2) if all four indexes α, β, i, j are equal and belong to {1, . . . r} and else, up to bounded
terms, its expansion involves terms of the form zs(|zs|2 + ε2)β′s−1 and δs(|zs|2+ ε2)β′s−1 for
s ∈ {α, β, i, j} ∩ {1, . . . , r} and where δs ∈ {0, 1} is equal to 1 iff s appears at least twice
in (α, β, i, j). We deduce from this:
(hl¯k)ij¯ =


O((|zi|
2 + ε2)−β
′
i) if i, j ∈ {1, . . . , r}, i = j = k
O((|zi|
2 + ε2)β
′
i−1(|zk|
2 + ε2)δk(1−β
′
k)) if i, j ∈ {1, . . . , r}, i = j, k 6= i
O(zi(|zi|
2 + ε2)β
′
i−1zj(|zj |
2 + ε2)β
′
j−1(|zk|
2 + ε2)δk(1−β
′
k)) if i, j ∈ {1, . . . , r}, i 6= j
O(zi(|zi|
2 + ε2)β
′
i−1(|zk|
2 + ε2)δk(1−β
′
k)) if i ∈ {1, . . . , r}, j /∈ {1, . . . , r}
O(zj(|zj |
2 + ε2)β
′
j−1(|zk|
2 + ε2)δk(1−β
′
k)) if i /∈ {1, . . . , r}, j ∈ {1, . . . , r}
O(1) else
where δk = 1 if k ∈ {1, . . . , r} and 0 else. One can easily see that the previous term is the
most singular in the expansion of ∂ij¯vk, so in conclusion: Combining all these estimates,
we obtain finally
|ωij¯∂ij¯vk|
2 =


O((|zi|
2 + ε2)2−2βj−2β
′
i) if i, j, k ∈ {1, . . . , r}, i = j = k
O((|zi|
2 + ε2)2β
′
i−2βi(|zk|
2 + ε2)2δk(1−β
′
k)) if i, j ∈ {1, . . . , r}, i = j, k 6= i
O(|zi|
2(|zi|
2 + ε2)2β
′
i−βi−1|zj |
2(|zj |
2 + ε2)2β
′
j−βj−1(|zk|
2 + ε2)2δk(1−β
′
k)) if i, j ∈ {1, . . . , r}, i 6= j
O(|zi|
2(|zi|
2 + ε2)2β
′
i−βi−1(|zk|
2 + ε2)2δk(1−β
′
k)) if i ∈ {1, . . . , r}, j /∈ {1, . . . , r}
O(|zj |
2(|zj |
2 + ε2)2β
′
j−βj−1(|zk|
2 + ε2)2δk(1−β
′
k)) if i /∈ {1, . . . , r}, j ∈ {1, . . . , r}
O(1) else
Assume first that k ∈ {1, . . . , r}. Then it follows from the estimates above that
|∆vk|2|∂kϕ|2 = O
(|zk|2 + ε2)1−βk−2β′k +∑
i 6=k
(|zi|2 + ε2)2β′i−βi

Moreover, we have 1−βk−2β′k+(βk−1) > −1 and 2β′i−βi+(βi−1) > −1 as long as the
angles β′ satisfy β′i < 1/2 for all i, condition which then guarantees that ||∆vk· ∂kϕ||L2 6 C.
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b. The term
∑
i,j ω
ij¯∂ivk· ∂j¯kϕ.
Given that ωj¯k = (αt)j¯k + ∂j¯kϕ, that term splits as ∂kvk −
∑
i,j ω
ij¯∂ivk· (αt)j¯k. But the
estimates provided in (5.2), show that ||∂ivk||L2 6 C for any i, k.
c. The term
∑
i,j,k ω
ij¯∂j¯vk· ∂ikϕ.
From Corollary 2.5, we deduce the existence of a positive function H (depending on ε)
such that
∫
Hωn 6 C and:
H−1|∂ikϕ|2 =

O((|zi|2 + ε2)βi−1(|zk|2 + ε2)βk−1) if i, k ∈ {1, . . . , r}
O((|zi|2 + ε2)βi−1) if i ∈ {1, . . . , r}, k /∈ {1, . . . , r}
O((|zk|2 + ε2)βk−1) if i /∈ {1, . . . , r}, k ∈ {1, . . . , r}
O(1) else
Combining this information with (5.2), a tedious but straightforward case study shows that
H−1|ωij¯∂j¯vk· ∂ikϕ|
2 =


O(|zk|
2(|zk|
2 + ε2)βk−1|zj |
2(|zj |
2 + ε2)2β
′
j−βj−1) if j, k ∈ {1, . . . , r}, j 6= k
O(|zk|
2(|zk|
2 + ε2)βk−1) if k ∈ {1, . . . , r}, j /∈ {1, . . . , r}
O(|zj |
2(|zj |
2 + ε2)2β
′
j−βj−1) if k /∈ {1, . . . , r}, j ∈ {1, . . . , r}
O(|zk|
2) if j, k ∈ {1, . . . , r}, j = k
O(1) else
and therefore |ωij¯∂j¯vk· ∂ikϕ|2 = O((|zj |2+ ε2)2β
′
j−βjH) which is uniformly integrable with
respect to ω as long as 2β′j > βj for all j. So if we choose β
′
j ∈ [βj/2, 1/2) 6= ∅, we will
have β′j < 1/2 and 2β
′
j > βj which are the two conditions needed on β
′
j so far.
This concludes the proof of the lemma.
In summary, we have proved that ||R1||L2 + ||R2||L2 6 C, hence vε·ϕt,ε satisfies an elliptic
equation where the rhs has a uniform L2 bound. One can now easily conclude the proof of the
proposition.
End of the proof of Proposition 3.4. — One has to prove the estimate for the real part and the
imaginary part of vε·ϕt,ε. Because the two proofs are completely analogous, we will focus on
the real part say. Also, we will drop the indexes ε, t to alleviate the notations, and we will set
u := Re(vε·ϕt,ε), R := Re(R1 + R2), and we will denote ∆ := ∆ωt,ε and work with Lp spaces
induced by the measure ωnt,ε. With these notations, Equation (3.4) translates into
(3.6) ∆u = u+R
If one multiplies this equation by u and integrate by parts, we get∫
X
|∇u|2 +
∫
X
u2 = −
∫
X
Ru
and therefore
(3.7) ||∇u||2L2 6 ||R||L2 · ||u||L2
From Proposition 2.1, we know that ωt,ε has a uniform Poincare´ constant CP , so ||u−
∫
Xt
u||L2 6
CP ||∇u||L2 . Combining this with (3.7), we obtain:
(3.8) ||u||L2 6 V
∣∣∣∣∫
Xt
u
∣∣∣∣+ CP ||R||1/2L2 · ||u||1/2L2
where V =
∫
Xt
ωnt,ε is a constant.
One saw above that ||R||L2 6 C. Combining this with Proposition 3.3, (3.8) becomes:
||u||L2 6 C(1 + ||u||1/2L2 )
and therefore ||u||L2 6 C ′ (with C ′ such that C ′2 = (C +
√
C2 + 4C)/2)).
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3.4. L∞ bounds. — We obtained L2 bounds for vε·ϕt,ε in the previous section. Recall that
vε·ϕt,ε is solution of (3.4), whose right hand side Rε is uniformly bounded for the L2 norm only,
and a priori not for the L∞ norm. This prevents from using the standard Harnack inequality
to get L∞ estimates for the solution. However, because we now have L2 estimates, provided by
global methods, one can go back to the local equation satisfied by ∂tϕt,ε (say on a trivializing
chart Ut ⊂ Xt) which is drastically simpler:
(∆ωt,ε − 1)(∂tϕt,ε) = trω(∂tω)− trωt,ε(∂tαt)−
N∑
i=1
(1− βi)∂t log(|si|2 + ε2)
Obviously, the right hand side of this equation has uniform L∞ bounds. Moreover, ∂tϕt,ε =
vε·ϕt,ε + O(1) given the gradient estimate (Corollary 2.4), so ||∂tϕ||L2 6 C. Now one can use
the Harnack inequality (see e.g. [GT77, Theorem 8.17]) to get:
||∂tϕt,ε||L∞(Ut) 6 C
and ultimately
(3.9) ||vε·ϕt,ε||L∞(Xt) 6 C
Implicitly, we used that Harnack inequality works just as well for ωt,ε because it satisfies uniform
Poincare´ and Sobolev inequalities (and being closed, it is legitimate to integrate by parts with
respect to that form).
Now, let u denote either the real part or the imaginary part of ∂tϕt,ε; one has ∆u − u =
Re
(
(trωt,ε − trω)(∂tω)− (1− β) ∂t log(|s|2 + ε2)
)
(or similarly with Im). Outside D the right
hand side of this equation has uniform C k bounds for all k (and so does ωt,ε). Given the
estimate (3.9), one can apply Schauder estimates to get∣∣∣∣∣∣∣∣∂ϕt,ε∂t
∣∣∣∣∣∣∣∣
C k(U)
6 CU,k(3.10)
for each relatively compact open subset U ⋐ Xt rDt, uniformly in t (small).
4. Positivity of the variation
One considers the vector field vϕ defined as the lift of
∂
∂t with respect to the approximate
Ka¨hler-Einstein metric ωt,ε. Remember that ω is a background fixed Ka¨hler form (living on the
total space). One will prove:
Proposition 4.1. — There exists a constant C > 0 independent of t, ε such that:∫
Xt
|vϕ|2ω ωnt,ε 6 C
Proof. — This statement can be checked locally, so we choose the usual system of coordinates,
around a point 0 ∈ Xt. We write (gij¯) (resp. (hij¯)) for the components of ωβ′,t,ε (resp. ωt,ε)
in these coordinates. Recall that vϕ =
∂
∂t −
∑
i,j h
j¯ihtj¯
∂
∂zi
. As ωt,ε and ωβ,t,ε are uniformly
quasi-isometric on Xt, we will work on the Ka¨hler manifold (Xt, ωβ,t,ε) in the following (so all
gradients and Lp norms will be considered with respect to ωβ,t,ε). Once again, we will drop
the indexes ε, t to lighten notation (so v := vε, ϕ := ϕt,ε). Note that up to a harmless term,
hij¯ =
∂ϕ
dzidz¯j
.
The key observation is that the L2 bound on v·ϕ obtained in Proposition 3.4 provides a L2
estimate on ∇(v·ϕ) because of (3.7) (and the bound on ||Rε||L2 proved a few lines below that
inequality):
(4.1)
∫
Xt
|∇(v·ϕ)|2 ωnβ,t,ε 6 C
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We decompose the gradient of a function f as ∇f = ∑i∇if ∂∂z¯i , or equivalently ∇if =∑
j g
ij¯ ∂
∂z¯j
. With respect to the background metric ω, |vϕ|2ω is controlled by
∑
i
∣∣∣∑j hj¯ihtj¯∣∣∣2 ≃∑
i
∣∣∣∑j hj¯i ∂∂zj¯ (∂ϕ∂t )∣∣∣2 which is |∇ωt,ε (∂tϕ)|2, itself controlled by |∇(∂tϕ)|2. So we are left to
estimate ||∇(∂tϕ)||L2 .
We want to relate that last quantity to ||∇(v·ϕ)||L2 , which we have under control by (4.1).
Given the definition of v, we get ∇(∂tϕ) = ∇(v·ϕ) + ∇(gj¯kgtj¯∂kϕ), hence everything comes
down to bounding the L2 norm of the second term on the rhs. Given i ∈ {1, . . . , n}, we compute
(4.2) ∇i(gj¯kgtj¯∂kϕ) = gtj¯gj¯kgil¯(∂kl¯ϕ) + (∇igtj¯)gj¯k∂kϕ+ (∇igj¯k)gtj¯∂kϕ
We are going to bound each of the three terms in (4.2) above, say at 0. Before that, observe that
the bound |∇ϕ| 6 C provided by Corollary 2.4 combined with the fact that ωβ,t,ε is uniformly
quasi-isometric to the model
∑r
k=1(|zk|2 + ε2)βk−1dzk ∧ dz¯k +
∑
k>r+1 dzk ∧ dz¯k yields
|∂kϕ|2 =
{
O((|zk|2 + ε2)βk−1) if k ∈ {1, . . . , r}
O(1) else
We can start estimates the three terms of (4.2) now.
a. The term gtj¯g
j¯kgil¯(∂kl¯ϕ).
As ωβ,t,ε and ωt,ε are quasi-isometric, we see easily that the first term is bounded, given
that |gtj¯(0)| 6 C.
b. The term (∇igtj¯)gj¯k∂kϕ.
By the estimate on ∂kϕ above, we get that for each j, |gj¯k∂kϕ| 6 C. Moreover,
∇igtj¯ =
∑
k g
k¯i∂k¯gtj¯ ; combining the estimates (3.1) and (3.5), we see that g
k¯i∂k¯gtj¯ is
always uniformly bounded, hence so is (∇igtj¯)gj¯k∂kϕ.
c. The term (∇igj¯k)gtj¯∂kϕ.
We have: ∇igj¯k =∑l gl¯i(∂l¯gj¯k) = −∑l,α,β gl¯igj¯α(∂l¯gαβ¯)gβ¯k. If k /∈ {1, . . . , r}, then
gj¯α(∂l¯gαβ¯)g
β¯k =

O(zl(|zl|2 + ε2)−β′l) if α = β = l ∈ {1, . . . , r}
O(zl(|zl|2 + ε2)β′l−1) if (α or β /∈ {1, . . . , r}), l ∈ {1, . . . , r}
O(1) else
and if k ∈ {1, . . . , r},
gl¯igj¯α(∂l¯gαβ¯)g
β¯k =

O(zl(|zl|2 + ε2)1−2β′l) if α, β, l ∈ {1, . . . , r}, k = l
O(zl(|zl|2 + ε2)1−2β′l(|zk|2 + ε2)1−β′k) if α, β, l ∈ {1, . . . , r}, k 6= l
O(zl(|zk|2 + ε2)1−β′k) if (α or β /∈ {1, . . . , r}), l ∈ {1, . . . , r}
O((|zk|2 + ε2)1−β′k) else
If k /∈ {1, . . . , r}, then gtj¯∂kϕ is bounded, and
|gl¯igj¯α(∂l¯gαβ¯)gβ¯kgtj¯∂kϕ|2 =
{
O(|zl|2(|zl|2 + ε2)2−4β′l + |zl|2) if l ∈ {1, . . . , r}
O(1) else
If k ∈ {1, . . . , r}, then |∂kϕ|2 = O((|zk|2 + ε2)βk−1) hence
|gl¯igj¯α(∂l¯gαβ¯)gβ¯kgtj¯∂kϕ|2 =
{
O(|zk|2(|zk|2 + ε2)1−4β′k+βk) if k = l
O((|zk|2 + ε2)1−2β′k+βk) else
As the coefficients β′i satisfy β
′
i 6 1/2, all the above expressions are uniformly bounded
and therefore
∣∣∣(∇igj¯k)gtj¯∂kϕ∣∣∣2 is uniformly integrable.
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In conclusion, ||∇(gj¯kgtj¯∂kϕ)||L2 6 C, and therefore we get an L2 estimate
(4.3) ||∇∂tϕ||L2 6 C
By the observations at the beginning of the proof, if shows that vϕ is has a uniform L
2 bound.
We will also need the following result, which is a rather easy consequence of the above proof:
Proposition 4.2. — On Xt, we have (uniformly in t):
lim
ε→0
∫
⋃
{|si|2<ε}
|vϕ|2ω ωnt,ε = 0
Proof. — Recall from the proof above that |vϕ|2ω is controlled by |∇(∂tϕ)|2, and that we have the
relation∇(∂tϕ) = ∇(v·ϕ)+∇(gj¯kgtj¯∂kϕ). It also follows from the proof above that∇(gj¯kgtj¯∂kϕ)
is dominated by an explicit function independent of ε, say G, and such that
∫
Xt
G2ωnt,ε < +∞.
By Lebesgue dominated convergence theorem, it follows that
∫
{
∑
|si|2<ε}
|∇(gj¯kgtj¯∂kϕ)|2ωnt,ε con-
verges to 0.
For the other term, once can work separately with the real and imaginary part of v·ϕ. Recall
equation (3.6), that reads ∆u = u+R if u = v·ϕ and R satisfies an L2 bound. We can consider
an cut-off function χε that vanishes outside Vε :=
⋃{|si|2 < ε} and such that ∫ |∇χε|2ωnt,ε → 0
when ε goes to 0, cf [CGP13, §9]. Multiplying the relation satisfied by u above by χεu and
integrating by parts, we get∫
Xt
χε|∇u|2ωnt,ε 6
∫
Xt
|u|· 〈|∇χε,∇u〉|ωnt,ε +
∫
Xt
χε|R| |u|ωnt,ε
6 ||u||∞||∇χε||L2 ||∇u||L2 + C||u||∞· ||R||L2Vol (Vε)
and by the bounds on ||u||∞, ||∇u||L2 , ||R||L2 at our disposal, we get the expected result.
Corollary 4.3. — The current ρ is positive.
Proof. — Recall from [Pa˘u12, Eq. (35)] (cf also [Sch12, Proposition 3]) that on Xt,
(4.4) (−∆+ id)c(ρε) = |∂¯vϕ|2 +
∑
i
(1− βi)
[
θi,t + dd
c log(|si|2 + ε2)
]
(vϕ, vϕ) + |vϕ|2γ
where ρn+1ε = c(ρε)ρ
n
ε ∧ idt ∧ dt¯, ∆ = ∆ωϕt,ε and θi,t is a smooth metric on Di,t. One deduces
the following inequality:
(−∆+ id)c(ρε) >
∑
i
(1− βi) ε
2
|si|2 + ε2 θi,t(vϕ, vϕ)
> −
∑
i
Cε2
|si|2 + ε2 |vϕ|
2
ω
for the background Ka¨hler metric ω. Applying Proposition 2.2, one obtains for any z ∈ Xt:
(4.5) c(ρε)(z) > −C
∫
Xt
(∑
i
ε2
|si|2 + ε2
)
· |vϕ|2ω(w)·
1
dω(z, w)2n−2
dVω(w)
where dω is the geodesic distance associated with ω (here and in what follows, replace the
exponent 2n− 2 by 1 if n = 1).
Assume for now that z ∈ Xt rDt.
Then it follows from (3.10) that there exists a a small neigborhood Uz ⋐ XtrDt and a constant
C = C(z) > 0 such that:
• |ϕ|2ω 6 C and |si|2 > C−1 hold on Uz for any index i;
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• ∫Uz dωt,ε(z, w)2−2ndVωt,ε(w) 6 C;
• dωt,ε(z, w)2−2n 6 C for any w /∈ Uz.
The second item is a consequence of a simple calculation with the model approximate conic
metric. Eventually, one gets:
c(ρε)(z) > −C(z)
(
ε2
∫
Uz
dωt,ε(z, w)
2−2ndVωt,ε(w) +
∫
XtrUz
(∑
i
ε2
|si|2 + ε2
)
· |vϕ|2ω dVωt,ε
)
The first term in the right hand side converges to zero because of the second bullet point. As
for the second term, one can handle it using Propositions 4.2 and 4.1.
Indeed, recall the notation Vε =
⋃{|si|2 < ε}, and let us write N := #{components of D}.
One always has 0 6
∑
i
ε2
|si|2+ε2
6 N . And on the complement of Vε, one has
∑
i
ε2
|si|2+ε2
6 Nε.
Therefore:
∫
Xt
|vϕ|2ω
(∑
i
ε2
|si|2 + ε2
)
ωnt,ε 6 N
∫
Vε
|vϕ|2ω ωnt,ε +Nε
∫
XtrVε
|vϕ|2ω ωnt,ε
In the right hand side, the first term converges to zero by Proposition 4.2 while the second also
converges to zero thanks to Proposition 4.1.
In summary, we have proved that if z ∈ Xt rDt, then
(4.6) lim inf
ε→0
c(ρε)(z) > 0
Even better, if K ⋐ Xt rDt, one has
(4.7) lim inf
ε→0
inf
z∈K
c(ρε)(z) > 0
We claim that ρ is the weak limit of ρε. Indeed, this is a consequence of the convergence of the
potentials on each fiber therefore everywhere on X combined with the uniform L∞ estimate on
the potentials cf Proposition 2.1 allowing one to use Lebesgue dominated convergence theorem.
As a result, ρ is a positive current on X r D. Now ρ has bounded potentials thus ρ|XrD
extends trivially to a unique positive current ρ¯ on X. So locally, the potentials of ρ and ρ¯ differ
by a function F which is locally bounded and pluriharmonic outside D, hence F is polyharmonic
everywhere and ρ = ρ¯ is a positive current on X.
5. Second order estimates in the transverse direction
The strategy is the same, but the computations get heavier. Here vε is still the vector field
lifting ∂∂t with respect to the metric ωβ′,ε for some β
′ = (β′1, . . . , β
′
N ) with β
′
i 6 min{βi, 1/2}. Let
us set some notations first. We will work in a trivializing chart with coordinates (z1, . . . , zn, t)
where D = (z1 · · · zr = 0). We will drop the indexes ε and t to lighten notations once again. The
Lp spaces are computed with respect to ωnt,ε, or equivalently ω
n
β,t,ε. We write v =
∂
∂t+
∑n
i=1 vi
∂
∂zi
where vi = −
∑
j h
j¯ihtj¯ if (hαβ¯) denotes the components of ωβ′,t,ε in these coordinates. Therefore,
we get
v¯· v = ∂t¯t + vi∂t¯i + v¯k∂k¯t + v¯kvi∂k¯i + (∂t¯vi + v¯k∂k¯vi)∂i
We claim that
(5.1) ||(v¯· v − ∂t¯t)(ϕ)||L2 6 C
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for some uniform C. Here the L2 norm is taken with respect to ωt,ε on any coordinate chart of
Xt. To see this, recall that we have
r∑
k=1
(|zk|2 + ε2)β′k−1|vk|+
n∑
k=r+1
|vk| 6 C
and by (2.1)-(4.3):∑
k,i
||v¯kvi∂k¯iϕ||L∞ + ||
r∑
k=1
(|zk|2 + ε2)1−βk |∂k¯tϕ|2 +
n∑
k=r+1
|∂k¯tϕ|2||L1 6 C
We are left to estimating the L2 norm of the term (∂t¯vi + v¯k∂k¯vi)∂iϕ. Thanks to Corollary 2.4
and (3.9) we get:
|∂tϕ|+
r∑
k=1
(|zk|2 + ε2)1−βk |∂kϕ|2 +
n∑
k=r+1
|∂kϕ| 6 C
As ∂kvi = −giα¯gαβ¯,kgβj¯gtj¯ − gij¯gtj¯,k and all the coefficients β′• are 6 1/2, it is easy to show that
(5.2) ∂kvi =

O(zi) if i = k ∈ {1, . . . , r}
O(zizk(|zk|2 + ε2)β′k−1) if i, k ∈ {1, . . . , r}, i 6= k
O(zk(|zk|2 + ε2)β′k−1) if k ∈ {1, . . . , r}, i /∈ {1, . . . , r}
O(zi) if i ∈ {1, . . . , r}, k /∈ {1, . . . , r}
O(1) else
Therefore, ∂t¯vi + v¯k∂k¯vi = O(1) if i /∈ {1, . . . , r} and ∂t¯vi + v¯k∂k¯vi = O(zi). As a result,
|(∂t¯vi + v¯k∂k¯vi)∂iϕ|2 =
{
O((|zi|2 + ε2)β′i) if i ∈ {1, . . . , r}
O(1) else
which prove (5.1).
Proposition 5.1. — There exists C > 0 independent of ε, t such that∣∣∣∣∫
Xt
(v¯ε· vε·ϕt,ε)ωnt,ε
∣∣∣∣ 6 C
Proof. — We start from the equation ωnt,ε =
eϕt,ε∏
(|si|2+ε2)1−βi
ωn. Recall that the volume of ωt,ε is
constant, hence ∂
2
∂t∂t¯
∫
Xt
eϕt,ε∏
(|si|2+ε2)1−βi
ωn = 0. By Proposition 3.2, we get:
(5.3)
∫
Xt
(vε· v¯ε·ϕt,ε)ωnt,ε =
∑
i
(1− βi)
∫
Xt
(vε· v¯ε· log(|si|2 + ε2))ωnt,ε
We are reduced to studying the behavior of each function vε· v¯ε· log(|sj |2 + ε2)), and it suffices
to show that on each coordinate chart, this function is uniformly integrable. Once again we
are going to drop the ε. Remember that v¯· v = ∂t¯t + vi∂t¯i + v¯k∂k¯t + v¯kvi∂k¯i + (∂t¯vi + v¯k∂k¯vi)∂i.
We decompose v¯· v· log(|sj |2 + ε2) into three terms that we will evaluate at p0, the center of the
coordinate chart.
a. The term (∂t¯vi + v¯k∂k¯vi)∂i log(|sj |2 + ε2).
At p0, we have
∂i log(|sj |2 + ε2) =
{
z¯i
|zi|2+ε2
if i = j
0 else
and (∂t¯vi + v¯k∂k¯vi) = O(zi) if i ∈ {1, . . . , r} so that the term we are estimating is a O(1).
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b. The term (∂t¯t + vi∂t¯i + v¯k∂k¯t) log(|sj |2 + ε2)).
We start with the formula, valid at p0:
ddc log(|sj |2 + ε2) = ε
2idzj ∧ dz¯j
(|zj |2 + ε2)2 −
|zj |2
|zj |2 + ε2 θDi
from which is it obvious that our term is bounded (in our coordinate system, t = zn+1 and
j < n+ 1.
c. The term v¯kvi∂k¯i log(|sj|2 + ε2)).
By the previous formula, all we have to care about is when i = j = k in which case our
term is a O(ε2(|zi|2 + ε2)−2β′i) which is bounded as β′i 6 1/2.
To summarize, we have proved that
∑
i(1 − βi)(vε· v¯ε· log(|si|2 + ε2)) is uniformly bounded.
Combining this with (5.3), we obtain expected the bound.
Corollary 5.2. — There exists a uniform constant C > 0 such that:∫
Xt
|c(ρε)|ωnϕε 6 C.
Proof. — Given the definition of c(ρε), if follows from on (4.3) that on any trivializing chart Ut,
one has ||c(ρε)− ∂tt¯ ϕt,ε||L2(Ut) 6 C. Combining this with 5.1, one gets
||c(ρε)− vε· vε·ϕt,ε||L2(Xt) 6 C(5.4)
For C big enough, the positive function Fε(z) := C
∫
Xt
|vϕ|2dωt,ε(z, w)2−2ndV (w) satisfies
• c(ρε) > −Fε
• ∫Xt FεdV 6 C ′
Here dV is the volume form associated with ωt,ε. The first item is a reformulation of 4.5 while the
second follows from the uniform integrability of dωt,ε(· , w)2−2n combined with Fubini theorem
and Proposition 4.1.
One has:∫
Xt
v¯ε· vε·ϕt,ε dV =
∫
Xt
(v¯ε· vε·ϕt,ε − c(ρε))dV +
∫
Xt
(c(ρε) + Fε)dV −
∫
Xt
Fε dV
Proposition 5.1 shows that
∣∣∣∫Xt v¯ε· vε·ϕt,ε∣∣∣ 6 C. From (5.4) and the second bullet item, one
infers that the integral
∫
Xt
(c(ρε) + Fε)dV is uniformly bounded. Because c(ρε) + Fε > 0, this
yields:
||c(ρε)||L1 6 ||c(ρε) + Fε||L1 + ||Fε||L1 6 C
This proves the corollary.
From there, one can easily deduce the boundedness of the current ρ outside of the divisor D:
Corollary 5.3. — The current ρ is bounded outside the divisor D; in particular, its coefficients
are locally bounded functions and its local potentials belong to C 1,αloc (X0 r D) for any α < 1.
Furthermore the coefficients of ρ are smooth along the fiber directions outside D.
Proof. — Let U ⊂ Xt be a coordinate chart which does not intersect D. We aim to show that
on this set, ∂tt¯ϕt,ε admits uniform C
k estimates for all k > 0 independent of ε and t (small
enough). The case k = 0 is crucial, as one shall see.
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Let us first reduce the C k estimate to the C 0 one. Note that because of the estimates (3.10)
on ∂tϕt,ε and the expression of c(ρε) in coordinates recalled in §1.1, it is enough to prove C k
estimates for c(ρε), which is solution of
(∆− id)c(ρε) = −|∂¯vϕ|2 −
∑
i
(1− βi)
[
θi,t + dd
c log(|si|2 + ε2)
]
(vϕ, vϕ)− |vϕ|2γ
Thanks to (3.10), vϕ admits uniform C
k estimates on U ; and of course, so does ωϕε . So by
Schauder estimates, a C 0 estimate on c(ρε) will yield C
k estimates on U for c(ρε) and thus ∂tt¯ϕ.
For the C 0 estimate, the important informations available to us are the L1 bound for c(ρε)
established in Corollary 5.2 and the local lower bound for c(ρε) on the compact sets of X rD,
cf (4.7).
Now, let us choose a base point x ∈ U , fix R > 0 such that B(4R) ⊂ U , and choose a positive
number δ < 2n−2 . From Harnack inequality [GT77, Theorem 8.17], one gets
sup
B(R)
c(ρε) 6 C(||c(ρε)||L1+δ(B(2R)) + 1)
but [GT77, Theorem 8.18] yields:
||c(ρε)||L1+δ(B(2R)) 6 C( inf
B(R)
c(ρε) + 1)
Actually Harnack inequality applies to non-negative functions; however, one can add to c(ρε) a
fixed constant to make it positive (cf (4.7)) and this operation leaves the estimates essentially
unchanged. Therefore, if lim supε→0 supB(R) c(ρε) = +∞, then lim supε→0 infB(R) c(ρε) = +∞,
which contradicts the L1 control we have on c(ρε). Therefore c(ρε) is uniformly bounded above,
but we already knew the bound from below, cf (4.7). Hence the C 0 estimate.
As the estimate is uniform in t small enough, one gets that for any point x ∈ X0 rD, there
exist a neighborhood Ω ⊂ X0 rD of x and a constant C > 0 such that on Ω, one has
ρε 6 Cω
for some background Ka¨hler form ω on X. As ρ is the weak limit of ρε when ε → 0 (cf the
few lines below (4.7)), one gets the boundedness of ρ outside D. Therefore the coefficients of ρ
outside D belong to the dual of L1, hence they are locally bounded functions.
Finally, the claim on C 1,α regularity follows easily from the boundedness of ∂tt¯ϕ. Indeed, on a
coordinate chart of X0rD, the Laplacian of ϕt,ε is bounded by the C
0 estimate above combined
with Proposition 2.1. By standard results (e.g. [GT77, Theorem 3.9]) this yields C 1,α bounds
on ϕt,ε for any α < 1 and from there, Arzela-Ascoli theorem shows the expected regularity of
ϕ.
6. Extension
At this point, one knows that the fiberwise twisted conic Ka¨hler-Einstein metrics induce a
closed positive (1, 1)-current ρ ∈ c1(KX/Y +
∑
(1− βk)Dk)|X0 + {γ}|X0 on X0; we would like to
extend that current to a positive current on X. To achieve this goal, it is sufficient to prove that
the local potential of ρ are is bounded from above near the singular fibers. To do so, one follows
the strategy in [Pa˘u12, §3.3] which can be carried out to this more general setting without
significant change.
We pick a point x0 in X0 = pi
−1(x0), and choose a Stein neighborhood Ω of x0 in X; we write
Ωy = Ω ∩Xy, choose a potential τy of ρy so that (up to adding a pluriharmonic function to τy)
the equation satisfied by τy on Ωy is
(ddcτy)
n =
1∏ |fk|2(1−βk) eτy−F
∣∣∣∣dzdt
∣∣∣∣2
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if (fk = 0) is an equation of Dk, F is a local potential for γ (on Ω), and the coordinates
(z1, . . . , zn, t1, . . . , tm) are chosen so that p(z, t) = t. We set
Hm,y :=
{
f ∈ O(Ωy);
∫
Ωy
|f |2e−mτy(ddcτy)n 6 1
}
Then
τ(y)(x0) = lim
m→∞
sup
f∈Hm,y
1
m
log |f(x0)|
But for f ∈ Hm,y, Ho¨lder’s inequality yields
(6.1)
∫
Ωy
|f |2/me−τy(ddcτy)n 6
({ρ|Xy}n) mm−1
and the right hand side is bounded above independently of y and m. Furthermore, the L2/m
version of Ohsawa-Takegoshi extension theorem [BP12] yields a holomorphic function F on Ω
that extends f and such that
|F (x0)|2/m 6 CΩ
∫
Ω
|F |2/m|dz|2 6 C
∫
Ωy
|f |2/m
∣∣∣∣dzdt
∣∣∣∣2 6 C ′ ∫
Ωy
|f |2/me−τy+F (ddcϕy)n
as
∏ |fk|2(1−βk) is uniformly bounded above. Moreover, the integral on the right hand side is
bounded above uniformly in y and m by (6.1) and the smoothness of F . Therefore τy 6 C on
Ωy for a constant C independent of y ∈ p(Ω ∩X0).
7. Some remarks
7.1. The cuspidal case. — First, one can generalize the final conclusion of the main Theorem
in the case where the boundary divisor D =
∑
(1 − βk)Dk has coefficients βj ∈ [0, 1). Indeed,
if c1(KXy +
∑r
k=1(1 − βk)Dk |Xy) + {γ}|Xy is Ka¨hler for a generic y ∈ Y , then so is c1(KXy +
(1− ε)∑rk=1(1− βk)Dk |Xy) + {γ}|Xy for ε > 0 small enough. Therefore, c1(KX/Y +∑rk=1(1−
βr)Dk) + {γ} is pseudoeffective as limit of pseudoeffective classes. The question of the psh
variation of the associated conic/cuspidal Ka¨hler-Einstein metric seems to be more involved
though. In the case where the divisor is reduced, it seems very plausible that one could apply
the implicit function theorem in the Cheng-Yau Ho¨lder spaces to get the ”smoothness” of the
fiberwise Ka¨hler-Einstein metric, and from there the positivity of its variation.
7.2. More regularity? — One may ask whether one can obtain a better regularity for the
global potential ϕ of ρ on the locus X0. Without loss of generality, one can assume that
p : X → D is smooth.There are two types of improvement one could be looking for:
• Away from D: we only obtained a control of the first two mixed derivatives ∂tϕ and ∂tt¯ϕ,
which we showed to be smooth along the fiber directions. Understanding the regularity of higher
transverse derivatives of ϕ seems to require some significant additional work.
• Near D: we have proved that ϕ, ∂tϕ are bounded. Given the simple elliptic differential
equation satisfied locally by ∂tϕ on each fiber: (∆ωt − Id)(∂tϕ) = (trαt − trωt)(∂tω) + ∂t log |s|2
then one can use the conic Harnack inequalities [GP16, Theorem 7.11] combined with Remark
7.13 in the same paper to get that ∂tϕ ∈ C α,β(Xt); from there, and provided the conic Schauder
estimates obtained in [Don12] extend to the snc case, the function ∂tϕ would belong to the
space C 2,α,β(Xt).
The main problem though is about ∂tt¯ϕ. If one can show that this quantity is uniformly
bounded outside D (or equivalently that c(ρ) is bounded on Xt), then it would mean that
ρ is dominated by a global conic metric on X. Let us make this a bit more explicit. Near
a point x0 ∈ X0, one can choose a neigborhood Ω0 ⊂ X0 with local holomorphic coordinates
(z1, . . . , zn, t1, . . . , tm) on X such that p(z, t) = t, and such that up to relabelling the cone angles,
24 HENRI GUENANCIA
∑
(1−βk)Dk is given by (1−β1)[z1 = 0]+ · · ·+(1−βs)[zs = 0]. Then provided c(ρ) is bounded,
there would exist a constant C (depending on Ω0) such that
0 6 ρ 6 C
(
s∑
k=1
idzk ∧ dz¯k
|zk|2(1−βk)
+
n∑
k=s+1
idzk ∧ dz¯k + idt ∧ dt¯
)
holds uniformly on Ω0.
From there, it would be easy to conclude that ∂tt¯ϕ ∈ C 2,α,β(Xt), so that the coefficients of
ρ would have the (refined) regularity of a conic metric on Xt. Essentially, one can differentiate
the equation satisfied by ∂tt¯ϕ again, and because ∂tϕ is C
2,α,β and ∂tt¯ϕ is bounded, Harnack’s
inequality [GP16] would show that ∂tt¯ϕ is C
α,β and from there, Schauder estimates [Don12]
would yield the claim.
So essentially all the remaining regularity issues on the coefficients of ρ in the fiber directions
can be brought down to the boundedness of c(ρ) across D near the regular fibers, which by
standard arguments reduces to showing a Lp estimate on c(ρε) for some p > 1 (whereas we are
only able to give such an estimate for p = 1).
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