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Abstract
We study the convergence properties for some inexact Newton-like methods including the inexact Newton methods for solving
nonlinear operator equations on Banach spaces. A new type of residual control is presented. Under the assumption that the derivative
of the operator satisfies the Ho¨lder condition, the radius of convergence ball of the inexact Newton-like methods with the new type
of residual control is estimated, and a linear and/or superlinear convergence property is proved, which extends the corresponding
result of [B. Morini, Convergence behaviour of inexact Newton methods, Math. Comput. 68 (1999) 1605–1613]. As an application,
we show that the inexact Newton-like method presented in [R.H. Chan, H.L. Chung, S.F. Xu, The inexact Newton-like method
for inverse eigenvalue problem, BIT Numer. Math. 43 (2003) 7–20] for solving inverse eigenvalue problems can be regarded
equivalently as one of the inexact Newton-like methods considered in this paper. A numerical example is provided to illustrate the
convergence performance of the algorithm.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let X and Y be Banach spaces, D ⊆ X be an open subset and let f : D ⊆ X → Y be a nonlinear operator with
the continuous Fre´chet derivative denoted by f ′. Finding solutions of the nonlinear operator equation
f (x) = 0 (1.1)
in Banach spaces is a very general subject which is widely considered in both theoretical and applied areas of
mathematics. The most well-known method for solving (1.1) is Newton’s method which takes the following form:
xk+1 − xk = − f ′(xk)−1 f (xk). (1.2)
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One of the famous results on Newton’s method is the well-known Kantorovich theorem (cf. [11]) which guarantees
convergence of Newton’s sequence to a solution under very mild conditions. Since Newton’s method has a sound
theoretical basis for many problems and its convergence is rapid, a large number of works in the literature have
studied the convergence property of Newton’s method (cf. [7,11,12]). For recent progress on Newton’s method the
reader is referred to [16–18]. However, Newton’s method has two disadvantages from the point of view of practical
calculation: one is that it requires computing exactly Jacobian matrices, and the other is that it requires solving exactly
the following linear equations:
f ′(xk)(xk+1 − xk) = − f (xk). (1.3)
In general, the costs of computing exactly Jacobian matrices and/or of solving exactly equations (1.3) are large, in
particular in the case when the system is large.
In order to overcome the first disadvantage of Newton’s method, a number of Newton-like methods have been
developed; see for example [1,2,20]. For the second disadvantage, a variant of Newton iterative methods (or inexact
Newton methods) were proposed which use a linear iterative method to solve (1.3) approximately instead of solving
it exactly (cf. [5,13,21]). Thus inexact Newton-like methods (cf. [13,14]) avoiding both disadvantages have been
proposed for solving (1.1); they usually have the following unified form.
Algorithm A ((Bk, rk); x0). For k = 0 and a given initial guess x0, until convergence do:
1. For the residual rk and the iteration xk , find the step sk satisfying
Bksk = − f (xk)+ rk . (1.4)
2. xk+1 = xk + sk .
3. Set k = k + 1 and return to step 1.
Here {Bk} is a sequence of invertible operators from X to Y while {rk} is a sequence of elements in Y (depending on
{xk}).
In particular, taking Bk = f ′(xk) for each k, we obtain the inexact Newton method studied in [5], where the local
linear convergence result was established under the assumption that the residual rk satisfies ‖rk‖ ≤ ηk‖ f (xk)‖ for
0 ≤ ηk < 1 and each k. In the case when Bk = B(xk) where B(·) is an approximation of f ′(·), Algorithm A
[(Bk, rk); x0] reduces to the inexact Newton-like method which was presented in [8,13,14], where local linear
convergence was analyzed.
Morini considered in [13] the following variation for the residual controls:
‖Pkrk‖ ≤ θk‖Pk f (xk)‖ for each k, (1.5)
where {Pk} is a sequence of invertible operators from Y to X and {θk} is a positive-valued sequence. As pointed out by
Morini in [13], adopting the variation (1.5) rests on two reasons: one is that residual controls of this form are used in
iterative methods if preconditioning is applied; the other is that it leads to a relaxation on the forcing terms. Moreover,
the radius of the convergence ball was estimated in that paper.
In the present paper, we consider a new type of residual control:
‖Pkrk‖ ≤ θk‖Pk f (xk)‖β+1 for each k, (1.6)
in Algorithm A [(Bk, rk); x0], where 0 ≤ β ≤ 1. Under the assumption that f ′(x∗)−1 f ′ satisfies the Ho¨lder condition
and that the residual controls satisfy (1.6), the radius of the convergence ball for Algorithm A [(Bk, rk); x0] is
estimated, and the linear and/or superlinear convergence property is proved. In particular, for the inexact Newton
methods, our result extends the corresponding one in [13]. Furthermore, in the special case when β = 0, we will see
that only the continuity rather than the Ho¨lder condition of Freche´t derivatives is required to ensure linear convergence.
It should be noted that variation (1.6) for the residual controls is motivated by the inexact Newton-like method
proposed in [3] for solving inverse eigenvalue problems, which have been studied extensively; see for example, [3,4,9,
15,19] and references therein. In Section 3, we present a slight modification of the inexact Newton-like method of [3]
for solving inverse eigenvalue problems and show that it can be regarded equivalently as Algorithm A [(Bk, rk); x0]
for some function f with suitable {Bk} and {rk} satisfying (1.6), and therefore an application to inverse eigenvalue
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problems is provided. A numerical example is presented in the last section to illustrate the convergence performance
of the algorithm.
2. Convergence analysis
Let X and Y be Banach spaces. Let B(x, R) stand for the open ball in X with center x and radius R > 0. Let D be
an open subset of X and let f : D ⊂ X −→ Y be an operator with the continuous Fre´chet derivative denoted by f ′.
Throughout the whole paper we shall always assume that x∗ ∈ D such that the inverse f ′(x∗)−1 exists. Furthermore,
let 0 ≤ β ≤ p ≤ 1 and assume that f ′(x∗)−1 f ′ satisfies the Ho¨lder condition in B(x∗, R) with the Ho¨lder constant
L p:
‖ f ′(x∗)−1 ( f ′(x)− f ′(y)) ‖ ≤ L p‖x − y‖p for all x, y ∈ B(x∗, R). (2.1)
Let R0 > 0 be the maximum of all radii R > 0 such that
‖ f ′(x∗)−1 ( f ′(x)− f ′(y)) ‖ ≤ L0 < 1 for all x, y ∈ B(x∗, R). (2.2)
Let
Rp =
(
1
L p
) 1
p
for each p ≥ β and p 6= 0. (2.3)
Then we have the following lemma, which can be proved using Banach’s theorem with standard arguments as in [16].
Lemma 2.1. Let x ∈ B(x∗, Rp). Then f ′(x) is invertible and satisfies that
‖ f ′(x)−1 f ′(x∗)‖ ≤ (1− L p‖x − x∗‖p)−1 for each x ∈ B(x∗, R). (2.4)
Convergence analysis of inexact Newton-like methods is closely dependent on controls of the error Ek :=
f ′(xk) − Bk and of the residual rk in step k. Let N denote the set of all nonnegative integers. Recall from (1.5)
that {Pk} is a sequence of invertible operators from Y to X . Throughout the whole section, we always assume that
residual controls (1.6) are satisfied for some positive-valued sequence {θk} and that {Bk} satisfy
‖B−1k f ′(xk)‖ ≤ ω1 for each k ∈ N (2.5)
for some positive constant ω1. Moreover, we write
v = sup
k≥0
θk‖(Pk Bk)−1‖‖Pk Bk‖1+β . (2.6)
In the first theorem below, we will consider error controls for {Ek} which are dependent on the solution x∗ of (1.1).
Theorem 2.1. Suppose that f (x∗) = 0 and that errors {Ek} satisfy the following controls:
(EC1) there exists a nonnegative constant ω2 such that
‖B−1k Ek‖ ≤ ω2‖xk − x∗‖β for each k ∈ N. (2.7)
Let 0 < R ≤ Rp satisfy that
ω1L p R p
(p + 1)(1− L p R p) + ω2 R
β + v
(
ω1(p + 1− pL p R p)
(p + 1)(1− L p R p)
)β+1
Rβ ≤ 1. (2.8)
Then, for each x0 ∈ B(x∗, R), the sequence {xk} generated by Algorithm A [(Bk, rk); x0] converges to x∗ with
convergence order β + 1. Moreover, for each k ∈ N, the following assertion holds:
‖xk+1 − x∗‖ ≤ q‖xk − x∗‖β+1, (2.9)
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where
q = ω1L p‖x0 − x
∗‖p−β
(p + 1)(1− L p‖x0 − x∗‖p) + ω2 + v
(
ω1(p + 1− pL p‖x0 − x∗‖p)
(p + 1)(1− L p‖x0 − x∗‖p)
)β+1
. (2.10)
Proof. Let x0 ∈ B(x∗, R). Since q‖x0 − x∗‖β < q Rβ ≤ 1 by (2.8), it suffices to verify that (2.9) holds for each
k ∈ N. To this end, let k ∈ N. We claim that, if xk ∈ B(x∗, R), then
‖xk+1 − x∗‖ ≤
(
ω1L p‖xk − x∗‖p−β
(p + 1)(1− L p‖xk − x∗‖p) + ω2
+v
(
ω1(p + 1− pL p‖xk − x∗‖p)
(p + 1)(1− L p‖xk − x∗‖p)
)β+1)
‖xk − x∗‖β+1 (2.11)
and
‖xk+1 − x∗‖ < ‖xk − x∗‖. (2.12)
In fact, writing xτ = x∗ + τ(xk − x∗) for 0 ≤ τ ≤ 1, we have by (1.4) that
xk+1 − x∗ = xk − x∗ − B−1k
(
f (xk)− f (x∗)
)+ B−1k rk
= B−1k f ′(xk) f ′(xk)−1 f ′(x∗)
∫ 1
0
f ′(x∗)−1
[(
f ′(xk)− f ′(xτ )
)]
(xk − x∗)dτ
− B−1k Ek(xk − x∗)+ B−1k rk . (2.13)
Since xk ∈ B(x∗, R), (2.1), (2.4) and (2.5) imply that∥∥∥∥∥B−1k f ′(xk) f ′(xk)−1 f ′(x∗)
∫ 1
0
f ′(x∗)−1
[(
f ′(xk)− f ′(xτ )
)]
dτ
∥∥∥∥∥ ≤ ω1L p‖xk − x∗‖p(p + 1)(1− L p‖xk − x∗‖p) . (2.14)
Furthermore, by (2.1),
‖ f ′(xk)−1 f (xk)‖ ≤
(
1+ ‖ f ′(xk)−1 f ′(x∗)‖
∫ 1
0
‖ f ′(x∗)−1( f ′(xτ )− f ′(xk))‖dτ
)
‖xk − x∗‖
≤ p + 1− pL p‖xk − x
∗‖p
(p + 1)(1− L p‖xk − x∗‖p)‖xk − x
∗‖, (2.15)
which together with (2.5) yields
‖B−1k f (xk)‖ ≤ ‖B−1k f ′(xk)‖‖ f ′(xk)−1 f (xk)‖ ≤
ω1(p + 1− pL p‖xk − x∗‖p)
(p + 1)(1− L p‖xk − x∗‖p) ‖xk − x
∗‖. (2.16)
Thus, by (1.6), we have
‖B−1k rk‖ ≤ θk‖B−1k P−1k ‖‖Pk f (xk)‖β+1 ≤ v‖B−1k f (xk)‖β+1
≤ v
(
ω1(p + 1− pL p‖xk − x∗‖p)
(p + 1)(1− L p‖xk − x∗‖p)
)β+1
‖xk − x∗‖β+1 (2.17)
thanks to the definition of v in (2.6). On the other hand, it follows from (2.7) that
‖B−1k Ek(xk − x∗)‖ ≤ ω2‖xk − x∗‖β+1. (2.18)
Combining (2.13), (2.14), (2.17) and (2.18), one sees that (2.11) holds. Consequently,
‖xk+1 − x∗‖ <
(
ω1L p R p−β
(p + 1)(1− L p R p) + ω2 + v
(
ω1(p + 1− pL p R p)
(p + 1)(1− L p R p)
)β+1)
Rβ‖xk − x∗‖
≤ ‖xk − x∗‖ (2.19)
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thanks to (2.8) and the assumption that xk ∈ B(x∗, R). Hence (2.12) holds and the claim is proved.
Below we will proceed by mathematical induction. Clearly, (2.9) holds for k = 0 by (2.11). Assume now that (2.9)
holds for each k ≤ m − 1. Then, by (2.12),
‖xm − x∗‖ < ‖xm−1 − x∗‖ < · · · < ‖x0 − x∗‖ (2.20)
and xm ∈ B(x∗, R). Thus (2.11) can be applied to conclude that
‖xm+1 − x∗‖ ≤
(
ω1L p‖xm − x∗‖p−β
(p + 1)(1− L p‖xm − x∗‖p) + ω2
+ v
(
ω1(p + 1− pL p‖xm − x∗‖p)
(p + 1)(1− L p‖xm − x∗‖p)
)β+1)
‖xm − x∗‖β+1. (2.21)
By (2.20), we have that
ω1L p‖xm − x∗‖p−β
(p + 1)(1− L p‖xm − x∗‖p) + ω2 + v
(
ω1(p + 1− pL p‖xm − x∗‖p)
(p + 1)(1− L p‖xm − x∗‖p)
)β+1
< q.
Hence, (2.9) holds for k = m, which completes the proof. 
Remark 2.1. Suppose that (2.8) is satisfied. Let x0 ∈ B(x∗, R) and m ∈ N. Then the following implication holds:
‖B−1k Ek‖ ≤ ω2‖xk − x∗‖β holds for all k ≤ m H⇒ xm+1 ∈ B(x∗, R). (2.22)
(This can be seen from the proof of Theorem 2.1.)
Note that error control EC1 for {Ek} in Theorem 2.1 depends on the information at the solution x∗, which makes the
algorithm infeasible from the point of view of practical application because the solution x∗ is often unknown. In the
next theorem, we will consider another error control for {Ek}, which is independent of the solution x∗.
Theorem 2.2. Suppose that f (x∗) = 0 and that errors {Ek} satisfy the following controls:
(EC2) there exists a nonnegative constant ωˆ2 such that
‖B−1k Ek‖ ≤ ωˆ2‖ f (xk)‖β for each k ∈ N. (2.23)
Let 0 < R ≤ Rp satisfy that
ω1L p R p
(p + 1)(1− L p R p) + ωˆ2 R
β‖ f ′(x∗)‖β
(
1+ L p R
p
p + 1
)β
+ v
(
ω1(p + 1− pL p R p)
(p + 1)(1− L p R p)
)β+1
Rβ ≤ 1. (2.24)
Then, for each x0 ∈ B(x∗, R), the sequence {xk} generated by Algorithm A [(Bk, rk); x0] converges to x∗ with
convergence order β + 1. Moreover, for each k ∈ N, (2.9) holds for q defined by
q = ω1L p‖x0 − x
∗‖p−β
(p + 1)(1− L p‖x0 − x∗‖p) + ωˆ2‖ f
′(x∗)‖β
(
1+ L p‖x0 − x
∗‖p
p + 1
)β
+ v
(
ω1(p + 1− pL p‖x0 − x∗‖p)
(p + 1)(1− L p‖x0 − x∗‖p)
)β+1
. (2.25)
Proof. Let
ω2 = ωˆ2‖ f ′(x∗)‖β
(
1+ L p R
p
p + 1
)β
.
Then (2.8) is satisfied. Let k ∈ N. Below we shall show that, if xk ∈ B(x∗, R), then
‖B−1k Ek‖ ≤ ω2‖xk − x∗‖β . (2.26)
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To do this, recall that xτ = x∗ + τ(xk − x∗). It follows from (2.1) that
‖ f ′(x∗)−1 f (xk)‖ ≤
∫ 1
0
‖ f ′(x∗)−1 f ′(xτ )‖dτ‖xk − x∗‖ ≤
(
1+ L p R
p
p + 1
)
‖xk − x∗‖. (2.27)
Thus, by (2.23) and (2.27),
‖B−1k Ek‖ ≤ ωˆ2‖ f (xk)‖β ≤ ωˆ2‖ f ′(x∗)‖β
(
1+ L p R
p
p + 1
)β
‖xk − x∗‖β = ω2‖xk − x∗‖β (2.28)
and (2.26) is proved. Note that x0 ∈ B(x∗, R). Thus, with help of Remark 2.1, on can easily use mathematical
induction to verify that (2.26) holds for each k ∈ N. Consequently, Theorem 2.1 is applicable and the proof is
complete. 
In particular, for the case when Bk = f ′(xk) for each k ∈ N, one sees that (2.5) is satisfied with ω1 = 1, while (2.7)
and (2.23) coincide, and are satisfied with ω2 = ωˆ2 = 0 for any 0 ≤ β ≤ p ≤ 1. Therefore, applying Theorem 2.2,
we have the following corollary for the inexact Newton method, which includes the corresponding result of [13] (for
p = 1 and β = 0) as a special case.
Corollary 2.1. Suppose that f (x∗) = 0 and let v = supk≥0 θk‖(Pk f ′(xk))−1‖‖Pk f ′(xk)‖β+1. Let 0 < R ≤ Rp
satisfy that
L p R p
(p + 1)(1− L p R p) + v
(
p + 1− pL p R p
(p + 1)(1− L p R p)
)β+1
Rβ ≤ 1. (2.29)
Then, for each x0 ∈ B(x∗, R), the sequence {xk} generated by the inexact Newton method with initial point x0
converges to x∗ with convergence order β + 1, and, for each k ∈ N, (2.9) holds with q defined by
q = L p‖x0 − x
∗‖p−β
(p + 1)(1− L p‖x0 − x∗‖p) + v
(
p + 1− pL p‖x0 − x∗‖p
(p + 1)(1− L p‖x0 − x∗‖p)
)β+1
.
We conclude this section by restating separately some corollaries of Theorem 2.2 for the interesting case when
p = β = 0 (this means that the Ho¨lder condition is not necessary satisfied). Note that in this case (2.7) and (2.23)
coincide with ω2 = ωˆ2.
Corollary 2.2. Suppose that f (x∗) = 0. Let p = β = 0 and set v = supk≥0 θkcond(Pk Bk). Suppose that vω1 < 1
and let 0 < R ≤ R0 be such that
(ω1 − ω2 + 1)L0 + vω1 ≤ 1− ω2. (2.30)
Then, for each x0 ∈ B(x∗, R), the sequence {xk} generated by the Algorithm A [(Bk, rk); x0] converges linearly to x∗
and, for each k ∈ N, (2.9) holds with β = 0 and q defined by
q = ω1L0
1− L0 + ω2 +
vω1
1− L0 .
Corollary 2.3. Suppose that f (x∗) = 0. Let p = β = 0 and let v = supk≥0 θkcond(Pk f ′(xk)−1). Suppose that v < 1
and let 0 < R ≤ R0 be such that
2L0 + v ≤ 1. (2.31)
Then, for each x0 ∈ B(x∗, R), the sequence {xk} generated by the inexact Newton method converges linearly to x∗
and, for each k ∈ N, (2.9) holds with β = 0 and q defined by
q = L0
1− L0 +
v
1− L0 .
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3. Application to inverse eigenvalue problems
This section is devoted to an application of the result of the previous section to the inverse eigenvalue problems.
The inverse eigenvalue problems have been studied extensively (cf. [3,4,15] and references therein), and the setting is
as follows. Let {Ai }ni=1 be a sequence of real symmetric n × n matrices. Define
A(c) =
∑
ci Ai for each c = (c1, c2, . . . , cn)T ∈ Rn .
Let c = (c1, c2, . . . , cn)T ∈ Rn and let λ1(c) ≤ λ2(c) ≤ · · · ≤ λn(c) denote the eigenvalues of the matrix A(c). Then
the inverse eigenvalue problem (IEP) considered here is, for n given real numbers {λ∗i }ni=1 with λ∗1 ≤ λ∗2 ≤ · · · ≤ λ∗n ,
to find a vector c∗ ∈ Rn such that
λi (c
∗) = λ∗i for each i = 1, 2, . . . , n, (3.1)
(such a vector c∗ is called a solution of IEP (3.1)). Define the function f : Rn → Rn by
f (c) = (λ1(c)− λ∗1, . . . , λn(c)− λ∗n)T for each c ∈ Rn . (3.2)
Then, it is clear that c∗ is a solution of IEP (3.1) if and only if c∗ is a solution of the equation f (c) = 0. On the basis
of this equivalence, many methods for solving IEP, such as Newton’s method, the Newton-like method and the inexact
Newton-like method, have been proposed and studied; see for example [3,4,6,19]. Here we are especially interested
in the inexact Newton-like method proposed in [3].
We use q1(c), q2(c), . . . , qn(c) to denote the normalized eigenvectors corresponding to {λi (c)}ni=1. Define J (c) by
[J (c)]i, j = qi (c)T A j qi (c) for each i, j = 1, 2, . . . , n. (3.3)
Then, by [3], J (c) is the Jacobian of f at c and
J (c)c = (λ1(c), . . . , λn(c))T. (3.4)
For convenience, we use Q(c) to denote the orthogonal matrix defined by
Q(c) = [q1(c), . . . , qn(c)]. (3.5)
The following algorithm is a slight modification of the inexact Newton-like method of [3].
Algorithm 3.1. The inexact Newton-like method:
1. Given c0, compute the eigendecomposition of A(c0) to form the Jacobian matrix via (3.3) and solve c1 from the
Jacobian equation:
J (c0)c1 = λ∗. (3.6)
2. For k = 1 until convergence do:
(a) Solve vki inexactly in the one-step inverse power method
(A(ck)− λ∗i I )vki = pk−1i + tki for each i = 1, 2, . . . , n, (3.7)
until the residual tki satisfies
‖tki ‖ ≤
1
4
for each i = 1, 2, . . . , n. (3.8)
(b) Normalize vki to obtain an approximate eigenvector p
k
i of A(c
k):
pki =
vki
‖vki ‖
for each i = 1, 2, . . . , n.
(c) Form the approximate Jacobian matrix Jk using
[Jk]i, j = (pki )T A j pki for each i, j = 1, 2, . . . , n. (3.9)
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(d) Solve ck+1 inexactly from the approximate Jacobian equation:
Jkc
k+1 = λ∗ + ek (3.10)
until the residual ek satisfies
‖ek‖ ≤ ηk
(
max
1≤i≤n
1
‖vki ‖
)β+1
, (3.11)
where {ηk} is a sequence of positive numbers satisfying
ηk ≤ η. (3.12)
Clearly, if ηk = 1 in (3.11) for each k, Algorithm 3.1 reduces to the inexact Newton-like method of [3]. Let
Bk =
{
J (c0) k = 0,
Jk k > 0
and rk =
{
0 k = 0,
J (ck)ck − Jkck + ek k > 0. (3.13)
By [3],
λ∗ = J (c)c − f (c) for each c ∈ Rn . (3.14)
Thus, (3.6) and (3.10) can be rewritten as a unified form:
Bk(c
k+1 − ck) = − f (ck)+ rk for each k ∈ N. (3.15)
Hence, the sequence {ck} generated by Algorithm 3.1 coincides with the sequence generated by Algorithm A
[(Bk, rk); x0] with Pk = I for each k. Below we will show that, with suitable θk , ω1 and ω2, {rk}, {Bk} and the
corresponding {Ek} satisfy (1.6), (2.5) and (2.7), respectively. Thus Theorem 2.1 can be applied to conclude that
Algorithm 3.1 is locally convergent with convergence order β + 1. To this end, we require some lemmas below, the
first of which is direct because the function f is analytic. In the remainder, we always assume that β ≥ 0 and c∗ is a
solution of IEP (3.1). Moreover we adopt the Euclidean norm on Rn .
Lemma 3.1. Suppose that {λ∗i }ni=1 are distinct. Then there exist positive numbers δ0, ρ0 and γ with
η‖J (c∗)−1‖(4ρ0)β+1δβ0 < 1 such that the following assertions hold for each c ∈ B(c∗, δ0):
‖λi (c)− λ∗i ‖ ≤ ρ0‖c − c∗‖ for each i = 1, 2, . . . , n. (3.16)
‖qi (c)− qi (c∗)‖ ≤ ρ0‖c − c∗‖ for each i = 1, 2, . . . , n. (3.17)
‖λi (c)− λ∗j‖ ≥ γ > 0 for each i, j = 1, 2, . . . , n and i 6= j. (3.18)
Lemma 3.2. Let {ωi }ni=1 ∈ Rn be unit vectors. Let Jω be the matrix defined by [Jω]i, j = (ωi )T A jωi for each
i, j = 1, 2, . . . , n. Then
‖Jωc − J (c)c‖ ≤ 2n max
i
|λi (c)|max
i
‖ωi − qi (c)‖2. (3.19)
Proof. The proof is similar to that in [4]. Let
W = [ω1, . . . , ωn], ∧ = diag(λ1(c), . . . , λn(c)). (3.20)
and
E = W T Q(c)− I. (3.21)
Recall from (3.5) that Q(c) = [q1(c), . . . , qn(c)]. Then, by (3.20) and (3.21),
W T A(c)W = W T Q(c) ∧ Q(c)TW = (I + E) ∧ (I + E)T = ∧+ ∧ET + E ∧+E ∧ ET. (3.22)
Comparing the diagonal entries of the matrices in (3.22), we have
ωTi A(c)ωi = λi (c)+ 2λi (c)[E]i,i +
n∑
j=1
λ j (c)[E]2i, j for each i = 1, 2, . . . , n. (3.23)
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Since [Jω]i, j = ωTi A jωi for each j = 1, 2, . . . , n, it follows from (3.23) and the definition of A(c) that
[Jωc]i = ωTi A(c)ωi = λi (c)+ 2λi (c)[E]i,i +
n∑
j=1
λ j (c)[E]2i, j for each i = 1, 2, . . . , n. (3.24)
Defining the vector z by
[z]i = 2λi (c)[E]i,i +
n∑
j=1
λ j (c)[E]2i, j for each i = 1, 2, . . . , n, (3.25)
it follows from (3.4) that
Jωc − J (c)c = z. (3.26)
Thus we only need to estimate ‖z‖. To this end, we note that Q(c) is orthogonal. Hence, by (3.21),
I + E + ET + E ET = (I + E)(I + E)T = W T Q(c)Q(c)TW = W TW. (3.27)
Since {ωi }ni=1 are unit vectors, it follows that the main diagonal entries of W TW are ones. This means that the main
diagonal entries of E + ET + E ET are zeros. Therefore,
[E]i,i = −12
n∑
j=1
[E]2i, j for each i = 1, 2, . . . , n. (3.28)
Since
n∑
i=1
(a + b)2 ≤ 2
n∑
i=1
(a2 + b2) for all a and b, (3.29)
one has by (3.25) that
‖z‖2 =
n∑
i=1
[z]2i =
n∑
i=1
(
2λi (c)[E]i,i +
n∑
j=1
λ j (c)[E]2i, j
)2
≤ 2
 n∑
i=1
4λ2i (c)[E]2i,i +
n∑
i=1
(
n∑
j=1
λ j (c)[E]2i, j
)2
≤ 4 max
i
|λi (c)|2
n∑
i=1
(
n∑
j=1
[E]2i, j
)2
≤ 4 max
i
|λi (c)|2
(
n∑
i=1
n∑
j=1
[E]2i, j
)2
= 4 max
i
|λi (c)|2‖E‖4F , (3.30)
where the second inequality holds because of (3.28). Noting that Q(c) is orthogonal, we have from (3.21) that
‖E‖F = ‖W T Q(c)− I‖F = ‖W T − Q(c)T‖F = ‖W − Q(c)‖F . (3.31)
Thus, by definitions of Q(c) and W ,
‖E‖F =
(
n∑
i=1
‖ωi − qi (c)‖2
) 1
2
≤
(
n max
i
‖ωi − qi (c)‖2
) 1
2
. (3.32)
Combining this with (3.30) yields
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‖z‖ ≤ 2n max
i
|λi (c)|max
i
‖ωi − qi (c)‖2, (3.33)
which together with (3.26) completes the proof of the lemma. 
Write
H = 2nρ0(1+ 8/γ )max
j
‖A j‖
and let
0 < δ < min
δ0, 1(2+ 8/γ )ρ0 , 1− η‖J (c
∗)−1‖(4ρ0)β+1δβ0
‖J (c∗)−1‖(2nρ20(1+ 8/γ )2 maxi |λ
∗
i | + H)
 . (3.34)
Then,
‖A − J (c∗)‖ ≤ Hδ H⇒ A−1 exists and ‖A−1‖ ≤ ρ1, (3.35)
where
ρ1 = ‖J (c
∗)−1‖
1− H‖J (c∗)−1‖δ . (3.36)
Set
ω1 = 16
γ
nρ0ρ1δmax
j
‖A j‖ + 1, ω2 = 16
γ
nρ0ρ1δ
1−β max
j
‖A j‖ (3.37)
and
θk = 128
γ 2
n
(
max
i
|λ∗i | + ρ0δ
)
(ρ0δ)
1−β + 4β+1ηk for each k ∈ N. (3.38)
The following lemma, the proof of which is in the spirit of the idea in [3], shows that inequalities (1.6), (2.5) and (2.7)
are satisfied with {θk}, ω1 and ω2 defined above.
Lemma 3.3. Suppose that {λ∗i }ni=1 are distinct and that the Jacobian J (c∗) is invertible. Let ω1, ω2 and θk be defined
by (3.37) and (3.38), respectively. If c0 ∈ B(c∗, δ), then the inequalities (1.6), (2.5) and (2.7) are satisfied with θk , ω1
and ω2.
Proof. Let c0 ∈ B(c∗, δ). We have to show that for each k ∈ N,
‖B−1k J (ck)‖ ≤ ω1, ‖B−1k J (ck)− I‖ ≤ ω2‖ck − c∗‖β and ‖rk‖ ≤ θk‖ f (xk)‖β+1. (3.39)
By Lemma 3.1, we have for each pair (i, j) with 1 ≤ i, j ≤ n,
|[J (c0)]i, j − [J (c∗)]i, j | = |(qi (c0)− qi (c∗))T A j qi (c0)− qi (c∗)T A j (qi (c∗)− qi (c0))|
≤ 2‖A j‖‖qi (c0)− qi (c∗)‖
≤ 2ρ0‖A j‖‖c0 − c∗‖. (3.40)
Let ‖ · ‖F denote the Frobenius norm of matrices. Then
‖J (c0)− J (c∗)‖ ≤ ‖J (c0)− J (c∗)‖F ≤ 2nρ0 max ‖A j‖‖c0 − c∗‖ < Hδ. (3.41)
It follows from (3.35) that J (c0) is invertible and
‖J (c0)−1‖ ≤ ρ1. (3.42)
Recalling that Bk and rk are defined by (3.13), (3.39) is seen to hold for k = 0. Moreover, for k ≥ 1, (3.39) holds if
and only if
‖J−1k J (ck)‖ ≤ ω1, ‖J−1k J (ck)− I‖ ≤ ω2‖ck − c∗‖β and ‖rk‖ ≤ θk‖ f (xk)‖β+1. (3.43)
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Let k = 1, 2, . . . and let k = sign(qi (ck)T pki ). Consider the following conditions:
(a) ‖ck − c∗‖ ≤ δ and |qi (ck)T pk−1i | ≥ 12 for each i = 1, 2, . . . , n;
(b) ‖k pki − qi (c∗)‖ ≤ (1+ 8/γ )ρ0δ and ‖k pki − qi (ck)‖ ≤ 8γ |λi (ck)− λ∗i | for each i = 1, 2, . . . , n;
(c) ‖J−1k ‖ ≤ ρ1 and ‖ek‖ ≤ 4β+1ηk |λi (ck)− λ∗i |β+1 for each i = 1, 2, . . . , n.
Then
(a) H⇒ (b)+ (c). (3.44)
To show (3.44), let i = 1, 2, . . . , n. Since {q j (ck)}nj=1 is an orthonormal basis, pk−1i + tki can be expressed as
pk−1i + tki =
n∑
j=1
ξk j q j (c
k). (3.45)
Hence, by (3.8), one has that
n∑
j=1
ξ2k j = ‖pk−1i + tki ‖2 ≤ (‖pk−1i ‖ + ‖tki ‖)2 ≤
(
1+ 1
4
)2
≤ 2 (3.46)
and
|ξki | = |qi (ck)T(pk−1i + tki )| ≥ |qi (ck)T pk−1i | − |qi (ck)Ttki | ≥
1
2
− 1
4
= 1
4
(3.47)
thanks to (a). Recall from (3.7) that
vki = (A(ck)− λ∗i I )−1(pk−1i + tki ) (3.48)
and that each q j (ck) is an eigenvector of (A(ck) − λ∗i I )−1 corresponding to (λ j (ck) − λ∗i )−1. It follows from (3.45)
that
vki =
n∑
j=1
ξk j (A(c
k)− λ∗i I )−1q j (ck) =
n∑
j=1
ξk j
λ j (ck)− λ∗i
q j (c
k). (3.49)
Consequently,
‖vki ‖ =
|ξki |
|λi (ck)− λ∗i |
(
1+
∑
j 6=i
ξ2k j [λi (ck)− λ∗i ]2
ξ2ki [λ j (ck)− λ∗i ]2
) 1
2
(3.50)
and
qi (c
k)Tvki =
ξki
λi (ck)− λ∗i
. (3.51)
Therefore,
0 ≤ kqi (ck)T pki =
kqi (ck)Tvki
‖vki ‖
=
(
1+
∑
j 6=i
ξ2k j [λi (ck)− λ∗i ]2
ξ2ki [λ j (ck)− λ∗i ]2
)− 12
. (3.52)
Since
1− (1+ t)− 12 = t√
1+ t(1+√1+ t) ≤ t for each t ≥ 0, (3.53)
it follows from (3.46), (3.47) and (3.52) and Lemma 3.1 that
1− kqi (ck)T pki ≤
∑
j 6=i
ξ2k j [λi (ck)− λ∗i ]2
ξ2ki [λ j (ck)− λ∗i ]2
= [λi (c
k)− λ∗i ]2
ξ2ki
∑
j 6=i
ξ2k j
[λ j (ck)− λ∗i ]2
≤ 32(λi (c
k)− λ∗i )2
γ 2
. (3.54)
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Recalling that pki and qi (c
k) are normalized, one has
‖k pki − qi (ck)‖ = (2(1− kqi (ck)T pki ))
1
2 ≤ 8
γ
|λi (ck)− λ∗i |. (3.55)
Since ‖ck − c∗‖ ≤ δ, Lemma 3.1 is applicable and
‖k pki − qi (c∗)‖ ≤ ‖k pki − qi (ck)‖ + ‖qi (ck)− qi (c∗)‖ ≤ (1+ 8/γ )ρ0δ. (3.56)
This together with (3.55) completes the proof of (b). To verify (c), note by (3.56) that, for each pair (i, j) with
1 ≤ i, j ≤ n,
|[Jk]i, j − [J (c∗)]i, j | = |(k pki − qi (c∗))T A jk pki − qi (c∗)T A j (qi (c∗)− k pki )|
≤ 2‖A j‖‖k pki − qi (c∗)‖
≤ 2(1+ 8/γ )ρ0δ‖A j‖. (3.57)
In view of the definition of H , one has
‖Jk − J (c∗)‖ ≤ ‖Jk − J (c∗)‖F ≤ 2nρ0δ
(
1+ 8
γ
)
max ‖A j‖ ≤ Hδ. (3.58)
Hence, by (3.35), we know that J−1k exists and ‖J−1k ‖ ≤ ρ1. On the other hand, by (3.11), (3.47) and (3.50), we obtain
‖ek‖ ≤ ηk
(
|λi (ck)− λ∗i |
|ξki |
)β+1
≤ 4β+1ηk |λi (ck)− λ∗i |β+1. (3.59)
Therefore, (c) holds and the implication (3.44) is proved.
Below we shall show that condition (a) implies (3.43). To do this, suppose (a) holds. Then, (b) and (c) hold by
(3.44). Note that, for each pair (i, j), with 1 ≤ i, j ≤ n,
|[Jk]i, j − [J (ck)]i, j | = |(k pki − qi (ck))T A jk pki − qi (ck)T A j (qi (ck)− k pki )|
≤ 2‖A j‖‖k pki − qi (ck)‖
≤ 16
γ
ρ0‖A j‖‖ck − c∗‖ (3.60)
thanks to (b) and Lemma 3.1. Hence
‖J (ck)− Jk‖ ≤ ‖J (ck)− Jk‖F ≤ 16
γ
nρ0 max
j
‖A j‖‖ck − c∗‖; (3.61)
and consequently,
‖J−1k J (ck)‖ ≤ 1+ ‖J−1k ‖‖J (ck)− Jk‖ ≤ ω1. (3.62)
Therefore, the first two inequalities in (3.43) hold. Furthermore, by Lemmas 3.1 and 3.2, (b) and the assumption that
‖ck − c∗‖ ≤ δ,
‖Jkck − J (ck)ck‖ ≤ 2n max
i
|λi (ck)|max
i
‖k pki − qi (ck)‖2
≤ 2n
(
max
i
|λ∗i | +maxi |λi (c
k)− λ∗i |
)
max
i
‖k pki − qi (ck)‖2
≤ 128
γ 2
n
(
max
i
|λ∗i | + ρ0δ
)
|λi (ck)− λ∗i |2. (3.63)
This together with Lemma 3.1 as well as condition (c) implies
‖rk‖ ≤ θk |λi (ck)− λ∗i |β+1 ≤ θk‖ f (ck)‖β+1.
Therefore, (3.43) is verified.
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Thus to complete the proof of the lemma, it remains to verify (a) holds for each k ≥ 1. We will proceed by
mathematical induction. By (3.4) and (3.6) and Lemma 3.2, one has that
‖c1 − c∗‖ = ‖J (c0)−1(λ∗ − J (c0)c∗)‖ ≤ 2n max
i
|λ∗i |max ‖qi (c0)− qi (c∗)‖2‖J (c0)−1‖. (3.64)
Since c0 ∈ B(c∗, δ) and ‖J (c0)−1‖ ≤ ρ1 by (3.42), it follows from (3.36) and (3.64) and Lemma 3.1 that
‖c1 − c∗‖ ≤ 2nρ20ρ1 maxi |λ
∗
i |‖c0 − c∗‖2 ≤ 2nρ20 maxi |λ
∗
i |
‖J (c∗)−1‖
1− H‖J (c∗)−1‖δ δ
2 ≤ δ, (3.65)
where the last inequality holds because (3.34) implies that
‖J (c∗)−1‖2nρ20(1+ 8/γ )2 maxi |λ
∗
i |δ ≤ 1− η‖J (c∗)−1‖(4ρ0)β+1δβ − H‖J (c∗)−1‖δ. (3.66)
Let i = 1, 2, . . . , n and recall that p0i = qi (c0). We have by (3.65) and Lemma 3.1 that
‖0 p0i − qi (c1)‖ ≤ ‖0 p0i − qi (c∗)‖ + ‖qi (c∗)− qi (c1)‖ ≤ ρ0‖c0 − c∗‖ + ρ0‖c1 − c∗‖ ≤ 1.
Since ‖0 p0i − qi (c1)‖2 = 2(1− 0qi (c1)T p0i ), it follows that |qi (c1)T p0i | ≥ 12 and (a) holds for k = 1. Now assume
that (a) holds for all k ≤ m. Then, Lemma 3.1 is applicable for c = ck and, by (3.44), conditions (b) and (c) hold for
all k ≤ m. This together with Lemma 3.2 implies that
‖Jmc∗ − J (c∗)c∗‖ ≤ 2n max
i
|λ∗i |maxi ‖m p
m
i − qi (c∗)‖2 ≤ 2n
(
1+ 8
γ
)2
max
i
|λ∗i |ρ20δ2. (3.67)
Furthermore, by condition (c), (3.12) and Lemma 3.1, one has that
‖cm+1 − c∗‖ ≤ ‖J−1m ‖(‖J (c∗)c∗ − Jmc∗‖ + ‖em‖)
≤ ρ1
(
2nρ20(1+ 8/γ )2 maxi |λ
∗
i |δ + η(4ρ0)β+1δβ
)
δ. (3.68)
Since ρ1 = ‖J (c∗)−1‖1−H‖J (c∗)−1‖δ , one can use (3.66) to obtain that
ρ1
(
2nρ20(1+ 8/γ )2 maxi |λ
∗
i |δ + η(4ρ0)β+1δβ
)
≤ 1.
It follows that ‖cm+1 − c∗‖ ≤ δ. Consequently, Lemma 3.1 yields that
‖m pmi − qi (cm+1)‖ ≤ ‖m pmi − qi (c∗)‖ + ‖qi (c∗)− qi (cm+1)‖
≤ (1+ 8/γ )ρ0δ + ρ0‖cm+1 − c∗‖
≤ (2+ 8/γ )ρ0δ ≤ 1.
Since ‖k−1 pk−1i − qi (ck)‖2 = 2(1 − k−1qi (ck)T pk−1i ), it follows that |qi (cm+1)T pmi | ≥ 12 and so (a) holds for
k = m + 1. 
Remark 3.1. Since Bk is defined by (3.13), one can see from the proof of Lemma 3.3 that ‖B−1k ‖ ≤ ρ1 and‖Bk‖ ≤ 2nρ0δ(1+ 8/γ )max ‖A j‖ + J (c∗) for each k.
Note that J is analytic and so Lipschitz continuous on B(c∗, δ). Therefore we can use Theorem 2.1 to prove the
following theorem, which includes the convergence result of [3] for the inexact Newton method with ηk = 1 and
β > 0 as a special case. Recall from (3.12) that supk∈N ηk ≤ η.
Theorem 3.1. Suppose that the given eigenvalues {λ∗i }ni=1 are distinct and that the Jacobian J (c∗) is invertible.
Suppose additionally that 4ρ1η‖J (c∗)‖ < 1 in the case when β = 0. Then, there exists R > 0 such that, for each
c0 ∈ B(c∗, R), the sequence {ck} generated by Algorithm 3.1 with initial point c0 converges to c∗ with convergence
order β + 1.
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Proof. Recall that
v = sup
k≥0
θk‖(Pk Bk)−1‖‖Pk Bk‖1+β . (3.69)
Since Pk = I for each k, it follows from (3.38) and (3.69) and Remark 3.1 that
v = ρ1
(
128
γ 2
n
(
max
i
|λ∗i | + ρ0δ
)
(ρ0δ)
1−β + 4β+1η
) (
2nρ0δ(1+ 8/γ )max ‖A j‖ + ‖J (c∗)‖
)β+1
. (3.70)
On the other hand, since J is Lipschitz continuous on B(c∗, δ), (2.1) is satisfied with p = 1 and L p := l for some l.
We claim that there exists a pair (R, δ) with 0 < R ≤ δ such that
ω1l R
2(1− l R) + ω2 R
β + v
(
ω1(2− l R)
2(1− l R)
)β+1
Rβ ≤ 1. (3.71)
Granting this and thanks to Lemma 3.3, Theorem 2.1 can be applied to conclude that, for each c0 ∈ B(c∗, R), the
sequence {ck} generated by Algorithm 3.1 with initial point c0 converges to c∗ with convergence order β + 1 and the
proof is complete. Hence, it remains to show that there exists a pair (R, δ) with 0 < R ≤ δ such that (3.71) holds. It
is clear in the case when β > 0. In the case when β = 0, define φ by
φ(R, δ) = ω1l R
2(1− l R) + ω2 + v
ω1(2− l R)
2(1− l R) for each R ≥ 0 and δ ≥ 0.
By (3.37) and (3.70), φ(0, 0) = 4ρ1η‖J (c∗)‖ < 1. It follows there exists a pair (R, δ) with 0 < R ≤ δ such that
φ(R, δ) ≤ 1, that is, (3.71) holds, because φ is continuous at (0,0). Hence the proof is complete. 
We end this section with a numerical example for the inverse eigenvalue problem which illustrates the convergence
performance of Algorithm 3.1.
Example 3.1. Let n = 5 and let {Ai }5i=1 be defined respectively by Ai = (akl)5×5 for each i = 1, 2, 3, 4, where
akl =
1, k = i, l = i + 1;1, k = i + 1, l = i;0, else
and
A5 =

2 0 0 0 0
0 2 0 0 0
0 0 6 0 2
0 0 0 2 0
0 0 2 0 2
 .
Then
A(c) :=
5∑
i=1
ci Ai =

2c5 c1 0 0 0
c1 2c5 c2 0 0
0 c2 6c5 c3 2c5
0 0 c3 2c5 c4
0 0 2c5 c4 2c5
 . (3.72)
Let
λ∗ = (4−√11, 1, 2, 3, 4+√11)T. (3.73)
Then we can check that c∗ = (1.0, 1.0, 1.0, 1.0, 1.0)T is a solution of IEP (3.1). Furthermore, we have that J (c∗)
is invertible. Hence, by Theorem 3.1, there exists R > 0 such that, for each c0 ∈ B(c∗, R), the sequence {ck}
generated by Algorithm 3.1 (for some proper η > 0 in the case when β = 0) with initial point c0 converges to c∗
with convergence order β + 1. For different β and η, the convergence performances of Algorithm 3.1 are illustrated
in Tables 1 and 2 respectively for c0 = (1.2, 0.8, 1.2, 1.1, 0.9)T and c0 = (1.2, 0.6, 1.5, 1.15, 2)T.
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Table 1
Values of k := ‖ck − c∗‖2 for different β
k η = 0.01 η = 1
β = 0 β = 1/2 β = 1 β = 0 β = 1/2 β = 1
0 3.74e−1 3.74e−1 3.74e−1 3.74e−1 3.74e−1 3.74e−1
1 1.67e−1 1.67e−1 1.67e−1 1.67e−1 1.67e−1 1.67e−1
2 1.60e−2 1.58e−2 1.57e−2 4.94e−2 2.42e−2 1.74e−2
3 1.67e−4 1.41e−4 1.40e−4 3.01e−2 7.38e−4 1.47e−4
4 6.08e−7 1.31e−8 1.18e−8 1.25e−2 8.85e−6 1.53e−8
5 2.80e−9 5.55e−11 0.00 5.00e−3 7.85e−9 0.00
6 1.25e−11 0.00 2.23e−3 1.98e−13
7 5.96e−14 9.76e−4 0.00
8 0.00 4.25e−4
9 1.88e−4
10 8.26e−5
11 3.50e−5
12 1.50e−5
13 5.00e−6
.
.
.
Table 2
Values of k := ‖ck − c∗‖2 for different β
k η = 0.01 η = 1
β = 0 β = 1/2 β = 1 β = 0 β = 1/2 β = 1
0 1.21 1.21 1.21 1.21 1.21 1.21
1 4.86e−1 4.86e−1 4.86e−1 4.86e−1 4.86e−1 4.86e−1
2 1.11e−1 1.11e−1 1.10e−1 3.03e−1 1.97e−1 1.49e−1
3 5.11e−3 4.86e−3 4.81e−3 1.66e−1 3.96e−2 1.06e−2
4 2.45e−5 1.40e−5 1.39e−5 7.70e−2 2.48e−3 5.92e−5
5 1.11e−7 1.74e−10 1.01e−10 3.61e−2 4.51e−5 3.24e−9
6 4.97e−8 0.00 0.00 1.62e−2 8.88e−8 0.00
7 2.23e−10 7.35e−3 7.58e−12
8 9.91e−13 3.31e−3 0.00
9 0.00 1.48e−3
10 6.64e−4
11 2.97e−4
12 1.33e−4
13 5.90e−5
.
.
.
4. A numerical example
Consider the two-point boundary value problem{
x ′′ + x 179 = 0,
x(0) = x(1) = 0, (4.1)
which was studied in [10]. We divide the interval [0, 1] into m + 1 subintervals and we get h = 1m+1 . Let
d0, d1, . . . , dm+1 be the points of subdivision with 0 = d0 < d1 < · · · < dm+1 = 1. An approximation for the
second derivative may be chosen as{
x ′′i =
xi−1 − 2xi + xi+1
h2
, xi = x(di ) for each i = 1, 2, . . . ,m.
x0 = x1 = 0.
(4.2)
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Table 3
Values of αk := ‖xk − x∗‖∞ for different β (m = 19)
k θˆk = 0.1 θˆk = 0.5
β = 0 β = 2/9 β = 5/9 β = 8/9 β = 0 β = 2/9 β = 5/9 β = 8/9
0 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20
1 2.31 2.31 2.28 2.26 2.22 2.22 2.22 2.22
2 1.66 1.44 1.49 1.44 2.25 2.23 2.23 2.23
3 4.32e−1 2.75e−1 2.63e−1 2.38e−1 2.31 2.31 2.35 2.38
4 4.92e−2 1.44e−2 8.56e−3 6.19e−3 2.41 2.42 1.99 1.32
5 4.97e−3 2.54e−4 1.72e−5 6.07e−6 2.42 1.56 5.81e−1 2.06e−1
6 4.97e−4 1.97e−6 5.72e−10 1.26e−11 1.72 5.72e−1 5.41e−2 5.34e−3
7 4.79e−5 5.07e−9 0.00 0.00 1.02 1.14e−1 9.70e−4 5.18e−6
8 4.59e−6 3.42e−12 5.65e−1 1.83e−2 1.80e−6 1.11e−11
9 4.40e−7 0.00 2.63e−1 1.77e−3 8.30e−11 0.00
10 4.22e−8 1.35e−1 1.01e−4 0.00
11 4.05e−9 6.66e−2 2.97e−6
12 3.88e−10 3.27e−2 4.04e−8
13 3.72e−11 1.56e−2 2.12e−10
14 3.56e−12 7.76e−3 3.50e−13
.
.
.
.
.
.
.
.
.
Table 4
Values of αk := ‖xk − x∗‖∞ for different β (m = 29)
k θk = 0.1 θk = 0.4
β = 0 β = 2/9 β = 5/9 β = 8/9 β = 0 β = 2/9 β = 5/9 β = 8/9
0 2.60 2.60 2.60 2.60 2.60 2.60 2.60 2.60
1 2.69 2.67 2.65 2.64 2.62 2.62 2.61 2.61
2 2.93 2.92 2.92 2.93 2.69 2.69 2.64 2.63
3 1.53 1.35 1.30 1.28 2.82 2.87 2.76 2.73
4 3.43e−1 2.25e−1 1.88e−1 1.77e−1 2.94 2.58 2.89 2.53
5 3.66e−2 9.71e−3 4.30e−3 3.45e−3 2.65 1.11 1.25 8.48e−1
6 3.91e−3 1.35e−4 4.27e−6 1.97e−6 1.57 2.27e−1 1.88e−1 7.72e−2
7 3.94e−4 7.52e−7 3.96e−11 1.47e−12 6.97e−1 2.79e−2 5.72e−3 7.46e−4
8 3.94e−5 1.29e−9 0.00 0.00 2.97e−1 2.10e−3 1.50e−5 1.15e−7
9 3.92e−6 5.40e−13 1.21e−1 8.19e−5 1.37e−9 1.00e−14
10 3.90e−7 0.00 4.77e−2 1.60e−6 0.00 0.00
11 3.88e−8 1.90e−2 1.30e−8
12 3.86e−9 7.63e−3 3.58e−11
13 3.84e−10 2.92e−3 3.00e−14
14 3.82e−11 1.15e−3 0.00
.
.
.
.
.
.
Let the operator φ : Rm → Rm be defined by
φ(x) =
(
x
17
9
1 , x
17
9
2 , . . . , x
17
9
m
)T
for each x = (x1, x2, . . . , xm)T ∈ Rm .
To get an approximation to the solution of (4.1), we need to solve the following nonlinear equation:
f (x) := Mx + h2φ(x) = 0 for each x ∈ Rm, (4.3)
where
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M =

−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2

m×m
.
Obviously, x∗ = 0 is a solution of (4.3) and
f ′(x) = M + 17
9
h2diag(x
8
9
1 , x
8
9
2 , . . . , x
8
9
m). (4.4)
Hence f ′(x∗) = M . Furthermore, it is easy to verify that
‖ f ′(x)− f ′(y)‖ ≤ 17
9
h2‖x − y‖ 89 for each x, y ∈ Rm (4.5)
where ‖ · ‖ denotes the∞-norm. Thus thanks to the results from Section 2, there exists a radius R such that for each
x0 ∈ B(x∗, R), the sequence {xk} generated by Algorithm A [(Bk, rk); x0] converges to x∗ = 0 with convergence
order β+1. For different choices of β and θ , the convergence performance of the algorithm with Pk = I are illustrated
in the following tables. Here we take m = 19 and x0 = (2.2, 2.2, . . . , 2.2)T in Table 3, while in Table 4, m = 29 and
x0 = (2.6, 2.6, . . . , 2.6)T.
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