One of the main challenges of fuzzy community detection problems is to be able to measure the quality of a fuzzy partition. In this paper, we present an alternative way of measuring the quality of a fuzzy community detection output based on n-dimensional grouping and overlap functions. Moreover, the proposed modularity measure generalizes the classical Girvan-Newman (GN) modularity for crisp community detection problems and also for crisp overlapping community detection problems. Therefore, it can be used to compare partitions of different nature (i.e. those composed of classical, overlapping and fuzzy communities). Particularly, as usually done with the GN modularity, the proposed measure may be used to identify the optimal number of communities to be obtained by any network clustering algorithm in a given network. We illustrate this usage by adapting in this way a well-known algorithm for fuzzy community detection problems, extending it to also deal with overlapping community detection problems and produce a ranking of the overlapping nodes. Some computational experiments show the feasibility of the proposed approach to modularity measures through n-dimensional overlap and grouping functions.
Introduction.
Large and complex networks representing relationships among a set of entities have been one of the focuses of interest of scientists in many fields in the recent years. Examples of complex networks include social networks, the world-wide web network, telecommunication networks and biological networks. One of the most important problems in social network analysis is to describe/explain its community structure. Generally, a community in a network is a subgraph whose nodes are densely connected within itself but sparsely connected with the rest of the network.
Community detection problems has been widely studied during the last decade (see e.g. [15, 20] ), with many applications to several disciplines. Discovering inherent communities and structures in a social network must be a main objective when we pursue a better understanding of a given network. Nevertheless, real communities in complex networks often present overlap, such that each vertex may occur in more than one community. Community detection problems with overlapping communities have been also studied in the literature (see [38] ), with different purposes. On one hand, a main aim of this problem is to uncover communities allowing some key nodes to belong to more than one community. On the other hand, a related aim is to detect and identify those nodes (usually mentioned as overlapping nodes) that belong to more than one community. Overlapping nodes may play a special role in a complex network system, and how to detect them is indeed a very interesting issue. In this sense, it is important to remark that most known algorithms, such as divisive algorithms [16] or agglomerative algorithms [15] , cannot detect them.
As it is pointed in [23] , two distinct types of overlapping are possible: crisp (where each node fully belongs to each community of which it is a member) and fuzzy (where each node belongs to each community up to a different extent or degree). Thus, taking into account this distinction, three classes of community detection problems are possible: classical community detection problems (in which just non-overlapping communities are allowed), crisp overlapping community detection problems (in which a node could belong to more than one community) and fuzzy community detection problems (in which each node has a degree of membership to each community). As a result, there are two main challenges in fuzzy community detection problems. The first is the development of algorithms that produce a fuzzy clustering of the nodes in the network. And the other is to quantify the quality of such a fuzzy partition.
In this paper, we present an alternative way of measuring the quality of a fuzzy community detection output based on n-dimensional grouping and overlap functions [4, 18] , that generalize the classical modularity for crisp community detection problems and also for crisp overlapping community detection problems. In addition with this, in this paper we also develop a fuzzy community detection algorithm, an overlapping community detection algorithm and an overlapping-node ranking method. These three proposals will then allow uncovering the fuzzy structure of a network and its overlapping communities (in a crisp way), as well as a procedure to rank the nodes based on this fuzzy structure. This paper is organized as follows: Section 2 is devoted to recall the basic notions of overlap and grouping functions, both in their bivariate and n-dimensional formulation, as well as to remind the concept of community detection problems, with and without overlapping communities. Similarly, Section 3 reviews the state-of-the-art in modularity measures, allowing the introduction of our new modularity measure for fuzzy community detection problems in Section 4. Our proposed methods for fuzzy community detection and crisp overlapping community detection, as well as the associated ranking process based on overlap and grouping functions are presented in Section 5. Finally, Section 6 is devoted to show the results of some computational experiments and to discuss some concluding remarks . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
Preliminaries
In this section, we recall some concepts and properties of bivariate and n-dimensional overlap and grouping functions, which were initially proposed in [4, 24] , and extended to the n-dimensional case in [18] .
Bivariate overlap and grouping functions
Aggregation is a basic and necessary tool for most knowledge-based systems. An aggregation operator [3, [8] [9] [10] [11] [12] 21] is usually defined as a real function A n that, from n data items x 1 , . . . , x n in [0, 1], produces an aggregated value A n (x 1 , . . . , x n ) in [0,1] [7, 12] . Some desirable properties any aggregation operator should satisfy use to be imposed: for example, some boundary conditions (for all n, A n (0, . . . , 0) = 0 and A n (1, . . . , 1) = 1), monotonicity and continuity in each variable (see again [5, 10] . Other properties can be also imposed, as those studied in [6, 19, 32, 33, 36] .
The concept of overlap as a bivariate aggregation operator was introduced in [4] to measure the degree of overlap of an object in a fuzzy classification system with two classes. This concept has been applied to some interesting situations, in which it is necessary to know the degree of overlap within general classification systems, in particular image segmentation problems as that described in [24] (in which it is necessary to discriminate between object and background) or in the framework of preference relationships [5] .
Obviously, there are situations in which we need to measure the degree of overlapping of an object in a fuzzy classification system with more than two classes. Thus, with the aim of soextending this concept, the concept of an overlap function was generalized into a n-dimensional framework in [18] . Through this generalization, it is possible to analyze most relevant properties and applications. Indeed, in this work we propose an application of n-dimensional overlap and grouping functions to community detection problems into a fuzzy framework.
The definition of an overlap function and some basic results about it were presented in [4, 24] . Particularly, an overlap function is defined as a particular type of bivariate aggregation function characterized by a set of symmetry, natural boundary and monotonicity properties.
is an overlap function if and only if the following holds: 
4.
G O is non-decreasing.
G O is continuous.
Let us observe (as shown in [4, 5, 24] ), that overlap functions are closely related with t-norms, but present some differences since the associative property is not required for the former (while it is for the latter). In the following example, we can see an instance of an aggregation function that is an overlap function but not a t-norm if p > 1.
Example 2.1. It is easy to see that the bivariate aggregation function G p (x, y) = (min{x, y})
p is an overlap function, since the properties (1)-(5) are satisfied. But let us also note that, when p > 1, the bivariate function G p is not associative, and thus it is not a t-norm.
Let us now recall in the notion of grouping function, also proposed in [4, 24] as a natural complement to overlap functions. Given two degrees of membership x = µ A (c) and y = µ B (c) of an object c into classes A and B, a grouping function is supposed to yield the degree z up to which the combination (grouping) of the two classes A and B is supported, that is, the degree up to which either A or B (or both) hold.
Definition 2.2. A grouping function is a function
that satisfies the following conditions:
2. G G (x, y) = 0 if and only if x = y = 0.
3. G G (x, y) = 1 if and only if x = 1 and y = 1.
4. G G is non-decreasing.
5. G G is continuous.
n-dimensional overlap functions
In [18] , the previous ideas presented for two sets or classes were extended into a more general case. Sometimes, an object may belong to more than two classes, and thus it may be interesting to measure the degree of overlap of this object with respect to the classification system given by the available classes.
is an n-dimensional overlap function if and only if:
In a similar way, the grouping concept can be also extended into a more general framework. Given n degrees of membership x i = µ Ci (c) for i = 1, . . . , n of an object c into classes C 1 , . . . , C n , a grouping function is supposed to yield the degree z up to which the combination (grouping) of the n classes C 1 , . . . , C n is supported . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Definition 2.4. An n-dimensional function
is an n-dimensional grouping function if and only if it satisfies the following conditions:
2. G G (x) = 0 if and only if x i = 0, for all i = 1, . . . , n.
3. G G (x) = 1 if and only if there exist i ∈ {1, . . . , n} with x i = 1.
G G is continuous.
Again, continuous t-conorms (their n-ary forms) and their convex combinations are prototypical examples of n-ary grouping functions.
Example 2.2. The following aggregation functions are examples of n-dimensional grouping functions:
• The maximum powered by p:
• The Einstein sum aggregation operator:
Community detection problems with overlapping communities
In order to introduce the formal definitions of community detection problems with or without overlapping communities, let us introduce the following notation:
• V = {1, 2, . . . , n} will represent the finite set of objects in the network, i.e. the elements to be clustered.
• E = {i, j} | i, j ∈ V will be the set of non-ordered pairs of related (neighboring) items of V . In this way, if two elements i, j ∈ V are related, then there exists an edge e = {i, j} ∈ E; otherwise, {i, j} ∈ E. Let m be number of edges (m = E ).
Hence, we have a graph G = (V, E) that shows the relationships between the items. The graph G can be assumed to be connected; otherwise, its connected components can be analyzed separately.
Classical community detection problems can be viewed as graph partition problems. In this way, the obtained family of clusters can be viewed as the first step towards a posterior segmentation or classification, depending on the final objective of our analysis. Clustering network problems, also addressed as community detection problems in networks, are usually defined as the problem of finding a good partition for a given graph G = (V, E). Definition 2.5. Given a graph G = (V, E), we will say that the set C = {C 1 , . . . , C r } is a community detection solution (without overlapping communities) if and only if
Currently, there exist a huge number of algorithms that address the identification of classical communities (for more details see for example [20] , or the exhaustive review of Fortunato [15] or). Clustering networks algorithms detect communities according to topological structures or dynamical behaviors of networks. Depending on the characteristics of the algorithms that cluster the graph into communities or groups, many classifications are possible. For example, Fortunato [15] establishes a division between traditional methods, partitional clustering, spectral clustering, divisive algorithms, modularity-based methods and dynamic algorithms.
As has been pointed out in the introduction, there exist many real situations (see [38] ) in which one node should belong to more than one community. Taking into account this, classical community detection problems can be extended to a more general formulation in which what we actually look after is just the covering of the network. Definition 2.6. Given a graph G = (V, E), we will say that the set C = {C 1 , . . . , C r } is an overlapping community detection solution if and only if
The applications of this problem are diverse. On one hand, as a natural extension of classical community problems, in which more complex and realistic situations are allowed. On the other hand, and related to some classical social network problems, this more complex problem serves the purpose of detecting and identifying key nodes for a given structure (usually referred to as overlapping nodes). These nodes play a special role in complex network systems. However, most known classical algorithms, such as divisive algorithm [16] or agglomerative [15] , cannot detect them.
Finally, to conclude this section we will also present a formulation of fuzzy community detection problems. Fuzzy community detection problems are usually understood as a natural extension of community detection problems with overlapping communities, in which we search for a good fuzzy partition of the set of nodes in the graph. It is clear that once it is allowed that a node can belong to more than one cluster or community, it seems reasonable to extend this idea by considering a fuzzy membership function µ Ci to be associated to each community C i under consideration. Nevertheless, there are many authors (see for example [23] among others) that define fuzzy community detection problems by imposing the constraint r l=1 µ C l (i) = 1 for any node i in the network, which implies that this fuzzy solution is in fact a Ruspini fuzzy partition [34] . However, it is important to notice that this constraint actually imposes the so-defined fuzzy community detection problems to be closer to the classical community detection problems than to overlapping community detection problems. And even worse, this constraint implies that fuzzy community detection problems are not an extension of overlapping community detection problems. For these reasons, we prefer the following definition of fuzzy community detection problems. Definition 2.7. Given a graph G = (V, E), we will say that the fuzzy clusters { C 1 , . . . , C r } over the set V with membership functions µ C1 , . . . Consistently with [1, 2] , we would like to emphasize that we do not impose that l=1,r µ C l (i) = 1. Rather, we only need to impose that all nodes in the network belong to at least one class with degree strictly greater than zero. Let us observe that all fuzzy community detection solutions that impose the previous Ruspini-like condition are a particular case of our previous definition, but the opposite is not true. Also, let us observe that such Ruspini-like assumption eliminates all overlapping community detection solutions as possible solutions for a fuzzy community detection problem. Instead, by adopting our definition, the following proposition trivially holds.
Proposition 2.1. Any classical community detection solution is a particular solution of the community detection problem with overlapping communities. Also, any overlapping community detection solution is particularly a solution of the fuzzy community detection problem.
3. Modularity measure in fuzzy community detection problems
State of the art
Once the classical community detection problem, overlapping community detection problem and the fuzzy community detection problem have been formally defined, it is time to measure how good the solutions are. Modularity is one of the most used measures to quantify the quality of a partition in networks when you don't know the a-priori communities. In the case in which the graph is built artificially and/or the real communities are known a priori, different measures to compare two partitions can be found in the literature (see [15] ). Nevertheless, in real networks, in which quite often there is not a priori knowledge about the actual communities, modularity is still the best choice to determine if a partition is good or not. For unsupervised clustering algorithms, modularity can also be used to determine the optimal number of communities. Moreover, modularity is often used to compare the performance among several algorithms. This measure was initially defined by Girvan and Newman in [16] for crisp partitions and crisp graphs. In this paper it will be denoted by Q GN . Particularly, given a network G = (V, E) and a partition C in the conditions of Definitions 2.5 or 2.6, the Girvan-Newman modularity of such a partition is defined as:
where m is the number of edges in the graph, k i is the degree of node i, A ij is the adjacency matrix of the graph and δ(c i c j ) is equal to 1 if nodes i and j belong to the same cluster and 0 otherwise. The modularity of a partition represents the fraction of edges that fall within the given groups minus the expected such fraction if edges were distributed at random.
Remark 1.
Let us observe that this definition allows to measure the performance of a crisp clustering of a graph with overlapping communities (i.e. a node can belong to more than one class).
Although the above modularity measure presents some issues (as for example the resolution limit), currently it is the most used measure to quantify the quality of a solution for community detection problems, with and without overlapping communities, when there is not an a priori known community structure.
Taking into account that there are few methods that produce a fuzzy partition of a network (see for example [38] ), few efforts has been dedicated to extend the crisp modularity measure into a more general scenario. Next we give a very short review of the different extensions of the modularity measure in a fuzzy framework (see [15] for more details).
In [40] , it is presented one of the first definitions that permit to measure the modularity of a fuzzy partition of a network. In that paper, the authors propose a fuzzy modularity measure based on the α-cuts of such fuzzy partition, in the following sense. Recall that given a network G = (V, E) and a fuzzy partition {C 1 , . . . , C r } of V , the set V c = {i ∈ V / µ C k (i) ≥ α} is a crisp community for all k ∈ {1, . . . , r} and for any value of α ∈ [0, 1].
Definition 3.1. Given a fuzzy partition {C 1 , . . . , C r } of a network G = (V, E) and its corresponding α-cuts V c for a given α ∈ [0, 1], Zhang's fuzzy modularity is defined as:
The previous definition presents some problems since the modularity of a fuzzy partition depends on the value of α, that is for each α ∈ [0, 1] a different value of the modularity measure is obtained. In [27] , an alternative definition of fuzzy modularity was presented by Liu, which not depends on a parameter α.
Then, Liu's fuzzy modularity is defined as:
Obviously, the main difference between Q Liu and Q Zhang lies on the definition of the crisp communities V c . Let us observe that if the fuzzy partition {C 1 , . . . , C r } is a Ruspini partition (i.e. for all i ∈ V , c=1,...,r µ Cc (i) = 1), then it is possible to find values of α for which both measures coincides.
The third well-known generalization of the crisp modularity measure in a fuzzy framework is given in [29] . In that paper, the Kronecker delta δ(c i c j ) that appears in the classical formula given by expression (1) , is replaced by s ij , where s ij denotes the sum of the products of the membership degrees of nodes i and j in the communities to which they both belong. Formally, the fuzzy modularity measure introduced in [29] by Nepusz et al. can be expressed as follows:
where s ij = c=1,...,r µ Cc (i)µ Cc (j). In the previous formula it is imposed that the fuzzy partition {C 1 , . . . , C r } of the graph has to be a Ruspini partition, in the sense that c=1,...,r µ Cc (i) = 1 for any i ∈ V . By imposing the Ruspini condition it is guaranteed that all the s ij belong to the unit interval [0, 1].
In the following example we present the result of calculating these three fuzzy measures modularity from a fuzzy clustering of a well-known network . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Example 3.1. In [40] , it is introduced a network in which there exist clearly overlapping nodes (see Figure 1 ). This situation presents in a natural way 3 overlapping communities with some nodes as 5, 9, 2 or 13 (especially 5 and 9) that may belong to more than one community. In Table 1 , we show a fuzzy clustering of the 13 nodes in three communities. Given the fuzzy clustering µ = (µ C1 , µ C2 , µ C3 ) shown in Table 1 , in Table 2 we show the values attained by the modularity measures Q Zhang (α), Q Liu and Q N E for different thresholds α . As it can be observed, both Q Liu and Q N E modularity measures do not depend on α. Also let us note that the modularity Q N E assumes a probabilistic scenario and requires the fuzzy clustering to be a Ruspini partition. Taking into account that µ is not a fuzzy partition in the sense of Ruspini, Q N E does not perform well. Classical Girvan-Newman modularity cannot be computed since the detected communities are not crisply defined. 
A new modularity measure for fuzzy community detection outputs
Although the fuzzy modularity presented in [29] is close to the correct generalization of the classical modularity measure Q GN into a fuzzy scenario, it presents some deficiencies. The most important one is that it is necessary to impose that the fuzzy partition of the set of nodes has to 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 be a Ruspini partition, and thus is not a generalization of the classical modularity measure when there exist overlapping communities. Therefore, if we have a crisp or fuzzy partition in which for one node i it is r c=1 µ Cc (i) > 1, then Q N E does not perform well. In the original definition of Girvan-Newman modularity, δ(c i c j ) represents the truth-value associated with the assertion node i and node j belong to the same community. In Q N E this degree of truth of node i and node j belong to the same community is replaced by s ij = r c=1 µ Cc (i)µ Cc (j), which in fact exhibits a different meaning. As it is pointed in [23] , the modularity measure Q N E does not permit overlapping in the sense that r c=1 µ Cc (i) > 1 (either in the crisp or fuzzy case), and thus it is not a generalization of the crisp GN modularity measure with overlapping nodes. Now let us try to quantify the assertion node i and node j belong to the same community by means of overlap and grouping functions. Let us observe that the δ(c i c j ) in the classical, crisp modularity measure Q GN takes value 1 if and only if both i and j belong to the same community, for any of the communities in the network partition {C 1 , . . . , C r }. If we denote by C i = ∪ l / i∈C l C l and C j = ∪ l / j∈C l C l the sets of communities to which nodes i and j respectively belong, then
represents the set of communities in which i and j belong simultaneously. In a crisp scenario, δ(c i c j ) = 1 if and only if ∪ l / i,j∈C l C l = ∅. In a fuzzy framework, this union can be represented by means of a grouping function G G and the intersection or the condition of both i, j ∈ C l through an overlap function.
To illustrate this idea, let i and j be two nodes such that their membership functions to the three communities C 1 , C 2 and C 3 are respectively given by
. The truth-degree of the assertion nodes i and j belong simultaneously to the community C 1 could be measured as the degree of overlap that this community has over the nodes i and j, i.e.
And then, after obtaining the degrees up to which i and j belong to communities C 1 , C 2 and C 3 , it is possible to aggregate these three values into a single one by using a grouping function. Thus, we propose to redefine the s ij as
For example, by taking the overlap function G O (x, y) = min{x, y} 1/2 and the grouping function G G (x 1 , . . . , x n ) = max{x i , }, we obtain that s ij = max{0. 4 1/2 , 0.5 1/2 , 0} = 0.5 1/2 = 0.707. Taking into account the previous considerations, in the next definition we present an extension of the classical modularity measure Q GN enabling to evaluate the performance of a fuzzy classification (not necessarily a Ruspini partition) of the set of nodes of a graph based on grouping and overlap functions.
Definition 4.1. Given a fuzzy clustering or partition C of a graph (V, E) with membership functions µ Cc : V −→ [0, 1], for all c ∈ C, its modularity measure is defined as:
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, for all C ∈ C, if the fuzzy clustering is a solution of the classical community detection problem (i.e. for all i ∈ V, µ C ∈ {0, 1} and C∈C µ C (i) = 1 ∀ i ∈ V ), then the following holds:
Proof. From the definition of grouping and overlap functions it is clear that given any i, j ∈ V , the expression G G {G O (µ C (i), µ C (j)) C ∈ C} coincides with δ ij if the fuzzy clustering is a classical partition.
Proposition 4.2. Given a fuzzy clustering C of a graph (V, E) with membership functions µ C : V −→ [0, 1], for all C ∈ C, if the fuzzy clustering is a solution of the overlapping community detection problem (i.e. for all i ∈ V, µ C ∈ {0, 1}) then the following holds:
Proof. From the definition of grouping and overlap functions it is again clear that given any i, j ∈ V , the expression G G {G O (µ C (i), µ C (j)) C ∈ C} coincides with δ ij if the fuzzy clustering is a classical covering.
Let us note that Proposition 4.1 is also satisfied by measures Q N E , Q Liu and Q Zhang . That is, these three measures coincide with the Girvan-Newman modularity when facing crisp, nonoverlapping communities. However, Proposition 4.2 does not hold for any of these three measures, that is, they do not coincide with Girvan-Newman modularity in case the crisp communities present overlapping. This is an important feature of the modularity measure Q(C) here proposed: it coincides with Girvan-Newman modularity both in the overlapping and non-overlapping scenarios.
In Table 3 , we summarize these results. In the first column, it is said 'yes' if the measure is able to deal with classical crisp (non-overlapping) partitions; in the second column, 'yes' means that the measure is able to deal with overlapping community detection solutions (or crisp coverings); the third column evaluates if a measure is able to deal with fuzzy community detection solutions assumed to be Ruspini partitions (i.e. fuzzy partitions), while this assumption is removed for the fourth column (that instead refers to fuzzy clusters rather than partitions); and finally, the last column assesses whether the measure coincides with the classical Girvan-Newman modularity Q GN for crisp (non-overlapping) partitions. Thus, to sum up, let us remark that if the partition C is crisp, then Q coincides with the classical modularity measure Q GN (despite overlapping communities being allowed or not, as explained 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 above). Let us also observe that our definition allows measuring the performance of a crisp overlapping classification as well as of a fuzzy overlapping classification in the sense that C∈C µ C (i) > 1. It can be easily proved that our fuzzy modularity measure Q is a generalization of the classical Q GN when there exist overlapping communities. However, it is important to remark that neither Q Zhang , Q Liu nor Q N E can provide a suitable measure in the case of a crisp partition with overlapping communities. Therefore, let us stress the relevance of the proposed fuzzy modularity measure Q, since it allows to measure the performance of a fuzzy network clustering, naturally extending the classical modularity measure for crisp overlapping communities to the fuzzy case.
Identifying fuzzy communities, overlapping nodes and ranking them
In the previous sections we have been addressing three different problems or detection tasks: the classical community detection (CCD for short) problem, the overlapping community detection (OCD) problem and the fuzzy community detection (FCD) problem. Together with these three tasks or problems, in this section we now also focus on two other problems: the overlapping node detection (OND) problem, and the problem of ranking the overlapping nodes (RON).
In the first, OND problem, the main aim is to classify the nodes into two groups: overlapping nodes (that are those nodes that acts as intermediaries between two or more communities) and those others for which this role is not relevant. Several algorithms have been proposed in the literature (see [22] for example) to deal with the OND problem. The second problem, RON, is related with the study of measures that quantify the intermediation power of nodes in a community detection structure. Although this problem could seem similar to the definition of a betweeness centrality measure, the difference between them is that the inherent community structure is not taken into account in a betweeness centrality measure. Betweeness centrality measures (see e.g. [17] for more details) try to capture the intermediation power of one node in the communications between the rest of the nodes in the network, but not between communities. To the extent of our knowledge, the RON problem has not been formally studied in the related literature.
Let us note that the five problems or tasks above referred are strongly related, since the following six implications between them hold (we use the inclusion symbol ⊂ to denote that some problems are particular instances of other problems, and the implication symbol −→ to denote that solutions to some problems can be obtained from those of other problems) :
• CCD ⊂ OCD. Any solution to a classical community detection problem is also a solution to the overlapping community detection problem (first part of Proposition 2.1).
• OCD ⊂ F CD. Any classical overlapping community detection solution is a fuzzy community detection solution (second part of Proposition 2.1).
• OCD −→ ON D. From any solution to the (crisp) overlapping community detection problem, an overlapping node detection solution can be derived in a trivial way: if a node belongs to more than one community then this node is an overlapping node. Otherwise, the node is not an overlapping node.
• F CD −→ OCD −→ ON D. From any fuzzy community detection solution, we may obtain (for example by fixing an alpha-cut) an overlapping community detection solution. From this last, attending to the previous item, an overlapping node detection solution can be easily obtained. Nevertheless, the implication FCD to OCD can be addressed in different ways and is not necessarily a trivial task . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 • RON −→ ON D. From any ranking of the overlapping nodes (i.e. from any solution to RON), it is possible to obtain a solution to the overlapping node detection problem.
• F CD −→ RON . Given a solution to the fuzzy community detection problem, we could derive a degree of overlap for each node, which can be used to construct a ranking of the overlapping nodes, i.e. a solution to RON. Nevertheless, this implication is not necessarily a trivial task.
Many algorithms have been proposed for the classical community detection (see [15, 20] for more details) and the overlapping community detection problems (see [22, 40] ). Nevertheless, very few methods have been proposed that deal with the fuzzy community detection problem. Moreover, up to our knowledge, no method have been proposed that deals with the F CD, ON D and RON problems simultaneously. Based on this observation, and taking into account that the modularity measure proposed in this paper is able to deal with any of the CCD, OCD and F CD problems, we present a general method that finds a consistent solution to the F CD, OCD, ON D and RON problems. In the following subsections we explain its steps in detail.
Identifying Fuzzy Communities
As previously pointed out, very few algorithms have been proposed that produce a fuzzy clustering of a network. In [29] , a fuzzy clustering is obtained through a non-linear constrained optimization problem solved as a quadratic-complexity algorithm. In [40] , the network is transformed into a k −1-dimensional Euclidean space and then the fuzzy c-means (FCM) algorithm is used to detect up to k communities. Other algorithms as the FOG algorithm [14] or the NMF algorithm [31] present a probabilistic solution (i.e. a probabilistic classification of the nodes) that cannot be considered as a fuzzy algorithm in the usual sense. Later, in [41] a similar method to [40] is provided, in which the network structure is mapped into a low-dimensional space through a multidimensional scaling (MDS) approach. After that, FCM is employed to find fuzzy communities in the network. The number of communities is determined by means of the fuzzy modularity measure Q N E proposed in [29] . In this paper we have been applied the F CM algorithm without normalization.
Although the main aim of this paper is to present a new modularity measure that fixes the main deficiencies of the preexisting ones, it is possible to rebuild some of the few algorithms that actually produce a fuzzy clustering of a network by using this new modularity measure. With this aim, in this section we provide a new fuzzy community detection algorithm based on that proposed in [40] , but taking into account the new modularity measure here defined to determine the optimal number of classes.
Fuzzy Community Detection Method: (F CD z−grouping )
• For each possible number of communities c ∈ {2, . . . , n}:
(1) Obtain a fuzzy clustering of the network µ 1 , . . . , µ c with c classes (e.g. by means of the Zhang or the Wang algorithms).
(2) Compute the fuzzy modularity function of the previous fuzzy partition Q(µ).
• Pick the number of classes c and the corresponding fuzzy partition µ that maximize the modularity function Q(µ).
Example 5.1. The Zhang's example. Now we come back to the previously presented example given in [40] . As already discussed, this network (shown in Figure 1 ) clearly presents three overlapping communities, with some nodes as 5, 9, 2 or 13 (especially 5 and 9) that could belong to more than one community . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   Table 4 shows the obtained modularity measure for each number of communities, when using the composition of overlap and grouping functions max{i = jM in 1/2 {x i , x j }} to compute the fuzzy deltas s ij . Let us observe that the optimal number of communities is 3. The obtained fuzzy community detection solution is the same that was presented in Table 1 of Example 3.1. As can be observed the optimal number of communities is 3. 
Overlapping nodes detection based on fuzzy clustering
As previously mentioned, one of the most important problems in community detection problems is the identification of the overlapping nodes of a network (ON D problem). In this section we will describe how to deal with the OND problem based on the F CD z−grouping method previously defined. Let us note that the fuzzy community detection algorithm used in this work is the Zhang's method described in [40] , but any other algorithm able to cluster a network may be used in a similar way. A more-in-deep analysis of the interactions between different F CD algorithms with the modularity measure here proposed could be an interesting issue for future work, as it lies outside the scope of this work. Now we present a simple method to produce a solution of the overlapping community detection (OCD) problem, and thus also of the overlapping node detection (OND) problem.
OCD z−grouping method:
(2) Determine the value of α for which the crisp covering C obtained from the previous fuzzy clusters through the corresponding α-cut maximizes Q(C). Let us denote this optimal modularity by Q c .
• Pick the number of classes c and the corresponding crisp covering C that provides the maximum modularity Q c . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 • From the (crisp) overlapping community detection solution determined in the previous step, obtain the set of overlapping nodes.
Let us observe that the previous method produces as an output a fuzzy clustering of the network and also a crisp clustering with overlapping communities in which the overlapping nodes are identified in a crisp way. Also let us note that this method depends on the algorithm by which the fuzzy clustering of the network is obtained for each fixed number of classes c (step 1).
Remark 2. Let us stress that two parameters has to be determined in the previous method: the number of communities c and the value of α that provides the best crisp partition. Thus, the OCD − z method has to solve a bi-level optimization problem in order to attain the overlapping communities with optimal modularity. This procedure may be computationally expensive in dense networks with a big number of nodes. A less computationally expensive alternative is to adopt a lexicographic approach to approximate the solution of the previous bi-level optimization problem, first obtaining the optimal number of fuzzy communities c, and then the optimal α-cut for such c. In this way, the bi-level problem is transformed in a sequence of two single-level problems. Obviously, better results are usually obtained by simultaneously optimizing both parameters of the bi-level problem, although the significance of such improvement may not always compensate for the higher computational costs derived of the bi-level optimization. Particularly, we have observed that in practice both methods usually provide solutions with a similar number of clusters. To illustrate both approaches (bi-level and lexicographic), in the following example we apply this lexicographic alternative, while the bi-level approach will be used in the computational experiments described in the next section.
Example 5.2. Identifying overlapping nodes and communities in the Zhang's example.
Following with the example of the Zhang's network, in Example 5.1 we reached to the conclusion that c = 3 is the optimal number of communities ( Q(C) = 0.37, as shown in Table 4 ), leading to the corresponding fuzzy classification of the 13 nodes given in Table 1 . From this last table, it is possible to detect that nodes 5, 9, 2 or 13 are the most overlapping ones and may belong to more than one community. However, together with this last classification, Table 5 also shows the solution to the overlapping community detection problem obtained for α = 0.3, which for c = 3 leads to the maximum modularity Q GN (C) = Q(C) = 0.4847. This modularity is associated to the (crisp) partition C = {C 1 , C 2 , C 3 }, where C 1 = {5, 6, 7, 8, 9}, C 2 = {9, 10, 11, 12, 13} and C3 = {1, 2, 3, 4, 5}. As a consequence, only nodes 5 and 9 are in this way identified as the overlapping nodes of this network, since no other nodes are being assigned to more than one community. Let us observe that most of the algorithms for (crisp) overlapping node detection as CONGA [22] , NMF [31] or CFINDER [30] with k = 3, 4 coincide with the previous results of our method, both in the crisp clustering C as well as in the detected overlapping nodes . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   Table 5 : Fuzzy classification using our algorithm in the Zhang's network. In black color the overlapping nodes. 
Ranking based on overlapping degree
In network analysis, the identification of intermediate nodes (overlapping nodes or bridge nodes) is an important topic, since they have the power of intermediating between the groups to which they belong. The identification of overlapping nodes has been useful in practical applications in different areas as biology (overlapping nodes are the key nodes in proteins interaction networks), communication networks (it has been proved that overlapping nodes spread information in a faster way that other non-overlapping nodes, see for example viral marking problems or the general information diffusion topic), disease spreading, transport problems or security problems among many other disciplines [13, 26] . The practical relevance of overlapping nodes has led to the introduction of the OND problem addressed above. Nevertheless, the OND problem classifies the set of nodes just as overlapping or non-overlapping nodes, but there exist many situations in which it could be useful to have a ranking of (all) the nodes based on its intermediation power. Betweeness centrality (or in general centrality measures) is commonly used for this kind of practical application as it allows ranking the nodes from the most influential ones to the least influential ones. But in a network in which a community structure has been identified such an intermediation power may be better captured in terms of an overlapping − ness measure (since information spread with a higher probability among members of the same community), quantifying the degree up to which a node is an overlapping one. This motivates the problem of constructing a ranking of the nodes based on such an overlapping − ness measure, i.e. the RON problem.
In this section, we will discuss how to obtain such an overlapping degree in order to rank the nodes, from the most overlapping to the least. Given a fuzzy classification of the nodes, that is, a solution of FCD, the simplest situation is that where we want to quantify the degree up to which a node belongs to just two communities. Given two communities C r and C s , in order to obtain the degree up to which a node i belong to both communities we should aggregate the values µ Cr (i) and µ Cs (i). It seems logical to aggregate them by means of an overlap function, representing the extent up to which node i simultaneously belongs to both communities, i.e. G O (µ Cr (i), µ Cs (i)). However, a node can be intermediary of any pair of communities C r and C s , so we again should aggregate the value G O (µ Cr (i), µ Cs (i)) for all pairs r = s. As it is logical to expect that a node has a high degree of bivariate overlapping if he belongs to at least two communities with a high degree, then we can use a grouping function G G to aggregate these s = c 2 values. Formally, we present the following definition.
Definition 5.1. Given a network G = (V, E) and a fuzzy clustering of the network µ C1 , . . . , µ Cc : V −→ [0, 1], we define the bivariate overlapping degree of node i as:
where
is a grouping function, and
Let us note that the previous definition only takes into account the bivariate intersection between communities. In this sense, a node that belongs with degree 0.3 to three communities and 0 for the remainder ones should have a low 2 − overlap µ (i). Nevertheless, it could be the most overlapping node that simultaneously belongs to three (or more) communities. In other words, this node could have an important role from a betweeness point of view, but this fact is not detected by the 2 − Overlaping degree measure just defined. Taking into account this, the following definition is proposed:
Definition 5.2. Given a network G = (V, E) and a fuzzy clustering of the network µ C1 , . . . , µ Cc : V −→ [0, 1], we define the k-variate overlapping degree of node i as: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 the crisp partition producing the maximum modularity has two (bivariate) overlapping nodes, 5 and 9. In this situation, now we could be interested in assessing whether 5 or 9 is the most overlapping node. Moreover, we may be also interested in detecting those nodes acting as intermediaries between more than two communities (i.e. between the c = 3 communities), and rank them similarly to the bivariate case. Table 6 extends the results of the previous examples by also showing the degrees of 2-overlap and 3-overlap of each node. These last have been obtained by using the squared-root minimum as the overlap function G O , and the maximum as the grouping function G G . Notice that node 5 leads node 9 as the most bivariate overlapping node. Many other nodes, as nodes 2 and 13, also present a positive 2-overlap, although they are scarcely significant in this role compared to nodes 5 and 9, the only two that were identified as (crisp) overlapping nodes in Example 5.2. However, it is interesting to note that on the other hand nodes 5 and 9 have degree 0 of 3-overlap (since they do not belong at all to communities 2 and 3, respectively), whereas nodes 2 and 13 present a positive (though small) 3-overlap, as a consequence of belonging to all the three communities with a degree greater than 0. Moreover, it is also possible to suggest that node 13 is slightly more important as a 3-overlapping node than node 2. Table 6 : Ranking the nodes from our fuzzy classification in the Zhang's network. 
Computational results and final comments
Now, in order to test the effectiveness of the method proposed in the previous section for those three problems, we will compare its performance with that of some widely used algorithms in two well-known networks: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Particularly, for this comparison we have chosen some classical, crisp (non-overlapping) community detection algorithms as GN, CNM and D&L (see [20] ), some other algorithms that allow overlapping communities as NFM and CFINDER, and of course the proposed method in its fuzzy (FCD-z) and overlapping (OCD-z) versions. Let us recall that all these methods (except CF IN DER) produce a dendogram on the set of nodes, in such a way that each level of the dendogram identifies a partition of the network with a different number of groups or communities. For each method and each number of groups, the obtained partitions µ will be compared in terms of the proposed modularity measure Q(µ). The squared root minimum and the maximum are respectively the overlap and grouping functions used to compute Q.
Let us remark again that Q coincides with the classical Girven-Newman modularity Q GN both for classical community detection and overlapping community detection problems, as stated by Propositions 4.1 and 4.2. Therefore, as it is devised to deal with different scenarios (classical communities, overlapping communities, fuzzy communities), the proposed modularity measure Q enables to compare all the chosen methods through the same modularity measure, that behaves as Q GN outside the fuzzy framework of the FCD-z method.
The Karate Club network
One of the most well-known examples in the literature on social networks or community detection problems is the Karate Club network defined by [39] .
In this network, the nodes represent the members of a karate club and the edges represent the friendship relationships between them. The network consists of the 34 members of a karate club as nodes and 78 edges representing their friendship relations, as observed over a period of two years. Due to a disagreement between the administrator and the instructor (nodes 1 and 34), the club splits into two smaller clubs. The question we are concerned with is whether we can uncover the potential behavior of the network, detecting the different communities or groups in which it would split, and particularly identifying to which community each node will belongs to. From an overlapping point of view, an interesting question is to discover the nodes that will belong to more than one community in case the friendship network breaks. Table 7 shows the performance of the chosen algorithms in terms of Q(µ), for the partitions µ obtained by each method for different numbers of communities. The best result achieved by each method is shown in bold. Notice that the best results are obtained with the OCD − z algorithm proposed in this paper, for which it is obtained a covering of the set of nodes with 4 communities achieving a modularity Q = Q GN = 0.4362. Let us note that this modularity is clearly better than that of any solution found by the classical community detection methods, in which overlapping is not allowed.
As it can be observed, the CFINDER algorithm only gives information for 15 groups. This happens because CFINDER is actually an overlapping node detection (OND) algorithm, the output of which only considers the communities with overlapping nodes. Therefore, when the output of this algorithm is adapted to an OCD solution (in which all nodes must belong to some community), the nodes that does not belong to an overlapping community are assumed to be isolated (which is an unrealistic hypothesis). As a consequence of this assumption, this algorithm for overlapping community detection problems usually reaches the optimum at a quite big number of communities, with relatively bad values of modularity. Nevertheless, it is an interesting algorithm to detect overlapping nodes.
Let us also observe that the optimal number of communities differs between the F CD − z and the OCD − z methods, being attained at 3 and 4 communities respectively. This shows that, as 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 discussed in Section 5, the lexicographic version of OCD − z may produce worse results than the bi-level version. In order to present the solution with a greater modularity (i.e. that of the OCD −z method), we have chosen to describe the results of both methods (F CD − z and OCD − z) only for the case of 4 communities. Indeed, Table 8 shows the fuzzy clustering solution given by the F CD −z method when we choose four communities to break the network, together with the optimal overlapping communities solution obtained through OCD − z for α = 0.3.
Finally, Table 9 shows the obtained 2-overlap and 3-overlap degrees based on the 4-communities fuzzy clustering of the network. Again, the squared root minimum and the maximum are respectively the overlapping and the grouping functions used to compute the k-overlap degrees. As it can be observed, it is possible to rank the nodes based on their overlapping role. Let us note that the top so-ranked nodes in Table 9 coincide with the overlapping nodes detected by standard ON D algorithms. In terms of the 2-overlapping degree, the top 5-nodes (from highest to lowest) given by our RON procedure are nodes 29, 24, 10, 9 and 31. The overlapping nodes detected by our OND algorithm are the first 4 nodes of these 5. The NFM or CFINDER algorithms identify as overlapping the nodes 29, 24, 9 and 29, 24, 10, 31 respectively, but with lower modularity values. In general, the results given by our ranking procedure are consistent with the solutions given by classical algorithms as CF IN DER, CON GA or N F M , but also permit to make a deeper analysis (as our RON solution allows ranking the detected overlapping nodes in terms of their overlapping − ness, and to refer this notion to different numbers of overlapping communities). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Figure 3: LesM iserables network and the optimal crisp cut given by Girvan and Newman. Table 10 shows the performance of the chosen methods in Les Miserables network in terms of the proposed modularity measure Q for each number of communities. Again, the best result achieved by each method is shown in bold. Notice that the best results (among these algorithms) are obtained for the OCD − z method proposed in this paper, that leads to a covering of the set of nodes in 7 communities achieving a modularity Q = Q GN = 0.5641. Particularly, again the proposed OCD −z method obtains better results than the CCD algorithms, in which overlapping is not allowed. Let us remark that in this network there are some famous nodes (as for example Cossete) that clearly belong to more than one community. Thus, by allowing overlapping communities and nodes it is possible to improve in a significant way both the performance and the adequacy of the solution.
Notice that once more both F CD − z and OCD − z reach their optimum at different numbers 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 of groups, 5 and 7 respectively. As in the previous experiment, we decided to present the F CD − z clusters only for the number of groups leading to the best OCD − z solution, that is for 7 groups. Table 11 shows the 7 fuzzy clusters provided by F CD − z, from which the corresponding optimal solution of OCD − z can be easily obtained by taking the alpha-cut corresponding to α = 0.4. The degrees of 2-overlap and 3-overlap derived from the previous clusters are shown in Table 12 , again obtained with the squared root minimum and the maximum. Let us observe that, as in the previous KarateClub example, the top-ranked nodes (i.e. those with the highest 2-overlap degree) in Table 12 coincide with the overlapping nodes detected by OND algorithms. Again, the results given by this rank are consistent with (and extend) the solutions given by classical algorithms as CF IN DER, CON GA or N F M . Also, notice that some nodes with a quite great 2-overlap degree (as node 45 M otherInnocent) however obtain a null or very low 3-overlap degree, while other nodes (as node 49 Gavroche) with a not-so-clear 2-overlap importance are however relatively important 3-overlapping nodes (notice also that, consistently with what we advanced in last paragraph, node 27 Cosette presents the greatest degree of 3-overlapping). This shows the relevance of extending the notion of overlapping node to also consider potential overlaps of k (more than 2) communities. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   Table 11 : Fuzzy community detection with seven classes. The optimal crisp overlapping solution is reached with α = 0.4. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Remark 3. It is important to remark that the (crisp) overlapping solutions derived from the fuzzy ones have been obtained by choosing the best alpha-cut in terms of modularity (following the bilevel approach exposed in Section 5.2). In all the examples we have analyzed, we have always found an alpha-cut such that modularity increases from the FCD solution to the OCD one. A question to be explored is whether this is always the case, that is, whether always an alpha-cut exists or not that increases the modularity of the FCD solution. .
To conclude this paper, we would like to emphasize once again the importance of allowing the usage of overlap and grouping functions to define the proposed modularity measure, which naturally extends the classical Girvan-Newman modularity to the context of fuzzy communities without imposing a Ruspini partition of the set of nodes. As a consequence of this greater flexibility the methods proposed in this paper are able to deal with the following three problems at the same time and using the same modularity measure: the fuzzy community detection problem, the problem of ranking the overlapping nodes and the crisp identification of the overlapping nodes. Simultaneously addressing these three problems represents a clear advantage with respect to other approaches. Furthermore, the computational examples carried out on the classical KarateClub and LesM iserables networks shows that the proposed method obtains promising results. Last but not least, it is important to remark that the proposed modularity measure allows comparing partitions of different nature, as those provided by CCD, OCD and FCD methods. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
