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Abstract
Synthetic Aperture Radar (SAR) has been identified as a good candidate to
provide high-resolution soil moisture information over extended areas. SAR data
could be used as observations within a global Data Assimilation (DA) approach
to benefit applications such as hydrology and agriculture. Prior to developing an
operational DA system, one must tackle the following challenges of soil moisture
estimation with SAR: (1) the dependency of the measured radar signal on both soil
moisture and soil surface roughness which leads to an ill-conditioned inverse problem,
and (2) the difficulty in characterizing spatially/temporally surface roughness of
natural soils and its scattering contribution.
The objectives of this project are (1) to develop a roughness measurement method
to improve the spatial/temporal characterization of soil surface roughness, and (2)
to investigate to what extent the inverse problem can be solved by combining multi-
polarization, multi-incidence, and/or multi-frequency radar measurements.
The first objective is achieved with a measurement method based on Structure
from Motion (SfM). It is tailored to monitor natural surface roughness changes which
have often been assumed negligible although without evidence.
The measurement method is flexible, affordable, straightforward and generates
Digital Elevation Models (DEMs) for a SAR-pixel-size plot with mm accuracy. A
new processing method based on band-filtering of the DEM and its 2D Power Spec-
tral Density (PSD) is proposed to compute the classical roughness parameters. Time
series of DEMs show that non-negligible changes in surface roughness can happen
within two months at scales relevant for microwave scattering.
The second objective is achieved using maximum likelihood fitting of the Oh
backscattering model to (1) full-polarimetric Radarsat-2 data and (2) simulated
multi-polarization / multi-incidence / multi-frequency radar data.
Model fitting with the Radarsat-2 images leads to poor soil moisture retrieval
which is related to inaccuracy of the Oh model. Model fitting with the simulated
data quantifies the amount of multilooking for different combinations of measure-
ments needed to mitigate the critical effect of speckle on soil moisture uncertainty.
Results also suggest that dual-polarization measurements at L- and C-bands are a
promising combination to achieve the observation requirements of soil moisture.
In conclusion, the SfM method along with the recommended processing tech-
niques are good candidates to improve the characterization of surface roughness. A
combination of multi-polarization and multi-frequency radar measurements appears
to be a robust basis for a future Data Assimilation system for global soil moisture
monitoring.
Keywords: soil moisture, surface roughness, Synthetic Aperture Radar, Structure
from Motion, chi-square
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Chapter 1
Introduction
This chapter provides (1) a description of the problem, (2) the objective of the
research work, (3) an outline of the thesis, and (4) a list of publications and reviewed
documents.
1.1 Problem statement
Soil moisture has been identified as a key parameter for many applications including
numerical weather prediction (rainfall forecasting can be improved with soil moisture
prediction[1]), flood forecasting and flood risk mapping (soil moisture dictates the
partition between runoff and ground infiltration[2]), greenhouse gas accounting, and
agriculture [3]. For agriculture, soil moisture can be used as a proxy to monitor crop
temporal and spatial variation, to schedule irrigation, to select optimal crops for
given soil conditions and to optimally reallocate water supplies during dry periods.
In situ measurements already provide reliable soil moisture measurements [4].
They are well suited for point measurements but cannot provide global information
on the state of soil moisture over extended areas.
Spaceborne instruments are better candidates to sense moisture over larger areas.
Soil moisture can be remotely sensed because soil emission from 1 to 5 GHz is
strongly dependent on the soil dielectric constant  which varies according to the
level of soil moisture -  ≈ 6 for dry soils and  ≈ 80 for wet soils.
Passive spaceborne instruments (microwave radiometers) already provide usable
products [5]. Their main limitation remains their coarse resolution. The Soil Mois-
ture and Ocean Salinity mission (SMOS) provides soil moisture maps with a 50 km
resolution which are useful for climatology[6], but are hardly usable for hydrology
and agriculture. Such applications require field-scale resolution (0.1-1 km) [7]. This
is achievable with Synthetic Aperture Radar (SAR).
Several SARs are now regularly providing images mainly at C- and X-band.
Ultimately, these SAR observations could be used as the main inputs of a Data
Assimilation system to routinely provide global soil moisture information. In prac-
tice, the assimilation of the SAR observations will be effective only once the core
challenges of soil moisture estimation using SAR are solved. Theses challenges are
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primarily related to soil surface roughness and vegetation. The vegetation challenge
is due to the complex scattering mechanisms between vegetation cover and the un-
derlying soil surface. Understanding these mechanisms supposes that scattering
from bare soil surface alone is understood. This is not the case because of surface
roughness. That is why the surface roughness challenge over bare soils is the focus
of this research project.
More precisely, the surface roughness problem is twofold. First, while radar
measurements show that the rougher the soil surface, the stronger the scattered
radar signal, modeling explicitly the interaction between the incident radar wave
and surface roughness of natural soils remains challenging. This is a critical obstacle
because at high resolution, soil surface roughness is known to affect the radar signal
as much as does soil moisture [8].
Second, regardless of the poor modeling of soil surface roughness, removing the
ambiguity soil moisture / surface roughness by combining images with different radar
configurations (multi-polarized, multi-frequency, or multi-incidence acquisitions [9,
10, 11]) is also arduous because the inverse problem is often ill-conditioned.
Several authors have related the first hurdle to a poor characterization of sur-
face roughness over natural soils due to the limited capabilities of current in situ
roughness measurement methods and processing tools [12, 13, 14, 15, 16]. Therefore
the first aim of this project is to design a flexible measurement method which could
allow investigating the surface roughness characterization problem.
A better roughness characterization is also desirable to investigate the validity
of change detection methods relying on multitemporal acquisitions. These methods
assume that soil surface roughness remains roughly constant throughout a series of
observations [17, 18, 19, 20]. Following this assumption, changes in radar measure-
ments are seldom due to variations in soil moisture and the constant scattering con-
tribution of surface roughness can be discarded. This is a very attractive technique
as the scattering contribution of surface roughness does not need to be explicitly
modeled. However, at the moment there are no reliable data to confirm the sta-
bility of surface roughness over time. While the temporal and spatial variability of
soil moisture has been widely investigated in hydrology [21, 22, 23, 24], knowledge
about temporal roughness dynamics remains poor. That is why the design of the
new roughness measurement method will be tailored to provide a better tempo-
ral characterization of surface roughness in order to verify the validity of change
detection methods.
As for the second point - solving the ill-conditioned inverse problem for both soil
moisture and surface roughness - combining images with different polarizations /
frequencies / incidence does not guarantee that soil moisture and surface roughness
will be properly estimated. Because of ill-conditioning, noise on the radar measure-
ments (primarily speckle) or rounding errors during the computation can lead to
very inaccurate model inversion [25]. That is why the second aim of the project is
to investigate to what extent soil moisture and surface roughness can be retrieved,
in particular with multi-polarized and multi-frequency radar measurements.
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1.2 Objectives
The aim of this study is to investigate the feasibility of estimating soil moisture at
field scale from radar measurements.
Two groups of objectives can be identified. The first group is related to obtaining
a better temporal characterization of surface roughness from a new roughness mea-
surement method, and the second group addresses the feasibility of retrieving soil
moisture and surface roughness from different combinations of radar measurements.
O.0 Assess the feasibility of retrieving soil moisture at field scale from
radar measurements
O.1 Design a measurement process suitable for investigating sur-
face roughness spatial/temporal characterization for microwave
scattering
The measurement process must include an acquisition method and a pro-
cessing method suitable to estimate the roughness parameters required
in backscattering model.
O.1.1 Assess roughness measurement error with regard to soil
moisture estimation
Roughness measurements must be done at a level of accuracy which
is acceptable for using in for soil moisture estimation
O.1.2. Assess the validity of the constant-roughness assumption
made by change detection techniques
This requires assessing the error on soil moisture when eventual
changes in surface roughness are neglected.
O.1.2.1. Characterize surface roughness temporal changes
This requires setting up an experiment which will generate time
series of roughness measurements
O.1.2.1.1. Setup an experiment to compare the dynam-
ics of surface roughness with the dynamics of soil mois-
ture
O.2 Assess the robustness of model inversion based on the combi-
nation of multi-polarized / multi-frequency / multi-incidence
radar measurements
This requires analyzing whether or not a given combination of measure-
ments leads to a poorly-conditioned configuration with regard to noisy
measurements.
O.2.1. Identify the parameters which drive uncertainty on the
retrieved parameters
This includes identifying the different sources of uncertainty and how
they propagate to uncertainty on the retrieved parameters.
O.2.2. Assess uncertainty on the retrieved soil moisture / sur-
face roughness for different combinations of polarizations
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Combining multi-polarized measurements is an attractive method be-
cause several operational satellites can provide at least dual-polarization
images.
O.2.2.1. Test model inversion with real multi-polarization
radar measurements
The method implemented to combine multi-polarization radar
measurements will be tested with a set of full-polarimetric Radarsat-
2 images acquired over Cranfield.
O.2.3. Assess uncertainty on the retrieved soil moisture / sur-
face roughness for different combinations of incidences / fre-
quencies
The performance obtained by combining multi-polarization measure-
ments will be compared to combining different incidences / frequen-
cies. The comparison will be based on simulations only.
O.2.4. Identify obstacles in meeting all the observation require-
ments defined for operational soil moisture monitoring
One must check that model inversion based on different SAR con-
figurations is able to satisfy not only the uncertainty requirements,
but also requirements on spatial resolution, time sampling, coverage,
timeliness, and penetration depth.
1.3 Outline
The thesis is divided into eight chapters.
Chapter 1 describes the problem statement and the objectives of the research
work.
Chapter 2 is a literature review which provides (2.1) a description of the surface
roughness characterization problem with emphasis on the measurement methods
available and the measurement requirements, (2.2) a survey of the backscattering
models available for bare soil, and (2.3) an overview of the different soil moisture
estimation methods.
Chapter 3 presents the methodology of the project. It includes (3.1) a list of
the requirements to meet the objectives of the research, (3.2) a description of the
setup for the first experiment, (3.3) a description of the setup for the second experi-
ment, (3.4) the preprocessing steps of the Radarsat-2 images, and (3.5) a list of the
observation requirements for soil moisture and surface roughness.
Chapter 4 describes all the measurements acquired during (4.1) the first experi-
ment and (4.2) the second experiment.
Chapter 5 presents the results related to the roughness measurements with SfM.
It comprises (5.1) an assessment of the performance of the SfM method, (5.2) results
with regard to the spatial characterization of roughness, (5.3) results on the temporal
variability of roughness, and (5.4) a summary of the chapter.
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Chapter 6 presents the results related to model inversion with multiple radar
measurements. It includes (6.1) soil moisture estimation with the multi-polarized
Radarsat-2 measurements and simulated multi-polarized data, (6.2) soil moisture
estimation with simulated multi-frequency data, and (6.3) a trade-off on the combi-
nation of radar measurements.
Chapter 7 is a global discussion of the thesis and on the soil moisture estimation
problem.
Chapter 8 gives (8.1) a summary of the main findings of the research work, (8.2)
a conclusion of the thesis with regard to the initial objectives, and (8.3) recommen-
dations for future work.
1.4 Publications and others
Within the framework of the PhD research project, a research proposal and a journal
article [26] have been written and accepted.
The research proposal was written in response to an announcement of opportu-
nity [27] from the Canadian Space Agency (CSA) to investigate the benefits of the
full-polarimetric imaging mode of Radarsat-2. The proposal has been reviewed and
accepted by the CSA as part of the Science and Operational Applications Research
Education International (SOAR-EI) Initiative.
Journal article:
Snapir, B., S. Hobbs, and T. W. Waine. "Roughness measurements over an agri-
cultural soil surface with Structure from Motion." ISPRS Journal of Photogramme-
try and Remote Sensing 96 (2014): 210-223.
Early results were also disseminated at conferences (without proceedings) such as
the European Geosciences Union General Assembly 2012 [28], the Remote Sensing
and Photogrammetric Society annual conference 2012.
Other journal articles / conference proceedings have been published as co-author.
These are not directly related to the work presented in this thesis.
Hobbs, S.; Mitchell, C.; Forte, B.; Holley, R.; Snapir, B.; Whittaker, P., “System
Design for Geosynchronous Synthetic Aperture Radar Missions”, Geoscience and
Remote Sensing, IEEE Transactions on , vol.52, no.12, pp.7750,7763, Dec. 2014
Hobbs, S.E.; Snapir, B.; Corstanje, R.; Mitchell, C.; Forte, B.; Holley, R.; Whit-
taker, P.; Graham, K.; Burren, R., “Simulation of geosynchronous radar and atmo-
spheric phase compensation constraints”, Radar Conference 2013, IET International
, vol., no., pp.1,6, 14-16 April 2013
Kingston, J.; Hobbs, S.; Roberts, P.; Juanes-Vallejo, C.; Robinson, F.; Sewell,
R.; Snapir, B.; Virgili Llop, J. and Patel, M., “Use of CYPRES™ cutters with a
Kevlar clamp band for hold-down and release of the Icarus De-Orbit Sail payload
on TechDemoSat-1”, Acta Astronautica, 100 pp. 82–93, (2014).
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Chapter 2
Literature review
This chapter covers (1) the challenges posed by surface roughness characterization
and overview of Surface from Motion, (2) a description of the backscattering models
available for bare soils, and (3) an overview of the different soil moisture estimation
methods.
2.1 Surface roughness characterization
2.1.1 Available measurement methods
The most common instruments used to measure surface roughness are: rope, mesh-
board, pin profiler, laser profiler, laser scanner, photogrammetry [14]. Each of them
has advantages and disadvantages.
Ropes, pin profilers, laser profilers and meshboards take measurements along
a profile. Among these measurement techniques, the laser profiler gives the most
accurate results with vertical accuracy of a couple of millimeter[14]. Ropes are
seldom used because of their poor accuracy. The main disadvantage of pin profilers
and meshboards is that they are contact instruments which may modify the surface
profile being measured. Because all these methods provide only 2D measurements
they are poorly suitable for roughness characterization over agricultural soils which
often present some degrees of anisotropy due to tillage operations[14].
Because microwave scattering is the result of the interaction of the incident elec-
tromagnetic wave with the soil surface, 3D measurements are preferable. Methods
based on laser scanner and on photogrammetry have then been implemented to
measure roughness parameters over Digital Elevation Models (DEMs), and have
improved spatial analysis of roughness. Today both methods can produce qual-
ity DEMs with accuracy of a few millimeters even in outdoor conditions [29]. A
higher robustness can be expected from 3D measurements because of the larger
number of measurement points available[12]. The main downside of laser scanners
with millimeter accuracy over extended area and resilience to outdoor conditions,
is their cost. Photogrammetry might be more affordable but has other limitations.
In particular, it can be accurate only if special care is taken for the setup (cam-
era calibration, sturdy stand for targets/cameras, accurate knowledge of external
orientation)[30]. This required setup accuracy might also be difficult to achieve
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with muddy soils or windy conditions. Moreover, even though photogrammetry is
becoming more accessible, post-processing still requires knowledge of photogramme-
try. Therefore there is need for a more robust, systematic and accessible method
to measure surface roughness. The novel method implemented in this study relies
on a 3D imaging technique called Structure from Motion (SfM). The next section
describes the principles of this technique.
2.1.2 Structure from Motion
Similarly to photogrammetry, SfM takes as input a set of pictures acquired with a
commercial grade camera. The main difference is that these acquisitions are uncon-
strained which is a major practical advantage for SfM. The camera can be hand-held
and a large variety of view points can be combined. Several commercial software
(PhotoScan, Acute3D, Photomodeler) and open-source software (Photosynth, Pho-
tosynth Toolkit, SfM Toolkit, VisualSfM) are now available. Figure 2.1 shows the
main steps of the 3D reconstruction pipeline[31].
The output of SFM Toolkit is a point cloud with arbitrary scale. If reference
points are included in the imaged surface then the point cloud can be scaled with
an additional open-source software, SfM-georef[32].
Features 
detection and 
matching
Determination 
of cameras pose 
and points 
position
Bundle 
adjustment
Self-calibration 
of cameras
Dense multi-
stereo matching
Grid-based 
interpolation
Scaling point 
cloud with 
reference 
points
SfM pipeline
Image 
acquisition
Figure 2.1: Typical SfM pipeline
Below is a brief description of the different processing steps involved in SfM. A
more exhaustive description can be found in [31].
Features detection and matching/tracking The first processing step consists
in identifying candidate features in each image. Each new feature is added to a
common database of features. Then these features are tracked across the entire
set of images. This step relies on the same techniques than those used for ob-
ject/feature recognition. Scale Invariant Feature Transform (SIFT) is the feature
detection method commonly implemented with SfM. Beyond its computational ef-
ficiency, this method is also robust against affine distortion, addition of noise, and
change in illumination [33]. The latest point is very attractive for outdoor mea-
surements for which light conditions can change throughout the acquisition step.
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Robustness against distortion is also a serious advantage to deal with optical dis-
tortions of wide angle lens which are often used to limit the number of images while
maintaining enough overlap.
Determination of cameras pose and points position The relative position of
features identified for an initial stereo pair are used to retrieve the position of a first
camera. This first camera is taken as the origin. The position of the other cameras
is then added successively from the set of common features identified with the SIFT
algorithm. At this point, the overall structure (3D position of cameras and features
identified by SIFT) is determined up to an arbitrary scale.
Bundle adjustment Bundle adjustment consists in refining the structure. A
least-squares minimization method such as the Levenberg-Marquardt algorithm is
often implemented. The cost function to be minimized involves the reprojection
error. For a given image, it is the distance between the projection of a 3D point and
its true position on the image. Bundle adjustment can be computationally intensive
for large project when it has to handle a few hundreds of view points with a few
thousands of 3D points.
Self-calibration of cameras This step consists in estimating the interior orien-
tation of each camera. It is important to correct for optical distortion when wide
angle lens are used. Radial and tangential distortions are first estimated with a
polynomial model, then corrected for each image.
Dense multi-stereo matching The sparse point cloud, cameras pose and cor-
rected images are then used to reconstruct much more 3D points. The output of
this step is an unscaled dense point cloud.
Geo-referencing In order to geo-reference or simply scale the point cloud, at least
three points with known 3D position must appear on some overlapping images. More
than three points, preferably around the edges of the imaged zone, should be used
for a more accurate scaling.
SfM has been used for diverse applications including architectural conservation
[34, 35], in geosciences to study hardly accessible landscapes such as volcano or
coastal cliffs [36, 37, 32]. Use of SfM to assist on-orbit servicing for space missions
has also been investigated [38]. At the time of writing there are no examples in the
literature of soil roughness measurements with SfM. Nonetheless, useful information
on measurement uncertainty can be extracted from some of the aforementioned
publications.
With SfM, Irschara et al. generated a 3D model of a building (several tens of
meters) from 615 still images taken with a commercial-grade camera on-board a
UAV, with a estimated RMS error of 3.2 cm [35].
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In [36], Westoby et al. produced several DEMs of landscape scenes of tens of
meters from a set of ~800 images, with a mean error of 0.124 m, 0.058 m and 0.031 m
respectively for the x-, y-, z-coordinates.
In [32], James and Robson applied SfM to three scenes of various sizes. For the
first scene - a volcanic bomb sample with a size of ~10 cm - the DEM uncertainty
was about 0.5 mm. The second scene - a coastal cliff of ~50 m - led to an uncertainty
of 15 mm. Finally the third scene - the Summit Craters of Piton de la Fournaise
with a typical scale of 1.6 km - was reconstructed with an uncertainty of 10 cm.
From these three examples, the authors concluded that the ratio measurement error
: mean acquisition height was about 1:1000, i.e. with a set of pictures taken at a
height of 1 m SfM can reach a 1 mm measurement error. This ratio roughly matches
the results obtained in [35] and [36] (cm error for a scene of several tens of meters).
2.1.3 Surface roughness parameters
Most backscattering models account for surface roughness with three parameters:
RMS height s, Autocorrelation function r, and correlation length l [12, 14]. This
set of parameters assumes that surface roughness can be described as a single scale
stationary process. Fractals have been used to represent multiscale surfaces, but the
complexity of these descriptions (larger number of roughness parameters) is poorly
suitable when the inverse problem must be solved[14]. Therefore only the classical
single scale description is considered in this study.
The RMS height, equivalent to the standard deviation of height, is given by
s2 = 1
n− 1
n∑
i=1
(z(i)− z¯)2 (2.1)
with n the number of height measurements, z(i) the ith height measurement, and z
the mean height. The z(i) can be measurements along a transect or over a surface.
The autocorrelation function is commonly estimated from the empirical semi-
variogram γ following that r = s2 − γ [39]. And γ is given by
γ(x) = 12Var [z(i+ x)− z(i)] (2.2)
with Var [·] the variance.
The semi-variogram can be computed along a transect or all over the DEM. In
the latter case, it is called omnidirectional semi-variogram as it ignores the direction
of the measurements [12].
Finally, the correlation length is usually taken as the distance by which the
normalized autocorrelation function decreases by 1/e. In practice, an exponential
or Gaussian model is fitted to the empirical autocorrelation function
rexp(x) = e−x/l (2.3)
rgauss(x) = e−(x/l)
2 (2.4)
where l is adjusted through least square regression. Compared to the Gaussian ACF,
the exponential ACF is characterized by a faster decrease at small lags. This makes
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the exponential ACF better suited to describe small-scale roughness features [14].
The majority of previous roughness measurements over agricultural soil surfaces
suggests that the exponential model is usually more suitable than the Gaussian
model [40].
While the previous expressions were defined in the spatial domain, it is also pos-
sible to compute the roughness parameters in the frequency domain from the Fourier
transform. The main advantage of the Fourier based method is its computational
efficiency. This advantage becomes particularly noticeable for large data sets. For
example in [39, 15, 12], whether the semi-variogram is computed along transects or
all over the DEM, the method is too slow to handle high resolution 3D measure-
ments. The semi-variogram has to be computed either for reduced-sized DEMs, or
for sub-sampled DEMs. There are only a couple of studies making use of the Fourier
transform to compute the roughness parameters [41, 42], certainly because the gain
in computational time is not significant for roughness measurements made along
profiles which do not have many sampling points.
Both the RMS height and the autocorrelation function can be computed from
the power spectral density (PSD) of the height measurements. The 2D PSD can
be estimated from the periodogram which is determined with the Discrete Fourier
Transform (DFT) of a given DEM [43]. One can write the DFT Z of a DEM z as
follows,
Zp,q =
M−1∑
m=0
N−1∑
n=0
zm,n exp
(
−2pii
(
mp
M
+ nq
N
))
(2.5)
Then the coefficients of the 2D periodogram, by analogy with the 1D peri-
odogram [43], can be written as follows after accounting for redundant coefficients,
Sz(0, 0) = 1/(MN)2 |Z0,0|2
Sz(p, q) = 1/(MN)2
(
|Zp,q|2 + |Zp,N−q|2 + |ZM−p,q|2 + |ZM−p,N−q|2
)
Sz(p, v) = 1/(MN)2
(
|Zp,v|2 + |ZM−p,v|2
)
Sz(u, q) = 1/(MN)2
(
|Zu,q|2 + |Zu,N−q|2
)
(2.6)
Sz(0, N/2) = 1/(MN)2
∣∣∣Z0,N/2∣∣∣2
Sz(M/2, 0) = 1/(MN)2
∣∣∣ZM/2,0∣∣∣2
Sz(M/2, N/2) = 1/(MN)2
∣∣∣ZM/2,N/2∣∣∣2
with p = 1, 2, . . . , (M/2 − 1) , q = 1, 2, . . . , (N/2 − 1), u = 0 orM/2, and v =
0 orN/2.
From Parseval identity, the variance of z is the integral of its PSD, hence the
RMS height is given by,
s2 = 1/(MN − 1)
M/2∑
m=0
N/2∑
n=0
Sz(m,n)− Sz(0, 0)
 (2.7)
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Figure 2.2: Computation of (a) RMS height and (b) autocorrelation function in the
spatial domain and in the frequency domain
As for the autocorrelation function, it is given by the inverse Fourier transform of
the full PSD. For a given transect, the normalized autocorrelation can be expressed
as,
r(k) = 1/(MSz(0))
M−1∑
m=0
Sz(j) exp(i2pikm/M) (2.8)
Figure 2.2 summarizes the different steps of the spatial-domain method and the
frequency-domain method. In the end both methods lead to the same results. In
practice, with the Fast Fourier Transform (FFT), computing r with this method
is more suitable when dealing with large number of points, compared to the time-
expensive semi-variogram method.
While equation 2.8 expresses the 1D autocorrelation function, a similar expres-
sion can be derived for the 2D autocorrelation. It is the inverse Fourier transform
of the 2D PSD. However, to the author knowledge, it is not straightforward to com-
pute the equivalent of the omnidirectional autocorrelation function from the Fourier
transform.
In practice, it is not clear whether a directional autocorrelation function (from
a 1D or 2D autocorrelation function) or an omnidirectional autocorrelation is the
most suitable for microwave scattering. Previous studies have been using mainly di-
rectional estimations along transects because 3D measurements were not available.
The few studies which introduced 3D measurements with laser or photogrammetry,
highlighted the benefits of omnidirectional estimations in terms of their statistical
robustness and not because they may be more adapted than directional estima-
tions [12, 39]. As the radar response is the result of interactions of the incident
electromagnetic wave with the soil surface and not with soil profiles, directional es-
timations parallel to the direction of the wave vector from the 2D autocorrelation
function of the soil surface could give a more sensible roughness characterization.
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Roughness class Scale [mm] Characteristic features
micro roughness ≤ 2 soil texture
random roughness 2− 200 soil aggregates, clods
oriented roughness 200− 400 tillage patterns
topography ≥ 400 field slope
Table 2.1: Typical roughness classes for agricultural fields [44]
This processing method is investigated in the Results section (section 5.2.5).
2.1.4 Surface roughness spatial and temporal variability
Spatial variability The spatial variability of roughness over agricultural soil has
been mainly investigated with measurements along transects[14], with only a few
studies making use of 3D measurements[39, 44, 12]. These studies report an increase
in RMS height with the length of the transect (or the size of the DEM). The con-
vergence of the RMS height toward an asymptotic value is not always clear. This is
due to either a too short profile length, or the presence of multiple scales of surface
roughness.
With simulated roughness profiles which match the assumptions of single scale
roughness with exponential correlation function, Oh et al. showed that in order
to reach a precision of ±10% on the RMS height and the correlation length, the
profile length must be at least 40l¯ long and 200l¯ long respectively, with l¯ the true
correlation length which is unknown in practice [45]. Similar results were found with
simulations by Dierking [46].
Even when the profile is long enough, the roughness parameters might not con-
verge when surface roughness cannot be described as a single scale random process.
This is often the case of tilled soils. Marzahn et al. identified four roughness classes
which are listed in table 2.1 [44]. As a result, when the profile length increases,
the inclusion of larger roughness scales increases height variance which lead to an
increase in RMS height. And because large scale features tend to remain correlated
over long distances, the correlation length also increases with profile length.
Temporal variability In order to simplify the retrieval of soil moisture from
radar measurements, surface roughness is sometimes assumed to be constant over a
given period[47, 48, 17, 18, 19, 20, 49]. This assumption allows applying a change
detection method to a series of radar measurement for which soil moisture is said to
be the only changing parameter. At the moment there are no reliable observations to
confirm this assumption. Knowledge about temporal roughness dynamics remains
poor.
Surface roughness changes primarily because of tillage operations and weather
conditions (rainfall, freeze/thaw) [50, 51]. While tillage operations produce notice-
able and relatively deterministic changes according to the tool used [50], natural
changes especially from rainfalls are less easily traceable. Previous studies related
to changes due to rainfall can be found mainly in soil erosion research which in-
vestigates rill network formation and soil transport [52, 53, 54, 55]. C. Huang et
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al. thoroughly described the series of transformation through which the soil surface
goes under rainfalls - it goes “from a loosely aggregated condition to a consolidated
crust and then toward the development of erosional features such as rills”[56]. Ex-
ponential models were used to describe the decrease in roughness with the amount
of rain. Zobeck et al. suggested the following empirical equation to predict change
in roughness due to rainfall [50]:
st2 = 0.89st1e−0.0026 Rain (2.9)
with st1 and st2 the RMS height before and after rainfall, and Rain the rainfall
amount in mm.
However, as these erosion studies rely on experiments with simulated storms (40
mm/h) or in tropical region [57], with highly inclined soil surface (10°), applicability
of these results to roughness changes due to light rainfall (a few mm of rain per hour)
is questionable.
In research related to radar remote sensing, very few analysis of natural changes
in roughness are available. Callens et al. analyzed the effect of natural rainfall
on their roughness measurements along transects which spanned almost over three
months [58]. They could detect a slight decrease in RMS height over a cultivated
plot, while the rest of the measurements did not reflect any meaningful variations.
Marzahn et al. also noticed a smoothing effect due to natural rainfall characterized
by a decrease in RMS height and an increase in correlation length for some DEMs
acquired 5 months apart [12]. Alvarez-Mozos et al. analyzed changes in rough-
ness parameters for 5 acquisition dates across 4 months, with measurements along
transects [51]. However, for each date, the measurements were not made at the
exact same locations. The observed variations were rather erratic, without correla-
tion between RMS height and correlation length. In summary, there is no trace in
the literature of analysis of a time series of roughness measurements systematically
acquired over the same plot.
2.1.5 Resolution, extent, and accuracy of roughness mea-
surements for microwave scattering
This section is of particular importance as it reports information about the require-
ments which must be met by the roughness measurements. It will be referred to
when defining the requirements of the SfM based measurement setup.
Resolution As a rule of thumb, the incident electromagnetic wave is not sensitive
to roughness features smaller than λ/10, with λ the radar wavelength. Table 2.2
gives the wavelengths of interest for remote sensing of soil moisture. Usually, the L-
and C-bands are preferred for their higher sensitivity to soil moisture. Even with
the shortest wavelength (X-band), the incident wave would be insensitive to details
smaller than 2.5 mm. Therefore roughness measurements should not account for
micro roughness.
Extent It is still not clear which of the larger spatial scales need to be captured to
account for their effect in backscattering models [13]. Manninen points that rough-
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Frequency band λ[cm]
P / UHF 30− 100
L 15− 30
S 7.5− 15
C 3.75− 7.5
X 2.5− 3.75
Table 2.2: Useful frequency bands to sense soil moisture
ness statistics should ideally be characterized over a pixel-size surface [59]. Current
spaceborne SAR instruments, such as RADATSAT-2 [60], can achieve standard res-
olution of about 10 m, hence the measurements should cover a surface of about
10 × 10 m. It is worth noting that this is not necessarily true since it implies that
multiple scattering occurs on the scale of the full pixel which is unlikely. In com-
parison, Ulaby et al. [61] argues that only the small roughness scales relative to
the radar wavelength should be included in the roughness parameters, while larger
scales of a pixel should be accounted for directly in the backscattering model. There
is also evidence from the flashing field phenomenon that oriented roughness from
tillage affects microwave scattering [16, 62, 63, 64]. Perpendicular to the tillage
direction, strong backscattering responses have been observed and related to the
tillage structure.
In summary, the following statements seem reasonable:
• micro roughness is irrelevant,
• random roughness has to be captured,
• oriented roughness might be relevant especially when the wave incidence plane
is quasi-orthogonal to the row tillage direction,
• topography should be accounted for in the backscattering model (local inci-
dence angle), but not in the roughness parameters.
Accuracy Lievens et al. investigated the effect of uncertainty on height measure-
ments with ten 4 m long simulated surface profiles with a 1 mm resolution [13]. They
report that a 5 mm uncertainty produces up to a 0.08 m3/m3 uncertainty on soil
moisture, when soil moisture is estimated with the Integral Equation Model (IEM),
using a single radar polarization over a wet and smooth soil. They recommend
a 2 mm uncertainty on height measurement as it produces at worst a 0.02 m3/m3
uncertainty on soil moisture. This is fortunate since current outdoor roughness mea-
surements are hardly more accurate than a couple of millimeters. From the previous
applications of SfM (section 2.1.2), mm accuracy seems achievable with images taken
at a height of ~1 m.
Measurement requirements will be discussed further in section 3.2.2.1 (Method-
ology). The next section describes the different types of backscattering models
available to relate radar measurements with soil moisture and surface roughness.
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2.2 Backscattering models for bare soils
2.2.1 Overview of available models
There are three types of backscattering models: (1) empirical models, (2) theoretical
models, (3) semi-empirical models.
2.2.1.1 Empirical models
Empirical models are attractive because of their simplicity and their good accuracy
under restricted conditions [65, 66, 67]. These models usually assumes an affine
relationship between backscattering coefficient σ0 and soil moisture mv[68],
σ0 = amv + b (2.10)
with a and b two constants which are determined by data fitting. The data can
be real radar measurements [68], or simulated measurements from a more compli-
cated/global theoretical model [18]. The constant a depends on the radar configu-
ration (polarization, incidence angle, frequency). The constant b accounts for the
effect of surface roughness and also depends on the radar configuration. Therefore
this model is determined for a given radar configuration, and a given surface rough-
ness. Soil moisture is the only variable. It follows that the validity of the model is
limited in space because neighboring fields may have a different surface roughness,
and limited in time because surface roughness can change with time. Radar images
must also undergo some normalizations to account for eventual changes in radar
configurations.
These models are the basis of the simplest change detection methods. Typically,
a radar measurement σ0dry acquired under dry soil condition is taken as reference.
With a second acquisition σ0 with wet soil condition and the same surface roughness,
one can write,
σ0 − σ0dry = a(mv −mv,dry) (2.11)
Assuming that mv,dry is small compared to mv, the model simplifies into σ0 −
σ0dry ≈ amv [69]. The validity of the model is not limited in space anymore since the
constant b disappeared. It still limited in time, as it assumes that surface roughness
remains the same relative to the measurement reference σ0dry.
Under the same assumptions, Shoshany et al. defined the Normalized radar
Backscatter soil Moisture Index (NBMI) [48],
NBMI = σ
0
t1 + σ0t2
σ0t1 − σ0t2
(2.12)
Thoma et al. also defined a ∆− index[70]
∆− index =
∣∣∣∣∣σ
0
wet − σ0dry
σ0dry
∣∣∣∣∣ (2.13)
Both indices reflect a change solely attributed to soil moisture from a reference
acquisition to a second acquisition. The main advantage of these change detection
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techniques is that the dependency to surface roughness, however complicated it
might be, does not need to be explicitly known. On the downside, the method is
valid only over a limited period of time, and required same radar configuration for
all images or some form of radar normalization.
In summary, empirical models are attractive for their simplicity and effectiveness
but they are not suitable for long term operational applications because of their
specificity to a given radar configuration and surface roughness.
2.2.1.2 Theoretical models
All the theoretical are based on numerical or analytical solutions of Maxwell’s equa-
tions for the interaction of the incident electric and magnetic fields in a conducting
medium.
Numerical solutions have been used to test the validity of analytical solutions[69].
In practice, because they are computationally intensive, their applicability is limited
to two dimensions or to surface area of 8-10 times the wavelength.
The most widely used analytical solutions are the Kirchhoff approximation, the
Small Perturbation approximation and the Integral Equation Model[69]. The first
two approximations have a narrow range of validity.
The Kirchhoff approximation is valid for surface roughness with large dimensions
relative to the wavelength. Two modifications can then be applied to obtain an
analytical solution[71]. The first one leads to the Geometric Optics Model which is
valid for very rough surface (ks > 2). The second one leads to the Physic Optics
Model which is valid for rough surface (ks > 0.25).
In comparison, the Small Perturbation Model can be applied to surface roughness
with small dimensions relative to the wavelength.
The IEM is by far the most widely used theoretical model because of its wider
range of validity. It also provides a good approximation of the Geometric Optics
Model and the Small Perturbation Model. From its introduction in 1992 by Fung et
al. [72], the IEM has been modified numerous times to improve its applicability. In
particular, Chen et al. suggested a more complete expression of the single-scattering
terms [73]. It is called the Advanced IEM (AIEM) and agrees with numerical sim-
ulation over a wider range of roughness than the original IEM. Nonetheless, not
denying the mathematical validity of the model, its applicability to natural soil
surfaces led to poor results [69, 74]. This has been attributed to a bad adequacy
between the IEM surface roughness assumptions (single scale stationary random
process) and natural surface roughness. Baghdadi et al. improved the agreement
between simulated σ0 and measured σ0 by treating the correlation length as a cal-
ibration parameter [75]. However, similarly to the limitations of empirical models,
this calibration step makes the IEM site specific.
Another downside of the IEM is its relative complexity, especially for the cross-
polarization σ0vh, compared to empirical models. As a result, inversion of the IEM
usually relies on Look Up Tables (LUT) [76, 77], or on a simplified fit of the IEM[18,
78].
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2.2.1.3 Semi-empirical models
Semi-empirical models are a good tradeoff between the complexity of theoretical
models and the specificity of empirical models. They are based on a fit of sensible
functional forms to a large data set. The data set covers a wide range of radar
configurations (frequency band, incidence angle) and soil configurations (soil mois-
ture, surface roughness) to avoid site specificity. The two most used semi-empirical
models are the model from Oh et al. [79] and the model from Dubois[80].
The Dubois model The Dubois model gives an expression for the co-polarized
backscattering coefficients σ0hh and σ0vv, but ignores the cross-polarization σ0vh which
is too sensitive to system noise [80]. The model was obtained by fitting the function
forms for σ0hh and σ0vv to a dataset comprising truck-mounted radar measurements
(RASAM data set) and airborne radar measurements (POLARSCAT data set). No
explicit information on the quality of the fit is given. The authors only report the
RMS error on soil moisture (4.5%) and surface roughness (0.34 cm) when the model
is inverted with the data sets use for fitting.
σ0hh = 10−2.75
cos1.5θ
sinθ5 10
0.028tanθ
(
kssin1.4θ
)
λ0.7 (2.14)
σ0vv = 10−2.35
cos3θ
sinθ 10
0.046tanθ
(
kssin3θ
)1.1
λ0.7 (2.15)
with θ the incidence angle, k the wave number, and  the real part of the dielectric
constant.
The model is valid for frequencies between 1.5 and 11 GHz, RMS height between
3 and 30 mm, and incidence angle between 30 and 65°. Dubois et al. note that the
model does not agree with predictions from the Small Perturbation Model. Therefore
they further restrict the model to ks ≤ 2.5 and θ ≥ 30°.
The dielectric constant  can be related to soil moisture through empirical poly-
nomial expressions from Hallikainen et al. [81]. This step further decreases the
validity of the model to soil moisture below 0.35 m3/m3.
The Oh model The Oh model went through a series of modifications since its
initial formulation in 1992 [79]. The initial formulation gives an expression for the
co-polarized ratio p ≡ σ0hh/σ0vv and the cross-polarized ratio q ≡ σ0vh/σ0vv,
p =
1− ( θ90°
)(3Γ0)−1
e−ks
2 (2.16)
q = 0.23
√
Γ0
(
1− e−ks
)
(2.17)
where
Γ0 =
∣∣∣∣∣1−
√

1 +
√

∣∣∣∣∣
2
(2.18)
is the Fresnel reflectivity of the surface at nadir.
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σ0vh p q
RMSE [dB] 2.35 0.82 2.06
Table 2.3: RMS error for the data-fitting of the Oh model
Model Parameter Scattering range
σ0vh
ks 20.9 dB
θ 10.3 dB
mv 6.0 dB
p
ks 7.1 dB
θ 6.2 dB
mv 4.1 dB
q
ks 7.9 dB
θ 7.0 dB
s/l 4.2 dB
Table 2.4: Sensitivity of the Oh model to each parameter in its 95% range [83]
The expression for q was modified in [82] to account for the incidence angle,
q = 0.25
√
Γ0
(
0.1 + sin0.9θ
) (
1− e−(1.4−1.6Γ0)ks
)
(2.19)
The expression for p and q were further modified in [83] and an expression for
σvh was added,
σ0vh = 0.11m0.7v (cos θ)2.2
[
1− exp(−0.32(ks)1.8)
]
(2.20)
p = σ
0
hh
σ0vv
= 1−
(
θ
90°
)0.35m−0.65v
exp
(
−0.4(ks)1.4
)
(2.21)
q = σ
0
vh
σ0vv
= 0.1
(
s
l
+ sin 1.3θ
)1.2 [
1− exp
(
−0.9 (ks)0.8
)]
(2.22)
Note that the model which links the dielectric constant to soil moisture is now
included in the expressions of σ0vh, p, and q. The RMS errors obtained after the
data-fitting process are given in table 2.3. The RMS error for σ0vh is the largest
which must be due to the weak backscattering response at cross-polarization. Since
q depends on σ0vh, it also has a large RMS error compared to p. Table 2.4 shows
the sensitivity of the Oh model to each parameters of the model. At best, the
range of soil moisture leads to a scattering range of 4 − 6 dB. Therefore the RMS
errors of a couple of dBs obtained for the fitting of the Oh model are not negligible.
This suggests that reliable soil moisture estimation will require combining multiple
measurements, even when soil moisture is the only unknown.
Finally, after noticing that q was only weakly dependent on the correlation length
l, Oh suggested a simplified expression for q which depends only on the RMS height
[10],
q = 0.095 (0.13 + sin 1.5θ)1.4
[
1− exp
(
−1.3 (ks)0.9
)]
(2.23)
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This model is valid for 0.04 < mv < 0.291 m3/m3, 0.13 < ks < 6.98, and
10° < θ < 70°. Oh indicates that the simplified version of q is best suited for
ks < 3.5, and mv > [−6.286/ln (θ/90)]−1.538 (mv ≥ 0.09 m3/m3 for θ ≥ 24°).
The simulation on Fig. 2.3c confirms that the simplified q is a good approxima-
tion for small RMS height. For rough soil surface, the difference between simplified
and non-simplified q is less than 1 dB which is acceptable considering that Radarsat-
2 radiometric error is close to ±1 dB [60].
The function forms of the Oh model have been fitted to a large set of truck-
mounted scatterometer measurements and airborne SAR measurements, and exten-
sive in situ measurements of soil moisture and surface roughness. In particular, most
of the roughness measurements were made with a laser profilometer along multiple
1-m profiles [83, 84]. A few measurements were also made with a 3.5-m chart paper
and spray paint.
In [83], Oh et al. reports that the model agrees with the IEM and the Geometrical
Optics model. Baghdadi et al. tested the agreement of the Oh model, the Dubois
model, and the IEM with C-band data [85] and X-band data [86]. None of the
models perfectly agreed with measurements from ERS-2, Radarsat-1 and ASAR
[85]. And with TerraSAR-X data, better agreements were obtained with the Oh
model. All in all there is no consensus on the use of correction factors as both
under- and over-estimations are reported in different studies [69]. This could be
attributed to the fact that the in situ measurements used to test the models are
assumed to provide the true soil parameters. While this assumption is reasonable
for soil moisture measurements, it is disputable for roughness measurements since
roughness characterization over natural soils is known to be challenging.
The main advantage of the Oh model is that it provides a straightforward ex-
pression for every polarizations - σ0vh, σ0hh, and σ0vv [87].
σ0vh = 0.11m0.7v (cosθ)
2.2
[
1− exp
(
−0.32 (ks)1.8
)]
(2.24)
σ0vv =
σ0vh
0.095
(
0.13 + sin (1.5θ)1.4
) [
1− exp
(
−1.3 (ks)0.9
)] (2.25)
σ0hh = σ0vv
1− ( θ90°
)0.35m−0.65v
exp
(
−0.4 (ks)1.4
) (2.26)
The simplified Oh model was selected for this research work for two main reasons.
First, unlike the Dubois model, it provides an expression for all polarizations which
makes the use of full-polarimetric measurements possible. Second, the model is
relatively simple compared to the IEM.
2.2.2 Radar measurement uncertainty - Speckle modeling
The backscattering models presented in the previous section links the soil parameters
to the characteristic backscattering response σ0 of the soil [87]. In practice, σ0 is
not directly available. Distributed targets such as agricultural soils are affected by
speckle which can be modeled as an intrinsic multiplicative noise [88]. For a single
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Figure 2.3: Simulation of (a) σ0vh, (b) p, (c) q, (d) σ0hh, and (c) σ0vv with the Oh
backscattering model
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look complex image, the observed intensity at each pixel of a distributed target can
be described as a random variable I as follows,
I = σN (2.27)
with σ the mean intensity of the distributed target and N ∼ E(1) the multiplicative
speckle. Therefore I ∼ E(1/σ) which has both mean and standard deviation equal
to σ.
From this model it can be derived that the logarithm of the intensity D = lnI
follows a Fischer-Tippett distribution
PD(d) =
ed
σ
exp
(
−e
d
σ
)
(2.28)
whose mean value and variance are respectively lnσ− γE and pi2/6. The symbol γE
is Euler’s constant whose approximate value is 0.57722.
This Probability Distribution Function (PDF) is easily transformed into that for
the intensity in dB. SinceDdB = 10log10I = (10log10e)D , one can write PDdB(ddB) =
1
K
PD(ddB/K) where K = 10log10e. And the mean and variance are respectively
K(lnσ − γE) and K2pi2/6.
Averaging or multilooking is commonly used to minimize the effect of speckle be-
fore using the data for remote sensing. This averaging is called incoherent averaging
because it is applied on the intensity for which there is no phase information. After
averaging L independent looks or pixels belonging to the same distributed target,
the mean intensity is still σ, but the variance is now σ2/L. Averaging the intensity
is optimal in terms of reducing the variance of the measurements [88]. Averaging in
log-intensity provides inferior estimates of σ.
After averaging L independent pixels, the L-look average intensity becomes
Gamma distributed with order parameter L
PI(i) =
1
Γ(L)
(
L
σ
)L
iL−1e−Li/σ (2.29)
with mean σ and variance σ2/L.
The previous distributions are valid for all polarizations. Lee et al. also derived
the PDF of the ratio of two multilook average intensity Z = I1/I2, i.e. the ratio of
two Gamma-distributed random variables with order parameter L [89],
PZ(z) =
2τLΓ(2L) (1− ρi)L (τ + z2) z2L−1
Γ(L)G(L)
[
(τ + z2)2 − 4τρiz2
](2L+1)/2 (2.30)
with Γ(·) the Gamma function, ρi the correlation coefficient between I1 and I2, and
τ = σ1/σ2 (σ1 = E(I1), σ2 = E(I2)).
This PDF can be used for the co- and cross-polarized ratio p and q. In theory, the
co-polarized components hh and vv are correlated, while the co- and cross-polarized
components are uncorrelated. In practice, the co- and cross-polarized components
might be slightly correlated because of channel crosstalk and thermal noise.
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All the previous PDF were described in term of the observed mean power σ and
not in term of the calibrated quantity σ0. To transform the observed mean power
into σ0, one must take into account [88],
1. a scaling factor due to propagation, antenna pattern, and SAR processing
effects,
2. a bias due to thermal noise,
3. Spatial correlation induced by oversampling in the SAR processing.
In the end, the observed voltage at azimuth position x can be written,
U(x) = C (R)S (x) ∗ k(x) ∗ l(x) + n(x) ∗ l(x) (2.31)
k(x) is a pre-filtering term which accounts for the beam weighting of the an-
tenna in the azimuth direction, and the Doppler shift due to the relative
motion between the radar and the scatterer.
l(x) is the SAR processing filter whose main function is the removal of the
Doppler shift.
S(x) is the complex scattering amplitude of the target.
n(x) accounts for system noise.
C (R) is a range dependent term whose magnitude is given by
|C (R)|2 = PTG
2
Rλ
2GP
(4pi)3R4L
(2.32)
with PT the peak transmitted power, GR the one-way power gain of the
antenna pattern, Gp the processing gain due to the range compression,
R the range, and L a term accounting for system losses.
After deriving the spatial autocorrelation function of the voltage RU(x), Oliver et
al. give the following expression which relate the observed mean power σ = RU(0)
with σ0,
σ = RU(0) = σ0 |C(R0)|2 λR02 Rl(0) +NRl(0) (2.33)
for a pixel at range R0.
Because the calibration depends on the range, one would expect the PDF of σ0 to
be different from the exponential distribution of the observed intensity. In practice
section 3.4 (Methodology) shows that the range dependency is minor for small dis-
tributed targets such as agricultural fields, therefore all the previous developments
made for σ can be directly applied to the calibrated images of σ0.
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2.3 Soil moisture estimation methods
This section gives an overview of the main methods available to retrieve soil mois-
ture. Methods requiring in situ measurements of surface roughness are not included
as they are not suitable for soil moisture retrieval over extended areas. Change detec-
tion methods have already been introduced when presenting the empirical backscat-
tering models (section 2.2.1.1). Analytical inversions are usually not straightforward
for semi-empirical models and theoretical models.
2.3.1 Overview of inversion methods
Many variations of a given method can be found, and it may be nearly impossible
to review all of them. They can nonetheless be grouped in three main categories:
1. Look-up table,
2. Possibility theory and Fuzzy method,
3. Artificial Neural Network (ANN),
4. Bayesian approach.
Look-up table It is a very common method particularly to invert the IEM [76, 77].
A data base of backscattering coefficients is generated by running the model in
forward mode for a range of parameters. Then for a given radar measurement,
the algorithm output the set of parameters which correspond to the closest pre-
computed backscattering coefficient. Interpolation can be used when the measured
value falls between two pre-computed values. It is a computationally efficient for
repeated inversions because the data base is only computed once.
Possibility theory and Fuzzy methods Only a few authors have used methods
which fall in this category. These methods are based on approximate reasoning which
can be used to bypass limitations of the rigorous Probability theory. For example,
using Possibility theory, Kweon et al. estimate n + 1 unknowns from only n mea-
surements [90]. More precisely, from a series of n multitemporal single polarization
radar measurements, they estimate n soil moisture levels for each acquisition and 1
RMS height value which they assumed constant across the n radar measurements.
Possibility theory is an extension of Fuzzy logic. The later has been applied by
Verhoest et al. as a faster method than possibility distributions to estimate soil
moisture from radar measurements and uncertain in situ roughness measurements
[91].
Artificial neural networks ANNs are an increasingly-popular method which
has found applications in pattern recognition, clustering/categorization, function
approximation, prediction/forecast, optimization, content-addressable memory, and
control [92].
When applied to soil moisture estimation, backscattering models are imple-
mented within a computational structure similar to human’s central nervous system.
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Figure 2.4: A feed-forward artificial neural network. Drawing adapted from [92].
This structure is made of inter-connected neurons grouped in different hidden layers
which connect neurons of an input layer to neurons of an output layer (Fig. 2.4).
The feed-forward network for which connections are only going in the forward direc-
tion has been found to be the most suitable structure for inversion and classification
[93]. In practice, the neurons of the input layer can be a set of radar measurements
and the neurons of the output layer will be the soil parameters of interest. The
main difficulties with ANNs are (1) choosing the number of hidden neurons and
hidden layers which will best relate radar measurements to soil parameters, and (2)
training the network [94]. There are no rules regarding the first point. As for the
second point, training the ANN consists in defining the links between the different
neurons using either a large data set of radar measurements and soil parameters
measurements, or set of simulated data using a backscattering model in forward
mode. A given neuron is expressed as a linear combination of other neurons plus an
offset. The coefficients of the linear combination can be determined by least-square
regression. Training has to be carefully controlled to avoid over-training. When the
network is over-trained, it becomes really good at finding the output for the training
data set, but it cannot determine accurately the output for an independent data set.
ANNs have been implemented for soil moisture estimation in [95, 96, 97]. Notar-
nicola et al. compared a Bayesian approach and an ANN for soil moisture retrieval
with scatterometer and radiometer data [94]. The main difference they noted is that
with the Bayesian approach the error in soil moisture increased when the number of
inputs increased, while it decreased for the ANN. However this is more due to the
way the Bayesian method is implemented rather than a characteristic disadvantage
of the Bayesian approach.
In summary, the main downside of both the Possibility/fuzzy method and the
ANNs may be that their implementation requires subjective choices which may affect
the final performance for a given study. The next paragraph introduces the more
rigorous framework of the Bayesian approach.
Bayesian approach The Bayesian approach outputs more than a simple estima-
tion of the parameters of interest, it provides the PDF of the parameters for a given
set measurements. From this PDF, an estimation of the parameters can be obtained
from the mean or the mode of this PDF. Noting x the vector of parameters and
y the vector of measurements. The Bayes’ theorem gives the following relationship
[98]:
p(x|y) = p(y|x)p(x)
p(y) (2.34)
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p(y|x) is the data distribution or measurement distribution. Concretely, if y are
noisy measurements of the parameters x, then p(y|x) represents the measurement
errors.
p(x) is the prior distribution of the parameters. It accounts for any prior infor-
mation on the parameters.
p(y) is often considered as a normalizing constant in the Bayes theorem which
can be expressed as p(y) =

p(y|x)p(x)dx.
Finally, p(x|y) is the posterior distribution. It is the output of the Bayesian
approach - the distribution of the parameters given the measurements.
This is the most general form of the Bayesian approach. It has been implemented
for soil moisture estimation in [94, 87, 99, 100]. The implementation is slightly dif-
ferent for each study mainly due to different strategies in modeling the measurement
errors.
To use this method, the first step consists in defining the PDFs p(y|x) and p(x).
Usually a given PDF is postulated, not necessarily Gaussian, and the parameters
of this PDF are determined from a data set or are set to reasonable values. Most
of the time the prior distribution p(x) is chosen to restrict the range of physically
possible values for the parameters. For example, over natural soils, soil moisture
remains between mv,min = 0.05 m3/m3 and mv,max = 0.40 m3/m3. Therefore p(mv)
can be defined as,
p(mv) =
1/(mv,max −mv,min) if mv,min ≤ mv ≤ mv,max0 otherwise (2.35)
The main limitation of the Bayesian approach is its poor computational effi-
ciency when applied to high-dimensional problems. It provides the PDF of each
parameter while in the end only the mean/mode and the variance of these PDFs
will be used. More efficient methods can be derived from the Bayesian approach at
the cost of additional mathematical assumptions. One of them is the χ2 method,
it is thoroughly presented in the next section as it will be used intensively in this
thesis to investigate soil moisture estimation with different combinations of radar
measurements.
2.3.2 The χ2 method
χ2 is an attractive method as it provides quantitative goodness-of-fit which reflects
the chance of the model to be wrong, only from knowledge of radar measurement
uncertainty. This is an interesting alternative to verify that a backscattering model
is consistent, without relying on additional and potentially erroneous in situ mea-
surements of soil moisture and surface roughness. If the model appears to be valid,
the fitted parameters and their variance can then be analyzed.
2.3.2.1 Derivation of the χ2
The inverse problem can be formulated as follows,
y = F (x) (2.36)
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where F is a model which maps the parameter space to the measurement space.
For SAR remote sensing of soil moisture, F is a backscattering model which relates
soil moisture and roughness parameters to radar measurements.
Solving the inverse problem consists in finding the most probable soil parameters
x for a given set of radar measurements y. Note that x is a vector of size n, and y
is a vector of size M , with M ≥ n. Using the notation of the Bayesian approach,
one is looking for,
max
x
P (x|y) (2.37)
Using a non-informative prior (P (x) = cte), maximizing P (x|y) is equivalent
to maximizing P (y|x), i.e.
arg
(
max
x
P (x|y)
)
= arg
(
max
x
P (y|x)
)
(2.38)
So one is now looking for x which maximizes the probability of observing the
measurements y. The Bayesian approach can handle any sorts of PDFs. In compar-
ison, the χ2 approach requires the measurement error affecting y to be independent,
additive, and distributed as a Gaussian distribution around the true model F (x).
In this case, P (y|x) can be written as [101],
P (y|x) ∝
M−1∏
i=0
exp
−12
(
yi −Fi (x)
σi
)2∆y
 (2.39)
where σi is the standard deviation affecting measurement yi. M is the total number
of measurements. ∆y is a small constant of variation around each measurement to
avoid P (y|mv, s) to be zero for continuous data. It does not have any consequences
in what follows.
Taking the negative of the logarithm of equation 2.39 leads to[
M−1∑
i=0
(yi −Fi (x))2
2σ2i
]
−M ln (∆y) (2.40)
Since M and and ∆y are constant, maximizing equation 2.39 is equivalent to
minimizing the squared sum
χ2 ≡
M−1∑
i=0
(yi −Fi (x))2
σ2i
(2.41)
A common routine to minimize the χ2 with nonlinear models is the Levenberg-
Marquardt algorithm. Details about this method can be found in [101].
2.3.2.2 Goodness-of-fit
When the model F is linear, the probability distribution of the values at the mini-
mum of equation 2.41, follows a χ2 distribution withM−n degrees of freedom, with
n the number of parameters, hence the name of the method. According to [101], it is
not too wrong to assume that this result holds even for models which are not linear
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in the n parameters, which is the case with the semi-empirical model presented in
section 2.2.1.3.
It follows that the goodness-of-fit is given by the probability Q that the χ2 should
exceed its value found after minimizing equation 2.41. If Q is small, either the model
is wrong, or the errors σi are actually larger than the ones stated. If Q is too close
to 1, it means that the specified σi are too conservative. Typical values for the
χ2 should be close to the number of degrees of freedom, which lead to Q ≈ 0.5.
In summary, for the goodness-of-fit to be meaningful, the measurement error must
be independent, additive, Gaussian with zero mean, and reasonable values must be
given to the standard deviations σi.
2.3.2.3 Uncertainty in the fitted parameters
Covariance matrix of the fitted parameters Different methods are available
to investigate the uncertainty on the fitted parameters. The most straightforward
method is to use the Jacobian matrix J of the model F which is available from the
Levenberg-Marquardt algorithm.
After the algorithm meets one of its convergence criteria, the covariance matrix
C of the fitted parameters can be computed as follows
C =
(
(σJ)t (σJ)
)−1
(2.42)
with σ a M ×M diagonal matrix containing the standard deviation σi, and ·t the
operator for transposition.
Confidence region from the covariance matrix of the fitter parameters
This covariance matrix can be used to derive confidence regions on the fitted pa-
rameters. The confidence region of dimension n is given by
(x− x0)t C−1 (x− x0) = ∆2 (2.43)
where x0 is the fitted value of x, and a is a constant which sets the extent of the
confidence region.
If (1) the measurement errors are Gaussian, and if (2) either the model is linear
or the uncertainty in the parameters remains in a region where the nonlinear model
could reasonably be linearized, then it is possible to quantify the confidence level p
of the confidence region because [101]
∆2 ∼ χ2n (2.44)
with χ2n is the χ2 distribution with n degrees of freedom.
It follows that one can set the value of ∆ such that the probability of a χ2 variable
with n degrees of freedom being less than ∆ is p. Table 2.5 shows values of ∆2 for
common values of confidence level and different dimensions /degrees of freedom n.
In particular in one dimension, it is well known that the 68.27% confidence interval
is ±σ0 with σ0 the standard deviation of x0, and the 95.45% confidence interval is
±2σ0. In dimension 2, the confidence ellipse for the bi-variate Gaussian distribution
of x is an ellipse, and it is an ellipsoid in dimension 3.
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n
p 1 2 3 4
68.27% 1.00 2.30 3.53 4.72
90% 2.71 4.61 6.25 7.78
95.45% 4.00 6.18 8.02 9.72
99% 6.63 9.21 11.3 13.3
99.73% 9.00 11.8 14.2 16.3
99.99% 15.1 18.4 21.1 23.5
Table 2.5: ∆2−value for different confidence levels p and degrees of freedom n
? = ??? ?????? ??? ??? ?????? ?????? ???
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????? = ??? ?????? ???
Figure 2.5: Derivation of the covariance matrix for only the second and the fourth
parameters
So far the confidence region was given for the vector x of size n. It is also possible
to extract a confidence region for ν degrees of freedom with ν < n. To do so, one
simply needs to extract the intersections between the ν rows and columns which
correspond to the parameters of interest [101]. These ν×ν intersections form a new
covariance matrix Cproj (Fig. 2.5). The confidence region for the ν parameters is
given by
(xproj − x0,proj)t C−1proj (xproj − x0,proj) = ∆2proj ∼ χ2ν (2.45)
with xproj and x0,proj vectors containing only the ν parameters.
This confidence region can be seen as the projection of the confidence region
given by 2.43 on the parameters space of dimension ν.
Confidence region from Monte Carlo simulation With the previous method,
for a given level of confidence, the extent of the confidence region depends only
on the specified measurement errors σi and the linear approximation of the model
with its Jacobian J. When the measurement errors are not exactly Gaussian, or the
linear approximation of the backscattering model is poor, the confidence region from
equation 2.43 might not be meaningful. In this case, a more flexible method based
on Monte Carlo simulation can be used to analyze uncertainty any measurement
errors and nonlinear models.
The Monte Carlo simulation relies on synthetic data sets (yk), with k = 1 . . . Nmc
and Nmc the number of Monte Carlo simulation. These synthetic data sets can
be generated from the assumed multivariate Gaussian distribution N (y,σ), or by
sampling with replacement from the original set of measurements, i.e. bootstrap-
ping. The latter is convenient when the PDF of the measurement errors is not
exactly known. The synthetic data sets are then input in the χ2 to determine the
corresponding parameters (xk).
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When the dimension of x is less than or equal to 3, the set of (xk) with k =
1 . . . Nmc can be plotted as a point cloud which allows visualizing the shape and the
extent of the uncertainty on the parameters. When the point cloud is approximately
distributed as a multivariate Gaussian distribution, then confidence regions can be
determined from a Principal Component Analysis (PCA).
The Principal Components are an orthonormal basis of eigenvectors of the co-
variance matrix of the point cloud. These eigenvectors are sorted in ascending order
with the first vector defining the direction of greatest variance in the data. The
eigenvalue associated to a given eigenvector is the variance of the data in the direc-
tion of this vector.
First one needs to remove the mean of the point cloud (xk). Second the covari-
ance matrix Σ of this point cloud is computed and decomposed as
Σ = vΛvt (2.46)
with Λ a diagonal matrix containing the eigenvalues in ascending order, and v an
n× n matrix whose columns are the corresponding orthonormalized eigenvectors.
Then equation 2.43 can be rewritten as
(x− x0)t
(
vΛvt
)−1
(x− x0) = ∆2mc (2.47)
(x− x0)t v (vΛ)−1 (x− x0) = ∆2mc (2.48)
(x− x0)t vΛ−1vt (x− x0) = ∆2mc (2.49)
Noting z = vtx and z0 = vtx0, the equation of the confidence region becomes,
(z− z0)t Λ−1 (z− z0) = ∆2mc (2.50)
The operation z = vtx can be seen as the projection of the components of x on
the principal axis. Equation 2.50 is the equation of an ellipsoid in the basis formed
by the principal components. Fig. 2.6 shows the 68.27% confidence ellipse obtained
for a bi-variate Gaussian distribution with the PCA.
Because the covariance matrix Σ is estimated from the point cloud whose number
of points is the number of synthetic data sets Nmc. The estimation of Σ can be poor
if Nmc is small because of computational limitations. To account for this uncertainty
on Σ, the constant ∆2mc follows a Fisher–Snedecor distribution [102] as follows
(Nmc − n)
n (Nmc − 1)∆
2
mc ∼ Fn,Nmc−n (2.51)
Table 2.6 gives some examples of values of ∆2mc for n = 2 and different values of
Nmc. For large Nmc, the value of ∆mc converges toward the value ∆ for the same n
and the same confidence level.
It is also possible to extract a confidence region only for a subset of parameters
by extracting the corresponding elements of Σ into Σproj and applying the PCA to
Σproj.
Again the derivation of elliptical confidence regions with the PCA is meaning-
ful only for point clouds with a multivariate Gaussian distribution. For example,
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Figure 2.6: 68.27% confidence region from PCA with n = 2. Vectors u1 and u2 are
the first and second principal directions.
Nmc
p 10 102 103 104
68.27% 2.99 2.35 2.30 2.30
90% 7.00 4.76 4.62 4.61
95.45% 10.49 6.44 6.21 6.18
99% 19.46 9.76 9.26 9.22
99.73% 30.48 12.70 11.91 11.84
99.99% 81.00 20.47 18.61 18.44
Table 2.6: ∆2mc-values for n = 2, different confidence levels and different values of
Nmc
nonlinear models can lead to a banana-shaped point cloud [103] for which an el-
liptical confidence region is not adapted since one usually wishes the extent of the
confidence region to be as small as possible. As mentioned in section 2.2.2, radar
measurements are affected by speckle which makes the backscattering coefficient σ0
over a distributed target follow an exponential distribution. In order to make the
PCA method applicable, section 3.4.3 presents a method to transform multiplicative
exponential speckle noise into additive Gaussian noise.
2.3.3 Data Assimilation methods derived from the Bayesian
approach
With the χ2 method, no a priori information on the unknown parameters is combined
with the measurements. Data Assimilation methods combine measurement of the
current parameters (and possibly past and future) with a priori information on the
parameters to produce the best estimate of the current parameters. The most com-
mon Data assimilation methods are Variational methods, Kalman filters/smoothers,
and Particle filters/smoothers. All of them can be derived from the Bayesian ap-
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proach. A detailed presentation is not necessary here, as none of these methods will
be used in the thesis. However it is worth mentioning their main advantages and
limitations, as this will be needed for the discussion.
Disregarding their respective mathematical assumptions, Kalman filters and Par-
ticle filters are more adapted for applications which requires frequent updates of the
parameters as soon as new measurements are available. While Variational meth-
ods are more suitable for estimating parameters after gathering a large collection of
measurements. For example, Kalman filters are very popular for guidance, naviga-
tion and control of aircraft and spacecraft, as such applications require a sequential
assimilation of measurements with an update of the estimated parameters at ev-
ery time step [104]. On the other hand, Variational method are commonly used
in weather forecasting. For example for a forecast 2 weeks ahead, the European
Centre for Medium-Range Weather Forecasts (ECMWF) assimilates every 12 hours
more than 10 million observations to update 80 million variables which model the
atmosphere.
Table 2.7 summarizes the attributes of the different Data Assimilation methods.
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Description Mathematical
requirements
Limitations
3D-var Minimization of cost
function. The mode
gives the optimal
estimation.
Gaussian statistics,
~nonlinear models
No time evolution.
No estimation
uncertainty. Can
return local minimum
4D-var Minimization of cost
function. The mode
gives the optimal
estimation.
Gaussian statistics,
~nonlinear models
No estimation
uncertainty. Can
return local
minimum. Hard to
make parallel
KF Recursive Bayesian
filter for multivariate
normal distributions.
Gaussian statistics,
~nonlinear models
Not suitable for large
problems
EnKF Run the KF equations
with ensemble of N
samples which
represent
measurement and
prior Gaussian
distributions. The
mean gives the
optimal estimation.
Gaussian statistics,
~nonlinear models
Needs tuning for large
problem with small
ensemble, weak
theoretical
background
Particle
filter
Assign probabilistic
weights to ensemble
of samples which
represent any shapes
of distribution. The
mean gives the
optimal estimation.
Non Gaussian stats,
all nonlinear models
Implementation
requires tuning
(proposal density).
Not so efficient for
very large problems
Table 2.7: Outlines of the main Data Assimilation methods
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Methodology
This chapter presents the different methods involved in the project. Section 3.1
gives a list of requirements derived from the objectives of the project. These re-
quirements will drive the setup of the different experiments. Then sections 3.2 and
3.3 describe in details the different measurement methods involved in the two exper-
imental campaigns. Section 3.4 presents the preprocessing steps for the Radarsat-2
images. Finally section 3.5 gives the observation requirements for soil moisture and
surface roughness which will be taken as references when assessing the performance
of model inversion with different combinations of radar measurements.
3.1 Aim and requirements of the experimental
campaigns
The experimental campaign has been designed in order to address two objectives of
the project.
O.1.2.1.1. Setup an experiment to compare the dynamics of surface rough-
ness with the dynamics of soil moisture
O.2.2.1. Test model inversion with real multi-polarization radar measure-
ments
Therefore the experimental campaign can be divided in two parts referred as exper-
iment 1 and experiment 2 have been elaborated around these two objectives.
The aim of experiment 1 is to generate time series of measurements which allow
investigating the temporal variability of surface roughness compared to that of soil
moisture. Therefore it focuses on routinely generating roughness measurements.
The aim of experiment 2 is to generate a data set which allows investigating
soil moisture estimation from multi-polarized SAR data. It focuses more on the
acquisition of in situ measurements in parallel of Radarsat-2 acquisitions.
A list of requirements can be derived from the aim of experiment 1 and 2.
Requirements for experiment 1
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R.1. The experiment must provide data which allows investigating the temporal
variability of surface roughness parameters compared to that of soil moisture.
R.1.1. The data must include both surface roughness and soil moisture mea-
surements which can be compared.
R.1.1.1. Multitemporal roughness measurements must be done over the
same patch of soil.
R.1.1.1.2. The setup must include landmarks which remain at the
same position throughout the experiment.
R.1.1.2 Soil moisture measurements must be at least as frequent as sur-
face roughness measurements.
This is because soil moisture is expected to change more frequently
than surface roughness.
R.1.2. Measurements must capture changes in roughness relevant for mi-
crowave scattering
R.1.2.1 Measurements must be frequent enough
Irrelevant changes are changes too small to be measurable, or too
small to affect the radar signal.
R.1.2.1.1 The location of the experiment must be close to Cranfield
University for frequent access.
R.1.2.1.2 The measurement methods must be straightforward, with-
out the intervention of more than one person.
If too many persons are required, the frequency of measurements
will heavily depend on the availability of the persons involved.
R.1.2.1.3 Roughness measurements must be planned to avoid use-
less acquisitions / waste of time.
R.1.2.1.3.1 The time sampling of measurements must be vari-
able, allowing for time periods with very frequent measure-
ments, and scarcer measurements when no changes are ex-
pected.
R.1.2.2. Roughness measurements must be accurate enough.
R.1.2.2.1. Measurement methods must be robust against outdoor
conditions.
Outdoor conditions include rain, wind, high/low temperature,
sun light...
R.1.2.3. Roughness measurements must allow computing the typical
roughness parameters involved in backscattering models (RMS height,
correlation length).
R.1.2.4. Measurements must be carried out over a surface area which
capture the roughness scales that the electromagnetic wave is sensi-
tive to.
R.1.2.5. The spatial resolution must be fine enough to capture features
that the electromagnetic wave is sensitive to.
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R.1.3. The experiment must be done over soils as representative as possible
of standard agricultural fields.
R.1.4 Only natural changes of roughness must be monitored.
R.1.4.1 The imaged surfaces must be protected from perturbation orig-
inating from man-made sources, excluding tillage operations.
For example, the measured surface must be free of footprints.
R.1.4.2 Measurements must be carried out over a period covering the
whole breeding cycle.
The experiment focuses on agricultural application of soil moisture
estimation. The various weather conditions throughout the breeding
cycle are likely to affect surface roughness in different ways.
R.1.4.3 Measurements must not modify the surface roughness.
Measurement methods involving contact with the surface should be
avoided.
R.1.4.4 When possible, parameters correlated to changes in soil moisture
or/and changes in surface roughness must be measured.
Such parameters include soil temperature, solar radiation, rainfall.
Requirements for experiment 2
R.2 The experiment must provide a data set of in situ measurements of soil mois-
ture and surface roughness, acquired simultaneously with Radarsat-2 image
acquisitions.
R.2.1. Soil moisture and surface roughness must be measured repeatedly at
different locations.
R.2.1.1 The measurement process must be quick and portable.
R.2.2. Measurements must capture roughness features relevant to microwave
scattering.
R.1.2.1. Roughness measurements must be accurate enough.
R.1.2.1.1. Measurement methods must be robust against environ-
mental conditions.
Environmental conditions include rain, wind, temperature, sun
light...
R.1.2.2. Measurements must be carried out over a surface area which
capture the roughness scales that the electromagnetic wave is sensi-
tive to.
R.1.2.3. The spatial resolution must be fine enough to capture features
that the electromagnetic wave is sensitive to.
R.1.2.4. Roughness measurements must allow computing the typical
roughness parameters involved in backscattering models (RMS height,
correlation length).
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Figure 3.1: Location of the Holcotmoors Farm and the two patches
R.2.3. The sampled fields must be as bare as possible.
Some requirements are common to experiment 1 and 2, in particular regarding
the fact that in both cases the roughness measurements must capture roughness
features relevant to microwave scattering. More details about this requirement are
given in section 3.2.2.1.
The main difference is that experiment 1 requires multitemporal acquisitions over
the same patch of soil in order to track changes in roughness. While experiment
2 requires the setup to be portable to make roughness measurements at multiple
locations in order to test the inversion with Radarsat-2 measurements over different
fields. These two points are contradictory as the first one would require the setup to
be anchored, while the second asks for more portability. This is why it was decided
to elaborate two distinct setups.
3.2 Setup for experiment 1
3.2.1 Location and duration
The experimental campaign is carried out over the Holcotmoors farm which is con-
veniently located only 3 km away from Cranfield University. After discussion with
the owner of the farm, Mr Paul Colburn, it was decided that the experiment could
be made over two patches of soil from two different fields as shown on Fig. 3.1. The
experiment lasted from May 06 2013 to July 12 2014.
The fact that it is a real farm guarantees that the monitored soil surfaces are
representative of agricultural soils. The only disadvantage being that the deployed
setup must not interfere with the farm activities.
36
Chapter 3 Section 3.2 Boris Snapir
3.2.2 Roughness measurements with SfM
3.2.2.1 Extent, resolution, and accuracy of measurements
Measurement extent As explained in section 2.1.5, the interaction between the
incidence radar wave and the soil surface is bandwidth limited, with the lower limit
fixing the measurement resolution and the higher limit fixing the measurement ex-
tent. At the moment, the latter is not clear. The worst-case scenario corresponds
to the interpretation of Manninen which argues that pixel-size roughness statistics
is needed [59]. Therefore measurements should be done over a ∼ 10 × 10 m plot.
Producing a 10× 10 m DEM with SfM would require using a camera mounted on a
pole to image the centre of the patch without disrupting the surface with footsteps.
Such a setup would be cumbersome and not very practical for frequent acquisitions.
Therefore it was decided to make the measurements only over a 10× 2 m patch.
The short side (2 m) allowed for convenient access on foot all around the patch.
This reduced width meant that a simple hand held camera could take images of any
part of the site to a resolution of a few mm or better using a wide angle lens. And
the longer side (10 m) still guaranteed that the pixel-scale features were captured.
Note that even if interactions between the incidence radar wave and the soil
surface is unlikely to happen at large-scale roughness features (>1 m), it is still
interesting to monitor them to study eventual changes over time. In particular one
could verify that large-scale features change over time-scales longer than the small
scale features.
Measurement resolution A resolution which matches the λ/10 threshold is tar-
geted. C-band and L-band are the most suitable frequency bands to sense soil
moisture. The most stringent requirement occurs at C-band. With λC = 5 cm ,
measurements must be sensitive to millimeter-scale features. Therefore 1 mm reso-
lution is desirable.
Measurement accuracy It was said in section 2.1.5 that Lievens et al.[13] rec-
ommend a 2 mm accuracy on the height measurements. Their conclusion was based
on ten synthetic 4 m long profiles with a 1 mm resolution (4× 104 height measure-
ment points), to which they added noise uniformly distributed between −2 mm and
2 mm. A 10× 2 m DEM with the same resolution will lead to 2× 107 measurement
points which will make the estimation of the roughness parameters more robust.
However, even with an infinite number of points there will still be a positive bias
at least on the RMS height estimation. Indeed, the uniformly distributed height
error between -2 and 2 mm has a variance of 1.3 mm2 which will be added to the
true height variance s2 (square of the RMS height). This is why the 2 mm accuracy
will be kept as a requirement for this study. It is also consistent with the 1 mm
measurement resolution.
3.2.2.2 Overall description of the measurement process
The measurement process can be decomposed in four main parts: (1) setup of refer-
ence targets, (2) image acquisition, (3) image processing with SfM, (4) computation
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of roughness parameters (Fig. 3.2).
1. The first step is required (1) to scale the final DEM, and (2) to make mul-
titemporal acquisitions of the same soil surface possible. For the first point,
reference targets with known 3D positions must be included on the imaged
scene. As for the second point, the same patch must be imaged each time
in order to capture roughness changes with time. To this end, the reference
targets are inserted into the soil where they remain for the whole duration of
the measurement campaign. The same targets are used both for scaling and
to delimit the imaged patch. Setting up these targets and measuring their
relative 3D position is only needed once.
2. Image acquisition is done with a commercial-grade camera (table 3.1). For
most acquisition dates, two sets of images are taken. For the first set (set
A), the camera is hand-held at a height of about 1 m (waist level) and a
total of approximately 600 images are taken to cover the entire plot which
is about 2 × 11 m. The second set (set B) which also contains ~600 images,
focuses on a fraction of the same plot (2 × 3.4 m) and combines the images
taken at a height of 1 m with close range images (20 cm from soil surface)
to capture small roughness features. Figure 3.3 illustrates the acquisition
strategy. Such a separation is justified by the fact that large-scale roughness
features can be captured over the 2 × 11 m patch without detailed images of
the soil, while small-scale roughness features can be properly sampled over a
reduced surface area only with close range images. DEMs generated from the
first set will be referred as DEMs A, while DEMs generated from the second set
will be referred as DEMs B. Because roughness changes are mainly expected to
happen at small/medium scales, DEMs B are generated for every acquisition
dates, while DEMs A are generated less frequently. Table 3.2 summarizes the
characteristics of both DEMs. The acquisition height is approximate since the
camera is hand-held, and the number of images is an average value computed
for all the acquisitions of experiment 1.
3. The third step is image processing with SfM. First image resolution is de-
creased from 2592× 1728 pixels (3.1 Mo) to 1728× 1152 pixels (1.4 Mo), then
images are compressed from 1.4 Mo per image (raw size at 1728× 1152) down
to a size of ~510 Ko per image (compression factor of 2.7) to keep reasonable
both computational time with SfM (~5 h), and the total storage space required
to archive all the images of every acquisition. Then SfM takes as input a set
of images and generates the corresponding point cloud which is finally scaled
using the reference points. Table 3.2 shows that with the close range images
the point cloud density of DEMs B is five times the density of DEMs A.
4. The last step consists in computing soil surface statistics which, for radar
backscattering, typically include RMS height and correlation length. To do
so, the point cloud output by SfM is interpolated over a 1 mm grid. Such a
resolution guarantees that no information from the dense point clouds is lost
in under-sampling, while keeping file size reasonable.
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(one off)
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Figure 3.2: Measurement steps
20 cm
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2 m
Figure 3.3: Image acquisition strategy. The gray triangles symbolize the field of
view of each camera pose. The black dots are the reference targets. DEM A is
generated from images taken at a height of 1 m, covering the entire plot. DEM B is
obtained from images taken at 1 m and 20 cm, covering only 1/3 of the total plot.
The next section details the method used to accurately determine the 3D position
of the reference targets delimiting the 2× 11 m patch.
Parameter Values
Camera Canon EOS 550D (1.6 crop factor)
Lens Sigma 10-20 mm f/3.5, set at 10 mm
Resolution [pixels] 1728× 1152
Image size [Mo] 6 (raw), 0.6 (compressed)
Sensor size [mm] 22.3× 14.9
Focal length [mm] 16
Table 3.1: Characteristics of the camera
Parameter DEMs A DEMs B
Image acquisition height 1 m 1 m and 20 cm
Number of images 573 210 (1 m) + 325 (20 cm)
Image overlap 90% 90% (1 m) and 50% (20 cm)
DEM size 2× 11 m 2× 3.4 m
Average point cloud density 11 points/cm2 57 points/cm2
DEM grid resolution 1 mm 1 mm
Table 3.2: Characteristics of DEMs A and DEMs B
3.2.2.3 Reference points
A total of eight reference targets are evenly spaced around each of the two imaged
patch. Figure 3.4a shows the setup of a target. Each target is a 20-cm-high cylinder
made of nylon which is screwed on a nylon post itself buried 50 cm deep into the
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soil. This guarantees that the target remains in the same position throughout the
measurement campaign. Nylon material was chosen to limit undesirable backscat-
tering contributions from the targets during eventual Radarsat-2 acquisitions. The
actual reference points are identified by a marker printed on paper and glued on
top of each cylinder. The nylon cylinders are detached from the posts after each
acquisition to protect the targets from outdoor conditions. The number of targets
was chosen as a trade-off between (1) having targets close enough to each other to
allow accurate measurement of their relative position, and (2) not having too many
targets to attach into the soil and to measure (lengthy process).
The relative 3D position of targets is measured with a laser range finder (Leica
DISTO X310) and an optical level (Leica Jogger 20). Table 3.3 summarizes the
characteristics of each measurement.
The optical level is set up horizontally on the soil surface using its built-in spirit
level. It gives the relative height of the targets from readings of the scale glued to
each nylon cylinder (Fig. 3.4a). From repeated measurements of all the targets, the
uncertainty on the measured height was found to be about 1 mm.
The laser range finder has a standard tripod screw thread which allows its at-
tachment on top of every post (after removing the target screwed on it). It gives
the distance of all neighboring targets (Fig. 3.4d). Repeated measurements showed
a 2 mm uncertainty on the range measurements which is acceptable considering the
stated accuracy of 1 mm of the instrument. This uncertainty was further decreased
by averaging the measured range from target i to target i+ 1 and from target i+ 1
to target i. The x, y coordinates were then retrieved by trilateration.
Fig. 3.5 shows the overall arrangement of the targets around the two imaged
patches. Fig. 3.5b illustrates a standard configuration for which the coordinates
(x1, y1) of target 1 can be retrieved according to equations 3.1 from the range
measurements between target 1,7 and 8 (R17, R18, and R78).x1 =
R218+R278−R217
2R78
y1 =
√
R218 − x21
(3.1)
Similarly, the coordinates of target 3 are first determined in a reference frame
centered on target 2 (Fig. 3.5c) with the x-axis toward target 7. The obtained
coordinates are then expressed in the main reference frame centered on target 8.
One by one the coordinates of all the points are determined in a local reference
frame then expressed in the main reference frame centered on target 8. Figure
3.6 shows the measured position of the 8 targets of field 2. The delimited surface
area is approximately 11x2.4 m2. Because the targets along each edge are not
perfectly aligned, the final interpolation is done over a rectangular area (dashed line
on Fig.3.6) whose edges are 20 cm within the rectangle delimited by targets (8, 5, 1).
The final uncertainty on x and y due to range uncertainty is not straightforward
to assess as it depends on the relative positions of the targets used in the trilateration.
Because the y coordinate corresponds to the short side of the plot, it is more accurate
than the x coordinate (long side of the plot). The worst case for the x coordinate
occurs when the targets of one side are aligned. In that case, the errors on the
range measurement directly add up. Summing the variance over 3 intervals leads to
a maximum uncertainty of 3.5 mm on x (figure 3.4d).
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Parameter Optical level Laser range finder
Instrument Leica Jogger 20 Leica DISTO X310
Measured quantity z Range targeti→i+1
Uncertainty [mm] σz = 1 σr = 2
Post processing - Trilateration of x andy
Final uncertainty [mm] σz = 1 σx ≤ 3.5, σy < σx
Table 3.3: Characteristics of 3D position measurements. The optical level provides
directly the z coordinate. The laser range finder gives x and y after trilateration.
Because both the targets, the optical level and the laser range finder are set to be
in the local horizontal plane, x, y defines the local horizon and z is the corresponding
height. This is an interesting point when the slope of the DEM is of interest. It
might not be the case for microwave scattering (roughness measurements are usually
linearly detrended), but it is certainly an interesting parameter for applications
related to soil erosion [105].
3.2.3 Soil moisture, temperature and rainfall measurements
Soil moisture can change significantly within a few hours, therefore moisture mea-
surements have to be automatic. To do so, a set of soil moisture probes is connected
to a data logger which saves measurements every 30 min. The same data logger is
used to save soil moisture, temperature and rainfall measurements. The data logger
has been built around an open-source electronics prototyping platform called Ar-
duino. The system has been alternatively installed next to field 1 and field 2. The
following gives more details about the hardware selected for the data logger.
Soil moisture Soil moisture is measured with three theta probes made available
by the National Soil Resources Institute at Cranfield University. These theta probes
are analog sensors with an output voltage proportional to the soil dielectric constant.
They sense the impedance of the soil by applying a 100 MHz sinusoidal signal to
an array of four rods [106]. This frequency is selected to maximize sensitivity to
the dielectric constant. The probe can be used without specific calibration with an
accuracy of ±0.05 m3m−3. For mineral soils, the following model transforms the
output voltage into the corresponding volumetric soil moisture.
mv = 0.5286V − 0.0595 (3.2)
The theta probes were separated from each other by a few meters. The spread
of the probes was limited by the cables which connect them to the data logger.
Temperature Soil temperature at a depth of ~3 cm and air temperature are
measured with two digital sensors with an accuracy of ±0.5°C.
Rainfall Rainfall is monitored with a tipping bucket rain gauge. The rain collected
with a funnel tips and actuates a swing which closes an electronic circuit. Table 3.4
41
Chapter 3 Section 3.2 Boris Snapir
Spirit level
Nylon target
Nylon post
(a) The cylindrical reference target is
screwed on top of a buried nylon post.
A spirit level is used to check verti-
cality
(b) View finder of the op-
tical level
(c) Images are acquired with a hand-held camera (Image date
24/04/2014)
Laser range finder
y
x ?? = 2 mm
?? ? ???
? = 3.5 mm 
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568
(d) Distance measurement with laser range finder
Figure 3.4: Setup of reference targets
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(a) Overall configuration of the 8 targets for field 2
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(c) Frame of reference used to deter-
mine the position of target 3
Figure 3.5: Trilateration of the (x, y) coordinates of each target from range mea-
surements
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Figure 3.6: Measured position of the targets of field 2 after trilateration
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Calibration Nber of swings ml/swing mm/swing
1 140 7.1 0.220
2 137 7.3 0.224
3 138 7.2 0.223
4 137 7.3 0.224
5 139 7.2 0.221
Mean 138.2 7.2 0.222
Table 3.4: Calibration of the rain gauge
shows the calibration of the rain gauge obtained by pouring 1 l of water and counting
the number of swings, the process was repeated 5 times. While moisture sensors and
temperature sensors can be switched off during the 30 min interval which separates
two acquisitions, the number of actuations of the rain gauge has to be monitored
permanently.
All the measurements are saved on an SD card, with a time tag provided by a
real time clock module. Figure 3.7 shows the different components of the weather
station.
Power management In order to keep power consumption low, the main process-
ing board (Arduino board) enters a sleep mode, and a dedicated circuit monitors the
rain gauge. This circuit includes (1) a signal conditioning circuit with a RC low-pass
filter and a Schmidt trigger, (2) a counter which counts the number of actuations
of the swing, and (3) a 16-channel multiplexer which makes the connection with
the Arduino board. The counter is a 12-bit binary counter, hence it can counts a
maximum of 2048 actuations before reaching saturation. Since there is hardly more
than one actuation of the rain gauge per second, this counter is suitable to monitor
rain over a 30-min window. After 30 min, the Arduino board (1) wakes up, (2)
reads the value of the soil moisture probes and of the temperature probes, (3) reads
the value of the counter through the multiplexer, and (4) resets the counter before
going back to sleep for the next 30 min.
The system is powered by a 12V 7Ah lead-acid battery. While sleeping the
system consumes only 5 mA, and the consumption increases up to 65 mA for about
10 s when moisture and temperature are measured. So the battery should provide
about 56 days of autonomy.
As shown on figure 3.8 all the components are housed in an airtight container
which makes the data logger weatherproof.
44
Chapter 3 Section 3.3 Boris Snapir
Arduino
SD card
Real Time 
Clock
Arduino
Temp 1
ArduinoMoist re
Probe 1
Rain Gauge 
Circuit Rain Gauge
12 V
Figure 3.7: Main components of the weather station
Figure 3.8: Data logger
3.3 Setup for experiment 2
3.3.1 Location and duration
Experiment 2 took place over the same farm location but included more sampled
fields than experiment 1 in order to test the soil moisture retrieval algorithms with
several candidate fields. Fig. 3.9 shows the location of the 14 sampled fields. Not all
the fields were systematically sampled for each Radarsat-2 acquisition, section 3.9
gives more details about the available data. These fields were selected because they
were bare or with light vegetation cover. The experiment spanned from 18 October
2013 to 19 December 2013.
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Figure 3.9: Location of the 14 fields sampled during experiment 2
3.3.2 Roughness measurements with SfM
3.3.2.1 Extent, resolution and accuracy of measurements
The resolution and accuracy of the roughness measurements are the same than
those of experiment 1. Since the setup has to be portable to carry measurements
over the 14 fields, the use of anchored reference targets was not suitable. Instead, a
more conventional setup using a rectangular frame, like in [12, 44, 39], was thought
more appropriate. The frame was retrieved from an unused table. It is made of
four square-section iron rods welded at there extremities. The size of the frame is
1.530× 0.716 m (measured with the laser range finder).
3.3.2.2 Overall description of the measurement process
The measurement process is similar to that of experiment 1: (1) setup of the frame,
(2) image acquisition, (3) image processing with SfM, (4) computation of roughness
parameters.
1. The setup of the frame is simple. The frame is just laid on the soil surface.
No precaution is taken to have the plane of the frame in the horizontal plane.
Any trend on the final DEM will be removed by plane fitting. This simple
setup makes multiple acquisitions over different fields straightforward.
2. Image acquisition is fast since the surface area to be imaged is small. About
80 images are taken for each acquisition with 25 images taken at a height of
1 m and 55 images taken at a height of 20 cm.
Step 3 and step 4 are as described before.
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(a) (b)
Figure 3.10: Frame used for the roughness measurements of experiment 2. Reference
targets are glued at different height on the four corners of the frame.
Figure 3.11: Theta probe and readout unit
3.3.2.3 Reference points
The four legs of the table have been cut down to four different heights (7 cm, 10 cm,
15 cm, 20 cm). Targets made of paper have been glued on top of each foot and are
used as reference points to scale the DEMs (Fig. 3.10).
3.3.3 Soil moisture measurements
Soil moisture needs to be measured along with surface roughness for each fields.
Using the data logger with its three theta probes would not be practical. Instead, a
portable theta probe with a soil moisture meter readout unit (Fig. 3.11) is used to
carry multiple and rapid sampling.
Note that measurements from the data logger are also valuable for experiment 2
as they provide continuous measurements of soil moisture / temperature / rainfall.
In particular these data can be used to infer drying or wetting trends between
two radar acquisitions, and to cross-check soil moisture measurements between the
different devices.
3.4 Preprocessing of Radarsat-2 images
3.4.1 Description of the Single Look Complex product
Different formats are available with Radarsat-2 products. They can be grouped
into slant range product and ground range products. The only slant range product
available is the Single Look Complex (SLC) format. Many ground range products are
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available and differ mainly according to the resampling method used to transform the
data from the geocoded radar coordinate system to a geocorrected Earth coordinate
system. The SLC format was chosen because the other formats undergo image
processing steps which may not be fully tractable. This also means that the SLC
images will need to be geocorrected before being used for soil moisture estimation.
Each acquisition contains the following files
• Four geotiff files for the vh−, hv−, hh−, and vv−images. Each files contains
meta-data about the acquisition and two layers corresponding to the in-phase
and quadrature components of the radar measurements.
• Three lookup tables to convert the measured intensity into calibrated quanti-
ties σ0, β0, and γ0.
3.4.2 Geocorrection
The SLC images are processed with the open source Next ESA SAR Toolbox
(NEST). Each image is georeferenced (the geographic coordinates of the corners
of the image is known), but they are not geocorrected. In particular, geocorrection
is required to account for topography with a DEM of the imaged area. For example
the freely available DEM from the Shuttle Radar Topography Mission (SRTM) is
already projected on the WGS 84 ellipsoid. Hence the SLC image must first be
projected on the same Earth coordinate system.
Geocorrection can be done by NEST with the range-doppler terrain correction
(RDTC) tool. The RDTC applies a sequence of operations including (1) transfor-
mation from slant-range to ground-range, (2) projection onto an Earth coordinate
system, (3) radiometric correction, and (4) orthorectification to compensate for over-
lays.
1. The slant-range to ground-range transformation accounts for the distortion
highlighted by Fig. 3.12. It is corrected from the knowledge of the incidence
angle from the near range to the far range.
2. The radar image is projected on the WGS 84 ellipsoid.
3. Radiometric correction makes use of the lookup table for σ0 given with the SLC
image and the SRTM DEM available for the imaged area. More precisely, the
lookup table allows transforming the measured intensity into σ0ellipsoid. Then
the local incidence relative to the DEM is used to account for topography with
the following equation,
σ0DEM = σ0ellipsoid
sinθDEM
sinθellipsoid
(3.3)
with θellipsoid the local incidence relative to the ellipsoid, and θDEM the local
incidence relative to the DEM.
4. Orthorectification applies the range Doppler method presented in [107].
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Figure 3.12: Slant-range to ground-range transformation. Image adapted from [108].
The projection on the WGS 84 ellipsoid requires selecting a resampling method.
With the default method, bilinear interpolation, each resampled pixel is a weighted
combination of four neighboring pixels. As a result, the intensity is not exponentially
distributed as described in section 2.2.2. If resampling was done by arithmetic
averaging of four pixels, the operation would be equivalent to multilooking with
four looks, hence according to equation 2.29 the resulting intensity would be Γ(4)-
distributed. Fig. 3.13a shows the histogram for a group of pixels which belong to the
same field (field 12) after geocorrection with bilinear interpolation. The data clearly
do not follow a Γ(4) distribution. Bilinear interpolation is similar to a weighted
average which is different from the arithmetic average.
The simple nearest neighbor interpolation was selected for this project as a more
tractable alternative because it preserves the exponential distribution (Fig. 3.13b).
Note that when the selected pixels contain strong scatterers the scene cannot be
considered as a distributed target and the distribution of intensity is not exponential
(Fig. 3.14). This is an interesting test to do on a collection of pixels before trying
to retrieve soil moisture. When the selected pixels do not follow an exponential
distribution, it is a sign that some of the pixels might belong to a different field, or
that the studied field is not homogeneous in soil moisture / surface roughness.
3.4.3 From exponential multiplicative noise to Gaussian ad-
ditive noise
As showed in the previous section, after nearest neighbor resampling, the intensity
over a given field remains exponentially distributed. In other words, the model with
exponential multiplicative speckle still applies. In order to apply the χ2 to a group of
Radarsat-2 pixels, the exponential multiplicative speckle must be transformed into
Gaussian additive noise with zero mean. This can be done by first applying a power
transform to a group of pixels which belong to the same distributed target. The
power transform is a family of transformations recommended to make exponentially
distributed data approximately Gaussian [109]. It is simply defined by
zi = yλi (3.4)
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Figure 3.13: Distribution of σ0vh for a Radarsat-2 image of field 12 after geo-correction
with (a) a bilinear interpolation, and (b) a nearest neighbor interpolation. The
nearest neighbor interpolation preserves the exponential distribution of speckle.
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Figure 3.14: Distribution of σ0vh after nearest neighbor interpolation for a scene with
multiple strong scatterers
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Figure 3.15: Distribution of σ0vh over field 12 after nearest neighbor interpolation
and power transform with λ = 0.27
with λ > 0.
As suggested by Box et al., the optimal λ is classically determined by mini-
mization of a log-likelihood function [110]. After transformation with the optimal
exponent λ, Gaussianity can be tested by applying a Kuiper test [111]. In practice,
for an exponential distribution, good results are obtained with λ ≈ 0.2654.
From equation 2.27, the transformed intensity Iλ can be written as follows
Iλ =
(
σ0
)λ
Nλ (3.5)
Since for a given distributed target σ0 is constant, both the transformed speckle and
the transformed intensity follow a Gaussian distribution,
Nλ ∼ N (α, β) (3.6)
Iλ ∼
(
σ0
)λN (α, β) (3.7)
The transformed intensity can equivalently be expressed as a constant affected by
additive zero-mean Gaussian noise
Iλ ∼ α
(
σ0
)λ
+N
(
0,
∣∣∣σ0∣∣∣λ β) (3.8)
with constant standard deviation |σ0|λ β.
For the retrieval to be consistent, the backscattering model must be modified to
map the soil parameters to the transformed intensity α (σ0)λ, i.e.
zi = α (Fi (mv, s))λ (3.9)
The optimal exponent λ is known (λ ≈ 0.2654), and α can be computed from
the theoretical mean of the transformed speckle
α = E
[
Nλ
]
= λΓ (λ) (3.10)
with Γ the Gamma function. Thus the transformed backscattering model is
F ′i = λΓ (λ) (Fi)λ (3.11)
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Alternatively, α can also be determined empirically as follows
α =
E
[
Iλ
]
E [I]λ
(3.12)
In this project, the Fi are given by the simplified Oh model. After transforma-
tion, the equations become
σ0vh = λΓ (λ)
[
0.11m0.7v (cosθ)
2.2
[
1− exp
(
−0.32 (ks)1.8
)]]λ
(3.13)
σ0vv = λΓ (λ)
 σ0vh
0.095
(
0.13 + sin (1.5θ)1.4
) [
1− exp
(
−1.3 (ks)0.9
)]
λ(3.14)
σ0hh = λΓ (λ)
σ0vv
1− ( θ90°
)0.35m−0.65v
exp
(
−0.4 (ks)1.4
)λ (3.15)
3.5 Uncertainty requirements for remote sensing
of soil moisture and surface roughness
This section defines observation requirements for soil moisture and surface rough-
ness. These requirements will be referred to when analyzing the performance of
model inversion.
Remote sensing of soil moisture As mentioned in the introduction, soil mois-
ture is a valuable parameter for many applications. For each application, the re-
quirements in terms of spatial resolution, temporal resolution, and uncertainty are
different. The Observing Systems Capability Analysis and Review (OSCAR) Tool
makes available a list of observation requirements for different variables and their
applications. Table 6.28 lists the requirements identified for soil moisture. For each
application, the first value corresponds to the ideal value, the second value indi-
cates the requirements associated with a breakthrough, and the third value is the
threshold value from which measurements become useful.
This study focuses on field-scale estimation of soil moisture, i.e. high resolution
estimation. Such resolution is required for agricultural meteorology and hydrol-
ogy. For both applications, the largest acceptable uncertainty is 0.05 m3/m3, and
agricultural meteorology has the strictest minimum resolution threshold of 1 km.
For both applications, measurements start being useful if the uncertainty is less
than ±0.05 m3/m3. Here uncertainty is to be understood as standard deviation σmv .
Assuming that the error affecting soil moisture is Gaussian, the interval mv ± σmv
corresponds to 68.3% confidence interval. Therefore in this study, uncertainty is
always given with a confidence level of 68.3%.
The threshold resolution requirement for agricultural meteorology is the most
stringent (1 km). Such a threshold is a key parameter as it sets the maximum
number of pixels that can be averaged over a field in order to mitigate measurement
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noise. Considering that SARs, including Radarsat-2, can achieve resolution of about
10 m, multilooking could be done with a maximum of 10 000 pixels to reach the
required ±0.05 m3/m3 uncertainty.
Remote sensing of surface roughness Surface roughness estimation could ben-
efits applications such as soil erosion [12] as there is a preferred runoff direction
defined by the furrow direction (oriented roughness), and the intensity of this runoff
is influenced by the random roughness [112]. It could also be used for agricultural
land classification since tillage operations lead to a rather deterministic range of
RMS height (see table 3.6) [113, 112, 50]. For example Trudel et al. investigated
surface roughness classification from multi-polarized ENVISAT-ASAR acquisitions
(C-band) [114]. From a time series of the cross-polarized ratio σ0vh/(σ0hh +σ0vv), they
could discriminate ploughed fields (rough) and pastures (smooth).
However there is no trace of measurement requirements. This could be attributed
to the fact that, unlike for soil moisture, even in situ measurements are often said to
give unreliable/inadequate roughness characterization which can lead to inaccurate
soil moisture estimation [69]. Since over agricultural soils, RMS height typically
ranges from 5 mm to 50 mm [113], a 20% uncertainty will be taken as requirement
for this study. This leads to the extrema s = 5 ± 1 mm and s = 50 ± 10 mm. This
20% uncertainty is acceptable to discriminate the main tillage classes listed in table
3.6.
As for the other requirements listed in table 6.28 (spatial resolution, tempo-
ral resolution, timeliness), they will be a priori less demanding than those for soil
moisture. For example, it is unlikely that daily roughness classification would be
of any use. In the end, the estimation methods investigated in this project aim at
estimating soil moisture and surface roughness simultaneously. Therefore, meeting
the soil moisture requirements will be more than satisfactory with regard to the less
demanding requirements for surface roughness.
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Application
(confidence)
Uncertainty
[m3/m3]
Resolution
[km]
Time
sampling
Timeliness
0.01 0.01 1 d 1 d
Hydrology 0.017 0.3 34 h 5 d
(reasonable) 0.05 250 3 d 144 d
Agricultural 0.01 0.1 1 d 1 d
meteorology 0.017 0.215 46 h 41 h
(reasonable) 0.05 1 7 d 5 d
0.01 15 1 d 10 d
GEWEX1 0.02 50 3 d 15 d
(tentative) 0.05 250 10 d 30 d
0.02 5 3 h 3 h
Global NWP2 0.04 15 1 d 1 d
(reasonable) 0.08 100 5 d 5 d
High Res 0.02 1 1 h 30 min
NWP 0.04 5 3 h 1 h
(reasonable) 0.08 40 6 h 6 h
Nowcasting 0.01 5 1 h 1 h
/ VSRF3 0.02 10 6 h 6 h
(reasonable) 0.05 50 1 d 1 d
0.01 50 1 d 1 d
SIA forecasts4 0.02 100 2 d 2 d
(reasonable) 0.05 500 5 d 5 d
0.005 50 7 d 1 y
TOPC5 0.007 60 11 d 1 y
(speculative) 0.01 100 30 d 2 y
1Global Energy and Water Cycle Experiment, 2Numerical Weather Prediction,
3Very Short Range Forecasting,4Seasonal and Inter-Annual Forecasts,
5Terrestrial Observation Panel for Climate
Table 3.5: Observation requirements for soil moisture as defined by the OSCAR
tool [7]. For each application, the first value corresponds to the ideal requirement,
the second value indicates the requirements associated with a breakthrough, and
the third value is the threshold value from which measurements become useful. The
confidence indicates how likely such a soil moisture product would benefit a given
application.
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Tillage operation s [cm]
Large offset disk 5.0
Moldboard plow 3.2
Lister 2.5
Chisel plow 2.3
Disk 1.8
Field cultivator 1.5
Row cultivator 1.5
Rotary tillage 1.5
Harrow 1.5
Anhydrous applicator 1.3
Rod weeder 1.0
Planter 1.0
No till 0.7
Smooth 0.6
Table 3.6: Average RMS height for different tillage operations [50]
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Material
4.1 Data set of experiment 1
Roughness measurements with SfM Tables 4.1, 4.2, 4.3 and 4.4 list all the
roughness measurements made with SfM. Tables 4.1 and 4.2 correspond to two
periods of measurements over field 1. Over the first period, the field has not been
tilled because of inappropriate weather conditions. At the end of the first period,
tillage operations took place for the new crop cycle and required to remove the
anchored targets. The second period started after re-inserting the targets into the
soil. Similarly, there are two periods of measurements over field 2 (table 4.3 and
4.4) with no tillage operations during the first period. The main consequence of
not having the usual tillage operations during the first period is that no oriented
roughness was visible. The aspect of the soil surface resulted primarily from random
roughness and large features attributable to topography.
For each table, Day is the number of days from the first SfM acquisition of a given
period. Pictures used is sometimes different from Pictures taken when SfMtoolkit
discards images for which no common features were found. The column # of points
gives the total number of points of the reconstructed point cloud. The column
Comments reports whether the acquisition corresponds to a DEM A or B, and the
focal length selected to take the pictures. Where there is no mention of the focal
length, the acquisition has been done with f = 10 mm.
At the beginning of period 1, different focal lengths were tested. From tables 4.1
and 4.3, it appears that acquisitions with a 20 mm focal length lead to larger point
clouds than acquisitions with a 10 mm focal length. Still the 20 mm case was deemed
unsuitable because the resulting point clouds had many gaps probably coming from
insufficient overlapping between the pictures. Increasing overlapping would require
a much larger number of images which is not practical for repeated measurements.
Therefore the 10 mm configuration was selected as a good compromise between a
reasonable amount of images and a good-enough point cloud density.
In total, there are 113 SfM measurements. Not all of them have been georefer-
enced as the manual identification of the reference targets on the pictures is a very
repetitive process. Nonetheless, all these acquisitions will be useful to investigate
how the number of points of the point cloud tends to increase with the number of
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pictures.
Table 4.1: List of SfM measurements for field 1, period 1
# Date Day Pic taken Pic used
(1m/20cm)
# of points Comments
1 31/03/2013 1 562 560 6392970 A, f ∗ 18 mm
2 08/04/2013 9 453 431 7002939 A, f 28 mm
3 12/04/2013 13 236 231 3059745 B, f 20 mm
4 17/04/2013 18 367 367 4537451 B, f 20 mm
5 24/04/2013 25 517 516 7184949 B, f 20 mm
6 24/04/2013 25 536 294 4036995 B, f 15 mm
7 24/04/2013 25 241 241 2029676 B, f 10 mm
8 06/05/2013 37 733 730 4452698 A
9 06/05/2013 37 692 692
(317/375)
5460422 B
10 14/05/2013 45 808 808 3607810 A
11 14/05/2013 45 699 699
(319/380)
4996874 B
12 20/05/2013 51 818 818 3811887 A
13 20/05/2013 51 685 685
(324/361)
5343147 B
14 27/05/2013 58 848 749 4332492 A
15 27/05/2013 58 736 734
(301/433)
6205519 B
16 03/06/2013 65 587 584
(243/341)
4906906 B
17 03/06/2013 65 663 663 4163206 A
18 17/06/2013 79 758 757
(287/470)
4329732 B
19 17/06/2013 79 735 735 3661451 A
20 25/06/2013 87 675 670
(291/379)
5836721 B
21 25/06/2013 87 671 671 3791479 A
∗focal length
Table 4.2: List of SfM measurements for field 1, period 2
# Date Day Pic taken Pic used
(1m/20cm)
# of points Comments
1 23/08/2013 1 620 620 3469238 A
2 03/09/2013 12 620 620
(247/373)
6123207 B
3 03/09/2013 12 632 632 3614752 A
4 08/09/2013 17 476 469
(224/245)
4116259 B
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5 08/09/2013 17 567 564 3376092 A
6 10/09/2013 19 404 383
(181/202)
3868271 B
7 17/09/2013 26 400 370
(181/189)
4044667 B
8 23/09/2013 32 460 460 2972679 A
9 28/09/2013 37 475 475 3027471 A
10 30/09/2013 39 436 435
(153/282)
4757537 B
11 30/09/2013 39 444 416
(152/264)
4982449 B
12 08/10/2013 47 363 333
(139/194)
3295141 B
13 08/10/2013 47 457 457 2949988 A
14 14/10/2013 53 471 451
(159/292)
4766654 B
15 14/10/2013 53 518 518 2787424 A
16 18/10/2013 57 500 498
(152/346)
5921910 B
17 18/10/2013 57 461 461 2760945 A
18 25/10/2013 64 515 515
(169/346)
5339471 B
19 25/10/2013 64 544 544 2881423 A
20 01/11/2013 71 481 481
(169/312)
5906133 B
21 01/11/2013 71 461 461 2805128 A
22 11/11/2013 81 439 439
(158/281)
4419957 B
23 11/11/2013 81 477 477 2497155 A
24 20/11/2013 90 367 365
(136/229)
3572364 B
25 25/11/2013 95 351 351
(122/229)
3748963 B
26 25/11/2013 95 378 373 1131886 A
27 05/12/2013 105 377 377
(141/236)
3576036 B
28 05/12/2013 105 393 393 2211438 A
29 12/12/2013 112 393 393
(132/261)
4244022 B
30 12/12/2013 112 413 413 2422590 A
31 18/12/2013 118 365 365
(121/244)
4434234 B
32 18/12/2013 118 387 387 2177521 A
33 17/01/2014 148 422 422
(144/278)
4352526 B
34 17/01/2014 148 456 456 2266047 A
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35 24/03/2014 214 548 548
(192/356)
4602338 B
36 24/03/2014 214 626 626 2897781 A
37 02/05/2014 253 619 619
(238/381)
5551613 B
38 02/05/2014 253 785 785 3290938 A
39 12/06/2014 294 586 586
(214/372)
6079582 B
40 12/06/2014 294 670 670 3037674 A
Table 4.3: List of SfM measurements for field 2, period 1
# Date Day Pic taken Pic used
(1m/20cm)
# of points Comments
1 31/03/2013 1 348 348 3754311 A, f 18 mm
2 08/04/2013 9 408 221 4023178 A, f 28 mm
3 12/04/2013 13 461 461 4461480 B, f 20 mm
4 17/04/2013 18 509 299 3424665 B, f 20 mm
5 21/04/2013 22 1013 634 7464905 A, f 20 mm
6 24/04/2013 25 1219 520 6290204 A, f 20 mm
7 24/04/2013 25 544 269 3633324 B, f 20 mm
8 06/05/2013 37 737 737 3363789 A
9 06/05/2013 37 608 608
(258/350)
4364772 B
10 14/05/2013 45 700 700 3015467 A
11 14/05/2013 45 659 659
(257/402)
5296086 B
12 20/05/2013 51 768 768 3157724 A
13 20/05/2013 51 644 644
(303/341)
4947349 B
14 27/05/2013 58 639 639 3263529 A
15 27/05/2013 58 663 663
(238/425)
5531622 B
16 03/06/2013 65 512 512 3295793 A
17 17/06/2013 79 674 668
(276/392)
6197339 B
18 17/06/2013 79 669 669 3548231 A
19 25/06/2013 87 822 814
(342/472)
7447918 B
20 25/06/2013 87 811 811 2732320 A
21 01/07/2013 93 720 708
(269/439)
6397026 B
22 01/07/2013 93 728 728 3667572 A
23 10/07/2013 102 913 892
(348/544)
7804785 B
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24 10/07/2013 102 754 753
(328/425)
6618484 B
25 21/07/2013 113 754 705
(251/454)
6975068 B
26 21/07/2013 113 245 245 1405210 B (1 m pic)
27 21/07/2013 113 661 658 3594270 A
28 24/07/2013 116 236 236 1369315 B (1 m pic)
29 27/07/2013 119 696 681
(237/444)
6818803 B
30 30/07/2013 122 626 602
(236/366)
6305476 B
31 30/07/2013 122 646 646 3768430 A
Table 4.4: List of SfM measurements for field 2, period 2
# Date Day Pic taken Pic used
(1m/20cm)
# of points Comments
1 18/10/2013 1 543 543 2812168 A
2 25/10/2013 8 406 404 1913639 A
3 01/11/2013 15 453 453 2338856 A
4 11/11/2013 25 380 380
(193/187)
3054957 B
5 11/11/2013 25 494 494 2562997 A
6 20/11/2013 34 382 380
(145/235)
3174669 B
7 20/11/2013 34 461 457 2376543 A
8 25/11/2013 39 347 346
(145/201)
3449811 B
9 25/11/2013 39 386 385 2306387 A
10 05/12/2013 49 351 350
(134/216)
3317381 B
11 05/12/2013 49 419 419 2316592 A
12 12/12/2013 56 364 364
(129/235)
3891256 B
13 12/12/2013 56 399 399 2302393 A
14 18/12/2013 62 366 366
(132/234)
3835792 B
15 18/12/2013 62 359 359 2023317 A
16 17/01/2014 92 400 400
(174/226)
3878450 B
17 24/03/2014 158 406 406
(131/275)
4059060 B
18 02/05/2014 197 535 535
(172/363)
5643067 B
19 02/05/2014 197 565 564 2977065 A
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20 12/06/2014 238 569 566
(215/351)
6070505 B
21 12/06/2014 238 623 621 3210762 A
Data from data logger Table 4.5 summarizes the data available from the data
logger. There are two main periods. Over the first period, the data logger was set
up in field 2 for about 3 months. The second period covers nearly one year for which
the data logger remained in field 1. All in all, there are no significant gaps in the
data. The main gap corresponds to a loss of one of the three soil moisture probe
because its cable was cut during tillage operations.
Period Location Gap in data Reason
17 Jun 2013 - 21 Aug
2013 (66 days)
field 2 Loss of a soil moisture
probe on 21 Jul 2013
Cable cut
during tillage
24 Aug 2013 - 12 Jun
2014 (293 days)
field 1 Logger off from 2 May
2014 to 5 May 2014
Repairs on rain
gauge
Table 4.5: Comments on data recorded by the data logger
4.2 Data set of experiment 2
In situ measurements Table 4.6 provides a list of all in situ measurements.
All in all, more and more fields have been sampled throughout the experiment to
increase the number of comparison between in situ measurements of soil parameters
and soil parameters estimated from the radar measurements.
For fields 1 and 2, in situ measurements of soil moisture and surface roughness
have been systematically taken for all acquisition dates. Soil moisture was evenly
sampled about 10 times over each fields. Surface roughness was sampled from 3 to
10 times depending on the overall roughness homogeneity.
For fields 3 to 5, roughness measurements are not available because vegetation
cover made SfM measurements impossible. For these 3 fields, there are no soil
moisture measurements on 19 Dec because of lack of time. Fields 6 to 8 have been
systematically sampled for moisture and roughness from the second acquisition.
Moisture and roughness measurements for field 9 are only available from the 25th of
November. Finally fields 10 to 14 were sampled only for the last three acquisitions.
Table 4.7 provides a qualitative description of each field in terms of surface
roughness and vegetation cover which will be helpful to interpret the results.
Radatsat-2 data A proposal to study soil moisture estimation from full-polarimetric
Radarsat-2 images was reviewed and accepted by the Canadian Space Agency (CSA)
as part of the Science and Operational Applications Research Education Interna-
tional (SOAR-EI) Initiative [27].
Radarsat-2 acquisitions were planned with the Radarsat-2 acquisition planning
tool. In theory, every three days, Radarsat-2 can image Cranfield twice a day (as-
cending and descending paths). A time series of acquisitions every 3 days could
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Field 18 Oct 25 Oct 1 Nov 11 Nov 25 Nov 5 Dec 12 Dec 19 Dec
1 mv s mv s mv s mv s mv s mv s mv s mv s
2 mv s mv s mv s mv s mv s mv s mv s mv s
3 mv mv mv mv mv mv
4 mv mv mv mv mv mv
5 mv mv mv mv mv mv
6 mv s mv s mv s mv s mv s mv s mv s
7 mv mv s mv s mv s mv s mv s mv s
8 mv mv s mv s mv s mv s mv s mv s
9 mv s mv s mv s mv s
10 mv s mv s mv s
11 mv s mv s mv s
12 mv s mv s mv s
13 mv s mv s mv s
14 mv s mv s mv s
Table 4.6: Available in situ measurements for each acquisition date (mv for soil
moisture, s for SfM acquisition)
Field Surface roughness Vegetation cover
1 Rough (ploughed) Winter Canola, light cover for
first acquisitions to thick cover
for last acquisitions
2 cf field 2 cf field 2
3 NA Pasture
4 Smooth (rolled) Wheat, light cover for first
acquisitions to medium cover for
last acquisitions
5 cf field 5 cf field 5
6 cf field 5 cf field 5
7 cf field 5 cf field 5
8 cf field 5 cf field 5
9 Rough (ploughed) Bare
10 Rough (ploughed) Bare
11 Very rough (ploughed) Bare
12 Smooth until 5 Dec, Very
rough from 12 Dec
Bare
13 Rough (ploughed) Bare
14 Rough (ploughed) Bare
Table 4.7: Qualitative description of the sampled fields
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be interesting to investigate soil moisture retrieval from change detection. However
in practice, the users registered as part of SOAR-EI initiative do not have priority
on commercial users. Therefore, planning the acquisitions mainly consisted in us-
ing any opportunity available while trying to maximize the number of acquisitions
with the same viewing configuration (ascending/descending path, incidence angle).
Same viewing configuration is desirable to limit the number of parameters changing
between two acquisitions.
Acquisition orders could be sent to MDA Geospatial Services Inc. as late as
two days before the actual acquisition, and the images could be downloaded one or
two days after acquisition. This timely delivery allowed adjusting the measurement
strategy for the in situ measurements before the next radar acquisition in order to
make better use of each image.
Table 4.8 shows that the data set contains 3 acquisitions at 40.2°, 3 acquisitions
at 32.4°, 2 acquisitions at 25.8°, and only 1 acquisition at 32.4°. The time gap
between acquisitions varies between 7 days and 14 days.
As an example, Fig. 4.1 shows an RGB composite image from the first Radarsat-
2 acquisition. The color association - Red=hh, Green=vh, Blue=vv - is chosen to
give a realistic effect. Water reflections are higher at vv-polarization than at hh-
polarization, and vegetation has a larger vh-response than average. All in all grassy
fields appear green. Bare fields lead to magenta pixels, with black-magenta regions
corresponding to smooth soil surfaces and white-magenta regions corresponding to
rough soil surfaces. Finally white pixels and black pixels correspond respectively to
buildings and roads.
# Date Asc/Des Acq1 time NR2 incidence [°] Time gap [day]
1 18 Oct Asc 17:56 40.2 -
2 25 Oct Des 06:27 25.8 7
3 1 Nov Asc 17:47 32.4 7
4 11 Nov Asc 17:55 40.2 10
5 25 Nov Asc 17:47 32.4 14
6 5 Dec Asc 17:55 40.2 10
7 12 Dec Des 06:27 25.8 7
8 19 Dec Asc 17:47 32.4 7
1Acquisition, 2Near Range
Table 4.8: List of Radarsat-2 acquisitions
Weather history On top of the measurements from the data logger, additional
weather data is available from a local weather station at Cranfield airport. Archives
of these data can be accessed from the Weather Underground website [115].
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Figure 4.1: RGB composite image from Radarsat-2 acquisition 1, after histogram
equalization. Red=HH, Green=VH, Blue=VV.
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(a) October 2013
(b) November 2013
(c) December 2013
Figure 4.2: Weather history from the local weather station at Cranfield airport [115]
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Results: Temporal/Spatial
variability of surface roughness
This first Result chapter presents all the results related to the temporal and spatial
variability of surface roughness which was investigated with the SfM measurements
of experiment 1.
In section 5.1, the performance of the SfM measurements is quantified, and some
practical limitations of the measurement method are given.
Section 5.2 investigates different methods to compute the roughness parameters
and their effects on the spatial variability of these parameters.
Section 5.3 focuses on the temporal variability of surface roughness and on how
it may affect soil moisture estimation relying on change detection methods.
Finally section 5.4 gives a summary and a discussion of the results of this chapter.
5.1 Measurement performance with SfM
Before analyzing the results related to the performance of the SfM measurements,
it is worth giving a short definition of the different parameters which can be used
when discussing the quality of measurements. Table 5.2 lists the most common
parameters. A more exhaustive list with detailed definitions can be found in [116].
In summary, this table stresses that accuracy is not quantifiable because the
true quantity value is never available. Accuracy can only be explored through mea-
surement error which is the residual between measured quantity and a reference
quantity. This measurement error has two components - the systematic error and
the random error. Then, unlike measurement error, precision does not rely on a
reference value but only on repeated measurements. When expressing precision,
one must mention whether or not the measurement conditions were the same for
every measurement. When the measurement conditions can be considered iden-
tical, measurement precision corresponds to measurement repeatability, otherwise
it corresponds to measurement reproducibility. Finally, while the objective of the
measurement error approach is to determine an estimate of the true value, the un-
certainty approach only provides an interval of reasonable value for the measurand.
In the following, the performance of SfM will be assessed through measurement
error, repeatability, and uncertainty.
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Parameter Description Comments
Accuracy Closeness between measured
quantity value and true quantity
value
Not a quantity. Measurement is
accurate when it has small
measurement error.
Trueness Closeness between average of
infinite number of replicates of a
measured quantity and a
reference quantity value
Not a quantity. Inversely related
to systematic measurement error.
Precision Closeness of agreement between
repeated measured quantity,
under specified conditions
Usually expressed as a standard
deviation. Used to define
repeatability or reproducibility.
Error Measured quantity value minus
reference quantity value
-
Systematic
error
Component of error that in
replicate measurements remains
constant or varies in a
predictable manner
Systematic error equals error
minus random error. Can be
compensated with correction.
Bias Estimate of a systematic
measurement error
-
Random error Component of measurement
error that in replicate
measurements varies in an
unpredictable manner
-
Repeatability Measurement precision for
repeated measurements under
the same conditions.
-
Reproducibility Measurement precision for
repeated measurements under
different conditions.
-
Uncertainty Non-negative parameter
characterizing the dispersion of
measured quantity values.
Commonly given as a standard
deviation.
Includes components arising
from systematic effects, such as
components associated with
corrections.
Type A evaluation of uncertainty
relies solely on a statistical
distribution from repeated
measurements.
Type B evaluation of uncertainty
is derived from PDFs based on
experience or other information.
Table 5.2: Parameters related to measurement quality [116]
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5.1.1 Error/repeatability assessment with a 50×50 cm scene
The performance of SfM is first assessed indoor for a reduced-size target using soil
samples from field 2 and a set of LEGO® bricks attached to a LEGO plate. Figure
5.1a shows the overall scene. The soil sample makes the scene representative of
the surface imaged over the farm fields. The LEGO bricks are used as reference
points (red points) to scale the DEM and as control points (blue points) to assess
the DEM uncertainty. These bricks provide accurate reference targets since the
machine tolerance to manufacture them is 10µm [117].
Five sets of 36 images are taken. All sets have similar view points, 9 panoramas
(~0.5 m high) and 27 close range images (~0.25 m high). Each set has been acquired
back to back so that light conditions are the same. The camera was hand held and
with the focal length (10 mm) used for all acquisitions over the farm. And the
pictures were down-sampled and compressed as explained in section 3.2.2.2.
Table 5.3 shows the number of points obtained for the 5 point clouds. Besides
the fact that images with similar viewing angles have been used, set 5 leads to
more points than set 3 (+35%). This difference can be explained from variability
in acquisition height. Compared to the images of set 3, the close range images
of set 5 are actually taken closer to the soil surface. This leads to point cloud 5
more detailed than point cloud 3. All in all, this explanation also explains for the
differences observed between the other sets.
Set 1 Set 2 Set 3 Set 4 Set 5
Number of points 246821 190784 189671 229064 249945
Table 5.3: Number of points obtained for the 5 point clouds generated from the 5
sets of images.
The scaling step with SfM-georef is done with 4 reference points located at the
4 corners of the LEGO plate (red dots on Fig. 5.1a). More reference points could
be used, but this set of 4 points is representative of the limited number of reference
points available with the farm fields. Each DEM is then interpolated over a grid
with a 0.1 mm resolution.
Measurement error The measurement error of each DEM is estimated by check-
ing the position of 8 control points (blue dots on Fig. 5.1a) against their known
position taken as reference.
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(a) (b)
Figure 5.1: (a)Scene used to assess measurement error and repeatability of SfM. Red
points are used for scaling the DEM, while blue points are used as control points to
estimate errors. (b) Point cloud resulting from set 1.
Table 5.4 shows the average error computed for the x, y and z coordinates of the
8 control points. Results for the z coordinate show that SfM is always underesti-
mating the height of every control point with an average error of -0.709 mm which is
more than acceptable. When comparing laser scanner with stereo-photogrammetry
Aguilar et al. also noticed that stereo-photogrammetry gives a smoothed version of
the soil surface [29]. The difference in horizontal errors between x and y certainly
comes from the acquisition process. The 27 close range images contain some oblique
views around the y-direction but no oblique views around the x-direction so soil
features along the x-dimension are determined more accurately than those along the
y-dimension. All in all the error in all directions is sub-millimetric which is similar
to the performance achieved by laser profilers.
x [mm] y [mm] z [mm]
Set 1 0.137 0.081 -0.709
Set 2 -0.051 0.193 -0.594
Set 3 -0.026 0.243 -0.907
Set 4 0.074 0.343 -0.521
Set 5 0.249 0.356 -0.815
Mean error 0.077 0.243 -0.709
Mean RMSE 0.489 0.439 0.888
Table 5.4: Average error for the 3D position of 8 control points
Repeatability Repeatability is assessed by computing the standard deviation for
the set of 5 DEMs, i.e.
σ =
√√√√1
4
5∑
i=1
(zi − z¯)2 (5.1)
where zi is a matrix containing the heights of all the points of point cloud i, and z¯ is
a matrix with the average height of each point across the 5 DEMs (z¯ = 15
∑5
i=1 zi).
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Finally taking the average of σ gives an estimation of the standard deviation of the
measurements taken under the same conditions. After computation, the average
standard deviation is σ¯ = 0.688 mm.
Both error and repeatability are sub-millimetric. From these results SfM is able
to produce quality DEMs even though images are taken with a hand-held camera.
This quality assessment was done for a scene which is much smaller (∼ 50× 50 cm)
than the sampled plots of fields 1 and 2. Measurement performance is likely to
degrade for large scene in particular because the 3D position of the reference points
is not known as accurately as that of the corners of the LEGO plate. In the next
section, measurement quality is assessed for a DEM B (2× 3.4 m).
5.1.2 Measurement performance for DEM B
Measurement error Measurement error is estimated by including LEGO bricks
on the soil surface. Sets of bricks are positioned along the four edges of the plot.
This is similar to the configuration of classic stereo-photogrammetry which makes
use of a frame with control points on its edges.
Note that using artificial reference objects is not expected to underestimate the
measurement error made over a natural soil surface. Indeed, the LEGO bricks have
90° angles which produce systematic shadowed sides at any viewing angles. Also,
their surface is uniform in color which does not favor feature matching, and it is
extremely smooth which makes it prone to different specular reflections of sun light.
For these reasons, using LEGO bricks is unlikely to underestimate reconstruction
errors.
In practice, the size of these bricks on the final DEM after interpolation on the
1 mm grid, is compared to their known size. The different dimensions are estimated
by directly picking up points on the DEM. The length of the bricks gives information
on horizontal errors, while the height is used to asses vertical errors. The RMS
value of the residual for all bricks along the x-, y- and z-direction gives the RMS
measurement errors (table 5.5). The RMS error along the x- and y-direction was
found to be close to 1.5 mm. While the vertical RMS error (z-direction) was close
to 3 mm.
It should be noted that the RMSE is usually estimated by controlling the 3D
positions (x, y, z) of ground control points. While here, the RMSE is estimated
from controlling the size of reference objects i.e. a difference (∆x, ∆y, ∆z) between
two 3D positions. Assuming that the errors across the DEM are uncorrelated,
the RMSE of z and ∆z verify (RMSE∆z)2 = 2 (RMSEz)2, which for this study
leads to RMSEz = 2.2 mm. Whatever the quantity considered, as mentioned in
section 2.1.5, such error magnitudes are expected to have a negligible effects when
the measurements are used for soil moisture estimation with radar. As expected,
measurement error is larger for DEM B than for the small LEGO plate.
Later in the project, measurement error was cross-checked using the 1.530 ×
0.716 m frame presented in section 3.3.2. Horizontal error is estimated by comparing
the distance between two corners of the frame on the DEM with the known distance
between these corners. Vertical error is estimated by comparing the height of the
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Measurement error [mm]
RMSE ∆x, ∆y 1.5
RMSE ∆z 3.1
RMSE x, y 1.1
RMSE z 2.2
(a)
Repeatability [mm]
RMSE zDEM1 − zDEM2 1.4
|sDEM1 − sDEM2 | 0.1
|lDEM1 − lDEM2 | 2.9
(b)
Table 5.5: Measurement error (RMSE) and repeatability of SfM
four corners relative to the base of the frame, with their known height. The main
difference with the LEGO method is that the size of the frame is larger than the size
of LEGO bricks. This allows verifying that the error made on the distance between
two points does not increase with the actual distance. In the end, the horizontal
error (∆x, ∆y) was 2.0 mm, and the vertical error (∆z) was 2.44 mm which is close
to the results obtained with LEGO bricks. These results suggest that there is no
increase of the measurement error with the measured distance.
As could be expected, the measurement error for the 2× 3.4 m DEM B is larger
than that obtained with the 50× 50 cm LEGO plate. This degradation for DEM B
certainly originates from the overall larger acquisition height and the larger uncer-
tainty on the 3D position of the reference points.
James and Robson found that the ratio measurement error over observation
distance was better than 1:1000 for SfM reconstructions with three scenes of size
ranging from 0.1 m to 1600 m (see table 5.6). The ratio for the LEGO plate and
DEM B is respectively about 1:600 and 1:250. This poorer performance can be
explained by the fact that for all their examples James and Robinson used higher
resolution images without additional JPEG compression, a longer focal length (20 ≤
f ≤ 50 mm), and more accurate reference points relative to the scene size. The first
two points impact the reconstruction accuracy, while the third point affects the
scaling accuracy. In summary, generating accurate DEMs requires both accurate
SfM reconstruction and accurate scaling.
Millimeter accuracy is typical for stereo-photogrammetric systems [12, 29]. A
direct comparison between the SfM setup and stereo-photogrammetric setups such
as the one used by Marzahn et al. [12] is not straightforward. First, there is a
difference in DEM area. In [12], the RMS error was computed from 22 DEMs
ranging from 2.5 to 4 m2 without specifying the exact numbers of each size. In the
best case scenario, one can consider that the 1.77 mm accuracy was computed for
4 m2 DEMs only. In this study, accuracy was estimated for a DEM 1.7 times larger
(6.8 m2). Scaling such a large DEM while maintaining accuracy has proved to be a
difficult exercise. Second, additional compression was applied to all the images used
with SfM. This improves computational time, but deteriorates image quality which
certainly impacts reconstruction accuracy. Nonetheless, a comparison between the
two setups is reported in table 5.7. Ignoring the differences in DEM area and image
compression, the stereo-photogrammetric accuracy is 3.1 pixels against 5.5 pixels
for SfM.
No definitive conclusion can be drawn from this comparison. The RMSE com-
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Parameter Ex 1 [32] Ex 2 [32] Ex 3 [32] LEGO plate DEM B
f [mm] 50 28 20 10 10
Scene size [m] 0.1 50 1600 0.5 3
Mean height
[m] 0.7 20 1000 0.3 0.5
Image res
[pixels] 4272× 2848 4272× 2848 3072× 2048 1728× 1152 1728× 1152
Sensor size
[mm] 22.2× 14.8 22.2× 14.8 22.7× 15.1 22.3× 14.9 22.3× 14.9
Compression
factor No No No 2.7 2.7
Uncertainty of
ref points 0.5 mm 15 mm 100 mm <1 mm <5 mm
Measurement
error : Mean
height
1:2333 1:950 1:1000 1:600 1:250
Table 5.6: Comparison between measurement errors for the three examples in [32]
and measurement error for the LEGO plate and DEM B
puted in this study can be used as a quality check, but a dedicated setup with
identical camera/lens, image compression, soil surface, and RMSE estimation would
be needed to compare the two methods rigorously. All in all, the information lost
from using unconstrained acquisitions with SfM is made up by combining many
images.
Parameter Stereo-photogrammetric setup SfM setup
Sensor size [mm] 35.8× 23.9 22.3× 14.9
Resolution [pixels] 4368× 2912 1728× 1152
Focal length [mm] 36 16
Mean height [mm] 2500 514
Pixel size [mm] 0.57 0.40
RMSE [pixels] 3.1 5.5
RMSE [mm] 1.77 2.2
Imaged area [m2] 2.5− 4 6.4
Table 5.7: Broad comparison between stereo-photogrammetric setup used in [12]
and SfM setup
Repeatability Repeatability is assessed by taking two sets of images (acquisitions
23 and 24 in table 4.3) back to back so that the soil surface and light conditions
remain the same. The corresponding DEMs are then compared point by point. The
RMS difference between the two DEMs gives an estimation of the repeatability.
It was found to be close to 1.4 mm. Therefore the method is rather repeatable.
Variability can be explained from the fact that the two sets are similar but in no
way are they identical since the camera is hand-held. Even the number of images is
72
Chapter 5 Section 5.1 Boris Snapir
quite different - 892 images for acquisition 23 and 753 images for acquisition 24.
Performance might also differ according to outdoor light conditions. It is reason-
able to think that optimal conditions correspond to cloudy weather which produces
uniform lighting without shadows. Sunny conditions may be more difficult to deal
with as strong shadows of the camera can appear on some close-range images which
might affect features matching. In practice, throughout the experiment, a few ac-
quisitions with sunny conditions or sunny intervals have produced very sparse point
clouds which were discarded. However, such behavior was not systematic, hence a
more thorough analysis would be required to draw definitive conclusions.
Ultimately repeatability of measurements of RMS height and correlation length
is what matters for radar backscattering. Computation of the RMS height for both
data sets over the whole detrended DEMs (∼ 7~million points) gives similar re-
sults, respectively s1 = 9.4 mm and s2 = 9.3 mm. Similarly the correlation length
along the x direction (long side) is computed for both DEMs. The autocorrelation
function is computed along all rows (~2000 rows). After fitting the theoretical ex-
ponential model to the average autocorrelation function, the correlation lengths are
l1 = 104.2 mm and l2 = 107.1 mm.
Following the study from Lievens et al., such differences, especially regarding the
correlation length, would have a negligible impact on soil moisture estimation [13].
From this quality check, the SfM setup can be considered accurate and robust
regarding its use for microwave scattering.
5.1.3 Point cloud density and acquisition strategy
This section looks at how the different acquisition strategies for DEM A and DEM
B impact the final point cloud density.
5.1.3.1 Predicting the point cloud density from the number of images
Using all the acquisitions listed in tables 4.1, 4.2, 4.3, and 4.4, Fig. 5.2a shows that
the number of points of the point cloud after SfM reconstruction against the number
of used images. As expected, the number of points increases with the number of
images. It is apparent that acquisitions for DEM A which contain 1 m pictures,
lead to a different trend than acquisitions for DEM B which contain both 1 m and
20 cm pictures.
Because DEM A and DEM B also have different sizes, it is sensible to normalize
the variables by the surface area of the DEMs, i.e. points per cm2 and images
per cm2. And multiplying the number of images by the image resolution leads
to a density of pixels which makes the variables more comparable. Note that these
computed densities may be slightly optimistic because on the point cloud some points
represent pieces of soil which are outside the delimited soil surface of interest, but this
is of little importance for what follows. Fig. 5.2b highlights the fact that acquisitions
A and acquisitions B may have the same amount of images (see Fig. 5.2a), but they
do not have the same density of images/pixels. In the linear regression y = ax+b, the
factor a can be thought as factor of overlap. For both acquisition A and acquisition
B, a has a 10−3 order of magnitude, therefore it takes about 1000 pixels of the
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Acquisition A Acquisition B
# of 1 m pictures 573 210
# of 0.2 m pictures 0 325
Mean acq height 1 m 0.51 m
Pixel size on soil 0.79 mm 0.40 mm
Table 5.8: Average pixel size on the soil surface for acquisitions A and B
collected images to generate one point of the point cloud. What seems to be a poorly
efficient reconstruction may come from the fact that all the images undergo a lossy
compression (JPEG) which certainly reduce the discrimination between pixels.
The difference between the regression for acquisitions A and the regression for
acquisitions B may come from the fact that for the latter, the size of a pixel is
different for the 20 cm pictures and for the 1 m pictures. From the characteristics
of the camera listed in table 3.1, table 5.8 gives the average pixel size on the soil
surface for acquisitions A and B. Dividing the density of pixels by the pixel size (in
cm) leads to a quantity in point per cm3 which is independent from the setup. This
is why on Fig. 5.2c, the linear regressions for acquisitions A and B are now very
similar so that a single linear regression (dashed line) can be applied to both data
sets.
The dashed regression line is interesting as it indicates that for example, to obtain
a point density of 30 points/cm2, the setup must be designed so that density of
pixels divided by pixel size is about 150 000 points/cm3. Using the camera settings
of this study, with an acquisition height of 30 cm, the pixel size on the soil is
0.023 cm. Therefore the density of pixels must be 3434.6 pixels/cm2 which for an
image resolution of 1728 × 1152 leads to ~17.3 images per m2. Thus to generate
a DEM for a 10 m2 soil surface, one would need to take about 173 images. In
comparison, for an acquisition height of 1.5 m, a total of 900 images would be
required. The exact number of required images might be different from the one
predicted by the regression line, but this method is useful to avoid setup which
would lead to unrealistic numbers of images. To go further, independent data sets
acquired over different surface area and with different cameras would be required to
test the range of validity of the dashed regression line.
5.1.3.2 Comparison between DEM A and DEM B
As reported in table 3.2 the main difference between DEM A and DEM B, besides
their size, is the resolution of their point cloud. Thanks to the images taken at a
height of 20 cm, the point cloud obtained for DEM B is much denser than that of
DEM A, respectively 57 points/cm2 and 11 points/cm2. Fig. 5.3 shows DEM B and
the part of DEM A which is common to DEM B for the acquisition on December
5 2013 over field 2. Both DEMs are detrended by plane fitting. By eye, the two
DEMs are similar. A point by point comparison shows that the average absolute
height difference between the two DEM is 3.9 mm with a standard deviation of
3.6 mm and a maximum deviation of 70.4 mm. Fig. 5.4 shows the point by point
difference between DEM B and DEM A. The result is not random, clear soil features
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Figure 5.2: Linear regressions between (a) number of points and number of used
pictures, (b) point density and pixel density, (c) point density and pixel density
divided by pixel size. For plots (a) and (b), two distinct linear trends can be isolated
for DEMs A and DEMs B. After transformations, plot (c) shows a linear regression
common to DEMs A and DEMs B.
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(a) (b)
Figure 5.3: (a) DEM A and (b) DEM B for field 2 on December 5 2013
Figure 5.4: Point by point comparison, DEM B minus DEM A
are visible. This coincides with the idea that DEM B is a finer version of DEM A,
able to capture smaller roughness features, over a reduced surface area.
5.1.4 Measurement limitation and adaptability
Vegetation The main limitation identified when measuring roughness over several
months is inevitable vegetation growth. While sparse vegetation does not affect the
DEM generation, denser vegetation is a problem for three main reasons.
1. With very dense vegetation, roughness measurements are impossible simply
because the soil surface cannot be imaged by the camera.
2. When the soil is visible, vegetation can still compromise measurements in
the presence of wind. Since image acquisition is sequential, the movement of
vegetation with wind can make successive pictures of the same surface very
different, so that common features cannot be identified by SfM.
3. Vegetation can also be an issue because of occlusion. Long stems hide different
parts of the soil surface depending on the camera position. As a result a feature
visible on an image may be hidden on its overlapping pair. While nothing can
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be done for moving vegetation, occlusion can be dealt with to some extent by
increasing the number of images and/or by taking images at higher height.
Post-processing can also be done to remove vegetation after generating the
point cloud. As SfM also maps the corresponding color of each point, sparse
vegetation can be removed to some degree by removing all the green points
in contrast to the brown points of the soil surface. In practice such post-
processing was not always successful, when possible it is easier to prevent
vegetation growth by regularly spraying weed killer.
Light conditions Another difficulty related to outdoor conditions, might be mov-
ing shadows and changes in light. As it takes about 5-10 min to take a set of images,
significant changes in light conditions because of sunny intervals lead to noticeable
differences in image exposure. Sunny conditions are also not ideal, as the shadow
of the camera moves across successive images. Even though some DEMs have been
successfully generated in sunny conditions, the SfM reconstruction did fail for some
sets of images which had either shadows and/or sunny intervals. For these reasons,
stable cloudy condition might be the most favorable scenario as diffuse light remains
constant and does not produce shadows.
Measurement of smaller/larger scales All in all, DEM resolution is controlled
by the number of images , projected pixel size (CCD pixel size, focal length, acqui-
sition height), image resolution, and image compression. Following the regression
analysis of section 5.1.3.1, one can easily adjust these parameters to meet the point
density required for a given application. DEM accuracy is also related to the pre-
vious parameters, but it also depends on the accuracy of the scaling step. Here
are some additional remarks which should be considered when adapting the current
setup to image smaller or larger roughness features.
To capture smaller roughness features, one might think of increasing the number
of images. In practice, processing time and storage space will be the main con-
straints. Moreover, as mentioned before, light conditions should ideally remain the
same throughout the acquisition process. This is harder to achieve for very large
image sets.
Similarly, larger features can be reconstructed with images covering a larger
surface area. A remotely-triggered camera with a monopod could be used to include
wider panoramas. Maintaining the same level of details will increase the number
of images, which leads to the same limitations mentioned above. The scaling step
can also become an issue. Keeping the same number of reference points means that
their relative distance increases, and accurately measuring their position can become
challenging. Adding more reference points will reduce their relative distance, but
comes with the disadvantage of lengthening the initial setup (digging holes to anchor
the targets, and measuring the 3D position of the targets).
All in all, a more in depth study would be required to fully understand the ca-
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pabilities and limitations of the SfM method. Nonetheless from the quality checks
performed above, this measurement method appears to be robust, flexible, and accu-
rate enough for applications related with microwave scattering. And its affordabil-
ity makes it an attractive alternative to the other laser-based and photogrammetric
methods.
5.2 Roughness spatial variability
The spatial variability of surface roughness is analyzed for only one acquisition date
(December 5 2013) for field 2 as it would be too long and worthless to repeat it for
every DEM. At this time of the year, field 2 was tilled with clear oriented patterns.
This corresponds to a more representative configuration than the acquisitions of the
first period when no tillage operations had taken place.
Section 5.2.1 focuses on how the roughness parameters change according to the
DEM size when the DEM is detrended by removal of a fitted plane.
Following the results obtained with a fitted plane, section 5.2.2 looks at the
sensitivity of the roughness parameter to the DEM size when the DEM is first
filtered with a high-pass filter.
Section 5.2.3 analyzes how the observed variability in the roughness parameters
may impact backscattering simulation.
While the previous sections ignored the effects of surface anisotropy, section 5.2.4
looks at anisotropy in the roughness parameters with a 1° resolution.
Finally section 5.2.5 investigates the use of the 2D power spectral density of a
DEM as a more sensible method to compute the roughness parameters.
5.2.1 Roughness parameters and DEM length, linear de-
trending
For soil surfaces characterized by a limited range of roughness scales, roughness pa-
rameters were found to increase with increasing transect length toward an asymp-
totic value [58, 14, 76]. Similar studies have been done with photogrammetric DEMs
in [40] and [12]. In these two studies, after detrending a full-size DEM by removing
a fitted plane, sets of reduced-size DEMs were randomly sampled over the detrended
full-size DEM. However it appears that in both studies, the reduced-size DEMs were
not detrended individually. In other words, they were reduced-size DEMs detrended
with the full-size DEM trend which in practice would not be accessible if only the
reduced-size DEMs were available. In the following, RMS height is computed for
size-increasing DEM length, with and without individual detrending. Properly de-
trending each DEMs does lead to different parameter values which may affect the
interpretation of the results.
RMS height Figure 5.5 shows the results with the detrended DEM A for field 12
on the 5 December 2013, without individual detrending of the reduced-size DEMs
(gray line), and with individual detrending (black lines). For each DEM size, 50
DEMs were randomly sampled over the full-size DEM (2 × 11 m). All DEMs have
78
Chapter 5 Section 5.2 Boris Snapir
0.11  1.1  2.1  3.1  4.1  5.1  6.1  7.1  8.1  9.1   10
16
17
18
19
20
21
22
DEM length [m]
R
M
S 
he
ig
ht
 [m
m]
 
 
Without individual detrending
With individual detrending
Figure 5.5: RMS height against DEM length, with and without individual detrend-
ing. The error bars show the standard deviation. There are no signs of convergence.
Properly detrending each DEM shows a larger underestimation of the roughness
parameters.
the same width (2 m) but a length ranging from 0.6 to 11 m. The RMS height was
computed all over each DEM.
Without individual detrending, the roughness parameters estimated over reduced-
size DEMs are closer to their value found for the full-size DEM. This is because the
sub-DEMs capture trends due to large-scale roughness features which are not re-
moved by linear detrending of the full-size DEM.
The results in [40] and [12] are reported in Fig. 5.6. There seem to be conver-
gence of the RMS height, but not detrending each sub-DEM certainly leads to an
underestimation of the minimum DEM length required to compute the asymptotic
value of RMS height to a given accuracy .
In this study, one cannot talk about asymptotic values as there are no signs of
convergence for both parameters. As the DEM length increases, large roughness
features are included in the DEM. These features are not removed by the simple
linear detrending and they increase height variability. This explains the steady
increase in RMS height.
Correlation length The analysis for the correlation length is more delicate. Fig.
shows the ACF computed for four DEM lengths. The ACF is computed along
all rows of each detrended DEM (~2000 rows), then the average ACF is used to
determine the correlation length. Fig. 5.7a shows that neither the exponential
model nor the Gaussian model are a suitable model for the ACF. With a ploughed
field such as field 2 over the second period, the correlation length is expected to be
short. For example, Callens et al. found correlation length of 10-20 cm using 4 to
25 m long transects [58]. In comparison, the ACFs on Fig. 5.7a decreases very slowly
as the lag increases. This is certainly due to the presence of large-scale features on
the DEMs which cannot be removed by simple linear detrending and dictate the
slow decorrelation of the transects. Only for short lags Fig. 5.7b shows that the
initial decrease dictated by small-scale roughness is Gaussian.
79
Chapter 5 Section 5.2 Boris Snapir
We systematically apply this method for the others
roughness parameters previously listed. Results are
summed up in Table 2 for the ploughed soil. It appears
that, the two a parameters and the tortuosity values can
be retrieved with an accuracy of 5% if the DEM is
longer than 0.72 m. As a consequence, only the DEM5
of conventional ploughing is too small to provided
accurate estimations of these parameters. As far as the
height standard deviation RCX and RCY are concerned,
only an accuracy of 10% can be reached (except on
DEM5 where it is less than 15%). Unfortunately, all the
DEMs of ploughed soils dedicated to the study of
roughness changes caused by rainfall appear to be under
representative as far as the correlation length estimation
is concerned.
In this section, we replicate the study previously
done with the ploughed soil DEM, on the available
4.47 m long seedbed DEM (DEM8). Unfortunately, this
DEM clearly shows one unequivocal deeper mark due a
tractor wheel. The presence of this single track reduces
the representativity of the statistical characterization,
thus the DEM lengths taken into account in this section
do not exceed 2 m. The CY(Dy) function computed
along the furrows reveals a clear periodicity of 140 mm,
which means that DEM8 includes about 40 furrows. In
addition, we also notice on the CX(Dx) function a
periodicity of 100 mm, which is due to a regular layout
of small clods along the furrows through the seeding
soil practice. Thus, from the auto-covariance function
C(Dx, Dy) it is possible to retrieve two specifications of
the crosskill roll, first the spacing between the cogged
disks (140 mm), secondly the distance between two
cogs (100 mm). The effect of the DEM length on the
obtained accuracy of the roughness parameters is
studied and Table 3 sums up the results. We remark that
the findings roughly follow the trend already observed
for the ploughed soil (Table 2). In fact, once more the
correlation length estimation requires a longer DEM
than the tortuosity index estimation. In conclusion, the
O. Taconet, V. Ciarletti / Soil & Tillage Research 93 (2007) 64–76 71
Fig. 5. Evolution of the computed roughness parameter RCY with the
used DEM length. The needed length for a 7.5% accuracy is the
minimal length above which the estimations remains between the
accepted interval (gray area).
Table 2
Influence of roughness parameter accuracy on the requested DEM length for a ploughed soil
Chisel ploughing
lX RCX (mm) aX (mm) lY RCY (mm) aY (mm) TB
Estimated true value 82 23 1.45 116 34 1.33 1.76
Length needed for a 2.5% relative accuracy (mm) 2454 2684 1049 2609 1989 1029 1238
Length needed for a 5% relative accuracy (mm) 1497 1210 545 1538 1154 645 716
Length needed for a 7.5% relative accuracy (mm) 1204 847 540 1029 841 599 693
Length needed for a 10% relative accuracy (mm) 914 719 495 999 749 497 650
Length needed for a 15% relative accuracy (mm) 629 694 490 854 704 494 443
Table 3
Influence of roughness parameter accuracy on the requested DEM length for a seedbed
Conventional seedbed
lX (mm) RCX (mm) aX lY (mm) RCY (mm) aY (mm) TB
Estimated true value 39 11.6 1.31 34 12.7 1.46 1.55
Length needed for a 2.5% relative accuracy (mm) 1739 1489 968 1929 1574 844 446
Length needed for a 5% relative accuracy (mm) 1220 1089 524 954 954 632 323
Length needed for a 7.5% relative accuracy (mm) 891 804 510 704 744 532 <300
Length needed for a 10% relative accuracy (mm) 864 614 507 530 <300 507 <300
Length needed for a 15% relative accuracy (mm) 505 359 504 519 <300 502 <300
(a)
are more robust in their estimation than using only the values ob-
tained from the single proﬁles (lproﬁle), as the standard deviation of
the calculated lproﬁle values reveals, which are on average ten times
higher than the standard deviation for lplot.
The same could be observed for splot (see Fig. 7). While the pro-
ﬁle data gives a wide range of different sproﬁle-values ranging from
1.89 6 s [cm]P 6.20 for a ploughed surface (SP11), the estimates
of splot for the whole acquisition area is more robust (splot = 3.32).
However, a clear trend could be observed, as Fig. 8 shows. For
smooth surfaces, the proﬁles give nearly the same results for sproﬁle
as for the whole plot standard deviation of rplot STD = 0.17;
RMSE = 0.15. Indeed, with an increase in roughness the results of
sproﬁle could misrepresent the values for splot and would result in
an underestimation of splot. The standard deviation of sproﬁle
(STD = 0.53) as well as the larger RMSE of 0.64 support this
assumption. Oh and Kay (1998) as well as Lievens et al. (2009)
describe this as the number of average proﬁles needed for a robust
estimation of the used roughness indices. However, as shown this
is only reliable for smooth surfaces where an anisotropic impact is
negligible contrary to rougher surfaces.
3.2.2. Inﬂuence of acquisition size on roughness indices
As both roughness indices are scale dependent (Davidson et al.,
2000; Verhoest et al., 2008), the goal is to ﬁnd the best acquisition
size of DSMs for the characterization of roughness conditions.
Taconet et al. (2007) introduced a relative accuracy approach for
the evaluation of optimal DSM size. However, this approach has
several drawbacks, as roughness can be considered as anisotropic
(especially for rougher surfaces, as shown) and without the knowl-
edge of the indices’ true values it is not well suited for the determi-
nation of representative acquisition size. Therefore we propose the
Representative Elementary Area (REA) approach according to the
Representative Elementary Volume approach introduced by Bear
(1972), which allows accounting for anisotropic effects of the soil
surfaces using a moving window approach. Therefore we recalcu-
lated both roughness indices for various given window sizes. In
our deﬁnition, the sample size of a given surface could be consid-
ered as representative when the calculated roughness indices are
in range of the ﬁnal estimation plus the accuracy of the acquisition
setup (RMSE = 1.77 mm). Fig. 9 shows, as an example, the result of
the REA approach for a given surface (SP12). The two horizontal
dashed lines display the range at which the sample size could be
considered representative. For small acquisition sizes, a wide range
of different roughness values are determined, which were concen-
trated to a more precise value when increasing the acquisition size.
Indeed, by having a closer look at the data, one could observe an
increase from small acquisition sizes to larger ones for the mean
sA values (solid line). For nearly all surfaces, this increase of sA
could be described with a positive exponential ﬁt.
For most surfaces, the optimum sample size is in good accor-
dance with the sample size of the frame (see Fig. 10). However,
for SP13, SP22 and SP53 the optimum sample size is larger than
2.5 m2. Thus, for these sample points, the size of the sampled area
Fig. 8. Scatter plot of splot versus sproﬁle values for all DSMs. Solid line corresponds to
the zero error line. Dashed lines linear regression between splot and sproﬁle for each
surface type.
Fig. 9. Results of the REA approach for SP12. (Horizontal dashed lines (RMSE)
display the acceptable range of variance in s.)
Fig. 10. Results of the REA s approach for the whole data set. For SP13, SP22 and
SP53 the optimum sample size is larger than 2.5 m2.
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(b)
Figure 5.6: Plots extracted from (a) [40] and (b) [12]. Bo h plots have been obtained
without individual detrending of each sub-DEM which does not correspond to a
realistic scenario.
In comparison, Fig. 5.8 shows a similar plot for field 2 on a different acquisition
date, field 2 May 5 2013. This acquisition belongs to the first period for which
the surface was much smoother. The RMS height computed for the full-size DEM
is s = 10.53 mm. This time, the exponential mod l is appropriate for small DEM
lengths and becomes invalid for longer DEMs again because of large-scale roughness.
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Fig re 5.8: Norm liz d ACF for different DEM lengths (field 2, May 5 2013, s =
10.53 mm). The exponential model becomes invalid for very long DEMs because of
large-scale roughness features.
As showed in [45], obtaining robust estimation of roughness parameters requires
lon DEM/transect. The issue is that large DEMs include medium-/large-scale
roughness which make the stationary random roughness model not applicable.
In section 2.1.5, it was said that only the small-scale random roughness and the
medium-scale oriented roughness are likely to be relevant for microwave scattering.
Therefore larger roughness scales should be removed from the DEM before comput-
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Figure 5.7: Normalized ACF computed for different DEM lengths (field 2, December
5 2013, s = 20.17 mm). (a) Both Gaussian and exponential models are not suitable.
(b) For small lags, all ACFs have a Gaussian shape.
ing the roughness parameters. Here, the simple linear detrending appears to fail
at removing these large scales. Other detrending methods have been investigated
in the literature. In [58], a third-order polynomial was used to remove topogra-
phy and in [44] Marshan et al. used a 9th-order polynomial to detrend a 22 m2
DEM. The major limitation of this method is that the choice of the order of the
polynomial is arbitrary. Bryant et al. introduced a piecewise linear detrending for
which a long profile is divided into sub-profiles which are individually detrended
[76]. The main disadvantage of this technique is that the resulting profile can have
large discontinuities.
Since the radar makes bandwidth-limited measurements, filtering the DEM with
a 2D bandpass filter may be the most relevant technique. In the next section, the
analysis is repeated with a high-pass filter.
5.2.2 Roughness parameters and DEM length, detrending
with high-pass filter
The smallest scale captured by the 1 mm grid used for interpolation is 2 mm ac-
cording to Nyquist criterion. This scale is still relevant for microwave scattering,
that is why a simple high-pass filter is used instead of a band-pass filter.
A simple first-order high-pass filter is implemented as a case example. The
continuous-time transfer function of the filter is given by,
H(ω) = jω/ωc1 + jω/ωc
(5.2)
with ωc the angular cutoff frequency.
Within Matlab, all the signals are discrete, therefore the corresponding discrete-
time filters must be determined. One can convert the continuous-time form into the
discrete-time form by using the first-order approximation of the bilinear transform
defined as follows,
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Figure 5.9: Bode diagram for the continuous and discrete transfer functions with
ωc ≈ 1.57× 10−2 rad/s
jω = 2fs
1− Z−1
1 + Z−1 (5.3)
with Z the equivalent of jω for the discrete form and fs the sampling fre-
quency[118].
Applying equation 5.3 to H gives:
Hd(Z) =
1− Z−1
(1 + ωc2fs ) + (
ωc
2fs − 1)Z−1
(5.4)
This filter is an Infinite Impulse Response (IIR) filter. Compared to a Finite
Impulse Response (FIR) filter, it is not systematically stable. Here, stability is
preserved by the bilinear transform. The disadvantage of this transform is that the
mapping between continuous frequency and discrete frequency may not be accurate
for high frequencies, i.e. frequencies close to fs. On the other hand, an FIR filter
must have high order terms to match the attenuation of an IIR filter which makes
it computationally slower.
Fig. 5.9 shows a Bode diagram for the continuous and discrete transfer functions.
The angular cutoff frequency is ωc = 2pi/400 ≈ 1.57 × 10−2 rad/s. There are
no noticeable differences between the continuous filter and the discrete filter. As
expected, this filter has an attenuation of −20 dB/decade.
Applying this filter to both the x- and y-direction leads to the filtered DEM
on Fig. 5.10. Note that the angular cutoff frequency ωc = 2pi/400 means that
roughness features larger than 400 mm will be attenuated. Such a limit is reasonable
considering that both random roughness and oriented roughness (table 2.1) are
thought to be relevant for microwave scattering. After filtering, random roughness
is the main remaining roughness components.
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(a)
(b)
Figure 5.10: (a) non-filtered DEM A (Dec 5 2013), (b) corresponding filtered DEM
Fig. 5.11 shows the change in RMS height for different DEM length with and
without individual high-pass filtering. First the RMS height values are much lower
than those obtained with plane-fit detrending. Without individual filtering, on
average the same value of RMS height is obtained for all DEM lengths. Only the
error bar is larger for short DEMs, because fewer points are available to compute
the RMS height and also because of the limited number of sampled sub-DEMs for
long length. After filtering only scales below 40 cm are unattenuated. According
to Nyquist sampling theorem, a plot longer than 80 cm is sufficient to capture the
unattenuated roughness features. Therefore, it is not surprising that even with a
length of 1.1 m, the average RMS height is close to the RMS height obtained with
the full-size DEM. As for the black curve with individual filtering, the light increase
in RMS height for short DEM lengths might be due to edge effects.
Finally, Fig. 5.12 shows that the normalized ACFs are very similar for all DEM
lengths. Since the large-scale roughness has been removed, there is a fast decorre-
lation of the random roughness. The zoomed view on Fig. 5.12b shows that the
ACFs lie between the Gaussian and the exponential models. In the end, the fit-
ted correlation length is roughly the same for both models (lGauss = 29 mm and
lexpo = 25 mm). Li et al. introduced a generalized power law model [119],
r(x) = e−(x/l)n (5.5)
with l and n the two parameters to be determined by model fitting. For the longest
DEM length (~10 m), a least square minimization leads to l = 29 mm and n = 1.6.
Using the generalized power law model, Fig. 5.13 shows the estimated correlation
length for different DEM lengths. There is only a light increase in correlation length
with the DEM length.
Using a high-pass filter for the acquisition on December 5 2013 leads to small
roughness parameter values which would usually be attributed to a smooth soil
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Figure 5.11: RMS height against DEM length, with and without individual high-
pass filtering. The two curves are similar. The light increase in RMS height for short
DEM lengths in the case of individual detrending might be due to edge effects.
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Figure 5.12: Normalized ACF computed over filtered DEMs (field 2, December 5
2013). (a) Correlation decreases rapidly for all DEM lengths. (b) A zoom over small
lags shows that the ACFs lie between the Gaussian and the Exponential models.
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Figure 5.13: Correlation length against DEM length. For every DEM length, the
exponent of the power law model remains close to 1.57.
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surface. Nonetheless, even after high-pass filtering, rough and smooth surfaces are
still distinguishable. For example for the smooth surface of field 2 on May 5 2013,
the RMS height is 3 mm and the correlation length is 23 mm with the exponential
ACF model. As expected, the RMS height is smaller. For a smooth surface, one
would expect the correlation length to be larger than that of a rough surface. It is
not the case here, but this is perfectly possible since the two acquisitions correspond
to two very different soil surface conditions.
At the time of writing there is no trace of experiments which have tested whether
filtered roughness measurements were improving the correlation between radar mea-
surements and in situ measurements. Most of the experimental campaigns make use
of roughness measurement along transects of 1-2 m which are simply linearly de-
trended [83, 84]. For example, with a data set of radar measurements and in situ
measurements of soil moisture / surface roughness, filtering the roughness mea-
surements with different cutoff frequencies could allow investigating which range of
roughness scales is the most correlated with radar scattering.
The next section questions the impact of roughness parameter variability on soil
moisture estimation.
5.2.3 Impact of roughness uncertainty on soil moisture es-
timation
Based on simulations with the IEM, Lievens et al. showed that when in situ rough-
ness measurements are used to solve the inverse problem, i.e. to estimate soil mois-
ture, a small error on RMS height impacts soil moisture much more than a ten times
larger error on correlation length [13]. Because of this poor sensitivity to correlation
length, Oh suggested a backscattering model which does not depend on the cor-
relation length. However this may not be valid for small correlation length values
such as the ones obtained with high-pass filtering. This point is apparent from the
sensitivity analysis of Lievens et al. at vv-polarization and 23° incidence angle, with
s ≈ 5 mm, l ≈ 20 mm and mv = 0.35 m3/m3, an error of +1 mm on the correlation
length would produce and error of −0.04 m3/m3 on soil moisture. Table 5.9 reports
the worst case scenarios for an error on RMS height and an error on correlation
length. Regarding the RMS height, in the worst case scenario, an error of +1 mm
on s can lead to an underestimation of soil moisture by 0.30 m3/m3. And an error
of +1 mm on l can lead to an underestimation of soil moisture by 0.06 m3/m3.
These results are not very encouraging as a 1 mm error on the roughness pa-
rameters can easily occur depending on the size of the DEM and the detrending
technique. In practice, this means that for some soil conditions it will be difficult to
derive a reliable backscattering model by fitting a function form to in situ measure-
ments. Similarly it will be difficult to validate a given model by comparing measured
values of σ0 with simulated values from in situ measurements. The latter is a com-
mon practice. The validity of a model is tested against many in situ measurements
without verifying whether or not small errors on these measurements would have a
significant effect on the simulated σ0 [85, 86].
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s l mv
∂mv
∂s
3 mm >250 mm 0.35 m3/m3 −0.30 mm−1
(a)
s l mv
∂mv
∂l
25 mm 20 mm 0.35 m3/m3 −0.06 mm−1
(b)
Table 5.9: Sensitivity of soil moisture to (a) RMS height and (b) correlation length
The values reported in table 5.9 may not be realistic depending on the detrending
technique. For example in table 5.9b, a 20 mm correlation length is very unlikely
when linear detrending is used. Therefore, a study looking at the correlation between
radar measurements and in situ roughness measurements processed with different
detrending methods should be carried out. Such a study would set the foundations
regarding how in situ roughness measurements must be acquired to be used for
microwave scattering.
So far, the RMS height has been computed all over the DEM (omnidirectional
RMS height), and the correlation has been computed along transects parallel to
the longest direction of the DEM. Since usually directional measurements along
transects are used to estimate the roughness parameters, the section focuses on the
variability in the roughness parameters due to anisotropy.
5.2.4 Roughness anisotropy
The computational efficiency of the Fourier-based method to estimate the roughness
parameters makes it feasible to analyze anisotropy at fine angular resolution. In
the following, 50 rainbows of 181 transects are randomly extracted over a DEM
A (field 2, December 5 2013). The transects are 2 m long, separated by 1°, with
origin taken at the bottom edge. On Fig. 5.14, each transect is linearly detrended
before computing the RMS height and the correlation length from their 1D power
spectrum. On Fig. 5.15, each transect is detrended with the high-pass filter used in
section 5.2.2. In both cases, the total computational time was less than 4 min. In
comparison, in [15, 12] transects were extracted only every 20° and the correlation
length was interpolated for intermediate angles, here the time-efficient method can
cope with a much finer discretization.
With linear detrending, the RMS height is clearly anisotropic. Perpendicular to
the tillage direction, i.e. around the y-direction, s reaches values as high as 18.7 mm.
Parallel to the tillage direction, s is as small as 11.5 mm. The interpretation is
less obvious for the correlation length. Correlation length values are above the
average for both the x- and y- directions. This was expected for the x-direction
(parallel to tillage direction) as the soil surface is smoother (small RMS height). In
the perpendicular direction, the large RMS height suggests that the soil surface is
rougher, hence the correlation length should be small. This is not the case, certainly
because the large RMS height is due to medium-scale oriented roughness and not
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Figure 5.14: Anisotropy of (a) RMS height, and (b) correlation length with linear
detrending of each transect
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Figure 5.15: Anisotropy of (a) RMS height, and (b) correlation length with high-pass
filtering of each transect
to a larger random roughness. This medium-scale oriented roughness contributes to
making a given profile correlated over longer lags.
On average the index of the generalized power law model is n = 1.8, thus the
measured ACF is close to the Gaussian model.
With high-pass filtering, the RMS height is less variable, but anisotropy is still
noticeable. Around the y-direction s reaches its maximum 11.2 mm. And close to
the x-direction s reaches its minimum 6.2 mm. As for the correlation length, this
time the anisotropy of l appears inversely correlated to the anisotropy of s. The
oriented roughness in the y-direction has been filtered out and does not lead to long
correlation lengths as observed with linear detrending.
Again, the average index of the power law model is n = 1.9 which is close to a
Gaussian model.
With both detrending methods, the observed anisotropy would have impacts on
soil moisture retrieval. Therefore when transects are used to estimate the roughness
parameters, one must choose between two different measurement strategies,
1. both parallel and perpendicular measurements can be averaged to obtain an
estimate of omnidirectional roughness parameters [85, 86, 120],
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2. the direction of the transects can be chosen parallel to the azimuth direction
of the radar [84, 121].
At the moment, it is not clear which of these strategies gives the best results. How-
ever there are evidence from the flashing field phenomenon that over fields with
strong oriented roughness patterns, the scattering of the soil depends on the radar
azimuth direction. More precisely, radar backscattering has been observed to change
by several dBs for a narrow look direction perpendicular to the tillage direction.
This suggests that the roughness parametrization should account for this direction-
ality. Therefore omnidirectional estimations may be suitable only in the absence
of oriented roughness. The next section present a novel roughness characterization
method which accounts for directionality and makes full use of the DEM generated
by SfM.
5.2.5 Directional roughness characterization from 2D PSD
The flashing field phenomenon has been observed with airborne SAR measurements
[122, 64] and spaceborne SAR measurements [63, 62] over agricultural fields with
strong row structure. This sharp increase in σ0 for a narrow direction perpendicular
to the row direction is thought to originate from a Bragg resonance between adjacent
rows [122]. Shin and Kong investigated the scattering from a randomly perturbed
quasi-periodic surface. They identified three scattering terms, one accounting for
the coherent field and the other two coming from the incoherent scattered field.
They suggested a solution only for the first incoherent term. The resulting model
could not predict the observed high directionality of σ0. Later, Mattia developed
another expression for the three scattering terms which predicts sharp peaks at
different incidence angles in the plane perpendicular to the row direction [16]. The
simulations show that these peaks originate primarily from the coherent scattering
term, but that the first incoherent scattering term also depends on the viewing
direction, i.e. it is also affected by the row structure. The expressions of the
backscattering model are rather complex as six parameters are used to describe the
soil surface. Even though the flashing phenomenon is not yet fully understood,
Wegmüller et al. found that predictions with this model were in close agreement
with measurements made by ERS-2 and ASAR [62].
In the following, the classic roughness parameters are estimated from the 2D PSD
computed for a synthetic soil surface. The soil surface has a deterministic sinusoidal
pattern, plus an isotropic Gaussian random roughness with Gaussian ACF. As could
be expected, the 2D PSD reaches large values in the direction perpendicular to the
sinusoidal pattern. This suggests that the 2D PSD might be a suitable tool to study
the flashing phenomenon.
More generally, using the 2D PSD might be a more suitable method to compute
the roughness parameters even when there is no row structure. This idea is sup-
ported by the fact that σ0 is proportional to the Fourier transform of the ACF, i.e.
the PSD, (or its nth power) in theoretical models, such as the Small Perturbation
Method, the Physic Optics Model, and the Integral Equation Method [123].
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Figure 5.16: Simulated soil surface
5.2.5.1 Simulation of the soil surface
The simulated soil surface is the sum of a deterministic sinusoidal component and
an isotropic Gaussian random component.
z (x, y) = Asin (kxx+ kyy + φ) + zr (x, y) (5.6)
where A, kx, ky, and φ are constant.
In order to generate the correlated random height zr, one can filter independent
samples from a Gaussian distribution N (0, ) with an appropriate low-pass filter
[64]. If the desired autocorrelation function is r, then zr can be obtained after
filtering in the frequency domain as follows,
zr = FFT−1
[√
|FFT (r)|FFT(z)
]
(5.7)
The Fourier transform of a Gaussian function is still a Gaussian function. There-
fore, for a correlation length l, the 2D low-pass filter can be written
F (fx, fy) = exp
(
−pi
2l2(f 2x + f 2y )
2
)
(5.8)
Fig. shows the simulated soil surface for A = 40 mm, kx = 0, ky = 8pi, φ = 0,
 = 103 mm and l = 50 mm. Such a surface is not fully representative of a real
agricultural soil. First the rows are perfectly parallel which is not the case with a
real surface because of topographic undulations. Second the low-pass filter used to
correlated random samples gives a smoothed aspect to the random roughness which
is not very realistic. Nonetheless, such a simulation is good enough for the purpose
of highlighting the potential the benefits of the 2D PSD.
5.2.5.2 1D vs 2D RMS height
Fig. 5.18 shows the 1D PSD computed for a rainbow of transects as done in sec-
tion 5.2.4. For every transect, there is a peak at the frequency of the sinusoidal
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Figure 5.17: Illustration of the projection-slice theorem, adapted from [125]
component of the selected direction. Therefore, these 1D measurements capture a
sinusoidal pattern in every direction except for the x-direction.
In comparison, the 2D PSD on Fig. 5.19 shows two symmetrical peaks in the
y-direction at the frequency of the sinusoidal pattern. Away from this direction, the
power density is significantly lower as it is the result of only the random component.
This is in agreement with the projection-slice theorem [124]. This theorem is valid
for cases with more than 2 dimensions. In 2D, it stipulates that a slice of the 2D
Fourier transform of a given surface, is equivalent to the 1D Fourier transform of the
projection of the surface in a direction perpendicular to that slice. This is illustrated
on Fig. 5.17. When applied to the surface of Fig. 5.16, the projected sinusoidal
pattern cancels out for all the directions except for the slice in the y-direction for
which the projected points are in phase. That is why the 2D PSD has two peaks
only in the y-direction.
Fig. 5.20 shows the RMS height computed from the 1D PSD (dashed line) and
from the 2D PSD (continuous line). As expected, with the 1D PSD, the RMS
height is approximately the same in every direction except in the x-direction. After
verification, the observed fluctuations are due to statistical uncertainty because the
RMS height is computed with a limited number of points. With the 2D PSD, around
the y-direction the RMS height is as large as that obtained with the 1D PSD, and it
drops to a low value for the other directions. Again the small fluctuations comes from
statistical uncertainty related to the random component. In theory, with an infinite
soil surface in the x- and y-directions, the peaks obtained with the 2D PSD would
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Figure 5.18: 1D PSD for transects oriented from 0 to 180°. Only the low frequencies
of the positive side are displayed.
Figure 5.19: 2D PSD for the low frequencies
91
Chapter 5 Section 5.2 Boris Snapir
0 20 40 60 80 100 120 140 160 180
0
5
10
15
20
25
30
35
Transect direction [°]
s 
[m
m]
 
 
1D PSD
2D PSD
Figure 5.20: RMS height computed in different directions from 1D PSDs (dashed
line) and from the 2D PSD (continuous line)
be two diracs, and the RMS height would be large exclusively in the y-direction. In
practice, the surface is finite which leads to peaks with non-zero width.
Simulations at C-band with the Oh backscattering model for the hh polarization
(equation 2.26) withmv = 0.20 m3/m3 and θ = 24° show that this “flash” of +22 mm
in the y-direction with the 2D PSD, translates into a flash of +11.3 dB (see Fig.
5.21a). This value matches observations made in [62] and [122]. Also Dubois et al.
reports a drop in σ0 for directions 5° off the flashing direction [122]. This is exactly
the case for the present simulations.
The main mismatch comes from the fact that according to Wegmüller et al.,
flashing does not seem to occur at vh-polarization [62]. Flashing is thought to
come from Bragg resonance which is a different scattering mechanism from the non-
coherent scattering modeled by the classical backscattering models. Therefore, one
cannot expect to fully explain the flashing field with simulations with these models.
Nonetheless, the 2D PSD alone reflects the fact that the Bragg resonance happens
only around the perpendicular direction. This suggests that the 2D PSD senses the
soil surface in a similar way than does the radar. Hence it might be more suitable to
compute the roughness parameters from the 2D PSD than from the classical transect
measurements, even in absence of row structure.
Even though the previous results are encouraging, this directional roughness
characterization from the 2D PSD will not be further developed as this method
should first be validated against SAR measurements which goes beyond the scope
of the report. In the following sections, the roughness parameters are computed
in a more conventional way. The RMS height is calculated all over the DEMs and
the correlation length is computed from the average ACF along all transects in the
x-direction (long side of the DEM).
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Figure 5.21: (a) σ0hh and (b) σ0vh simulated along different azimuth directions with
RMS height from the 1D and the 2D PSDs
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5.3 Temporal variability of surface roughness
This section looks at the temporal variability of surface roughness. Four time series
of SfM measurements are investigated. They correspond to period 1 and period 2
for field 1 and field 2.
Section 5.3.1 comments on the visual changes observed for the four time series.
Section 5.3.2 studies the actual changes in roughness parameters.
Section 5.3.3 investigates which roughness scales are changing by looking at
changes in PSD.
Finally in section 5.3.4, the effects of these roughness changes on backscattering
are analyzed in order to test the validity of change detection methods which ignore
variations in surface roughness.
5.3.1 Visual changes on time series of DEMs
The soil composition for fields 1 and 2 is 80% clay, 20% sand.
Period 1 Fig. 5.22 shows a series of 7 DEMs B for field 1 from May to June 2013.
It is difficult to extract information about soil surface changes because the surface
was covered with remains of dry weeds. During this period, no crops were planted
and the field was left untouched with a lot of weed/grass. After applying weed-
killer, vegetation disappeared within a couple of weeks, but dry stems remained for
a longer period of time.
Fig. 5.23 shows the series of DEMs for field 2. There are no visible oriented
roughness, but there are clear changes of the soil surface. On the 17 June 2013, the
soil surface starts cracking. The cracks deepen until the 21 July. Then from the 27
July, the cracks slightly regress.
Such cracking can be expected from the high clay content of the soil. To go
further, the cracks can be isolated by filtering out all the points above a given
threshold. Fig. 5.24 shows the cracks after filtering on the 21 July, with a threshold
of −5 mm. The soil surface contraction can then be estimated by counting the
number of points corresponding to cracks relative to the total number of points
forming the DEM. Here the soil surface area has contracted by 24%.
Period 2 For field 1 from September 2013 to June 2014, vegetation growth was
well under control. The field was prepared for planting rapeseeds. Unfortunately,
because the surveyed plot is in the corner of the field (see Fig 3.1), some of the tools
used during tillage operations could not reach this corner. In the end the surveyed
surface had a light pattern from the rolling operation, but it did not undergo deep
ploughing like the rest of field 1. Fig. 5.25 shows a few DEMs of the time series.
The full time series is in appendix A. Light rows originating the rolling procedure
are visible across each DEM. Visually, there are no significant changes of the soil
surface over the 9 months of observations.
Finally, Fig. 5.26 shows the DEMs for field 2 during period 2. Strong rows
originating from deep ploughing are visible. Initially the soil surface seems stable.
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(a) 06 May 2013 (b) 14 May 2013 (c) 20 May 2013
(d) 27 May 2013 (e) 03 Jun 2013 (f) 17 Jun 2013
(g) 25 Jun 2013
Figure 5.22: Field 1 period 1
The rows starts smoothing from the 24 March 2014.
5.3.2 Changes in roughness parameters
Since backscattering models account for surface roughness with the RMS height and
the correlation length, this section focuses on changes in these two parameters. For
period 1, the analysis is done only for field 2 as field 1 was covered with dry weeds.
For period 2, both fields 1 and 2 are considered. The roughness parameters are
computed for time series of DEMs B because (1) roughness changes are expected to
happen at small/medium scales, (2) scaling a DEM A with SfM-georef is two times
more time consuming than scaling a DEM B.
For all the plots of RMS height and correlation length (Fig. 5.27, 5.28, 5.29),
the error bars correspond to the standard deviation found when studying SfM re-
peatability for the RMS height (±0.1 mm) and the correlation length (±3 mm).
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(a) 06 May 2013 (b) 14 May 2013 (c) 20 May 2013
(d) 27 May 2013 (e) 17 Jun 2013 (f) 25 Jun 2013
(g) 01 Jul 2013 (h) 10 Jul 2013 (i) 21 Jul 2013
(j) 27 Jul 2013 (k) 30 Jul 2013
Figure 5.23: Field 2 period 1
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Figure 5.24: DEM after keeping only the points below −5 mm. This filtering isolates
the cracks.
Period 1 Fig. 5.27 shows the RMS height for each DEM B after plane-fit removal,
along with rainfall, soil moisture, soil temperature, and correlation length.
Considering the available weather data, three time periods (A, B, and C ) with
distinct weather conditions can be isolated (Table 5.10). First period A from 17
June to 1 July is characterized by light rain (< 6 mm/h), mild soil temperature (15-
20°C), high soil moisture (0.20 − 0.35 m3/m3) and a slow decrease in RMS height
because of the rain. Second, period B from 1 July to 21 July is much dryer, with
warm soil temperature, dry soil (∼ 0.15 m3/m3). This period corresponds to the
soil cracking observed on Fig. 5.23 which translates into a steep increase in RMS
height. Finally period C from 21 July to 30 July is still warm (20 < Tsoil < 25°C),
but with several heavy rainfalls which lead to a fall in RMS height. The soil surface
smoothes as cracks are refilled with small soil aggregates carried by runoff.
While the dynamics of soil moisture appears to be primarily dictated by rain-
falls (wetting process) and soil temperature (drying process), RMS height changes
are more complex. During period A, the RMS height slowly decreases with light
rainfalls but it does not increase between rain events, probably because the soil tem-
perature is not high enough to dry the soil in a short time. During period B, soil
moisture falls below 0.20 m3/m3. Below this threshold the soil surface starts crack-
ing. During period C, the RMS height drops because of heavy rainfall, but the high
soil temperature quickly dries the soil between rainfalls. This can be inferred from
the sawtooth aspect of soil moisture. Even though the overall trend is a decrease
in RMS height, a finer time sampling of roughness measurements over this period
would have certainly shown temporary increases in RMS height between rainfalls.
All in all, RMS height dynamics seems to be the result of complex soil processes
involving a combination of weather parameters. For the studied period, changes
in RMS height seem to be well explained by soil temperature and soil moisture
measurements. Only rainfall might not be an essential parameter to measure because
it is already captured by soil moisture rises.
As noticed in [12], changes in correlation length are inversely correlated to
changes in RMS height (Fig. 5.27d). Smoothing of the soil surface tends to in-
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(a) 03 Sep 2013 (b) 08 Sep 2013 (c) 17 Sep 2013
(d) 30 Sep 2013 (e) 08 Oct 2013 (f) 25 Oct 2013
(g) 01 Nov 2013 (h) 18 Dec 2013 (i) 17 Jan 2014
(j) 24 Mar 2014 (k) 02 May 2014 (l) 12 Jun 2014
Figure 5.25: Field 1 period 1
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(a) 25 Nov 2013 (b) 05 Dec 2013 (c) 12 Dec 2013
(d) 18 Dec 2013 (e) 17 Jan 2014 (f) 24 Mar 2014
(g) 02 May 2014 (h) 18 Jul 2014
Figure 5.26: Field 2 period 2
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Period Rainfall Soil T [°C] Soil moisture [m3/m3] RMS height change
(A) 17 Jun - 1 Jul light rain 15-20 0.20-0.35 slow decrease
(B) 1 Jul - 21 Jul no rain 20-25 0.15 steep increase
(C ) 21 Jul - 30 Jul heavy rain 20-25 0.20-0.30 steep decrease
Table 5.10: Three periods characterized by different weather conditions
crease the correlation length, and surface cracking tends to shorten the correlation
length.
Period 2 Fig. 5.28 and Fig. 5.29 shows the changes in RMS height and correlation
length along with measurements from the data logger for field 1 and field 2. Between
the 3 September 2013 and the 18 December 2013, there is a fine time sampling of
SfM acquisitions for field 1 because this period also corresponds to the Radarsat-2
acquisitions. Measurements over field 2 started later because of vegetation cover.
Then from the 17 January 2014, SfM acquisitions were made only every 1-2 months,
to capture mainly seasonal roughness changes.
Measurements from the rain gauge show that period 2 is very wet. Multiple short
dry episodes can be identified from the decreases in soil moisture. All in all, the soil
remains wet with soil moisture always between 0.20 m3/m3 and 0.40 m3/m3. As for
the soil temperature, it shows variations in agreement with the seasons. There is a
decrease from 20°C to 5°C in Summer/Autumn. The temperature remains around
5°C during Winter, then increases back to 20°C during Spring.
Unlike the various roughness changes observed on Fig. 5.27, changes in RMS
height are here monotonic. There is an overall decrease in RMS height throughout
the observed period. This is because the weather conditions were constantly wet,
unlike during Summer of period 1.
Note that on Fig. 5.28 the roughness parameters are computed after detrending
by plane-fit removal, while on Fig. 5.29 the DEMs are detrended with the high-pass
filter introduced in section 5.2.2. This different detrending method was required
to remove the oriented roughness and compute the autocorrelation function. After
verification with the RMS height, the detrending method does not significantly affect
how roughness parameters change over time.
Looking at Fig. 5.28, the frequent rainfall produce an exponential decrease
in RMS height from the 3 September 2013 to the 18 December 2013. Then the
RMS height remains stable around 9.3 mm before decreasing to 8.7 mm for the last
acquisition.
On Fig. 5.29, usable SfM acquisitions are only available from the 1 November
2013, as vegetation was covering the soil surface for the previous acquisition dates.
For the first four acquisitions, the RMS height is stable as there are only light
rainfalls. Then for the last four acquisitions, there is a clear decrease in RMS height
which tends to accelerate. Unlike for field 1, the decrease is not exponential.
As before, for both fields, changes in correlation length are inversely correlated
to changes in RMS height.
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(a) Change of RMS height against rainfall measure-
ments. Rainfall tends to smooth the soil surface.
06−May 26−May 15−Jun 05−Jul 25−Jul 14−Aug
7
8
9
10
11
s 
[m
m]
0.15
0.2
0.25
0.3
0.35
m
v 
[m
3 /m
3 ]
(b) Time series of RMS height and moisture mea-
surements Steep rise in RMS height when soil mois-
ture falls below 0.20m3/m3 due to cracking.
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(c) Time series of RMS height and soil temperature.
RMS height trends follow soil temperature trends.
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(d) Changes in correlation length and RMS height.
The two parameters are inversely correlated.
Figure 5.27: Time series of RMS height against (a) local rainfall, (b) soil moisture,
(c) soil temperature, (d) correlation length for field 2 period 1.
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Figure 5.28: Time series of RMS height against (a) local rainfall, (b) soil moisture,
(c) soil temperature, (d) correlation length for field 1 period 2.
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Figure 5.29: Time series of RMS height against (a) local rainfall, (b) soil moisture,
(c) soil temperature, (d) correlation length for field 2 period 2.
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In summary, from these observations, rainfalls tend to decrease the RMS height.
However it is not straightforward to establish a model to predict the decrease fol-
lowing a given amount of rain. Presumably, the decrease depends also (and not
exclusively) on the initial state and composition of the soil surface and the type
of rain (e.g. size and density of the droplets). In comparison, an increase in RMS
height seems possible only in dry conditions. Here such conditions only occurred
during July 2013.
While general laws cannot be drawn from this isolated experiment, this sec-
tion highlights the fact that under some weather conditions, roughness can actually
exhibits significant natural changes within a short amount of time. This point is
of particular interest as such roughness changes could affect soil moisture retrieval
based on change detection methods which assume constant surface roughness over
1-2 months [17, 18, 19, 20]. The consequences of ignoring surface roughness changes
is further investigated in section 5.3.4.
5.3.3 Changes in power spectral density
To analyze changes in roughness at different scales, the average PSD from the 1D
PSDs of all rows parallel to the x-direction is computed for each DEMs B. The
DEMs are not detrended in order to preserve the longest roughness scales. For the
sake of clarity only four intermediate acquisitions of each time series are displayed.
Period 1 As before, only field 2 is analyzed. Fig. 5.30a shows that the changes in
surface roughness which impact the roughness parameters happen only at small/medium
scales. There are no changes for scales larger than 50 cm. A closer view on Fig.
5.30b shows that changes in PSD around the 10 cm scales match changes in RMS
height. And these scales correspond to the typical distance between two cracks (10-
20 cm) on Fig. 5.24. The arrangement of curves for scales smaller than 1.4 cm is
more debatable. It does not follow the changes in RMS height. This is not inco-
herent, as these smalls scales do not contribute significantly to the total variance
(integral of the PSD).
Fig. 5.31 shows 4 pictures of the same patch of soil for the 4 acquisition dates.
The soil on the 21 July has the most grainy aspect, which match the large PSD on
Fig. 5.30c. The smoothest surface corresponds to the 27 May, but it has one of
the largest PSD. At this time, the surface had residuals of dry weeds which might
explain why the 27 May acquisition does not have the lowest PSD at small scale.
Finally the surface on the 30 July is less grainy than on the 21 July, but it has
a punctured aspect from heavy rainfall, this does not seem to be captured on the
PSD.
The point density for DEMs B (57 points/cm2) suggested that details of a few
millimeters can be captured. However height variations at these scales are so small (a
few millimeters) that they might be masked by noise, especially considering that the
vertical accuracy is not better than a few millimeters. The arrangement of Fig. 5.30c
could come from differences in acquisition height since the camera was hand-held.
Image sets with overall a smaller acquisition heights might capture more details of
the surface. While these details might be smoothed out on image sets which have
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(b) Zoom on medium scales (10 cm). The arrange-
ment of curves matches changes in RMS height.
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(c) Zoom on small scales (<1.3 cm). The DEMs
may be too noisy to capture millimeter changes.
Figure 5.30: Field 2 Period 1. Change in power spectral density for four intermediate
dates
slightly higher acquisition heights. All in all, this suggests that roughness features
with horizontal scales lower than 1 cm have a characteristic height of only a few
millimeters which is not properly reconstructed by the current setup. It follows that
the true resolution might be closer to 1 cm than to 1 mm.
Period 2 A similar analysis can be done for field 1 and 2 over period 2.
Fig. 5.32 shows four PSDs for field 1. Again, there are no significant changes at
large scales. At medium scales, the PSD decreases with time and reflects the changes
in RMS height. The pictures on Fig. 5.33 show that details of the soil surface do
not seem to be captured by SfM. The soil surface on 2 May looks smoother than on
the other acquisition dates, but on Fig. 5.32b the PSD for 2 May is above the PSDs
for 25 October and 17 January.
Fig. 5.34 shows four PSDs for field 2. Looking at the large scales, it appears
that between 25 November and 18 July, surface smoothing has occurred at scales
as large as 1 m. This is probably because the observation period is longer than for
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Figure 5.31: Field 2 Period 1. Soil surface texture for (a) 6 May, (b) 27 May, (c) 21
July, and (d) 30 July
the two previous time series, and initially the soil surface was artificially very rough
(deep ploughing) which gives room for significant smoothing. Note that at medium
scales the decrease in PSD still agrees with the decrease in RMS height on Fig. 5.29
which was computed after high-pass filtering. This is because the cutoff frequency
of the filter was selected to attenuate mainly scales larger than 40 cm, while RMS
height changes are mainly dictated by surface changes happening around the 10 cm
scale.
This time, changes at small scales seems to agree with the overall smoothing of
the surface (see Fig. 5.35). Again this could be because initially the height variations
at small scales were relatively large after deep ploughing. Therefore SfM may have
been able to capture small roughness scales at least for the first observations. This is
just a supposition and more work with other acquisitions over prepared soil surfaces
would be required to draw conclusions.
In summary, the common assumption regarding the absence of changes in surface
roughness remains true for large-scale features, but does not hold for small/medium-
scale features. This is of interest for microwave scattering as these scales are in the
range of a few wavelengths. Over a period of three months SfM shows that noticeable
changes happen for scales smaller than 50 cm. Measurements over a longer period of
time (7 months) catch changes at scales as large as 1 m for a surface initially deep-
ploughed. Therefore future measurements carried out to study roughness dynamics
under natural conditions should cover a surface area relevant to the time extent of
the experiment.
As for the measurement resolution, the requirement for radar application was set
to 1 mm. This section suggests that in some cases the limited height variability of
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Figure 5.32: Field 1 Period 2. Change in power spectral density for four intermediate
dates.
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Figure 5.33: Field 1 Period 2. Soil surface texture for (a) 3 September 2013, (b) 25
October 2013, (c) 17 January 2014, and (d) 2 May 2014
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Figure 5.34: Field 2 Period 2. Change in power spectral density for four intermediate
dates. No noticeable changes for scales larger than 1 m.
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Figure 5.35: Field 2 Period 2. Soil surface texture for (a) 25 November 2013, (b) 17
January 2014, (c) 2 May 2014, and (d) 18 July 2014
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mm-scale features makes the true measurement resolution close to 1 cm. However,
small height variability also means that the power carried by theses small features
is very low. Therefore they contribute only marginally to the final value of the
roughness parameters, i.e. capturing them might not be critical.
5.3.4 Effects of roughness temporal changes on surface backscat-
tering
This section investigates whether the temporal changes in roughness parameters
reported in section 5.3.2 are significant for microwave scattering and soil moisture
estimation. All the simulations are made with the Oh backscattering model given
by equations 2.25 and 2.26.
Effect on microwave scattering Fig. 5.36, 5.37, and 5.38 show the effect of
roughness changes on σ0hh and σ0vv, respectively for field 2 period 1, field 1 period 2,
and field 2 period 2. All simulations assume a constant soil moisture which is set to
its mean value over the considered period (for period 1 mv = 0.25 m3/m3, and for
period 2 mv = 0.31 m3/m3). On each plot, the plain curve is obtained by accounting
only for changes in s with l set to its mean measured value, the dash-dotted curve is
obtained by accounting only for changes in l with s set to its mean measured value,
and the dotted curve is obtained by accounting for both changes in s and l.
All in all the behavior of the hh− and vv−polarizations is similar. The hh−polarization
is only slightly more sensitive to changes in the roughness parameters. On Fig. 5.36
and 5.37, as expected the backscattering coefficients are more affected by changes
in RMS height than changes in correlation length. Accounting for changes in both
parameters leads to smaller variations in backscattering coefficient than when ac-
counting only for changes in s, because changes in s and l are inversely corre-
lated. With changes in both s and l, for field 2 period 1 the maximum variation is
∆σ0hh = 0.80 dB, and for field 1 period 2 the maximum variation is ∆σ0hh = 0.58 dB.
For field 2 period 2, Fig. 5.38 shows that changes in correlation length have
almost no effects on σ0hh and σ0vv. This is because after high-pass filtering, the
correlation length values are one order of magnitude smaller than those obtained
after plane-fit detrending for the two previous time series. On the other hand,
the decrease in RMS height produces a decrease of 3.98 dB in σ0hh. Assuming that
detrending with a high-pass filtering is a suitable method, this decrease of several
dBs is unlikely to be negligible for soil moisture retrieval.
Effect on soil moisture retrieval This paragraph looks at the error made on
soil moisture estimation, when the retrieval is computed assuming that the rough-
ness parameters are constant. Simulations are done only for σ0hh which is the most
sensitive to an error on roughness parameters. First a time series of σ0hh is gener-
ated for each SfM acquisition with the measured values for mv, s, and l. Then this
simulated time series is used to retrieve soil moisture assuming that the roughness
parameters are constant and equal to their value on the first SfM acquisition.
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Figure 5.36: Field 2 Period 1. The coefficients σ0hh and σ0vv are computed for mv =
0.25 m3/m3 with changes in s (plain curve), with changes in l (dash-dotted curve),
and with changes in both s and l (dotted curve).
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Figure 5.37: Field 1 Period 2. The coefficients σ0hh and σ0vv are computed for mv =
0.31 m3/m3 with changes in s (plain curve), with changes in l (dash-dotted curve),
and with changes in both s and l (dotted curve).
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Figure 5.38: Field 2 Period 2. The coefficients σ0hh and σ0vv are computed for mv =
0.31 m3/m3 with changes in s (plain curve), with changes in l (dash-dotted curve),
and with changes in both s and l (dotted curve).
RMS error [m3/m3] Max error [m3/m3]
Field 2 Period 1 0.0445 0.0753
Field 1 Period 2 0.0386 0.0597
Field 2 Period 2 0.0912 0.1821
Table 5.11: Error between the retrieved soil moisture and its in situ measurement
Fig. 5.39 shows the error on soil moisture for the three available time series.
As expected, because the soil is rather wet and the surface is smooth, a small error
on the roughness parameters affect significantly the retrieved soil moisture. Fig.
5.39a is the most interesting because the acquisition on 21 July 2013 for which the
roughness error is maximum, correspond to a soil moisture error not much larger
than on other dates. This is because it also corresponds to the driest soil condition
of the time series (mv = 0.21 m3/m3), thus σ0 is not very sensitive to roughness
error.
Table 5.11 shows that the RMS error is about 0.04 m3/m3, except for field 2
period 1 with high-pass detrending which leads to an error of 0.09 m3/m3. While
an error of 0.04 m3/m3 may be acceptable, in practice the backscattering model is
not perfect and σ0hh is not error free. Therefore the error on soil moisture would
certainly exceed the uncertainty requirements defined by the OSCAR tool (section
3.5).
In summary this section shows that even though RMS height and correlation
length change in opposite fashion, the backscattering coefficient is still primarily
affected by changes in RMS height. If ignored, these changes can lead to non-
negligible errors when soil moisture is inverted using out-of-date in situ roughness
measurements or using change detection methods.
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Figure 5.39: Retrieval of soil moisture assuming constant roughness parameters for
(a) field 2 period 1, (b) field 1 period 2, and (c) field 2 period 2.
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5.4 Summary
The three previous sections focused on roughness characterization with SfM.
Section 5.1 showed that the measurement setup based on SfM is able to pro-
duce DEMs over extended soil surfaces with measurement uncertainty good enough
for the measurements to be used for microwave scattering. In practice, the height
RMS error is close to 3.1 mm and the horizontal RMS error is about 1.5 mm. A
broad comparison with the stereo-photogrammetric setup from Marzahn et al. [12]
suggests that the SfM setup leads to less accurate DEMs, but a dedicated study
using identical camera/lens, image compression, soil surface, and RMSE estimation,
would be require to draw a definite conclusion. Regardless of measurement uncer-
tainty, an unquestionable advantage of SfM is its practicality. The fact that images
can be taken with a hand-held camera makes SfM a very attractive tool for field
measurements.
Section 5.2 looked at the spatial variability of the roughness parameters. Mea-
surements over an extended surface area is desirable to produce reliable estimations
of the roughness parameters. In practice, for large DEMs, the roughness parameters
are very dependent on the detrending technique. In particular, for DEMs with strong
oriented roughness, a simple plane-fit detrending does not lead to a surface which
can be described by the classical Gaussian/Exponential autocorrelation function.
More generally, the inclusion of large-scale features as the DEM length increases
leads to non-convergent roughness parameters.
High-pass or band-pass filters are a sensible alternative to linear and polynomial
detrending as they can attenuate all the features which the radar is not sensitive
to. Also, directional estimation based on the 2D PSD is an interesting method as it
handles the soil surface in a similar fashion to theoretical scattering models. For ex-
ample, it appears to provide some insights regarding the flashing-field phenomenon.
Before deriving other results, these two methods (band-pass filtering and 2D
PSD) need to be tested against real SAR measurements over tilled fields with good
knowledge of the along-track direction. The roughness measurements could be pro-
cessed with different methods. Then the obtained roughness parameters could be
used as input for a theoretical backscattering model such as the IEM to see which
method leads to the best agreement between measured backscattering and simu-
lated backscattering. Or the roughness parameters could be used to define a new
semi-empirical backscattering model for which roughness parameters would need to
be computed from the 2D PSD, after filtering.
Finally section 5.3 investigated the temporal variability of the roughness pa-
rameters from three time series of SfM acquisitions. The measurements show that
natural changes in surface roughness are weather dependent. There exist time peri-
ods during which there are only minor changes in roughness parameters which are
insignificant for microwave scattering. Typically this happens when the soil is cold
and wet and in absence of rainfalls. Other than these conditions, the surface tends
to smoothen with rain, and to crack during hot/dry weather. It is not clear how rain
leads to sometimes small, other times large roughness changes, but it appears that
the smoothing effect is particularly strong on soil surface which are artificially rough
(rolled/ploughed soil surface). As in the UK, rainfalls can occur all year round, so
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does surface smoothing. On the other hand, surface cracking only happened during
Summer with low levels of soil moisture (mv < 0.20 m3/m3) and high soil temper-
ature (Tsoil > 20°C). While surface smoothing leads to a decrease in RMS height,
surface cracking comes with an increase in RMS height. It is also important to high-
light that for the three time series natural changes of RMS height and correlation
length were inversely correlated.
In short, there exist weather conditions for which changes in roughness param-
eters can be as fast as changes in soil moisture. Regarding microwave scattering,
these changes can be large enough to compromise any methods which treats the
roughness parameters as constants.
Analyzing the PSD of each DEM shows that these changes occur mainly at
roughness scales smaller than 0.5-1 m. The analysis also suggests that the current
SfM setup is unable to capture the small height changes occurring at scales smaller
than 1 cm.
In summary, these results indicate that the roughness parameters, particularly
the RMS height, can hardly be assumed constant and that they should be treated
as unknown variables just like soil moisture. That is why the next chapter focuses
on the simultaneous estimations of soil moisture and surface roughness from radar
measurements acquired in different configurations, with emphasis on multi-polarized
measurements.
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Results: Model inversion from
combination of different radar
configurations
This second results chapter investigates model inversion with both soil moisture and
RMS height as unknowns, based on the combination of radar measurements acquired
with different configurations. In particular, inversion based on multi-polarized im-
ages has been tested with the set of Radarsat-2 images. Note that the correlation
length does not appear in the simplified Oh model.
Section 6.1 focuses on the model inversion with multi-polarized images. First
the variations in σ0 measured by Radarsat-2 are analyzed against the in situ mea-
surements of soil moisture and surface roughness. Then the χ2 method is applied to
multiple fields and acquisition dates. Finally backscattering simulations are used to
investigate what uncertainty on the retrieved parameters can actually be expected
considering that the radar measurements are affected by speckle.
Section 6.2 extends the uncertainty analysis based on backscattering simula-
tions to a configuration with multi-incidence measurements and a configuration with
multi-frequency measurements.
From this uncertainty analysis, section 6.3 discusses the tradeoff on the type
of radar measurements to combine in order to meet the soil moisture requirements
defined in section 3.5.
6.1 Soil moisture and RMS height estimation with
χ2 fitting of multi-polarized radar measure-
ments
This section looks at the estimation of soil moisture and RMS height from multi-
polarized radar measurements. It focuses on determining which combinations of
polarizations lead to the best parameter estimation, and how many looks are nec-
essary to reach the uncertainty requirements on soil moisture and RMS height.
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6.1.1 Correlation between Radarsat-2 σ0 and in situ mea-
surements
Before any attempts at retrieving soil moisture from Radarsat-2 measurements, it
is worth looking at whether or not the measured σ0 follows the variations observed
with the in situ measurements of soil moisture.
Fig. 6.1 shows σ0vh, σ0hh, σ0vv measured for fields 6, 8, 9, 12 and 13, against
available in situ measurements of soil moisture. The backscattering coefficients are
taken as the mean σ0 for a window of pixels which belongs to a given field. The
associated error bar is the standard error on that mean. The error bar for soil
moisture is simply the standard deviation over the sampled points.
Finally table 6.1 reports RMS height measurements with SfM. Detailed values
for most of the acquisition dates are given in table 6.1a. The RMS height remains
the same for fields 6 and 8 which are smooth. For the rough fields 9, 12, and 13,
there are variations in RMS height, but their causes are not always clear. For fields 9
and 13, the changes of a few mm in RMS height may not be meaningful considering
the standard deviations on the measurements, and the fact that within a field, the
measurements were not taken at the same locations on each date. Field 12 went
from rolled surface to ploughed surface between acquisitions 6 and 7 which explains
the clear increase in RMS height, and it is possible that the newly ploughed surface
was smoothed by rainfalls between acquisitions 7 and 8. In what follows, only a
rough characterization of the soil surface is required. This is why in table 6.1b, the
RMS height is aggregate in a single value for each field except for field 12.
General comments on σ0vh, σ0hh, and σ0vv As expected, the values of σ0vh are much
lower than those of σ0hh and σ0vv. All polarizations tend to change in similar fashion
which is unfortunate regarding the problem of estimating individually soil moisture
and RMS height from the combination of these polarizations. It also worth noticing
that in theory for bare soils σ0vv is supposed to be larger than σ0hh. Only for rough
soil surfaces, or at 0° incidence, σ0hh = σ0vv. In practice, bias on the measurements
or statistical error on the mean σ0 can lead to σ0hh > σ0vv. This is the case for field
13 which has a rough soil surface.
Correlation with soil parameters For fields 6 and 8, soil moisture remained
around 0.30 m3/m3 without significant variations. As shown by the contours of
Fig. 2.3, σ0 is not very sensitive to mv for wet soil. Therefore it is not surprising
that changes in mv are not directly reflected in changes in σ0. Overall the changes
in σ0hh and σ0vv results more from changes in incidence angle, with a decrease in
backscattering when the incidence angle increases. Changes in soil moisture have
minor effects, but they can still be detected. For example acquisitions 3 and 5 have
same incidence angle and same surface roughness, the main difference is a decrease
in soil moisture by 0.06 m3/m3. This can be linked to a decrease of 0.80 dB on σ0hh
and 0.25 dB on σ0vv. Variations in soil moisture seem to have a greater influence on
σ0vh with a decrease of 1.85 dB between acquisitions 3 and 5. It is also reassuring to
note that fields 6 and 8 which have similar soil moisture and surface roughness (see
table 6.1), have also similar measurements of σ0.
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Acquisition
2 3 4 5 6 7 8
Fi
el
d
6 8.9± 1.1 - - - 8.9± 0.2 9.2± 1.1 9.1± 0.6
8 11.5± 1.3 10.3± 2.4 9.7± 1.8 10.6± 1.3 10.6± 2.8 10.1± 1.4
9 19.5± 3.9 15.5± 0.1 - 14.6± 0.6
12 9.0± 1.0 32.4± 2.3 26.3± 0.6
13 17.1± 0.8 15.5± 2.1 18.0± 1.3
(a) RMS height measurements in mm for all acquisition dates. Empty cells mean that no SfM acquisition is
available. Cells with a dash mean that SfM acquisitions are available but not processed.
Acq 1-6 Acq 7-8
Fi
el
d
6 9.1± 0.7
8 10.4± 1.7
9 17.3± 3.5
12 9.0± 1.0 29.4± 3.7
13 16.8± 1.2
(b) Aggregate RMS height in mm
Table 6.1: Characteristic RMS height in mm for different fields. The standard
deviation is computed from multiple SfM acquisitions.
In comparison, field 9 has a rougher soil surface, therefore σ0 is overall stronger
for all polarizations. The same interpretation applies for the variations in σ0. In
particular, from acquisition 7 to 8, there is an increase in σ0 while the incidence
angle goes from 25.8° to 32.4°. This certainly comes from the significant increase in
soil moisture from 0.128 m3/m3 to 0.230 m3/m3.
Field 12 is of particular interest because of the change in surface roughness
from rolled to ploughed between acquisitions 6 and 7. On acquisition 6, field 12
had similar roughness conditions to fields 6 and 8, thus similar values of σ0 at all
polarizations. Then on acquisition 7, field 12 had roughness conditions more similar
to those of field 9 which is again confirmed by almost identical σ0 values. It is also
clear that the increase in surface roughness leads to σ0hh ≈ σ0vv.
Similarly, the measurements for field 13 can be explained by considering changes
in incidence angle and changes in soil moisture.
Overall, the above analysis confirms that σ0 is sensitive to soil moisture and
that this sensitivity is reduced for very wet soils. It also verifies that σ0 increases
with surface roughness. It also shows that the influence of incidence angle should
be accurately accounted for in order to focus on the soil parameters only. All in
all, the fact that changes in σ0 can be explained by considering only soil moisture,
surface roughness and incidence angle is rather comforting.
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Figure 6.1: Measured σ0 over fields 6, 8, 9, 12 and 13 against available in situ
measurements of soil moisture
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Figure 6.2: Processing steps to retrieve soil moisture and RMS height with χ2 fitting.
Processing of the vv− and vh−images does not appear but is identical to the one
of hh.
6.1.2 χ2 fitting of Radarsat-2 images
To apply the χ2 method described in section 2.3.2, all Radarsat-2 images are first
geo-corrected with the Next ESA SAR Toolbox as presented in section 3.4. The
next step is to isolate a group of pixels which belong to a given field. Then the
power transform is applied to these measurements so that they can be input in the
χ2 method. The flow chart on Fig. 6.2 summarizes the different steps which lead to
the retrieval of mv and s.
In section 6.1.2.1, the χ2 method is applied to two Radarsat-2 acquisitions
over field 12. For different combinations of polarizations, the analysis covers the
goodness-of-fit, the presence of systematic errors, the agreement between retrieved
parameters and in situ measurements, and the uncertainty on the retrieved param-
eters. Then in section 6.1.2.2, the χ2 method is applied more broadly to fields 6, 8,
9, 12 and 13.
6.1.2.1 Detailed analysis for two acquisitions
Figure 6.5 and 6.6 show the output of the χ2 fitting respectively for Radarsat-2
acquisitions on 25 November 2013 (acquisition 5) and 5 December 2013 (acquisition
6), for four combinations of polarizations ((vh, hh), (vh, vv), (hh, vv), (vh, hh, vv)),
over field 12. A set of L pixels is selected over the field. For acquisition 5, L =
21× 49 = 1029 pixels and for acquisition 6, L = (L = 29× 35 = 1015 pixels).
For example, Fig. 6.5a shows the retrieval with inversion of vh− and hh−measurements.
The circle shows the retrieved moisture and RMS height obtained with the set of
L pixels of σ0vh and σ0hh. The cloud of gray crosses corresponds to retrievals with
the Monte Carlo simulation of 500 synthetic data sets (yi)k with i = 1, . . . , L and
k = 1, . . . , 500. The 500 synthetic data sets are enough to accurately delimit the
confidence region. Each data set contains L bootstrapped samples of σ0vh and L boot-
strapped samples of σ0hh. Each gray cross represents the inversion with a synthetic
data set.
From this Monte Carlo simulation, a 68.3% elliptical confidence region is com-
puted. The AA’ and BB’ regions delimit confidence intervals respectively on mv
and s, derived from the confidence ellipse. These intervals are larger than the one
defined by a one standard deviation on mv and s taken individually. More precisely,
AA’ quantifies the uncertainty on mv knowing that s is also uncertain, and vice
versa for BB’. The gray contours correspond to the mean σ0vh and σ0hh of the original
data set.
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Acquisition 5 6
mv [m3/m3] 0.180± 0.029 0.210± 0.029
s [mm] 9.0± 1.0 9.0± 1.0
Table 6.2: In situ measurements for the same bare field for acquisition 5 and 6. The
standard deviations are derived from the multiple in situ measurements made over
the studied field.
Finally the triangle corresponds to in situ measurements of mv and s with the
error bars being their respective standard deviation. Finally the triangle shows
the in situ measurements of soil moisture and surface roughness. For this field, in
situ measurements are only available for acquisition 6. As there was no significant
rainfalls during the 10 days which separate both acquisitions, it is reasonable to
assume that the smooth surface roughness remained the same. As for soil moisture,
in situ measurements for a neighboring field (field 9) which has similar levels of soil
moisture suggest that soil moisture was about 0.03 m3/m3 wetter on acquisition 6.
Therefore, the same in situ roughness measurement is assumed for acquisition 5 and
6, and soil moisture is assumed to be 0.03 m3/m3 smaller for acquisition 5 compared
to its value for acquisition 6 (table 6.2).
Table 6.5 summarizes the results for acquisitions 5 and 6, for the four combina-
tions of polarizations.
Goodness-of-fit The first parameter to check is the goodness-of-fit Q. The value
of Q informs on how well the model fits the data considering the specified standard
deviations σi of the measurements. Here the σi are estimated for each polariza-
tion by computing the standard deviation of the data sets after power transform.
Therefore, the goodness-of-fit cannot be used to detect measurement outliers or
non-Gaussianity, but it is still useful to detect poor agreement between the different
polarizations due to biases on the measurements or/and on the model.
For acquisition 6, Q is close to 0.5 for all combinations of polarizations which
means that the model fits the selected data properly. Acquisition 5 also has a
goodness-of-fit close to 0.5 when using two polarizations, but the fit is poorer when
using all polarizations (Q = 0.3). This can be related to the poor agreement between
the three polarizations. Fig. 6.5 and 6.6 show that the retrieved parameters from the
χ2 fitting match the graphical solution given by the intersection between contours of
mean σ0. Ideally, all polarizations would intersect in a single point. For acquisition 5,
the retrieved soil moisture is significantly different depending on which polarizations
are used. Such mismatch is not only attributable to inaccuracy of the backscattering
model, it can also come from systematic error on the radar measurements. These
sources of error are investigated in more detail in the next paragraph. In summary
the results with acquisition 5 show that meaningful information can be extracted
from the goodness-of-fit, even though the σi are estimated from the data. This
was made possible by first transforming the data so that the measurement error
approximately follows a Gaussian distribution.
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Error [dB] δσ0vh δσ0hh δσ0vv
Acq 1 0.7688 -0.3392 -0.1235
Acq 2 0.2460 0.0512 0.1832
Table 6.3: Difference between radar measurements and backscattering simulations
from the in situ measurements
Systematic errors While the χ2 method requires zero-mean Gaussian errors,
uncorrected systematic errors will propagate into systematic errors on the retrieved
parameters. Systematic errors can affect both the model and the radar measure-
ments.
Regarding the model, as mentioned in the literature review, there is no consensus
on the use of correction factors as both under- and over-estimations are reported
in different studies [69]. In these studies, the accuracy of the model was tested
by comparing the radar measurements with backscattering simulation from in situ
measurements of soil moisture and surface roughness. Table 6.3 reports the differ-
ence between measured and simulated backscatter coefficients for both acquisitions.
These differences are relatively small and fall within the ±1 dB radiometric accuracy
of Radarsat-2 [60]. This error analysis takes the in situ measurements as reference
values. This is disputable particularly regarding roughness characterization.
As for systematic errors coming from the radar, they are quantified by the spec-
ified radiometric accuracy of Radarsat-2 (< 1 dB). More precisely, it is the relative
radiometric accuracy obtained by comparing the mean backscatter coefficients of
two areas of a uniform distributed target which extends beyond the nominal image
coverage, such as the Amazon rainforest [126, 60].
Alternatively, the overall systematic error affecting the retrieval of soil mois-
ture and surface roughness could be estimated from the different combinations of
polarizations, without the use of in situ measurements.
The drawings on Fig. 6.3 show the potential effects of systematic errors on
the soil parameter retrieval. In the first case (Fig. 6.3a), systematic errors on
each polarization compensate each other and lead to a single biased pair of soil
parameters. In the second case (Fig. 6.3b), systematic errors lead to different pairs
of soil parameters depending on which polarizations are combined. The black dots
correspond to retrieval with only two polarizations and the gray dot corresponds to
the retrieval with all polarizations. Since the true parameters (black triangle) are
unknown, it is a priori not possible to state which combination of polarizations is
the most accurate. Because each polarization is likely to produce different biases
on the retrieved parameters, it is reasonable to assume that the most accurate
retrieval corresponds to the case with combination of all polarizations. As shown
by Fig. 6.4, the overall systematic error on each polarization can then be estimated
from the difference between the σ0 measurements and the simulated σ0 from the
soil parameters retrieved with all polarizations. Table 6.4 suggests that there is a
positive systematic error on σ0vh and a negative systematic error on σ0hh and σ0vv.
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Error [dB] δσ0vh δσ0hh δσ0vv
Acq 1 0.7003 -0.3916 -0.2228
Acq 2 0.0740 -0.0476 -0.0392
Table 6.4: Difference between radar measurements and backscattering simulations
from retrieved parameters with all polarizations
???
? ???
? ????
(a) Errors on each polarization will
likely result in different parameter es-
timations depending on the selected
polarizations
???
? ???
? ????
Biased 
estimation
Unbiased 
estimation
(b) Though unlikely, different biases on
each polarization can still result in a single
biased pair of soil parameters
Figure 6.3: Effect of systematic errors on the retrieved parameters. The black and
gray dots correspond to the retrieval with respectively two polarizations. and all
polarizations. The black triangle is the unknown true soil parameters
Note that because the analysis is limited to two acquisitions, the systematism of
these errors is questionable. Such offsets could come from the poor characterization
of the mean σ0 for each polarization due to the limited number of looks. This can be
quantified with the standard error on the mean σ0. As explained in section 2.2.2, the
L looks of a distributed target can be assumed to follow an exponential distribution
E(σ0) with σ0 the underlying backscattering coefficient. The standard error on the
estimated mean backscattering coefficient is then σ0/
√
L. Because the exponential
distribution has σ0 for both mean and standard deviation, the relative standard
error only depends on L. For L = 1000 pixels, δσ0 = ±0.1352 dB which is of the
same order of magnitude as the errors reported in table 6.4. Hence, in absence of
other errors, statistical uncertainty alone could explain the discrepancies between
retrieved parameters and in situ measurements.
All in all, this analysis shows that for an inversion scheme based on multi-
polarized measurements, even systematic errors of about 0.5 dB can significantly
bias the retrieved soil parameters.
Agreement with in situ measurements For both acquisitions, with the (hh, vv)
and (vh, hh, vv) inversions, the retrieved parameters indicates that the RMS height
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Figure 6.4: Estimation of systematic errors on each polarization
remains constant around 9 mm, and the soil moisture increases from 0.21 m3/m3
to 0.25 m3/m3. This is in close agreement with the in situ measurements. The
(vh, hh) and (vh, vv) inversions lead to larger mismatch, especially for acquisition
5 with unphysical results in the (vh, hh) case. Unphysical answers can be returned
by the χ2 because this method supposes a non-informative prior, i.e. mv and s can a
priori take any values. Assuming that the in situ measurements are close to the true
soil parameters, such a comparison suggests that the retrievals with (hh, vv) and
(vh, hh, vv) measurements are accurate, with an overall RMS error of 0.04 m3/m3
on soil moisture and 18% on RMS height.
Uncertainty from Monte Carlo simulation Uncertainty is investigated from
the extent of the point clouds on Fig. 6.5 and 6.6 and the size of the confidence
intervals AA′ and BB′.
First it is worth mentioning that the 68.3% confidence ellipses are adapted for
point clouds which follow a bi-variate Gaussian distribution. This is clearly not the
case with the (vh, hh) and (vh, vv) inversions for which the point cloud has a banana
shape due to the nonlinear backscattering model. For the (hh, vv) and (vh, hh, vv)
inversions, the elliptical shape is more applicable because the uncertainty in moisture
and roughness remains in a region where the nonlinear model could reasonably be
linearized [101]. It is apparent that the retrieval from either (vh, hh) or (vh, vv)
leads to the most uncertain estimations. In both cases the point cloud covers nearly
the entire range of physically-possible values for soil moisture or roughness, shrinking
the extent of the point cloud would require using more looks.
Note that while symmetrical confidence intervals are reported in table 6.5, the
RMS height uncertainty on figure 6.5b is clearly asymmetrical. Overestimations of
RMS height are much larger than underestimations. Ultimately this does not affect
the end result which is that the estimation is very uncertain. In comparison, using
(hh, vv) or (vh, hh, vv) leads to point clouds noticeably smaller with uncertainty
of about ±0.04 m3/m3 on soil moisture and less than 10% on RMS height which
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Figure 6.5: Soil moisture and RMS height retrieval with (a) vh- and hh-
measurements, (b) vh- and vv-measurements, (c) hh- and vv-measurements, and
(d) hh-, vv- and hh-measurements, on the 25 November 2013 (acquisition 5).
match the uncertainty requirements defined in section 6.28. The improvement in
uncertainty between the (vh, hh), (vh, vv) and (hh, vv) cases is in agreement with
the study from Kweon et al. who assessed the parameters error against in situ
measurements, with direct inversion of the Oh model [90].
In theory, any added information, even poor information, should improve the
final result as long as measurement error is properly accounted for. This is verified
with acquisition 6 for which there is a slight improvement in uncertainty between
the (hh, vv) and the (vh, hh, vv) cases. However for acquisition 5, Fig. 6.5 shows
that uncorrected systematic errors bias the retrieval toward regions of parameter
space where either soil moisture is very uncertain (Fig. 6.5a) or RMS height is
very uncertain (Fig. 6.5b). This explains why the (vh, hh, vv) case can be more
uncertain than the (hh, vv) case.
In the next section, the χ2 method is more broadly applied to other fields and
other acquisitions
124
Chapter 6 Section 6.1 Boris Snapir
0 5 10 15 20 25 30 35 40 45
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Surface roughness (RMS height) [mm]
So
il m
oi
st
ur
e 
[m
3 /m
3 ]
A
A’
BB’
 
 
iso−VH
iso−HH
Fit from Monte Carlo
Fit from initial set
In situ measurements
(a)
5 10 15 20 25
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
RMS height [mm]
So
il m
oi
st
ur
e 
[m
3 /m
3 ]
A
A’
B B’
 
 
iso−VH
iso−VV
Fit from Monte Carlo
Fit from initial set
In situ measurements
(b)
5 10 15 20 25
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
RMS height [mm]
So
il m
oi
st
ur
e 
[m
3 /m
3 ]
A
A’
B B’
 
 
iso−HH
iso−VV
Fit from Monte Carlo
Fit from initial set
(c)
5 10 15 20 25
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
RMS height [mm]
So
il m
oi
st
ur
e 
[m
3 /m
3 ]
A
A’
B B’
 
 
iso−VH
iso−HH
iso−VV
Fit from Monte Carlo
Fit from initial set
In situ measurements
(d)
Figure 6.6: Soil moisture and roughness retrieval with (a) vh- and hh-measurements,
(b) vh- and vv-measurements, (c) hh- and vv-measurements, and (d) hh-, vv- and
hh-measurements, on the 5 December 2013 (acquisition 6).
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vh hh vh vv hh vv vh hh vv
mv [m3/m3] 0.821 0.078 0.225 0.207
s [mm] 5.4 16.9 8.0 8.9
Q 0.49 0.48 0.47 0.34
AA′/2[m3/m3] 0.271 0.038 0.036 0.041
BB′/2[%] 11.6 111.8 7.6 9.4
mv −mv,in situ 0.646 -0.102 0.045 0.027
s− sin situ% 40.0 87.8 11.1 1.1
(a)
vh hh vh vv hh vv vh hh vv
Retrieved mv [m3/m3] 0.296 0.226 0.252 0.252
Retrieved s [mm] 8.3 9.3 8.7 8.8
Q 0.51 0.52 0.52 0.53
AA′/2[m3/m3] 0.123 0.078 0.038 0.037
BB′/2[%] 19.3 17.4 7.4 6.8
mv −mv,in situ 0.610 0.016 0.042 0.042
s− sin situ % 7.8 3.3 3.3 2.2
(b)
Table 6.5: Performance of the retrieval for different combinations of polarizations,
for (a) acquisition 5, (b) acquisition 6
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6.1.2.2 Retrieval for fields 6, 8, 9, 12 and 13
Tables 6.6-6.15 show the retrieved parameters for fields 6, 8, 9, 12 and 13 when using
(vh, hh, vv) measurements and (hh, vv) measurements. All in all the goodness-of-
fit is better for the (hh, vv) case than for the (vh, hh, vv) case. Low Q values are
obtained when the vh-measurements contradict the output obtained with only the
hh− and vv−measurements. This is visible from the intersection of contours of
σ0vh, σ0hh, and σ0vv. The lowest Q values are obtained when the σ0vh contour has no
intersections with the σ0hh and σ0vv contours.
In comparison, the σ0hh and σ0vv contours intersect for all acquisitions which is
why the goodness-of-fit is often better in the dual-polarization case. Note that even
with dual-polarization, slightly lower Q values are obtained when the intersection
corresponds to σ0hh and σ0vv contours nearly parallel (e.g. for large RMS height).
Field 6 Throughout the campaign, field 6 had a very light vegetation cover, and
the soil surface was only rolled. From the SfM measurements, the RMS height is
close to 8.9 mm which is a typical value for rolled surface [127]. And Fig. 6.7a
shows that soil moisture remained around 0.30-0.35 m3/m3. Even with the (hh, vv)
inversion which leads to the most realistic parameters, there is still a poor agreement
with the in situ measurements. Soil moisture is systematically underestimated (Fig.
6.7a) and RMS height is systematically overestimated .
Field 8 Field 8 has the same levels of soil moisture and the same surface prepa-
ration (rolled surface) than field 6. Again, for every acquisition, soil moisture is
underestimated and surface roughness is overestimated (Fig. 6.7b).
Field 9 Field 9 has a deep ploughed soil surface. The in situ roughness measure-
ments indicate that s is close to 18 mm. Even though most of the retrieved values for
the RMS height are unrealistically large (except for the 5 December, s = 21.6 mm),
they are larger than the values obtained for fields 6 and 8. Therefore the retrieved
values do reflect the larger RMS height. As for the retrieved soil moisture, there is
still an overall underestimation but the variations are in agreement with the in situ
measurements (Fig. 6.7c).
The fact that changes in the retrieved parameters seem to be detected, supports
the assumption that soil surface was deep ploughed even on the dates for which no
SfM measurements are not available, i.e. before the 25 November (table 6.1).
Field 12 Field 12 is of particular interest because the soil surface changed from
rolled to ploughed on the 12 December. The SfM measurements shows that the
RMS height changed from s = 9.0± 1.0 mm to s = 26.8± 0.8 mm (table 6.1). The
retrieved RMS height for the(hh, vv) inversion reflects the increase in roughness and
is also very close to the in situ measurements for every acquisition. Retrieved soil
moisture is also is good agreement with the in situ measurements (Fig. 6.7d). In
particular the decrease in mv on the 12 December is detected.
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Field 13 The retrieved RMS height for field 13 is unrealistically large except on
the 11 November. Retrieved soil moisture values are high compared to the values
obtained for the other fields. Even though in situ measurements are only available
for the last 3 dates, these high retrieved values of soil moisture are coherent with
the weather conditions. And correct variations in soil moisture are detected for the
last 3 dates (Fig. 6.7e).
For most of the inversions, the retrieved parameters do not compare well with
their in situ measurements. The fact that soil moisture is systematically underes-
timated indicates that the mismatch does not originate from statistical uncertainty
due to the limited number of pixels. More likely, it comes from inaccuracies in the
backscattering model.
Fig. 6.9 shows the difference between measurements of σ0vh, σ0hh, σ0vv, p, and q,
and their simulated values from in situ measurements of soil moisture and RMS
height. Overall, the model underestimates σ0vh, p, and q, and it overestimates σ0hh
and σ0vv. Looking only at σ0vh, p, and q, it seems that the worst mismatches occur
for wet soils. An obvious reason for this is that soil moisture goes beyond the range
of validity of the Oh model (mv,max = 0.291 m3/m3). Fields 6 and 8 which are very
wet, exhibits the largest mismatches. And the model for q seems to be the most
erroneous (see table 6.16). Unfortunately the expression for q is used to express the
model for σ0hh and σ0vv. This may explain why the contours of σ0vh tend to disagree
with those of σ0hh and σ0vv when retrieving soil moisture with all polarizations.
While so far the analysis relies on in situ measurements, it is further sup-
ported by table 6.17 which reports by how much each of the quantities σ0vh, p,
and q exceed their maximum value allowed by the Oh model. Note that none
of the measurements falls below their minimum allowed value. The upper limits
σ0vh,max (mv = 0.291, s = 61.7 mm), pmax (mv = 0.04, s = 61.7 mm), and qmax (s = 61.7 mm)
are different for each acquisition according to the incidence angle. It is apparent that
σ0vh (blue) seldom falls outside its range of validity. In comparison, q is almost sys-
tematically larger than qmax, and p is occasionally larger than pmax. Large values
for q are usually attributed to vegetated soil [80], as depolarization from vegetation
leads to large values of σ0vh. However here, fields 9, 12 and 13 which are perfectly
bare also have large q values.
Part of the mismatch may also be due to bias in Radarsat-2 measurements. As
mentioned in section 6.1.1, over some fields σ0hh is larger than σ0vv which is in theory
not possible. Measurement bias may not be negligible particularly when computing
the co-polarized and cross-polarized ratios.
The data set under study does not allow identifying an exact cause for the rather
poor estimation of the soil parameters. All in all, it seems that poor inversions orig-
inate more from the Oh backscattering model than from bias on Radarsat-2 mea-
surements. Indeed inversions of measurements for which σ0hh > σ0vv are guaranteed
to fail, but even when the measurements verify σ0hh < σ0vv, the agreement between
retrieved parameters and in situ measurements can still be poor. Failure from the
model can sometimes be explained by the fact that the soil is wetter than the maxi-
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18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.205 0.096 0.107 0.126 0.085 0.074 0.067 0.084
Retrieved s [mm] 14.0 140.7 150.2 135.7 32.7 40.9 135.7 141.4
Q 0.35 0.10 0.08 0.07 0.40 0.13 0.04 0.22
AA′/2[m3/m3] 0.054 0.007 0.008 0.008 0.078 0.060 0.005 0.005
BB′/2[%] 2.76 17391 60.2 495.8 384.1 148.8 30.0 498.6
L 705 450 646 429 494 456 483 598
Table 6.6: Field 6, retrieval with (vh, hh, vv) measurements
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.196 0.108 0.110 0.102 0.182 0.142 0.054 0.087
Retrieved s [mm] 13.2 20.0 22.7 113.5 13.4 14.6 37.3 21.9
Q 0.55 0.48 0.49 0.41 0.50 0.48 0.48 0.50
AA′/2[m3/m3] 0.046 0.049 0.038 0.009 0.059 0.051 0.011 0.039
BB′/2[%] 2.0 42.4 38.9 14.3 3.5 6.9 44.4 48.6
L 705 450 646 429 494 456 483 598
Table 6.7: Field 6, retrieval with (hh, vv) measurements
mum soil moisture allowed by the Oh model. In other cases, even with soil moisture
below the maximum limit the retrieved parameters can be far from their in situ
measurements. Within the model, the cross-polarized ratio q seems to be the least
accurate, this is very damaging for the retrieval as the model for q is used to express
σ0hh and σ0vv. This is in agreement with the relatively large RMS error of 2.06 dB
reported by Oh et al. for the data-fitting of q (see table 2.3). Finally, it should
be noted that besides a few exceptions, good retrievals usually corresponded to the
driest soil condition with smooth soil surface. In this configuration, the intersection
between the contours of σ0vh, σ0hh andσ0vv is more robust to inaccuracies in the model
and in the measurements.
From the above analysis, it seems that in order to improve soil moisture estima-
tion, the focus should be on improving the backscattering model.
While this section mainly discussed the validity of the Oh model, the next sec-
tion focuses on uncertainty in the retrieved parameters due to speckle on the radar
measurements.
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.174 0.083 0.084 0.108 0.056 0.059 0.053 0.069
Retrieved s [mm] 14.0 116.0 142.4 145.3 134.4 137.6 143.5 142.6
Q 0.45 0.18 0.07 0.02 0.37 0.27 0.01 0.09
AA′/2[m3/m3] 0.031 0.004 0.004 0.004 0.003 0.006 0.003 0.003
BB′/2[%] 1.5 17.9 1355.2 10.7 47.9 31.5 11.5 15.6
L 1344 1008 1320 1504 1395 1102 1122 1584
Table 6.8: Field 8, retrieval with (vh, hh, vv) measurements
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18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.174 0.131 0.070 0.088 0.087 0.068 0.042 0.130
Retrieved s [mm] 13.5 16.0 113.2 111.7 17.0 21.6 65.9 14.2
Q 0.48 0.51 0.43 0.34 0.47 0.52 0.46 0.46
AA′/2[m3/m3] 0.029 0.040 0.010 0.005 0.027 0.023 0.006 0.030
BB′/2[%] 1.33 9.6 46.7 5.7 6.6 35.0 51.6 2.2
L 1344 1008 1320 1504 1395 1102 1122 1584
Table 6.9: Field 8, retrieval with (hh, vv) measurements
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.137 0.1534 0.152 0.188 0.109 0.114 0.061 0.198
Retrieved s [mm] 96.6 7777.2 198.2 295.3 140.3 23.0 135.0 19.2
Q 0.46 0.09 0.38 0.20 0.35 0.46 0.05 0.37
AA′/2[m3/m3] 0.012 0.012 0.030 0.012 0.008 0.041 0.005 0.0759
BB′/2[%] 71.0 15711 12855.0 224.5 30423.0 53.3 22.0 65281.0
L 450 481 512 696 560 527 476 522
Table 6.10: Field 9, retrieval with (vh, hh, vv) measurements
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.132 0.115 0.234 0.160 0.094 0.116 0.047 0.198
Retrieved s [mm] 91.9 101.7 17.0 96.1 48.1 21.6 33.7 17.7
Q 0.46 0.46 0.47 0.46 0.49 0.45 0.49 0.43
AA′/2[m3/m3] 0.013 0.021 0.115 0.014 0.025 0.040 0.011 0.060
BB′/2[%] 48.9 919.6 32.2 59.0 56.0 29.4 357.5 22.0
L 450 481 512 696 560 527 476 522
Table 6.11: Field 9, retrieval with (hh, vv) measurements
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.142 0.063 0.066 0.208 0.207 0.252 0.054 0.143
Retrieved s [mm] 14.2 140.4 141.4 13.5 8.9 8.8 142.9 155.2
Q 0.42 0.05 0.12 0.07 0.34 0.53 0.01 0.04
AA′/2[m3/m3] 0.034 0.004 0.003 0.039 0.041 0.037 0.003 0.007
BB′/2[%] 14.3 30.5 9.6 1.5 9.4 6.8 17.2 49944.0
L 1395 936 1360 1768 1029 1015 928 1416
Table 6.12: Field 12, retrieval with (vh, hh, vv) measurements
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.201 0.171 0.119 0.208 0.225 0.252 0.046 0.126
Retrieved s [mm] 10.6 10.6 14.6 12.1 8.0 8.7 28.4 29.4
Q 0.48 0.50 0.49 0.51 0.47 0.52 0.48 0.53
AA′/2[m3/m3] 0.055 0.063 0.030 0.031 0.036 0.038 0.013 0.023
BB′/2[%] 1.5 2.5 2.9 1.1 7.6 7.4 34.8 46.8
L 1395 936 1360 1768 1029 1015 928 1416
Table 6.13: Field 12, retrieval with (hh, vv) measurements
130
Chapter 6 Section 6.1 Boris Snapir
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.251 0.324 0.257 0.367 0.231 0.1326 0.061 0.221
Retrieved s [mm] 121.9 149.1 129.3 31.8 363.1 87.9 131.1 307.5
Q 0.47 0.37 0.42 0.22 0.50 0.42 0.30 0.47
AA′/2[m3/m3] 0.014 0.024 0.0161 0.038 0.020 0.008 0.005 0.019
BB′/2[%] 17115 17832 34155 174100 62635 427.9 41.5 55808
L 851 459 700 1023 616 667 560 486
Table 6.14: Field 13, retrieval with (vh, hh, vv) measurements
18/10 25/10 01/11 11/11 25/11 05/12 12/12 19/12
Retrieved mv [m3/m3] 0.252 0.292 0.232 0.301 0.235 0.140 0.054 0.214
Retrieved s [mm] 129.6 111.3 236.3 44.5 45491.9 98.2 82.1 127.5
Q 0.46 0.45 0.50 0.48 0.50 0.44 0.47 0.46
AA′/2[m3/m3] 0.018 0.030 0.020 0.027 0.025 0.011 0.06 0.023
BB′/2[%] 9664.8 8268.7 7521.7 23276 16524 15.5 116.5 3853.9
L 851 459 700 1023 616 667 560 486
Table 6.15: Field 13, retrieval with (hh, vv) measurements
∆σ0vh ∆σ0hh ∆σ0vv ∆p ∆q
1.59 dB 1.12 dB 0.99 dB 1.11 dB 2.35 dB
Table 6.16: Mean difference between radar measurements and simulations from the
in situ measurements, over all fields and all acquisition dates
Field
Acquisition 6 8 9 12 13
1 0.63 - 0.53, 0.43 0.11 0.18, 0.43
2 2.18 1.45 3.99, 0.99 1.98 1.27, 0.64, 0.86
3 2.12 1.89, 0.08 1.37 1.36 1.07, 0.33, 0.13
4 2.60, 0.66 2.46, 0.88 1.92, 0.42 0.95 1.43, 1.44
5 0.51 0.63 1.18, 0.01 - 0.12
6 0.92 1.26 0.07 - 0.52
7 2.59, 0.25 2.85, 0.22 2.94, 0.33 2.59, 0.12 1.57, 0.40
8 1.36 1.40 0.53 2.03 0.39, 0.11
Table 6.17: Measurements outside their range of validity. Black is δq = q − qmax,
red is δp = p− pmax, and blue is δσ0vh = σ0vh − σ0vh,max . All values are in decibels.
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Figure 6.7: Comparison between retrieved soil moisture and in situ measurements.
The error bar for the retrieved mv is extracted from the confidence ellipse, for the in
situ measurements it is the standard deviation computed from the multiple sampling
points.
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Figure 6.8: In situ measurements of soil moisture for all sampled fields
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Figure 6.9: Difference between radar measurements and simulations from in situ
measurements of soil moisture and RMS height
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6.1.3 Speckle and parameters uncertainty
This section relies on simulations of backscattering coefficients affected by speckle
to investigate how many looks are required to reach a given uncertainty on the
estimated soil moisture and surface roughness. All the simulations are done with
the Oh backscattering model at C-band, with a moderate incidence angle of 24°. The
only source of noise accounted for is speckle. First, a map of contours of vh−, hh−,
and vv−polarizations is analyzed to highlight the different aspects which dictate how
uncertainty in the measurements propagates into final uncertainty on the estimated
parameters. Then from extensive simulations for a range of soil moisture and RMS
height, uncertainty requirements are transformed into a required number of looks.
6.1.3.1 Parameters affecting the propagation of uncertainty
Fig. 6.10 shows bands of vh−, hh−, vv−contours for five scenarios of surface rough-
ness and soil moisture. For each scenario and each polarization, 50 samples of σ0 are
simulated with additive zero-mean Gaussian noise with arbitrary standard deviation
of 0.05 dB. These 50 simulations leads to bands of contours.
From Fig. 6.10, two aspects affecting inversion uncertainty can be highlighted:
(1) the sensitivity of each polarization to soil moisture and surface roughness, (2)
the intersections between contours. The former is related to polarizations taken
individually, while the latter is related to how the different polarizations complement
each other.
The sensitivity of each polarization to the soil parameters can be analyzed from
the differential of σ0 as a function of surface roughness and soil moisture,
dσ0 (s, mv) =
∂σ0
∂s
ds+ ∂σ
0
∂mv
dmv (6.1)
For example in the case of low RMS height and high soil moisture the contours on
Fig. 6.10 are nearly vertical. This corresponds to a low sensitivity in soil moisture
compared to the sensitivity in RMS height, i.e. ∂σ0
∂s
 ∂σ0
∂mv
, so that in that region
the differential of σ0 can be simplified into
dσ0 (s) ≈ ∂σ
0
∂s
ds (6.2)
All contours verify dσ0pq = 0, which leads to ds = 0, i.e. contours with constant
RMS height. Note that neglecting ∂σ0
∂mv
does not necessarily mean that σ0 is highly
sensitive to s. The direction of the contours only gives information on the amplitude
of ∂σ0
∂s
compared to the amplitude of ∂σ0
∂mv
and vice versa.
The actual sensitivity of σ0 to s can be inferred from the effect of added Gaussian
noise, i.e. the thickness of a given band of contours. In the region of low RMS height
(s ≈ 5 mm) and high soil moisture (mv ≈ 0.3 m3/m3), the reduced thickness of each
band means that a given error δσ0 leads to a small error δs. While for rougher soils
(s ≈ 10 mm), the same measurement error leads to a larger δs (thicker bands). From
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the approximation δσ0 ≈ ∂σ0
∂s
δs, it can be derived that σ0 is highly sensitive to s for
smooth soils, and poorly sensitive to s for rough soils. Following the same reasoning,
table 6.18 gives qualitative information regarding the sensitivity of σ0 for different
soil configurations. In particular for wet and rough soils, the retrieval of soil moisture
and surface roughness will not be robust to measurement noise because of the poor
sensitivity of σ0 to both parameters. This region was also identified by Lievens et al.
who simulated soil moisture estimation with the IEM and noisy synthetic roughness
measurements [13]. It is also worth noting that Tansey et al. reported that in the
region of low RMS height, σ0 is highly sensitive to s, and that therefore it may
not be possible to retrieve soil moisture with imperfect in situ measurements of s
[128]. Here because s is a parameter to retrieve, having radar measurements highly
sensitive to s is actually a positive point.
The second point, intersection between contours, indicates how the different po-
larizations complete each other to solve the inverse problem. For example in the
region with low RMS height and high soil moisture, all the polarizations tend to
vertical contours as they are mainly sensitive to RMS height. It follows that even a
small amount of noise on the measurements will lead to very different intersections
between the nearly parallel contours along the soil moisture direction. Ideally ro-
bust estimations would be obtained when the intersection between contours is nearly
perpendicular.
The diagram on Fig. 6.11 shows two typical configurations with two polariza-
tions which would lead to perpendicular intersection of contours. In practice, such
configurations never happen because the three polarizations have similar dependen-
cies to soil moisture and surface roughness which is also why no distinction on the
polarization was made in table 6.18.
In the end, the configurations which may require the greatest number of looks
to reach acceptable uncertainty correspond to regions where the three polarizations
have both poor sensitivity to the soil parameters and similar dependency on these
parameters. Therefore achieving reliable soil moisture estimation will be demanding
in the region of high soil moisture. Likewise, reliable RMS height estimation will be
demanding for rough soil surfaces.
A third aspect is not highlighted on Fig. 6.10. The same amount of Gaus-
sian noise was applied to the five scenarios in order to highlight the effect of a
fixed amount of measurement noise on the retrieved parameters. In practice, the
speckle of the radar measurements can be considered as a multiplicative noise (Eq.
2.27). Therefore high soil moisture and RMS height, which lead to the strongest
soil response, also lead to the strongest speckle. This point will make the already
challenging rough/wet soils even more challenging.
In summary, for a retrieval scheme based on the combination of different polar-
izations, parameter uncertainty is dictated by three aspects:
1. speckle strength: the variance of speckle is larger for soils with a strong radar
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Figure 6.10: Bands of contours for different pairs of RMS height and soil moisture.
The thickness of a band corresponds to Gaussian measurement error with a 0.05 dB
standard deviation.
response, i.e. wet and rough soil,
2. sensitivity of the measurements to the parameters: high sensitivity to the
parameters lead to better robustness to measurement noise,
3. complementarity of the different polarizations: to isolate soil moisture from
RMS height, the measurements must ideally include either quantities mainly
sensitive to soil moisture and quantities mainly sensitive to RMS height, or
quantities with similar sensitivity in both parameters but of opposed signs.
More formally, these points can be related to two quantities characteristic of any
inverse problem.
Measurement noise (speckle) and sensitivity of the measurements to the parame-
ters are embedded in the Fisher information matrix. In the Gaussian linear case, the
Fisher information matrix is the inverse of the covariance matrix of the estimated
parameters Σ [25],
Σ−1 = JTΣ−1m J (6.3)
with J the jacobian of the backscattering model, and Σm the covariance matrix
of the measurement errors. J gives the sensitivity of the measurements to the
parameters and Σm contains the variances due to speckle. Large sensitivities and
small measurement errors lead to a large information matrix, i.e. a small covariance
matrix of the estimated parameters Σ.
Finally, complementarity of the polarizations is related to the phenomenon called
ill-conditioning [25]. When two contours intersect but their tangents at the inter-
section point are nearly parallel, then the jacobian at the intersection is nearly rank
deficient. In this case, noise on the measurements, or numerical rounding errors can
significantly compromise the inversion. The scenarios on Fig. 6.11 correspond to a
jacobian far from being rank deficient.
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Soil configuration ∂σ0pq
∂s
∂σ0pq
∂mvs mv
Low Low Large Large
High Low Negligible Medium
Low High Large Negligible
High High Small Small
Table 6.18: Sensitivity of backscatter coefficient to s and mv for different soil con-
ditions
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Figure 6.11: Typical configurations with perpendicular intersection of contours for
a dual-polarization case
6.1.3.2 Uncertainty against number of looks
In this section, uncertainty in soil moisture and surface roughness is computed for an
increasing number of looks. The backscatter coefficients σ0vh, σ0hh, and σ0vv are sim-
ulated for four scenarios of moisture and roughness (table 6.19). For each scenario,
k Monte Carlo simulations are computed. Fig. 6.12 summarizes the processing
steps of a simulation. First, L samples are drawn from the exponential distribu-
tions E(σ0vh), E(σ0hh) and E(σ0vv). Each data set is made approximately Gaussian by
applying the power transform. The transformed data sets are then used to retrieve
mv and s through χ2 fitting. The parameter L is successively set to the following
values {102, 103, 104, 105}. Compared to the case L = 105 looks, for L = 102 looks,
numerous Monte Carlo simulations are required to estimate accurately the large
confidence intervals. Table 6.20 summarizes the values taken by L and k. With
L = 105 looks and k = 500, doubling k only modifies the uncertainty in mv by 1%
and the uncertainty in s by 4% which is negligible. For the case L = 102 looks and
k = 5 × 105, the confidence intervals are much larger and their values can change
significantly when repeating the same simulation. In the end, this is still accept-
able as it does not affect the final conclusion which is that such estimations are not
reliable.
Fig. 6.13 shows the retrieval for scenarios A, B, C, and D. Each point represents
a model inversion based on L random samples. Points which are obtained with a
large number of looks are less scattered. For the sake of clarity, only 500 simulations
are plotted for each case. As expected, scenarios C and D correspond to regions
where noisy radar measurements produce large uncertainty on soil moisture, and
scenarios B and D lead to the most uncertain RMS height estimations.
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True parameters A B C D
(s0, mv0) (10, 0.05) (30, 0.05) (10, 0.3) (30, 0.3)([mm] , [m3/m3])
Table 6.19: Uncertainty is computed for four pairs of soil moisture and RMS height
L [pixels] 102 103 104 105
k 5× 105 5× 104 5× 103 5× 102
Table 6.20: Number of Monte Carlo simulations k against number of looks L
Table 6.21 shows the 68.3% interval confidence on mv and s as given by the AA’
and BB’ intervals on Fig. 6.5. Regarding soil moisture, the±0.05 m3/m3 uncertainty
requirement is nearly met for every scenario with L = 1000.
Regarding the RMS height, the 20% uncertainty is achieved for A and C (smooth
surface) with only L = 103 looks, but 105 looks are required to meet this requirement
for all scenarios. Because the problem is ill-conditioned (nearly parallel contours
observed on Fig. 6.10), small errors on the measurements lead to large error on
the RMS height. This suggests that over rough soil surface the RMS height can
hardly be retrieved from multi-polarized images. Qualitative information can still
be extracted with L ≥ 103 pixels, as unrealistic values of s would indicate that the
soil surface is rough.
6.1.3.3 Required number of looks
This section generalized the simulation described above to a grid of soil moisture and
RMS height which covers all physically-possible values. For each node of the grid,
multiple Monte Carlo simulations are computed for different numbers of available
looks ranging from L = 102 to L = 105.
Fig. 6.14 shows contours of uncertainty for mv which correspond to a 68.3%
confidence interval, for L = 103 looks, L = 2.5×103 looks. As noticed in the previous
section, the uncertainty increases with soil moisture. In addition the convexity
???samples ~ 
? ???
? ??,??? Power transform
Nearly Gaussian data sets
???
???samples ~ 
? ???
? ??,???
???samples ~ 
? ???? ??,???
???
???
?,??
?? fitting
Figure 6.12: Monte Carlo simulation used to determine uncertainty in mv and s
for different available number of looks and different pairs of true soil parameters
(s0, mv0). This simulation is repeated k times to achieve reliable statistics.
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Figure 6.13: Uncertainty regions obtained with (a) 102 looks, (b) 103 looks, (c) 104
looks, (d) 105 looks
±δmv[m3/m3] ±δs [%]
A 0.058 1630
B 0.078 6353
C 0.228 5949
D 0.206 10186
(a)
±δmv[m3/m3] ±δs [%]
A 0.015 17
B 0.017 7607
C 0.069 12
D 0.058 10486
(b)
±δmv[m3/m3] ±δs [%]
A 0.005 5.2
B 0.005 8239
C 0.022 3.7
D 0.020 25
(c)
±δmv[m3/m3] ±δs [%]
A 0.001 1.6
B 0.002 9.3
C 0.007 1.2
D 0.006 4.8
(d)
Table 6.21: 68.3% confidence interval on soil moisture and RMS height for (a)
L = 102, (b) L = 103, (c) L = 104, and (d) L = 105
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Figure 6.14: Contours of soil moisture uncertainty in m3/m3 corresponding to a
68.3% confidence interval for (a) L = 103, (b) L = 2.5× 103
of each contour indicates that soil moisture estimations are more uncertain for s
between 15 and 20 mm which unfortunately are common values for agricultural soils
[113]. This region is characterized by both large speckle noise and poor sensitivity
of all polarizations to mv. Note that for 0.20 < mv < 0.25 m3/m3 and s = 9 mm,
The uncertainty is about ±0.05 m3/m3 with L = 103 looks. This matches the
results obtained with Radarsat-2 data in section 6.1.2.1 for which ~1000 looks led
to a ±0.04 m3/m3 uncertainty (table 6.5). This close agreement suggests that the
simulation is realistic. Perfect agreement should not be expected since parameters
uncertainty depends to some extent on the incidence angle which is different for the
simulation and the Radarsat-2 data.
In comparison, Barber et al. found more optimistic results [87]. For mv =
0.20 m3/m3 and s = 12 mm, they found uncertainty below ±0.03 m3/m3 with only
L = 3 × 102. This improvement certainly comes from the a priori information on
mv and s added in the Bayesian method (parameters uniformly distributed over
a reasonable range, or normally distributed around their true value), while the χ2
supposes a non-informative prior (mv and s can a priori take any values).
With L = 2.5×103 pixels, soil moisture uncertainty remains below ±0.05 m3/m3
for the entire range of soil moisture.
Similarly, Fig. 6.15 shows contours of uncertainty for s with L = 104 looks.
Again, the rougher the soil surface, the more uncertain is the RMS height esti-
mation. And the shape of the contours shows that the worst case occurs for soil
moisture levels around 0.08 m3/m3. Above 20−25 mm, the χ2 fitting returns unreal-
istic and uncertain values. As mentioned before failure of the roughness estimation
still provides useful information. With L = 104 pixels, if the retrieved s value is
unrealistic, one can infer that the RMS height is at least larger than 20− 25 mm.
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Figure 6.15: Contours of RMS height uncertainty in % corresponding to a 68.3%
confidence interval, for L = 104
From these simulations, the ±0.05 m3/m3 uncertainty requirement can be trans-
lated into a required number of looks for all combinations of soil moisture and RMS
height. Fig. 6.16a shows contours of L required to meet a ±0.05 m3/m3 uncertainty.
The number of required looks ranges from a few hundreds in the most favorable
cases (low mv) to about 2500 looks for the most demanding cases (high mv).
Fig. 6.16b shows contours of L to reach the ideal ±0.01 m3/m3. At best a few
thousand looks would be required over dry soils. Over wet soils, about 6×104 looks
might be necessary. Assuming a 10 m radar resolution, soil moisture could be esti-
mated at a 2.5 km resolution. Reaching the ideal 0.1 km resolution for agricultural
application and the 0.01 km resolution for hydrology would require unrealistic radar
resolutions of respectively 0.4 mm and 0.04 mm. As speckle is intrinsic to scattering
mechanisms, this simulation suggests that the ideal requirements are not achievable
by combining only multi-polarized images.
Since at the moment Radarsat-2 and TerraSAR-X are the only satellites with
quad-polarization modes, the same simulations have been done with only hh− and
vv− polarizations which are more commonly available. With the Radarsat-2 mea-
surements, Fig. 6.6 suggested that the vh-polarization was not improving signif-
icantly the inversion. This is confirmed by Fig. 6.17 which shows that only for
low soil moisture levels dual-polarization would require more looks to reach the
±0.05 m3/m3 uncertainty, though it remains feasible.
6.1.4 Discussion
6.1.4.1 Limitations of the simulations
Model dependence Following the sensitivity analysis of section 6.1.3.1, the un-
certainty on the estimated parameters is driven by features which depend on the
backscattering model: (1) sensitivity of the model to the soil parameters, and (2)
complementarity of each polarization. Using a different backscattering model is be
expected to lead to similar contours of L as the Oh model agrees with the IEM and
the GO models over their respective range of validity [10].
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Figure 6.16: Contours of L to reach (a) a ±0.05 m3/m3 uncertainty, (b) a
±0.01 m3/m3 uncertainty a on soil moisture, with full-polarimetric measurements
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Figure 6.17: Contours of L to reach a ±0.05 m3/m3 uncertainty on soil moisture, by
combining hh−and vv−polarizations
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NESZ [dB] σ0vh [dB] σ0hh [dB] σ0v [dB]
-31 -24.4 -11.0 -11.0
Table 6.22: NESZ and backscatter coefficients for 24° incidence angle, mv =
0.05 m3/m3, and s = 10 mm
As mentioned before, the contours on Fig. 6.14a agree to some extent with the
results obtained with Radarsat-2 in section 6.1.2.1. However following the poor
results obtained in section 6.1.2.2, the suitability of the Oh model for agricultural
soils is still questionable. Therefore the absolute values obtained for the contours of
L should be considered carefully. On the bright side, the overall arrangement of the
contours is certainly trustworthy as the Oh model is based on function forms which
respect well-known scattering behaviors [83].
Thermal noise It was assumed that the main source of uncertainty on the radar
measurements is speckle, and thermal noise was ignored. Below, this assumption is
discussed and it is shown that ultimately thermal noise can be neglected.
Thermal noise is quantified by the Noise Equivalent Sigma Zero (NESZ) of
Radarsat-2 which is estimated at −31±4 dB [60]. Table 6.22 shows the backscatter
coefficients simulated with the Oh model for each polarization at a 24° incidence
angle, with low soil moisture level (mv = 0.05 m3/m3) and smooth soil surface
(s = 10 mm), i.e. a configuration with weak backscattering. While the NESZ is well
below σ0hh and σ0vv, it is only 5 dB below σ0vh . Thus for such soil conditions, thermal
noise contributes to about one third of the true power at vh-polarization.
It is possible to bound on the effects of thermal noise with the simulation using
only hh− and vv−polarizations. Since using all polarizations will in theory lead
to lower uncertainty than using only hh− and vv−polarizations, the contours of L
with thermal noise on all polarizations can be expected to lie between the optimistic
contours of Fig. 6.16, and the conservative contours of Fig. 6.17 for which thermal
noise can safely be ignored.
Thermal noise is also not negligible when considering very high radar resolutions.
Since multilooking is used to mitigate speckle, very high resolution radar images are
desirable. Because of physical limitations in terms of transmitted power and size
of antenna, higher radar resolution will come with higher NESZ. Ultimately this
increase in NESZ will be compensated by the increase in available looks. Therefore
the resulting image would still be useful for soil moisture estimation, but it could
hardly be used for target detection as strong point scatterers would be masked by
thermal noise.
Exponential speckle model The exponential model to describe the speckle may
not be valid in some extreme scenarios mentioned in the results.
First, the exponential model requires the distributed target to be homogeneous.
For a distributed target of 1 km, heterogeneity in soil moisture and/or in surface
roughness might compromise this assumption. These heterogeneity could be taken
into account through the product model described by Oliver et al. [88]. The product
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model expresses the probability distribution of intensity as a function of the product
between speckle distribution (due to random scatterers) and distribution of σ0 due
to scene heterogeneity. This product model was implemented by Barber et al. in
their Bayesian approach [87].
Second, the exponential speckle model assumes that the radar resolution cell
contains a large number of scatterers [88]. For very high resolution, the number of
scatterers decreases and the exponential model might not be applicable.
6.1.4.2 Uncertainty and accuracy of retrieval
It must be stressed that a small parameter uncertainty does not guarantee that the
retrieval is accurate. For example, with the Radarsat-2 acquisition used in Fig. 6.5b,
the uncertainty on soil moisture is acceptable (±0.035 m3/m3), but the retrieved
value (0.078 m3/m3) seems highly inaccurate compared to its in situ measurement
(0.199 m3/m3). With the bootstrap resampling method, the synthetic data sets lead
to values of mean σ0 distributed around the σ0 given by the original data set. If the
original data set gives an inaccurate characterization of σ0, then the point cloud from
the Monte Carlo simulations can be tightly distributed around the very inaccurate
estimation from the original data set.
Ultimately, using in situ measurements or using Monte Carlo simulation to quan-
tify parameters uncertainty come with disadvantages. Uncertainty from comparison
with in situ measurements is trustworthy only if the in situ measurements are reli-
able. And uncertainty from statistical method is trustworthy only if the statistics
derived from the original data is reliable. When possible, both methods should be
implemented.
In section 6.1.3, the simulations only accounted for speckle and it was assumed
that both the measurements and the model were unbiased. In practice, there will
always be radiometric errors on the measurements and the backscattering model will
never be perfect. Therefore, the contours of number of looks should be interpreted as
the minimum number of looks required to reach a given uncertainty, assuming that
no other sources of uncertainty affect the retrieval. They are a good tool to identify
combinations of measurements which are promising, and sets of requirements which
seem unfeasible.
It is not straightforward to assess how the retrieval would be affected if the
simulation included radiometric errors / biases. Indeed the effect of having the same
bias on all the measurements may be different from that of having random errors
on the measurements. However, it is interesting to note that a ±1 dB radiometric
error corresponds to an error of 21-26% on the intensity σ0. In comparison, L-look
data affected only by speckle have a standard deviation of σ0/
√
L on the intensity .
Therefore multilooking with 15-23 looks will also lead to an uncertainty on σ0 of 21-
26%. This suggests that after averaging real radar data with a few hundreds of looks
the final error on soil moisture estimation will certainly be driven by radiometric
error / bias on the model and not by speckle.
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6.1.4.3 Use of additional measurements
Section 6.2.3 showed that meeting the ideal requirements for soil moisture in terms
of uncertainty (±0.01 m3/m3) and resolution (0.1 km) was leading to unrealistic
measurement resolution (< 1 mm). However these ideal requirements might be
achievable by combining additional information such as images acquired at different
incidence angles or different frequency bands either by the same satellite or from a
constellation of satellites such as TanDEM-X or the future Sentinel-1 mission. When
the images to be combined are not acquired simultaneously, the time between ac-
quisitions will lead to some temporal averaging. Ultimately this temporal averaging
must be linked back to temporal resolution requirements on soil moisture.
All in all, the uncertainty on the estimated parameters can be reduced by com-
bining (1) measurements distributed in space with decrease in spatial resolution,
(2) measurements distributed in time with decrease in temporal resolution, or (3)
simultaneous measurements without any resolution degradation.
6.1.5 Summary
The previous three sections focused on the retrieval of soil moisture and RMS height
using multi-polarized radar measurements.
First, section 6.1.1 looked at the overall correlation between radar measurements
and soil parameters. As expected σ0vh is much weaker than σ0hh and σ0vv, and σ0vv is
often larger than σ0hh. With rough soil surfaces for which σ0hh ≈ σ0vv is expected, σ0hh
is sometimes larger than σ0vv probably because of biases on the measurements (stated
to be smaller than 1 dB) or because of statistical uncertainty when estimating the
mean backscattering coefficients. Eventually, it was possible to relate changes in σ0
with changes in incidence angle, soil moisture, and surface roughness.
Second, section 6.1.2 focused on applying the χ2 method to the Radarsat-2 data
set.
A detailed analysis was first carried out for acquisition 5 and 6 over field 12.
This analysis highlights all the information that can be extracted from the χ2. The
goodness-of-fit Q can be used to detect inconsistent configuration when the model
is overdetermined, though finding the reason for inconsistency still requires careful
examination. Here it seems that low Q-values are attributable to biases on the
measurements and/or on the model. From the graphical inversion, these biases lead
to ambiguous intersections of the contours of σ0vh, σ0hh, and σ0vv.
Biases were analyzed (1) by using simulated σ0 from the in situ measurements,
and (2) by comparing the retrievals obtained with different polarizations. Because
the analysis is limited to two acquisitions, it is difficult to conclude on whether a
poor retrieval is imputable to the measurements or the model. However it is clear
that even a 0.5 dB systematic error can compromise the retrieval.
This detailed analysis also confirmed that any added information improves the
uncertainty on the retrieved parameters. This is true on the condition that system-
atic measurement errors have been removed and the model is correct.
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The χ2 method was then applied more broadly to fields 6, 8, 9, 12 and 13 which
have various soil moisture and surface roughness conditions. All in all, Q-values were
often low when using all polarizations, and the agreement with in situ measurements
was poor. Soil moisture tends to be underestimated and RMS height tends to be
overestimated. This systematic mismatch has to come from systematic errors on the
measurements or on the model. Because of the numerous quality checks undergone
by Radarsat-2 products and the rather positive observations about the data set made
in section 6.1.1, the Oh backscattering is more likely to be the main reason for these
poor results. After comparing (1) the radar measurements with their simulations
from in situ measurements of soil parameters, and (2) the radar measurements and
the expected scattering range of the Oh model, the doubts concern mainly the cross-
polarized ratio q which are used to model σ0hh and σ0vv.
Considering that Oh et al. reported an RMS error of 2.06 dB for the data-fitting
of q [83], the poor agreement between retrieved parameters and in situ measurements
is not too surprising. On the bright side, correct changes in soil moisture and RMS
height could be detected on multiple occasions as long as these were large enough.
Third, simulations with the Oh model were carried out to study the effect of
speckle on parameters uncertainty. In particular, this section focused on determining
how many looks are required to reach a given uncertainty on soil moisture or on
RMS height. The results suggest that a ±0.05 m3/m3 uncertainty on soil moisture
is achievable when at least 2500 looks for all polarizations, and about 3000 looks
when only σ0hh and σ0vv are used. The worst case corresponds to high soil moisture
and medium RMS height (15 < s < 20 mm) which are common values for wet soils
with tilled surface. As for the uncertainty on RMS height, an uncertainty of ±20%
seems hardly achievable for RMS height larger than 20 mm.
Further improving parameters uncertainty requires averaging more looks/pixels.
Spatial averaging is limited by the largest resolution acceptable for the estimated
parameters (1 km for agricultural applications of soil moisture). The number of
available pixels can also be increased by increasing radar resolution. More elaborated
simulations might be required to investigate these scenarios as (1) over scales of
1 km some parameters of the soil might not be homogeneous and (2) at very high
resolution the speckle model might not be valid.
So far model inversion was only based on multi-polarized data. The next section
investigates whether using multi-frequency or multi-incidence measurements can
lead to better soil parameters estimation.
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6.2 Inversion with multi-frequency or multi-incidence
radar measurements
The use of multi-frequency measurements has been investigated to estimate various
parameters. In [129] and [130], multi-frequency data were used over vegetated soils
to estimate both soil moisture and the Leaf Area Index (LAI). From simulated data,
Mo et al. showed that RMS height and correlation length could be estimated by
combining L-band and C-band measurements [131]. There seem to be only two
studies focusing on soil moisture / surface roughness estimation. Rao et al. [132]
and Bindlish and Barros [133] used images acquired at multiple bands (L, C, X) and
polarizations (hh, vv, vh) to estimate soil moisture, RMS height, and correlation
length.
As for multi-incidence data, there has been no attempts made to estimate both
parameters from measurements at two incidence angles. Measurements at differ-
ent incidence angles were used in [134] and [135] to relate empirically ∆σ0 =
σ0(θ1) − σ0(θ2) to the modified roughness parameter Zs = s2/l. And Baghdadi
et al. used multi-incidence ASAR data to estimate soil moisture from a linear em-
pirical backscattering model [11]. This way, they obtained more robust estimation.
However multi-incidence data were not used to estimate simultaneously soil moisture
and RMS height, as the latter was embedded in the empirical model.
In summary, there do not seem to be studies looking at the robustness of model
inversion for different combinations of frequencies / incidence angles.
6.2.1 Model inversion and ill-conditioning
In section 6.1.3.1, a good intersection of contours of different polarizations was
shown to be necessary to obtain reliable estimation of soil parameters. This aspect
was related to ill-conditioning. In this section, the intersection of contours of σ0
is analyzed to investigate soil parameters estimation from either multi-frequency
or multi-incidence radar measurements. The Oh model is again used for all the
simulations.
Fig. 6.18 shows the contour intersection in the case of multi-frequency measure-
ments at L-, C-, and X-band, with a 24° incidence, for four soil conditions. First,
there are no noticeable differences between the vv− and hh−polarizations. For rough
soil surfaces, the intersection is neat. In comparison for smooth soil surfaces, the
intersection is ambiguous and could lead to inaccurate estimation because of noisy
measurements / rounding errors. This could be expected since the frequency band
is accounted for in the backscattering model by the wavenumber k which appears
as a multiplicative factor of the RMS height. Therefore the larger the RMS height,
the more distinct a frequency band becomes. Assuming that images are available in
two frequency bands, it appears that the L-X configuration might lead to the most
robust inversion, followed by the C-X configuration, while the L-C configuration
looks ill-conditioned for smooth soil surface.
Similarly, Fig. 6.19 shows the contour intersection for multi-incidence C-band
measurements at 20°, 30°, and 40°. For the vv−polarization, the contours are over-
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Figure 6.18: Intersections of multi-frequency contours for four soil conditions at (a)
vv− and (b) hh−polarization
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Figure 6.19: Intersections of multi-incidence contours for four soil conditions at (a)
vv− and (b) hh−polarization
lapping each other because the incidence angle θ appears as a multiplicative factor in
the Oh model for σ0vv (equation 2.25). Thus different θ values simply lead to different
offsets in σ0vv. The contour intersection is slightly better with the hh−polarization,
but it is not very promising regardless of the soil conditions.
From these simple contour plots, it appears that model inversion based on mul-
tiple incidences will be very sensitive to measurement noise. For any values of soil
parameters, the problem is ill-conditioned. In comparison, inversion based on multi-
ple frequencies appears very promising, particularly for rough soil surfaces. That is
why the next section assesses how many looks are required to reach a ±0.05 m3/m3
uncertainty on soil moisture with multi-frequency data, and compares the results
with those obtained with multi-polarized data (section 6.1.3.2).
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6.2.2 Required number of looks with multi-frequency data
All the simulations below are done for the hh−polarization, with a 24° incidence
angle. According to Fig. 6.18, similar results would be obtained at vv−polarization.
Fig. 6.20 shows contours of required number of looks to reach a ±0.05 m3/m3 uncer-
tainty on soil moisture for different combinations of frequency bands. As expected,
the poorest results are obtained for the L-C configuration. The number of looks
remains reasonable for RMS height larger than 15 mm, but it becomes surrealisti-
cally high for smaller values. This is because on Fig. 6.18, the contours at L-band
and C-band are almost overlapping. In comparison, the L-X and C-X configura-
tions lead to reasonable number of looks for RMS height as small as 10 mm. Close
to s = 5 mm, the problem becomes ill-conditioned and both configuration lead to
unrealistic number of looks. Fortunately this region of the parameter space is not
fundamental as agricultural soil surface are usually not that smooth.
In summary, for common values of RMS height (s > 10 mm), both the L-X and
C-X configurations give very acceptable results while the L-C configuration is not
an attractive choice for smooth soil surfaces.
Other considerations come into play when comparing the L-X, C-X, and L-C
configurations. One of the main attraction of the L-band is that its longer wave-
length penetrates deeper into volume scatterers such as vegetation cover and soil.
The penetration depth depends also on the incidence angle, and the soil moisture.
Images acquired over the Sahara in 1981 during the NASA Shuttle Image Radar
mission proved that L-band wavelength can penetrate 1 or 2 m of loose sand [136].
And over non-arid areas, the penetration depth at L-band is of the order of a few
centimeters [137]. It is an attractive characteristic for agricultural applications which
ideally require soil moisture estimation down to the root region. The main draw-
back of L-band compared to shorter wavelengths, is that high-resolution images are
more challenging in terms of hardware. Following the faulty ALOS mission launched
in 2006, at the moment there are no operational satellites with L-band capability.
However there are a few L-band SAR missions in concept and in preparation (see
table 6.23). In particular, ALOS-2 is expected to provide multi-polarized images at
resolutions which match the high-resolution modes of current SARs using shorter
wavelengths. Thus multilooking with 1000 looks should be feasible.
Even though the L-C configuration under-performs for smooth soil surfaces, it
has the advantage that both the L- and C-bands can penetrate the soil surface. In
comparison the X-band will at best sense soil moisture at the surface which might
not be of prime interest for agriculture. The weakness of the L-C configuration for
smooth soil surfaces could be bypassed by using multiple-polarizations at least for
one frequency band. This point is investigated in the next section.
The C-X configuration is also attractive because Radarsat-2 and TerraSAR-
X can already provide full-polarimetric data at C-band and X-band respectively.
Therefore the model inversion could be tested with both multi-polarization and
multi-frequency measurements at high resolution.
This discussion highlights an important trade-off between (1) the theoretical con-
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(a) L-C configuration
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(b) L-X configuration
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(c) C-X configuration
Figure 6.20: Contours of L to reach a ±0.05 m3/m3 uncertainty for (a) an L-C
configuration, (b) a C-X configuration, and (c) a L-X configuration
tours of L for a given configuration, (2) the available measurement resolutions, and
(3) the penetration depth of the measurements. Another parameter which did not
appear is the temporal resolution of the measurements. At the moment, each satel-
lite carries an instrument which operates only in a given frequency band. Therefore
measurements at different frequencies will be acquired by different satellites at dif-
ferent times. Combining these measurements will lead to some temporal averaging.
In summary, the improvement in soil moisture resolution which comes from combin-
ing multiple frequencies comes at the price of a coarser temporal resolution. This
point will be further discussed in section 6.3.
The next section highlights the benefits of combining both multi-frequency and
multi-polarization data.
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Instrument Satellite Date Nominal resolution [m]
SAR SeaSat 1978 25
SAR JERS 1992-1998 18
PALSAR ALOS 2006-2011 10
PALSAR-2 ALOS-2 2014 3
InSAR DESDynI - 10
SAR-L SAOCOM ≥ 2015 10
Table 6.23: Past and future L-band SAR missions
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Figure 6.21: Contours of L to reach a ±0.05 m3/m3 uncertainty with full-
polarimetric measurements at C- and X-bands
6.2.3 Required number of looks with both multi-frequency
and multi-polarization data
Full-polarimetric measurements at C- and X-bands In this configuration,
model inversion is robust all over the parameters space. The worst case occurs for
smooth and wet soils for which about 600 pixels are required to reach an uncertainty
of ±0.05 m3/m3 on soil moisture. Therefore there is margin to improve soil moisture
uncertainty by increasing the number of looks while maintaining a soil moisture
resolution below 1 km.
Full-polarimetric measurements at L- and C-bands For this configuration,
two cases are considered. The first one (case 1 ) assumes that full-polarimetric
measurements are available at both L- and C-bands. While the second one (case 2 )
assumes that only dual-polarization is available with hh+hv images at L-band and
vv + vh images at C-band.
As expected, case 1 leads to more robust estimation than case 2. Nonetheless,
case 2 leads to acceptable numbers of looks with the additional advantage that
dual-polarization is available for modes with a larger footprint than those of full-
polarimetric modes. This point will be further discussed in section 6.3.3.
Fig. also shows that with full-polarimetric measurements at both L- and C-
bands, the ideal±0.01 m3/m3 uncertainty on soil moisture may require about 10 000 looks
in the worst case scenario. With a 5 m radar resolution, this would lead to a 500 m
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Figure 6.22: Contours of L to reach a ±0.05 m3/m3 uncertainty with measurements
at L- and C-bands for (a) case 1 and (b) case 2.
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Figure 6.23: Contours of L to reach a ±0.01 m3/m3 uncertainty with full-
polarimetric measurements at L- and C-bands
soil moisture resolution which is close to the ideal requirement of 100 m stated
for agriculture application. Such a scenario is feasible compared to the unrealis-
tic 60 000 looks required for model inversion with full-polarimetric images only at
C-band (Fig. 6.16b).
From these simulations, a combination of for example Radarsat-2 and ALOS-2
data would be a very promising method to reach at the same time (1) low uncertainty
on soil moisture, (2) high soil moisture resolution, and (3) soil moisture estimation
at a depth of a few centimeters.
The next section analyzes in more details the trade-off which has to be considered
when combining measurements from different satellites.
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Uncertainty ±0.05 m3/m3
Spatial resolution 1 km
Coverage 100-1000 km
Time sampling 7 days
Timeliness 5 days
Averaging time <3.5 days
Penetration depth few centimeters
Table 6.24: Minimum requirements for agricultural meteorology
6.3 Trade-off on the measurements
This section considers the trade-off involved when selecting the different radar mea-
surements to reach a set of observation requirements on soil moisture. The trade-off
solely concerns the measurements , and it is assumed that model inversion is done
through a χ2fit or an equivalent method.
6.3.1 Requirements to be considered in the trade-off
Before discussing the trade-off on the measurements involved in model inversion,
the first step is to clearly state the requirements of the soil moisture product for a
given application. In the following, a case example is carried out for agricultural
meteorology.
Table 6.24 reports the minimum requirements which must be met for soil mois-
ture estimation to be useful for agricultural meteorology. There are certainly other
requirements, but here the focus is on those which affect the design of the model
inversion. Uncertainty, Spatial resolution, Time sampling, and timeliness were al-
ready reported in table 6.28 from the OSCAR tool [7]. Some of these requirements
are worth further comments.
Spatial coverage A spatial coverage of 100 km gives regional coverage while a
coverage of 1000 km corresponds to a national coverage. The OSCAR tool states
that a global land coverage is required. Such coverage seems exaggerated particularly
as a minimum requirement. An agricultural meteorology service available at regional
to national scale appears more sensible.
Time sampling Assuming that two images acquired by two satellites at different
frequencies are used for model inversion. The time sampling of soil moisture will be
dictated by the longest revisit time of the two satellites. Table 6.25 shows the repeat
cycle of different Earth Observation (EO) satellites along with their overall revisit
time. All in all, these satellites are in low Earth orbits (500-900 km altitude) with
similar ranges of incidence angles (20°-50°) which lead to an average revisit time
of ~3 days for a single satellite and less than 3 days for constellations. Therefore
soil moisture estimation every 3 days is feasible with any combinations of satellites
listed in table 6.25.
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Satellite Repeat cycle [day] Revisit time Band
Radarsat-2 [60] 24 3 days C
COSMO-SkyMed [138] 16 2 h X
TerraSAR-X [139] 11 3 days X
ALOS-2 [140] 14 3 days L
Sentinel-1 (A & B) [141] 6 2 days C
Table 6.25: Repeat cycle of some of the current and future EO satellites
Penetration depth Penetration depth is sometimes qualitatively set to root depth
which is not clear as root depth depends on the crops and changes from germination
to maturity of the crop. For canola, root depth varies from 3 to 5 cm at emergence,
and from 90 cm to 140 cm at maturity depending on the type of canola [142].
This project focuses on bare soil or soil with crops at their early stage for which
vegetation cover can be neglected. Therefore sensing soil moisture only at depth of
a few centimeters is acceptable.
Averaging time Temporal averaging will occur because of the non-simultaneous
measurements used to solve the inverse problem. When combining two images at
different frequencies which have not been acquired simultaneously, the retrieved soil
moisture can reasonably be considered as an estimation of the average soil moisture
between the two acquisition dates. There are two main limitations to how much
averaging can be accepted.
The first limitation comes from the eventual error between the sample mean
using only two samples and the exact analytical mean. The exact analytical mean
soil moisture between two dates t1 and t2 is given by
mv =
1
t2 − t1
 t2
t1
mv(t)dt (6.4)
which is to be compared with the two-sample mean,
mv,12 =
mv(t1) +mv(t2)
2 (6.5)
Solving the equation mv = mv,12 leads to the differential equation d2mv/dt2 = 0.
Therefore for the two means to be equal, mv has to change linearly between t1 and
t2.
Over long time intervals t2 − t1, mv is likely to have non-linear variations which
may lead to values of mv,12 different from mv. Below, this difference is quantified
using the time series of in situ measurements of soil moisture recorded by the data
logger during period 2.
The two-sample mean is computed using only two soil moisture measurements
separated by ∆t, and the exact mean is computed using all available measurements
(30 min time sampling) over ∆t. Table 6.26 shows the error between two-sample
mean and exact mean for different averaging times ∆t. As expected the RMS error
increases with the averaging time. With an averaging time of 1.5 days, the RMS
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Averaging time [day] RMSE [m3/m3] Max error [m3/m3]
0.5 0.005 0.060
1.5 0.009 0.060
3.5 0.011 0.064
7 0.014 0.069
14 0.020 0.086
21 0.022 0.079
Table 6.26: Error between two-sample mean and exact mean for various averaging
time. The results are based on the time series of in situ measurements of soil moisture
recorded by the data logger during period 2.
error is about 0.01 m3/m3. Even with an averaging time of 21 days, the RMS error
remains acceptable (0.022 m3/m3). These results suggest that such consideration
might be relevant only if one is interested in a ±0.01 m3/m3 uncertainty on soil
moisture. Note that this analysis is based on local soil moisture measurements, but
the dynamics of soil moisture may be different in regions with different soil types
and weather conditions. Therefore the analysis should be extended to other data
sets to confirm the negligibility of the error made with the two-sample mean.
The second limitation comes from timeliness. It can be assumed that the soil
moisture estimated from image 1 acquired at t1 and image 2 acquired at t2, is an
estimation of the mean soil moisture at t1 + (t2 − t1)/2. Therefore if timeliness is
limited to 5 days, the delay between the first and the second image cannot exceed
10 days.
It is worth mentioning that uncertainty, averaging time, and time sampling are
implicitly related.
• Time sampling and uncertainty
With a time sampling of 7 days, having an uncertainty of ±0.01 m3/m3 is
not necessary, ±0.05 m3/m3 might be acceptable. This is illustrated by Fig.
6.24. With a 3 day time sampling (Fig. 6.24a), most of the dynamics of
soil moisture is captured, only the daily changes (usually small) are missing.
In comparison with a 21 day time sampling (Fig. 6.24c), only the overall
trend is captured, and large variations over a week are ignored. Therefore
an uncertainty of ±0.05 m3/m3 would be perfectly acceptable. All in all, for
monthly estimation one may only need to know that a soil is very wet (mv >
0.30 m3/m3), moderately wet (0.20 < mv < 0.30 m3/m3), dry (0.10 < mv <
0.20 m3/m3), or very dry (mv < 0.10 m3/m3).
• Time sampling and averaging time
Time sampling and averaging time are related through the Nyquist sampling
requirement. If no information on the soil moisture process is to be lost then
estimations should be separated by half the length of the longest signal period
(the averaging window length), and the averaging windows should overlap by
at least half their length. On the other hand, the overlap should not exceed
much more than half of the averaging window length (oversampling), otherwise
the estimations will be very correlated (redundant).
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(a) 1.5 day averaging, 3 day resolution
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(b) 3.5 day averaging, 7 day resolution
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(c) 10 day averaging, 21 day resolution
Figure 6.24: In situ measurements of soil moisture for various averaging times and
time resolutions
6.3.2 Design parameters
The design parameters are the characteristics of the radar measurements. They
must be adjusted so that the inversion method outputs soil moisture estimates which
meet the observation requirements. There are six main design parameters. Fig. 6.25
shows the main connections between design parameters and soil moisture measure-
ment requirements.
Frequency bands The frequency bands are first constrained by the requirement
of sensing soil moisture in the top 3-5 cm of soil. As mentioned before, this reduces
the options to L-band and C-band, as X-band has a very limited penetration depth.
Using multiple frequency bands is also key for a robust model inversion, i.e. a
low soil moisture uncertainty.
Robust model inversion also means that fewer looks are required to meet a given
uncertainty. Therefore the choice of multiple frequencies is also related to spatial
resolution of soil moisture.
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Image polarizations The use of different image polarization is essentially related
to robustness of model inversion. Thus it affects spatial resolution and uncertainty.
Radar spatial resolution Fine spatial resolution of the radar images makes more
pixels available for multilooking to mitigate measurement noise. Therefore radar
spatial resolution affects soil moisture spatial resolution and uncertainty.
Radar time sampling The time sampling of a radar image at a given frequency
/ polarization has to be finer or equal to the desired time sampling of soil moisture
estimation. A finer Radar time sampling means that more than one image at a given
frequency/polarization will be available. This will only double the number of pixels
available for multilooking. As it is not an efficient strategy to improve soil moisture
uncertainty / spatial resolution, the diagram does not link Radar time sampling
with uncertainty / spatial resolution.
Radar swath Radar swath is directly related to coverage. The smaller the swath,
the larger the number of images which need to be acquired and processed. Usually
only one image can be acquired with each satellite pass, therefore several passes will
be required to cover a large area. This will impact the revisit time, hence the link
between radar swath and radar time sampling. Finally, large swath usually comes
with coarse resolution, hence the connection with radar spatial resolution.
Time window for multiple images When non-simultaneous images with dif-
ferent polarizations/frequencies are combined, the time window between the first
and last image defines the averaging time and limits the time sampling. Timeliness
is also affected as model inversion can be done only once all the necessary images
have been collected. The time window is indirectly related to Spatial resolution and
Uncertainty of soil moisture, because a large time window allows for more images
with different polarizations/frequencies to be combined.
In the previous section, the time window was also related to Uncertainty when crude
averaging is done over long duration. This link does not appear on Fig. 6.25 be-
cause of the implicit connection between time sampling and uncertainty. Concretely,
a long time gap between 2 images will lead to a coarse time sampling which supposes
that large uncertainty is acceptable, thus uncertainty related to crude averaging may
not be of concern.
In summary the time window is related to uncertainty through the availability of
radar images, but not because of crude averaging.
It is interesting to note that time sampling is the time counterpart of spatial
resolution, and time window is the time counterpart of radar swath.
Requirements which are connected to the same design parameter, can be con-
flicting. The five main conflicts are:
1. spatial resolution / uncertainty
High spatial resolution means that fewer looks are available to mitigate mea-
surement noise, i.e. fewer looks available to minimize uncertainty.
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Radar spatial 
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Figure 6.25: Diagram of the design parameters which can be tuned to meet the soil
moisture observation requirements
2. coverage / spatial resolution
Wide coverage usually comes with coarse spatial resolution to keep data han-
dling manageable.
3. coverage / uncertainty
For the same reason, coverage is usually better for dual-polarization mode
than for full-polarimetric mode. Therefore wide coverage can interfere with
the uncertainty requirement.
4. time sampling / uncertainty
Fine time sampling means that the time window available to collect multiple
non-simultaneous radar images is short. This may affect soil moisture uncer-
tainty, as the time window may be too short to collect all the radar images
required to reach a given uncertainty.
5. timeliness / averaging time / uncertainty
Timely estimation means limited averaging time which in turn can affect un-
certainty because of the limited radar images available.
6.3.3 Example design
Table 6.27 gives two examples of model inversion which could meet the requirements
listed in table 6.24. Both examples rely on a combination of Radarsat-2 and ALOS-
2 data. The information about the imaging modes of Radarsat-2 and ALOS-2 are
respectively extracted from [60] and [143]. Both C- and L-bands have a penetra-
tion depth of a few centimeters, with L-band going deeper than C-band. On top
of combining different frequencies, the use of at least hh− and vv−polarizations
guarantees a robust model inversion. According to Fig. 6.22b, about 1000 looks
would be required to mitigate measurement noise and reach a ±0.05 m3/m3 soil
moisture uncertainty. All scenes would be acquired with a time sampling of at least
7 days. And the time window is maximum 7 days which means that for a given soil
moisture estimation, one accepts radar acquisitions taken within a window of max-
imum 3.5 days prior and 3.5 days post the soil moisture estimation. These settings
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allow reaching the required 7 day time sampling of soil moisture with a timeliness
of 3.5 days which is less than the required 5 days.
The main difference between the two examples is their spatial resolution / cov-
erage. Table 6.27a is more suitable for a regional coverage (~100 km) because of
the 70-100 km swath of both satellites. Assuming that 1000 pixels are required,
the 10 m radar resolution would lead to a ~320 m soil moisture resolution which is
below the requirement of 1 km. The second example is more adapted for national
coverage with a swath of 490-500 km, but the soil moisture resolution would only
be about 3.2 km.
Note that the first example can hardly be used to reach a coverage of 1000 km.
Even though the time window of 7 days allows combining multiple passes - ~4 passes
with asc/dsc paths - the total range coverage would be about 280 km. With the
second example, only 2 images from a given satellite would be necessary to reach
a total range coverage of about 1000 km. This indicates that with current imaging
performance the minimum requirements defined by the OSCAR tool are barely
achievable with a national coverage.
From these two examples, it appears that one of the challenges of soil moisture
monitoring is to reach national coverage while maintaining a 1 km resolution and
a 7 day time sampling. ScanSAR modes are intended for monitoring applications,
but their coarse resolution limits multilooking. Fine resolution modes come with a
smaller footprint so that all revisit passes have to be exploited to reach the required
coverage. This also means that over the area of interest the selected satellites will
not be available to acquire different images for other applications.
Data availability for a given band could be improved by combining images from
additional satellites or from a constellation of identical satellites such as COSMO-
SkyMed, Sentinel-1A/B, or TanDEM-X. For example, with two satellites the revisit
time of Sentinel-1 will be about 2 days which is more than enough to provide na-
tional coverage using the Extra Wide Swath mode (Swath > 400 km, Resolution <
40 m) [144]. The soil moisture resolution would be about 1.3 km after 1000-look
averaging, and Sentinel-1 would remain available for other applications. In com-
parison, at the moment ALOS-2 is the only L-band SAR and the future ALOS-3
will not complement the ALOS mission with an identical SAR but with an optical
sensor [143].
6.3.4 Discussion
Penetration depth requirement While a penetration depth of a few centimeters
is acceptable for soils with emerging crops, the problem becomes more complicated
for soil with mature crops for multiple reasons. The most obvious reason is that the
contribution of vegetation cover to backscattering cannot be neglected. At short
wavelengths the incident wave may not even sense soil moisture at all. The second
reason is that root depth can take large values which are out of reach even at L-band.
For extended root system, it is actually not suitable to talk about root depth.
Some root systems can have small ramifications deep into the soil, while the core of
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Satellite Radarsat-2 (Standard) ALOS-2 (Fine Stripmap)
Frequency C-band L-band
Polarization hh+ hv vv + vh
Radar spatial Resolution 10 m 10 m
Radar time sampling <7 days <7 days
Radar swath 100 km 70 km
Time window 7 days
(a)
Satellite Radarsat-2 (ScanSAR wide) ALOS-2 (ScanSAR wide)
Frequency C-band L-band
Polarization hh+ hv vv + vh
Radar spatial Resolution 100 m 60 m
Radar time sampling <7 days <7 days
Radar swath 500 km 490 km
Time window 7 days
(b)
Table 6.27: Two examples of design parameters to meet the requirements of table
the root remains at shallow depths. As used by Metselaar et al. [145], a more appro-
priate parameter could be the depthD50 at which the cumulative root weight density
(integral of root weight density over a given depth) is equal to 50% . For example for
wheat D50 ≈ 13 cm , and for canola D50 ≈ 14 cm. Over a wet soil, such depths are
not directly accessible for most of the wavelength useful for soil moisture measure-
ment. Only the P-band (λ = 30 − 100 cm) has been reported to offer penetration
depth of the order of a meter [146]. At the moment, P-band radar measurements
are only available from airborne instruments. The future BIOMASS mission with
launch planned in 2020, will be designed to provide P-band SAR imagery to mea-
sure forest biomass and forest height [147]. Because of the long wavelength, the
spatial resolution will be limited to ~50 m with a swath of ~100 km. The revisit
time will also be limited to 25 days. With these characteristics, biomass information
will be available on a global scale twice a year [148]. While this is acceptable to
monitor forest disturbance/recovery, the achieved spatial resolution, time sampling,
and revisit time seem to coarse to benefit soil moisture estimation.
As an alternative, surface soil moisture can be used as input of a hydrological
model to retrieve soil moisture profiles down to a depth of ~1 m [149]. Additional
errors will have to be accounted for because of approximate modeling of the different
soil layers.
Independent estimations Fig. 6.26 shows a possible arrangement for Radarsat-
2 and ALOS-2 images based on the design parameters of table 6.27. Because a given
Radarsat-2 image can be combined with the previous or the next ALOS-2 image, it is
actually possible to estimate soil moisture every 3.5 days. However these estimations
will not be independent. The time sampling of independent soil moisture estimation
is only 7 days. This is similar to the difference between computing independent
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Radarsat-2 acquisition
ALOS-2 acquisition
Independent soil moisture estimation
7 days
Non-independent soil moisture estimation
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Non-independent soil moisture estimation
Figure 6.26: Independent and non-independent soil moisture estimations. The di-
agram shows independent estimations every 7 days, and intermediate estimations
obtained with radar acquisitions used twice.
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Figure 6.27: Importance of synchronization of Radarsat-2 and ALOS-2 on the av-
eraging time. Both T1 and T2 have to match the timeliness requirements (T1/2 <
timeliness and T2/2 < timeliness).
averages or computing non-independent averages using a moving averaging window.
Synchronization between satellites Depending on the synchronization of the
satellites selected for the model inversion, the averaging time of each soil moisture
estimation can be different (Fig. 6.27). As a result, the error due to crude averaging
alternates and the timeliness also alternates from very timely to a more delayed
estimation. While it has been shown that crude averaging may not be an issue, the
synchronization of the satellites should be selected so that all estimations are timely
delivered. For example on Fig. 6.27, the time sampling of both satellites may be
T1 + T2 = 7 days, but a timeliness of 2 days would also require T1, T2 ≤ 4 days.
Model inversion methods The previous trade-off only discussed which radar
measurements were used in the model inversion. Because it relies on the contours
of number of looks presented in section 6.2.3, it was implicitly assumed that soil
moisture is estimated through a least-square minimization as expressed in the χ2.
Assuming that there exist a dynamic model able to provide useful a priori informa-
tion on soil moisture / RMS height, Data Assimilation methods which can handle
prior knowledge about the parameters could outperform the χ2.
Following the overview of the different Data Assimilation methods in section
2.3.3, the choice of a given method will depend in particular on (1) the size of the
problem, (2) the frequency of assimilation of new measurements, (3) non-linearity
of the models, and (4) whether measurements posterior to the estimation date are
assimilated.
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1. the size of the problem is related to spatial resolution, coverage, number of as-
similated images, and number of estimated parameters. Variational methods
are the preferred choice for very large problems. For example, for its medium-
range weather forecast, the European Centre for Medium-Range Weather Fore-
casts (ECMWF) assimilates every 12 hours 13 million observations in order to
estimate 80 million parameters [150].
Soil moisture estimation is a smaller problem as it is a soil surface parameter
compared to the multiple layers used to model the atmosphere for weather
forecasting. With two images at C-band (hh+ hv) and two images at L-band
(vv+ vh) with a resolution of ~1 km after multilooking for a total coverage of
1000 km, there will be about 16 million measurements. And if soil moisture
is estimated along with RMS height there will be about 2 million parameters.
Therefore even though speckle averaging is done prior to data assimilation, the
size of the problem remains a challenge for monitoring at national coverage.
2. when the parameters have to be updated as new measurements become avail-
able, a Kalman filter is more suitable than a variational method. Here, model
inversion is possible only once the different images have been collected. There-
fore a variational method is acceptable.
3. Backscattering models are not strongly non-linear, hence there is no need for
a Particle filter.
4. In case the model inversion at a given time relies on future measurements, a
(Kalman/Particle) smoother or a 4D-variational method must be used. Filters
and 3D-variational method only handle information prior to the estimation.
In this thesis, the χ2 method was suitable because soil moisture was estimated for
one field at a time. From the points mentioned above, it appears that for operational
monitoring, the choice of the DA method is mainly driven by the size of the problem.
With millions of measurements and parameters, a Variational method may be the
most suitable option. And because measurements are collected over several days, a
4D variational method might be required to include measurements posterior to the
estimation date.
More is not always merrier The tradeoff on the the radar measurements to be
combined, showed on multiple aspects that more does not necessarily brings merrier.
On deciding whether or not adding an extra measurement, one has to verify that
the improvement of one characteristic of the output does not come at the sacrifice
of other aspects. For example, the minor improvement obtained when adding a
vh−image to a combination of hh− and vv−images might not be worth the added
complexity of the inversion (longer computational time). Also adding a satellite
to the inversion scheme may improve the uncertainty of the output but may also
degrade to an unacceptable level its time sampling or timeliness.
Ideal soil moisture requirements This tradeoff aimed at achieving the mini-
mum observation requirements for soil moisture. Regarding the ideal observation
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requirements, Fig. 6.23 suggested that 10 000 looks would be required to reach
a ±0.01 m3/m3 soil moisture uncertainty. The ideal 100 m soil moisture resolution
would then require a 1 m radar resolution. Spatial resolutions of this order of magni-
tude are only achievable by concentrating the transmitted power into a narrow beam
which results in a footprint smaller than 100 km. The ideal 24 h time sampling may
be achievable with a constellation of 3-4 satellites, but this will only provide a strip
of images per day. Therefore, the imaged scene will be less than 100 km in the range
direction.
In other words, even when neglecting all sources of uncertainty but speckle, the
ideal observation requirements seem only achievable for a narrow coverage. However,
considering that backscattering models and SARmeasurements will never be perfect,
the ideal requirements may actually be out of reach of SAR instruments.
Consequences of other applications The focus of this research was soil mois-
ture estimation for hydrology and agriculture. Nonetheless, the reasoning involved
in the trade off can be applied to other applications listed by the OSCAR tool which
would also benefit from soil moisture estimation.
For hydrology and agriculture, the contours of number of looks showed that
speckle may be an intrinsic physical limitation to achieve both low soil moisture
uncertainty, fine spatial resolution, and wide coverage. Low uncertainty requires
significant multilooking, the latter is limited by the required high fine spatial res-
olution of soil moisture. Sufficient multilooking can be achieved only if the radar
resolution is very fine which is not compatible with wide coverage.
For the other applications listed in table 6.28, the spatial resolution requirement
is not as demanding as that of hydrology/agriculture. Therefore there do not seem
to be any physical limitations to achieve the uncertainty requirement.
Uncertainty requirements below 0.02 m3/m3 are marked in blue, because speckle
may not be an issue but such levels of uncertainty will require accurate compensation
of any biases on the measurements and on the models which may be possible in the
future. Note that if one consider only speckle, even a 0.005 m3/m3 would require
about 50 000 looks (with full-polarimetric L-, C-bands data) which is feasible as the
50 km soil moisture resolution would only require a ~200 m radar resolution. At this
coarse resolution, the estimation could also be improved with passive radiometers.
Time sampling of less than one day are also marked in blue, because daily global
land coverage would require a dense constellation of LEO SARs or GeoSARs. This is
not impossible to achieve but will certainly involve large costs and intensive ground
operations.
Finally, three sets of requirements are marked in red because they require both
low uncertainty, medium resolution, and very fine time sampling. For example
Global Numerical Weather Prediction would necessitate a ~90 m radar resolution to
achieve the ideal uncertainty / spatial resolution. Even a GeoSAR which remains
continuously above a given region, would hardly achieve such performance with
a time sampling of just a few hours. Though not impossible, this would involve
complex engineering.
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Application
(confidence)
Uncertainty
[m3/m3]
Resolution
[km]
Time
sampling
Timeliness Coverage
0.01 15 1 d 10 d
GEWEX1 0.02 50 3 d 15 d Global
(tentative) 0.05 250 10 d 30 d land
0.02 5 3 h 3 h
Global NWP2 0.04 15 1 d 1 d Global
(reasonable) 0.08 100 5 d 5 d land
High Res 0.02 1 1 h 30 min
NWP 0.04 5 3 h 1 h Global
(reasonable) 0.08 40 6 h 6 h land
Nowcasting 0.01 5 1 h 1 h
/ VSRF3 0.02 10 6 h 6 h Global
(reasonable) 0.05 50 1 d 1 d land
0.01 50 1 d 1 d
SIA forecasts4 0.02 100 2 d 2 d Global
(reasonable) 0.05 500 5 d 5 d land
0.005 50 7 d 1 y
TOPC5 0.007 60 11 d 1 y Global
(speculative) 0.01 100 30 d 2 y land
1Global Energy and Water Cycle Experiment, 2Global Numerical Weather Prediction,
3Very Short Range Forecasting, 4Seasonal and Inter-Annual forecasts, 5Terrestrial Observing
Panel for Climate
Table 6.28: Observation requirements for other soil moisture applications [7]. Black
values are achievable requirements. Blue values may become achievable in the fu-
ture. Red values are at the limit of being achievable even in the future. For each
application the first row corresponds to the ideal requirements, while the third row
corresponds to the minimum requirements. The confidence indicates how likely such
a soil moisture product would benefit a given application.
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Discussion
This chapter is an overall discussion on the soil moisture estimation problem.
Section 7.1 highlights the need for a standard roughness measurement method.
Section 7.2 discusses change detection methods from an operational point of
view.
Section 7.3 examines how backscattering models could be improved.
Section 7.4 considers the challenge of fields with crops.
Finally, section 7.5 questions the benefits for soil moisture of future SAR mis-
sions.
7.1 A standard measurement method of the rough-
ness parameters
As seen in the literature review (section 2.1.1), there are now numerous methods
available to measure surface roughness for radar scattering (pin profilers, laser pro-
filers, meshboards, laser scanner, photogrammetry). This large range of methods is
related to the fact that the potential of SAR for measuring soil moisture has been
identified almost 40 years ago [151]. News methods have been developed because
the existing ones did not meet all the measurement requirements identified at a
given time. This variety of methods produces individual datasets of roughness mea-
surements which are difficult to unify as they may not contain the same physical
quantities. In order to build up on existing and future experiments, there is a need
for a standard roughness measurement method.
To become standard, the measurement method has to be affordable financially
and technically. Stereo-photogrammetry and laser scanner do not yet meet these
conditions. This may be why some experiments done after 2012 still rely on rough-
ness measurement with a simple 1-2 m pin profiler [152, 153, 90]. In section 5.1,
SfM was introduced as an affordable and flexible method which can meet all the
measurement requirements imposed by microwave scattering. More work is still re-
quired to fully characterize the performance of SfM against the number and type of
pictures, but SfM could be suitable tool as the basis of a standard 3D measurement
method.
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Beyond the surface roughness measurement method, the processing chain to ob-
tain the roughness parameters needs also to be standardized. Luckily the different
computational method to access the RMS height and the correlation length are
usually mathematically equivalent. The only ambiguous processing step is the de-
trending of the raw height measurements. Again throughout years of research, the
simplest method seems to prevail, i.e. linear detrending of profiles. Even though
it has not been tested with radar measurements, filtering the height measurements
with a band-pass filter seems to be a more sensible technique. Cutoff frequencies
of the filter could be recommended after a dedicated study which would examine
the correlation between radar measurements and roughness measurements for var-
ious cutoff frequencies. In terms of complexity, built-in functions that implements
band-pass filters are available in most numerical computing software.
Such a standard measurement method will not directly solve the soil moisture
estimation problem, but it will certainly make global research more efficient.
7.2 Change detection methods
The roughness measurements analyzed in this report suggested that the soil surface
can undergo over a short period of time natural changes which are not negligible for
microwave scattering. Most of these changes occurred for rainy weather conditions
which are not uncommon throughout the year in the UK, but could be more occa-
sional in other countries at lower latitudes. Surface roughness changes also depends
on the type of soil. Some soil compositions may be more resistant than the one
available for this study.
For these two reasons change detection techniques are certainly suitable for some
regions of the world and at some periods of the year. When applicable they are very
attractive methods as the contribution of surface roughness to scattering does not
need to be explicitly modeled. This bypasses the main challenge of soil moisture
estimation at field scale.
As can be expected change detection method are not flawless. For example
Moran et al. used the difference σ0 − σ0dry with σ0dry the backscattering response
for dry soil conditions. They noticed that good results were obtained only when
σ0 corresponded to wet soil conditions (mv ≥ 0.20 m3/m3). All in all, techniques
relying on a difference of radar measurements will be more sensitive to measurement
noise.
Even though some studies report encouraging results over a given region and a
given period of time, change detection techniques seem poorly suited for continuous
monitoring with large coverage. Throughout the year, changes (natural or man
made) in surface roughness would need to be detected, not necessarily quantified,
in order to reset the reference of the change detection algorithm.
For continuous monitoring and for estimation over regions where weather condi-
tions make surface roughness variable, techniques which explicitly solve the ambi-
guity soil moisture / surface roughness are required.
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7.3 Backscattering model
From the experiment with Radarsat-2, it appears that estimation of soil moisture
was not successful mainly because of inaccuracy of the Oh backscattering model.
The comparison between measured σ0 and simulated σ0 led to values which are
within the RMS error obtained for the original data fitting of the model. Therefore
the validity of the model may not be to blame. It is simply not accurate enough.
To go further, it would be interesting to know how the different data sets used for
the original data fitting may contribute differently to the final RMS error. With
the Radarsat-2 data at hand, the error was systematic with underestimation of σ0vh,
p, and q. The original data fitting was done with 7 data sets forming a total of
651 measurements acquired with POLARSCAT, AirSAR, and a scatterometer, at
multiple locations in the US and in South Korea. If each data set led to different
systematic errors, this would indicate that the model may be neglecting a property
of the soil which differs for each location, or that a correction factor needs to be
applied depending on the instrument.
Eventually, deriving a simple model for backscattering over agricultural surfaces
is still work in progress. The flashing field phenomenon may not be describable
with a simple model [16], but flashing occurs only for particular viewing directions
perpendicular to the row structure of a field. Therefore, when it occurs this phe-
nomenon could probably be avoided by preparing the soil surface in a direction
which is unlikely to be perpendicular to the flying direction of SARs. Since all
current SARs are placed in a sun-synchronous orbit, this restriction on the tillage
direction still leaves many alternative directions.
With the exception of flashing fields, the development of a global backscattering
model for bare agricultural fields, simple enough to be used operationally, seems
still achievable. In order to derive an accurate model with a wide range of validity,
a collection of datasets acquired with different sensors at different locations would
certainly be beneficial. Such a database could already be available from the numer-
ous published studies carried out around the world with both radar measurements
and in situ measurements. To be combine together, the datasets must contain in
situ measurements acquired with similar methods. This motivates again the need
for standard measurement methods particularly for the roughness parameters.
7.4 Vegetation
Vegetation might be the second main challenge of soil moisture estimation after
surface roughness. Similarly to the scattering of soils, the scattering of vegetation
depends on the dielectric properties of vegetation (water content) and its structure
[61]. For large biomass such as thick forest, soil backscattering is negligible as the
signal does not penetrate the thick vegetation cover. Over agricultural fields with
crops, the backscattered signal is usually modeled as the sum of a contribution from
the crops and a contribution from the soil. The most commonly used vegetation
model must be the Water Cloud Model which represents vegetation as a cloud of
dielectric spheres parametrized by its density and its height [154]. The Water Cloud
Model can then be coupled with any bare soil backscattering model. Vegetation
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has been deliberately ignored in this project as it represents an additional difficulty
which can be fully solved only if backscattering from the soil surface alone is clearly
understood.
Since the effect of sparse vegetation on backscattering can safely be neglected,
soil moisture estimation over bare soils is directly usable for a large fraction of the
crop cycle. Even when vegetation is not accounted for, vegetation must still be
detected to classify fields for which a bare-field method is applicable. This can
be done by using visible / near infrared band imagery (SPOT or Landsat satellites)
[155, 49] or a combination of radar polarizations [156, 80, 49] like the cross-polarized
ratio q. Manninen et al. even found the co-polarized ratio σ0vv/σ0hh from Envisat
more effective than Spot imagery [157]. Using ratio of polarizations is also attractive
from an operational point of view because the same images used for soil moisture
retrieval can be used for field classification.
7.5 Future Earth Observation missions
7.5.1 Satellite constellation
For the past 20 years most of the SAR missions have been based on a single satellite
at a time, with successors launched one after the other to ensure data continuity.
For example it is the case of TOPEX/Poseidon, followed by Jason-1, followed by
Jason-2; all from a collaboration NASA/CNES. The same goes for ERS-1 followed
by ERS-2 followed by Envisat, all from ESA. And of course it applies for Radarsat-1
followed by Radarsat-2, by the Canadian Space Agency. There are also been many
one-off missions, more science based, such as the Gravity Recovery And Climate
Experiment (GRACE) or the Tropical Rainfall Measuring Mission (TRMM). One
of the main limitations of having one satellite at a time for monitoring applications
like soil moisture estimation is data availability [69, 5]. In response to this short-
coming, future missions seem to opt for satellite constellations. COSMO-Skymed (4
satellites) and TanDEM-X (2 satellites) are already operational at X-band. ESA is
leading the Sentinel-1 mission with a 2 satellite constellation at C-band in the con-
tinuity of Envisat and Radarsat-2 [144]. Sentinel-1A is already providing images.
The CSA is also planning the Radarsat constellation at C-band with three satellites
(launch in 2018) [158].
This improvement in data availability will benefit change detection methods
which rely on a series of images. It is also necessary for inversion methods based on
different radar configurations. Indeed section 6.3.3 suggested that weekly estimation
of soil moisture with a 1 km resolution and a coverage of 1000 km was hardly
achievable with only a single satellite at L-band and a single satellite at C-band.
For operational monitoring having satellite constellations may not be the only
requirement. The latest SAR instruments are targeting multiple applications thanks
to a complete range of imaging modes and polarizations. These platforms are useful
at the moment as they allow investigating the challenges of different applications.
However for continuous monitoring of soil moisture, it is likely that a constellation
of satellites with different frequency bands and operating in a single mode with long
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duty cycle, will be required. In other words, there may have to be a specific soil
moisture mission [151].
7.5.2 Geosynchronous SAR
All the current and announced SAR missions are with satellites in Low Earth Orbit
(LEO) at altitudes ranging from 600 km to 900 km. The Geostationary ring has
been used for visible and infrared bands, but has not been used yet for radar. In
1978, Tomiyasu introduced the idea of placing a SAR on a geosynchronous orbit
close to the geostationary ring [159]. Because a Geosynchronous SAR (GeoSAR)
would remain continuously above a selected region, it is an attractive concepts for
monitoring applications. It could provide frequent measurements over a given area,
and spatial resolution would remain fine enough thanks to a long integration time
to build a large synthetic antenna [160].
Since Tomiyasu’s early work, different concepts have been suggested with either
a high inclination orbit or a low inclination orbit. The former would require a large
antenna with significant transmitted power [161]. The latter has more reasonable
antenna size and transmitted power as it relies on a long integration time to build
a very large synthetic antenna [160]. While LEO SARs have an integration time
shorter than a second (TerraSAR-X 0.25s, Radarsat-2 0.24s, ALOS-1 1.47s) [162], a
GeoSAR could have an integration time from a few minutes to a few hours. One of
the advantages of such a long integration time is that changes of parameters affecting
backscattering will be averaged throughout the integration. On the one hand, for
weekly soil moisture estimation, an integration time of a second (LEO SAR) or of
several hours (GeoSAR) may not make any significant differences as both can be
considered as snapshots. On the other hand, for daily soil moisture estimation, the
average soil moisture sensed by GeoSAR over a window of a few hours may be more
valuable than LEO SAR snapshots. Eventually a constellation of GeoSAR placed
above a given region could provide daily images with a resolution of 10-100 m and
continental coverage. With such characteristics, GeoSAR could be the solution to
provide the measurements needed for continuous soil moisture monitoring with a
performance better than the minimum observation requirements listed in table 6.28.
Ultimately both LEO SAR and GeoSAR images could be combined to improve soil
moisture estimation.
7.5.3 System of systems and Data Assimilation
The combination of data at different frequency bands from different satellites sug-
gested in section 6.3.3, illustrates the benefits of a System of Systems. When it is
difficult to design an EO mission which meets all the requirements of its potential
applications, a System of Systems approach can compensate the gaps of the systems
taken individually.
All the SAR constellations COSMO-Skymed, TanDEM-X, Sentinel-1, Radarsat
constellation, are constellations of identical satellites. Using identical satellites sim-
plifies the development of the mission because the design, manufacturing, and tests
of each unit are identical. It also makes the constellation more robust in case one
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satellite is lost since the satellites are interchangeable. Eventually this strategy is
leading to constellations at C-band and constellations at X-band, while section 6.2.3
suggested that a combination of different frequency bands could be very beneficial
for soil moisture estimation. Ideally a constellation dedicated to soil moisture would
include 2 twin satellites at L-band, and 2 twin satellites at C-band. As an alterna-
tive, a System of Systems approach could be used to combine images from different
single-band SAR constellations.
System of Systems is already operational for weather forecasting. Every 12 hours,
the medium-range weather forecast of the ECMWF combines measurements from
satellites, aircraft, automatic weather stations on land and ships, radiosondes, and
other sources [150].
Similarly a System of Systems for soil moisture estimation could combine mea-
surements from other instruments than SARs within a 24 hours window. Such
instruments include for example passive radiometers, Lidar measurements, visible /
near infrared sensors, and in situ measurements from permanent networks.
The L-band passive radiometer of the SMOS mission already provides global soil
moisture measurements at a resolution close to 50 km. The future SMAP mission
(launch in January 2015) is also going to provide L-band measurements from both
a passive radiometer (~40 km resolution) and a SAR (~1-3 km resolution).
Lidars could also provide direct estimation of surface roughness. At the moment,
ground-based Lidar can provide mm accuracy DEMs over plots of a few meters
[163]. Airborne Lidar can provide DEMs of 100× 100 m with a cm accuracy [164].
Measurement accuracy is mainly limited by system thermal noise and uncertainty on
the position of the platform [165]. At the time of writing, Lidar is only available with
airborne platforms as an expensive alternative to ground-based surveys. Systematic
assimilation of Lidar roughness measurements seem reasonable only if spaceborne
Lidar measurements become available.
As mentioned in section 7.4, visible / near infrared sensors can be used to clas-
sify bare/vegetated soils and to quantify parameters related to vegetation (Leaf
Area Index, Vegetation Water Content). These vegetation parameters are useful
measurements as they required to retrieve soil moisture over vegetated soils.
Finally, networks of in situ probes already provide local measurements of soil
moisture [3] which could be assimilated as accurate point references.
In summary, multiple sources of measurements are already available but in prac-
tice, an operational System of Systems would require an infrastructure similar to
the ECMWF dedicated to gathering and assimilating the outputs of the individual
systems .
Data Assimilation methods provide an optimal implementation of System of
Systems. The two main steps of Data Assimilation techniques are the analysis
step and the forecast step. At the analysis step, measurements are combined with
the output of the previous forecast step to generate an optimal estimation of the
parameters. Then the output of the analysis step is propagated forward with the
forecast step.
In this project, no Data Assimilation method was used - the χ2 method does not
handle prior information from a forecast step. Nonetheless the results obtained with
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the χ2 method can be related to Data Assimilation. Indeed, the χ2 can be thought of
an analysis step without prior information from a forecast. Thus it allows studying
the benefits of the measurements alone on the estimation. In turn, the results of
this study could be used for selecting the most useful measurements to be input in
a Data Assimilation method.
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Conclusion
In this chapter, section 8.1 summarizes the main results. Section 8.2 gives a con-
clusion of the thesis with regard to the initial objectives. Finally section 8.3 gives
recommendations for future work.
8.1 Summary
8.1.1 Surface roughness characterization
Change detection technique relies on the assumption that surface roughness remains
stable over a given time window during which soil moisture is the only changing
parameter to be estimated. As there is little data available to verify the constancy
assumption of surface roughness for agricultural soils, an experimental setup based
on Structure from Motion was designed to provide data to test this assumption. The
three main outcomes of this experiment are (1) a valuable characterization of the
SfM measurement method, (2) the introduction of a different approach to compute
the roughness parameters (band-pass filtering / 2D PSD), and (3) information about
the temporal variability of surface roughness.
Characterization of the SfM-based method Characterizing the performance
of the measurement method was valuable for the experiment as it insures that the
measurements can be trusted, but also for future experiments as it gives pointers
in terms of how the setup should be designed to reach a set of requirements. All in
all, the SfM method was able to provide high resolution DEMs (57 points/cm2) of
a ∼ 6 m2 soil surface with a vertical accuracy of about 3 mm. And the flexibility
of SfM makes the measurement method easily adaptable to larger surface area or
higher resolution/accuracy by changing mainly the number of images, the acquisition
height and the focal length.
Roughness spatial statistics Surface roughness is commonly estimated over
multiple transects of 1 m after linear detrending. The improved accessibility of
methods based on laser scanner or photogrammetry (SfM) makes roughness mea-
surements at higher resolution and over larger surface area possible and brings addi-
173
Chapter 8 Section 8.1 Boris Snapir
tional questions regarding how surface roughness must be accounted for in microwave
scattering.
In particular, computing the roughness parameters for different sizes of DEM
and different detrending methods (detrending by plane-fitting or high-pass filtering)
highlighted the need to investigate which spatial scales are actually relevant for
microwave scattering as this point is not clear at the moment. While not proven,
applying a high-pass/band-pass filter to the DEM seem to be a sensible method to
isolate the spatial scales which the radar is sensitive to.
Beyond the detrending method, the values of the roughness parameters also de-
pend on the method used to compute these parameters. This is particularly true
for anisotropic soil surface which is a common configuration when dealing with agri-
cultural soil surfaces. After detrending the DEM, the roughness parameters are
usually computed along directional 1D transects or all over the DEM. This thesis
suggested computing the roughness parameters from the 2D PSD. On top of mak-
ing full use of the 3D roughness measurement, two main clues suggest that this
method is worth further investigation. First, in theoretical models (Small Pertur-
bation Method, Physic Optics Model, and Integral Equation Method) σ0 is propor-
tional to the PSD. Second, section 5.2.5 showed that the flashing field phenomenon
which was observed in [62] and [122], could be explained to some extent when com-
puting the roughness parameters along different directions of the 2D PSD, while
this was not possible with the classically used computational methods.
Finally, band-pass filtering and 2D PSD could easily be implemented together
since the filtering is done efficiently in the frequency domain.
Roughness temporal variability While the two previous outcomes can be con-
sidered as byproducts of the SfM experiment, the results related to the temporal
variability of surface roughness are directly related to soil moisture estimation with
the change detection method.
The straightforward acquisition procedure with SfM along with permanent ref-
erence targets allowed generating multiple time series of DEMs. Visually, the DEMs
captured some surface processes which are connected with weather conditions. Two
notable processes are smoothing of the soil surface with rainfall and cracking of the
soil surface during dry periods. As expected for the roughness parameters, smooth-
ing comes with a decrease in RMS height and an increase in correlation length, and
vice versa for the cracking process. Even though it is clear that these changes are
related to soil moisture, soil temperature, and rainfall, deducting a model between
these parameters and the roughness parameters is not straightforward. To date, it
is nonetheless the first dataset which shows clear opposite changes between the two
roughness parameters under natural conditions.
These changes are detected whatever the detrending technique which is a first
indication that roughness changes mainly concern small roughness scales. This was
confirmed by analyzing changes in PSD. The changes occur at roughness scales
smaller than 0.5-1 m. It was not possible to explain changes in PSD happening for
scales below 1 cm. This suggests that the current setup is unable to capture the
small height variations happening at these scales.
Even though there exist periods with stable weather conditions during which
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surface roughness can reasonably be assumed constant, backscattering simulations
with the Oh model and the SfM measurements show that it is not rare to have non-
negligible changes in RMS height over periods of a couple of months. Over these
periods, change detection methods will be unable to provide reliable soil moisture
estimation. The RMS height has to be treated as an unknown variable just like soil
moisture.
To solve the inverse problem for both soil moisture and RMS height, model
inversion was investigated for different combinations of radar measurements (multi-
polarization, multi-incidence, multi-frequency).
8.1.2 Soil moisture estimation with multi-polarization, multi-
incidence, and/or multi-incidence radar measurements
This second part of the study made use of power transform, χ2 fitting and Monte
Carlo simulation to investigate which combination of radar measurements lead to
the most reliable soil moisture estimation. First, inversion with multi-polarized
measurements was investigated with a set of Radarsat-2 images. Then simulated
measurements were used to determine which combination of measurements was the
most robust against radar speckle. Finally the last section discussed the trade-
off involved when selecting the different measurements to reach the observation
requirements for soil moisture.
Inversion with multi-polarized Radarsat-2 images An overall inspection of
the radar measurements showed encouraging correlations with the in situ measure-
ments of soil moisture and RMS height. Then the χ2 method applied to two acqui-
sition dates highlighted three points.
1. The goodness-of-fit can be used to assess the agreement between each polar-
ization, particularly in the full-polarimetric case.
2. Correcting systematic errors on the measurements and/or on the model is
critical as a 0.5 dB error can compromise soil moisture estimation.
3. The hh− and vv−polarizations are driving the inversion, while the vh−polarization
is not a crucial measurement.
The agreement between retrieved parameters and in situ measurements was good for
these two acquisition dates in the (hh, vv) and (hh, vv, vh) cases. However it was
quite poor when the method was applied to other fields and other acquisition dates.
This was attributed more to the Oh model than to errors on the radar measurements.
Following a comparison between measured values and simulated values from in situ
measurements, the expression for q seems to be the most erroneous with systematic
underestimation by the Oh model. This mismatch is not related to bad in situ
measurements. Indeed another analysis which does not rely on in situ measurements
showed that the measured values for q often exceed the theoretical maximum values
allowed by the Oh model. In the end, the observed errors are not too surprising as
they fall within the range of the RMS error of the original fit of the Oh model.
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Robustness to radar speckle An overall analysis of contours at multiple polar-
izations showed that parameter uncertainty is driven by three factors, (1) speckle
strength, (2) sensitivity of the measurements to the parameters, and (3) condition-
ing of the problem. Speckle is stronger for rough and wet soil surfaces and can be
mitigated by multilooking at the price of spatial resolution. Sensitivity of the mea-
surements depends on the radar configuration and the actual values of the retrieved
parameters. Conditioning of the problem is related to how the different radar mea-
surements have an independent contribution to solving the inverse problem, it also
varies with the actual values of the retrieved parameters.
Simulations show that with full-polarimetric measurements, at least 2500 looks
are required to reach a ±0.05 m3/m3 uncertainty on soil moisture, which leads to
a 500 m soil moisture resolution if the radar resolution is 10 m. The worst case
corresponds to wet soils with RMS height close to 15-20 mm. In comparison, reliable
estimation of RMS height does not seem feasible for RMS height below 20-25 mm.
Above that threshold, the χ2 returns unrealistic values from which one can only
infer that the soil surface is rough with an RMS height larger than 25 mm.
The cases of multi-incidence measurements and multi-frequency measurements
were then investigated. The former is not suitable to solve the inverse problem as
according the Oh model a change in incidence angle only produces an offset on the
measurements. The multi-frequency case turned out to be particularly robust for
RMS height above 10 mm. When combined together, multi-polarization data and
multi-frequency data compensate most of their respective weaknesses. With full-
polarimetric measurements at both L- and C-band, at worst 600 looks are required
to reach a ±0.05 m3/m3 uncertainty on soil moisture (for wet soils and RMS height
close to 10 mm).
Even though the Oh model did not seem very accurate when applied to Radarsat-
2 measurements, the overall arrangement of contours agree with well known scat-
tering behaviors and with other backscattering models. Therefore these results are
fairly reliable and provide a good basis to highlight configurations which are worth
further investigation.
Model inversion trade off Besides a low uncertainty, there are other conflicting
requirements on soil moisture which must be considered when selecting the differ-
ent sources of measurements. In short, a low uncertainty on soil moisture can be
attained by (1) combining measurements in space (multilooking) and/or (2) com-
bining measurements in time (images from multiple satellites). The first point has
to be balanced with spatial resolution of soil moisture, and can be improved by
using high resolution images at the price of spatial coverage. The second point
must be balanced with time sampling and timeliness. In the end, merging hh− and
hv−images at C-band from Radarsat-2 with vv− and vh−images at L-band from
the ALOS-2 mission seems to be a promising combination to reach the minimum
requirements defined by the OSCAR tool. The retrieval could be improved to some
extent by combining more images and by taking advantage of predictive models
through a Data Assimilation method. In particular, a dense constellation of LEO
SARs, and/or a constellation of GeoSARs would directly improve time sampling
and coverage. Such a measurement system would need to be specially designed for
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soil moisture monitoring. In comparison, even when neglecting all sources of un-
certainty but speckle, the results showed that the ideal requirements might only be
achievable for a narrow coverage. In practice, backscattering models will never be
perfect, therefore the ideal requirements might be out of reach of SAR instruments.
8.2 Conclusion
The aim of this study was to investigate the feasibility of estimating soil moisture at
field scale from radar measurements. At the moment the ambiguity soil moisture /
surface roughness is the main challenge of soil moisture estimation. The project was
defined around two main objectives. The first one was to investigate the validity
of change detection methods by generating a data set of roughness measurements
which would inform on roughness temporal dynamics. The second objective was to
investigate to which extend the ambiguity moisture/roughness can be solved from
a combination of radar measurements.
The first objective has been met with the numerous roughness measurements
acquired with SfM over more than a year. Valuable knowledge has emerged from
the analysis of both the measurements method and the measurements.
First, SfM was proved to be a good alternative to roughness measurements with
laser scanner or stereo-photogrammetry. It is affordable (commercial grade camera,
open-source software), accessible (no expert knowledge required), flexible (uncon-
strained image acquisition), and measurement quality is good enough for microwave
scattering (mm accuracy).
Beyond the acquisition method, an innovative processing method was also pre-
sented. Band-pass filtering is a sensible method to detrend the DEM as it isolates
only the roughness scales the radar is presumably sensitive to. And computing
the roughness parameters from the 2D PSD appears to match closely the way the
incident wave interacts with the soil surface.
Eventually the generated time series of roughness measurements provided clear
evidence that the common practice of neglecting changes in surface roughness over
periods of a couple of months is not always valid. Surface roughness tends to
smoothen with rainfall which leads to a decrease in RMS height and an increase
in correlation length. This is particularly true for ploughed soils which have an
unnatural rough aspect. Over summer, cumulative days of dry weather can lead
to surface cracking which results in an increase in RMS height and a decrease in
correlation length. Backscattering simulations indicates that σ0 is mainly affected
by changes in RMS height. Retrieving soil moisture without taking into account
changes in roughness, can lead to error of more than 0.05 m3/m3 within a month.
Considering that there are additional errors from the radar measurements and the
backscattering model, changes in RMS height should be taken into account to obtain
useful soil moisture estimation. This suggests that for some soil/weather conditions,
change detection methods are not always applicable, and that operational estimation
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of soil moisture all year around requires a method which solves the inverse problem
for both soil moisture and RMS height.
As for the second objective, solving the ambiguity moisture/roughness with a
combination of radar measurements has been investigated with both real radar mea-
surements and simulated measurements.
Solving the inverse problem with Radarsat-2 full-polarimetric images was not
entirely successful. Qualitatively, the radar measurements related well with the in
situ measurements of moisture/roughness. However significant and systematic dis-
crepancies between retrieved parameters and in situ measurements were observed
- under estimation of soil moisture and over estimation of RMS height. This dis-
agreement has been mainly attributed to inaccuracy of the backscattering model.
The error between radar measurements and simulations from in situ measurements
matched the error of the original data fitting of the Oh model. The systematism
of this error suggests that in order to improve the retrieval, additional work is re-
quired to characterize any biases of the Oh model with regard to different radar
instruments.
On the bright side, the χ2 method coupled with power transformation of the
data and Monte Carlo simulation has been a useful tool to investigate the robust-
ness of model inversion for different combinations of radar measurements affected
by speckle. The different contour maps obtained from the simulations provide good
guidelines regarding the performance which can be expected from a given combi-
nation of measurements. Such information is essential for the trade off involved
when selecting a combination of radar measurements to reach a set of soil moisture
requirements. While the ideal observation requirements defined by the OSCAR tool
seem out of reach of SAR imaging capabilities, the results suggest that using both
L-band (vv and vh) measurements and C-band (hh and hv) measurements would
be an attractive combination to reach the minimum requirements. It appears that
time sampling and coverage are the main limitations with the current operational
radar missions. But these two points will improve with future radar constellations.
Ultimately, assimilating multi-polarized and multi-frequency measurements seems
to be a good basis for an eventual Data Assimilation system for global soil moisture
monitoring.
In conclusion, this thesis suggests the SfM measurement method along with new
processing techniques (band-pass filtering / 2D PSD) are good tools to improve
understanding on the interaction between the incident electromagnetic wave and
the soil surface.
While the SfM measurements indicates that change detection techniques may not
always be applicable, this thesis suggests that the ambiguity moisture/roughness
can be reliably resolved by combining both multi-polarized and multi-frequency
radar measurements. Even though, current EO radars may allow reaching only
the minimum requirements of soil moisture observation, this point will certainly
improve with future radar constellations and/or with different EO platforms such
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as GeoSAR.
The ambiguity soil moisture / surface roughness remains a challenge for field-
scale soil moisture estimation, but research on this matter is still progressing with
the availability of new instruments and analysis tools. As no fundamental limitation
has yet been identified, operational soil moisture monitoring still appear feasible.
8.3 Future work
The SfM measurement method The SfM method has been characterized to a
degree which is acceptable for its use in this project but further work is required to
convince the scientific community to use SfM as a standard measurement method.
First it would be interesting to test with different setups, the linear regression
which predicts the point cloud density on Fig. 5.2c. In this project only two types of
acquisitions (DEM A and DEM B) were available and all the images were acquired
with a nadir-pointed camera. Therefore further work is also needed to assess how
the combination of different acquisition heights and different viewing angles impacts
the SfM reconstruction.
Once the effects of the different acquisition parameters have been characterized,
a direct comparison of SfM with other measurement methods (laser scanner, pho-
togrammetry) would be necessary. SfM and photogrammetry are more comparable,
as both techniques generate DEM from pictures. Following the attempt to compare
SfM and photogrammetry in section 5.1.2, a setup with identical camera/lens, im-
age compression, soil surface, and method for estimating the RMS error would be
needed to compare the two methods rigorously.
Estimation of roughness parameters In section 5.2, a high-pass filter was
used to remove unwanted roughness features before computing the roughness pa-
rameters, and the 2D PSD was used to generate directional estimation of roughness
parameters. The former seems an efficient detrending method especially with large
DEMs for which linear detrending is clearly not suitable. And the 2D PSD is a sen-
sible method with regard to how surface roughness is accounted for in theoretical
backscattering models. It also explains to some extent the flashing field phenomenon.
The next step would be to test these methods against radar measurements. The
filtering technique could be tested by looking at the correlation between radar mea-
surements and the roughness parameters estimated from the 2D PSD after filtering
with different cutoff frequencies. And the directional roughness estimation with the
2D PSD could be tested against radar acquisitions taken along different directions
over a field with a strong row structure. Some preliminary tests could be done with
the Radarsat-2 images and the SfM measurements available for this study. Ideally,
the radar measurements would be acquired with a truck-mounted scatterometer for
better controllability, and the axes of the DEMs generated with SfM should be ref-
erenced with regard to the radar azimuth to control the direction of the roughness
estimation.
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Model inversion In section 6.1, the Radarsat-2 images have been used to test
model inversion based on multi-polarized radar measurements. All in all the abso-
lute value of soil moisture was poorly retrieved, but the change in σ0 for the different
polarization seemed to match the largest variations in soil moisture. Therefore, it
would be interesting to test some change detection techniques for a given polariza-
tion. Even though there were many rainfalls throughout the experimental campaign,
the time gap between successive acquisitions may be small enough (7-14 days) to
neglect changes in surface roughness particularly over smooth soil surfaces. In par-
allel, changes in roughness parameters could be evaluated more thoroughly after
processing all the SfM measurements available for each acquisition dates. This was
not done for this project, as only a rough estimation of the RMS height was needed
for comparison with its retrieved value.
Regarding the systematic underestimation of σ0vh, p, and q in section 6.1, one
should investigate how the different data sets used to determine the Oh model
[83] might have a systematic contribution to the final RMS error, according to the
different radar instruments used for each data set. Such information appears to be
missing in [83] and it could certainly be obtained by contacting the main author.
Using the same Radarsat-2 data set, it would also be interesting to test the
model inversion with different backscattering model. Using only the hh− and
vv−polarizations, a comparison could be done between inversions of the Oh model,
the Dubois model, or the IEM. The fact that no expression is available for the
vh−polarization in the Dubois model is not an issue, as inversion of the Oh model
showed that the vh−measurements were not critical. Using the IEM may not be
straightforward, mainly because one must choose a shape of autocorrelation function
and because the correlation length is another unknown parameter.
Operational monitoring In this project, the focus was on the ambiguity soil
moisture / surface roughness over bare agricultural soils. Future work will be re-
quired to assess the feasibility of the whole processing chain in particular (1) the
automatic detection of agricultural fields for which the bare soil assumption is valid,
(2) speckle averaging before or after the detection of bare field, and (3) soil mois-
ture estimation with a Data Assimilation method which can handle all the detected
fields.
The first two points could be investigated with the Radarsat-2 dataset. Detection
of the bare field could be investigated with the cross-polarized ratio σ0vh/σ0vv [80] or
the co-polarized ratio σ0vv/σ0hh [157]. Detection may also rely on the fact that pixels
which belong to a uniform field are expected to take values which are exponentially
distributed. Then the speckle averaging required to reliably estimate soil moisture
should be done only after the detection step, as it may smooth out all the features
of the image if it is done before.
Regarding the Data Assimilation method, one should investigate to what extent
the retrieval can be improved by incorporating a priori information on soil moisture
and RMS height, and by accounting for spatial correlation between neighboring
fields.
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Dissemination of the results So far only the description of the SfM setup has
been published in a scientific journal. Future work should also include dissemination
of the results regarding (1) the temporal variability of surface roughness, (2) the
benefits of using directional roughness estimation with the 2D PSD and (3) the
robustness of model inversion for different combinations of radar measurements.
Priority should be given to the dissemination of the current results and then
to the tasks which reuse the data sets already available for this project. Among
those, the tasks with the lowest priority might be those related to operational mon-
itoring. In comparison, testing the filtering / 2D PSD method with truck-mounted
radar measurements will be more demanding in terms of time and funding, therefore
preliminary tests should be done with the current data set.
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Figure A.1: 03 Sep 2013 Figure A.2: 08 Sep 2013 Figure A.3: 10 Sep 2013
Figure A.4: 17 Sep 2013 Figure A.5: 30 Sep 2013 Figure A.6: 08 Oct 2013
Figure A.7: 14 Oct 2013 Figure A.8: 18 Oct 2013 Figure A.9: 25 Oct 2013
Figure A.10: 25 Nov 2013 Figure A.11: 11 Nov 2013 Figure A.12: 20 Nov 2013
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Figure A.13: 01 Nov 2013 Figure A.14: 05 Dec 2013 Figure A.15: 12 Dec 2013
Figure A.16: 18 Dec 2013 Figure A.17: 17 Jan 2014 Figure A.18: 24 Mar 2014
Figure A.19: 02 May 2014 Figure A.20: 12 Jun 2014
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List of Matlab codes
OhModel_contours Displays contours of the different quantity of the Oh model
- σ0vh, p, q, σ0hh, σ0vv. This code is used for Fig. 2.3.
points_vs_nberOfImages Multiple linear regression between (1) number of
point of the point cloud and number of images, (2) point density and pixel den-
sity, (3) point density and pixels density divided by pixel size. This code is used for
Fig. 5.2.
comparisonDEMAvsDEMB Plots DEM A, DEM B, and (DEM B - DEM A)
for the field 2 05/12/2013. This code is used for Fig 5.3 and 5.4.
RMSheight_spatialStatistics Plots RMS height against DEM length, for de-
trending with plane fit removal or detrending with high-pass filtering. This code is
used for section 5.2.
correlationLength_spatialStatistics Plots correlation length against DEM length,
for detrending with plane fit removal or detrending with high-pass filtering. This
code is used for section 5.2.
anisotropy Computes RMS height and correlation length for multiple rainbows
of transects from 0° to 180°. This code is used for section 5.2.4.
flashingFields_2Dpsd Simulates a rough surface with sinusoidal pattern, and
compare results obtained roughness parameters computed along transects and di-
rectional roughness parameters computed from the 2D PSD. This code is used for
section 5.2.5.
readDataLogger_period1 Reads and displays the data recorded by the data
logger along with available SfM measurements of RMS height and correlation length.
for period 1, field 1 and field 2. This code is used for section 5.3.2.
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readDataLogger_period2 Reads and displays the data recorded by the data
logger along with available SfM measurements of RMS height and correlation length.
for period 2, field 1 and field 2. This code is used for section 5.3.2.
changeInPowerSpectrum_f2_per1 Displays change in PSD for DEMs A field
2 period 1. This code is used for section 5.3.3.
changeInPowerSpectrum_f1_per2 Displays change in PSD for DEMs A field
2 period 1. This code is used for section 5.3.3.
changeInPowerSpectrum_f2_per2 Displays change in PSD for DEMs A field
2 period 1. This code is used for section 5.3.3.
effectOfRoughnessTemporalChanges Analyzes the effect of changes in surface
roughness on σ0hh and σ0vv with the Oh model. In particular, the simulation shows
error on estimation of soil moisture when changes in surface roughness are neglected.
This code is used for section 5.3.4.
sigma0vsSoilMoisture Display time series of Radarsat-2 measurements (σ0hh,
σ0vv, σ0vh) and time series of in situ soil moisture measurements for fields 6, 8, 9,
12, 13. This code is used for section 6.1.1.
modelInversion_vh_hh_vv Model inversion with radarsat-2 measurements of
σ0hh, σ0vv, σ0vh. First, measurement error is made Gaussian with power transform.
Then soil moisture and RMS height are retrieved from χ2 minimization. Finally the
χ2 is applied to resampled data set to determine confidence region. This code is
used for section 6.1.2.
modelInversion_hh_vv Model inversion with radarsat-2 measurements of σ0hh,
σ0vv. First, measurement error is made Gaussian with power transform. Then soil
moisture and RMS height are retrieved from χ2 minimization. Finally the χ2 is
applied to resampled data set to determine confidence region. This code is used for
section 6.1.2.
bandsOfContours Plots bands of contours of σ0hh, σ0vv, σ0vh simulated with the Oh
model, to analyze the features which drives soil moisture / RMS height uncertainty.
This code is used for section 6.1.3.1.
uncertaintyMap_simulation Computes the joint uncertainy on soil moisture
and RMS height for a grid of soil moisture and RMS height, and a range of available
looks. Uncertainty is determined from repeated χ2 minimization with synthetic data.
In the simulation, different wave lengths and polarizations can be combined. The
final results are saved, and can be displayed with the script uncertaintyMap_plot.m.
This code is used for section 6.1.3, 6.2.2 and 6.2.3.
200
Appendix B Boris Snapir
uncertaintyMap_plot Gathers the results obtained from uncertaintyMap_simulation.m
for different ranges of number of looks. And displays contours of number of looks
to reach a given uncertainty on soil moisture or on RMS height. This code is used
for section 6.1.3, 6.2.2 and 6.2.3.
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