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WAVE EQUATION AND MULTIPLIER ESTIMATES ON
ax+ b GROUPS
DETLEF MU¨LLER AND CHRISTOPH THIELE
Abstract. Let L be the distinguished Laplacian on certain semidirect products of
R by Rn which are of ax+ b-type. We prove pointwise estimates for the convolution
kernels of spectrally localized wave operators of the form
eit
√
Lψ(
√
L/λ)
for arbitrary time t and arbitrary λ > 0, where ψ is a smooth bump function supported
in [−2, 2] if λ ≤ 1 and supported in [1, 2] if λ ≥ 1. As corollary, we reprove a basic
multiplier estimate from [5] for this particular class of groups, and derive Sobolev
estimates for solutions to the wave equation associated to L. There appears no
dispersive effect with respect to the L∞ - norms for large times in our estimates, so
that it seems unlikely that non-trivial Strichartz type estimates hold .
1. Introduction
We denote by G the semi-direct product G = R⋉ Rn, endowed with the group law
(x, y)(x′, y′) = (x+ x′, y + exy′).
This subgroup of the affine group of Rn is a solvable Lie group with exponential volume
growth. We call G an ax+ b group.
A basis for the Lie algebra of left-invariant vector fields is given by
(1.1) X = ∂x, Y1 = e
x∂y1 , . . . , Yn = e
x∂yn .
We define the distinguished left-invariant Laplacian as the second order differential
operator
(1.2) L = −X2 −
n∑
j=1
Y 2j .
A right-invariant Haar measure on G is given by
dg = dxdy1 . . . dyn.
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We will use this right-invariant measure in notions such as Lp(G). An operator on
function spaces on G is given by a right convolution kernel k if
(1.3) Tf(g′) = f ∗ k(g′) =
∫
f(g−1)k(gg′) dg, for f ∈ D(G).
The distinguished Laplacian L has a self-adjoint extension in L2(G) ([13]), and thus
we can use spectral calculus to define the operators
(1.4) eit
√
Lm(L),
where the multiplier m will lie in a suitable symbol class. The main purpose of this
article is to prove Theorem 6.1, which states uniform (w.r. to λ and t) pointwise
estimates for the convolution kernels of spectrally localized multiplier operators of the
form
(1.5) eit
√
Lψ(
√
L/λ),
for arbitrary time t ∈ R and arbitrary λ > 0, where ψ is a bump function supported
in [−2, 2], if λ ≤ 1, and in [1, 2], if λ ≥ 1. We can use these estimates to give a
new proof of the basic multiplier estimate used in [5] (see Theorem 6.1 of [5]), which
is based entirely on the wave equation, at least for the class of ax + b groups under
consideration.
As a corollary of our main theorem, we shall also deduce Sobolev estimates for
solutions to the wave equation associated to L.
Our estimates are mainly controlled by the left-invariant Riemannian distance
(1.6) R = R(x, y) := arcch(ch(x) +
1
2
‖y‖2e−x),
of a point (x, y) to the identity element on G, where y = (y1, . . . , yn), ‖y‖2 =
∑n
j=1 y
2
j
and arcch is understood to take [1,∞) to [0,∞).
We remark that, for n = 2, our main theorem could also be deduced from a transfer
principle of Hebisch [6]. In that special situation, the group G is of the form AN where
KAN is the Iwasawa decomposition of the complex Lie group SL2(C), and Hebisch
introduces a mapping from radial functions f on R3 to functions on the group G, given
by
Tf(x, y) = Ce−x
R
sh(R)
f(R),
which preserves the L1 norm and commutes with convolution and with application of
the corresponding Laplacians. This allows to deduce our main Theorem 6.1 from the
analoguous theorem on R3. However, this transfer principle is somewhat misleading,
since it would suggest for higher dimensions estimates different from the ones which
actually hold on G.
We also remark that our results should extend to the distinguished Laplacians which
arise from the Laplace-Beltrami operators on rank one symmetric spaces of the non-
compact type by means of conjugation with the square root of the modular function
(see e.g. [1]), by means of refinements of the estimates for spherical functions in [9].
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However, we shall not pursue this here, since we prefer to present the completely self-
contained proof which we can give for the affine group.
In Section 2, we prove a lemma which describes integration of radial functions over
the affine groups. In Section 3, we derive an explicit kernel representation for the
resolvent of L using the theory of hypergeometric functions. It is known ([8], [4]) that
the resolvent kernels can be expressed in terms of special functions, and this has been
used in [3] to prove estimates for singular integrals related to L. We chose to derive
the integral formula for the resolvent kernel from scratch, even though this task could
have been done quoting tables of special functions such as [2]. We hope some readers
will find benefit of our explicit calculations.
Section 4 presents a subordination argument to obtain convenient integral represen-
tations for the convolution kernels of the operators (1.5).
In Section 5, we prove some asymptotic formulas for the hypergeometric functions
appearing in Section 3.
Section 6 assembles the results of the previous sections to prove Theorem 6.1, which
states pointwise estimates for the convolution kernel of (1.5), and Proposition 6.3,
which states L1(G) estimates for these kernels. We also reprove a multiplier theorem
of [5].
In Section 8, we prove growth estimates for the wave propagator associated with L
using spectrally defined Sobolev norms.
The second author would like to thank Adam Sikora and Terry Tao for helpful
discussions about the affine group and wave operators in general.
2. Integration of radial functions on the affine group
In this section we discuss integration of “radial” functions. The results will be useful
in the estimation of L1-norms of convolution kernels for functions of the Laplacian L.
Bending the notion of radial function, by radial function we mean a function of the
type
e−nx/2g(R)
with R as in (1.6).
We briefly motivate the special form of the radial variable R. For n = 1, the affine
group G is a subgroup of the group of conformal automorphisms of the upper half plane
via the identification of (x, y) with the map z → exz + y. This subgroup acts simply
transitively on the upper half plane, thus we can naturally identify G as a set with the
upper half plane, identifying the neutral element with the point i. In particular, the
hyperbolic metric on the upper half plane turns out left-invariant. The pull back of
the hyperbolic distance from a point z to the point i (which is log |(1+ρ)/(1−ρ)| with
ρ = |z− i|/|z + i|) gives a natural “radial” distance from the origin in the affine group
given by
arcch(chx+
1
2
y2e−x).
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Since R(x, y) = R((x, y)−1) there is no difference between a left and a right radial
variable.
Lemma 2.1. Given a function g : R+ → C, then∫
G
e−nx/2g(R(x, y)) dxdy =
∫ ∞
0
g(R)J(R) dR,
where
J(R) ∼ Rn, if R ≤ 1,(2.1)
J(R) ∼ RenR/2, if R ≥ 1,(2.2)
and a ∼ b means that each of the two numbers can be bounded by a constant times the
other, the constant depending only on n.
Proof. Define
B(r) =
∫
R(x,y)≤r
e−nx/2 dxdy.
Then we have for all r ≥ 0
J(r) = B′(r).
Thus we have to estimate B′(r). Observe that R(x, y) ≤ r implies x ≤ r and
‖y‖ ≤ (2ex(ch(r)− ch(x)))1/2.
Doing the y-integration and letting Vn be the Euclidean volume of the unit ball in R
n,
we obtain
B(r) = Vn
∫ r
−r
e−nx/2(2ex(ch(r)− ch(x)))n/2 dx.
Simplification and differentiation gives
B′(r) =
n
2
2n/2Vn
∫ r
−r
(ch(r)− ch(x))n/2−1sh(r) dx.
First assume r ≥ 1. We break the integral in the previous display into the sum of
(2.3) I1 = sh(r)
∫
|x|<r−1
(ch(r)− ch(x))n/2−1 dx
and
(2.4) I2 = sh(r)
∫
r−1≤|x|≤r
(ch(r)− ch(x))n/2−1 dx .
In the first integral, we have |x| < r − 1 and thus
chR− ch(x) ∼ er , sh(r) ∼ er.
Therefore
I1 ∼ renr/2.
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Thus I1 has already the correct order of magnitude which we need to show for I1 + I2.
Since I1 and I2 are positive, we only need an upper bound for I2. Since in the domain
of integration of I2 we still have
ch(r)− ch(x) ≤ 2er , sh(r) ≤ er ,
we can do the same calculation as before to obtain
I2 ≤ Cern/2.
Now assume r < 1. We do a similar splitting of the integral as before, now into the
regions |x| < r/2 and r/2 ≤ |x| ≤ r. Call the corresponding integrals I1 and I2. In the
domain |x| < r/2 we have
ch(r)− ch(x) ∼ r2 , sh(r) ∼ r , ex ∼ 1.
Hence
I1 ∼ rn−1
∫ r/2
0
dx ∼ rn.
Similarly as before, in the domain r/2 ≤ |x| ≤ r we have the same upper bounds as in
the domain |x| < r/2, and thus obtain I2 ≤ Crn. This completes the proof of Lemma
2.1. 
3. An explicit kernel for the resolvent of L
Assume that k is an integrable function onG such that for every compactly supported
smooth function ϕ we have (in the distributional sense, for this purpose we identify G
with Rn+1)
(3.1)
∫
ϕ(g)(L− λ)k(g) dg = ϕ(0) .
Then, by left invariance of L and right invariance of dg,
(L− λ)
∫
ϕ(g−1)k(gg′) dg =
∫
ϕ(g−1)[(L− λ)k](gg′) dg
=
∫
ϕ(g′g−1)[(L− λ)k](g) dg = ϕ(g′).
Thus the resolvent operator (L − λ)−1 is given by right convolution with k, which
extends to a bounded operator on L2(G). The following lemma describes such a fun-
damental solution k.
Lemma 3.1. Assume λ ∈ C \ [0,∞) and choose ν := i√λ with strictly negative real
part. Then the resolvent operator (L−λ)−1 is given by right convolution with the kernel
k defined by (R = R(x, y) as in (1.6)):
k(x, y) = (−1)l 2
−1−n/2π−n/2
Γ(1− n/2 + l)e
−nx/2
∫ ∞
R
Dlsh,v[e
νv](chv − chR)−n/2+l dv ,
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where l is any integer with −n/2+ l > −1 and we have written Dlsh,v for the l- th power
of Dsh : g → D(g/sh) acting in the v variable.
Moreover, the kernel k satisfies the estimate
(3.2)
∫
BR
|k| dxdy ≤ Cn(1 + |ν|)n2 [1 +
∫ R
0
eRe (ν)rr dr] ,
where BR is the ball of radius R about the origin in G. In particular, k ∈ L1(G).
Proof. Fix λ. For n > 1, we will show that k as defined in the lemma is integrable
and smooth outside the origin, satisfies (L − λ)k = 0 outside the origin, and has
asymptotics
k(x, y) = 2−2π−(n+1)/2Γ((n− 1)/2)(x2 + ‖y‖2)−(n−1)/2 +O(x2 + ‖y‖2)−n/2
near the origin. This will give for any compactly supported ϕ∫
ϕ(g)(L− λ)k(g) dg =
∫
η(g)ϕ(g)(L− λ)k(g) dg ,
where η is a smooth cutoff function at scale ε, i.e. constant equal to 1 on an ε-
neighborhood around the origin and zero outside a 2ε neighborhood, with the usual
contol of derivatives. By definition of the distributional derivative, the last display
becomes ∫
(L− λ)(ηϕ)(g)k(g) dg .
If we subtract the leading order term from k in this integral, then the remaining integral
tends to zero as ε → 0. Thus we may replace k by the leading order term. Also, we
may disregard in the expansion of (L − λ)(ηψ) by Leibniz’ rule all terms other than
those taking two derivatives of η, and also may approximate the coefficient ex by 1.
Thus the last display is equal to (∆ = −∑ ∂2j )
2−2π−(n+1)/2Γ((n− 1)/2)
∫
∆(ηϕ)
(
x2 + |y|2)−(n−1)/2 dxdy .
Now standard theory in Rm ([16] pp. 211, 262) gives that the last display is equal to
ϕ(0), which was to be proved. If n = 1, we use the same approach, here the asymptotic
behaviour of k near the origin is
2−2π−1 log(x2 + ‖y‖2) +O(1) .
Now we prove the properties of k claimed above. Define
d(x, y) := ch(R(x, y)) = ch(x) +
1
2
‖y‖2e−x .
Then the kernel k is of the form
(3.3) k(x, y) = e−nx/2f(d(x, y)),
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with a function f which is smooth on (1,∞). We claim that (L− λ)k = 0 outside the
origin is equivalent to f satisfying the ordinary differential equation
(3.4) −n
2
4
f(d)− (n + 1)df ′(d)− (d2 − 1)f ′′(d) = λf(d)
for d > 1. To verify the claim, we observe
(Xd)2 +
n∑
j=1
(Yjd)
2
= (
1
2
ex − 1
2
e−x − 1
2
‖y‖2e−x)2 + ‖y‖2 = (1
2
ex +
1
2
e−x +
1
2
‖y‖2e−x)2 − 1
= d2 − 1
and
X2d+
n∑
j=1
Y 2j d− nXd
= (
1
2
ex+
1
2
e−x+
1
2
‖y‖2e−x)+nex−n(1
2
ex−1
2
e−x−1
2
‖y‖2e−x) = (n+1)(1
2
ex+
1
2
e−x+
1
2
‖y‖2e−x)
= (n+ 1)d .
Therefore we have
(X2 +
n∑
j=1
Y 2j )e
−nx/2f(d(x, y)) =
= e−nx/2[((Xd)2 + (Y d)2)f ′′(d) + (X2d+ Y 2d)f ′(d)− n(Xd)f ′(d) + n
2
4
f(d)]
= e−nx/2[
n2
4
f(d(x, y)) + (n+ 1)d(x, y)f ′(d(x, y)) + (d(x, y)2 − 1)f ′′(d(x, y)] .
Thus if f satisfies the ordinary differential equation (3.4) on (1,∞), then (L−λ)k = 0
outside the origin, and conversely. Equation (3.4) is a classical hypergeometric differ-
ential equation. The Riemann symbol [10] associated to this differential equation is
(3.5) P

 −1 1 ∞0 0 n
2
+ ν d
−n−1
2
−n−1
2
n
2
− ν

 .
There is a two dimensional space of solutions f . However, there is only a one dimen-
sional space of solutions (those with leading asymptotics d−n/2+ν as d → ∞), which
make k as defined above integrable on the group G. Of course exactly one of these
solutions is normalized properly to make k a fundamental solution.
The following lemma provides an explicit solution of the differential equation (3.4)
in a certain complex region of parameters n and ν.
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Lemma 3.2. Assume −Re (n)/2 > −1 and Re (ν)−Re (n)/2 < 0. Then the function
(3.6) f0(d) =
∫ ∞
arcch(d)
eνv(chv − d)−n/2 dv ,
defined for d > 1, satisfies the ordinary differential equation (3.4).
Proof. Under the stated assumptions on n and ν, the integral defining f0 is absolutely
integrable. We first assume that −Re (n)/2 > 1.
Differentiating under the integral sign gives
f0
′(d) =
n
2
∫ ∞
arcch(d)
eνv(chv − d)−n/2−1 dv ,
f0
′′(d) =
n
2
(
n
2
+ 1)
∫ ∞
arcch(d)
eνv(chv − d)−n/2−2 dv .
Hence,
(n+ 1)df0
′ = (
n2
2
+
n
2
)(−f0 +
∫ ∞
arcch(d)
eνv(chv − d)−n/2−2(chv2 − dchv) dv ,
(d2 − 1)f0′′ = (n
2
4
+
n
2
)(f0 −
∫ ∞
arcch(d)
eνv(chv − d)−n/2−2(chv2 − 2dchv + 1) dv .
It thus remains to prove∫ ∞
arcch(d)
eνv(chv − d)−n/2−2
[
−n
2
4
chv2 − n
2
dchv +
n2
4
+
n
2
]
dv
= λ
∫ ∞
arcch(d)
eνv(chv − d)−n/2 dv .
However, by partial integrations, the right hand side is equal to
=
λn
2ν
∫ ∞
arcch(d)
eνv(chv − d)−n/2−1sh(v) dv
= − λn
2ν2
∫ ∞
arcch(d)
eνv(chv − d)−n/2−1chv dv
+
λ
ν2
(
n2
4
+
n
2
)
∫ ∞
arcch(d)
eνv(chv − d)−n/2−2sh(v)2 dv .
This proves the lemma for −Re (n)/2 > 1 since λ/ν2 = −1 and sh2(v) = ch2(v)− 1
The case −Re (n)/2 > −1 then follows by analytic continuation. 
Clearly, any analytic continuation of (3.6) in the parameters n and ν also satisfies the
ordinary differential equation (3.4). The following lemma provides explicit expressions
for such analytic continuations.
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Lemma 3.3. Assume −Re (n)/2 > −1 and Re (ν) − Re (n)/2 < 0. Then, for each
integer l ≥ −1, we have the identity
Γ(−n
2
+ 1)−1f0(d) = (−1)lΓ(l − n
2
+ 1)−1
∫ ∞
arcchd
Dlsh,v[e
νv](chv − d)−n/2+l dv .
The right hand side provides the unique analytic continuation of the left hand side to
the parameter region −Re (n/2) + l > −1 and Re (ν) − Re (n/2) < 0. The right hand
side satisfies the ordinary differential equation (3.4) in this parameter region. Here we
have set for Re (ν) < 0
D−1sh,v[e
νv] = ν−1sh(v)eνv .
Proof. By partial integration, we have for l ≥ 0
Γ(l − n/2 + 1)−1
∫ ∞
arcchd
Dlsh,v[e
νv](chv − d)−n/2+l dv
= −Γ(l − n/2 + 1)−1
∫ ∞
arcchd
Dl−1sh,v[e
νv]sh(v)−1Dv[(chv − d)−n/2+l] dv
= −Γ(l − n/2)−1
∫ ∞
arcchd
Dl−1sh,v[e
νv](chv − d)−n/2+l−1 dv
By induction, this proves the identity of the lemma. 
To normalize the resolvent kernel properly, we need to calculate the asymptotic
behaviour of f0 near 1. The reader not interested in explicit constants may skip the
following lemma.
Lemma 3.4. Let Re (ν)− Re (n/2) < 0 and assume n is not an odd negative integer.
For R > 0 and R near 0 and any ε ∈ (0, 1) we have
Γ(1− n/2)−1f0(chR) = 2n/2−1π−1/2Γ((n− 1)/2)R1−n +O(R1−Re (n)+ε)
if n 6= 1 and
Γ(1− n/2)−1f0(chR) = 21/2π−1/2| log(R)|+O(1)
in case n = 1. Here the left hand side is to be understood as an analytic function in
the sense of Lemma 3.3.
Proof. We do the case 1 < Re (n) < 2. The general case follows by similar calculations
or by methods of analytic continuation.
Assume R << 1. We split the integral
f0(chR) =
∫ ∞
R
eνv(chv − chR)−n/2 dv
into the integrals over the intervals [R,R1−ε] and [R1−ε,∞]. Since chv − 1 > v2, the
integral over the second interval is bounded by
C
∫ ∞
R1−ε
v−Re (n) dv ≤ CR(1−Re (n))(1−ε) .
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Thus this integral is negligible. For v < R1−ε we write
eνv = 1 +O(R1−ε) ,
chv − chR = 1
2
(v2 −R2)(1 +O(R2−ε)) .
Thus the first integral is
2n/2
∫ R1−ε
R
[v2 − R2]−n/2 dv(1 +O(R1−ε)) .
By an argument as before, we can change the domain of integration back to [R,∞]
doing at most an error of order R(1−n)(1−ε). Thus we have to get asymptotics of the
integral
2n/2
∫ ∞
R
[v2 −R2]−n/2 dw
= 2n/2−1R1−n
∫ ∞
1
[w − 1]−n/2w−1/2 dw .
The integral in the last display can be expressed in terms of Gamma functions:∫ ∞
1
[w − 1]−n/2w−1/2 dw
= Γ(1/2)−1
∫ ∞
1
[w − 1]−n/2
∫ ∞
0
t1/2e−tw
dt
t
dw
= π−1/2
∫ ∞
0
t1/2e−t
∫ ∞
0
r−n/2e−tr dr
dt
t
= π−1/2Γ(1− n/2)
∫ ∞
0
tn/2−1/2e−t
dt
t
= π−1/2Γ(1− n/2)Γ((n− 1)/2) .
This proves the asymptotics claimed in the lemma. 
With Lemma 3.4 we have completed the proof of the identities for the resolvent
kernel k claimed in Lemma 3.1.
It remains to prove the L1 estimates for k (compare with [8]). We can assume that
n is a positive integer. We have to estimate the integral∫ ∞
R
Dlsh,v[e
νv](ch(v)− ch(R))l−n/2 dv = H1ν (R) +H2ν (R),
where
H1ν (R) =
∫ R+2
R
Dlsh,v[e
νv](ch(v)− ch(R))l−n/2 dv
and
H2ν (R) =
∫ ∞
R+2
Dlsh,v[e
νv](ch(v)− ch(R))l−n/2 dv,
and where we choose l such that l − n/2 ∈ {−1/2, 0}.
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It is easily seen that
|H2ν (R)| . |ν|l
∫ ∞
R+2
e(−l+Re (ν))v e(l−
n
2
)v dv . (1 + |ν|)n2 e−n2R+Re (ν)R.
To estimate H1ν (R), for R ≥ 1 we use that in the domain of integration we have
Dmsh−1(v) ∼ e−R,
|Dmeνv| ∼ |ν|meRe (ν)R,
ch(v)− ch(R) ∼ eR(v −R).
This leads to the same estimate as for H2ν (R).
For R < 1 we use that in the domain of integration
Dmsh−1(v) ∼ v−1−m,
ch(v)− ch(R) ∼ v(v −R),
|Dmeνv| ∼ |ν|m.
Thus
|H1ν (R)| . (1 + |ν|l)
∫ R+2
R
v−l−n/2(v −R)−n/2+l dv
. (1 + |ν|l)R1−n
∫ ∞
1
v−l−n/2(v − 1)−n/2+l dv
. (1 + |ν|n2 )R1−n
Put together, we find that for Re (ν) < 0∣∣∣∣
∫ ∞
R
Dlsh,v[e
νv](chv − chR)l−n/2 dv
∣∣∣∣ ≤ Cn(1 + |ν|)n2R1−n(1 +Rn−1)e−n2R+Re (ν)R .
Using Lemma 2.1, this proves the desired estimate (3.2) and completes the proof of
Lemma 3.1.
4. Spectral Multipliers
Let ψ ∈ C0(R). Since ψ(L) is a bounded linear operator on L2(G), by the Schwartz’
kernel theorem and left-invariance of L, there exists a unique convolution kernel kψ ∈
D′(G) such that ψ(L)ϕ = ϕ∗kψ, ϕ ∈ D(G). We shall derive an integral representation
for kψ in this section. In the sequel, we shall sometimes also use the suggestive notation
kψ = ψ(L)δ0.
Since the Gauss-kernels gε(s) =
1√
2πε
e−
s2
2ε , ε > 0, form an approximation to the
identity with respect to convolution, we have ψε := ψ ⋆ gε → ψ, uniformly as ε → 0.
But, ψε has an analytic continuation, given by
ψε(ζ) :=
1√
2πε
∫
R
ψ(t)e−
(t−ζ)2
2ε dt, ζ ∈ C .
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Therefore, ψε(L) is given by the Cauchy-integral
ψε(L) =
1
2πi
∫
γδ
ψε(ζ)(L− ζ)−1 dζ ,
where, for any δ > 0, we may choose for γδ the (clockwise) contour γδ : s 7→ (s + iδ)2,
s ∈ R. By Lemma 3.1, ψε(L)ϕ = ϕ ⋆ kψε , ϕ ∈ S, where the kernel kψε is given, for any
l > n
2
− 1, by
(4.1) kψε(x, y) = cle
−nx
2
∫
R
ψε((s+ iδ)
2)FR(s+ iδ)(s+ iδ) ds ,
where
(4.2) cl :=
(−1)l
πi
2−1−
n
2 π−
n
2
Γ(−n
2
+ 1 + l)
,
and where
(4.3) FR(ζ) :=
∫ ∞
R
Dlsh,v[e
iζv](chv − chR)−n2+l dv ,
if Im ζ > −n
2
.
The estimate (3.2) shows that the mappings (x, y) 7→ e−nx2 FR(x,y)(s+ iδ) are locally
integrable on G, and their integrals over compact subsets of G are of polynomial growth
in s, uniformly in 0 < δ < 1.
Moreover, since
Re [(t− (s+ iδ)2)2)]− s4 ≤ C[1 + |s|]3 ,
where C is uniform in 0 ≤ δ ≤ 1, t ∈ supp (ψ), we have
| ψε((s+ iδ)2) |≤ Ce−cs4 ,
where C and c > 0 depend on ε but not on δ.
Therefore, given ϕ ∈ D(G), by the dominated convergence theorem the limit of∫
ψε((s+ iδ)
2)
∫
G
e−
nx
2 FR(x,y)(s+ iδ)ϕ(x, y)dxdy (s+ iδ)ds
as δ tends to 0 is equal to the same expression with δ = 0. Therefore, in the sense of
distributions,
(4.4) kψε(x, y) = cle
−nx
2
∫
R
ψε(s
2)FR(x,y)(s)s ds .
Finally, as ε→ 0, ψε(L)→ ψ(L) in the operator norm on L2(G), which implies that
kψε → kψ in D′(G). On the other hand, |ψε(s2)| ≤ Ce−
s4
4 , for 0 < ε < 1, so that, again
by the dominated convergence theorem and (4.4), kψε → Cle−
nx
2
∫
R
ψ(s2)FR(s)s ds, in
the sense of distributions. We have thus proved
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Proposition 4.1. Let ψ ∈ C0(R). Then, for any l > n2 − 1, the convolution kernel kψ
of ψ(L) is locally integrable on G, and is given by
kψ(x, y) = cle
−nx
2
∫
R
ψ(s2)FR(x,y)(s) s ds
= cle
−nx
2
∫ ∞
0
ψ(s2)[FR(x,y)(s)− FR(x,y)(−s)]s ds,(4.5)
with cl given by (4.2).
5. Asymptotics of FR(s)
We denote by Sα the symbol class
Sα := {b ∈ C∞(R) :‖ b ‖Sα,k:= sup
s
(1 + s2)
−α+k
2 | b(k)(s)| <∞ for all k ∈ N}.
The spaces Sα are Fre´chet-spaces, with the topology induced by the sequence of semi-
norms ‖ · ‖Sα,k, k ∈ N. The product of a function in Sα with a function in Sβ is in
Sα+β. Moreover, Sα ⊂ Sβ if α < β and Db ∈ Sα−1 if b ∈ Sα. The following general
lemma will also be useful:
Lemma 5.1. Let bα ∈ Sα and β, γ > 0. Then we can write for each R > 0
bα = R
βbα+β,R +R
−γbα−γ,R
with bα+β ∈ Sα+β and bα−γ ∈ Sα−γ uniformly in R, i.e.,
‖bα+β‖Sα+β ,k ≤ Ck
‖bα−γ‖Sα−γ ,k ≤ Ck
with constants Ck independent of R.
Note: We have suppressed the R-dependence of the symbols bα+β , bα−γ in the nota-
tion, and we will continue to suppress any R dependence of symbols b throughout the
rest of this paper.
Proof. Let χ be a smooth cutoff function which is constant 1 on (−∞, 1] and vanishes
on [2,∞). Then we write
bα = R
β [R−β(1− χ(R(1 + s2)1/2))bα] +R−γ [Rγχ(R(1 + s2)1/2)bα] .
It is easy to see by Leibniz’ rule that this is the desired splitting. 
We wish to estimate the function
FR(s) :=
∞∫
R
Dlsh,v[e
isv](chv − chR)−n2+ldv, s ∈ R, (l > n
2
− 1).
The estimates are stated in Proposition 5.2 for the case R ≥ 1 and in Proposition 5.7
for the case 0 < R ≤ 1.
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Proposition 5.2. If R ≥ 1, then
(5.1) FR(s) = e
−n
2
R eiRs bn
2
−1(s),
where bn
2
−1 ∈ S n2−1 uniformly in R.
This proposition will follow from the subsequent lemmas.
Lemma 5.3. For v ≥ 1 we can write
Dlsh,v[e
isv] =
l∑
k=0
sk qk(v) e
−lv eisv
with qk ∈ S0 for all k.
Proof. This is proved by induction on l ∈ N, the case l = 0 being trivial. Assume the
statement is true for some l ∈ N. Then
Dl+1sh,v[e
isv] =
l∑
k=0
skDv((shv)
−1 qk(v) e−lv eisv)
=
l∑
k=0
skDv(
2
1− e−2v qk(v) e
−(l+1)v eisv).
On the interval [1,∞), the function 1
1−e−2v =
∞∑
m=0
e−2mv coincides with a function in S0.
This easily implies the statement of the lemma for l + 1. 
We can therefore decompose
FR(s) =
l∑
k=0
sk
∞∫
R
qk(v)(chv − chR)−n2+le−lveisv dv
=
l∑
k=0
eiRse−
n
2
Rsk
∞∫
0
qk(R + v)
[
(ch(R + v)− chR)e−(R+v)]−n2+l e−n2 veisv dv .
Fixing k ∈ {0, . . . , l} and writing
γR(v) := qk(R + v)
[
(ch(R + v)− chR)e−(R+v)]−n2+l e−n2 v ,
it then suffices to prove that the function
(5.2) fR(s) :=
∞∫
0
γR(v)e
isvdv, s ∈ R,
lies in S
n
2
−l−1 uniformly with respect to R ≥ 1.
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Let χ be a smooth cutoff function which is constant equal to 1 on (−∞, 1] and
vanishes on [2,∞).
It suffices to show that
(5.3) fR,1(s) :=
∞∫
0
χ(v)γR(v)e
isvdv, s ∈ R,
(5.4) fR,2(s) :=
∞∫
0
(1− χ(v))γR(v)eisvdv, s ∈ R,
are in S
n
2
−l−1 uniformly with respect to R ≥ 1.
The following lemma settles the question for fR,2.
Lemma 5.4. The function (1− χ)γR is in the Schwartz class uniformly in R > 0.
Proof. Since the function qk is in S
0, all derivatives Dlvqk are bounded. It then suffices
to show that also all derivatives of
(5.5)
[
(ch(R + v)− chR)e−(R+v)]−n2+l
are bounded on [1,∞), uniformly in R > 0. However,
(5.6) (ch(R + v)− chR)e−(R+v) = [ch(v)− 1]
ev
chR
eR
+
sh(v)
ev
shR
eR
,
and this function and all its derivatives are bounded on [1,∞) uniformly in R > 0.
Moreover, (5.6) is also bounded below by some ε > 0 on [1,∞) uniformly in R >
0. Therefore, all derivatives of (5.5) are bounded, which completes the proof of the
lemma. 
It remains to show that fR,1 is in S
n
2
−l−1. This will follow from the next two lemmas.
Lemma 5.5. For v > 0 we can write
χγR = gR(v)v
−n
2
+l ,
where gR is supported in v ≤ 2 and DkgR is bounded uniformly in R ≥ 1 for all k ∈ N.
Proof. Taylor expansion of sh(v) and ch(v) in the expression (5.6) gives for v ≤ 2
(ch(R + v)− chR)e−(R+v) = vg˜(v)
for some function g˜ which is bounded below by ε > 0 and has all derivatives bounded
above uniformly in R ≥ 1. This proves the lemma. 
Lemma 5.6. Let g ∈ S0 be supported in [−2, 2] and α > −1. Then
f(s) :=
∫ ∞
0
g(v)vαeivs dv, s ∈ R,
is in S−α−1 with semi-norms ‖ f ‖S−α−1,k controlled by the seminorms ‖ g ‖S0,k.
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Proof. Since
Djf(s) := ij
∫ ∞
0
vα+jeivs dv ,
it suffices to show that
|f(s)| ≤ C|s|−α−1 .
Assume without loss of generality that s > 0. By a change of variables, we need to
show ∫ ∞
0
g
(v
s
)
vαeiv dv ≤ C .
Let χ be again a smooth cutoff function which is constant 1 on (−∞, 1] and vanishes
on [2,∞). It suffices to estimate separately the terms∫ ∞
0
χ(v)g
(v
s
)
vαeiv dv ,
∫ ∞
0
(1− χ(v))g
(v
s
)
vαeiv dv .
The first term is clearly bounded. The second term, after N integrations by part, can
be estimated by ∫ 2s
0
∣∣∣DN [(1− χ(v))g (v
s
)
vα
]∣∣∣ dv .
By Leibniz’ rule, this is dominated by a constant times∫ 2s
1
vα−Ndv ,
which is finite if N is choosen sufficiently large. 
This completes the proof of Proposition 5.2
Proposition 5.7. Assume that 0 < R ≤ 1.
(a) If n = 1, then
FR(s) = e
iRsR−
1
2 b− 1
2
(s) ,
where b− 1
2
∈ S− 12 uniformly in R ∈ (0, 1].
(b) If n ≥ 2, then
FR(s) = e
iRs[R−
n
2 bn
2
−1(s) +R1−nb0(s)] ,
where bn
2
−1 ∈ S n2−1 and b0 ∈ S0 uniformly in R ∈ (0, 1].
For the proof, we decompose FR = F
1
R + F
2
R, with
F 1R(s) :=
∫ ∞
R
χ(v)Dlsh,v[e
isv](chv − chR)−n2+ldv ,
F 2R(s) :=
∫ ∞
2
(1− χ(v))Dlsh,v[eisv](chv − chR)−
n
2
+ldv .
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Here, χ is a smooth cut-off function such that
χ(v) = 1, if | v |≤ 2, and χ(v) = 0, if | v |≥ 4 .
The function F 2R can be again estimated by means of Lemma 5.3 as in Lemma 5.4,
which shows that F 2R is in S(R), uniformly in R. Thus it remains to estimate F 1R.
Lemma 5.8. For 0 < v ≤ 4, we can write
Dlsh,v[e
isv] =
l∑
k=0
skqk(v)v
k−2leisv ,
where qk ∈ S0.
Proof. This follows by induction, the case l = 0 being trivial. Assume the statement
is true for some l ∈ N. Then
Dl+1sh,v[e
isv] =
l∑
k=0
skDv((shv)
−1 qk(v) vk−2l eisv).
However, on the interval [0, 4],
sh(v)−1 = g(v)v−1
for some g ∈ S0. This easily implies the statement of the lemma for l + 1. 
Lemma 5.9. For 0 ≤ v ≤ 4, we have
(5.7) chv − chR = γ(v)(v +R)(v −R)
for some γ ∈ S0 with γ(v) > ε > 0 for 0 ≤ v ≤ 4, all uniformly in R ∈ (0, 1].
Proof. This follows immediately from
chv − chR =
∞∑
n=1
(v2)n − (R2)n
(2n)!
.

We can therefore decompose
F 1R(s) =
l∑
k=0
sk
∫ ∞
R
γ˜k,R(v)v
k−2l(v +R)−
n
2
+l(v − R)−n2+leisvdv
(5.8) =
l∑
k=0
sk eiRs
∫ ∞
0
γk,R(v)(R + v)
k−2l(2R + v)−
n
2
+lv−
n
2
+leisvdv ,
with γ˜k,R, γk,R ∈ S0 uniformly in R ∈ (0, 1] and γk,R(v) = 0 for v > 4.
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Lemma 5.10. Let α1, α2, β ∈ R such that α = α1 + α2 > 0 and −1 < β. Let γ ∈ S0
such that γ(v) = 0 for v > 4. Consider the function
f(s) =
∫ ∞
0
γ(v)(R + v)−α1(2R + v)−α2vβeisv dv .
Then, for every δ ≥ 0 with
(5.9) δ < α and δ ≤ β + 1 ,
we have that Rα−δf is in Sδ−β−1 uniformly in R ∈ (0, 1].
Proof. Similarly as in the proof of Lemma 5.6, it suffices to prove that
(5.10) | f(s) |≤ CR−α+δ(1+ | s |)δ−β−1, s ∈ R ,
with C independent of R.
If δ = β + 1, then −α + β < −1 and we have
|f(s)| . R−α+β+1
∫ ∞
0
(1 + v)−αvβ dv ,
which proves the desired estimate.
Now assume δ < β + 1. Consider first the case |s| ≤ 1. We estimate
(5.11) (R + v)−α1(2R+ v)−α2 . (R + v)−α = (R + v)δ−α(R + v)−δ ≤ Rδ−αv−δ.
This gives
|f(s)| .
∫ 4
0
Rδ−αvβ−δ dv ,
which proves the desired estimate in view of δ < β + 1.
It remains to consider |s| > 1. We write f = f1 + f2 with
f1(s) = s
−β−1
∫ ∞
0
χ(v)γ(v/s)(R+ v/s)−α1(2R + v/s)−α2vβeiv dv ,
f2(s) = s
−β−1
∫ ∞
1
(1− χ(v))γ(v/s)(R+ v/s)−α1(2R + v/s)−α2vβeiv dv ,
where χ is a smooth cutoff function which is constant 1 on (−∞, 1] and vanishes on
[2,∞). To estimate f1, we split (R + v/s)−α analogously to (5.11) and obtain
|f1(s)| . s−β−1
∫ ∞
0
|χ(v)|sδRδ−αvβ−δ dv .
This proves the desired estimate for f1 in view of δ < β + 1.
To estimate f2, we do N times partial integration. The functions (1 − χ(v))γ(v/s)
is in S0 uniformly in |s| > 1, and vβ is in Sβ. With
|Dkv [(R + v/s)−α1(2R + v/s)−α2]| . (v/s)k(R + v/s)−α−kv−k
. (R + v/s)−αv−k . sδRδ−αv−δ−k
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we therefore obtain
|f2(s)| . sδ−β−1Rδ−α
∫ ∞
1
vβ−N dv ,
which proves the desired estimate for f2.

We are now in a position to estimate F 1R. Assume first that n is even and choose
l = n/2.
Applying Lemma 5.10 to (5.8) with δ = 0 in case k = l and δ = 1 in case k < l gives
F 1R =
[
l−1∑
k=1
skeiRsRk−l−
n
2
+1bn
2
−l
]
+ sleiRsR−
n
2 bn
2
−l−1
=
[
l−1∑
k=1
eiRsRk−l−
n
2
+1bk+n
2
−l
]
+ eiRsR−
n
2 bn
2
−1 ,
where bα generally denotes a function in S
α (uniformly in R ∈ (0, 1]) which may be
different at different places in the argument. Applying Lemma 5.1 gives
F 1R = e
iRs[R−l−
n
2
+1bn
2
−l +R−
n
2 bn
2
−1] .
As l = n/2, we obtain the desired estimate.
Assume next that n is odd and n ≥ 3. We choose l = (n − 1)/2. Then we apply
Lemma 5.10 with δ = 0 for k = l and with δ = 1/2 for k < l and obtain
F 1R =
[
l−1∑
k=1
skeiRsRk−l−
n−1
2 bn−1
2
−l
]
+ sleiRsR−
n
2 bn
2
−l−1
=
[
l−1∑
k=1
eiRsRk−l−
n−1
2 bk+n−1
2
−l
]
+ eiRsR−
n
2 bn
2
−1 .
Applying Lemma 5.1 again and using l = (n− 1)/2 gives the desired estimate.
Finally, assume n = 1. We choose l = 0. Applying Lemma 5.10 with δ = 0 gives
F 1R = e
iRsR−
n
2 bn
2
−1 ,
which proves the desired estimate.
6. Spectrally localized estimates for the wave propagator
The following theorem states pointwise estimates for the convolution kernel of spec-
trally localized wave propagators on the ax+ b group.
Theorem 6.1. Let t ∈ R, λ > 0, and let ψ be an even bump function ψ ∈ C∞0 (R)
supported in [−2, 2]. If λ ≥ 1, we shall in addition assume that ψ vanishes on [−1, 1].
Then the convolution kernel of
mtλ(L) := ψ(
√
L
λ
) cos(t
√
L)
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is of the form
ktλ(x, y) = e
−nx
2 e−
nR
2 [Gλ(R,R− t) +Gλ(R,R + t)] ,
where the function Gλ satisfies for every N ∈ N the following estimates:
(a) If R ≥ 1, then
|Gλ(R, ρ)| .
{
λ
n
2
+1(1 + |λρ|)−N , if λ ≥ 1,
λ2(1 + |λρ|)−N , if λ < 1.
(b) If 0 ≤ R ≤ 1, then, for n = 1,
|Gλ(R, ρ)| .
{
R−
1
2λ
3
2 (1 + |λρ|)−N , if λ ≥ 1,
R−
1
2λ2(1 + |λρ|)−N , if λ < 1,
and for n ≥ 2,
|Gλ(R, ρ)| .
{
(R1−nλ2 +R−
n
2 λ
n
2
+1)(1 + |λρ|)−N , if λ ≥ 1,
R1−nλ2(1 + |λρ|)−N , if λ < 1,
where the constants in these estimates depend only on the CN - norms of ψ.
Proof. We consider first the case R ≥ 1. By Proposition 4.1 and Proposition 5.2, the
kernel ktλ can be written as
cl
2
e−
nx
2 e−
nR
2
∫
R
ψ(
s
λ
) bn
2
−1(s) s [ei(R−t)s + ei(R+t)s] ds ,
where bn
2
−1 is in S
n
2
−1 uniformly in R ≥ 1. Then the desired estimate follows by an
application of Lemma 6.2 below with j = 2.
The case 0 < R ≤ 1 is done similarly using Proposition 5.7 instead of Proposition
5.2. 
Lemma 6.2. Let b ∈ Sβ, let j ≥ 1 be an integer, and let λ > 0. Consider
Mλ(ρ) :=
∫
ψ(
s
λ
)b(s)sj−1eiρsds, ρ ∈ R.
Then, for every N ∈ N,
|Mλ(ρ)| ≤ CN
{
λβ+j(1 + |λρ|)−N , if λ ≥ 1 and suppψ ⊂ [−2,−1] ∪ [1, 2],
λj(1 + |λρ|)−N , if λ < 1 and suppψ ⊂ [−2, 2].
Here, the constants CN depend only on N and the semi-norms ||b||Sβ,k of b, and on the
CN -norm of ψ.
Proof. In order to defray the notation, we shall write A . B, if A ≤ CNB, where CN
is an ”admissible” constant in the sense described in the lemma. We may and shall
assume that ρ ≥ 0. We write
Mλ(ρ) = λ
j
∫
ψ(s) b(λs) sj−1 eiλρs ds .
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Assume λ ≥ 1 and ψ is supported in [−2,−1] ∪ [1, 2]. By the symbol estimates for
b we have for s in the support of ψ:
|Dksb(λs)| . λk(1 + |λs|)β−k . λβ(
1
λ
+ |s|)β−k . λβ .
Integrating by parts N times, we thus find that |Mλ(ρ)| . λβ+j(1 + |λρ|)−N .
Next, assume λ ≤ 1 and ψ is supported in [−2, 2]. We then have for s in the support
of ψ
|Dksb(λs)| . λk(1 + |λs|)β−k . 1 .
Integrating again by parts N times, we find that |Mλ(ρ)| . λj(1 + |λρ|)−N . 
As a consequence of Theorem 6.1, we obtain estimates of the L1-norms of the con-
volution kernels of ψ(
√
L
λ
) cos(t
√
L
λ
). Notice that the corresponding multipliers result
from a re-scaling of the multiplier for the case λ = 1, but the kernels cannot just be
obtained by some scaling argument from the case λ = 1, since the operator L is not
homogeneous.
Proposition 6.3. Let W tλ := k
t/λ
λ denote the convolution kernel of ψ(
√
L
λ
) cos(t
√
L
λ
),
and let ε ≥ 0.
(a) If λ ≥ 1 and suppψ ⊂ [−2,−1] ∪ [1, 2], then
(6.1)
∫
G
|W tλ(x, y)|R(x, y)εd(x, y) .
{
λ−ε(1 + t)
n
2
+ε, if t ≤ λ,
λ
n
2
−1−ε t1+ε, if t ≥ λ.
(b) If 0 < λ ≤ 1 and suppψ ⊂ [−2, 2], then
(6.2)
∫
G
|W tλ(x, y)|R(x, y)εd(x, y) . λ−ε(1 + t)1+ε.
In particular, if λ ≥ 1, then
(6.3)
∫
G
|W tλ(x, y)| (1 + λR(x, y))ε d(x, y) .
{
(1 + t)
n
2
+ε, if n ≥ 2,
(1 + t)1+ε, if n = 1,
and, if 0 < λ ≤ 1, then
(6.4)
∫
G
|W tλ(x, y)| (1 + λR(x, y))ε d(x, y) . (1 + t)1+ε,
in each instance uniformly in λ. The constants in these estimates depend only on the
CN -norms of ψ.
Proof. Without loss of generality, we shall assume that t ≥ 0. Then the dominant term
in Theorem 6.1 is the one containing Gλ(R,R− t), to which we shall therefore restrict
ourselves.
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We consider first λ ≥ 1. By Theorem 6.1 and Lemma 2.1, we can estimate the
left-hand-side of (6.1) by
λ2
∫ 1
0
(1 + |λR− t|)−NR1+ε dR + λn2+1
∫ 1
0
(1 + |λR− t|)−NRn2 +ε dR
(6.5) +λ
n
2
+1
∫ ∞
1
(1 + |λR− t|)−NR1+ε dR .
If t ≤ λ
2
, then we can estimate this using Lemma 6.4 below by
λ−ε(1 + t)1+ε + λ−ε(1 + t)
n
2
+ε + λ
n
2
+1−N .
Similarly, if λ
2
≤ t ≤ 2λ, we estimate (6.5) by
λ−ε(1 + t)1+ε + λ−ε(1 + t)
n
2
+ε + λ
n
2
−1−ε(1 + t)1+ε ,
and if 2λ ≤ t we estimate (6.5) by
(1 + t)−N + λ
n
2
−1−ε(1 + t)1+ε .
In each case we easily verify (6.1), taking into account that for n = 1 the first of the
three summands of (6.5) is not present.
If 0 < λ ≤ 1, we estimate the left-hand-side of (6.2) by
λ2
∫ ∞
0
(1 + |λR− t|)−NR1+ε dR
if n ≥ 2 and by
λ2
∫ 1
0
(1 + |λR− t|)−NR 12+ε dR + λ2
∫ ∞
1
(1 + |λR− t|)−NR1+ε dR
if n = 1. In either case it is easy to verify (6.2) using Lemma 6.4. Estimates (6.3) and
(6.4) follow immediately from estimates (6.1) and (6.2). 
Lemma 6.4. For α ≥ 0, t ≥ 0 and N > α + 1, let
I0 :=
1∫
0
(1 + |λR− t|)−NRα dR,
I∞ :=
∞∫
1
(1 + |λR− t|)−NRα dR.
Then
(6.6) I0 ≤ C
{
(1 + λ)−α−1(1 + t)α, if t ≤ 2λ,
(1 + t)−N , if t ≥ 2λ,
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and
(6.7) I∞ ≤ C
{
λ−α−1(1 + λ)−N+α+1, if t ≤ λ
2
,
λ−α−1(1 + t)α, if t ≥ λ
2
.
Proof. We begin with I0. If t ≥ 2λ, then clearly I0 . (1 + t)−N . If t ≤ 2λ, we write
I0 = λ
−α−1
λ−t∫
−t
(1 + |v|)−N(v + t)αdv.
If λ ≥ 1, one easily deduces from this representation that I0 . λ−α−1(1 + t)α. And, if
λ ≤ 1, the original formula for I0 immediately implies I0 . 1, so that we obtain (6.6).
As for I∞, if t ≤ λ2 , then clearly
I∞ .
∞∫
1
(1 + λR)−NRα dR = λ−α−1
∞∫
λ
(1 +R)−NR−α dR,
hence I∞ . λ−α−1(1 + λ)−N+α+1.
If t ≥ λ
2
, we write
I∞ = λ−α−1
∞∫
λ−t
(1 + |v|)−N(v + t)αdv.
If t ≤ 1, this implies I∞ . λ−α−1, and if t ≥ 1, one finds that I∞ . λ−α−1tα, so that
also (6.7) is verified.

By means of the subordination principle described e.g. in [12], we immediately
obtain:
Corollary 6.5. (cf. [5],Theorem. 6.1)
If ε > 0, s0, s1 >
3
2
+ ε and s1 >
n+1
2
+ ε, then there exists a constant C such that, for
every continuous function F supported in [1, 2] and 0 < λ ≤ 1,∫
G
|F ( L
λ2
)δ0(x, y)| (1 + λR(x, y))ε d(x, y) ≤ C||F ||H(s0),
while for λ ≥ 1∫
G
|F ( L
λ2
)δ0(x, y)| (1 + λR(x, y))ε d(x, y) ≤ C||F ||H(s1).
Proof. Choose an even function ψ ∈ C∞0 (R) such that ψ = 1 on [1, 2] and suppψ ⊂
[−4,−1
2
] ∪ [1
2
, 4]. Proposition 6.3 holds for such ψ as well. Put f(v) := F (v2). Then
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||f ||H(s) ∼ ||F ||H(s), for any s ≥ 0, and F ( Lλ2 ) = f(
√
L
λ
) = ψ(
√
L
λ
)f(
√
L
λ
). Moreover, by
the Fourier inversion formula and Fubini’s theorem, one easily obtains
f(
√
L
λ
) =
1
π
∞∫
0
fˆ(t) cos(t
√
L
λ
) dt,
since f is an even function. Thus
F (
L
λ2
) =
1
π
∞∫
0
fˆ(t)ψ(
√
L
λ
) cos(t
√
L
λ
) dt,
which implies
Iλ :=
∫
G
|F ( L
λ2
)δ0|(1 + λR)εd(x, y)
.
∞∫
0
|fˆ(t)|
[∫
|W tλ|(1 + λR)εd(x, y)
]
dt.
Thus, if 0 < λ ≤ 1, then, by (6.4),
Iλ .
∫
R
|fˆ(t)|(1 + |t|)1+εdt
.

∫
R
∣∣∣fˆ(t)(1 + |t|)s0∣∣∣2 dt


1
2
= ||f ||H(s0) ∼ ||F ||H(s0).
The case λ ≥ 1 can be treated in the same way. 
For the class of groups G considered here, we have thus established a completely
different approach to the basic Theorem 6.1 in [5], entirely based on the wave equation.
7. Improvements on the estimates in Theorem 6.1 for small R
The estimates in Theorem 6.1 are already good enough for L1-estimates, but not
yet for L∞-estimates, since they exhibit singularities at R = 0. One knows that the
singular support of the wave propagator for time t is the sphere R = |t|, so that these
singularities are in fact not present. We shall show in this section how to improve on
our estimates when R ≤ 1, which we shall assume throughout this section.
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To this end we observe that by formula (4.5), we may replace FR(s) in the previous
discussions by FR(s)− FR(−s) = 2iF˜R(s), where
F˜R(s) :=
∞∫
R
Dlsh,v[sin(sv)](chv − chR)−
n
2
+ldv, (s ≥ 0, l > n
2
− 1).
Working with F˜R(s) in place of FR(s), we can prove the following theorem.
Theorem 7.1. If R ≤ 1, then the estimates in Theorem 6.1 can be improved by the
following additional estimates, valid for any N ∈ N :
(7.1) |Gλ(R, ρ)| .
{
λn+1(1 + |λρ|)−N , if λ ≥ 1,
λ2(1 + |λρ|)−N , if λ < 1,
In order to prove this result, as in Section 5 we split F˜R(s) = F˜
1
R(s) + F˜
2
R(s), where
F˜ 1R(s) :=
∞∫
R
χ(v)Dlsh,v[sin(sv)](chv − chR)−
n
2
+ldv.
F˜ 2R(s) is again a Schwartz function, uniformly for 0 ≤ R ≤ 1, and its contribution to
ktλ can easily be seen to satisfy the estimates in Theorem 7.1.
In order to deal with F˜ 1R(s), we need the following substitute for Lemma 5.8.
Lemma 7.2. For 0 < sv < π/2 and 0 < v < 4 we can write
(7.2) Dlsh,v[sin(sv)] =
l∑
k=0
s2kqk(sv, v),
where qk(y, v) has a power series expansion of the form
(7.3)
∞∑
m,n=0
amny
2m+1v2n.
Moreover,
(7.4) |Djs[qk(sv, v)]| ≤ Cj,k(1 + s2)−j/2, uniformly in v.
Proof. We proceed by induction on l, the case l = 0 being clear. Assume that qk(y, v)
is given by (7.3). Then
qk(sv, v)
sh(v)
= sgk(sv, v),
where gk(y, v) has an expansion of the form
gk(y, v) =
∞∑
m,n=0
bmny
2mv2n.
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Then
Dv[sgk(sv, v)] =
∑
m≥1,n≥0
bmn2ms
2(sv)2m−1v2n
+
∑
m≥0,n≥1
sbmn2n(sv)
2mv2n−1
= s2h1k(sv, v) + h
2
k(sv, v),
where h1k(y, v) and h
2
k(y, v) are of the form (7.3). This shows that (7.3) holds also for
l + 1 in place of l.
Moreover, (7.4) is obvious for |s| ≤ 1, in view of (7.3). And, if |s| ≥ 1, it follows
from
Djs[qk(sv, v)] = v
j(Djyqk)(sv, v) = s
−j(sv)j(Djyqk)(sv, v).

Now, if λR ≥ 1/2, then λ ≥ 1/2, and the estimates (7.1) follow immediately from
Theorem 6.1. Let us therefore assume that λR ≤ 1/2.
We write
F˜ 1R(s) = H
1
R(s) +H
2
R(s),
where
H1R(s) :=
∫ 1
2λ
R
χ(v)Dlsh,v[sin(sv)](chv − chR)−
n
2
+ldv,
H2R(s) :=
∫ ∞
1
2λ
χ(v)Dlsh,v[sin(sv)](chv − chR)−
n
2
+ldv.
We need information on the asymptotics of these functions for |s| ≤ 2λ.
As for H1R(s), notice that in the integral defining H
1
R(s) we have |sv| ≤ 1 if |s| ≤ 2λ.
Therefore, from Lemma 7.2 and Lemma 5.9 we find that, for any l > −n/2 + 1,
H1R(s) =
l∑
k=0
s2k
∫ 1
2λ
R
γk(sv, v)(v +R)
−n
2
+l(v −R)−n2+l dv,
where γk(sv, v) is supported where 0 ≤ v ≤ min(2, 12λ) and satisfies γk(−sv, v) =−γk(sv, v) and
|Djs[γk(sv, v)]| ≤ Cj,k(1 + s2)−j/2, for every j ∈ N.
Choose l large enough so that l − n
2
≥ 0, and let
J(λ) :=
∫ 4
(1+λ)
R
(v +R)−
n
2
+l(v − R)−n2+l dv.
Then clearly
J(λ) ≤ (1 + λ)−2l+n−1,
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and we find that, for |s| ≤ 2λ,
H1R(s) = (1 + λ)
−2l+n−1
l∑
k=0
s2kb0,k(s),
where b0,k is an odd function in S
0, uniformly in R and λ. From Lemma 6.2 we therefore
obtain ∣∣∣∣
∫ ∞
0
ψ(
s
λ
)H1r (s)s cos(ts) ds
∣∣∣∣ = 12
∣∣∣∣
∫
R
ψ(
s
λ
)H1r (s)s cos(ts) ds
∣∣∣∣
. CN
l∑
k=0
(1 + λ)−2l+n−1λ2k+2(1 + |λt|)−N ,
hence ∣∣∣∣
∫ ∞
0
ψ(
s
λ
)H1r (s)s cos(ts) ds
∣∣∣∣ . CN
{
λn+1(1 + |λt|)−N , if λ ≥ 1,
λ2(1 + |λt|)−N , if λ < 1,(7.5)
Next, we consider H2R(s), again for |s| ≤ 2λ.
Observe first that H2R ≡ 0, unless λ ≥ 1/4. In the latter case, one finds that H2R(s)
behaves like F 1R(s), only with R replaced by
1
λ
≤ 4. Replacing R by 1
λ
and R± t by ±t
in Theorem 6.1 (b), we therefore find that∣∣∣∣
∫ ∞
0
ψ(
s
λ
)H1r (s)s cos(ts) ds
∣∣∣∣
satisfies estimates (7.5) too.
Noticing finally that 1 + |λt| ∼ 1 + |λρ| if ρ = R± t, since λR ≤ 1/2, the conclusion
of Theorem 7.1 follows.
Corollary 7.1. Assume that λ ≥ 1 and t ≥ 0. Then
(7.6) ||ktλ||∞ . (1 + t−
n
2 )λ
n
2
+1.
Remark 7.2. Notice that, for small times, this estimate agrees with the one valid
for the Laplacian on Euclidean space Rn+1, as is to be expected, since L is elliptic.
However, for large times, there appears no dispersive effect (definitely not for n = 2,
by Hebisch’s transfer principle), so that it seems unlikely that non-trivial Strichartz-
type estimates will hold for large times.
Proof. First we observe that e−
nx
2 e−
nR
2 ≤ 1, and equality holds, if y = 0 and x ≤ 0.
Therefore,
||ktλ||∞ . sup
R≥0
|Gλ(R,R− t)|.
If R ≥ 1, then, by Theorem 6.1,
|Gλ(R,R− t)| . λn2+1.
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So, assume that R ≤ 1. Then, by Theorem 7.1,
(7.7) |Gλ(R,R− t)| . λn+1(1 + λ|R− t|)−N
for every N ∈ N.
If λt ≤ 1, this implies
|Gλ(R,R− t)| . λn+1 ≤ λn2 +1t−n2 .
Assume next that λt ≥ 1.
If R ≤ t/2, then |R− t| ∼ t, so that (7.7) implies
|Gλ(R,R− t)| . λn+1(λt)−N
for every N ∈ N, hence
(7.8) |Gλ(R,R− t)| . λn2+1t−n2 .
If R ≥ t/2, then for n ≥ 2 Theorem 6.1 implies (7.8), since t1−nλ2 ≤ t−n2 λn2 +1, and
(7.8) is also valid for n = 1.

Remark 7.3. The group G can be considered as an Iwasawa AN -subgroup of the
Lorentz group S = SO(1, n + 1), and hence may be identified as a manifold with the
symmetric space K\S, where K is a maximal compact subgroup of S. The spherical
function ϕ0 of order zero on K\S is comparable to ( Rsh(R) )n/2 in these coordinates,
as one finds from Harish-Chandra’s spherical function expansion (see e.g. [7]). In
view of the well-known estimates for the wave propagators in Euclidean space, a naive
extrapolation of Hebisch’s transfer principle to this situation (where S is not a complex
semisimple Lie group, unless n = 2) would lead to the following“conjecture”:
ktλ(x, y) = e
−nx
2 e−
nR
2 P tλ(R),
where
(a) If R ≥ 1, then
|P tλ(R)| .
{
t−
n
2 λ
n
2
+1R
n
2 (1 + λ|R− t|)−N , if λt ≥ 1,
λn+1R
n
2 (1 + λR)−N , if λt < 1.
(b) If 0 ≤ R ≤ 1, then
|P tλ(R)| .
{
t−
n
2 λ
n
2
+1(1 + λ|R− t|)−N , if λt ≥ 1,
λn+1(1 + λR)−N , if λt < 1,
From Theorems 6.1 and 7.1, one can indeed easily verify these estimates, if λ ≥ 2,
say.
However, if λ ≤ 1, and if we choose R = t ≥ 1 and λt ≥ 1, the “conjecture” would
predict a size of order λ
n
2
+1 for |P tλ(R)|, whereas we find the order λ2.
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8. Growth estimates for solutions to the wave equation in terms of
spectral Sobolev norms
Theorem 8.1. Given a symbol m ∈ S−α, we define operators T t1 := m(
√
L) cos(t
√
L)
and T t2 := m(
√
L) sin(t
√
L)√
L
, a priori on L2(G), for t ∈ R. Let 1 ≤ p ≤ ∞.
(a) If α > n|1
p
− 1
2
|, then T t1 extends from Lp ∩ L2(G) to a bounded operator on
Lp(G), and
||T t1||Lp→Lp ≤ Cp (1 + |t|)2|
1
p
− 1
2
|.
(b) If α > n|1
p
− 1
2
| − 1, then T t2 extends from Lp ∩L2(G) to a bounded operator on
Lp(G), and
||T t2||Lp→Lp ≤ Cp (1 + |t|).
Note that the extension is unique, if 1 ≤ p <∞.
Proof. (a) Let χ ∈ C∞0 (R) be an even function such that χ(s) = 1 if |s| ≤ 12 , and
χ(s) = 0, if |s| ≥ 1. Put ψ0(s) := χ( s2), and ψj(s) := χ(2−j−1s)− χ(2−js) = ψ(2−js),
j = 1, . . .∞, where ψ(s) := χ( s
2
)− χ(s) is supported in {s : 1
2
≤ |s| ≤ 2}. Then ψ0 is
supported in [−2, 2], ψj in {s : 2j−1 ≤ |s| ≤ 2j+1} for j ≥ 1, and
(8.1)
∞∑
=0
ψj(s) = 1, s ∈ R.
We shall restrict ourselves to the case 1 ≤ p < 2, since the case p = 2 is trivial and
the case p > 2 follows from the case p < 2 by duality. Using (8.1), we decompose the
symbol m as
m(s) =
∞∑
j=0
mj(2
−js),
where m0 = mχ and mj(s) := (mψj)(2
js) = m(2js)ψ, if j ≥ 1. Notice that
(8.2) || mj ||CN ≤ C 2−αj,
where the constant C depends on the semi-norms ||m||S−α,k only.
Then, for every f ∈ L2(G),
(8.3) T t1f =
∞∑
j=0
Tjf in L
2(G),
where Tj := mj(
√
L
2j
) cos((2jt)
√
L
2j
).
Estimating the operator norms ||Tj||L1→L1 of Tj on L1(G) by means of Proposition 6.3
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and (8.2), and interpolating these estimates with the trivial L2-estimate ||Tj||L2→L2 .
2−αj , we obtain the following inequalities (we assume w.l.o.g. t ≥ 0):
(8.4) || Tj ||Lp→Lp .
{
2−αj (1 + 2jt)n|
1
p
− 1
2
|, if t ≤ 1,
2−αj (2
n
2
jt)2|
1
p
− 1
2
|, if t ≥ 1.
The estimate in (a) follows immediately from (8.4) by summation over all j ≥ 0.
As for (b), observe first that if we replace mtλ(s) = ψ(
√
s
λ
) cos(t
√
s) in Section 6 by
m˜tλ(s) = ψ(
√
s
λ
) sin(t
√
s)√
s
, then the factor s(ei(R−t)s + ei(R+t)s) in the corresponding kernel
ktλ(R) has to be replaced by i(e
i(R−t)s − ei(R+t)s). By Lemma 6.2, with j = 1, the
estimates for the function k˜tλ associated to m˜
t
j are therefore the same as for k
t
λ, except
for an additional factor λ−1. Moreover,
sup
s
∣∣∣∣mj( s2j )sin(ts)s
∣∣∣∣ .
{
2−αj 2−j , if j ≥ 1,
2−αj (1 + t), if j = 0.
Together, this implies that for j ≥ 1, the operators T˜j arising in the dyadic decom-
position of T t2 satisfy the same estimates as Tj , except for an additional factor 2
−j .
And, for j = 0,
|| T˜0 ||L2→L2 . (1 + t) , || T˜0 ||L1→L1 . (1 + t),
hence || T˜0 ||Lp→Lp . (1 + t). The estimates in (b) thus follow by summing over all j.
Q.E.D
Let u = u(t, x) = ut(x) be the solution of the Cauchy problem
(8.5)
∂2
∂t2
u− (X2 +
n∑
j=1
Y 2j )u = 0, u0 = f,
∂
∂t
u|t=0 = g.
Then, a priori for f, g ∈ L2(G), ut is given by ut = cos(t
√
L)f+ sin(t
√
L)√
L
g. If we define
adapted Sobolev norms
|| ϕ ||Lpα := || (1 + L)
α
2 ϕ ||Lp, α ∈ R,
we therefore immediately obtain from Theorem 8.1 the following
Corollary 8.2. If 1 ≤ p <∞, then for α0 > n |1p − 12 | and α1 > n |1p − 12 | − 1
(8.6) ||ut||Lp ≤ Cp( (1 + |t|)|
2
p
−1|||f ||Lpα0 + (1 + |t|) ||g||Lpα1) .
Remark 8.1. It is likely that the estimate (8.6) even holds for α0 = n |1p − 12 | and
α1 = n |1p− 12 |−1, if 1 < p <∞. This would be the counterpart to corresponding results
by Peral [14] and Miyachi [11] in the Euclidean setting (see also [15] for a local variable
coefficient version). The sharp result would require an introduction of a suitable Hardy
respectively BMO-space on G. There is strong evidence that such spaces exist on G, in
view of the ideas in [9] and [5], but we shall not pursue these issues here.
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