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HARMONIC ANALYSIS ASSOCIATED WITH A DISCRETE
LAPLACIAN
O´SCAR CIAURRI, T. ALASTAIR GILLESPIE, LUZ RONCAL, JOSE´ L. TORREA,
AND JUAN LUIS VARONA
Abstract. It is well-known that the fundamental solution of
ut(n, t) = u(n+ 1, t)− 2u(n, t) + u(n− 1, t), n ∈ Z,
with u(n, 0) = δnm for every fixedm ∈ Z, is given by u(n, t) = e
−2tIn−m(2t),
where Ik(t) is the Bessel function of imaginary argument. In other
words, the heat semigroup of the discrete Laplacian is described by the
formal series
Wtf(n) =
∑
m∈Z
e
−2t
In−m(2t)f(m).
By using semigroup theory, this formula allows us to analyze some op-
erators associated with the discrete Laplacian. In particular, we obtain
the maximum principle for the discrete fractional Laplacian, weighted
ℓp(Z)-boundedness of conjugate harmonic functions, Riesz transforms
and square functions of Littlewood-Paley.
Interestingly, it is shown that the Riesz transforms coincide essen-
tially with the so called discrete Hilbert transform defined by D. Hilbert
at the beginning of the XX century. We also see that these Riesz trans-
forms are limits of the conjugate harmonic functions.
The results rely on a careful use of several properties of Bessel func-
tions.
1. Introduction
The purpose of this paper is the analysis of several operators associated
with the discrete Laplacian
∆df(n) = f(n+ 1)− 2f(n) + f(n− 1), n ∈ Z,
in a similar way to the analysis of classical operators associated with the
Euclidean Laplacian ∆ = ∂
2
∂x2
. Among them, we study the (discrete) frac-
tional Laplacian, maximal heat and Poisson semigroups, square functions,
Riesz transforms and conjugate harmonic functions.
2010 Mathematics Subject Classification. Primary: 39A12. Secondary: 26A33, 35K08,
39A14, 42A38, 42A50.
Key words and phrases. Discrete Laplacian, heat semigroup, fractional Laplacian,
square functions, Riesz transforms, conjugate harmonic functions, modified Bessel
functions.
Research partially supported by grants MTM2012-36732-C03-02 and MTM2011-28149-
C02-01 from Spanish Government.
1
2 O´. CIAURRI, T. A. GILLESPIE, L. RONCAL, J. L. TORREA, AND J. L. VARONA
In order to define and study these operators we shall use the heat semi-
group Wt = e
t∆d as a fundamental tool. This is not difficult because the
fundamental solution of
ut(n, t) = u(n+ 1, t)− 2u(n, t) + u(n − 1, t), n ∈ Z,
with u(n, 0) = δnm for every fixed m ∈ Z, is given by u(n, t) = e−2tIn−m(2t)
(see [6] and [7]), where Ik(t) is the Bessel function of imaginary argument
(for these functions, see [11, Chapter 5]). Consequently, the heat semigroup
is given by the formal series
(1) Wtf(n) =
∑
m∈Z
e−2tIn−m(2t)f(m).
Then, the function u(n, t) = Wtf(n) defined in (1) is the solution to the
discrete heat equation
(2)
{
∂
∂tu(n, t) = u(n+ 1, t)− 2u(n, t) + u(n − 1, t),
u(n, 0) = f(n),
where u is the unknown function and the sequence f = {f(n)}n∈Z is the
initial datum at time t = 0. Other second order differential operators and the
associated discrete heat kernels arise when dealing with equations connected
with physics, namely the Toda lattice, see [7, 8, 10].
We first shall see that the heat semigroup is a positive, Markovian, diffu-
sion semigroup, see Section 2. Then, a maximum principle for the fractional
Laplacian is proved, see Theorem 1 below. We can apply the general theory
developed by E. M. Stein [18] to obtain the boundedness on ℓp := ℓp(Z),
1 < p < ∞, of the maximal heat and Poisson operators and the square
function. However this general theory does not cover the boundedness on
the space ℓ1. By analyzing the kernel of these operators we shall get the
results in ℓp(w) := ℓp(Z, w), 1 ≤ p < ∞, where w will be an appropriate
weight, see Theorem 2.
Consider the “first” order difference operators
(3) Df(n) = f(n+ 1)− f(n) and D˜f(n) = f(n)− f(n− 1),
that allow factorization of the discrete Laplacian as ∆d = D˜D. Having a
factorization L = X˜X for a general positive laplacian L, the “Riesz trans-
forms” are usually defined as X(L)−1/2 and X˜(L)−1/2, see [22, 23]. In our
case, the operator (−∆d)−1/2 is not well defined, so we overcome this diffi-
culty by defining the following “Riesz transforms”:
(4) R = lim
α→(1/2)−
D(−∆d)−α and R˜ = lim
α→(1/2)−
D˜(−∆d)−α.
It turns out that these operators are convolution operators with the kernels
{ 1π(n+1/2)}n∈Z and { 1π(n−1/2)}n∈Z. A close analysis of the semigroup and
its kernel allows us to define the harmonic conjugate functions and to see
that some Cauchy–Riemann equations are satisfied, see Theorem 3 below.
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Moreover, it will be shown that the Riesz transforms are the limits of the
conjugate harmonic functions. We provide definitions of these operators
and we shall prove that they are effectively bounded on ℓ2 by means of the
Fourier transform and some abstract results on discrete distributions. We
refer the reader to the books by R. E. Edwards [4] and by E. M. Stein and
G. Weiss [21] for details.
These are the operators that we consider in the paper:
(i) The fractional Laplacian (−∆d)σ, 0 < σ < 1.
(ii) The maximal heat semigroup W ∗f = supt≥0 |Wtf | with Wt = et∆d ,
and the maximal Poisson semigroup P ∗f = supt≥0 |Ptf | with Pt =
e−t
√−∆d .
(iii) The square function
g(f) =
( ∫ ∞
0
|t∂tet∆df |2 dt
t
)1/2
.
(iv) The Riesz transforms, as defined in (4).
(v) The conjugate harmonic functions
Qtf = RPtf and Q˜tf = R˜Ptf, t ≥ 0.
The main results of this paper are collected in Theorems 1, 2 and 3 below.
The first one contains maximum and comparison principles for the fractional
Laplacian.
Theorem 1. Let 0 < σ < 1.
(i) Let f ∈ ℓ2. Assume that f ≥ 0 and that f(n0) = 0 for some n0. Then
(−∆d)σf(n0) ≤ 0. Moreover, (−∆d)σf(n0) = 0 only if f(n) = 0 for
all n ∈ Z.
(ii) Let f, g ∈ ℓ2 be such that f ≥ g and f(n0) = g(n0) at some n0 ∈
Z. Then (−∆d)σf(n0) ≤ (−∆d)σg(n0). Moreover (−∆d)σf(n0) =
(−∆d)σg(n0) only if f(n) = g(n) for all n ∈ Z.
In order to get mapping properties in ℓ1 or ℓp(w) spaces, we shall use the
vector-valued theory of Caldero´n–Zygmund operators in spaces of homoge-
neous type (Z, µ, | · |). Here, µ(A) is the counting measure, for a set A ⊆ Z,
and | · | is the distance in Z. A weight on Z is a sequence w = {w(n)}n∈Z
of nonnegative numbers. We recall that w is a discrete Muckenhoupt weight
for ℓp, and we write w ∈ Ap, if there is a constant C < ∞ such that, for
every pair of integers M , N , with M ≤ N ,( N∑
k=M
w(k)
)( N∑
k=M
w(k)−1/(p−1)
)1/(p−1)
≤ C(N −M + 1)p, 1 < p <∞,
and ( N∑
k=M
w(k)
)
sup
k∈[M,N ]
w(k)−1 ≤ C(N −M + 1), p = 1,
see [9, Section 8].
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The second result concerns mapping ℓp(w) properties for the maximal
heat and Poisson semigroups and square functions.
Theorem 2. Let w ∈ Ap, 1 ≤ p < ∞. Then the operators W ∗, P ∗, and
g are norms of vector-valued Caldero´n–Zygmund operators in the sense of
the space of homogeneous type (Z, µ, | · |). Therefore, all these operators are
bounded from ℓp(w) into itself for 1 < p < ∞ and also from ℓ1(w) into
weak-ℓ1(w).
Finally, Riesz transforms can be seen as limits of conjugate harmonic func-
tions; the latter are bounded on ℓp(w) and satisfy some Cauchy–Riemann
equations.
Theorem 3. Let f ∈ ℓp(w), 1 ≤ p <∞, with w ∈ Ap. Then
(i) The operators Q∗f = supt≥0Qtf and Q˜∗f = supt≥0 Q˜tf are bounded
from ℓp(w), 1 < p <∞, into itself and from ℓ1(w) into weak-ℓ1(w).
(ii) The operators Qt, Q˜t and Pt satisfy the Cauchy–Riemann type equa-
tions{
∂t(Qtf) = −D(Ptf),
D˜(Qtf) = ∂t(Ptf);
{
∂t(Q˜tf) = −D˜(Ptf),
D(Q˜tf) = ∂t(Ptf).
Moreover, ∂2ttQtf(n)+∆dQtf(n) = 0 and ∂
2
ttQ˜tf(n)+∆dQ˜tf(n) = 0.
(iii) We have
lim
t→0
Qtf(n) = Rf(n) and lim
t→0
Q˜tf(n) = R˜f(n),
for n ∈ Z. The limits also holds in ℓp(w) sense for 1 < p <∞.
The study on ℓp of discrete operators of harmonic analysis was initiated
by M. Riesz [15]. Apart from the Lp(R) boundedness of the Hilbert trans-
form, he showed the ℓp boundedness of its discrete analogue. Later, A. P.
Caldero´n and A. Zygmund [3] noticed that Lp(Rd) boundedness of singu-
lar integrals implied the ℓp(Zd) boundedness of their discrete analogues.
R. Hunt, B. Muckenhoupt and R. Wheeden proved weighted inequalities for
the discrete Hilbert and discrete maximal operator in the one-dimensional
case [9]. In the last few years, several works have been developed for non
convolution discrete analogues of continuous operators; some contributions
were made by I. Arkhipov and K. I. Oskolkov, see [1], J. Bourgain [2] and
Stein and S. Wainger [19, 20]. For references concerning research on dis-
crete analogues see [13], where a brief history and a nice exposition of recent
progress can be found.
In this work we show one-dimensional results on some operators of the
harmonic analysis. Results concerning multidimensional discrete fractional
integrals and multidimensional discrete Riesz transforms will appear else-
where.
The paper is organized as follows. In Section 2 the theory of semigroups
for the operator (1) is developed. In Section 3 we prove Theorem 1 concern-
ing the maximum and comparison principles for the fractional Laplacian,
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and Theorem 2 is proved in Sections 4 and 5. Sections 6 and 7 contain
the definition on ℓ2 of Riesz transforms and conjugate harmonic functions
and the proof of Theorem 3. Finally, note that the modified Bessel func-
tions Ik are used often throughout the paper. They always involve rather
sophisticated and technical computations; then, to make the paper more
readable we collect in Section 8 all the properties that we need concerning
these functions.
2. The discrete heat and Poisson semigroups
Let
(5) G(k, t) = e−2tIk(2t), k ∈ Z.
Observe that, by (25), G(−k, t) = G(k, t). Consider the operator
(6) Wtf(n) =
∑
m∈Z
G(n−m, t)f(m), t > 0.
We shall prove in Proposition 1 that {Wt}t≥0 is a positive Markovian diffu-
sion semigroup, see [18, Chapter 3, p. 65].
Some previous definitions are needed. Let T ≡ R/(2πZ) be the one-
dimensional torus. We identify the torus with the interval (−π, π] and func-
tions on T with 2π-periodic functions on R. Also, integration over T can be
described in terms of Lebesgue integration over (−π, π]. Given a sequence
f ∈ ℓ1 we can define its Fourier transform FZ(f)(θ) =
∑
n f(n)e
inθ, θ ∈ T.
It is well known that the operator f 7→ FZ(f) can be extended as an isometry
from ℓ2 into L2(T), where the inverse operator F−1
Z
is given by
(7) F−1
Z
(ϕ)(n) =
1
2π
∫
T
ϕ(θ)e−inθ dθ.
Proposition 1. Let f ∈ ℓ∞. The family {Wt}t≥0 satisfies
(i) W0f = f .
(ii) Wt1Wt2f =Wt1+t2f .
(iii) If f ∈ ℓ2 then Wtf ∈ ℓ2 and limt→0Wtf = f in ℓ2.
(iv) (Contraction property) ‖Wtf‖ℓp ≤ ‖f‖ℓp for 1 ≤ p ≤ +∞.
(v) (Positivity preserving) Wtf ≥ 0 if f ≥ 0, f ∈ ℓ2.
(vi) (Markovian property) Wt1 = 1.
Proof. By using the identity (29), we have∣∣∣∣∑
m∈Z
e−2tIm(2t)f(n −m)
∣∣∣∣ ≤ ‖f‖ℓ∞ ∑
m∈Z
e−2tIm(2t) = ‖f‖ℓ∞ .
Therefore Wt is well defined in ℓ
∞. Now (26) gives (i), since
W0f(n) =
∑
m∈Z
G(n−m, 0)f(m) =
∑
m∈Z
e0In−m(0)f(m) = f(n).
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Concerning (ii), we use (27), so that∑
k∈Z
G(n − k, t1)G(k −m, t2)
=
∑
k∈Z
e−2t1In−k(2t1)e−2t2Ik−m(2t2)
= e−2(t1+t2)In−m(2(t1 + t2)) = G(n −m, t1 + t2).
Then,
Wt1Wt2f(n) =Wt1
(∑
m∈Z
G(· −m, t2)f(m)
)
(n)
=
∑
k∈Z
G(n − k, t1)
(∑
m∈Z
G(k −m, t2)f(m)
)
=
∑
m∈Z
(∑
k∈Z
G(n− k, t1)G(k −m, t2)
)
f(m)
=
∑
m∈Z
G(n −m, t1 + t2)f(m) =Wt1+t2f(n)
and the proof is finished. We skip the proof of (iii) for a while. For (iv),
Minkowski’s integral inequality yields
‖Wtf‖ℓp =
(∑
n∈Z
|Wtf(n)|p
)1/p
=
(∑
n∈Z
∣∣∣∣∑
m∈Z
e−2tIm(2t)f(n−m)
∣∣∣∣p
)1/p
≤
∑
m∈Z
(∑
n∈Z
|e−2tIm(2t)f(n−m)|p
)1/p
=
∑
m∈Z
e−2tIm(2t)
(∑
n∈Z
|f(n−m)|p
)1/p
=
∑
m∈Z
e−2tIm(2t)‖f‖ℓp = ‖f‖ℓp ,
where we have used both (28) and (29). Part (v) follows from (28). Part (vi)
is obtained by using (29):
Wt1(n) =
∑
m∈Z
e−2tIm−n(2t) · 1 =
∑
m∈Z
e−2tIm(2t) = 1
for every n ∈ Z.
Finally, we prove (iii). We have already proved the boundedness in ℓ2 and
we only need to care about the limit. Observe that we can write Wtf(n) =
(G(·, t) ∗ f)(n), where the convolution is performed on Z (i.e., g ∗ f(n) =
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m g(n −m)f(m)). Moreover,
FZ(G(·, t) ∗ f)(θ) = FZ(G(·, t))(θ)FZ(f)(θ).
We compute FZ(G(·, t))(θ). By (5) and the formula (see [14, p. 456])∫ π
0
ez cos θ cosmθ dθ = πIm(z), | arg z| < π,
we have
G(m, t) = e−2tIm(2t) =
e−2t
π
∫ π
0
e2t cos θ cosmθ dθ
=
e−2t
2π
∫ π
−π
e2t cos θ(cosmθ − i sinmθ) dθ
=
e−2t
2π
∫ π
−π
e2t cos θe−imθ dθ.
In view of the inversion formula (7) we conclude that
FZ(G(·, t))(θ) = e−2t(1−cos θ) = e−4t sin2
θ
2 .
Therefore,
lim
t→0
‖Wtf − f‖ℓ2 = lim
t→0
‖(e−4t sin2 (·)2 − 1)FZ(f)(θ)‖L2(T) = 0. 
Remark 1. Observe that, for 0 < t < 1/8, we have
‖Wtf − f‖ℓ2 = ‖(e−4t sin
2 (·)
2 − 1)FZ(f)(θ)‖L2(T) ≤ Ct‖f‖ℓ2 .
In particular, for f ∈ ℓ2 we have
(8) |Wtf(n)− f(n)| ≤ Ct‖f‖ℓ2
for every n ∈ Z.
Proposition 2. Let f ∈ ℓ∞. Then,
u(n, t) =
∑
m∈Z
e−2tIn−m(2t)f(m), t > 0, n ∈ Z,
is a solution of the equation (2).
Proof. We just use (32) and (26). 
Remark 2. It can be checked that the Poisson operator defined, via the
subordination formula
(9) e−βt =
1√
π
∫ ∞
0
e−u√
u
e−
t2β2
4u du =
t
2
√
π
∫ ∞
0
e−t2/(4v)√
v
e−vβ
2 dv
v
,
by
(10)
Ptf(n) =
1√
π
∫ ∞
0
e−u√
u
Wt2/(4u)f(n) du =
t
2
√
π
∫ ∞
0
e−t
2/(4v)
√
v
Wvf(n)
dv
v
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satisfies the “Laplace” equation
∂2ttPtf(n) + ∆dPtf(n) = 0.
3. Maximum principle for fractional powers of the discrete
Laplacian
In this section we prove Theorem 1. Given 0 < σ < 1, we define
(11) (−∆d)σf(n) = 1
Γ(−σ)
∫ ∞
0
(et∆df(n)− f(n)) dt
t1+σ
, f ∈ ℓ2.
Notice that, by (6), (5) and (29), the integrand of this operator can be
written as
(12) et∆df(n)− f(n) =
∑
m∈Z
G(n −m, t)(f(m)− f(n)).
Proof of Theorem 1. Observe that (−∆d)σf is well defined in formula (11);
indeed, if we decompose∫ ∞
0
|et∆df(n)− f(n)| dt
t1+σ
=
∫ 1/8
0
|et∆df(n)− f(n)| dt
t1+σ
+
∫ ∞
1/8
|et∆df(n)− f(n)| dt
t1+σ
,
both integrals are finite by (8) and (12). Then,
(−∆d)σf(n0) = 1
Γ(−σ)
∫ ∞
0
∑
m∈Z
G(n0 −m, t)
(
f(m)− f(n0)
) dt
t1+σ
=
1
Γ(−σ)
∫ ∞
0
∑
m∈Z
G(n0 −m, t)f(m) dt
t1+σ
.
The positivity of G(n, t) gives the maximum principle stated in (i).
The comparison principle for (−∆)σ in (ii) is an immediate consequence
of the maximum principle. 
4. Heat and Poisson semigroups as ℓ∞ norms of
Caldero´n–Zygmund operators
In this section, we give the proof of Theorem 2 for the operators W ∗
and P ∗. The key point is to obtain estimates for the kernels, which are
contained in Proposition 3 below.
In the proof of such proposition, apart from facts concerning modified
Bessel functions (see Section 8), we will frequently use the well-known fact
(13)
Γ(z + r)
Γ(z + t)
∼ zr−t, z > 0, r, t ∈ R.
Also that, for η > 0 and γ ≥ 0,
(14) (1− r)ηrγ ≤
(
γ
γ + η
)γ
, when 0 < r < 1.
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Actually, both estimates above will be needed throughout the rest of the
paper.
Proposition 3. Let T (m, t) be either the discrete heat kernel G(m, t) or the
Poisson kernel. The following estimates are satisfied:
sup
t≥0
|T (m, t)| ≤ C1|m|+ 1 and supt≥0 |T (m+ 1, t)− T (m, t)| ≤
C2
m2 + 1
,
where C1 and C2 are constants independent of m ∈ Z.
Proof. We start with the heat kernel. Observe that, by (24), (30) and (31)
sup
t≥0
G(0, t) = sup
t≥0
e−2tI0(2t) ≤ C.
Moreover, by (25), we can assume that m > 0. By (5) and (33), we can
write
G(m, t) = e−2tIm(2t) = e−2t
(2t)m√
π 2mΓ(m+ 1/2)
∫ 1
−1
e−2ts(1− s2)m−1/2 ds
=
tm√
π Γ(m+ 1/2)
∫ 1
−1
e−2t(1+s)(1− s2)m−1/2 ds
=
2tm√
π Γ(m+ 1/2)
∫ t
0
e−4w
(
2w
t
)m−1/2(
2
(
1− wt
))m−1/2 dw
t
=
t−1/24m√
π Γ(m+ 1/2)
∫ t
0
e−4wwm−1w1/2
(
1− wt
)m−1/2
dw
≤ 4
m
√
π Γ(m+ 1/2)m1/2
∫ t
0
e−4wwm−1 dw ≤ C Γ(m)
Γ(m+ 1/2)m1/2
∼ 1
m
,
where we have used (14) with r = wt , η = m− 1/2 and γ = 1/2, and (13).
Concerning smoothness estimates, by using (37), and proceeding as in the
growth estimate, we arrive at
|DG(m, t)| = 2t
−3/24m√
π Γ(m+ 1/2)
∫ t
0
e−4wwm−1w3/2
(
1− wt
)m−1/2
dw
≤ 2 4
m
√
π Γ(m+ 1/2)(m + 1)3/2
∫ t
0
e−4wwm−1 dw
≤ C Γ(m)
Γ(m+ 1/2)(m + 1)3/2
∼ 1
m2
,
where we have used (14) with r = wt , η = m− 1/2 and γ = 3/2, and (13).
By using the subordination formula (10) we get that the Poisson kernel
satisfies the desired estimates. 
Proof of Theorem 2 for W ∗ and P ∗. Let supt≥0 |Tt| be eitherW ∗ (with Tt =
Wt) or P
∗ (with Tt = Pt). From Proposition 1, Stein’s Maximal Theorem
of diffusion semigroups (see [18, Chapter III, Section 2]) establishes that
supt≥0 Tt is bounded from ℓp, 1 < p <∞, into itself. Then the vector valued
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operator f 7→ T˜ f = {Ttf}t is bounded from ℓp into ℓpL∞ for 1 < p < ∞.
Here, ℓp
B
is the space of functions such that
(∑
n ‖f(n)‖pB
)1/p
, with B a
Banach space.
On the other hand, by Proposition 3 the kernel of the operator T˜ satisfies
the so-called Caldero´n–Zygmund estimates. Therefore, by the general theory
of vector-valued Caldero´n–Zygmund operators in spaces of homogeneous
type (see [16, 17]), the operator T˜ is bounded from ℓp(w) into ℓpL∞(w), for
1 < p <∞ and w ∈ Ap, and from ℓ1(w) into weak-ℓ1L∞(w), for w ∈ A1. 
As a standard corollary of Theorem 2 we have the following:
Corollary 1. Let supt≥0 |Tt| be either W ∗ (with Tt =Wt) or P ∗ (with Tt =
Pt). Then limt→0 Ttf(n) = f(n) for every n and every function f ∈ ℓp(w),
for w ∈ Ap, 1 ≤ p <∞.
5. The discrete g-function
In this section, we prove Theorem 2 for the discrete g-function
gf(n) =
(∫ ∞
0
|t∂tWtf(n)|2 dtt
)1/2
.
Let B = L2((0,∞), dtt ) be a Banach space. We shall first prove the following
appropriate vector-valued kernel estimates.
Proposition 4. Let G(m, t) be the discrete heat kernel. The following esti-
mates are satisfied:
‖t ∂tG(m, t)‖B ≤ C1|m|+ 1 and ‖D(t ∂tG(m, t))‖B ≤
C2
m2 + 1
,
where C1 and C2 are constants independent of m ∈ Z.
Proof. By an analogous reasoning to that in Proposition 3, we can assume
that m > 0. We begin with the growth estimate. Observe that, by (32)
and (38), one has
‖t∂tG(m, t)‖B = ‖te−2t(Im+1(2t)− 2Im(2t) + Im−1(2t))‖B
≤ CS
1/2
1 + S
1/2
2
Γ(m− 1/2) ,
where
S1 :=
∫ ∞
0
t
(
tm−2e−2t
∫ 1
−1
e−2tss(1− s2)m−3/2 ds
)2
dt,
and
S2 :=
∫ ∞
0
t
(
tm−1e−2t
∫ 1
−1
e−2ts(1 + s)2(1− s2)m−3/2 ds
)2
dt.
Concerning S1,
S1 ≤
∫ ∞
0
t2m−3e−4t
∫ 1
−1
e−2ts(1− s2)m−3/2 ds
∫ 1
−1
e−2tu(1− u2)m−3/2 du dt
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=
∫ 1
−1
∫ 1
−1
(1− s2)m−3/2(1− u2)m−3/2
∫ ∞
0
t2m−3e−2t(2+s+u) dt ds du
=
Γ(2m− 2)
22m−2
∫ 1
−1
∫ 1
−1
(1− s2)m−3/2(1− u2)m−3/2
(2 + s+ u)2m−2
du ds
= Γ(2m− 2)
∫ 1
0
∫ 1
0
xm−3/2(1− x)m−3/2ym−3/2(1− y)m−3/2
(x+ y)2m−2
dx dy
≤ Γ(2m− 2)
∫ 1
0
ym−3/2(1− y)m−3/2
∫ 1
0
xm−3/2
(x+ y)2m−2
dx dy
= Γ(2m− 2)
∫ 1
0
(1− y)m−3/2
∫ 1/y
0
wm−3/2
(1 + w)2m−2
dw dy
≤ Γ(2m− 2)Γ(m− 1/2)Γ(m − 3/2)
Γ(2m− 2)
∫ 1
0
(1− y)m−3/2 dy
∫ ∞
0
wm−3/2
(1 + w)2m−2
dw
=
Γ(m− 1/2)2
(m− 1/2)2 ,
so that
S
1/2
1
Γ(m− 1/2) ≤
C
(m− 1/2) .
For S2, we proceed analogously, and we get
S2 ≤ Γ(2m)Γ(m+ 3/2)Γ(m − 3/2)
Γ(2m)
∫ 1
0
ym+1/2(1− y)m−3/2 dy
=
Γ(m+ 3/2)Γ(m − 3/2)Γ(3)Γ(m − 1/2)
Γ(m+ 5/2)
,
hence
S
1/2
2
Γ(m− 1/2) ≤
C
(m− 1/2) .
By pasting together the estimates for S1 and S2, the bound for ‖t∂tG(m, t)‖B
follows.
Now we pass to the smoothness estimates. By (5) and (39), we have
‖D(t∂tG(m, t))‖B = ‖te−2t(Im+2(2t)− 3Im+1(2t) + 3Im(2t) − Im−1(2t))‖B
≤ C T
1/2
1 + T
1/2
2 + T
1/2
3
Γ(m− 1/2) ,
where
T1 =
∫ ∞
0
t
(
tm−3e−2t
∫ 1
−1
e−2tss(1− s2)m−3/2 ds
)2
dt,
T2 =
∫ ∞
0
t
(
tm−2e−2t
∫ 1
−1
e−2tss(1 + s)(1− s2)m−3/2 ds
)2
dt,
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and
T3 =
∫ ∞
0
t
(
tm−1e−2t
∫ 1
−1
e−2ts(1 + s)3(1− s2)m−3/2 ds
)2
dt.
In order to treat each term we follow the same procedure as in the growth
estimates. Hence, concerning T1, we get
T1 ≤ Γ(2m− 4)Γ(m− 1/2)Γ(m− 7/2)
Γ(2m− 4)
∫ 1
0
y2(1− y)m−3/2 dy
=
Γ(m− 7/2)Γ(3)Γ(m − 1/2)2
Γ(m+ 5/2)
.
For T2 we obtain
T2 ≤ Γ(2m− 2)Γ(m+ 1/2)Γ(m− 5/2)
Γ(2m− 2)
∫ 1
0
y2(1− y)m−3/2 dy
=
Γ(m+ 1/2)Γ(m − 5/2)Γ(3)Γ(m − 1/2)
Γ(m+ 5/2)
.
Finally,
T3 ≤ Γ(2m)Γ(m+ 5/2)Γ(m − 5/2)
Γ(2m)
∫ 1
0
y4(1− y)m−3/2 dy
=
Γ(m+ 5/2)Γ(m − 5/2)
Γ(m− 1/2)2
Γ(5)Γ(m− 1/2)
Γ(m+ 9/2)
.
By pasting together the estimates for T1, T2 and T3, and (13), we get the
desired bound. 
Proof of Theorem 2 for g. Since Wt is a diffusion semigroup, g is bounded
from ℓ2 into itself (see [18, p. 74]). In order to extend this result to weighted
inequalities and to the range 1 ≤ p <∞ we observe that g can be seen as a
vector-valued operator taking values in the Banach space B = L2((0,∞), dtt ),
so that gf = ‖t∂tWtf‖B. Indeed,
gf(n) = ‖Stf(n)‖B,
where
Stf(n) =
∑
m∈Z
t
∂
∂t
G(n −m, t)f(n).
Now, by Proposition 4 and the general theory of vector-valued Caldero´n–
Zygmund operators, Theorem 2 holds for the square function g. 
6. Riesz transforms: ℓ2 definition and mapping properties in
ℓp(w) spaces
In this section we define and study the discrete Riesz transforms, and we
see that they coincide essentially with the discrete Hilbert transform.
A first attempt to define properly the discrete Riesz transform R could be
by means of the heat semigroup, as done with the fractional Laplacian and
HARMONIC ANALYSIS ASSOCIATED WITH A DISCRETE LAPLACIAN 13
square functions. In this way, we introduce the discrete fractional integral
(−∆d)−α for 0 < α < 1/2. We use the formula
(15) (−∆d)−α = 1
Γ(α)
∫ ∞
0
et∆dtα
dt
t
.
Observe that, by (5) and asymptotics (31) for t → ∞, the integral above
is not absolutely convergent for α = 1/2. Then, although formally we can
write
R = D(−∆d)−1/2,
we cannot define the Riesz transform in ℓ2 by using (15) with α = 1/2.
In order to define properly these operators in ℓ2, we need to develop an
abstract theory of discrete distributions and Fourier transform (see [4, 21]
for details). Recall the definition of Fourier transform FZ given in Section 2.
We shall use the notation
FT(ϕ)(n) := F−1Z (ϕ)(n).
Analogously, we can keep the notation FZ(f)(θ) := F−1T (f)(θ). Let us
consider the class of sequences {cn}n∈Z such that for each k ∈ N there exists
Ck with supn∈Z |n|k|cn| < Ck. We denote this space of sequences by S(Z).
With the obvious family of seminorms, the Fourier transform produces an
isomorphism between the space S(Z) and the space of C∞(T) functions
(every function in C∞(T) is associated with the sequence of its Fourier
coefficients). This isomorphism allows to define the Fourier transform in the
spaces of distributions
(S(Z))′ and (C∞(T))′ as follows:
(16)
〈FZ(Λ), ϕ〉T = 〈Λ,FT(ϕ)〉Z, Λ ∈ (S(Z))′ and ϕ ∈ C∞(T),
and
(17)
〈FT(Φ), f〉Z = 〈Φ,FZ(f)〉T, Φ ∈ (C∞(T))′ and f ∈ S(Z),
see [4, Chapter 12]. We shall need some extra definitions of different actions
over sets of distributions.
The convolution of a distribution Λ ∈ (S(Z))′ with a function f ∈ S(Z)
is given by
(18)
〈
Λ ∗ f, g〉
Z
=
〈
Λ, f˜ ∗ g〉
Z
, f, g ∈ S(Z) and f˜(n) = f(−n).
The multiplication of a distribution U ∈ (C∞(T))′ by a function ϕ ∈ C∞(T)
is given by
(19)
〈Uψ,ϕ〉
T
=
〈U , ψϕ〉
T
, ψ, ϕ ∈ C∞(T).
Observe that by using (16), (18), (19) and some other standard properties
of Fourier transforms, we get〈FZ(Λ ∗ f), ϕ〉T = 〈Λ ∗ f,FT(ϕ)〉Z = 〈Λ, f˜ ∗ FT(ϕ)〉Z
=
〈
Λ,FT[F−1T (f˜)ϕ]
〉
Z
=
〈FZ(Λ),F−1T (f˜)ϕ〉T
=
〈FZ(Λ)F−1T (f˜), ϕ〉T = 〈FZ(Λ)FZ(f), ϕ〉T.
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Another fact that we need is the following. A linear operator L :
(S(Z))′ →(S(Z))′ is bounded if and only if the operator FZ ◦L ◦F−1Z is bounded from(
C∞(T)
)′
into
(
C∞(T)
)′
. This is illustrated with the diagram below:
(20)
(S(Z))′ L−→ (S(Z))′
FZ ↓ ↓FZ(
C∞(T)
)′ L−→ (C∞(T))′
Now we are in position to define properly the Riesz transforms.
Proposition 5. The discrete Riesz transforms R and R˜ defined in (4) are
operators acting on S(Z) by the convolution with the sequences { 1π(n+1/2)}n∈Z
and
{
1
π(n−1/2)
}
n∈Z, respectively.
Proof. We shall check that the operators we need to define the Riesz trans-
forms can be seen as operators acting on C∞(T).
Recall from Section 2 that the heat semigroup Wt is given by convolu-
tion with the sequence {G(m, t)}m∈Z = {e−2tIm(2t)}m∈Z, for each t. We
also showed that there exists a constant C such that G(m, t) ≤ C|m|+1 , see
Proposition 3. Hence∣∣〈Wtf, g〉Z∣∣ = ∣∣〈G(·, t), f˜ ∗ g〉Z∣∣ = ∣∣∑
n∈Z
G(n, t)f˜ ∗ g(n)
∣∣
≤ C
∑
n∈Z
1
|n|+ 1 |f˜ ∗ g(n)|.
This inequality guaranties the boundedness of Wt from S(Z) into
(S(Z))′.
As a consequence of the computations made in the proof of Proposition 1
(iii) we can understand the heat semigroup as the operator of multiplication
by e−4t sin
2 (·)
2 , which is bounded from C∞(T) into
(
C∞(T)
)′
. Even more,
since e−4t sin
2 (·)
2 ∈ C∞(T), it is bounded from C∞(T) into itself.
Let us continue with the fractional integral (−∆d)−α defined in (15) for
0 < α < 1/2. In our case, the action of the operator et∆d is defined by
et∆d(ϕ)(θ) = e−4t sin
2 θ
2ϕ(θ). Hence
(−∆d)−αϕ(θ) = 1
Γ(α)
∫ ∞
0
e−4t sin
2 θ
2ϕ(θ)tα
dt
t
=
(
4 sin2
θ
2
)−α
ϕ(θ).
Since the function (4 sin2 θ2)
−α is integrable (remember that 0 < α < 1/2)
then (−∆d)−α is bounded from C∞(T) into C∞(T).
The last operator we are interested in is the first difference operator D
defined in (3), acting on S(Z). Observe that
FZ(Df)(θ) =
∑
n∈Z
f(n+ 1)einθ −
∑
n∈Z
f(n)einθ = (e−iθ − 1)FZ(f)(θ).
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That is, the operator FZ ◦D ◦ F−1Z is given by the multiplier (e−iθ − 1).
As a consequence, the operator Rα = FZ◦D(−∆d)−α◦F−1Z , 0 < α < 1/2,
(bounded from C∞(T) into itself) is associated with the multiplier
(e−iθ − 1)
(
4 sin2
θ
2
)−α
= (e−iθ − 1)
(∣∣∣2 sin θ
2
∣∣∣2)−α = e−iθ/2 (e−iθ/2 − eiθ/2)
22α| sin θ/2|2α
= e−iθ/2
−2i sin θ/2
22α| sin θ/2|2α .
Hence for 0 ≤ θ ≤ 2π, we have limα→(1/2)−(e−iθ−1)
(
4 sin2 θ2
)−α
= −ie−iθ/2.
Therefore R = limα→(1/2)− Rα, defined as the operator of multiplication by
the function −ie−iθ/2, is an operator bounded from C∞(T) into C∞(T). On
the other hand,
1
2π
∫ 2π
0
−ie−iθ/2e−inθ dθ = − 1
2π
∫ 2π
0
ie−i(n+
1
2
)θ dθ =
1
π(n+ 12)
.
By the diagram (20) above, we conclude that the operator R is an operator
acting on S(Z) by the convolution with the sequence { 1π(n+1/2)}n∈Z.
By using an analogous reasoning with D˜, it can be checked that R˜, de-
fined on C∞(T) as the operator of multiplication by the function −ieiθ/2,
corresponds with a convolution operator with the sequence
{
1
π(n−1/2)
}
n∈Z
acting on S(Z). 
Observe that Proposition 5 implies that R and R˜ are bounded in ℓp,
1 < p < ∞, and they are well defined in ℓ1. Moreover, since the kernels{
1
π(n+1/2)
}
n∈Z and
{
1
π(n−1/2)
}
n∈Z obviously satisfy the Caldero´n–Zygmund
estimates we have the following (well known) result.
Corollary 2. Let w ∈ Ap, 1 ≤ p < ∞. Then the operators R and R˜ are
bounded from ℓp(w) into itself and also from ℓ1(w) into weak-ℓ1(w).
7. Riesz transforms as limits of “harmonic” functions
Recall the conjugate harmonic operators
Qtf = RPtf and Q˜tf = R˜Ptf.
In this section, we shall prove Theorem 3. First, we show that these opera-
tors are well defined and satisfy several properties for good functions.
Proposition 6. Let Qt and Q˜t be defined as above and f be a compactly
supported function.
(i) The operators Qt, Q˜t and Pt satisfy the Cauchy–Riemann type equa-
tions{
∂t(Qtf) = −D(Ptf),
D˜(Qtf) = ∂t(Ptf);
{
∂t(Q˜tf) = −D˜(Ptf),
D(Q˜tf) = ∂t(Ptf).
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Moreover, ∂2ttQtf(n)+∆dQtf(n) = 0 and ∂
2
ttQ˜tf(n)+∆dQ˜tf(n) = 0.
(ii) We have
lim
t→0
Qtf(n) = Rf(n) and lim
t→0
Q˜tf(n) = R˜f(n),
for n ∈ Z.
(iii) We have
∣∣FZ(Qtf)(θ)∣∣+ ∣∣FZ(Q˜tf)(θ)∣∣ ≤ C|FZ(f)(θ)|.
Proof. By the results on Section 2 and Section 6, it is clear that the operators
Qt and Q˜t can be defined as operators of multiplication by−ie−iθ/2e−2t| sin θ/2|
and −ieiθ/2e−2t| sin θ/2|, respectively. Then, the conclusions are obvious. 
Remark 3. By conjugate harmonic functions we mean that Qtf(n) and
Q˜tf(n) are the harmonic conjugate functions of the harmonic function
Ptf(n) in the variables (t, n), see Remark 2 in Section 2.
Proof of Theorem 3. We shall prove the theorem for Qt only, since the proof
for Q˜t is similar. In Section 6 we saw that the “natural” Riesz transforms
associated with the operator ∆d are bounded on the spaces ℓ
p(w), see Corol-
lary 2. This together with Theorem 2 show that the conjugate harmonic
functions are well defined for all functions in ℓp(w), 1 ≤ p < ∞, and also
that limt→0Qtf = Rf in ℓp(w) sense and pointwise for 1 < p < ∞. In
order to get the appropriate results in ℓ1(w) we need to work a bit more.
We will prove that the operator supt≥0 |Qtf | can be viewed as the norm of
vector-valued Caldero´n–Zygmund operators whose kernels satisfy standard
estimates. Once this fact has been shown, (i) will be a direct consequence.
If we take the derivative with respect to β in the subordination for-
mula (9), we have
(21)
1
β
e−βt =
1√
π
∫ ∞
0
e−t
2/(4v)
√
v
e−vβ
2
dv.
Then, observe that, for θ ∈ [0, 2π], we obtain
FZ(RPtf)(θ) = −ie−iθ/2e−t|2 sin θ/2|FZ(f)(θ)
= e−iθ/2
2i sin θ/2
2| sin θ/2|e
−t|2 sin θ/2|FZ(f)(θ)
= (e−iθ − 1) 1
(4 sin2 θ/2)1/2
e−t|2 sin θ/2|FZ(f)(θ)(22)
=
( 1√
π
∫ ∞
0
e−t
2/(4v)(e−iθ − 1)e−4v sin2(θ/2) dv
v1/2
)
FZ(f)(θ),
where in the last identity we used (21). Formula (22) allows us to write, for
functions f ∈ S(Z),
(23)
{Qtf(n)}t≥0 = {DL−1/2Ptf(n)}t≥0
=
{ 1√
π
∫ ∞
0
e−t
2/(4v)DWvf(n)
dv
v1/2
}
t≥0
.
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Now we shall see that the kernel associated with the operator (23) satisfies
the Caldero´n–Zygmund estimates; we use Q(m, t) to denote this kernel. We
consider only m > 0, as in previous cases. By reproducing the arguments
given in the proof of Proposition 3, we get
|Q(m, t)| = 4
m 2
πΓ(m+ 1/2)
×
∫ ∞
0
e−t
2/(4v)
∫ v
0
e−4wwm−1
(w
v
)3/2(
1− w
v
)m−1/2
dw
dv
v1/2
.
Observe that∫ ∞
0
e−t
2/(4v)
∫ v
0
e−4wwm−1
(w
v
)3/2(
1− w
v
)m−1/2
dw
dv
v1/2
=
∫ ∞
0
e−t
2/(4v)
∫ 1
0
e−4vssm−1s3/2(1− s)m−1/2 ds vm−1/2 dv
=
∫ 1
0
sm−1s3/2(1− s)m−1/2
∫ ∞
0
e−t
2/(4v)e−4vsvm−1/2 dv ds
=
∫ 1
0
sm−1s3/2(1− s)m−1/2
∫ ∞
0
e−t
2s/re−r
( r
4s
)m−1/2 dr
4s
ds
≤
∫ 1
0
sm−1s3/2(1− s)m−1/2
(4s)m−1/2s
∫ ∞
0
e−rrm−1/2 dr ds
= C4−m
∫ 1
0
(1− s)m−1/2dsΓ(m+ 1/2)
= C4−m
Γ(1)Γ(m+ 1/2)
Γ(m+ 3/2)
Γ(m+ 1/2) ∼ C4−m 1
m
Γ(m+ 1/2).
Hence we have proved supt≥0 |Q(m, t)| ≤ C|m|+1 , where C is a constant inde-
pendent of m.
To end the proof of the theorem we need to prove the smoothness of the
kernel, that is
sup
t≥0
|Q(m+ 1, t)−Q(m, t)| ≤ C
m2 + 1
,
with C a constant independent of m. By using (38), we have
|DQ(m, t)| =
∣∣∣∣ ∫ ∞
0
e−
t2
4v e−2v(Im+2(2v) − 2Im+1(2v) + Im(2v)) dv
v1/2
∣∣∣∣
=
1√
π Γ(m+ 1/2)
∣∣∣∣ ∫ ∞
0
e−
t2
4v vm
(
1
v
∫ 1
−1
e−2v(1+s)s(1− s2)m−1/2 ds
+
∫ 1
−1
e−2v(1+s)(1 + s)2(1− s2)m−1/2 ds
)
dv
∣∣∣∣
≤ 4
m
√
π Γ(m+ 1/2)
(∫ 1
0
um−1/2(1− u)m−1/2
∫ ∞
0
e−
t2
4v vm−3/2e−4vu dv du
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+
∫ 1
0
um+3/2(1− u)m−1/2
∫ ∞
0
e−
t2
4v vm−1/2e−4vu dv du
)
=: I1 + I2.
For each one, we proceed similarly as in the growth estimates and we get
I1 ≤ C√
π Γ(m+ 1/2)
Γ(1)Γ(m+ 1/2)
Γ(m+ 3/2)
Γ(m− 1/2) ∼ (m+ 1/2)−2
and
I2 ≤ C√
π Γ(m+ 1/2)
Γ(2)Γ(m+ 1/2)
Γ(m+ 5/2)
Γ(m+ 1/2) ∼ (m+ 1/2)−2.
This ends the proof of (i).
In order to prove (ii) and (iii) we observe that Qtf , for f ∈ S(Z), can be
alternatively defined as
Qtf =
∫ t
0
DPsf ds−Rf.
By applying Fourier transform, we see that this last definition is valid for
any function on ℓp(w), 1 ≤ p < ∞, w ∈ Ap. Moreover it can be checked
that Qt satisfies (ii) and (iii). 
8. Technical results about the functions Ik
Let Ik be the modified Bessel function of the first kind and order k ∈ Z,
defined as
(24) Ik(t) = i
−kJk(it) =
∞∑
m=0
1
m! Γ(m+ k + 1)
(
t
2
)2m+k
.
Since k is an integer (and 1/Γ(n) is taken to equal zero if n = 0,−1,−2, . . .),
the function Ik is defined in the whole real line (even in the whole complex
plane, where Ik is an entire function). We list several properties of Ik. Most
of them can be found in [11, Chapter 5] and [12].
It is verified that
(25) I−k(t) = Ik(t)
for each k ∈ Z. Besides, from (24) it is clear that
(26) I0(0) = 1 and Ik(0) = 0 for k 6= 0.
The following identity is called Neumann’s identity, see [5, Chapter II, for-
mula (7.10)]:
(27) Ir(t1 + t2) =
∑
k∈Z
Ik(t1)Ir−k(t2) for r ∈ Z;
this formula is an easy consequence of the generating function
e
1
2
t(u+u−1) =
∑
k∈Z
ukIk(t)
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that sometimes serves as definition for Ik (see, for instance, [12, formula
10.35.1]). Other properties of Ik are
(28) Ik(t) ≥ 0
for every k ∈ Z and t ≥ 0, and
(29)
∑
k∈Z
e−2tIk(2t) = 1.
Clearly, from (24), there exist constants C, c > 0 such that
(30) ctk ≤ Ik(t) ≤ Ctk for t→ 0+.
Moreover, it is well known (see [11]) that
(31) Ik(t) = Ce
tt−1/2 +Rk(t),
where
|Rk(t)| ≤ Ckett−3/2, for t→∞.
The modified Bessel function Ik(t) also satisfies
∂
∂t
Ik(t) =
1
2
(Ik+1(t) + Ik−1(t)),
and from this it follows immediately
(32)
∂
∂t
(e−2tIk(2t)) = e−2t(Ik+1(2t)− 2Ik(2t) + Ik−1(2t)).
The next identity is known as Schla¨fli’s integral representation of Poisson
type for modified Bessel functions (see [11, (5.10.22)]), and it is valid for a
real number ν > −12 :
(33)
Iν(z) =
zν√
π 2νΓ(ν + 1/2)
∫ 1
−1
e−zs(1− s2)ν−1/2 ds, | arg z| < π, ν > −1
2
.
If we integrate by parts once, twice and three times in (33), we get, respec-
tively,
(34) Iν(z) = − z
ν−1
√
π 2ν−1Γ(ν − 1/2)
∫ 1
−1
e−zss(1− s2)ν−3/2 ds, ν > 1
2
,
(35) Iν(z) =
zν−2√
π 2ν−2Γ(ν − 3/2)
∫ 1
−1
e−zs
1 + zs
z
s(1−s2)ν−5/2 ds, ν > 3
2
,
and
Iν(z) = − z
ν−3
√
π 2ν−3Γ(ν − 5/2)(36)
×
∫ 1
−1
e−zs
s(s2z2 + 3sz + 3)
z2
(1− s2)ν−7/2 ds, ν > 5
2
.
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Combining (33) and (34) we get, for ν > −1/2,
(37) Iν+1(z)− Iν(z) = − z
ν
√
π 2νΓ(ν + 1/2)
∫ 1
−1
e−zs(1 + s)(1− s2)ν−1/2 ds.
Combining (33), (34) and (35) we obtain, for ν > −1/2,
(38)
Iν+2(z) − 2Iν+1(z) + Iν(z) = z
ν
√
π 2νΓ(ν + 1/2)
×
(2
z
∫ 1
−1
e−zss(1− s2)ν−1/2 ds+
∫ 1
−1
e−zs(1 + s)2(1− s2)ν−1/2 ds
)
.
Combining (33), (34), (35) and (36) we obtain, for ν > −1/2,
(39)
Iν+3(z)− 3Iν+2(z) + 3Iν+1(z) − Iν(z) = z
ν
√
π 2νΓ(ν + 1/2)
×
( 3
z2
∫ 1
−1
e−zss(1− s2)ν−1/2 ds+ 3
z
∫ 1
−1
e−zss(1 + s)(1− s2)ν−1/2 ds
+
∫ 1
−1
e−zs(1 + s)3(1− s2)ν−1/2 ds
)
.
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