Quantum Field Theoretical Description of Unstable Behavior of Trapped
  Bose-Einstein Condensates with Complex Eigenvalues of Bogoliubov-de Gennes
  Equations by Mine, M. et al.
ar
X
iv
:c
on
d-
m
at
/0
60
90
52
v2
  [
co
nd
-m
at.
oth
er]
  2
7 O
ct 
20
06
Quantum Field Theoretical Description of
Unstable Behavior of Trapped Bose-Einstein
Condensates with Complex Eigenvalues of
Bogoliubov-de Gennes Equations
Makoto Mine a, Masahiko Okumura b, Tomoka Sunaga a and
Yoshiya Yamanaka c
aDepartment of Physics, Waseda University, Tokyo 169-8555, Japan
bDepartment of Applied Physics, Waseda University, Tokyo 169-8555, Japan
cDepartment of Materials Science and Engineering, Waseda University,
Tokyo 169-8555, Japan
Abstract
The Bogoliubov-de Gennes equations are used for a number of theoretical works
on the trapped Bose-Einstein condensates. These equations are known to give the
energies of the quasi-particles when all the eigenvalues are real. We consider the
case in which these equations have complex eigenvalues. We give the complete set
including those modes whose eigenvalues are complex. The quantum fields which
represent neutral atoms are expanded in terms of the complete set. It is shown that
the state space is an indefinite metric one and that the free Hamiltonian is not
diagonalizable in the conventional bosonic representation. We introduce a criterion
to select quantum states describing the metastablity of the condensate, called the
physical state conditions. In order to study the instability, we formulate the linear
response of the density against the time-dependent external perturbation within
the regime of Kubo’s linear response theory. Some states, satisfying all the physical
state conditions, give the blow-up and damping behavior of the density distributions
corresponding to the complex eigenmodes. It is qualitatively consistent with the
result of the recent analyses using the time-dependent Gross-Pitaevskii equation.
Key words: Quantum field theory, Bose-Einstein condensation, Quantized vortex,
Indefinite metric, Instability
PACS: 11.10.-z, 03.70.+k, 03.75.Kk, 03.75.Lm
Email addresses: mine@aoni.waseda.jp (Makoto Mine),
okumura@aoni.waseda.jp (Masahiko Okumura), tomoka@fuji.waseda.jp
(Tomoka Sunaga), yamanaka@waseda.jp (Yoshiya Yamanaka).
Preprint submitted to Elsevier Science 6 February 2008
1 Introduction
In 1995, the Bose-Einstein condensates (BECs) of neutral atoms in the mag-
netic trap were realized [1,2,3]. After several years, some kinds of quantized
vortices in condensates have been observed, e.g., singly quantized vortices and
a vortex lattice [4,5,6]. Furthermore, the doubly quantized vortices have been
created under the use of phase imprinting technique [7]. It has also been ob-
served that a doubly quantized vortex decays into two singly quantized vortices
[8].
Excitations around the condensates, with or without vortices, are represented
by the solutions of the Bogoliubov-de Gennes (BdG) equations [9,10,11], which
follow from linearizing the time-dependent Gross-Pitaevskii (TDGP) equation
[12] and form a set of two-component eigenfunctions. If all the engenvalues
are real, the corresponding free Hamiltonian is diagonalized in the bosonic
representation and the quasi-particle picture is obtained.
Recently, it is found that the BdG equations have complex eigenvalues in some
cases, e.g., the case where the condensate flows in an optical lattice [13], or
where the condensate has a highly quantized vortex [14,15,16,17,18] or gap
solitons [19], or the case of the multi-component BECs [20,21]. It is also men-
tioned that a subject of the complex eigenvalues is taken up in the context
of diagonalization of the Hamiltonian of the quadratic form of creation and
annihilation operators [22] and in the studies of the Gross-Pitaevskii (GP)
energy functional [23]. These eigenfunctions with complex eigenvalues cause
the “dynamical instability”, which is a type of instability of the condensates
and should be distinguished from the “Landau instability” caused by nega-
tive energies of the quasi-particle. The former is associated with the decay of
the initial configuration of the condensate, while the latter corresponds to the
absence of thermodynamic equilibrium [12]. The dynamical instability of the
condensates in optical lattices was observed in the experiment, and the values
of the quasi-momentum at which the experimental loss rate has its peak are
in good agreement with those at which the imaginary part of the complex
eigenvalue of the BdG equations has its peak [24]. The time scale to form
the ferromagnetic domains in the spinor BECs, observed experimentally by
rapidly quenching the system to conditions in which the ferromagnetic phase
is energetically favored, is roughly described by the imaginary part of the com-
plex eigenvalue of the BdG equations [25]. In addition, when the condensate
has a highly quantized vortex, the emergence of the complex eigenvalues is
interpreted as the sign of dynamical instability caused by the external pertur-
bations [17,18]. However, no corresponding experiment in which the conden-
sate is perturbed by an external force has been reported, although the decay
of a doubly quantized vortex into two singly quantized vortices, without per-
turbation, is observed experimentally [8]. The relation between the complex
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eigenvalues and the instability of highly quantized vortices is not elucidated
fully and is still under study [26,27].
So far, the interpretation of complex eigenvalues in the BdG equations has
been based on the TDGP equation, but not on the quantum field theory
(QFT). It has not been made clear how the complex eigenmodes should be
interpreted in QFT, and how to describe the dynamical instability against ex-
ternal time-dependent perturbations within the formulation of QFT. In gen-
eral, it is possible in terms of equilibrium QFT to give dynamical description
in the linear regime, using Kubo’s linear response theory (LRT) [28,29,30].
But Kubo’s LRT is based on the canonical commutation relations (CCRs)
and representations of the states. In the case where complex eigenvalues arise,
it is not easy to keep the CCRs and to discuss the representations of states due
to the indefinite metric which is characteristic of the BdG equations. It is well
known in QFT that when the indefinite metric is involved, careful treatments
on the complete set are needed (for example, the ghosts in gauge fields [31]).
But this point has not been discussed in the framework of QFT with complex
eigenvalues of the BdG equations and the meaning of the complex eigenmodes
in Kubo’s LRT has not been clear.
In this paper, we construct QFT and formulate Kubo’s LRT in the case where
complex eigenvalues arise in the BdG equations. The blow-up or damping
behavior of the density distributions, corresponding to the complex modes
against the time-dependent external perturbation, is shown in the linear regime.
It is consistent with the result from the recent analyses based on the TDGP
equation [17,18]. Furthermore, we discuss that the effect beyond the GP the-
ory is given if we consider the higher order terms of quantum fluctuations
using the formalism established in this paper.
This paper is organized as follows. In Sec. 2, the model action and Hamilto-
nian are given. In Sec. 3, the BdG equations are introduced, and when all the
eigenvalues are real, the mathematical properties of eigenfunctions including
the zero-mode are summarized. In Sec. 4, for the sake of convenience in the fol-
lowing discussions, the doublet notations are introduced. In Sec. 5, we consider
the case in which the complex eigenvalues arise in the BdG equations. Mathe-
matical properties of the eigenfunctions are summarized and the complete set
of functions is given. In Sec. 6, the quantized fields are expanded using the
complete set of functions given in Sec. 5. We check that the CCRs are kept in
this expansion. Next, we study the properties of the Hamiltonian. Particularly,
we show that the free Hamiltonian can not be diagonalized in the usual bosonic
representation. Then we construct eigenstates of the free Hamiltonian, which
are not normalizable. We discuss the complete set of states, corresponding to
the complex eigenspace. In Sec. 7, we introduce the conditions for physical
states, which are not only matched with the result of the experiment in which
highly quantized vortex states are metastable, but also provides us with a
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consistent QFT description of the unstable behavior. We examine some can-
didates of states as to whether all the conditions are satisfied. In Sec. 8, for the
physical states examined in Sec. 7, using Kubo’s LRT, we calculate the density
response of the system against the external perturbation of both impulsive and
periodic types. As a result, we show that the complex eigenvalues correspond
to the instability against some external time-dependent perturbations to the
condensates. Section 9 is devoted to summary.
2 Model Action and Hamiltonian
We start with the following action to describe the trapped BEC of neutral
atoms,
S =
∫
d4x
[
ψ†(x){T −K − V (x) + µ}ψ(x)− g
2
ψ†2(x)ψ2(x)
]
, (1)
where x = (x, t), and
T = i
∂
∂t
, (2)
K =− 1
2m
∇2 , (3)
V (x)=
1
2
m(ω2xx
2 + ω2yy
2 + ω2zz
2) , (4)
with the mass of the neutral atoms m, the chemical potential µ and the cou-
pling constant g. Here we have written the trapping potential of harmonic
type, but the discussions in this paper are valid for more general type of po-
tentials. Throughout this paper ~ is set to be unity.
In the terminology of the canonical operator formalism, let us divide the orig-
inal field ψ(x) into the classical and quantum parts as
ψ(x) = ζ(x) + ϕ(x) , (5)
where it is assumed that the c-number function ζ(x), which is the order param-
eter, is time-independent. Note that the function ζ(x) is essentially complex-
valued if the condensate contains vortices, e.g., ζ(x) ∼ eiκθ where θ is an angle
around a vortex line and κ is a winding number. Equation (5) is substituted
into Eq. (1), and the action is rewritten in terms of ζ(x) and ϕ(x) as follows:
S = S0 + S1 + S2 + S3,4 , (6)
where
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S0 =
∫
d4x
[
ζ∗(x){−K − V (x) + µ}ζ(x)− g
2
|ζ(x)|4
]
, (7)
S1 =
∫
d4x
{
ζ∗(x)
[
−K − V (x) + µ− g|ζ(x)|2
]
ϕ(x)
+ϕ†(x)
[
−K − V (x) + µ− g|ζ(x)|2
]
ζ(x)
}
, (8)
S2 =
∫
d4x
{
ϕ†(x) [T −K − V (x) + µ]ϕ(x)
−g
2
[
4 |ζ(x)|2ϕ†(x)ϕ(x) + ζ∗2(x)ϕ2(x) + ζ2(x)ϕ†2(x)
]}
, (9)
S3,4 =
∫
d4x
{
−g
[
ζ(x)ϕ†2(x)ϕ(x) + ζ∗(x)ϕ†(x)ϕ2(x)
]
− g
2
ϕ†2(x)ϕ2(x)
}
.
(10)
At the tree level, the c-number function ζ(x) satisfies
[
K + V (x)− µ+ g|ζ(x)|2
]
ζ(x) = 0 , (11)
which is called GP equation [32]. The condensate particle number Nc is given
by
Nc =
∫
d3x |ζ(x)|2. (12)
We move to the canonical formalism in the interaction representation. The
total Hamiltonian of the system is now written as
Hˆ = Hˆ0 + Hˆint + const. , (13)
where
Hˆ0 =
∫
d3x
{
ϕˆ†(x){K + V (x)− µ}ϕˆ(x)
+
g
2
[
4|ζ(x)|2ϕˆ†(x)ϕˆ(x) + ζ∗2(x)ϕˆ2(x) + ζ2(x)ϕˆ†2(x)
]}
, (14)
Hˆint =
∫
d3x
{
g
[
ζ(x)ϕˆ†2(x)ϕˆ(x) + ζ∗(x)ϕˆ†(x)ϕˆ2(x)
]
+
g
2
ϕˆ†2(x)ϕˆ2(x)
}
.
(15)
It is emphasized that the CCRs,
[ϕˆ(x, t), ϕˆ†(x′, t)] = δ3(x− x′) (16)
and
[ϕˆ(x, t), ϕˆ(x′, t)] = [ϕˆ†(x, t), ϕˆ†(x′, t)] = 0 , (17)
must hold in consistent QFT.
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We introduce the new function f(x) which is defined as
f(x) =
1√
Nc
ζ(x) , (18)
which implies that f(x) is normalized to be unity:
∫
d3x |f(x)|2 = 1 . (19)
We can rewrite the GP equation (11) with f(x) as
L(x)f(x)−M(x)f ∗(x) = 0 , (20)
where the following notations are introduced:
L(x)=K + V (x)− µ+ 2gNc|f(x)|2 , (21)
M(x)= gNcf 2(x) . (22)
3 Real eigenvalues of Bogoliubov-de Gennes Equations and Quasi-
Particle Picture
In this section, we review the BdG approach with real eigenvalues including
zero-mode [33,34]. We consider the following set of equations for excitation
modes, called the BdG equations:
L(x)un(x)−M(x)vn(x)=Enun(x) , (23)
L(x)vn(x)−M∗(x)un(x)=−Envn(x) (24)
for n = 1, 2, · · · . For the zero-mode, while f(x) satisfies Eq. (20), another
function denoted by h(x) has to be introduced as
L(x)h(x) +M(x)h∗(x) = 1
I
f(x) , (25)
where I is a real constant which will be determined by the condition (28). Here
we assumed that the phase part of h(x) is the same as that of f(x). This does
not affect the generality of our discussion in this paper. The eigenfunctions
un(x), vn(x), f(x) and h(x) satisfy the following orthogonal and completeness
conditions:
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∫
d3x [u∗n(x)un′(x)− v∗n(x)vn′(x)] = δnn′ , (26)∫
d3x [un(x)vn′(x)− vn(x)un′(x)] = 0 , (27)∫
d3x f ∗(x)h(x)=
1
2
, (28)∫
d3x [u∗n(x)f(x)− v∗n(x)f ∗(x)] = 0 , (29)∫
d3x [u∗n(x)h(x) + v
∗
n(x)h
∗(x)] = 0 , (30)
and
∞∑
n=1
[un(x)u
∗
n(x
′)− v∗n(x)vn(x′)] + [f(x)h∗(x′) + h(x)f ∗(x′)] = δ3(x− x′) ,
(31)
∞∑
n=1
[un(x)v
∗
n(x
′)− v∗n(x)un(x′)]− [f(x)h(x′)− h(x)f(x′)] = 0 . (32)
For real eigenvalues En, it is known that the quasi-particle picture is obtained
by diagonalization of the unperturbed Hamiltonian (14). The expansions of
the quantum fields with respect to the annihilation- and creation-operators of
the quasi-particle αˆn and αˆ
†
n are given as
ϕˆ(x) = Pˆ(t)h(x)− iQˆ(t)f(x) +
∞∑
n=1
[
un(x)αˆn(t)− v∗n(x)αˆ†n(t)
]
, (33)
ϕˆ†(x)= Pˆ(t)h∗(x) + iQˆ(t)f ∗(x) +
∞∑
n=1
[
u∗n(x)αˆ
†
n(t)− vn(x)αˆn(t)
]
. (34)
The operators αˆn(t) and αˆ
†
n(t) are subject to the canonical commutation re-
lations: [αˆn(t), αˆ
†
n′(t)] = δnn′ and [αˆn(t), αˆn′(t)] = [αˆ
†
n(t), αˆ
†
n′(t)] = 0, and Qˆ(t)
and Pˆ(t), which are called “quantum coordinates” (QCs), satisfy the canonical
commutation relations: [Qˆ(t), Pˆ(t)] = i and other commutations vanish. The
relation between QCs and zero-energy particle mode is studied in Ref. [35].
Then, one can find the unperturbed Hamiltonian (14) is diagonalized in terms
of αˆ†n(t), αˆn(t), Qˆ(t) and Pˆ(t) as
Hˆ0 =
1
2I
Pˆ2 +
∞∑
n=1
Enαˆ
†
nαˆn + const. (35)
This determines the time dependence of the operators:
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αˆn(t)= αˆne
−iEnt , αˆ†n(t) = αˆ
†
ne
iEnt ,
Qˆ(t)= Qˆ+ Pˆt , Pˆ(t) = Pˆ . (36)
4 Doublet Notation
We introduce the doublet notation,
r(x) =

r1(x)
r2(x)

 . (37)
Using this doublet notation, we define the following “inner product” for a pair
of any doublets as
(r, s)≡
∫
d3x r†(x)σ3s(x)
=
∫
d3x (r∗1(x) r
∗
2(x))

 1 0
0 −1



 s1(x)
s2(x)


=
∫
d3x [r∗1(x) s1(x)− r∗2(x) s2(x)] , (38)
where σi represents the i-th Pauli matrix.
We also define a (squared) “norm” of r as
‖r‖2 ≡ (r, r) =
∫
d3x
[
|r1(x)|2 − |r2(x)|2
]
. (39)
We note that this “norm” can be zero or negative due to the metric σ3.
The doublets of eigenfunctions of the BdG equations are defined as follows:
xn(x)≡

un(x)
vn(x)

 (n = 1, 2, · · · ) , (40)
x0(x)≡

 f(x)
f ∗(x)

 , (41)
x−1(x)≡

 h(x)
−h∗(x)

 . (42)
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We also introduce the symbol of
yn(x) ≡ σ1x∗n(x) =

v∗n(x)
u∗n(x)

 (n = 1, 2, · · · ) . (43)
Under the doublet notation, Eqs. (23) and (24) read as
T (x)xn(x) = Enxn(x) , (44)
where
T (x) =

 L(x) −M(x)
M∗(x) −L(x)

 . (45)
Using this representation we can rewrite the GP equation (20) as
T (x) x0(x) = 0 , (46)
and Eq. (25) as
T (x)x−1(x) =
1
I
x0(x) . (47)
Note that ‖x0‖2 = ‖x−1‖2 = 0. The orthogonal conditions (26)–(30) and the
completeness conditions are rewritten, respectively, as
(xn, xn′)= δnn′ , (48)
(yn, yn′)=−δnn′ , (49)
(yn, xn′)= 0 , (50)
(x0, x−1)= 1 , (51)
(xn, x0)= (xn, x−1) = 0 , (52)
for n, n′ = 1, 2, · · · , and
∞∑
n=1
[
xn(x) x
†
n(x
′)− yn(x) y†n(x′)
]
+ x0(x)x
†
−1(x
′)+ x−1(x)x
†
0(x
′)
= σ3δ
3(x− x′) . (53)
The CCRs (16) and (17) are rewritten in the doublet expression as
[Φˆ(x, t), Φˆ†(x′, t)] = σ3δ
3(x− x′) , (54)
where
Φˆ(x) =

 ϕˆ(x)
ϕˆ†(x)

 . (55)
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5 Complex Eigenvalues of Bogoliubov-de Gennes Equations
Hereafter, we consider the situation in which the BdG equations have com-
plex eigenvalues. Many numerical calculations [14,15,16,17,18] show that some
complex eigenvalues appear in the presence of highly quantized vortices. We
show some basic mathematical properties of the eigenfunctions, and then a
symmetric property for the BdG equations. Finally we give a complete set
including the eigenfunctions which belong to the complex eigenvalues. This
plays a crucial role in constructing QFT involving the complex eigenvalues.
5.1 Mathematical Preliminaries
First, it is important to see that if En is a complex number (Im(En) 6= 0),
then, ‖xn‖2 = 0. This fact is shown from the following relation:
E∗n(xn, xn) = (Txn, xn) = (xn, Txn) = En(xn, xn) . (56)
The same discussion of this fact is given in Ref. [15]. The similar analyses,
related to this fact as well as the next statement shown below, are found for
the special cases of the BECs with single multiply quantized vortex [16,18].
Next, let us see that if
(xk, xm) 6= 0 , (57)
then, E∗k = Em. Here xk and xm are the eigenvectors whose eigenvalues are
Ek and Em, respectively. This is shown from
E∗k(xk, xm) = (Txk, xm) = (xk, Txm) = Em(xk, xn) . (58)
Note that xk and xm are not necessarily complex modes.
We recall that the condensate can have complex eigenvalues when it has flow
in a optical lattice or a highly quantized vortex. In those cases, the condition
(57) holds [13,16,18], and the complex eigenvalues arise as a conjugate pair.
As a contraposition of the above statement, we can see that if
E∗k 6= Em , (59)
then, (xk, xm) = 0. This provides the sufficient condition for the orthogonality
between different modes. In particular, two complex modes are orthogonal to
each other if they satisfy the condition (59). We can also see that any complex
mode is orthogonal to all real modes.
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5.2 Symmetry for Bogoliubov-de Gennes Equations
It is known that there exists a symmetry for the BdG equations when their
eigenvalues are real [34]. For the BdG equations with complex eigenvalues, we
find that if xn is an eigenvector which belongs to eigenvalue En:
T (x)xn(x) = Enxn(x) , (60)
then, the following relation holds,
T (x)yn(x) = −E∗nyn(x) . (61)
This implies that yn is also an eigenvector, belonging to the eigenvalue −E∗n.
Note that the following relation also holds,
‖yn‖2 = −‖xn‖2. (62)
To check the above relation, one uses σ1T
∗σ1 = −T .
The similar analyses are found for the special cases of the BEC system with
a single multiply quantized vortex [16,18] and of the BEC system under the
periodic potential [13].
5.3 Complete Set with Complex Modes
For QFT, we need a complete set in order to expand quantum fields. In this
subsection, we present a complete set with complex modes. The Roman indices
(n, m, ...) and the Greek ones (µ, ν, ...), which are integers, are used for the
real modes and for the complex ones, respectively, in our discussions below.
Let us assume that there is a set of some pairs of complex modes, say {xµ, x∗µ},
which satisfy
Txµ=Eµxµ , (63)
Tx∗µ=E∗µx∗µ . (64)
For different µ, it is also assumed that Eµ is equal to neither Eν nor E∗ν for
µ 6= ν, meaning no degeneracy in complex modes. We adjust the normalization
constants, so that the “inner product” is simply given by
(xµ , x∗ν) = δµν . (65)
The results of Subsec. 5.1 imply E∗µ = E∗µ and
(yµ , y∗ν) = −δµν , (66)
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where
yµ ≡ σ1x∗µ , (67)
y∗µ≡ σ1x∗∗µ . (68)
For later convenience, we introduce the elements of xµ and x∗µ as
xµ =

uµ(x)
vµ(x)

 , (69)
x∗µ=

u∗µ(x)
v∗µ(x)

 . (70)
This way we can construct the complete set which includes the complex modes
and is consistent with all the mathematical properties of the complex modes
presented in Section 5.1 and Eqs. (65) and (66) as
∑
n
[
xn(x)x
†
n(x
′)− yn(x)y†n(x′)
]
+ x0(x)x
†
−1(x
′) + x−1(x)x
†
0(x
′)
+
∑
µ
[
xµ(x)x
†
∗µ(x
′) + x∗µ(x)x
†
µ(x
′)− yµ(x)y†∗µ(x′)− y∗µ(x)y†µ(x′)
]
= σ3δ
3(x− x′) . (71)
6 Representation of Free Hamiltonian and Expansion of Quantum
Fields in Terms of Complex Mode Wave Functions
6.1 Representation of Free Hamiltonian and its Properties
As we have the complete set with complex modes, we can expand the field
operators. We discuss first in the Schro¨dinger picture and next move to the
interaction picture.
According to the completeness condition (71), the field operators are expanded
in the Schro¨dinger picture as follows:
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ϕˆ(x)=
∑
n
[
αˆnun(x)− αˆ†nv∗n(x)
]
+ Pˆh(x)− iQˆf(x)
+
∑
µ
[
Aˆµuµ(x) + Bˆµu∗µ(x)− Aˆ†µv∗µ(x)− Bˆ†µv∗∗µ(x)
]
, (72)
ϕˆ†(x)=
∑
n
[
αˆ†nu
∗
n(x)− αˆnvn(x)
]
+ Pˆh∗(x) + iQˆf ∗(x)
+
∑
µ
[
Aˆ†µu
∗
µ(x) + Bˆ
†
µu
∗
∗µ(x)− Aˆµvµ(x)− Bˆµv∗µ(x)
]
, (73)
where the sets of operators {αˆn, αˆ†n} and {Qˆ, Pˆ} are associated with the real
modes and the zero-mode as discussed in Sec. 3, respectively, while the opera-
tors Aˆµ, Aˆ
†
µ, Bˆµ, and Bˆ
†
µ are newly introduced in connection with the complex
modes. To be consistent with the CCRs, the new operators for complex modes
have to satisfy the following commutation relations [15,22]:
[
Aˆµ, Bˆ
†
ν
]
= δµν , (74)[
Aˆµ, Aˆ
†
ν
]
=0 , (75)[
Bˆµ, Bˆ
†
ν
]
=0 , (76)[
Aˆµ, Bˆν
]
=0 . (77)
Using the above representations, one can rewrite the free Hamiltonian Hˆ0 as
Hˆ0 =
1
2I
Pˆ2 +∑
n
Enαˆ
†
nαˆn +
∑
µ
[
E∗µAˆ
†
µBˆµ + EµBˆ
†
µAˆµ
]
. (78)
One can easily check the hermiticity of Hˆ0 in this representation. For later
convenience, we denote the complex mode sector of Hˆ0 by Hˆ
(c)
0 :
Hˆ
(c)
0 =
∑
µ
[
E∗µAˆ
†
µBˆµ + EµBˆ
†
µAˆµ
]
, (79)
and we call Hˆ
(c)
0 the complex mode sector Hamiltonian. One finds the time
evolution of Aˆµ and Bˆµ as follows:
Aµ(t)= e
−iEµtAµ, (80)
A†µ(t) = e
iE∗
µ
tA†µ, (81)
Bµ(t)= e
−iE∗µtBµ, (82)
B†µ(t) = e
iEµtB†µ. (83)
Note that this representation is consistent with the fact that Hˆ0 is time-
independent. Thus the emergence of the complex eigenvalues does not imply
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the instability of the system directly. This point will be discussed in detail in
Sec. 7.
Now, we obtain the quantum field in the interaction representation,
ϕˆ(x)=
∑
n
[
αˆne
−iEntun(x)− αˆ†neiEntv∗n(x)
]
+ Pˆh(x)− i(Qˆ+ Pˆt)f(x)
+
∑
µ
[
Aˆµe
−iEµtuµ(x) + Bˆµe
−iE∗µtu∗µ(x)
−Aˆ†µeiE
∗
µ
tv∗µ(x)− Bˆ†µeiEµtv∗∗µ(x)
]
(84)
ϕˆ†(x)=
∑
n
[
αˆ†ne
iEntu∗n(x)− αˆne−iEntvn(x)
]
+ Pˆh∗(x) + i(Qˆ+ Pˆt)f ∗(x)
+
∑
µ
[
Aˆ†µe
iE∗µtu∗µ(x) + Bˆ
†
µe
iEµtu∗∗µ(x)
−Aˆµe−iEµtvµ(x)− Bˆµe−iE∗µtv∗µ(x)
]
. (85)
One can easily check that they satisfy the CCRs,
[
ϕˆ(x, t), ϕˆ†(x′, t)
]
= δ3(x− x′) , (86)
[ϕˆ(x, t), ϕˆ(x′, t)] =
[
ϕˆ†(x, t), ϕˆ†(x′, t)
]
= 0 . (87)
In order to study the complex mode operators Aˆµ and Bˆµ further, we represent
them by the two kinds of bosonic operators [15]. We introduce the operators
bµ, b
†
µ, b˜µ and b˜
†
µ as follows:
Aˆµ=
1√
2
(bˆµ + ib˜
†
µ) , (88)
Bˆµ =
1√
2
(bˆµ − ib˜†µ) , (89)
or equivalently,
bˆµ=
1√
2
(Aˆµ + Bˆµ) , (90)
b˜µ =
i√
2
(Aˆ†µ − Bˆ†µ) . (91)
The above definitions bring the following commutation relations:
14
[
bˆµ , bˆ
†
ν
]
= δµν , (92)[
b˜µ , b˜
†
ν
]
= δµν , (93)
with the other vanishing commutations. Similarly, one can easily check that
the bosonic representations (88) and (89) satisfy the relations (74)–(77).
Now, we can rewrite the Hamiltonian Hˆ
(c)
0 in terms of bˆµ and b˜µ as follow [18]:
Hˆ
(c)
0 =
∑
µ
[
Re(Eµ)(bˆ
†
µbˆµ − b˜†µb˜µ) + Im(Eµ)(bˆ†µb˜†µ + b˜µbˆµ)
]
. (94)
Let us see that Hˆ
(c)
0 is not diagonalizable using usual bosonic representation.
Now we consider the Bogoliubov transformations, given by
bˆµ= cµξˆµ − sµξ˜†µ , (95)
b˜µ = cµξ˜µ − sµξˆ†µ , (96)
where the real numbers cµ and sµ satisfy
c2µ − s2µ = 1 , (97)
which ensures the bosonic commutation relations for ξˆµ and ξ˜µ,
[
ξˆµ , ξˆ
†
ν
]
= δµν , (98)[
ξ˜µ , ξ˜
†
ν
]
= δµν , (99)
and zero for the other commutations. Then Hˆ
(c)
0 is rewritten in terms of ξˆ and
ξ˜ as
Hˆ
(c)
0 =
∑
µ
[
{Re(Eµ)− 2cµsµIm(Eµ)} ξˆ†µ ξˆµ − {Re(Eµ) + 2cµsµIm(Eµ)} ξ˜†µ ξ˜µ
+ Im(Eµ)(c
2
µ + s
2
µ)ξˆ
†
µξ˜
†
µ + Im(Eµ)(c
2
µ + s
2
µ)ξˆµξ˜µ
]
. (100)
The Hamiltonian Hˆ
(c)
0 could be diagonal only if the following relation for each
µ were fulfilled,
Im(Eµ)(c
2
µ + s
2
µ) = 0 . (101)
But from Eq. (97), we have c2µ + s
2
µ = 2s
2
µ + 1 ≥ 1, and Eq. (101) would
lead to Im(Eµ) = 0 for each µ. Thus when the eigenvalue Eµ is complex, the
Bogoliubov transformation can not diagonalize Hˆ
(c)
0 . We therefore conclude
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that the complex mode sector Hamiltonian Hˆ
(c)
0 is not diagonalizable in the
bosonic representation.
6.2 Eigenstates of Complex Mode Sector Hamiltonian Hˆ
(c)
0
In this subsection, we construct eigenstates of Hˆ
(c)
0 , starting from the vacuum
of bˆµ and b˜µ.
First, we consider a transformation from the set of the bosonic operators
{bˆµ, bˆ†µ, b˜µ, b˜†µ} to the set of the complex mode operators {Aˆµ, Aˆ†µ, Bˆµ, Bˆ†µ}.
One finds the following explicit transformations:
Aˆµ = WˆµbˆµWˆ
−1
µ = iWˆ
−1
µ b˜
†
µWˆµ , (102)
Bˆµ= Wˆ
−1
µ bˆµWˆµ = −iWˆµb˜†µWˆ−1µ , (103)
and
Aˆ†µ= −iWˆµb˜µWˆ−1µ = Wˆ−1µ bˆ†µWˆµ , (104)
Bˆ†µ = iWˆ
−1
µ b˜µWˆµ = Wˆµbˆ
†
µWˆ
−1
µ , (105)
where
Wˆµ = exp
[
i
pi
4
(bˆµb˜µ − bˆ†µb˜†µ)
]
. (106)
Note that the operator Wµ is not unitary but hermitian,
Wˆ †µ = Wˆµ , (107)
and its inverse operator is given as
Wˆ−1µ = exp
[
−ipi
4
(bˆµb˜µ − bˆ†µb˜†µ)
]
. (108)
For later convenience, we introduce the notation of
Wˆ ≡⊗
µ
Wˆµ , (109)
Wˆ−1≡⊗
µ
Wˆ−1µ . (110)
Next, we construct states which are annihilated by Aˆµ, Aˆ
†
µ, Bˆµ and Bˆ
†
µ. In
order to find those states, we introduce a state |0〉〉 defined by
|0〉〉 ≡⊗
µ
|0〉〉µ, (111)
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where |0〉〉µ is the tensor product of the vacuum of bˆµ and b˜µ:
|0〉〉µ = |0〉bµ ⊗ |0〉b˜µ , (112)
where


bˆµ|0〉bµ = 0 ,
b˜µ|0〉b˜µ = 0 .
(113)
Obviously, the state |0〉〉µ is annihilated by both bˆµ and b˜µ, i.e.,


bˆµ|0〉〉µ = 0 ,
b˜µ|0〉〉µ = 0 .
(114)
Now, we introduce the states |0〉A and |0〉B defined by
|0〉A = Wˆ |0〉〉 , (115)
|0〉B = Wˆ−1|0〉〉 , (116)
Because of hermiticity of Wˆµ (107), we obtain A〈0| and B〈0| as
A〈0| = 〈〈0|Wˆ , (117)
B〈0|= 〈〈0|Wˆ−1 . (118)
One can easily find the following relations by using Eqs. (102)–(105):
Aˆµ|0〉A= 0 , (119)
Aˆ†µ|0〉A= 0 , (120)
Bˆµ|0〉B = 0 , (121)
Bˆ†µ|0〉B = 0 , (122)
and
A〈0|Aˆµ= 0 , (123)
A〈0|Aˆ†µ= 0 , (124)
B〈0|Bˆµ = 0 . (125)
B〈0|Bˆ†µ = 0 , (126)
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which are valid for arbitrary µ. Hereafter we call |0〉A and |0〉B zero states of
Aˆµ and Bˆµ, respectively.
These zero states are eigenstates of Hˆ
(c)
0 ,
Hˆ
(c)
0 |0〉A= −
[∑
µ
E∗µ
]
|0〉A , (127)
Hˆ
(c)
0 |0〉B = −
[∑
µ
Eµ
]
|0〉B . (128)
Note the following relations for the bra states:
A〈0|Hˆ(c)0 = −
[∑
µ
Eµ
]
A〈0| , (129)
B〈0|Hˆ(c)0 = −
[∑
µ
E∗µ
]
B〈0| . (130)
Using Eqs. (115) and (116), one easily derives
A〈0|0〉B = B〈0|0〉A = 1 . (131)
It is important to notice that both of A〈0|0〉A and B〈0|0〉B diverge. To show
this fact, we rewrite A〈0|0〉A in the bosonic representation:
A〈0|0〉A=
∏
µ
[
µ〈〈0|Wˆ 2µ |0〉〉µ
]
=
∏
µ
[
µ〈〈0|ei
pi
2
(bˆµ b˜µ−bˆ†µb˜†µ)|0〉〉µ
]
. (132)
Define a new state |θ〉 by
|θ〉 ≡⊗
µ
[
e−θ(bˆµ b˜µ−bˆ
†
µb˜
†
µ)|0〉〉µ
]
=
⊗
µ
[
exp(− ln cosh θ) exp
(
bˆ†µb˜
†
µ tanh θ
)
|0〉〉µ
]
, (133)
where the constant term on the right-hand side is determined by the normal-
izatoin condition 〈θ|θ〉 = 1. One finds the limiting behavior
〈〈0|θ〉 → ∞
(
θ → −ipi
2
)
, (134)
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which implies that A〈0|0〉A is divergent. Similarly, it can be proven that B〈0|0〉B
is also divergent.
6.3 Complete Set of States for Complex Modes
We start from
1
(c)
=
∑
nµ,n˜µ
[⊗
µ
|nµ, n˜µ〉〉µ µ〈〈nµ, n˜µ|
]
, (135)
with the definition
|nµ, n˜µ〉〉µ ≡ 1√
nµ!
√
n˜µ!
(bˆ†µ)
nµ(b˜†µ)
n˜µ|0〉〉µ . (136)
Here, we defined the new symbol
(c)
= which is an equal sign only for parts
belonging to the complex eigenvalues, e.g., Hˆ0
(c)
= Hˆ
(c)
0 .
Having Wˆ and Wˆ−1 act on Eq. (135) from the left and right, respectively, we
obtain
1
(c)
= |0〉A B〈0|
+
∑
µ
[
Bˆ†µ|0〉A B〈0|Aˆµ
]
−∑
µ
[
Bˆµ|0〉A B〈0|Aˆ†µ
]
−∑
µ,ν
[
Bˆ†µBˆν |0〉A B〈0|Aˆ†νAˆµ
]
+
∑
µ
[
1√
2!
Bˆ†2µ |0〉A B〈0|Aˆ2µ
1√
2!
]
+ · · · , (137)
which is the complete set of states for the complex modes. Performing the
similar procedure, one obtains another representation:
1
(c)
= |0〉B A〈0|
+
∑
µ
[
Aˆ†µ|0〉B A〈0|Bˆµ
]
−∑
µ
[
Aˆµ|0〉B A〈0|Bˆ†µ
]
−∑
µ,ν
[
Aˆ†µAˆν |0〉B A〈0|Bˆ†νBˆµ
]
+
∑
µ
[
1√
2!
Aˆ†2µ |0〉B A〈0|Bˆ2µ
1√
2!
]
+ · · · . (138)
Important observations here are that (i) the “natural” conjugate of |0〉A is
B〈0| and vice versa and that (ii) the minus sign enters the complete set. The
latter originates from the fact that the state space is an indefinite metric one.
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7 Physical States
In the previous section, we studied the properties of Hˆ0 when there exist the
complex eigenvalues. It turned out that the state space is not the simple Fock
one but the indefinite metric one. Therefore, we need to impose appropriate
conditions to construct a restricted physical state space. The physical states
are required to reproduce the current experimental results. It was revealed in
the BEC experiment [8] that the condensate with a doubly quantized vortex is
metastable and that its life time is not related with the value of the imaginary
part of the complex eigenvalue of the BdG equations directly. Note that, in
QFT, even if the system is unstable, we start with a static picture and then the
unstable behavior is described. Recall for example the description of the Beli-
aev process [36], that is, we first construct the static representation with the
stable unperturbed Hamiltonian and then the decay processes are described as
the higher order of perturbation. Here we take the density distribution as the
static quantity in accordance with the experiment [8]. As discussed later, it is
expected that the unstable behavior occurs due to the external perturbation
in this case.
We now require the following four physical state conditions (PSCs):
(i) 〈Ψ|ψˆ(x)|Ψ〉 = ζ(x),
(ii) 〈Ψ|ψˆ†(x)ψˆ(x)|Ψ〉 is time-independent,
(iii) 〈Ψ|Gˆ|Ψ〉 is real, when Gˆ is an hermitian operator,
(iv) 〈Ψ|Ψ〉 = 1,
where |Ψ〉 is a physical state and 〈Ψ| is its “natural” conjugate (see the com-
ment below Eq. (138)). We call |Ψ〉 and 〈Ψ| physical states if they satisfy the
four conditions above. The first and second conditions mean that the order
parameter and the density distribution are static. The third condition ensures
that the expectation value of any hermitian operator can be interpreted as
physical quantity. The fourth condition is necessary for the probabilistic in-
terpretation. Hereafter, we assume for simplicity that there is only one pair of
complex modes, and denote their eigenvalues, eigenfunctions and operators by
E and E∗, u(x), v(x), u∗(x), and v∗(x), and Aˆ, Aˆ
†, Bˆ, and Bˆ†, respectively.
From the equation ψˆ(x) = ζ(x) + ϕˆ(x), the first condition of the PSCs (i) is
equivalent to
(i’) 〈Ψ|ϕˆ(x)|Ψ〉 = 0.
If |Ψ〉 and 〈Ψ| satisfy the condition (i’), the second condition (ii) states that
(ii’) 〈Ψ|ϕˆ†(x)ϕˆ(x)|Ψ〉 is time-independent.
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From the discussion above, one can confirm whether a state is physical one or
not, by checking first the condition (i’), next the condition (ii’) and (iii) , and
finally the condition (iv). Let us examine some states, following these steps.
7.1 Candidate 1 — Vacuum of bˆ and b˜
We consider the vacuum |0〉〉 as the complex part of the first candidate for the
physical state |Ψ〉1, namely,
|Ψ〉1
(c)
= |0〉〉. (139)
The complex part of the corresponding conjugate state is 〈〈0|, i.e.,
1〈Ψ| (c)= 〈〈0|. (140)
One can easily see from the following relation:
〈〈0|Aˆ|0〉〉 = 〈〈0|Aˆ†|0〉〉 = 〈〈0|Bˆ|0〉〉 = 〈〈0|Aˆ†|0〉〉 = 0 , (141)
this state satisfies the first condition (i’).
We move to the condition (ii’). It is easy to obtain
〈〈0|AˆAˆ†|0〉〉 = 〈〈0|BˆBˆ†|0〉〉 = 1
2
. (142)
Combining these results with
ϕˆ†(x)ϕˆ(x)
(c)
= AˆAˆ†e2(ImE)t [u(x)u∗(x) + v(x)v∗(x)]
− AˆAˆe−2iEtu(x)v(x)− Aˆ†Aˆ†e2iE∗tu∗(x)v∗(x)
+ BˆBˆ†e−2(ImE)t [u∗(x)u
∗
∗(x) + v∗(x)v
∗
∗(x)]
− BˆBˆe−2iE∗tu∗(x)v∗(x)− Bˆ†Bˆ†e2iEtu∗∗(x)v∗∗(x)
− AˆBˆe−2i(ReE)t [u(x)v∗(x) + u∗(x)v(x)]
− Aˆ†Bˆ†e2i(ReE)t [u∗(x)v∗∗(x) + u∗∗(x)v∗(x)]
+ Aˆ†Bˆu∗(x)u∗(x) + BˆAˆ
†v∗(x)v∗(x)
+ Bˆ†Aˆu(x)u∗∗(x) + AˆBˆ
†v(x)v∗∗(x) , (143)
we can see that 〈〈0|ϕˆ†(x)ϕˆ(x)|0〉〉 is time dependent. This fact means that
the condition (ii’) is not satisfied. So the pair of the states |Ψ〉1 and 1〈Ψ| is
excluded from physical states.
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7.2 Candidate 2 — Zero States
In this subsection, we examine the zero states (see the definition below Eq. (126))
as the second candidate for the physical states.
Let us pick up a pair of |0〉A and its “natural” conjugate B〈0|, namely, we
choose the complex part of the second candidate for the physical states |Ψ〉2
and 2〈Ψ| as
|Ψ〉2 (c)= |0〉A , 2〈Ψ| (c)= B〈0| (144)
(see again the comment below Eq. (138)). We can easily check the following
relations,
B〈0|Aˆ|0〉A = B〈0|Aˆ†|0〉A = 0 , (145)
B〈0|Bˆ|0〉A = B〈0|Bˆ†|0〉A = 0 , (146)
which means that the condition (i’) is satisfied.
Next, using Eq. (143), we obtain
2〈Ψ|ϕˆ†(x)ϕˆ(x)|Ψ〉2 (c)= −u∗(x)u∗(x) + v(x)v∗∗(x). (147)
This shows that the condition (ii’) is satisfied but the condition (iii) is not.
Thus we conclude that this pair of the zero states is excluded from physical
states. Similarly, the other pair of |0〉B and A〈0| doesn’t satisfy the PSCs
either.
7.3 Candidate 3 — Direct Sum of Zero States
In this subsection, we consider the direct sum
|+〉 ≡ 1√
2
(|0〉A ⊕ |0〉B) (148)
as the complex part of the third candidate for the physical state |Ψ〉3, namely,
|Ψ〉3 (c)= |+〉. (149)
We may introduce such a direct sum because these two zero states belong to
the different complete sets, as one can see from Eqs. (137) and (138). Note
also that in this case the complex part of the corresponding conjugate state
is given as
3〈Ψ| (c)= 〈+| ≡ 1√
2
(B〈0| ⊕ A〈0|) . (150)
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Using Eqs. (145) and (146) and their complex conjugates, one can see that
the condition (i’) is satisfied.
Next, using Eq. (143), we obtain
3〈Ψ|ϕˆ†(x)ϕˆ(x)|Ψ〉3 (c)= −Re (u∗(x)u∗(x)− v(x)v∗∗(x)) . (151)
This time, the conditions (ii’) and (iii) are both satisfied. In particular, note the
fact that the number density is time-independent. Thus, as already mentioned
in Sec. 6, the emergence of the complex eigenmodes does not immediately
imply the instability of the system in our approach. It is easy to show that the
condition (iv) is also satisfied. So, we can conclude that the third candidate
for the physical states |Ψ〉3 and 3〈Ψ| satisfy all the PSCs.
8 Linear Response for Direct Sum of Zero States
So far, we have developed the description of QFT in the static picture when
the BdG equations provide complex eigenvalues. Then the complex eigenvalues
are not directly connected with the instability of the system. If we choose the
direct sum of the zero states as the physical states, the distribution of the
quasi-particle is stable. It is not yet clear how the complex modes give rise
to any instability. In order to clarify this point, we consider the response
of the condensate against the time-dependent external perturbations, whose
expression is derived from the linear response theory [28,29,30]. It will turn out
that the response is remarkably affected by the presence of complex modes.
We consider the following external perturbation which corresponds to time-
dependent modification of the trap:
Hˆex(t) =
∫
d3x ψˆ†(x)δVex(x)ψˆ(x) . (152)
From the linear response theory, the response of the condensate density dis-
tribution δ〈ρˆ(x, t)〉 is given as
δ〈ρˆ(x)〉 =
∫
d4x′GR(x,x
′, t− t′)δVex(x′) , (153)
where
ρˆ(x) = ψˆ†(x)ψˆ(x) (154)
and δVex(x) is a time-dependent external potential. The retarded Green func-
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tion GR(x,x
′, t− t′) is expressed as
GR(x,x
′, t− t′) = −iθ(t− t′)〈[ψˆ†(x)ψˆ(x), ψˆ†(x′)ψˆ(x′)]〉
= −iζ∗(x)ζ(x′)θ(t− t′)〈ϕˆ(x, t)ϕˆ†(x′, t′)〉
+ iζ∗(x)ζ(x′)θ(t− t′)〈ϕˆ†(x′, t′)ϕˆ(x, t)〉
− iζ(x)ζ∗(x′)θ(t− t′)〈ϕˆ†(x, t)ϕˆ(x′, t′)〉
+ iζ(x)ζ∗(x′)θ(t− t′)〈ϕˆ(x′, t′)ϕˆ†(x, t)〉
+ · · · , (155)
where the symbol “· · · ” stands for the higher order terms of ϕˆ and ϕˆ†, and
〈·〉 represents the expectation value of some physical states. In the following
discussion, we consider the case in which there is a single pair of complex
modes as in the previous section, and employ the states |Ψ〉3 and 3〈Ψ| as the
physical states, whose complex parts are given as |Ψ〉3 (c)= |+〉 and 3〈Ψ| (c)= 〈+|
(see Eqs. (148)–(150)).
The type of the time-dependent external potential should correspond to an ex-
perimental setup, and we choose two types: One is an impulsive force, and the
other is an oscillating one. In the case of an oscillating external perturbation,
we assume that the perturbation starts at t0 and is kept through.
First, we focus on the impulsive external potential. In this case, the external
potential is given as
δVex(x) = δ(t− t0)δV˜ (x) . (156)
From Eq. (155), one obtains the following density response,
δ〈ρˆ(x)〉 = −iζ∗(x)u(x)
(∫
d3x′ ζ(x′)u∗∗(x
′)δV˜ (x′)
)
e−iE(t−t0)
− iζ∗(x)u∗(x)
(∫
d3x′ ζ(x′)u∗(x′)δV˜ (x′)
)
e−iE
∗(t−t0)
+ iζ∗(x)v∗(x)
(∫
d3x′ ζ(x′)v∗(x
′)δV˜ (x′)
)
eiE
∗(t−t0)
+ iζ∗(x)v∗∗(x)
(∫
d3x′ ζ(x′)v(x′)δV˜ (x′)
)
eiE(t−t0)
− iζ(x)v(x)
(∫
d3x′ ζ∗(x′)v∗∗(x
′)δV˜ (x′)
)
e−iE(t−t0)
− iζ(x)v∗(x)
(∫
d3x′ ζ∗(x′)v∗(x′)δV˜ (x′)
)
e−iE
∗(t−t0)
+ iζ(x)u∗(x)
(∫
d3x′ ζ∗(x′)u∗(x
′)δV˜ (x′)
)
eiE
∗(t−t0)
+ iζ(x)u∗∗(x)
(∫
d3x′ ζ∗(x′)u(x′)δV˜ (x′)
)
eiE(t−t0) . (157)
It is seen from the above expression that the density response δ〈ρˆ(x)〉 blows
up or damps in general if the complex modes exist. In this sense, we can
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say that the complex eigenmodes cause the instability against the external
perturbation. This result is consistent with that of the analyses using the
TDGP equation [17,18].
Next, apply an oscillating external potential which is given as
δVex(x) = θ(t− t0)R(x) cos ω˜t . (158)
Here R(x) is some function of x representing a type of oscillation. For example,
one may choose R(x) = x in the case of the dipole oscillation of the condensate
to the x-direction. The general expression of the response of the condensate
is given as
δ〈ρˆ(x)〉 = −1
2
K [ζ, u∗∗]
ω˜ + E
ζ∗(x)u(x)eiω˜t0
(
eiω˜(t−t0) − e−iE(t−t0)
)
+
1
2
K [ζ, u∗∗]
ω˜ − E ζ
∗(x)u(x)e−iω˜t0
(
e−iω˜(t−t0) − e−iE(t−t0)
)
− 1
2
K [ζ, u∗]
ω˜ + E∗
ζ∗(x)u∗(x)e
iω˜t0
(
eiω˜(t−t0) − e−iE∗(t−t0)
)
+
1
2
K [ζ, u∗]
ω˜ −E∗ ζ
∗(x)u∗(x)e
−iω˜t0
(
e−iω˜(t−t0) − e−iE∗(t−t0)
)
+
1
2
K [ζ, v∗]
ω˜ − E∗ ζ
∗(x)v∗(x)eiω˜t0
(
eiω˜(t−t0) − eiE∗(t−t0)
)
− 1
2
K [ζ, v∗]
ω˜ + E∗
ζ∗(x)v∗(x)e−iω˜t0
(
e−iω˜(t−t0) − eiE∗(t−t0)
)
− 1
2
K [ζ, v]
ω˜ −E ζ
∗(x)v∗∗(x)e
iω˜t0
(
eiω˜(t−t0) − eiE(t−t0)
)
+
1
2
K [ζ, v]
ω˜ + E
ζ∗(x)v∗∗(x)e
−iω˜t0
(
e−iω˜(t−t0) − eiE(t−t0)
)
− 1
2
K [ζ∗, v∗∗]
ω˜ + E
ζ(x)v(x)eiω˜t0
(
eiω˜(t−t0) − e−iE(t−t0)
)
+
1
2
K [ζ∗, v∗∗]
ω˜ −E ζ(x)v(x)e
−iω˜t0
(
e−iω˜(t−t0) − e−iE(t−t0)
)
− 1
2
K [ζ∗, v∗]
ω˜ + E∗
ζ(x)v∗(x)e
iω˜t0
(
eiω˜(t−t0) − e−iE∗(t−t0)
)
+
1
2
K [ζ∗, v∗]
ω˜ − E∗ ζ(x)v∗(x)e
−iω˜t0
(
e−iω˜(t−t0) − e−iE∗(t−t0)
)
+
1
2
K [ζ∗, u∗]
ω˜ − E∗ ζ(x)u
∗(x)eiω˜t0
(
eiω˜(t−t0) − eiE∗(t−t0)
)
− 1
2
K [ζ∗, u∗]
ω˜ + E∗
ζ(x)u∗(x)e−iω˜t0
(
e−iω˜(t−t0) − eiE∗(t−t0)
)
+
1
2
K [ζ∗, u]
ω˜ − E ζ(x)u
∗
∗(x)e
iω˜t0
(
eiω˜(t−t0) − eiE(t−t0)
)
− 1
2
K [ζ∗, u]
ω˜ + E
ζ(x)u∗∗(x)e
−iω˜t0
(
e−iω˜(t−t0) − eiE(t−t0)
)
, (159)
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where
K [ζ, u∗∗] =
∫
d3x′R(x′)ζ(x′)u∗∗(x
′) , (160)
K [ζ∗, v] =
∫
d3x′R(x′)ζ∗(x′)v(x′) . (161)
This again shows that the instability against the external perturbation comes
from the complex eigenmodes.
9 Summary
In this paper, we have constructed the description of QFT (quantum field the-
ory) starting with a static picture and have formulated Kubo’s LRT (linear
response theory) in the case where complex eigenmodes of the BdG equations
arise. First, we have summarized mathematical properties of the eigenfunc-
tions. These properties guide us to a consistent form of the complete set. Using
the complete set, we expand quantum fields and obtain the representation of
the free Hamiltonian. We have shown that the Hamiltonian is not diagonal-
izable in the conventional bosonic representation. The eigenstates of the free
Hamiltonian can be constructed, although their “norms” diverge. These in-
tricate circumstances, when the complex eigenmodes are involved, come from
the fact that an indefinite metric space comes in. To deal with an indefinite
metric and to construct a physical state space, we have introduced the PSCs
(physical state conditions), reflecting the metastability of doubly quantized
vortex states of BEC. We investigate the candidates for the physical states.
It turns out that if we employ the vacuum of bˆ and b˜ (Candidate 1) and the
zero states |0〉A or |0〉B (Candidate 2) as the complex part of the states, they
don’t satisfy all the PSCs. But, if we choose the direct sum of the zero states
(Candidate 3) as the complex part of the states, they satisfy the PSCs. Using
the direct sum of the zero states as the complex part of the physical states, we
can start with the stable representation in QFT and calculate the (retarded)
Green function. Finally the density response against the external perturba-
tions (the impulse and oscillating types) is derived. This result shows blow-up
and damping behavior of the fluctuations, which is qualitatively consistent
with the result of the analyses using the TDGP equations [17,18]. Thus the
complex eigenmodes cause the instability against the external perturbation.
We mention that the higher order terms of ϕˆ and ϕˆ† have contributions to
the density response, and have the poles at En ± E and so on, which are the
contribution beyond the calculations based on the TDGP equation.
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