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ANDERSON LOCALIZATION FOR LONG-RANGE OPERATORS WITH SINGULAR
POTENTIALS
WENWEN JIAN, JIA SHI, AND XIAOPING YUAN
ABSTRACT. In this paper, we use Cartan estimate for meromorphic functions to prove Anderson local-
ization for a class of long-range operators with singular potenials.
1. INTRODUCTION AND MAIN RESULT
In this paper, we study quasi-periodic operators. Start with the almost Mathieu operator
(1.1) H = Hω,λ ,θ = λ cos2pi(θ + nω)δnn′+∆,
where ∆ is the lattice Laplacian on Z
∆(n,n′) =
{
1, |n− n′|= 1,
0, |n− n′| 6= 1,
λ > 0 is the coupling, θ ∈ T = R/Z is the phase and ω ∈ R\Q is the frequency. Jitomirskaya [11]
proved that for Diophantine ω and almost every θ , the almost Mathieu operator H (1.1) satisfies An-
derson localization for λ > 2. Anderson localization means that H has pure point spectrum with
exponentially decaying eigenfunctions. Bourgain and Goldstein [3] proved Anderson localization for
quasi-periodic Schro¨dinger operators
(1.2) H = Hω,λ ,θ = λv(θ + nω)δnn′+∆
when λ > λ0(v), where v is a nonconstant real analytic potential onT. Their results is non-perturbative,
which means that λ0 does not depend on ω . The proof was based on fundamental matrix and Lya-
pounov exponent.
If the Laplacian ∆ is replaced by a Toeplitz operator
(1.3) Sφ (n,n
′) = φˆ(n− n′)
with φ real analytic, we obtain the long-range operators
(1.4) H = Hω,λ ,θ = λ cos2pi(θ + nω)δnn′+ Sφ .
Bourgain and Jitomirskaya [5] proved that there exists λ0(φ) such that for any Diophantine ω and
almost every θ , H (1.4) satisfies Anderson localization when λ > λ0.
More generally, we can study the long-range operators of the form
(1.5) H = Hω(x) = v(x+ nω)δnn′+ εSφ ,
where v is non-constant and real analytic on T. Using Green’s function estimates, Bourgain [1] proved
that when 0 < ε < ε0 = ε0(v,φ), Hω (x) satisfies Anderson localization for (x,ω) ∈ T2 in a set of full
measure. Note that in the long range case, we cannot use the fundamental matrix formalism.
Recently, using more elaborate semi-algebraic arguments, Bourgain and Kachkovskiy [6] proved
Anderson localization for two interacting quasi-periodic particles. For the Anderson localization results
of quasi-periodic operators on Zd , we refer to [8, 4, 2, 13].
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In the cases above, the potentials v are bounded functions and the operatorsH are bounded. Now we
consider quasi-periodic operators with unbounded potentials. For example, we can study the Maryland
model
(1.6) H = Hω,λ ,θ = λ tanpi(θ + nω)δnn′+∆,
where
(1.7) θ + nω− 1
2
/∈ Z, ∀n ∈ Z.
For Diophantine frequenciesω , theMarylandmodel (1.6) satisfies Anderson localization for all θ [18].
Jitomirskaya and Liu [12] proved arithmetic spectral transitions for the Maryland model. Recently, us-
ing transfer matrix and Lyapounov exponent, Jitomirskaya and Yang [15] developed a constructive
method to prove Anderson localization for the Maryland model. We can also prove Anderson localiza-
tion for the Maryland model with long range interactions [19].
Now we replace tan by more general singular potentials. Kachkovskiy [16] proved Anderson local-
ization for the following class of quasi-periodic Schro¨dinger operators
H(x) = f (x+ nω)δnn′+∆,x ∈ R\(Z+ωZ),
for Diophantine ω and almost everywhere x, where f is defined on R\Z, 1-periodic, continuous on
(0,1), f (0+) = −∞, f (1−) = +∞, log | f | ∈ L1(0,1), and Lipschitz monotone. That is, there exists
γ > 0 such that f (y)− f (x) ≥ γ(y− x) for all 0 < x < y < 1. Jitomirskaya and Yang [14] study the
singular continuous spectrum for operators of the form
Hω,θ =
g(θ + nω)
f (θ + nω)
δnn′ +∆,
where f is an analytic function and g is Lipschitz.
In this paper, we will consider the following class of long-range operators with singular potentials
(1.8) Hω(x) =
g(x+ nω)
f (x+ nω)
δnn′ + εSφ ,
where f ,g are real analytic on T. This extends the Maryland model.
We will prove the following result:
Theorem 1.1. Consider the following long-range operators with singular potentials
(1.9) Hω (x) = v(x+ nω)δnn′+ εSφ ,
where v= g
f
, f ,g are real analytic on T, f ,v are nonconstant, Z( f ) = {x ∈ T : f (x) = 0} 6= /0. We will
always assume
(1.10) x+ nω /∈ Z( f ), ∀n ∈ Z.
Assume ω ∈ DC (diophantine condition),
(1.11) ‖kω‖> a|k|−A, ∀k ∈ Z\ {0}
and φ real analytic satisfying
(1.12) |φˆ (n)|< e−ρ |n|, ∀n ∈ Z
for some ρ > 0. Fix x0 ∈ T. Then there is ε0 = ε0( f ,g,φ) > 0, such that if 0 < ε < ε0, for almost all
ω ∈ DC, Hω (x0) satisfies Anderson localization.
3Our result is non-perturbative, since ε0 does not depend on ω . In the long range case here, the
transfer matrix formalism is not applicable. Our basic strategy is the same as that in [1], which is
based on a combination of large deviation estimates and semi-algebraic set theory. The key point is the
Green’s function estimates for
(1.13) G[0,N](x,E) = (R[0,N](H(x)−E)R[0,N])−1,
where RΛ is the restriction operator to Λ⊂Z. The main difficulty here is that v is singular. We will first
prove Cartan estimate for meromorphic functions in Section 2, then we can obtain Lojasiewicz type
lemma in Section 3, which is needed for Green’s function estimates in Section 4. Finally, we recall
some facts about semi-algebraic sets and give the proof of Anderson localization in Section 5.
We will use the following notations. For positive numbers a,b,a . b means Ca ≤ b for some
constantC > 0. a≪ b meansC is large. a∼ b means a. b and b. a. For x ∈R, ‖x‖= inf
m∈Z
|x−m|.
2. CARTAN ESTIMATE FOR MEROMORPHIC FUNCTIONS
In this section, we will prove Cartan estimate for meromorphic functions. We need the following
lower bounds for analytic functions.
Theorem 2.1 (Theorem 11.2 in [17]). If an analytic function f (z) has no zeros in a disk {z ∈C : |z| ≤
R} and if | f (0)|= 1, then
log | f (z)| ≥ − 2r
R− r logM f (R),∀|z|= r < R,
where M f (R) =max|z|=R
| f (z)|.
Theorem 2.2. Take 0< R2 < R1 = R≤ 1, f (z) is a meromorphic function in the disk {z ∈C : |z| ≤ R}
with neither zeros nor poles on {z ∈ C : |z| = R} and | f (0)| = 1. Let a1, . . . ,an be the zeros of f (z) in
{z ∈ C : |z| < R} and b1, . . . ,bn′ be the poles of f (z) in {z ∈ C : |z| < R}, where we write down each
zero and pole as many times as its multiplicity. Assume |bm| ≥ δ > 0,1≤m≤ n′. Given 0<H < 1,0<
H ′ < 1, then there exists a system of disks C j,C′j′ ,1≤ j≤ n,1≤ j′ ≤ n′ with radii r j =H,r′j′ =H ′ such
that the estimate
log | f (z)| ≥ − 2R2
R−R2 logM f (R)− n log
R+R2
H
− n′
[
2R
R−R2 log
1
δ
+ log
R(R+R2)
H ′
]
is valid in {z ∈ C : |z| ≤ R2} outside these disks.
Proof. The proof of Cartan estimate for analytic functions can be found in [17]. Following the same
idea as in [17] with minor modification, we give the proof for meromorphic functions.
Let
(2.1) ψ(z) = f (z)
[
∏
|bm|<R
R(z− bm)
R2− bmz
][
∏
|am|<R
R(z− am)
R2− amz
]−1(
∏
|bm|<R
R
bm
)(
∏
|am|<R
am
R
)
,
then ψ(z) is an analytic function without zeros in {z ∈ C : |z| ≤ R} and |ψ(0)|= 1. By Theorem 2.1,
we have
(2.2) log |ψ(z)| ≥ − 2R2
R−R2 logMψ (R),∀|z| ≤ R2.
Hence
(2.3) log | f (z)| ≥ − 2R2
R−R2 logMψ(R)+ log ∏|am|<R
R|z− am|
|R2− amz| − log ∏|bm|<R
R|z− bm|
|R2− bmz|
4 WENWEN JIAN, JIA SHI, AND XIAOPING YUAN
− log ∏
|bm|<R
R
|bm| − log ∏|am|<R
|am|
R
,∀|z| ≤ R2.
Let
(2.4) s1 = log ∏
|am|<R
R|z− am|
|R2− amz| = n logR+ log ∏|am|<R
|z− am|− log ∏
|am|<R
|R2− amz|.
Since ∏
|am|<R
|z− am| ≥ Hn outside disks C j,1≤ j ≤ n with radii r j = H, we have
(2.5) s1 ≥ n logR+ n logH− n logR(R+R2) =−n log R+R2
H
holds in {z ∈ C : |z| ≤ R2} outside disksC j ,1≤ j ≤ n with radii r j = H.
Let
(2.6)
s2 =− log ∏
|bm|<R
R|z− bm|
|R2− bmz|
=−n′ logR− log ∏
|bm|<R
|z− bm|+ log ∏
|bm|<R
|bm|+ log ∏
|bm|<R
|z− R
2
bm
|.
Since ∏
|bm|<R
|z− R2
bm
| ≥ (H ′)n′ outside disks C′
j′ ,1≤ j′ ≤ n′ with radii r′j′ = H ′, we have
(2.7) s2 ≥−n′ logR− n′ log(R+R2)+ n′ logδ + n′ logH ′ =−n′
[
log
1
δ
+ log
R(R+R2)
H ′
]
holds in {z ∈ C : |z| ≤ R2} outside disksC′j′ ,1 ≤ j′ ≤ n′ with radii r′j′ = H ′.
By (2.1),
(2.8) Mψ (R) =M f (R)
(
∏
|bm|<R
R
|bm|
)(
∏
|am|<R
|am|
R
)
.
Using (2.3), (2.5), (2.7), (2.8),
log | f (z)| ≥ − 2R2
R−R2 logM f (R)−
R+R2
R−R2 log ∏|bm|<R
R
|bm|
−R+R2
R−R2 log ∏|am|<R
|am|
R
− n log R+R2
H
− n′
[
log
1
δ
+ log
R(R+R2)
H ′
]
≥− 2R2
R−R2 logM f (R)− n log
R+R2
H
− n′
[
2R
R−R2 log
1
δ
+ log
R(R+R2)
H ′
]
holds in {z ∈C : |z| ≤ R2} outside disksC j,C′j′ ,1≤ j ≤ n,1≤ j′ ≤ n′ with radii r j = H, r′j′ =H ′. 
3. LOJASIEWICZ TYPE LEMMAS
For real analytic functions, we have the following Lojasiewicz type inequality.
Lemma 3.1 (Lemma 7.3 in [1]). Let v0 be non-constant real analytic on T, there is a constant c0 =
c0(v0)> 0 such that
mes{x ∈ T : |v0(x)−E|< δ}< δ c0
for all E ∈ R and sufficiently small δ > 0.
Using the Cartan estimate in Section 2, we can prove Lojasiewicz type inequality for meromorphic
functions.
5Lemma 3.2. Let v= g
f
, f ,g are real analytic onT, f ,v are nonconstant, Z( f ) = {x∈T : f (x) = 0} 6= /0.
There is a constant c0 = c0(v)> 0 such that
mes{x ∈ T : |v(x)−E|< ε}< εc0
for all E ∈ R and sufficiently small ε > 0.
Proof. Consider a covering [0,1] ⊂ ∪ml=1(pl − rl , pl + rl), where 0 < |v′(pl)| < ∞. By Theorem 2.2,
{x ∈ (pl − rl , pl + rl) : |v′(x)| ≤ ε 12 } is contained in a union of at most C intervals of total measure at
mostCεc, whereC =C(v),c= c(v). Hence
mes{x ∈ T : |v(x)−E|< ε} ≤mes{x ∈ T : |v′(x)| ≤ ε 12 }
+mes{x ∈ T : |v(x)−E|< ε, |v′(x)|> ε 12 } ≤Cεc+Cε 12 < εc0 .

By Lemma 3.1, Lemma 3.2, we have
Lemma 3.3. Let v, f ,g as in Lemma 3.2, there is a constant c= c( f ,g) > 0 such that
mes{x ∈ T : |g(x)−E f (x)|< ε}< εc
for all E ∈ R and sufficiently small ε > 0.
Proof.
mes{x ∈ T : |g(x)−E f (x)|< ε} ≤mes{x ∈ T : |g(x)−E f (x)|< ε, | f (x)| ≥ ε 12 }
+mes{x ∈ T : | f (x)|< ε 12 } ≤mes{x ∈ T : |v(x)−E|< ε 12 }+ εc0 < εc.

We introduce the uniform Lojasiewicz inequality.
Lemma 3.4 (Lemma 6.1 in [9]). We denote by Cωr (T,R) the Banach space of real analytic functions
with continuous extension to Ar = {z ∈ C : 1− r < |z| < 1+ r} and norm ‖ f‖r = sup
z∈Ar
| f (z)|. Let
0 6= f ∈ Cωr (T,R). Then there are constants δ = δ ( f ) > 0,S = S( f ) > 0,b = b( f ) > 0 such that if
g ∈Cωr (T,R) with ‖g− f‖r < δ , then
mes{x ∈ T : |g(x)|< t}< Stb,∀t > 0.
Now, we can prove the following lemma.
Lemma 3.5. Let f ,g as in Lemma 3.2, there is a constant c= c( f ,g) > 0 such that
mes
{
x ∈ T : 1√
1+E2
∣∣g(x)−E f (x)∣∣< ε}< εc
for all E ∈ R and sufficiently small ε > 0.
Proof. If E > 0, consider
(3.1) s1 =
∥∥∥∥− 1√
1+E2
g+
E√
1+E2
f − f
∥∥∥∥
r
≤ ‖ f‖r+ ‖g‖r√
1+E2
.
Since ∀E ≥C1 =C1( f ,g)> 0,s1 < δ ( f ), by Lemma 3.4,
(3.2) mes
{
x ∈ T : 1√
1+E2
∣∣g(x)−E f (x)∣∣< ε}< Sεb,∀E ≥C1.
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If E < 0, consider
(3.3) s2 =
∥∥∥∥ 1√
1+E2
g− E√
1+E2
f − f
∥∥∥∥
r
≤ ‖ f‖r+ ‖g‖r√
1+E2
.
Since ∀E ≤−C1,s2 < δ ( f ), by Lemma 3.4,
(3.4) mes
{
x ∈ T : 1√
1+E2
∣∣g(x)−E f (x)∣∣< ε}< Sεb,∀E ≤−C1.
This proves Lemma 3.5 for |E| ≥C1. If |E| ≤C1, Lemma 3.5 follows from Lemma 3.3. 
4. GREEN’S FUNCTION ESTIMATES
In this section, we will prove Green’s function estimates for
(4.1) GN(x,E) = (R[0,N)(H(x)−E)R[0,N))−1,
where
(4.2) H(x) = v(x+ nω)δnn′+ εSφ ,
with the potential v= g
f
, f ,g are real analytic on T, f ,v are nonconstant, Z( f ) = {x∈T : f (x) = 0} 6= /0
and φ real analytic satisfying
(4.3) |φˆ (n)|< e−ρ |n|, ∀n ∈ Z
for some ρ > 0. Without loss, we assume φˆ (0) = 0 and ‖ f‖∞ ≤ 1.
We will follow the method in [1], but as mentioned in Section 1, the operator H is unbounded and
the energy E is unbounded. Write
(4.4) HN(x)−E = FN(x,E)BN(x,E),
where
(4.5) FN(x,E)(n,n
′) =
√
1+E2
f (x+ nω)
δnn′ ,
(4.6) BN(x,E)(n,n) =
1√
1+E2
(g(x+ nω)−E f (x+ nω)),
(4.7) BN(x,E)(n,n
′) =
ε√
1+E2
f (x+ nω)φˆ(n− n′),n 6= n′.
Then
(4.8) GN(x,E) = BN(x,E)
−1FN(x,E)−1.
We will prove estimates for
(4.9) |BN(x,E)−1(n,n′)|=
|detBn,n′(x,E)|
|detBN(x,E)| , n,n
′ ∈ [0,N),
where Bn,n′(x,E) refers to the (n,n
′)-minor of BN(x,E).
Lemma 4.1. Under the assumptions above, for ω ∈ DC, if 0< ε < ε0,
1
N
∫
T
log |detBN(x,E)|dx>
∫
T
log
|g(x)−E f (x)|√
1+E2
dx− (κ + ε
1
4
0 ),
where ε0 = ε0(φ , f ,g) > 0,κ = κ(φ , f ,g) > 0.
7Proof. Assume f (z),g(z) are analytic in {z = x+ iy ∈ C : |y| ≤ ρ1}. Fix 0 < α < ρ14 , by analyticity,
there is η0 > 0 such that
(4.10) inf
E∈R
sup
α
2 <y0<α
inf
x∈R
|g(x± iy0)−E f (x± iy0)|√
1+E2
> η0.
Take 0< ε < ε0 < η
2
0 . For z= x+ iy, |y| ≤ ρ12 , by Hadamard inequality,
(4.11) |detBN(z,E)| ≤ ∏
0≤n<N
[ |g(z+ nω)−E f (z+ nω)|√
1+E2
+Cε0
]
.
By Denjoy-Koksma type inequality (Lemma 12 in [11]),
(4.12)
1
N
log |detBN(z,E)| ≤ 1
N
N−1
∑
n=0
log
[ |g(x+ iy+ nω)−E f (x+ iy+nω)|√
1+E2
+Cε0
]
≤
∫ 1
0
log
[ |g(x+ iy)−E f (x+ iy)|√
1+E2
+Cε0
]
dx+N−δ1 <C,
where δ1 = δ1(ω)> 0.
Consider the diagonal matrix D
(4.13) Dnn =
g(x+ iy0+ nω)−E f (x+ iy0+ nω)√
1+E2
and non-diagonal matrix S
(4.14) Sn,n′ =
f (x+ iy0+ nω)φˆ(n− n′)√
1+E2
,n 6= n′.
Since
(4.15) BN(x+ iy0,E) = D+ εS= (I+ εSD
−1)D,
we have
(4.16)
1
N
log |detBN(x+ iy0,E)|= 1
N
log |det(I+ εSD−1)|+ 1
N
log |detD|.
By (4.10) and Denjoy-Koksma type inequality, we have
(4.17)
1
N
log |detD|= 1
N
N−1
∑
n=0
log |Dnn|= 1
N
N−1
∑
n=0
log(|Dnn|+ ε0)− 1
N
N−1
∑
n=0
log
(
1+
ε0
|Dnn|
)
≥ 1
N
N−1
∑
n=0
log
[ |g(x+ iy0+ nω)−E f (x+ iy0+ nω)|√
1+E2
+ ε0
]
− ε0
η0
≥
∫ 1
0
log
[ |g(x+ iy0)−E f (x+ iy0)|√
1+E2
+ ε0
]
dx−N−δ1− ε0
η0
>
∫ 1
0
log
|g(x+ iy0)−E f (x+ iy0)|√
1+E2
dx− 2 ε0
η0
.
(4.18)
1
N
log |det(I+ εSD−1)|=− 1
N
log |det(I+ εSD−1)−1|
=− 1
N
log
∣∣∣∣∣det
[
I+ ∑
s≥1
(−εSD−1)s
]∣∣∣∣∣≥− 1N log
N−1
∏
n=0
[
1+ ∑
s≥1
‖(εSD−1)sen‖
]
>−C ε0
η0
.
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By (4.16), (4.17), (4.18),
(4.19)
1
N
log |detBN(x+ iy0,E)|>
∫ 1
0
log
|g(x+ iy0)−E f (x+ iy0)|√
1+E2
dx−C ε0
η0
,∀x ∈R.
Since
(4.20) u(z) =
1
N
log |detBN(z,E)|
is subharmonic in {z= x+ iy ∈ C : |y|< ρ1}, we have for y1 = ρ12 ,
(4.21)
∫ 1
0
u(x+ iy0)dx≤ y1− y0
y1
∫ 1
0
u(x)dx+
y0
y1
∫ 1
0
u(x+ iy1)dx.
By (4.12), (4.19), (4.21),
(4.22)
∫ 1
0
u(x)dx>
y1
y1− y0
∫ 1
0
log
|g(x+ iy0)−E f (x+ iy0)|√
1+E2
dx−C( α
ρ1
+
ε0
η0
).
By Lemma 3.5,
(4.23) inf
E∈R
∫ 1
0
log
|g(x)−E f (x)|√
1+E2
dx>−C f ,g,C f ,g > 0.
By subharmonicity,
(4.24)
∫ 1
0
log
|g(x)−E f (x)|√
1+E2
dx
≤ 1
2
∫ 1
0
log
|g(x+ iy0)−E f (x+ iy0)|√
1+E2
dx+
1
2
∫ 1
0
log
|g(x− iy0)−E f (x− iy0)|√
1+E2
dx.
By (4.23), (4.24),
(4.25)
∫ 1
0
log
|g(x+ iy0)−E f (x+ iy0)|√
1+E2
dx>−C,C > 0.
Using (4.22), (4.25), we obtain
(4.26)
∫ 1
0
u(x)dx>
∫ 1
0
log
|g(x+ iy0)−E f (x+ iy0)|√
1+E2
dx− y0
y1− y0C−C(
α
ρ1
+
ε0
η0
).
Replace y0 by −y0, using (4.24), (4.26), we have∫ 1
0
u(x)dx>
∫ 1
0
log
|g(x)−E f (x)|√
1+E2
dx−C
(
α
ρ1
+ ε
1
2
0
)
.
This proves Lemma 4.1. 
We also need the following large deviation theorem.
Theorem 4.2 (Theorem 2.3 in [19]). Let u : T→ R be periodic with bounded subharmonic extension
u˜ to |Imz| ≤ 1. Assume ω ∈ DC . Then
mes
{
x ∈ T :
∣∣∣∣∣ ∑
0≤|m|<M
M−|m|
M2
u(x+mω)− uˆ(0)
∣∣∣∣∣>M−σ
}
< e−cM
σ
, c> 0
for some σ = σ(ω)> 0.
Now we can prove Green’s function estimates.
9Proposition 4.3. Under the assumptions of Lemma 4.1, we have for ω ∈ DC, 0 < ε < ε0, there is
Ω = ΩN(E)⊂ T satisfying
mesΩ < e−cN
σ
, c,σ > 0
such that if x /∈Ω, then for some |m|<√N, we have the Green’s function estimate
|G[0,N)(x+mω ,E)(n,n′)|< e−c0(|n−n
′|−(κ+εδ0 )N), n,n′ ∈ [0,N),
where c0 = c0(ρ)> 0,κ = κ(φ , f ,g) > 0,δ = δ ( f ,g) > 0.
Proof. Take C˜ > 10(C f ,g+ 1), whereC f ,g is in (4.23). The function
(4.27) u(x) =
1
N
log[|detBN(x,E)|+ C˜−N ]
admits a bounded subharmonic extension u(z) to |Imz| ≤ ρ1. By Theorem 4.2, for x /∈ Ω,mesΩ <
e−cNσ , there is |m|<√N, such that u(x+mω)≥ uˆ(0)−N−σ . By Lemma 4.1,
(4.28) |detBN(x+mω ,E)| ≥ e
N
∫ 1
0 log
|g(x)−E f (x)|√
1+E2
dx−(κ+ε
1
4
0 )N−N1−σ .
We want to obtain an upper bound on |detBn,n′(x,E)| uniformly in x. Express detBn,n′(x,E) as a
sum over paths γ as
(4.29) ∑
s
∑
|γ|=s
±det[R[0,N)\γBN(x,E)R[0,N)\γ ]
(
ε√
1+E2
)s−1 s−1
∏
i=1
[
φˆ (γi+1− γi) f (x+ γi+1ω)
]
,
where γ = (γ1, . . . ,γs) is a sequence in [0,N) with γ1 = n,γs = n
′.
Hence
(4.30) |detBn,n′(x,E)|< ∑
s
∑
|γ|=s
εs−1e
−ρ
s−1
∑
i=1
|γi+1−γi||det[R[0,N)\γBN(x,E)R[0,N)\γ ]|.
If we denote b=
s−1
∑
i=1
|γi+1−γi| ≥ |n−n′| and use the fact that there are at most 2s−1
(
b
s−1
)
(s,b)-paths,
then
(4.31) |detBn,n′(x,E)|< ∑
b≥|n−n′|
∑
s≤b+1
2s−1
(
b
s− 1
)
εs−1e−ρbmax
|γ|=s
|det[R[0,N)\γBN(x,E)R[0,N)\γ ]|.
By Hadamard inequality,
(4.32) |det[R[0,N)\γBN(x,E)R[0,N)\γ ]| ≤ ∏
k∈[0,N)\γ
[ |g(x+ kω)−E f (x+ kω)|√
1+E2
+ ε0(‖φˆ‖1+ 1)
]
.
Let
(4.33) S1 = ∑
k∈[0,N)
log
[ |g(x+ kω)−E f (x+ kω)|√
1+E2
+ ε0(‖φˆ‖1+ 1)
]
.
By Denjoy-Koksma type inequality and Lemma 3.5,
(4.34) S1 ≤ N
∫ 1
0
log
[ |g(x)−E f (x)|√
1+E2
+ ε0(‖φˆ‖1+ 1)
]
dx+N1−δ1
≤ N
∫ 1
0
log
|g(x)−E f (x)|√
1+E2
dx+Nεδ20 ,δ1 = δ1(ω)> 0,δ2 = δ2( f ,g) > 0.
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Let
(4.35) S2 = ∑
k∈γ
log
[ |g(x+ kω)−E f (x+ kω)|√
1+E2
+ ε0(‖φˆ‖1+ 1)
]
, |γ|= s.
By Lemma 3.5, using the method of Lemma 11.29 in [1], we can prove that if |γ|= s > εδ00 N, the for
all x, S2 ≥ 34 s logε0, where δ0 = δ0( f ,g) > 0.
By (4.31)-(4.35),
(4.36) |detBn,n′(x,E)|< ∑
b≥|n−n′|
∑
s≤b+1,s≤εδ00 N
2s−1
(
b
s− 1
)
εs−1e−ρb(
1
ε0
)se
N
∫ 1
0 log
|g(x)−E f (x)|√
1+E2
dx+Nε
δ2
0
+ ∑
b≥|n−n′|
∑
s≤b+1,s>εδ00 N
2s−1
(
b
s− 1
)
εs−1e−ρb(
1
ε0
)
3
4 se
N
∫ 1
0 log
|g(x)−E f (x)|√
1+E2
dx+Nε
δ2
0 .
Follow the proof of Proposition 3.1 in [19], we have
(4.37) |detBn,n′(x,E)|< e
N
∫ 1
0 log
|g(x)−E f (x)|√
1+E2
dx+Nε
δ2
0 +Nε
δ0
2
0 −
ρ
2 |n−n′|.
Using (4.28), (4.37), we have for x /∈Ω, there is |m|<√N, such that
(4.38) |BN(x+mω ,E)−1(n,n′)|< e−
ρ
2 |n−n′|+(κ+εδ0 )N .
This proves the Green’s function estimate. 
Remark 4.4. In the proof of Proposition 4.3, we only need to assume
‖kω‖> a|k|A , ∀0< |k| ≤ N.
5. PROOF OF ANDERSON LOCALIZATION
In this section, we give the proof of Anderson localization as in [3].
We first recall some basic facts of semi-algebraic sets . Let
P = {P1, . . . ,Ps} ⊂ R[X1, . . . ,Xn]
be a family of real polynomials whose degrees are bounded by d. A semi-algebraic set is given by
(5.1) S =
⋃
j
⋂
l∈L j
{Rn : Pls jl0},
where L j ⊂ {1, . . . ,s},s jl ∈ {≤,≥,=} are arbitrary. We say that S has degree at most sd and its degree
is the inf of sd over all representations as in (5.1).
We need the following quantitative version of the Tarski-Seidenberg principle.
Proposition 5.1 ([7]). Let S ⊂ Rn be a semi-algebraic set of degree B, then any projection of S is
semi-algebraic of degree at most BC,C =C(n).
Next fact deals with the intersection of a semi-algebraic set of small measure and the orbit of a
diophantine shift.
Proposition 5.2 (Corollary 9.7 in [1]). Let S ⊂ [0,1]n be semi-algebraic of degree B and mesnS < η .
Let ω ∈ Tn satisfy a DC and
logB≪ logN≪ log 1
η
.
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Then for any x0 ∈ Tn,
#{k= 1, . . . ,N : x0+ kω ∈ S}< N1−δ
for some δ = δ (ω)> 0.
We will make essential use of the following transversality property.
Lemma 5.3 (Lemma 9.9 in [1]). Let S ⊂ [0,1]2n be a semi-algebraic set of degree B and mes2nS <
η , logB≪ log 1η . We denote (ω ,x) ∈ [0,1]n× [0,1]n the product variable and {e j : 0≤ j ≤ n− 1} the
ω-coordinate vectors. Fix ε > η
1
2n . Then there is a decomposition S= S1∪S2, S1 satisfying
mesn(ProjωS1)< B
Cε
and S2 satisfying the transversality property
mesn(S2∩L)< BCε−1η
1
2n
for any n-dimensional hyperplane L such that max
0≤ j≤n−1
|ProjL(e j)|< ε100 .
By application of the resolvent identity, we have the following
Lemma 5.4. Let I ⊂ Z be an interval of size N and {Iα} subintervals of size M = Nτ ,τ > 0 is small.
Assume ∀k ∈ I, there is some α such that
(5.2)
[
k− M
4
,k+
M
4
]
∩ I ⊂ Iα
and ∀α ,
(5.3) |GIα (n1,n2)|< e−c0(|n1−n2|−(κ+ε
δ
0 )M), n1,n2 ∈ Iα .
Then
(5.4) |GI(n1,n2)|< 2ec0(κ+εδ0 )M, n1,n2 ∈ I,
(5.5) |GI(n1,n2)|< e−
1
2 c0|n1−n2|, n1,n2 ∈ I, |n1− n2|> N
10
.
Proof. For m,n ∈ I, there is some α such that
(5.6)
[
m− M
4
,m+
M
4
]
∩ I ⊂ Iα .
By resolvent identity,
(5.7) |GI(m,n)| ≤ ec0(κ+εδ0 )M+ ∑
m1∈Iα ,m2 /∈Iα
|GIα (m,m1)|e−ρ |m1−m2||GI(m2,n)|.
If |m1−m| ≤ M8 , then |m1−m2| ≥ M8 , hence
(5.8) ∑
|m1−m|≤M8 ,m2 /∈Iα
|GIα (m,m1)|e−ρ |m1−m2| <Me−ρ
M
8 ec0(κ+ε
δ
0 )M <
1
4
.
If |m1−m|> M8 , then
(5.9) ∑
|m1−m|>M8 ,m2 /∈Iα
|GIα (m,m1)|e−ρ |m1−m2| <Me−c0
M
8 ec0(κ+ε
δ
0 )M <
1
4
.
By (5.7), (5.8), (5.9),
(5.10) max
m,n∈I
|GI(m,n)|< ec0(κ+εδ0 )M+ 1
2
max
m,n∈I
|GI(m,n)|.
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(5.4) follows from (5.10).
Take m,n ∈ I, |m− n|> N
10
, assume (5.6), by resolvent identity,
(5.11) |GI(m,n)| ≤ ∑
n0∈Iα ,n1 /∈Iα
|GIα (m,n0)|e−ρ |n0−n1||GI(n1,n)|
≤Mec0(κ+εδ0 )M ∑
|m−n1|>M4
e−c0|m−n1||GI(n1,n)|
≤MtNtetc0(κ+εδ0 )Me−c0(|m−n1|+···+|nt−1−nt |)|GI(nt ,n)|,
where t ≤ 10 N
M
, |m− n1|> M4 , . . . , |nt−1− nt |> M4 .
If |n− nt| ≤M, then by (5.4), (5.11),
(5.12) |GI(m,n)| ≤MtNtetc0(κ+εδ0 )Me−c0(|m−n|−M)2ec0(κ+εδ0 )M ≤ e20c0(κ+εδ0 )N−c0|m−n| < e−
1
2 c0|m−n|.
If t = 10 N
M
, then by (5.4), (5.11),
(5.13) |GI(m,n)| ≤MtNtetc0(κ+εδ0 )Me−tc0
M
4 2ec0(κ+ε
δ
0 )M ≤ e40c0(κ+εδ0 )N− 52 c0N < e−2c0N < e−c0|m−n|.
(5.5) follows from (5.12), (5.13). This proves Lemma 5.4. 
Now we can prove the main result.
Theorem 5.5. Consider the following long-range operators with singular potentials
(5.14) Hω (x) = v(x+ nω)δnn′+ εSφ ,
where v= g
f
, f ,g are real analytic on T, f ,v are nonconstant, Z( f ) = {x ∈ T : f (x) = 0} 6= /0. Assume
ω ∈ DC (diophantine condition),
(5.15) ‖kω‖> a|k|−A, ∀k ∈ Z\ {0}
and φ real analytic satisfying
(5.16) |φˆ (n)|< e−ρ |n|, ∀n ∈ Z
for some ρ > 0. Fix x0 ∈ T. Then there is ε0 = ε0( f ,g,φ) > 0, such that if 0 < ε < ε0, for almost all
ω ∈ DC, Hω (x0) satisfies Anderson localization.
Proof. By Shnol’s theorem [10], to establish Anderson localization, it suffices to show that if ξ =
(ξn)n∈Z,E ∈ R satisfy
(5.17) ξ0 = 1, |ξn|<C|n|, |n| → ∞,
(5.18) H(x0)ξ = Eξ ,
then
(5.19) |ξn|< e−c|n|, |n| → ∞.
By Proposition 4.3, there is Ω = ΩN(E) ⊂ T,mesΩ < e−cNσ , such that if x /∈ Ω, then for some
|m|<√N,
(5.20) |G[−N,N](x+mω ,E)(n1,n2)|< e−c0(|n1−n2|−(κ+ε
δ
0 )N), |n1|, |n2| ≤ N.
As in Section 4,
(5.21) |G[−N,N](x+mω ,E)(n1,n2)|=
| f (x+mω + n2ω)|√
1+E2
|B[−N,N](x+mω ,E)−1(n1,n2)|.
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Truncate power series for f ,g in (5.21), Ω may be assumed semi-algebraic of degree at most N8. Let
N1 = N
C1 , C1 is a sufficiently large constant. Then by Proposition 5.2,
(5.22) #{| j| ≤ N1 : x0+ jω ∈Ω}< N1−δ11 , δ1 > 0.
Using (5.22), we may find an interval I ⊂ [0,N1] of size N such that
(5.23) x0+ jω /∈Ω, ∀ j ∈ I∪ (−I).
Then for some |m j|<
√
N,
(5.24) |G[a,b](x0,E)(n1,n2)|< e−c0(|n1−n2|−(κ+ε
δ
0 )N), n1,n2 ∈ [a,b],
where [a,b] = [ j+m j−N, j+m j+N]. By (5.17), (5.18), (5.24),
(5.25) |ξ j| ≤C ∑
n∈[a,b],n′ /∈[a,b]
e−c0(| j−n|−(κ+ε
δ
0 )N)e−ρ |n−n
′||n′| ≤CN1ec0(κ+εδ0 )Ne−
c0
2 N < e−
c0
3 N .
Let j0 be the center of I, we have
(5.26) 1= ξ0 ≤ ‖G[− j0, j0](x0,E)‖‖R[− j0, j0]H(x0)RZ\[− j0, j0]ξ‖.
For |n| ≤ j0, by (5.25),
(5.27) |(R[− j0, j0]H(x0)RZ\[− j0, j0]ξ )n| ≤ ∑
|n′|> j0
e−ρ |n−n
′||ξn′ |
≤ ∑
j0<|n′|≤ j0+ N2
e−ρ |n−n
′|e−
c0
3 N +C ∑
|n′|> j0+ N2
e−ρ |n−n
′||n′|<Ce− c03 N +CN1e−ρ
N
3 < e−
c0
4 N .
By (5.26), (5.27),
(5.28) ‖G[− j0, j0](x0,E)‖> e
c0
5 N ,
hence
(5.29) dist(E,specH[− j0, j0](x0))< e
− c0
5
N .
Denote
(5.30) Eω =
⋃
| j|≤N1
specH[− j, j](x0).
It follows from (5.29) that if x /∈ ⋃
E ′∈Eω
Ω(E ′), then for some |m|<√N,
(5.31) |G[−N,N]+m(x,E)(n1,n2)|< e−c0(|n1−n2|−(κ+ε
δ
0 )N), n1,n2 ∈ [−N,N]+m.
Let N2 = N
C2 , C2 is a sufficiently large constant. Suppose
(5.32) x0+ nω /∈
⋃
E ′∈Eω
Ω(E ′), ∀√N2 < |n|< 2N2,
then by (5.31), there are |mn|<
√
N such that
(5.33) |G[−N,N]+n+mn(x0,E)(n1,n2)|< e−c0(|n1−n2|−(κ+ε
δ
0 )N), n1,n2 ∈ [−N,N]+ n+mn.
Let Λ =
⋃
√
N2<n<2N2
([−N,N]+ n+mn)⊃ [
√
N2,2N2]. By Lemma 5.4,
(5.34) |GΛ(x0,E)(n1,n2)|< 2ec0(κ+εδ0 )N , n1,n2 ∈ Λ,
(5.35) |GΛ(x0,E)(n1,n2)|< e−
c0
2 |n1−n2|, n1,n2 ∈ Λ, |n1− n2|> N2
10
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For 1
2
N2 ≤ j ≤ N2, by (5.34), (5.35),
(5.36) |ξ j| ≤C ∑
n∈Λ,n′ /∈Λ
|GΛ(x0,E)( j,n)|e−ρ |n−n′||n′|
≤CN2 ∑
|n− j|> N210
e−
c0
2 |n− j|+CN22 e
c0(κ+ε
δ
0 )Ne−ρ
N2
4 ≤ e− c050N2 ≤ e− c050 j.
Now we need to prove (5.32). Consider for | j| ≤ N1, the set S j ⊂ T2×R of (ω ,x,E ′) where
(5.37) ‖kω‖> a|k|−A, ∀0< |k| ≤ N,
(5.38) x ∈Ω(E ′),
(5.39) E ′ ∈ specH[− j, j](x0).
Let
(5.40) S = ProjT2S j.
Since mesΩ(E ′)< e−cNσ ,
(5.41) mesS < N1e
−cNσ < e−cN
σ
2 .
Since S j is a semi-algebraic set of degree at most N
10
1 , by Proposition 5.1, S is a semi-algebraic set of
degree at most N10C1 .
Take n= 1,B= N10C1 ,η = e
−cN σ2 ,ε = N−
1
10
2 in Lemma 5.3, we have S= S1∪S2,
(5.42) mesProjωS1 < B
Cε < NC1 N
− 110
2 < N
− 111
2 .
We study the intersection of S2 and sets
(5.43) {(ω ,x0+ nω) : ω ∈ [0,1]},
√
N2 < |n|< 2N2,
where x0+ nω are considered mod 1. (5.43) lies in the parallel lines
(5.44) L= L
(n)
m =
[
ω =
x
n
]
− m+ x0
n
eω , |m|< N2.
Since |ProjLeω |< ε100 , by Lemma 5.3,
(5.45) mes(S2∩L)< BCε−1η
1
2 < NC1 N
1
10
2 e
− 12 cN
σ
2 .
Summing over n,m,
(5.46) mes{ω ∈ [0,1] : (ω ,x0+ nω) ∈ S2,∃
√
N2 < |n|< 2N2}< N22NC1 N
1
10
2 e
− 12 cN
σ
2 < e−cN
σ
4 .
From (5.42), (5.46), we exclude an ω-set of measure N
− 111
2 + e
−cN σ4 < N−
1
12
2 . Summing over | j| ≤ N1,
we get an ω-set RN ,mesRN < N
− 113
2 < N
−10, such that for ω /∈RN ,
(5.47) |ξ j|< e−
c0
50
| j|, ∀| j| ∈
[
1
2
NC2 ,NC2
]
.
Let
(5.48) R =
⋂
N0≥1
⋃
N≥N0
RN ,
15
then mesR = 0. If ω /∈R, then by (5.48), there is N0 ≥ 1 such that ω /∈RN ,∀N ≥ N0. By (5.47),
(5.49) |ξ j|< e−
c0
50
| j|, ∀| j| ∈
⋃
N≥N0
[
1
2
NC2 ,NC2
]
=
[
1
2
N
C2
0 ,∞
)
.
This proves (5.19) and Theorem 5.5. 
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