Abstract: Soil sealing is the permanent covering of the land surface by buildings, infrastructures or any impermeable artificial material. Beside the loss of fertile soils with a direct impact on food security, soil sealing modifies the hydrological cycle. This can cause an increased flooding risk, due to urban development in potential risk areas and to the increased volumes of runoff. This work estimates the increase of runoff due to sealing following urbanization and land take in the plain of Emilia Romagna (Italy), using the Green and Ampt infiltration model for two rainfall return periods (20 and 200 years) in two different years, 1976 and 2008. To this goal a hydropedological approach was adopted in order to characterize soil hydraulic properties via locally calibrated pedotransfer functions (PTF). PTF inputs were estimated via sequential Gaussian simulations coupled with a simple kriging with varying local means, taking into account soil type and dominant land use. Results show that in the study area an average increment of 8.4% in sealed areas due to urbanization and sprawl induces an average increment in surface runoff equal to 3.5 and 2.7% respectively for 20 and 200-years return periods, with a maximum > 20% for highly sealed coast areas.
INTRODUCTION
Soil sealing is here defined as the permanent covering of the land surface by buildings, infrastructures or any impermeable artificial material. It has been identified as one of the major threats to soil in the Soil Thematic Strategy (CEC, 2006) of the European Commission, both in terms of the permanent loss of soil as a resource and for its important impacts on soil functionality. Beside the loss of fertile soils (Tóth, 2012) , soil sealing strongly modifies the hydrological cycle, reducing infiltration, evapotranspiration and groundwater recharge, and increasing runoff (Poelmans et al., 2010) . The reduction of infiltration capacity, which can be partly mitigated by a correct urban planning and by the adoption of semi permeable materials (Scholz and Grabowiecki, 2006) , is the main cause of the increased runoff, which in turn increases flooding risk. Moreover, the flooding risk may be enhanced by the increased vulnerability of the urbanized and settled land. Different modelling approaches and scenario settings can be adopted to quantify the effect of urbanization on surface runoff generation. Using a physically based groundwater model coupled with a land-use change allocation model to assess the effects of different land use scenarios in a Belgian catchment with 11% of built-up areas, Dams et al. (2008) estimated a runoff increase of 2.8% following a projected increase of 14% in sealed surfaces in 20 years, while the projections to 2031 of the actual rate of sprawling of the Canadian city of Calgary (representing 5.9% of the case study area) resulted in an increase in runoff equal to 7.3% due to a 65% increase of the built-up areas in the watershed (Wijesekara et al., 2012) . Depending on rainfall duration and return period, a 50% increase of built-up areas (from 7.4 to 11.1% of the case study area) in a 115 km 2 catchment in southwestern Germany resulted in a runoff increase between 0.8 and 3.7% on a volume basis as predicted by coupling a land-use change model with a physically based distributed hydrological model (Niehoff et al., 2002) . Using a physically based model under different land-use change scenarios projected to 2040, Franczyk and Chang (2009) projected a 5 to 9% expansion in urban land use throughout a basin in the Portland metropolitan area (nearly 60% of the case study area) which resulted in an increase in runoff between 2.3 and 2.5%, with the highest change observed for low-density, unchecked urban growth.
The plain areas of Emilia Romagna (northern Italy) have been subject to significant expansion of urban and settled areas over the last decades. About 14.7% of the regional plain area territory was estimated to be covered by urban and industrial areas (Regione Emilia Romagna, 2011) , as compared to the Italian average of 7.3% in 2009 (Istat, 2012, quoting LUCAS, Eurostat data) . Apart from the lack of a common procedure for estimating the sealed areas, the percentage of soils lost at EU level every year, estimated at ~1,000 km 2 (Prokop et al., 2011) , causes a serious concern.
The goal of this work is to present a hydropedological approach to predict spatially exhaustive runoff, in order to assess quantitatively the impact of soil sealing on runoff in the plain of Emilia Romagna, Italy. A novel methodology is here presented which couples an event based infiltration model under different land use scenarios with a set of locally calibrated pedotransfer functions. PTF's inputs are derived via a Scorpan kriging which combines the trend component of soil properties, as derived from the 1:50,000 soil map, with the geostatistical simulations of the stochastic, locally varying but spatially correlated component. The methodological steps were as follows: i) continuous mapping of basic soil properties; ii) estimation of continuous parameter fields (retention properties, saturated conductivity) using a set of locally calibrated PTFs; iii) calculation of soil infiltration and runoff using the Green and Ampt infiltration model for two rainfall return periods (RP; 20 and 200 years) and in two different years, 1976 and 2008, in order to assess the effect of land use changes. The following conditions were assumed: i) an antecedent soil moisture content corresponding to the average between field capacity and wilting point; ii) a constant soil depth of 1 m; iii) the matric potential in soils equal to the air entry potential; iv) a runoff coefficient equal to 1 in sealed areas.
MATERIALS AND METHODS Study area: description
Emilia Romagna (lat 43°50'N -45°00'N; long 9°20'E -12°40'E Greenwich, approx.) is situated in Northern Italy and has a total area of 22.124 km 2 . The main agricultural area, covering slightly more than half of the region (~12.002 km 2 ), is the continuous plain stretching south of the Po river and delimited by the Apennines range in the south and by the Adriatic sea in the east (Fig. 1) . The climate is temperate-sub oceanic, with a maximum and minimum average annual temperature of 19.3 and 8.2°C, respectively, and a mean annual precipitation ranging from 520 to 820 mm. Elevation ranges between -3 and 150 m a.m.s.l. The soils of the area, mainly on quaternary alluvial deposits, are characterized by a high degree of heterogeneity, ranging from coarse textured Arenosols (Calcaric Arenosols (Gleyic), FAO-ISRIC-ISSS, 1998) to fine textured Vertisols (Calci Hyposalic Vertisols, FAO-ISRIC-ISSS, 1998), leached paleosols along the Apennine border (Chromic Luvisols, FAO-ISRIC-ISSS, 1998), and soils characterized by the presence of organic horizons in the reclaimed areas of the Po delta (Humi Thionic Fluvisols Thapthohistic, FAO-ISRIC-ISSS, 1998) . The soils of the Emilia Romagna plain sustain intensive agricultural productions that range from orchards, vineyards and industrial crops, to cereals, grassland and fodder crops. In the period 1954-2003 the agricultural land uses lost 1,181 km 2 mainly due to urbanisation (Di Gennaro et al., 2010) 
Data sets Soil and land use data
Soil data are routinely collected and analysed by the Regional Soil Survey and by Agricultural Extension Services. At present about 3,302 soil profiles (17,652 soil horizons) over 10,734 km 2 of cultivated land are identified by a complete set of physical and chemical parameters. For each site the textural fractions (%, USDA limits) and soil organic matter content (%, modified Walkley-Black method; Nelson and Sommers, 1982) are available for a reference depth of 100 cm. These sites are linked to a regional catalogue of 237 soil typological units (STUs) mapped in the available 1:50,000 soil map of the region (Regione Emilia Romagna, 2006) . For technical applications, the regional Soil Survey has aggregated the 237 STUs in a limited number of "functional groups" defined according to the top-soil textural family, drainage class, slope, presence of horizons with organic carbon >2.5%, and flooding occurrence ( Table 1 ; Guermandi and Tarocco, 2007) . The distribution of the functional groups in the study area is shown in Fig. 2 . In Table 2 the land use trends are summarised for the period 1861 -2008 (Regione Emilia Romagna, 2011 . From the data it is clear that the expansion of artificially sealed areas represents the major land use change occurred in the study area (13.5%), with the greatest increase between 1976 and 2003 (ca. 7%). In the two reference periods considered in this study, i.e. 1976 and 2008, the increase in artificially sealed areas results greater than 8%.
Extreme rainfall events
Runoff coefficients represent an indicator of soil or catchment response to rainfall; they are well known to vary following soil moisture conditions antecedent to rainfall, and need to be defined with reference to a specific rainfall event and initial soil state. In assessing the effects of soil sealing on runoff generation, we refer to extreme events of precipitation defined as design values by the river basin authorities in the region. These design values are given in the form of precipitation depth-durationfrequency curves (DDFCs), i.e. relationships between rainfall amount and rainfall duration for a given return period in the following form:
where h is the cumulative rainfall (mm) and t is its duration (hr), T is the return period and parameters a(T) and n(T) of the rainfall probability curves are given in the form of maps as a function of the return period, that was selected here as either 20 or 200 years. Parameters a(T) and n(T) were obtained from previous hydrological studies at regional scale (Autorità di Bacino del Fiume Po, 2001; Autorità dei Bacini Regionali Romagnoli -Regione Emilia Romagna, 2003; Pistocchi, 2001; ) and are shown in Fig. 3 . A rainfall event is defined with reference to its duration. In this study, we are interested in extreme events that may be critical at the local scale, such as short and intense rainfall events over small catchments. For this type of events, a typical duration is one hour or less. Therefore, we refer to a 1 hour rainfall duration throughout of the paper.
INFILTRATION MODEL
In order to calculate the runoff coefficient, φ, for a given rainfall event, we used the popular Green-Ampt infiltration model (Green and Ampt, 1911) as presented in Mein and Larson (1973) :
where I(t), is the infiltration rate (mm h -1 ) at time t from the beginning of the rainfall event, K sat is the saturated hydraulic conductivity (mm h -1 ), θ s is the water content at saturation (cm 3 cm -3 ), θ i is the initial water content (cm 3 cm -3 ), ψ is the matric suction potential and f(t) is the cumulated infiltration at time t from the beginning of the rainfall event (mm). The runoff coefficient φ for a rainfall duration t, φ(t) , is computed as:
where P is the rainfall amount (mm), and t = 1 hr. In this study, the antecedent soil moisture content was set to the average between field capacity and wilting point, and the matric potential at the wetting front was assumed to be equal to the air entry potential. A constant soil depth of 1 m was also assumed. A sensitivity analysis of the model to soil depth and initial soil moisture is presented in Appendix A, together with a discussion of the assumed values of depth and soil moisture. 
PEDOTRANSFER FUNCTIONS AND SPATIALISATION OF THE HYDROLOGICAL PROPERTIES
The hydraulic parameters required by the infiltration model, total porosity, volumetric soil water contents at field capacity and at wilting point, and air entry potential (cm) were calculated with a set of locally calibrated pedotransfer functions (PTFs, Ungaro et al., 2005) . As concerns the hydraulic conductivity at saturation (K sat ), a new PTF was calibrated on a new data set (N = 268). This was then validated on an independent data set (UNSODA, Leij et al., 1996 ; N = 212). The K sat was determined in laboratory on undisturbed soil cores with the constant head permeameter method (Klute and Dirksen, 1986) . The descriptive statistics of the calibration and validation data sets are shown in Table 3 , along with the correlations among variables. The signs of the correlation coefficients are nearly the same in both data sets, with Log K sat positively and significantly (at p <0.05) correlated with sand content (r = 0.40 and 0.31 respectively for the calibration and the validation data set). Of opposite sign and significant for both data sets, are the correlations with clay (-0.39 and -0.20 for the calibration and the validation data set respectively) and silt (-0.26 and -0.28 for the calibration and the validation data set respectively) contents and with bulk density (-0.31 and -0.17 for the calibration and the validation data set respectively). Although not significant, for the calibration data set the correlation between Log K sat and organic carbon (OC) is negative (r = -0.04), while it is positive and significant, in the validation data set (r = 0.21), This difference is likely due to the fact that in the calibration data set OC is not significantly correlated with any textural fractions while in the calibration data set it is significantly correlated with sand (r = -0.29) and with clay (r = 0.45) contents. Furthermore, the case study area is characterised by the widespread occurrence of swelling soils (Vertisols and vertic intergrades), with higher OC contents but low saturated conductivity, and by a local occurrence of recently reclaimed organic soils with appreciable levels of soil salinity. These findings are in agreement with those observed by other authors, i.e. that organic matter content and K sat are not positively correlated in all soil types (Nemes et al. 2005) .
The PTFs were developed using a group method of data handling (GMDH) technique (Ivakhnenko, 1968) , also known as polynomial neural networks, using the commercial software Model quest (AbTech, 1996) . A complete overview of the methods is given by Müller and Lemke (2000) and a description of the software can be found in Pachepsky and Rawls (1999) , Pachepsky et al. (1998) and Rawls et al. (2003) . Along with artificial neural networks (ANNs) and genetic programming (GP), GMDH is a data driven technique suitable for automatic generation of models linking input and output variables. ANNs have been extensively applied in hydrology and soil science (Minasny et al., 1999; Motaghian and Mohammadi, 2011; Schaap et al. 2001; ) and a comprehensive review is given by Rogiers et al. (2012) . Differently from the other machine learning approach, GMDH is a self-organising inductive modelling technique based on explicit polynomial regression algorithms. The method selects automatically the essential input variables and builds a hierarchical, polynomial regression given a degree of complexity specified by the user. Differently from NNs techniques, which are essentially deductive in their nature, the GMDH technique, as GP (Parasuraman and Elshorbagy, 2007) , does not require an arbitrary, a priori structure of the network connecting inputs and outputs: the structure of the model and the dependence of outputs on the most significant inputs are found generating a network structure based on the characteristics of the data set during the estimation process itself; the GMDH networks can then be considered as universal structure identificators. An example of their application to the development of PTF for estimating K sat is given by Nemes et al. (2005) , and a comparison of their performance as compared to ANNs in predicting soil water properties is given by Ungaro et al. (2005) . Although GMDH had been proved as an alternative technique to the most widely used ANNs, it is not the focus of this study to compare their performance, rather to further explore the efficacy of GMDH in developing PTFs to estimate saturated hydraulic conductivity. The GMDH algorithm developed in this work is reported in the Appendix B. To evaluate the performance of the new PTF, the observed and the estimated hydraulic conductivity were compared calculating the following error indexes (Tietje and Hennings, 1996) : the geometric mean error ratio (GMER) and the geometric standard deviation of the error ratio (GSDER), defined as follows:
where ε is the error ratio of measured (K sat m ), vs. predicted (K sat p ) values, calculated as follows:
. (6) When values are generally overestimated, GMER is >1, while the GMER <1 indicates a general underestimation, with GMER equal to 1 corresponding to an exact matching between measures and predictions. A value of GSDER equal to 1 indicates a perfect matching and it increases with the distance of the estimates from the measurements. An optimal model would then have a GMER close to 1 and a small GSDER. These indexes were computed also for a number of widely used PTFs from literature.
Uncertainty associated to PTF input data (McBratney et al., 2002) was calculated using Monte Carlo simulation, i.e. by sampling repeatedly the observed distribution of input data followed by the evaluation of PTF results. The approach followed here is the same followed by Ungaro et al. (2005) , and Monte Carlo simulations were implemented following the multivariate normal Johnson transformation approach (Johnson, 1987) as described in Carsel and Parrish (1988) and using the MS Excel add-in developed by Barreto and Howland (2005a) . The simulations return 10,000 PTF input variable vectors; those within calibration range were then inserted into the PTF providing the mean and the standard deviation of the saturated hydraulic conductivity for the different textural classes.
The uncertainty due to the PTF modelling (McBratney et al., 2002) was assessed with the non-parametric bootstrap approach (Efron and Tibshirani, 1993) using the MS Excel add-in developed by Barreto and Howland (2005b) . Bootstrap sampling was performed to create a set of 10,000 PTFs outputs and model residuals; 1,000 bootstrap replications were generated for each subset of the original data set defined in terms of USDA textural class (USDA, 1993) . New K sat values were then calculated adding the model residuals to the PTF estimates in order to assess the confidence intervals for each textural class. Unlike standard asymptotic confidence intervals, confidence intervals computed from bootstrap estimates are generally asymmetric around the estimated mean. For this reason, 95% confidence intervals are assessed calculating the 2.5 and the 97.5 percentiles of the bootstrap estimates distribution (Li et al., 2010) .
The basic soil attributes used as inputs of the PTFs, (i.e. sand, silt and clay %, organic carbon content and bulk density) were estimated via sequential Gaussian simulations (median values, N = 1,000) at the nodes of a 1 x 1 km regular grid over the entire area, using a Scorpan kriging approach (McBratney et al., 2003) . We used the approach, applied by Ungaro et al. (2010) to topsoil, considering 100 cm depth which combines the trend component of soil properties as derived from the 1:50,000 soil map with geostatistical modelling of the stochastic, locally varying but spatially correlated component. The trend component is described in terms of varying local means, calculated from the available soil profile (N = 3,302) taking into account soil functional groups and dominant land use. 
RESULTS AND DISCUSSION PTF validation and uncertainty assessment
Results of applying the GMDH in order to estimate the logarithm of saturated hydraulic conductivity are shown in Table 4 along with the same error statistics for a number of PTFs from literature widely used to estimate saturated hydraulic conductivity. The overall poor performance of the tested PTFs, with the only possible exception of that of Rawls and Brakensiek (─989) , justifies the development of a new and locally calibrated PTF. Table 4 . GMDH results and error statistics for the predicted hydraulic conductivity at saturation for a number of selected PTFs from literature. GMER: geometric mean error ratio; GSDER: geometric standard deviation of the error ratio; C: clay content (%); S: sand content (%); Si: silt content (%); BD: bulk density (Mg m -3 ); OC: organic carbon content (%). The slash separates the variable included in the second layer of the GMDH network (see Appendix B1). The values of GMER and GSDER for the calibration of the new PTF are 1.00 and 5.73 respectively. The established GMDH statistical network was eventually validated on the UNSODA data set (N = 212): in this case GMER and GSDER are equal to 0.40 and 13.4 respectively, indicating an underestimation of K sat . These figures are almost coincident with those obtained through the validation of a widely used PTF (Rawls and Brakensiek, 1989) on the same data set, which resulted in a GMER equal to 0.33 and in a GSDER of 13.2. The same PTF of Rawls and Brakensiek (1989) applied to the calibration data set returned a GMER value equal to 0.6 and in a GSDER of 9.8. The map of the estimated K sat (mm h -1 ) is shown in Fig. 4 ; these values were eventually used as input for the Green and Ampt infiltration model. ).
The uncertainty of the new PTF was quantified in terms of both model and input uncertainty. Fig. 5 shows the marginal frequency distribution of model residuals and of hydraulic conductivity obtained via bootstrapping; the results for the ten textural classes are reported in Table 5 . Model errors are on average positive for sandy, silty clay loam, silt loam and silty clay, negative for the remaining classes. In absolute terms, the error is greater for the sandy and clayey classes. In terms of bootstrap variance, larger uncertainties are observed for clay, clay loam and silty clay, with the 95% confidence interval of the estimates varying over one order of magnitude or nearly two in the case of clays. Narrower 95% confidence intervals are observed for loam, sandy loam and sandy textural classes, with estimates varying over less than 0.5 order of magnitude (Fig. 6) .
In the case of the Monte Carlo output only the observations within the limits of observed distribution were retained, which led to a total of 7291 sets of input variables to be inserted as inputs in the GMDH PTF; the distributions of resulting conductivities were estimated to calculate the uncertainties in predicted K sat values. For all textural classes, model uncertainty resulted smaller than input uncertainty, suggesting that the PTF model was adequately calibrated (McBrateney et al., 2002) .
Soil sealing effect on soil infiltration capacity
Assuming initial intermediate soil moisture conditions, i.e. volumetric water contents equal to the average of those at field capacity and wilting point, between 1976 and 2008, an increment of 8.4% in sealed areas due to urbanization and sprawl results in an average increment in surface runoff equal to 3.5 and 2.7% respectively for 20 and 200 years return periods (Fig.  7) . Under both rainfall scenarios, break-down ANOVA results show that the average values for the two reference years are significantly different at a probability level p <0.05. It is interesting to point out that the increase in surface runoff between 1976 and 2008 is greater than that observed between an hypothetical time 0 with "bare soil condition" (i.e. no sealing) and 1976 (Fig. 8) corresponding to +3.05% and +2.34% respectively for 20 and 200 years return periods.
As an example, in Fig. 7 the changes in runoff between 1976 and 2008 for 20 years return period are shown. The differences are more evident in the urbanised surroundings of the main towns and along the coast. Aggregating the data at watershed level, an increment of runoff above 5% is recorded in 15 basins, for more than 2,000 km 2 , with a peak of 25% in the area surrounding the coast town of Rimini.
In order to assess the relevance of model parameters and soil sealing in affecting the value of the final runoff coefficient at the 1 x 1 km grid scale, we calibrated multiple linear regressions under the different simulation scenarios and analysed the corresponding beta coefficients, i.e. the regression coefficients of the standardized variables, which represent the change in terms of standard deviations in the dependent variable following a change of one standard deviation in an independent variable (Table 6) . Under all scenarios the hydraulic conductivity explains the larger portion of the observed variability in runoff coefficient. In the case of the 20-years RP the figures are equal to 39.3% and 37.4% under the 1976 and the 2008 land use scenarios respectively, while for the 200-years RP the percentages drop, as expected for rainfall events generally exceeding soil hydraulic conductivity, to about 30% under both land use scenarios (30.8% in 1976 and 30.1% in 2008) . In most cases, total soil porosity ranks second in affecting runoff generation, explaining part of observed variability ranging between 24.1% (land use 1976) At regional scale, between 1976 and 2008, the variation of the spatial pattern of urban sprawl mainly affected the southern (+15.2%) and the northern (+8.3%) coast, the Apennine margin (+12.4%) and the relieves of the alluvial plain (+9.4%). Along the coast, where the coarse textured soils of the functional group M are diffused, the increase of runoff is of about 13% with an increase of 9.5% in the sealed area, for the 20-years RP scenario. Over the fine textured soils of group G, along the Apennine margin, an increase of 14.7% in the sealed area results in an increase of 5% in runoff, for the same scenario; while the increased sealed areas of 11.7% result in a runoff increase of 5% in well drained, medium textured soils of the functional group B, which dominates the relieves of the alluvial plain. The share of sealed areas for those three groups in 2008 is greater than 23%, well above the regional mean of 14.7%, for the same reference year. On the other side, fine textured soils of functional groups A and the organic soils of group O are the least affected by sealing, with increments in runoff of 1.10 and 0.54% respectively for the 20 years RP scenario, following an increase of sealing equal to 5.3 and 0.8% respectively.
CONCLUSIONS
This work presents a methodology to assess the effect of soil sealing on runoff generation and a case study in a densely populated agricultural area of Northern Italy characterised by a high urban sprawl. The modelling results indicate that assuming rainfall duration of 1 hour, an increment of 8.4% in sealed areas due to urbanization and sprawl between 1976 and 2008 results in an average increment in surface runoff equal to 3.5 and 2.7% respectively for 20-and 200-years return periods. These figures, strongly based on a hydropedological approach and on locally calibrated PTFs, provide the basic information for the assessment of the hydraulic risk associated with increasing soil sealing and urbanisation. Due to differences in soil infiltration capacity, the local impact of sealing on soil ecosystem services depends upon the type of soil being sealed and the proposed methodology is then tailored to take explicitly into account such differences. The outcomes of this study provide a significant step towards the quantification of increasing of flood risks in the drainage networks of areas with significant soil sealing. nor any person acting on behalf of the Regione is responsible for the use which might be made of this publication.
A.1. Sensitivity analysis
The runoff coefficient was computed as described in the paper using the Green-Ampt model where the initial soil moisture was set to the average between field capacity and wilting point and soil depth equal to 1 m. A sensitivity analysis of the model was conducted starting with a reference configuration where the initial soil moisture was set to field capacity and soil depth equal to the 95 th percentile of the average depth of the water table as estimated by Calzolari and Ungaro (2012) .
The following configurations were simulated: i) Soil at field capacity (FC), soil depth of 1 m; ii) Soil at the average of FC and wilting point (WP), soil depth of 1 m; and iii) soil at WP, soil depth of 1 m. These configurations were used to simulate runoff coefficients (φ) corresponding to rainfall events of 20 and 200 years return period (RP). The graphs in Fig. A1 show the scatter diagram of φ in the reference configuration (x-axis) and in each of the above alternative configurations (y-axis) for the reference year 2008.
As it can be seen, for both 20-and 200-years RP, introducing the depth to the water table does not yield appreciable variations compared to a constant 1 m deep soil (points aligned on the 1:1 line). Assuming initial soil moisture at the average of WP and FC yields a somehow intermediate result between soil at FC and soil at WP, as logically expected. Based on experience from field surveys, it may be argued that when extreme rainfall events occur (typically in autumn) soils are seldom fully replenished after a usually dry summer season, so assuming them to be at FC might yield overestimation of φ, while the average of WP and FC seems more realistic, although there is no conclusive evidence at present to support this argument. It should be considered that assuming soil at FC would generally increase φ in unsealed soil based on this calculation, thus yielding estimates of lower impacts of sealing on soils than obtained under the assumption of soil at average between WP and FC, as presented in the paper. Fig. A1 . Scatter diagrams of phi in the reference configuration (x-axis, soil at field capacity, FC, and water table, WT, depth equal to the 95 th percentile of the average depth of the water table) and with a constant soil depth of 1 m, and soil at FC (black dots); soil at wilting point (WP, white dots), and; soil at the average between FC and WP (light grey dots). a) 20 years RP; b) 200 years RP.
Appendix B
B.1 Pedotransfer function for the calculation of Log K sat Figure B1 shows the structure of the GMDH network for the estimation of the saturated hydraulic conductivity (Log K sat *, mm h -1 ); the inputs to the network are: sand content (S% ), organic carbon content (OC%), clay content (C%) and bulk density (BD, g/m 3 ). In case of K sat estimates out of the calibration ranges (4.5% of total, 598 out of 13215 grid cells), the mean measured values of the K sat for each textural class are used (Table B1 ). 
