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Abstrat
In a general Feller martingale market with several assets, the existene of optimal
exerise regions for multi-dimensional Bermudan options an be established by
referene to Neveu's theory of Snell envelopes  and also, as will be shown, more
diretly from standard martingale arguments ombined with the strong Markov
property. Based on this, in the framework of a log-Lévy martingale market,
expliit formulae and asymptoti results on the perpetual Amerian-Bermudan
(barrier-like) put option prie dierene (ontinuity orretion) near the exerise
boundary will be proven, under the  of ourse, fairly restritive  assumption
that the logarithmi optimal exerise region, subjet to the barrier, does not
depend on the time mesh size and is, up to translation, a half-spae.
For this sake, Wiener-Hopf type results by Feller will be generalized to higher
dimensions. It will be shown that an extrapolation from the exat Bermudan
pries to the Amerian prie annot be polynomial in the exerise mesh size in
the setting of many ommon market models, and more spei bounds on the
natural saling exponent of the non-polynomial extrapolation for a number of
(both one- and multi-dimensional) market models will be dedued.
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0.1 Introdution
Amerian options are nanial seurities that an be exerised at any future
time before maturity, or, in the ase of perpetual options, at any date in the
future. Bermudan options, on the other hand, an only be exerised at ertain
dates in the future (and therefore are sometimes also referred to as disretely
sampled Amerian options). An option on a multiple asset (or: multi-dimensional
option) is a ontrat whose payo funtion depends on more than one asset. An
(Amerian or Bermudan) barrier option an only be exerised if some asset prie
falls below or rises above a ertain level.
What the holder of an Amerian or Bermudan option an gain from exerising
the option depends on the exerise strategy she hooses. The issuer of the option
has to set as prie the least upper bound of all expeted gains from suh exerise
strategies.
In a memory-less market, this supremum oinides with the supremum over
all exerise strategies that only look at the urrent prie, and this supremum, of
ourse, is a maximum, sine at eah exerise time one will only have to hek
whether the payo one would get from exerising now is still less than the urrent
option prie (whih in turn is taken to be the supremum mentioned above). By
hoosing smaller and smaller steps between the (disrete) exerise times of a
Bermudan option, one an approximate an Amerian prie.
Whilst the reasoning of the previous paragraph has long been brought to
mathematial preision for one-dimensional options, and nowadays seems to be
fairly well-understood for higher dimensions as well, it appears still to be quite
diult to nd referenes that rigorously prove the existene of exerise regions
for multi-dimensional Amerians or Bermudans. Therefore, this paper lls a
gap in the existing literature by providing a rigorous introdution to (multi-
dimensional) Amerian and Bermudan option priing in Setion 1.
We will thus rst of all give a rigorous aount of the existene of optimal ex-
erise regions for Bermudan options on multiple assets, their oiniding with im-
mediate exerise regions and (as an immediate Corollary) their time-stationarity
in the ase of perpetual options. Expliit haraterisations of immediate exer-
ise regions for (non-pereptual) Bermudan options an be found in the work of
Broadie and Detemple [8℄, Ekström [14℄ as well as Peskir [35℄, whereras the
immediate exerise boundary of one-dimensional perpetual Bermudan options is
disussed in an artile by Boyarhenko and Levendorskii [7℄. (In the spirit of
Boyarhenko and Levendorskii's paper, we shall look at the operator equations
orresponding to  multi-dimensional  perpetual Bermudan priing problems in
an Appendix.)
Having proven the existene and time-stationarity of the exerise regions for
Bermudan options, we shall then move on to studying ontinuity orretions 
that is, the dierenes of an Amerian prie and a Bermudan prie of a given
exerise mesh size  of a perpetual put option.
In partiular, we shall derive asymptoti bounds on these orretions (on-
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eived of as a funtion of the Bermudan's exerise mesh size) as the Bermudan
exerise mesh size tends to zero. For this purpose, a Wiener-Hopf type result of
Feller's [16, p. 606, Lemma 3℄ will be generalised to higher dimensions.
The motivation for nding suh ontinuity orretions is, of ourse, to be
able to extrapolate from a nite number of Bermudan option pries to an approx-
imation to the Amerian prie (both with the same partiular payo funtion).
Therefore, the problem has attrated interest for quite some time, and omputa-
tionally useful results for one-dimensional options have been established as well.
One an nd these saling results in the works by Broadie, Glasserman and Kou
[10℄, by Howison [23℄ as well as by Howison and Steinberg [22℄.
The lass of payo funtions g to whih our ontinuity orretion results
will be appliable is the lass of half-spae barrier-like payo funtions  given a
disount rate r > 0, the barrier-like payo funtions are dened as exatly those
payo funtions with the property that for suiently small exerise mesh sizes
s ≤ s0, the optimal logarithmi exerise region G := Gs does not depend on s.
If this G is, up to translation, a set that is losed under addition in Rd with its
omplement also being losed under addition, then the payo funtion will be
alled a half-spae barrier-like payo funtion. We will also show that all onvex,
losed and +-losed sets with 0 on the boundary whose omplements are also
+-losed, are merely half spaes in the following sense: If H ⊆ Rd is losed,
onvex and +-losed with ∁H also being +-losed, and 0 ∈ ∂H, then there is a
yH ∈ Rd suh that H =
{
x ∈ Rd : tx · yH ≥ 0
}
.
Note that the prie of a (possibly multidimensional) knok-in barrier option
with payo funtion g where the possible exerise region G determined by the
barrier(s) is a subset of the optimal exerise region of the orresponding Amer-
ian option will be the same as the prie of the Amerian/Bermudan option
with barrier-like payo funtion gχG, sine the option will be exerised immedi-
ately after the barrier has been hit. This vindiates the term barrier-like payo
funtions.
This paper is based on Chapter 1 and Appendix A of the author's thesis [19℄.
0.2 Notation
We are following largely standard probabilisti notation, as an be found for
instane in the works by It and MKean jr [27℄ or Revuz and Yor [37℄. In
partiular, if P is a probability measure on a σ-algebra C, Z a random variable
and C ∈ C, then E [Z,C] = ∫C ZdP, and if P[C] > 0, then E[Z|C] = 1P E [Z,C],
whilst the onditional expetation of Z with respet to a sub-σ-algebra C0 ⊆ C
will be denoted by E [Z|C0]
Both A ⊆ B and A ⊂ B for sets A and B will mean that A is a subset of B
(possibly A = B), whereas we shall write A ( B to express that A is a proper
subset of B.
Finally, for any subset A ⊆ Rd, ∁A shall denote its omplement ∁A :=
Rd \ A ⊆ Rd.
3
1 Denitions and basi fats on Bermudan and
Amerian options
1.1 Terminology
Our rst denition is a notational onvention.
Denition 1.1. Let d ∈ N. By exp : Rd → R>0d and ln : R>0d → Rd we
denote omponentwise exponentiation and taking natural logarithms ompo-
nentwise, respetively.
Remark 1.1. For any d ∈ N, Rd is a Lie group with respet to omponen-
twise multipliation · : (x, y) 7→ (xiyi)i∈{1,...,d}. Its Lie algebra is the vetor
spae Rd with its usual (omponentwise) addition. The exponential map from
the Lie algebra (Rd,+) into the Lie group (Rd, ·) is omponentwise exponen-
tiation exp : x 7→ (exi)i∈{1,...,d}. Therefore the abbreviation introdued in
Denition 1.1 is onsistent with standard notation.
Denition 1.2. Let T be a positive real number. Consider a real-valued
stohasti proess X := (Xt)t∈[0,T ], adapted to a ltered probability spae(
Ω, (Ft)t∈[0,T ], P
)
. We will all X a logarithmi prie proess for an asset
with ontinuous dividend yield δ (for short, a logarithmi prie proess or
simply log-prie proess), if and only if there exists a probability measure
Q equivalent to P on FT and a onstant r > 0 suh that the stohasti
proess exp (Xt − rt+ δt)t∈[0,T ] is a martingale with respet to the ltration
F := (Ft)t∈[0,T ] and the probability measure Q. In this ase, suh a Q is
alled a martingale measure and r a market prie of risk or a disount rate
for the stohasti proess X and the probability measure P .
Denition 1.3. Let d ∈ N. A d-dimensional basket is a d-tuple of loga-
rithmi prie proesses suh that there exists a probability measure Q and
a market prie of risk r > 0 suh that Q is a martingale measure and r a
market prie of risk for all omponents of the d-tuple.
For the rest of this setion, we will adopt the terminology and the notation
for Markov proesses of Revuz and Yor [37℄.
In partiular, for all probability measures ν on B (Rd), Qν is the probabil-
ity measure indued by the transition funtion (Qs)s≥0 via the Ionesu-Tulea-
Kolmogorov projetive limit onstrution, f. Revuz and Yor [37, Theorem 1.5℄).
For any d ∈ N, we will denote the σ-algebra of Borel subsets of Rd by
B (Rd).
Denition 1.4. Let again d ∈ N. A family Y := (Y x· )x∈Rd of Rd-valued
homogeneous Markov proesses Y x adapted to a ltered probability spae(
Ω,F , Q˜
)
with respet to F , with transition funtion (Ps)s≥0 and initial
measure δx, is alled a d-dimensional Markov basket with dividend yields
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δ1, . . . , δd > 0 if and only if there is a homogeneous transition funtion
(Qs)s≥0 on the measurable spae
(
Rd,B (Rd)) and a onstant r > 0 suh
that the following three assertions hold:
1. The proess Y x· is a Markov proess with transition funtion (Qs)s≥0
with respet to F for all x ∈ Rd.
2. The proess
(
(exp ((Y xt)i − (r − δi)t))i∈{1,...,d}
)
t∈[0,T ]
is a martingale
with respet to F and Qδx.
3. The measures Pδx and P
x := Qδx are equivalent for all x ∈ Rd.
In this ase, (Px)x∈Rd is alled a family of martingale (or: risk-neutral)
measures assoiated with Y , and r is alled the disount rate for Y .
The expetation operator for the probability measure Px will be denoted
by Ex for all x ∈ Rd.
If the transition funtion P is a Feller semigroup, then we shall refer to
Y as a Feller basket.
If P is a translation-invariant Feller semigroup, we shall all Y a Lévy
basket.
Remark 1.2. A priori, it is not lear if there are logial onnetions between
the three assertions in the previous Denition 1.4, in partiular the author
does not know whether the third assertion implies the rst one.
Notational onvention 1.1. If no ambiguity an arise, we will drop the
supersript of a Markov basket. Thus, in the notation of Denition 1.4, we
set
Ex [f (Yτ1 , . . . , Yτn)| Fs] := Ex
[
f
(
Y xτ1 , . . . , Y
x
τn
)∣∣Fs]
for all s ≥ 0, n ∈ N and n-tuples of stopping times ~τ = (τ1, . . . , τn) whenever
f : Rn → R is nonnegative or f (Y xτ1 , . . . , Y xτn) ∈ L1 (Px). Here we are using
the term stopping time as a synonym for R+-valued stopping time, that is
a stopping time with values in [0,+∞].
Also, sine we are expliitly allowing stopping times (with respet to the
ltration generated by a proess X) to attain the value +∞, we stipulate
that the random variable f (Xτ ) (for any Lebesgue-Borel measurable funtion
f) should be understood to be multiplied by the harateristi funtion of
the event {τ < +∞}. Formally, this an be done by introduing a onstant
∆ 6∈ Rd, alled emetery, and stipulating that Xτ = ∆ on {τ = +∞} and
f(∆) = 0 for all measurable funtions f (f. e.g. Revuz and Yor [37, pp
84,102℄).
We will not formally dene what we mean by an option itself, but rather
provide denitions for the onepts of expeted payos and pries for ertain
lasses of nanial derivatives.
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Denition 1.5. Consider a d-dimensional Markov basket Y with an asso-
iated family P· of martingale measures and disount rate r > 0.
The expeted payo of a Bermudan option with (log-prie) payo funtion
g : Rd → R≥0 on the underlying Markov basket Y with exerise times in
J ⊂ [0,+∞), log start-prie x and maturity T ∈ [0,+∞] is dened to be
UJ(T )(x) := UJg (T )(x) := sup
τ stopping time, τ(Ω)⊆J∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
.
The expeted payo of a perpetual Bermudan option is the expeted payo
of a Bermudan option of maturity +∞.
The expeted payo of a Bermudan option with exerise mesh size h > 0
is the expeted payo of a Bermudan option with exerise times in h · N0 .
The expeted payo of an Amerian option is the expeted payo of a
Bermudan option with exerise times in [0,+∞).
We shall all the expeted payo of a Bermudan option (or an Amerian
option) a Bermudan option prie (or an Amerian option prie) if and only
if the martingale measures assoiated with the underlying basket are unique
(that is, if the market model desribed by P , F and X is omplete).
In reent years, there has been inreasing interest in inomplete market mod-
els that are governed by general Lévy proesses as log-prie proesses, as is not
only witnessed by a tendeny in researh papers to fous on Lévy proess settings
(for instane Boyarhenko and Levendorskii [7℄; Asmussen, Avram and Pistorius
[4℄; Øksendal and Proske [33℄, to take a random sample). Even textbooks,
suh as Karatzas' [28℄ and Mel'nikov's [31℄ introdutory works, are putting on-
siderable emphasis on inomplete markets. Finally, Lévy nane has already
been treated in survey artiles intended for a general mathematial audiene,
e.g. Applebaum's artile [3℄.
Whilst quite a few of our results will apply only to the Blak-Sholes model,
some of our arguments also work for market models where the logarithmi prie
proess merely needs to be a Lévy proess. However, the theory of inomplete
markets (and all Lévy models other than the Blak-Sholes model are inomplete)
is not the fous of this thesis, therefore we did not endeavour to go beyond the
Blak-Sholes model where this aused tehnial diulties rather than making
proofs easier to read.
Whilst there are some points to be made about market failures on stok
markets that might entail arbitrage opportunities (for example, when assets are
traded simultaneously on several stok exhanges, or in the event of insider
trading), the transation osts to exploit these arbitrage opportunities usually
tend to be lose to the atual gain that an be ahieved through taking advantage
of the arbitrage. Therefore we shall, for the sake of mathematial simpliity,
merely refer to the works of Coros et al. [12℄, Imkeller [25℄ as well as Imkeller,
Pontier and Weisz [26℄, and impose a strit no-arbitrage assumption  whih
under ertain regularity onditions on the basket is equivalent to the existene
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of an equivalent martingale measure (a measure equivalent to the market model
under whih the disounted asset pries are martingales), f. Karatzas [28,
Theorem 0.2.4℄ and referenes therein.
Example 1.1 (A few ommon examples). 1. The prie of a Euro-
pean all option on a single asset with maturity T and strike prie K
is the prie of a Bermudan option with the set of exerise times being
the singleton {T} and the (log-prie) payo funtion (exp(·)−K)∨ 0.
2. The prie of a perpetual Amerian put of exerise mesh size h > 0 on
the arithmeti average of two assets in an underlying basket with strike
prie K is the prie of a Bermudan put option with the set of exerise
times being the whole of the half-line [0,+∞), the maturity being T
and the payo funtion
(
K − exp((·)1)+exp((·)2)2
)
∨ 0.
3. Consider a perpetual Bermudan all option on a single asset that on-
tinuously pays dividends at a rate δ and whose logarithm follows a
Markov proess Z adapted to some probability spae (Ω, (Ft)t≥0, P ).
Then, in order to exlude arbitrage, we will have to require the ex-
istene of a family of measures P· suh that eah Px is equivalent to
P x (in partiular, PxZ0 = δx) and suh that
(
e−rt+δt+Zt
)
t≥0
is a Px-
martingale for all x ∈ Rd. The expeted payo of the option will then
be
U˜h·N0(·) = sup
τ stopping time, τ(Ω)⊆hN0∪{+∞}
E·
[
e−rτ
(
eZτ −K) ∨ 0]
1.2 Convergene of Bermudan to Amerian pries
In this paragraph, we shall give a formal proof in a general setting that the
prie of a Bermudan option with equidistant exerise times (of mesh h) before
maturity indeed onverges to the Amerian prie as h tends to 0.
As an auxiliary Lemma, let us remark the following elementary observation:
Lemma 1.1 (Lower semi-ontinuity of sup). If I is a set and
(ak,ℓ)ℓ∈I,k∈N0 is a family of real numbers, then
sup
ℓ∈I
lim inf
k→∞
ak,ℓ ≤ lim inf
k→∞
sup
ℓ∈I
ak,ℓ.
Proof. We have the trivial estimate
sup
ℓ
ak,ℓ ≥ ak,ℓ0
for all k ∈ N0 and ℓ0 ∈ I, therefore for all n ∈ N and ℓ0 ∈ I,
inf
k≥n
sup
ℓ
ak,ℓ ≥ inf
k≥n
ak,ℓ0 ,
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thus
inf
k≥n
sup
ℓ
ak,ℓ ≥ sup
ℓ0
inf
k≥n
ak,ℓ0 ,
hene
sup
n
inf
k≥n
sup
ℓ
ak,ℓ ≥ sup
n
sup
ℓ0
inf
k≥n
ak,ℓ0 = sup
ℓ0
sup
n
inf
k≥n
ak,ℓ0.
This is the assertion.
This estimate enables us to prove the following Lemma that is asserting the
approximability of expeted payos or pries of Amerian options by sequenes
of expeted payos or pries of Bermudan options, respetively.
Lemma 1.2. Let d ∈ N, T > 0 (T = +∞ also possible), x ∈ Rd, and let
X be a d-dimensional Markov basket. Suppose the payo funtion g ≥ 0 is
bounded and ontinuous, and assume X has a modiation with ontinuous
paths.
Then, if the Amerian expeted payo U [0,+∞)(T )(x) is nite, one has
U [0,+∞)(T )(x) = lim
h↓0
UhN0(T )(x)
= sup
k∈N
U2
−k
N0(T )(x).
Proof. Consider a sequene (hk)k∈N0 ∈ (R>0)N0 suh that hk ↓ 0 as k →∞.
Choose a sequene of stopping times (τℓ)ℓ∈N0 suh that for all x ∈ Rd,
sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= sup
ℓ
Ex
[
e−r(τℓ∧T )g (Xτℓ∧T )
]
and dene
τℓ,k := inf {t ∈ hkN0 : t ≥ τℓ} .
Then, due to the ontinuity onditions we have imposed on g and on the
paths of (a modiation of) the basket X, we get
sup
ℓ
e−r(τℓ∧T )g (Xτℓ∧T ) = sup
ℓ
lim
k→∞
e−r(τℓ,k∧T)g
(
Xτℓ,k∧T
)
and hene by the lower semi-ontinuity of sup, one obtains
sup
ℓ
e−r(τℓ∧T )g (Xτℓ∧T ) ≤ lim inf
k→∞
sup
ℓ
e−r(τℓ,k∧T)g
(
Xτℓ,k∧T
)
.
Now we an use the Montone Convergene Theorem and Lebesgue's Domi-
nated Convergene Theorem (this is appliable beause of the boundedness
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of g) to swap limits/suprema with the expetation operator. Combining this
with the spei hoie of the sequene (τℓ)ℓ∈N0 , this yields for all x ∈ Rd,
sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= sup
ℓ
Ex
[
e−r(τℓ∧T )g (Xτℓ∧T )
]
= Ex
[
sup
ℓ
e−r(τℓ∧T )g (Xτℓ∧T )
]
≤ Ex
[
lim inf
k→∞
sup
ℓ
e−r(τℓ,k∧T)g
(
Xτℓ,k∧T
)]
≤ lim inf
k→∞
Ex
[
sup
ℓ
e−r(τℓ,k∧T)g
(
Xτℓ,k∧T
)]
= lim inf
k→∞
sup
ℓ
Ex
[
e−r(τℓ,k∧T)g
(
Xτℓ,k∧T
)]
≤ lim inf
k→∞
sup
τ(Ω)⊆hkN0∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
≤ lim sup
k→∞
sup
τ(Ω)⊆hkN0∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
≤ sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
.
This nally gives
sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= lim
k→∞
sup
τ(Ω)⊆hkN0∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= UhkN0(T )(x).
Sine the left hand side does not depend on (hk)k, we
onlude that limh↓0 U
hN0(T )(x) exists and is equal to
supτ stopping timeE
x
[
e−r(τ∧T )g (Xτ∧T )
]
.
2 Exerise regions
An Amerian/Bermudan option prie oinides with the payo that is expeted if
one exerises at the rst possible entry of the log-prie proess into the immediate
exerise region (whih is a subset G ⊂ Rd in ase of a perpetual option and a
subset G ⊂ Rd × [0,+∞) for a non-perpetual). The immediate exerise region
for a Markov basket with payo funtion g is dened as
F J,T :=
{
(x, t) ∈ Rd × J : UJ(T − t)(x) ≤ g(x)
}
for a non-perpetual option with maturity T and a set of exerise times J , and
as
F h :=
{
x ∈ Rd : UhN0(+∞)(x) ≤ g(x)
}
for perpetual options with exerise mesh size h; its optimality for a large lass of
options was established in the theory of optimal stopping (f. e.g. Neveu [32,
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Proposition VI-2-8℄ or El Karoui [15, Théorème 2.31℄, whose results need to be
applied to the orresponding spae-time Markov proess) using the so-alled Snell
envelope (f. Grieath and Snell [18℄). In this Setion, in addition to setting
up notation, we shall give alternative elementary proofs for the optimality of
immediate exerise regions for put options with a disrete set of exerise times.
Expliit haraterisations of immediate exerise regions for ertain speial ases
have been proven in reent years: by Broadie and Detemple [8℄, Paulsen [34℄,
Ekström [14℄ as well as Peskir [35℄.
For the rest of this Setion, we would like to restrit our attention to hitting
times where, no matter if the paths of the proess are right-ontinuous and
the target region losed, the inmum in the denition of a hitting time is always
attained. We will do this by imposing the ondition that the range of the stopping
time be disrete in the following sense.
Denition 2.1. A subset I of a topologial spae (X,T ) is alled disrete
(with respet to T ) if for all x ∈ I there exists an open set U ∋ x suh that
I ∩ U = {x}.
Given any disrete subset I of a R+, it is, by density of the rationals in R,
possible to nd an embedding of I into Q+, thus I must be ountable. By
an analogous argument, all disrete subsets of separable metri spaes must be
ountable.
A subset of a disrete set (with respet to a topology T ) is again disrete
with respet to the same topology T , and if T omes from a linear order, the
inmum of any disrete set is attained and therefore by denition a minimum.
Denition 2.2. Given a disrete subset I ⊂ [0,+∞) and a Lebesgue-Borel
measurable set G ⊂ Rd, often referred to as exerise region, we dene the
stopping time
τIG := min {t ∈ I : Xt ∈ G} ,
(the supersript will be dropped when no ambiguity an arise) whih is just
the rst (nonnegative) entry time in I into G. If G is a subset of spae-
time, that is G ⊂ Rd × [0,+∞) rather than spae (ie Rd) itself, we use the
spae-time proess rather than just the proess itself to give an analogous
denition:
τIG := min {t ∈ t0 + I : (Xt, t) ∈ G} ,
where t0 is the time-oordinate at whih the spae-time proess was started.
Also, for h > 0 we set
τhG := τ
hN
G , τ
h
G := τ
hN
G
to denote the rst positive entry time in hN0 into G or G, respetively, whilst
nally τ¯hG := τ
hN0
G and τ¯
h
G := τ
hN0
G will denotes the rst nonnegative entry
time into G and G, respetively.
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For onveniene, we will also adopt the following onvention for this setion:
Denition 2.3. Let I ⊂ [0,+∞). A stopping time τ is alled I-valued if
the range of τ , denoted by ran τ , is a subset of I ∪ {+∞}.
The following Lemma, as well as its Corollary an be proven easily by resorting
to the well-understood theory of optimal stopping and Snell envelopes, f. e.g.
Neveu and El Karoui. Our proof will be elementary.
Lemma 2.1. Consider a disrete subset I ⊂ [0,+∞). Let X be a d-
dimensional basket with an assoiated risk-neutral measure P and disount
rate r > 0. Suppose g = (K−f)∨0 and e−r·f(X·) is a P-submartingale. For
all I-valued and P-almost surely nite stopping times τ there is a spae-time
region B =
⋃
u∈I{u} ×Bu suh that
E
[
e−r(τ∧T )g(Xτ∧T )
]
≤ E
[
e−r(τ
I
B∧T)g
(
XτIB∧T
)]
for all T ∈ [0,+∞) where
τ˜ := τIB = inf {u ∈ I : Xu ∈ Bu}
and τ ≥ τIB P-almost surely. If the set
{e−rυg (Xυ) : υ I-valued stopping time} is uniformly P-integrable, then
the latter inequality will also hold for T = +∞.
The Lemma holds in partiular for I = sN0 for arbitrary s > 0.
The ondition of {e−rυg (Xυ) : υ I-valued stopping time} being uniformly
P-integrable is what is known in Neveu's terminology [32, e.g. Proposition 2.29℄
as (e−rυg (Xυ))υ I-valued stopping time being of lass (D).
Proof of Lemma 2.1. Firstly, we will treat the ase of T < +∞. Dene
∀t ∈ I Bt := Xτ ({τ = t}) ⊂ Rd.
Let us rst of all assume that
∀t ∈ I {τ˜ = t} ∩ {τ > T} = ∅. (1)
and let us also for the moment suppose
∀t ∈ I g(Xt) > 0 a.s. on {Xt ∈ Bt} . (2)
Both of these assumptions will be dropped at the end of the proof for the
ase T < +∞ in order to show the Lemma in its full strength. Now, from
equations (1) and (2) one may derive
E
[
e−r(τ∧T )g(Xτ∧T ), {τ˜ = t}
]
= E
[
e−rτg (Xτ ) , {τ˜ = t}
]
= E
[
e−rτ (K − f(Xτ )) , {τ˜ = t}
]
= E
[
e−r(τ∧T ) (K − f(Xτ∧T )) , {τ˜ = t}
]
(3)
11
for all t ∈ [0, T ] ∩ I .
Furthermore, observe that τ ≥ τ˜ a.s. Using Doob's Optional Stopping
Theorem (see e.g. Varadhan [43, Theorem 5.11℄), we infer from our assump-
tion of e−r·f(X·) being a P-submartingale with respet to the anonial ltra-
tion F the assertion that (e−rυf (Xυ))υ∈{τ˜∧T,τ∧T} is a P-submartingale with
respet to the ltration {Fτ˜∧T ,Fτ∧T }. Hene, if we ombine this with equa-
tion (3) and note that {τ˜ = t} = {τ˜ ∧ T = t} ∈ Fτ∧T for all t ∈ [0, T ) ∩ I ,
we obtain for every t ∈ [0, T ) ∩ I ,
E
[
e−r(τ∧T )g(Xτ∧T ), {τ˜ = t}
]
= E
[
e−r(τ∧T ) (K − f(Xτ∧T )) , {τ˜ = t}
]
≤ K · E
[
e−r(τ∧T ), {τ˜ = t}
]
− E
[
e−r(τ˜∧T )f (Xτ˜∧T )) , {τ˜ = t}
]
≤ K · E
[
e−r(τ˜∧T ), {τ˜ = t}
]
− E
[
e−r(τ˜∧T )f (Xτ˜∧T )) , {τ˜ = t}
]
= E
[
e−r(τ˜∧T )g (Xτ˜∧T )) , {τ˜ = t}
]
. (4)
On the other hand, sine τ˜ ≤ τ , if τ˜ ≥ T , then also τ ≥ T , entailing
τ˜ ∧ T = T = τ ∧ T on {τ˜ ≥ T} .
Summarising these last two remarks, one onludes
E
[
e−r(τ∧T )g (Xτ∧T )
]
=
∑
t∈I
E
[
e−r(τ∧T )g (Xτ∧T ) , {τ˜ = t}
]
=
∑
t∈I∩[0,T )
E
[
e−r(τ∧T )g (Xτ∧T ) , {τ˜ = t}
]
+
∑
t∈I∩[T,+∞)
E
[
e−r(τ∧T )g (Xτ∧T ) , {τ˜ = t}
]
≤
∑
t∈I∩[0,T )
E
[
e−r(τ˜∧T )g (Xτ˜∧T ) , {τ˜ = t}
]
+
∑
t∈I∩[T,+∞)
E
[
e−r(τ˜∧T )g (Xτ˜∧T ) , {τ˜ = t}
]
=
∑
t∈I
E
[
e−r(τ˜∧T )g (Xτ˜∧T ) , {τ˜ = t}
]
= E
[
e−r(τ˜∧T )g (Xτ˜∧T )
]
. (5)
In order to omplete the proof for the ase of T < +∞, let us show that
the assumptions (2) and (1) are dispensable.
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We rst of all simply dene the stopping time
τ ′ := χ
∁(
⋃
t∈I{τ=t}∩{g(Xt)>0})
· ∞+
∑
t∈I
χ{τ=t}∩{g(Xt)>0} · t
and based on this denition, we would set
∀t ∈ I B′t := Xτ ′
({
τ ′ = t
})
.
Then
B′t = Xt
({
τ ′ = t
}) ⊂ Xt ({g(Xt) > 0}) ⊂ {g > 0} ,
hene
∀t ∈ I g(Xt) > 0 a.s. on
{
Xt ∈ B′t
}
. (6)
However, in any ase
E
[
e−r(τ
′∧T )g(Xτ ′∧T )
]
= E
[
e−r(τ∧T )g(Xτ∧T )
]
.
Now, suppose at least one of the onditions (1) and (2) was not satised
(if (2) holds, one may even replae τ ′ by τ in what follows). In this situation
we onsider the stopping time
τ ′′ = χ{τ ′≤T}∪({τ ′>T}∩{τI
B′≥T}) · τ
′ + χ
∁({τ ′≤T}∪({τ ′>T}∩{τI
B′≥T})) · ∞.
If one now denes
∀t ∈ I B′′t := Xτ ′′
({
τ ′′ = t
})
then
∀t ∈ I ∩ [0, T ] B′′t = Xτ ′′
({
τ ′ = τ ′′ = t
})
= Xτ ′
({
τ ′ = t
})
= B′t
and
∀t ∈ I ∩ (T,+∞) B′′t = Xτ ′′
({
τ ′′ = t
})
= Xτ ′′
({
τ ′′ = τ ′ = t
} ∩ {τIB′ ≥ T})
⊂ Xτ ′
({
τ ′ = t
})
= B′t,
hene
∀t ∈ I g(Xt) > 0 a.s. on
{
Xt ∈ B′′t
}
(7)
(beause of (6) and we have just seen B′′t ⊂ B′t for all t ∈ I). Furthermore,
τIB′′ = χ{τ ′≤T}∪({τ ′>T}∩{τI
B′≥T}) · τ
I
B′ + χ∁({τ ′≤T}∪({τ ′>T}∩{τI
B′≥T})) · ∞
= χ{τ ′′≤T} · τIB′ + χ{+∞>τ ′′>T}∩{τI
B′≥T} · τ
I
B′
+χ
∁({τ ′≤T}∪({τ ′>T}∩{τI
B′≥T})) · ∞
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(the rst line beause of Xτ ′′
(
∁
({τ ′ ≤ T} ∪ ({τ ′ > T} ∩ {τIB′ ≥ T}))) = ∅).
Therefore
τIB′′ ≥ T on
{
τ ′′ > T
}
,
thus (1) holds for τIB′′ instead of τ˜ and τ
′′
instead of τ . But we have al-
ready proven (7). Therefore, analogously to the derivation of (5) under the
assumptions of both (2) and (1), we get
E
[
e−r(τ
′′∧T )g(Xτ ′′∧T )
]
≤ E
[
e−r(τ
I
B′′∧T)g(XτI
B′′∧T
)
]
.
On the other hand, however,
E
[
e−r(τ
′′∧T )g(Xτ ′′∧T )
]
= E
[
e−r(τ
′∧T )g(Xτ ′∧T )
]
(as τ ′′ = τ ′ on {τ < T}, as well as τ ′′ ≥ T on {τ ≥ T}, thus τ ′′ ∧ T = T =
τ ∧ T on {τ ≥ T}) and we have already seen that
E
[
e−r(τ
′∧T )g(Xτ ′∧T )
]
= E
[
e−r(τ∧T )g(Xτ∧T )
]
.
Finally,
E
[
e−r(τ∧T )g(Xτ∧T )
]
≤ E
[
e−r(τ
I
B′′∧T)g(XτI
B′′∧T
)
]
whene with B′′ we have found a set that an play the rle of B in the
Lemma's statement.
Finally, we need to onsider the ase where T = +∞. One has
e−r(υ∧n)g(Xυ∧n) = χ{υ<+∞}e
−r(υ∧n)g (Xυ∧n) −→ e−rυg(Xυ) as n→∞ P-a.s.
for all I-valued υ that are almost surely nite (for, due to X+∞ = ∆
and g (X+∞) by denition of the emetery ∆, one has e
−rυg(Xυ) =
χ{υ<+∞}e
−rυg(Xυ)). By our assumption of uniform integrability, we even
have L1-onvergene in the previous onvergene assertion (f. e.g. Bauer
[5, Satz 21.4℄) and therefore obtain
lim
n→∞
E
[
e−r(υ∧n)g(Xυ∧n)
]
= E
[
e−rυg (Xυ)
]
.
Combining this result with the Lemma's statement for T < +∞ (whih has
been proven before) we get the Lemma's estimate for T = +∞, too.
Corollary 2.1 (Formula for an option prie using hitting times).
Let X be a d-dimensional basket with an assoiated risk-neutral measure P
and disount rate r > 0. Consider a disrete subset I ⊂ [0,+∞). Suppose
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g = (K−f)∨0, and assume that the proess e−r·f(X·) is a P-submartingale.
Then one has
sup
G⊂Rd×[0,T ] measurable
E
[
e−rτ
I
G g
(
XτIG
)]
= sup
τ I∩[0,T ]-valued stopping time
E
[
e−rτg (Xτ )
]
for all T < +∞. If the the set {e−rτg (Xτ ) : τ I-valued stopping time} is
uniformly P-integrable, then the equation
sup
G⊂Rd×[0,+∞) measurable
E
[
e−rτ
I
G g
(
XτIG
)]
= sup
τ I-valued stopping time
E
[
e−rτg (Xτ )
]
holds.
Without going into detail we remark that similar results an be obtained for
non-disrete I as well, as proven by N El Karoui [15℄.
Denition 2.4. Let I ⊂ [0,+∞) be disrete, G ⊂ Rd× [0,+∞) and G ⊂ Rd
measurable, and X a d-dimensional Markov basket with an assoiated family
of risk-neutral measures P· and disount rate r > 0. We dene
V IG,X : (x, t) 7→
{
ertE(x,t)
[
e−rτ
I
G g
(
XτIG
)]
, (x, t) /∈ G,
g(x), (x, t) ∈ G.
as well as
V IG,X : x 7→
{
Ex
[
e−rτ
I
Gg
(
XτIG
)]
, x /∈ G,
g(x), x ∈ G.
If 0 ∈ I, then we an simply write
V IG,X : (x, t) 7→ ertE(x,t)
[
e−rτ
I
G g
(
XτIG
)]
and
V IG,X : x 7→ Ex
[
e−rτ
I
Gg
(
XτIG
)]
.
Instead of V IG,X(x, 0), we shall often simply write V
I
G,X(x). Also, the
subsript X will be dropped when no ambiguity an arise. Furthermore, V hG
and V hG will be shorthand for V
hN0
G and V
hN0
G , respetively.
As another notational onvention, let us from now on use supG⊂Rd×[0,T ] and
supG⊂Rd to denote supG⊂Rd×[0,T ] measurable and supG⊂Rd measurable, respetively.
The following Theorem is also a lassial result from the theory of optimal
stopping and Snell envelopes (f. e.g. Neveu [32, Proposition VI-2-8℄ and El
Karoui [15, Théorème 2.31℄)
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Theorem 2.1 (Optimality of the immediate exerise region). Let X
be a d-dimensional Feller basket with P· being an assoiated family of risk-
neutral measures and r > 0 being the disount rate belonging to P·. Suppose
g = (K − f) ∨ 0, I ⊂ [0,+∞) is disrete, and T ∈ [0,+∞]. Assume,
moreover, that e−r·f(X·) is a Px-submartingale for all x ∈ Rd. Dene
F I,T =
{
(x, t) ∈ Rd × [0, T ] : sup
G⊂Rd×[0,T ]
V IG (x, t) ≤ g(x)
}
if T < +∞ (we may drop the supersript T wherever this is unambiguous)
and else
F I,+∞ =
{
(x, t) ∈ Rd × [0,∞) : sup
G⊂Rd×[0,+∞)
V IG (x, t) ≤ g(x)
}
Then
∀x ∈ Rd V IFI,T (x, 0) = UI(T )(x)
if T < +∞, and V I
FI,+∞(x, 0) = U
I(+∞)(x) for all x ∈ Rd suh that the set
{e−rτg (Xτ ) : τ I-valued stopping time} is uniformly Px-integrable.
Proof. Let T < +∞. Using Corollary 2.1 and realling the denition of
U sN0 , all we have to show is
∀x ∈ Rd V IFI,T (x, 0) = sup
G⊂Rd×[0,T ]
E(x,0)
[
e−rτ¯
I
G g
(
τ¯IG
)]
(where we reall that τ¯IG ≤ τIG denotes the rst nonnegative entry time into
G). However, after exploiting the speial partiular shape of F I , we an 
due to the boundedness of g ≤ K whih yields V IG ≤ K for all G whih allows
us to apply Lebesgue's Dominated Convergene Theorem  swap sup and E
to get for all x ∈ Rd,
V IFI (x, 0) = E
(x,0)
[
e
−rτ¯I
FI g
(
Xτ¯I
FI
)]
= E(x,0)
[
e
−rτ¯I
FI sup
G⊂Rd×[0,T ]
V IG
(
Xτ¯I
FI
, τ¯IFI
)]
= E(x,0)
e−rτ¯IFI sup
G⊂Rd×[0,T ]
e
rτ¯I
FIE
(
X
τ¯I
FI
,τ¯I
FI
)
e−rτ¯
I
G g
(
Xτ¯IG
)
= sup
G⊂Rd×[0,T ]
E(x,0)
E
(
X
τ¯I
FI
,τ¯I
FI
)
e−rτ¯
I
G g
(
Xτ¯IG
)
(where for notational onveniene τ¯IG should denote the rst nonnegative
entry time into G). Now, let us use the strong Markov property of the Feller
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proess X, and for this purpose, let θ¯ denote the shift operator on the spae-
time path spae D
(
[0,+∞),Rd × [0,+∞)) (whih is the set of all àdlàg
funtions from [0,+∞) into Rd × [0,+∞)  reall that all Feller proesses
have a àdlàg modiation). We obtain
V IFI (x, 0) = sup
G⊂Rd×[0,T ]
E(x,0)
E
(
X
τ¯I
FI
,τ¯I
FI
)
e−rτ¯
I
G g
(
Xτ¯IG
)
= sup
G⊂Rd×[0,T ]
E(x,0)
[
E(X0,0)
[
e
−rτ¯IG ◦θ¯τ¯I
FI g
(
Xτ¯IG
◦ θ¯τ¯I
FI
)∣∣∣∣Fτ¯I
FI
]]
= sup
G⊂Rd×[0,T ]
E(x,0)
[
e
−rτ¯IG ◦θ¯τ¯I
FI g
(
Xτ¯IG ◦θ¯τ¯I
FI
)]
But e−r·g(X·) is a Px-supermartingale for all x ∈ Rd, therefore by Doob's
Optional Stopping Theorem, (e−rυg (Xυ))υ∈
{
τ¯IG∧T ′,τ¯
I
G ◦θ¯τ
I
FI∧T
′
}
must also be
a Px-submartingale for all x ∈ Rd and T ′ ∈ (0,∞) (note that τ¯IG ≤ τ¯IG ◦ θ¯τIFI
a.s. beause of the fat that θ¯ is the shift operator for the spae-time
proess (t,Xt)t≥0, rather than simply for X). Letting T
′
tend to innity,
we an employ Lebesgue's Dominated Convergene Theorem (as g ≤ K
yields e−rυg (Xυ) ≤ K ∈ L1(Px) for υ ∈
{
τ¯IG ∧ T ′, τ¯IG ◦ θ¯τ¯I
FI
∧ T ′
}
for all
T ′ ∈ (0,+∞) and x ∈ Rd) in order to get that the expeted value of
e
−rτ¯IG ◦θ¯τ¯I
FI g
(
Xτ¯IG ◦θ¯τ¯I
FI
)
is always greater than or equal to the expetation
of e−rτ¯
I
G g
(
Xτ¯IG
)
. Hene
V IFI (x, 0) = sup
G⊂Rd×[0,T ]
E(x,0)
[
e
−rτ¯IG ◦θ¯τ¯I
FI g
(
Xτ¯IG ◦θ¯τ¯I
FI
)]
≥ sup
G⊂Rd×[0,T ]
E(x,0)
[
e−rτ¯
I
G g
(
Xτ¯IG
)]
= sup
G⊂Rd×[0,T ]
E(x,0)V IG (x, 0).
The ase T = +∞ an be dealt with analogously.
Remark 2.1. Whenever Lemma 1.2 may be applied, the immediate exerise
region of an Amerian option is the intersetion of the immediate exerise
regions of the orresponding approximating Bermudan options:{
(x, t) ∈ Rd × [0, T ] : sup
G⊂Rd×[0,T ]
V
[0,+∞]
G (x, t) ≤ g(x)
}
=
⋂
s>0
F sN0,T =
⋂
m∈N
F 2
−mN,T ,
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and its optimality follows from the general theory of optimal stopping (f.
Neveu [32℄, Grieath and Snell [18℄).
Lemma 2.2 (Time-stationarity of immediate exerise regions for
perpetual Bermudans). Let X be a Lévy basket with P· being an assoiated
family of probability measures and disount rate r > 0. Then for all s > 0
we have
U sN0(+∞)(x) = V sN0{x∈Rd : UsN0 (+∞)(x)≤g(x)}(x)
for all x ∈ Rd satisfying the ondition that
{e−rτg (Xτ ) : τ sN0-valued stopping time} is uniformly Px-integrable.
Proof. Consider an integer n ∈ N0, and an x ∈ Rd suh that
sup {e−rτg (Xτ ) : τ stopping time} is Px-integrable. Then we shift the time
sale by ns to get
ernsE(x,ns)
[
sup
G⊂Rd×[0,+∞)
e−rτ
s
Gg
(
XτsG
)]
= ernsE(x,ns)
[
sup
G⊂Rd×[ns,+∞)
e−rτ
s
Gg
(
XτsG
)]
= ernsE(x,ns)
[
sup
G′⊂Rd×[0,+∞)
e
−r
(
τsG′◦θns+ns
)
g
(
XτsG′◦θns
)]
= E(x,0)
[
sup
G′⊂Rd×[0,+∞)
e
−rτsG′g
(
XτsG′
)]
where θ denotes the shift operator on the spae (as opposed to spae-time)
path spae D
(
[0,+∞),Rd). Beause of the boundedness of g ≤ K whih
entitles us to apply Lebegue's Dominated Convergene Theorem, we may
swap sup and E to obtain
ernsE(x,ns)
[
sup
G⊂Rd×[0,+∞)
e−rτ
s
Gg
(
XτsG
)]
= sup
G⊂Rd×[0,+∞)
ernsE(x,ns)
[
e−rτ
s
Gg
(
XτsG
)]
= sup
G⊂Rd×[0,+∞)
V sN0G (x, ns)
for all n ∈ N0. Thus we onlude
sup
G⊂Rd×[0,+∞)
V sN0G (x, t) = sup
G⊂Rd×[0,+∞)
V sN0G (x, 0)
for all t ∈ sN0. If we insert this equality fat into the denition of F sN0 ,
we see that the ondition determining whether a pair (x, t) belongs to F sN0
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does not depend on t. On the other hand, by Corollary 2.1,
sup
G⊂Rd×[0,+∞)
V sN0G (x, 0) = U
sN0(+∞)(x),
and the left hand side equals  by our previous observations in this proof 
the term featuring in the denition of F sN0 .
Summarising the previous deliberations, we dedue that under the assump-
tions of the previous Lemmas, the expeted payo of a perpetual Bermudan
option of mesh size s > 0 equals
U sN0(+∞)(·) = E·
[
e−rτ
s
Gsg
(
Xτs
Gs
)]
,
where Gs := Gsg :=
{
x ∈ Rd : U sN0(+∞)(x) ≤ g(x)} ={
x ∈ Rd : sup H⊆Rd
measurable
Ex
[
e−rτ
s
Hg
(
XτsH
)] ≤ g(x)}.
Remark 2.2. As we have already observed in Remark 2.1, under the as-
sumptions of Lemma 1.2 and Theorem 2.1, the region G∗g :=
⋂
n∈NG
2−n
g =⋂
s>0G
s
g (where G
s
denotes the immediate exerise region of the perpetual
Bermudan option with payo funtion g and exerise mesh s) will be the op-
timal exerise region of the Amerian perpetual option with payo funtion
g.
Furthermore, whenever G ⊆ G∗g, then the immediate exerise region for
the perpetual Bermudan option with payo funtion gχG and exerise mesh
s > 0, denoted GsχGg, will again be G (and will thus no longer depend on
s): This follows, due to G∗g =
⋂
n∈NG
2−n
g =
⋂
s>0G
s
g, from the more gen-
eral fat that whenever G ⊆ Gsg for some s > 0, then GsχGg = G. (To
prove this fat, simply observe that on the one hand GsχGg ⊇ Gsg, sine
sup H⊆Rd
measurable
E·
[
e−rτ
s
H (χGg)
(
XτsH
)] ≤ sup H⊆Rd
measurable
E·
[
e−rτ
s
Hg
(
XτsH
)] ≤
g(x). Hene, GsχGg ⊇ G, sine Gsg ⊇ G by assumption. On the other hand,
the immediate exerise region GsχGg must be inside G, for the payo funtion
χGg trivially vanishes outside G.)
Lemma 2.3. Let us x a Lévy basket with an assoiated family of risk-neutral
probability measures P· and disount rate r > 0, as well as a region G ⊂ Rd
and a real number s > 0. Then we have
∀x 6∈ G V sG(x) = e−rsPX0−Xs ∗ V sG(x).
In partiular, using Lemma 2.2, one has the following equation for the ex-
peted perpetual Bermudan option payo:
∀x 6∈ G U sN0(+∞)(x) = e−rsPX0−Xs ∗ U sN0(+∞)(x).
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Proof. Using the Markov property of X, denoting by θ the shift operator on
the path spae D
(
[0,+∞),Rd) of a Lévy proess X, and taking into aount
the fat that τ sG > 0 (ie τ
s
G ≥ s) in ase x 6∈ G, we obtain:
∀x 6∈ G V sG(x) = e−rsExEx
[
e−r(τ
s
G−s)g
(
XτsG
) · χ{τsG≥s}]
= e−rsExEx
[
e−rτ
s
G◦θsg
(
XτsG ◦ θs
) · χ{τsG≥s}]
= e−rsExEx
[
e−rτ
s
G◦θsg
(
XτsG ◦ θs
) (
χ{τsG≥s} + χ{τ
s
G<s}
)]
= e−rsExEx
[
e−rτ
s
G◦θsg
(
XτsG ◦ θs
) |Fs]
= e−rsExEXse−rτ
s
Gg
(
XτsG
)
= e−rsExV sG (Xs)
= e−rsPx−Xs ∗ V sG(x)
= e−rsPX0−Xs ∗ V sG(x).
3 Natural saling for ontinuity orretions of
Amerian perpetuals
Adopting the terminology of Broadie, Glasserman and Kou [10℄, we shall refer to
the dierene between an Amerian and the orresponding Bermudan options (on
the same basket and with the same payo funtion) as a ontinuity orretion.
3.1 Continuity orretions
LetX be a d-dimensional Markov basket with an assoiated family of risk-neutral
measures P· and disount rate r > 0. Consider a (non-dividend paying) perpetual
Bermudan options with exerise mesh size s > 0, a measurable set G ⊂ Rd,
and a bounded nonnegative measurable funtion g : Rd → R≥0 (the assumption
of boundedness applies e.g. to the ase of put options). The expeted payo
of this option with respet to the exerise region G for logarithmi start pries
x ∈ ∁G is then given by
V sG(x) = E
x
[
e−rτ
s
Gg
(
XτsG
)]
.
Remark 3.1. We shall onsider the problem of priing an Amerian per-
petual option with payo funtion g. Let G be its optimal exerise region.
Then it is enough to ompute the prie for an Amerian perpetual option with
payo funtion g ·χG. As was shown in Lemma 1.2, if X has a modiation
with ontinuous paths and g is ontinuous, then the Amerian prie will be
the limit, as s ↓ 0, of the expeted payo of a Bermudan option with payo
funtion g · χG and exerise mesh size, viz. V sG. Sine G was the optimal
exerise region of the Amerian option, G will be, independent of s > 0, the
optimal exerise region of a Bermudan option with payo funtion g · χG.
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We start with the denition of what will be used as a measure for ontinuity
orretions.
Denition 3.1. Let X be a d-dimensional Markov basket with an assoiated
family of risk-neutral measures P· and disount rate r > 0. Consider a
bounded ontinuous payo funtion g : Rd → R≥0. We dene
∀s > 0∀x ∈ Rd ρ(s)(x) := lim
t↓0
Ex
[
e−rτ
tN
G − e−rτsNG
]
= Ex
[
e−rτ
tN
G
]∣∣∣t↓0
t=s
whenever this limit exists.
Remark 3.2. 1. If X has a modiation with ontinuous paths, then
(readily due to Lemma 1.2 and monotone onvergene),
ρ(s) = E·
[
sup
m∈N
e−rτ
s·2−m
G − e−rτ tG
]
= sup
m∈N
E·
[
e−rτ
s·2−m
G − e−rτ tG
]
,
hene the limit in the denition of ρ(s) exists, whene ρ(s) is well-
dened.
2. ρ(s) provides an estimate for the ontinuity orretion. Sine g is
bounded and nonnegative,
∀x ∈ ∁G ∣∣V tG(x)− V sG(x)∣∣ ≤ sup
G
g · Ex
[
e−rτ
t
G − e−rτsG
]
,
so ∣∣∣∣limt↓0 V tG − V sG
∣∣∣∣ ≤ sup
G
g · ρ(s) on ∁G. (8)
3. ρ(s), for any s > 0, depends only on G, not on the payo funtion g
itself.
3.2 Formulae for ρ(s) in dimension one
Formulae for ontinuity orretions for barrier options in the one-dimensional
Blak-Sholes model have already been derived by other authors (e.g. Broadie,
Glassermann and Kou [9℄, Hörfelt [20℄, Howison [23℄, as well as Howison and
Steinberg [22℄). We will nevertheless, for the sake of illustration, show how our
approah applies to this (ompared to other examples, of ourse, very simple)
setting. This should be seen as a motivation for the proof of Theorem 3.2 and
its Corollaries, where higher dimensions are studied.
Theorem 3.1. Consider a 1-dimensional Lévy basket X with an assoiated
family of risk-neutral measures P· and disount rate r > 0. Let G = (−∞, γ)
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for some γ ∈ R. Then one has for all s > 0 the relations
ρ(s)(γ) =
∞∑
n=1
e−rntPγ
[
n−1⋂
i=1
{Xit ≥ γ} ∩ {Xnt < γ}
]∣∣∣∣∣
t↓0
t=s
=
[
exp
(
−
∞∑
n=1
e−rnt
n
P0 {Xnt < 0}
)]t=s
t↓0
(9)
(and the limit on the right exists whenever ρ(s)(γ) is well-dened).
Corollary 3.1. Let G = (−∞, γ] or G = (−∞, γ) for some γ ∈ R and as-
sume (Xt)t≥0 =
(
X0 + σ · Bt +
(
r − σ22
))
t≥0
, in words: X is the logarith-
mi prie proess of the one-dimensional Blak-Sholes model with onstant
volatility σ and disount rate r > 0. Then, whenever µ := r − σ22 ≥ 0, there
exist onstants c0, C0 > 0 suh that for all suiently small s > 0,
c0s
1
2 ≤ ρ(s)(γ) ≤ C0s
1
2
√
2
If both µ ≤ 0 and r > µ22σ2 , there exist onstants c1, C1 > 0 suh that for all
suiently small s > 0,
c1s
1√
2 ≤ ρ(s)(γ) ≤ C1s 12 .
Remark 3.3. Although omputing the onstants c0, C0, c1, C1 expliitly is
possible, we refrain from doing so for the moment, as it is not required to
nd the right saling for an extrapolation for V sG from s > 0 to s = 0 and
it would not provide any additional useful information for our extrapolation
purposes. The same remark applies to all examples and generalisations that
are studied subsequently.
Proof of Theorem 3.1. The Theorem follows from a result by Feller [16, p.
606, Lemma 3℄ on proesses with stationary and independent inrements.
For, if we dene
∀s > 0 ∀q ∈ [0, 1) ξ(q, s) :=
∞∑
n=1
qnP0
[
n−1⋂
i=1
{Xis ≥ 0} ∩ {Xns < 0}
]
,
then Feller's identity [16, p. 606, Lemma 3℄ reads
∀s > 0 ∀q ∈ [0, 1) − ln (1− ξ(q, s)) =
∞∑
n=1
qn
n
P0 {Xns < 0} (10)
and holds whenever X has stationary and independent inrements, in parti-
ular for all Lévy proesses (note that our denition of a Lévy proess requires
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them to be Feller proesses in addition). This entails
ξ
(
e−rs, s
)
=
∞∑
n=1
e−rnsP0
[
n−1⋂
i=1
{Xis ≥ 0} ∩ {Xns < 0}
]
(11)
= 1− exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns < 0}
)
, (12)
whih is enough to prove the seond identity (9) in the Theorem.
Proof of Corollary 3.1. First, it makes no dierene whether we onsider
G1 = (−∞, γ) or G1 = (−∞, γ], as G1 \G0 = {γ} whih has apaity zero.
In light of Theorem 3.1, we shall show that if µ ≥ 0, there exist onstants
c0, C0 > 0 suh that for all suiently small s > 0,
c0s
1
2 ≤ exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)
≤ C0s
1
2
√
2 ,
and if both µ ≤ 0 and r > µ2
2σ2
, there exist onstants c1, C1 > 0 suh that for
all suiently small s > 0,
c1s
1√
2 ≤ exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)
≤ C1s 12 .
Now, the saling invariane of Brownian motion yields for all n ∈ N and
s > 0:
P0 {Xns ≤ 0} = P0
{
Bns ≤ −µ
σ
ns
}
= P0
{
B1 ≤ −µ
σ
(ns)1/2
}
= (2π)−1/2
∫ −µ
σ
(ns)1/2
−∞
exp
(−x2
2
)
dx. (13)
We divide the remainder of the proof, whih will essentially onsist in nding
estimates for the right hand side of the last equation, into two parts aording
to the sign of µ.
Case I: µ ≥ 0. In this ase we use the estimates
∀x ≤ 0∀y ≤ 0 − y2 − x2 ≤ −|x+ y|
2
2
≤ −y
2
2
− x
2
2
,
thus
∀y ≤ 0
e−y
2
∫ 0
−∞
e−x
2
dx ≤
∫ 0
−∞
exp
(
−|x+ y|
2
2
)
dx ≤ e−y2/2
∫ 0
−∞
e−x
2/2dx,
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hene by transformation for all y ≤ 0
√
π
2
e−y
2 ≤
∫ y
−∞
exp
(
−x
2
2
)
dx ≤
√
π
2
e−
y2
2 . (14)
Due to equation (13), this entails for all n ∈ N, s > 0, µ ≥ 0 (if we insert
−µσ (ns)1/2 for y)
e−
µ2
σ2
ns
2
√
2
≤ P0 {Xns ≤ 0} ≤ e
−µ
2ns
2σ2
2
.
Therefore for arbitrary r, s > 0,
1
2
√
2
∞∑
n=1
e
−ns
(
r+µ
2
σ2
)
n
≤
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0} ≤ 1
2
∞∑
n=1
e
−ns
(
r+ µ
2
2σ2
)
n
(15)
The sums in equation (15) have got the shape of
∑
qn/n for q < 1. Now one
performs a standard elementary omputation on this power series:
∞∑
n=1
qn
n
=
∞∑
n=0
∫ q
0
rndr =
∫ q
0
∞∑
n=0
rndr =
∫ q
0
1
1− rdr = − ln(1− q),(16)
whih immediately gives(
1− e−s
(
r+ µ
2
2σ2
))1/2
≤ exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)
≤
(
1− e−s
(
r+µ
2
σ2
)) 1
2
√
2
when applied to equation (15). Due to de l'Hospital's rule, the dierenes
in the brakets on the left and right hand sides of the last estimate behave
asymptotially like s when s ↓ 0. This is suient to prove the estimate in
the Corollary for the ase of µ ≥ 0.
Case II: µ ≤ 0 and r > µ2
2σ2
. In that ase we employ the estimates
∀x ≤ 0 ∀y ≤ 0 − x
2
2
− y
2
2
≤ −|x− y|
2
2
≤ −x
2
4
+
y2
2
and proeed analogously to Case I, to obtain√
π
2
e
−y2
2 ≤
∫ −y
−∞
exp
(
−x
2
2
)
dx ≤ √πe y
2
2 . (17)
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In the speial ase of y := µσ (ns)
1/2 ≤ 0, this leads to the estimate in the
statement of the Corollary via
e−
µ2
2σ2
ns
2
≤ P0 {Xns ≤ 0} ≤ e
µ2
2σ2
ns
√
2
and
1
2
∞∑
n=1
e
−ns
(
r+ µ
2
2σ2
)
n
≤
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0} ≤ 1√
2
∞∑
n=1
e
−ns
(
r− µ
2
2σ2
)
n
. (18)
Therefore in ase µ = 0 the saling exponent is exatly 12 .
The identity (9) of Theorem 3.1 an be used to derive estimates in the spirit
of Corollary 3.1 in more general situations. We will illustrate this by means of
the following example:
Example 3.1 (Merton's jump-diusion model with positive jumps
and moderate volatility). Suppose the logarithmi prie proess X is
governed by an equation of the form
∀t ≥ 0 Xt = X0 + αt+ βZt + σBt
where α ∈ R, β, σ > 0, Z is the Poisson proess (thus, in this setting,
only positive jumps are allowed for simpliity) for the parameter 1 and B a
normalised one-dimensional Brownian motion, and the stohasti proesses
B and Z are assumed to be independent. Let P· be an assoiated family
of risk-neutral measures and r > 0 the disount rate. In order to employ
(9), we shall ompute the sum
∑∞
n=0
e−rns
n P
0 {Xns < 0} for all s > 0. Sine
P0 {Xns < 0} = P0
{
Xns
β < 0
}
for arbitrary n, s we may without loss of gen-
erality take β = 1. Given α ≤ r − lnE0Z1, the proess exp (Xt − rt)t≥0 will
be a martingale for the unique σ satisfying
1 = E0
[
exp
(
α− r + σ
2
2
+ Z1
)]
.
Let us, in addition, assume α ≥ 0. Then exp (Xt − rt)t≥0 being a martingale
implies
σ =
√
2 (r − α+ lnE0 [eZ1 ]) ≤
√
2 (r + lnE0 [eZ1 ]).
Now, by denition of the Poisson distribution together with the symmetry
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and saling invariane of Brownian motion
∞∑
n=0
e−rns
n
P0 {Xns < 0}
=
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0 {σBns < −αns− k}
=
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0
{
B1 < −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
︸ ︷︷ ︸
=(2π)−1/2
∫ −ασ (ns) 12 − kσ (ns)− 12
−∞ exp
(
−x2
2
)
dx
(19)
(with the onvention that 00 = 1). Now let us rst of all try and nd
estimates for the probability in the last line. By equation (14) applied to
y := −ασ (ns)
1
2 − kσ (ns)−
1
2 ≤ 0,
e
−
(
α
σ
(ns)
1
2+ k
σ
(ns)−
1
2
)2
2
√
2
≤ P0
{
B1 < −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
≤ e
−
(
α
σ (ns)
1
2 + kσ (ns)
− 12
)2
2
2
whih yields, using the abbreviation α′ := ασ ,
e−α
′2ns−2α
′
σ
k− k
2
σ2ns
2
√
2
≤ P0
{
B1 < −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
≤ e
−α
′2
2
ns−α
′
σ
k− k
2
2σ2ns
2
,
so
e
−α′2ns−k
(
2α
′
σ
+ k
σ2ns
)
2
√
2
≤ P0
{
B1 < −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
(20)
≤ e
−α
′2
2
ns−α
′
σ
k
2
.
Thus, we an perform the following estimates to derive an upper bound of
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the sum in (19):
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0
{
B1 < −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
≤ 1
2
∞∑
n=0
e
−ns
(
1+r+α
′2
2
)
n
∞∑
k=0
1
k!
(
e
−α′
σ · ns
)k
=
1
2
∞∑
n=0
e
−ns
(
1+r+α
′2
2
)
n
ee
−α′
σ ·ns
=
1
2
∞∑
n=0
e
−ns
(
1+r+α
′2
2
−e
−α′
σ
)
n
= −1
2
ln
(
1− e−s
(
1+r+α
′2
2
−e
−α′
σ
))
where the last line uses that
α′
σ =
α
σ2
≥ α · (r + E0 [eZ1]) ≥ 0 and we need to
impose the ondition that e−α·(r+E
0[eZ1 ]) ≤ 1 + r + α2
2σ2
(whih, given r > 0
and α, will be satised if σ > 0 is suiently small) to employ the identity
∀q < 1
∞∑
n=0
qn
n
= ln
1
1− q . (21)
The lower bound follows simply from
∀n ∈ N0∀s > 0
∞∑
k=0
1
k!
(
ns · e−2α
′
σ
− k
σ2ns
)k
≥ 1
(for n = 0 reall that 00 = 1 in this paragraph by our earlier onvention) as
this entails (when exploiting the estimate (20) and nally (21) ):
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0
{
B1 < −α
σ
(ns)
1
2 +
k
σ
(ns)−
1
2
}
≥ 1
2
√
2
∞∑
n=0
e−ns(1+r+α
′2)
n
∞∑
k=0
1
k!
(
ns · e−2α
′
σ
− k
σ2ns
)k
≥ 1
2
√
2
∞∑
n=0
e−ns(1+r+α
′2)
n
= − 1
2
√
2
ln
(
1− e−s(1+r+α′2)
)
As a onsequene of these estimates and using the Taylor expansion of exp
around 0, we now get the existene of two onstants c3 > 0 and C3 > 0
(whih an be omputed expliitly) suh that for all suiently small s,
c3 · s
1
2 ≤ exp
(
−
∞∑
n=0
e−rns
n
P0 {Xns < 0}
)
≤ C3 · s
1
2
√
2 .
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Finally, we may apply identity (9) from Theorem 3.1  as this is an imme-
diate onsequene of Feller's identity [16, p. 606, Lemma 3℄  and onlude
that if G = (−∞, γ), then
c3 · s
1
2 ≤ ρ(s)(γ) ≤ C3 · s
1
2
√
2
for all suiently small s > 0.
3.3 A Wiener-Hopf type result in higher dimensions
The proof of Theorem 3.1 relies heavily on Feller's result [16, p. 606, Lemma 3℄
whih in turn is proven by means of elementary Fourier analysis and a so-alled
basi identity [16, p. 600, equation (1.9)℄.
Hene, if one aims at generalising Theorem 3.1 to higher dimensions, one
should rst of all nd a multi-dimensional analogue of the identity (10).
Indeed, we shall see that this is feasible. Let us for the following x a stohas-
ti proess X = (Xt)t≥0 on Rd with stationary and independent inrements.
Lemma 3.1. Suppose H is a measurable subset of Rd, and s > 0. Dene
for all n ∈ N
∀K ∈ B
(
Rd
)
Rn(K) := P
0
 ⋂
1≤i<n
{
Xis ∈ ∁H
} ∩ {Xns ∈ K ∩H}
 ,
as well as
∀K ∈ B
(
Rd
)
Qn(K) := P
0
 ⋂
1≤i<n
{
Xis ∈ ∁H
} ∩ {Xns ∈ ∁H ∩K}

(in partiular R0 = δ0 [· ∩H] = 0 and Q0 = δ0
[· ∩ ∁H] = δ0). Then for all
n ∈ N0,
Qn+1 +Rn+1 = Qn ∗ P0Xs .
Proof. Consider a measurable K ⊆ Rd. Clearly,
(Qn+1 +Rn+1) (K) = P
0
[
n⋂
i=1
{
Xis ∈ ∁H
} ∩ {X(n+1)s ∈ K}
]
. (22)
On the other hand, sine X is a Markov proess, we have
Qn(K) = (Ps (χ∁H ·))◦n χK(0)
(where (Pt)t≥0 :=
(
P0Xt ∗ ·
)
t≥0
is the translation-invariant Markov semigroup
of transition funtions for the proessX whose inrements are stationary and
independent), thus ∫
Rd
f(y)Qn(dy) = (Ps (χ∁H ·))◦n f(0)
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for all nonnegative measurable funtions f . But this implies(
Qn ∗ P0Xs
)
(K) =
∫
Rd
∫
Rd
χK (z + y)P
0
Xs(dz)Qn(dy)
= (Ps (χ∁H ·))◦n
(∫
Rd
χK−·(z)P
0
Xs(dz)
)
(0)
= (Ps (χ∁H ·))◦n ◦
(
P0Xs ∗ χK
)
(0)
= (Ps (χ∁H ·))◦n ◦ PsχK(0),
and the right hand side of this equation oinides with the one of identity
(22).
Applying Fourier transforms we obtain
Corollary 3.2. Let us adopt the notation of the preeding Lemma and dene
the Fourier transform of a ountable sequene (µn)n of nite measures on R
d
,
denoted by (̂µn)n = µ̂ : (0, 1) × Rd → C, by
∀q ∈ (0, 1) ∀ζ ∈ Rd (̂µn)n(q, ζ) =
∞∑
n=0
qn
∫
Rd
ei·
tζyµn(dy) =
∞∑
n=0
qnµ̂n(ζ).
Then for all q ∈ (0, 1), and ζ ∈ Rd the equation
1− (̂Rn)n(q, ζ) = (̂Qn)n(q, ζ)
(
1− qP̂0Xs(ζ)
)
holds.
Proof. The result of the previous Lemma reads
∀n ∈ N0 Q̂n+1 + R̂n+1 = Q̂nP̂0Xs
when we apply the Fourier transform. After multipliation with qn+1 and
summing up over n ∈ N0, one arrives at
∀q ∈ (0, 1) ∀ζ ∈ Rd Q̂(q, ζ)−χ∁H(0)︸ ︷︷ ︸
=Q̂0(ζ)
+R̂(q, ζ)−χH(0)︸ ︷︷ ︸
=R̂0(ζ)
= qQ̂(q, ζ)P̂0Xs(ζ),
hene
∀q ∈ (0, 1) R̂(q, ·)− 1 = qQ̂(q, ·)P̂0Xs(·)− Q̂(q, ·).
This is our laim.
Denition 3.2. A subset A ⊆ Rd is alled +-losed if and only if A is
measurable and A+A ⊆ A, that is sums of elements of A are again elements
of A.
29
Lemma 3.2. Let H be losed and onvex with 0 ∈ ∂H. Whenever both H
and its omplement ∁H are +-losed, there exists a yH ∈ Rd suh that
H =
{
x ∈ Rd : txyH ≥ 0
}
.
Proof. Aording to the projetion theorem, there exists a yH ∈ Rd suh
that
H ⊆
{
x ∈ Rd : txyH ≥ 0
}
=: K.
We must show H ⊇ K.
First, note that there is no y ∈ ∁H suh that tyyH > 0. For, if there was
one, then
t(−y)yH < 0, hene −y ∈ ∁K ⊆ ∁H, whih yields, beause ∁H is
+-losed, also
0 = (−y) + y ∈ ∁H,
ontraditing our assumption 0 ∈ ∂H ⊆ H. Therefore we already have
H ⊇
{
x ∈ Rd : txyH > 0
}
.
Now ∂
{
x ∈ Rd : txyH > 0
} ⊇ {x ∈ Rd : txyH = 0} (even equality
holds, but this is not needed here), sine whenever
txyH = 0, then
1
nyH + x −→ x as n → ∞ and also t
(
1
nyH + x
)
yH =
1
n
tyHyH > 0 for
all n ∈ N, making x a limit point of {x ∈ Rd : txyH > 0}.
But on the other hand, H is losed by assumption and we have already
proven H ⊇ {x ∈ Rd : txyH > 0}. So we get in addition
H ⊇
{
x ∈ Rd : txyH = 0
}
and thus H ⊇ K as laimed.
Lemma 3.3 (à la Feller, Wiener, Hopf). Suppose H is a +-losed set
and its omplement ∁H is a +-losed set as well. Assume furthermore 0 6∈ H
(ensuring R0 = 0), and let ln be the main branh of the logarithm on C. Then
− ln
(
1− R̂(q, ζ)
)
=
∞∑
n=1
qn
n
∫
H
ei·
tζx
(
P0Xs
)∗n
(dx)
for all (q, ζ) ∈ (0, 1) × Rd suh that the left-hand side is well-dened. In
general, for all q ∈ (0, 1), one has at least
1− R̂(q, 0) = exp
− ∞∑
n=1
qn ·
(
̂P0Xs [· ∩H](0)
)n
n
 .
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Proof. Let q ∈ (0, 1). Aording to the previous Corollary 3.2, we have
∀ζ ∈ U ln 1
1− qP̂0Xs(q, ζ)
= ln
1
1− R̂(q, ζ) − ln Q̂(q, ζ) (23)
wherever this is dened. Due to the identities
∑∞
n=1
rn
n = ln
1
1−r for all
r ∈ B1(0) ⊂ C (f. equation (16) in the proof of Theorem 3.1 above) and
P̂0Xs
n
= P̂0Xs
∗n
this an also be written as
∞∑
n=1
qn
n
∫
Rd
ei·
tζx
(
P0Xs
)∗n
(dx) (24)
=
∞∑
n=1
1
n
(
R̂(q, ζ)
)n
+
∞∑
n=1
(−1)n
n
(
Q̂(q, ζ)− 1
)n
.
However, at least for ζ = 0 and arbitrary hoie of q, one may still state
identity (23) as this follows from Corollary 3.2 more or less diretly: First
we note that
− ln
((
1− qP̂0Xs(q, 0)
)
· (̂Qn)n(q, 0)
)
= − ln (̂Qn)n(q, 0) − ln
(
1− qP̂0Xs(q, 0)
)
(as in these statements the arguments of ln are positive, hene surely in the
domain of ln) and written in series notation
∞∑
n=1
1
n
(
1− (̂Qn)n(q, 0)
)n
+
∞∑
n=1
qn
n
P̂0Xs(q, 0)
n
=
∞∑
n=1
(−1)n
n
((
1− qP̂0Xs(q, 0)
)
· (̂Qn)n(q, 0) − 1
)n
.
But Corollary 3.2 implies
∀n ∈ N (−1)
n
n
((
1− qP̂0Xs(q, 0)
)
· (̂Qn)n(q, 0) − 1
)n
=
1
n
(̂Rn)n(q, 0).
Combining these two equations yields (23). Next, note that
µR,q :=
∞∑
n=0
qnRn
is still a nite measure  onentrated on H  and thus possesses a Fourier
transform. Analogously, the measure µQ,q :=
∑∞
n=0 q
nQn is onentrated on
∁H and also has a Fourier transform as it is nite. Now, for arbitrary n ∈ N,
the properties of the Fourier transform imply(
R̂(q, ·)
)n
= (µ̂R,q)
n = µ̂R,q∗n,(
Q̂(q, ·) − 1
)n
=
(
̂µQ,q − δ0
)n
= ̂((µQ,q − δ0)∗n).
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But sine H and ∁H are +-losed sets, ie H + H ⊆ H and ∁H + ∁H ⊆
∁H , the measures on the right hand sides of these two equations, µR,q∗n
and (µQ,q − δ0)∗n, have to be (signed) measures on H and ∁H, respetively.
Let us now split the sum in (24) and insert the terms we have previously
identied:
∀ζ ∈ U
∞∑
n=1
qn
n
∫
H
ei·
tζx
(
P0Xs
)∗n
(dx) +
∞∑
n=1
qn
n
∫
∁H
ei·
tζx
(
P0Xs
)∗n
(dx)
=
∞∑
n=1
1
n
̂(µR,q∗n)(ζ) +
∞∑
n=1
(−1)n
n
̂(µQ,q − δ0)∗n(ζ). (25)
It is the injetivity of the Fourier transform that yields from this
∞∑
n=1
qn
n
((
P0Xs
)∗n
(· ∩H)
)
+
∞∑
n=1
qn
n
((
P0Xs
)∗n (· ∩ ∁H))
=
∞∑
n=1
1
n
(µR,q
∗n) +
∞∑
n=1
(−1)n
n
(µQ,q − δ0)∗n .
Either side of this equation equals the sum of two (signed measures), and we
reall that the rst measure on the left hand side and rst measure on the
right hand side are both onentrated on H, whilst the seond measure on
the left hand side as well as the seond measure on the right hand side are
both onentrated on ∁H. The only way for this to be true is that the two
measures that are onentrated on eah of H or ∁H are equal:
∞∑
n=1
qn
n
((
P0Xs
)∗n
(· ∩H)
)
=
∞∑
n=1
1
n
(µR,q
∗n) ,
and also
∞∑
n=1
qn
n
((
P0Xs
)∗n (· ∩ ∁H)) = ∞∑
n=1
(−1)n
n
(µQ,q − δ0)∗n ,
the former identity being exatly what the statement of the Lemma expresses
in the language of Fourier transforms.
3.4 Continuity orretions in higher dimensions
On the basis of Lemma 3.3, we may now partially generalise Theorem 3.1 to
higher dimensions when we require G (the set that we refer to the exerise
region) to be +-losed set.
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Theorem 3.2. Let X be a d-dimensional Lévy basket with an assoiated
family of risk-neutral measures P· and disount rate r > 0. Also, onsider a
G of the shape G = γ+H for some γ ∈ Rd and some measurable set H suh
that 0 6∈ H, and suh that both H as well as ∁H are +-losed. Then for all
s > 0,
ρ(s)(γ) =
∞∑
n=1
e−rntPγ
[
n−1⋂
i=1
{
Xit ∈ ∁G
} ∩ {Xnt ∈ G}
]∣∣∣∣∣
t↓0
t=s
=
∞∑
n=1
e−rntP0
[
n−1⋂
i=1
{
Xit ∈ ∁H
} ∩ {Xnt ∈ H}
]∣∣∣∣∣
t↓0
t=s
= exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ∈ G− γ}
)∣∣∣∣∣
t=s
t↓0
(and the limit on the right exists whenever ρ(s)(γ) is well-dened).
Proof. The Theorem follows diretly from Lemma 3.3  in the same man-
ner in whih Theorem 3.1 followed from Feller's original result [16, p. 606,
Lemma 3℄: For, the seond equation in Lemma 3.3 may be read
1−
∑
n=0∞
qnRn
[
Rd
]
= exp
(
−
∞∑
n=1
qn · (P0Xs [H])n
n
)
that is
1−
∑
n=0∞
qnP0
 ⋂
1≤i<n
{
Xis ∈ ∁H
} ∩ {Xns ∈ H}

= exp
(
−
∞∑
n=1
qn · (P0 {Xs ∈ H})n
n
)
for all q ∈ (0, 1), in partiular for q = e−rs.
Corollary 3.3. Let X be a d-dimensional Blak-Sholes model with disount
rate r > 0 and volatility vetor σ (i.e. (Xi)t = (Xi)0+σiB
(i)
t +
(
r − σ2i2
)
t for
all t > 0 and independent normalised Brownian motions B(i), i ∈ {1, . . . , d}).
Let P· denote the orresponding family of risk-neutral measures. Also, on-
sider a region G of the shape G = γ +
{
x ∈ Rd : tαx < 0} for some
α, γ ∈ Rd. Let δ :=
√∑d
i=1 |αiσi|2 and µ := t
(
r − σ122 , . . . , r − σd
2
2
)
.
Then, whenever
tαµ ≥ 0, there exist onstants c0, C0 > 0 suh that for
all suiently small s > 0,
c0s
1
2 ≤ ρ(s)(γ) ≤ C0s
1
2
√
2
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If both
tαµ ≤ 0 and r > |
tαµ|2
2δ2
, there exist onstants c1, C1 > 0 suh that for
all suiently small s > 0,
c1s
1√
2 ≤ ρ(s)(γ) ≤ C1s
1
2 .
Proof of Corollary 3.3. Observe that
Pγ {Xns 6∈ G} = P0 {Xns 6∈ (G− γ)} = P0
{
tαXns ≥ 0
}
But sine the omponents of X are independent multiples of Brownian mo-
tions with linear drift at rates µ1, . . . , µd, respetively, the proess
(
tαXt
)
t≥0
is a multiple of a normalised Brownian motion with linear drift at rate
tαµ:
For eah t > 0, the random variable
tαXt =
d∑
i=1
(
αiσiB
(i)
t
)
−
d∑
i=1
αi
(
r − σi
2
2
)
t
is distributed aording to
P0tαXt = νtαµ·t,
∑d
i=1|αiσi|
2t = νtαµ·t,δ2t. (26)
Hene for any normalised 1-dimensional Brownian motion B, one has
Pγ {Xns 6∈ G} = P0
{
δ · Bns + tαµ ≥ 0
}
and
Pγ {Xns ∈ G} = P0
{
δ ·Bns + tαµ < 0
}
.
We an now apply the estimates from the proof of Corollary 3.1 to the
proess
(
δBt +
tαµt
)
t≥0
en lieu of what is X there.
For instane, if
tαµ ≥ 0, we shall employ the bounds
e−
|tαµ|2
δ2
ns
2
√
2
≤ Pγ {Xns ∈ G} ≤ e
−
|tαµ|2
2δ2
ns
2
and if
tαµ ≤ 0, we will use the estimates
e−
|tαµ|2
2δ2
ns
2
≤ Pγ {Xns ∈ G} ≤ e
|tαµ|2
2δ2
ns
√
2
.
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Appendix
Reformulation of the perpetual Bermudan priing
problem in L1 and L2
A Non-appliability of the
L2(Rd) Spetral Theorem
Consider a d-dimensional Lévy basket X with assoiated family of risk-neutral
probability measures P· and disount rate r > 0.
Fixing h > 0 and dening
P := πL2(Rd\G), A := A
h := I− e−rhPX0−Xh ∗ · =
(
δ0 − e−rhPX0−Xh
)
∗ ·,
we an rewrite the result of Lemma 2.3 as follows:
PA
(
V hG − g1
)
= −PAg1 (27)
where we assume that g has a square-integrable extension from G to the whole
of Rd; given this assumption, the g1 ∈ L2(Rd) of the previous identity an be
any suh extension.
We will suppress the supersript of A for the rest of this paragraph.
Also, without loss of generality, we will assume in this Chapter that the
omponents of the basket X when following the Blak-Sholes model all have
volatility 1.
Lemma A.1. Let X be a Lévy basket with assoiated family of risk-neutral
probability measures P· and disount rate r > 0. Then A and PA ↾ L2(Rd\G)
are invertible. Furthermore, the L2 norm of A is bounded by
(
1 + e−rh
) 1
2
, if
X = µ ·+B (thus µ = (r − 12)di=1) where B is a standard Brownian motion.
Moreover, A is a ontration if µ = 0.
Proof. Suppose 0 6= u ∈ L2(Rd \G) and u is bounded. Then ess sup |u| 6= 0
and we may hoose a set H ⊂ G of positive Lebesgue measure suh that
e−rhess sup |u| < |u(x)| for all x ∈ H (this is possible beause r, h > 0 and
therefore e−rh < 1), we dedue
∀x ∈ H
∣∣∣e−rhPX0−Xh ∗ u(x)∣∣∣ ≤ e−rhess sup |u|
< u(x),
whih means that
∀x ∈ H PAu(x) = u(x)− e−rhPX0−Xh ∗ u(x) 6= 0,
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hene PAu 6= 0 (for H has positive Lebesgue measure). So
kerPA ↾ L2(Rd \G) = kerPA ∩ L2(Rd \G) = {0}
and we are done for the invertibility of PA ↾ L2(Rd \ G). Similarly, one
an prove the invertibility of A. Finally, A is seen to be a ontration by
appliation of the Fourier transform: The Fourier transform is an L2 isometry
(by Planherel's Theorem), thus∥∥∥(δ0 − e−rhPX0−Xh) ∗ f∥∥∥
L2(Rd)
=
∥∥∥∥((δ0 − e−rhPX0−Xh) ∗ f )̂∥∥∥∥
L2(Rd)
=
∥∥∥(1− e−rhP̂X0−Xh) · f̂∥∥∥
L2(Rd)
=
∥∥∥(1− e−rheihtµ·e−|·|2h/2) f̂∥∥∥
L2(Rd)
=
(∫
Rd
∣∣∣∣1− e−rh+ihtµx− |x|2h2 ∣∣∣∣2 ∣∣∣f̂(x)∣∣∣2 dx
) 1
2
.
Now, the fator in front of
∣∣∣f̂(x)∣∣∣2 in the last line an be bounded by(
1 + e−rh
)2
, and it is stritly less than one for µ = 0. Using Planherel's
Theorem again, this yields the result.
Now, this is suient to apply a Wiener-Hopf fatorisation (for a general
treatment of this kind of fatorisations, one may onsult e.g. Spek [40℄, our
appliation uses in partiular [40, 1.1, Theorem 1℄) and state
Theorem A.1. Let G ⊆ Rd and let X be a Lévy basket with assoiated
family of risk-neutral probability measures P· and disount rate r > 0. Then
V hG , the expeted payo of a perpetual Bermudan option for G with exerise
mesh size h > 0 and payo funtion g, is  using the above notation  given
by
V hG = g1 −
(
PA ↾ L2(Rd \G)
)−1
PAg1 = g1 −A−1+ PA−1− PAg1
where A = A−A+ is a Wiener-Hopf fatorisation of A.
We observe the following:
Lemma A.2. The Hilbert spae operator A : L2(Rd,C) → L2(Rd,C) is
normal.
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Proof. We dene p := e−rh
dPX0−Xh
dλd
(where λd is the d-dimensional Lebesgue
measure) and via the Fubini Theorem one has for every f, g ∈ L2(Rd)
〈Af, g〉 =
∫
Rd
∫
Rd
(δ0 − p) (x− y)f(y)dyg¯(x)dx
=
∫
Rd
∫
Rd
f(y) (δ0 − p) (x− y)g¯(x)dxdy
= 〈f, (δ − p¯ ◦ (−I) ∗ g)〉,
that is
A∗ = (δ0 − p¯ ◦ (−I)) ∗ ·
But sine the onvolution is assoiative and ommutative, this implies
A∗A = (δ0 − p¯ ◦ (−I)) ∗ (δ0 − p) ∗ ·
= (δ0 − p) ∗ (δ0 − p¯ ◦ (−I)) ∗ ·
= AA∗.
However, it will not be possible to nd a basi system of eigenvetors and
eigenvalues for this operator, sine
Lemma A.3. The operator A fails to be ompat.
Proof. Any normalised basis provides a ounterexample for the ompatness
assertion.
Therefore, the equation (27) annot easily be applied to ompute the ex-
peted option payo by means of a spetral analysis. Thus, our examination
of the Hilbert spae approah in the seond part of this Chapter has led to a
negative outome.
However, one an also oneive of the operators Ah as operators on the
Banah spae L1
(
Rd
)
:
B The L1 operator equation:
analytiity in the exerise mesh size
From now on, h will no longer be xed and we will therefore write Ah instead
of A.
If we now assume g1 to be an integrable extension of G to the omplement
of ∁G as an element of Quite similarly to A.1, we an prove
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Theorem B.1. Let G ⊆ Rd and let X be a Lévy basket with assoiated
family of risk-neutral probability measures P· and disount rate r > 0. Then
V hG , the expeted payo of a perpetual Bermudan option for G with exerise
mesh size h > 0 and payo funtion g, is  using the above notation  given
by
V hG = g1 −
(
PA ↾ L1(Rd \G)
)−1
PAg1 = g1 −A−1+ PA−1− PAg1,
where A = A−A+ is a Wiener-Hopf fatorisation of A.
It sues to observe that Ah is  due to the L1 norm estimate for the
onvolution of two integrable funtions (as the produt of the norms of the
onvolved funtions)  also a bounded operator on L1
(
Rd
)
.
We shall now identify g and g1.
Theorem B.2. With the notation previously introdued, we dene E to be
the semigroup
(Et)t≥0 =
(
e−rtνµt,t ∗ ·
)
t≥0
=
(
e−rtgµt,t ∗ ·
)
t≥0
∈ L
(
L1(Rd), L1(Rd)
)[0,+∞)
,
where
gµt,t = (2πt)
−d/2e−|µt−·|
2/(2t)
is the distribution of the logarithmi prie vetor at time t. Suppose x 6∈
G and, with the notation from the previous hapters, X is a (normalised)
Brownian motion with (possibly zero) drift (Blak-Sholes model). Then
h 7→ V hG(x) is real analyti in h on (0,+∞) as funtion with range in the
Banah spae L1(Rd).
Proof. It is obvious that E is a semigroup. Aording to [13, Theorem 1.48℄,
the set
E :=
{
f ∈ L1(Rd) : t 7→ Etf ∈ L1(Rd) entire
}
is dense in L1(Rd). Hene it is possible to approximate every g by a sequene
{gk}k ⊂ E in L1(Rd). Sine
∀t ≥ 0 ‖Et‖L1(Rd) ≤ e−rt ≤ 1,
we obtain Etgk → Etg for k →∞ uniformly in t on R+, where Etgk is entire
for every t > 0 and k ∈ N. Thus, t 7→ Etg, and thereby t 7→ Pg − PEtg, is
an analyti funtion on (0,+∞) taking values in the Banah spae L1(Rd).
Now observe that for arbitrary open U ⊂⊂ R+ (the symbol ⊂⊂ indiating
that U is ontained in a ompat subset of R>0) the following equations
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hold:
∀t ∈ U V tG = g −
(
I− PEt ↾ PL1(Rd)
)−1
(Pg − PEtg)
= g −
(
∞∑
k=0
(PEt)
k
)
(Pg − PEtg)
= g −
∞∑
k=0
(PEt)
kPg +
∞∑
k=0
(PEt)
k+1g
=
∞∑
k=0
(PEt)
k (g − Pg) , (28)
sine the sums onverge uniformly in t on U ⊂⊂ R+, yielding the analytiity
of t 7→ V tG as a funtion whose range lies in the Banah spae L1(Rd).
Lemma B.1. Let u > 0, n ∈ N. Then the equation
dn
dun
Eu =
(
−r + 1
2
∆− tµ∇
)n
gtµ,t ∗ ·
holds (where
ty denotes the transpose of a vetor y). In partiular, if 12∆f −
µ∇f = λf for some λ, f ,
dn
dun
Euf = (−r + λ)n gtµ,t ∗ f.
Proof. Aording to Davies [13, Proof of Theorem 2.39℄, we have
dn
dun
Eu =
(
ZEu/n
)n
, (29)
where Z denotes the innitesimal generator of the semigroup E. Now, dene
C to be the onvolution operator semigroup (gtµ,t ∗ ·)t≥0 of (normalised)
Brownian motion with drift µ (as before denoting by gz,σ2 the Lebesgue
density of the Gaussian distribution entered around z of variane σ2 for
all z ∈ Rd and σ > 0). It is well-known (f. e.g. [37, p. 352℄) that the
innitesimal generator of this semigroup C is
L :=
1
2
∆ + tµ∇.
By our requirements on f , Lf = 0 on U . Furthermore, L and C ommute:
∀t ≥ 0 CtL = LCt.
Thus,
∀t ≥ 0 ZEt = d
d
Et =
d
dt
(
e−rt · Ct
)
= −re−rtCt + e−rt d
dt
Ct
= e−rtCt(−r + L),
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whih due to equation (29) already sues for the proof of the Lemma in
the general ase. And if f is an eigenfuntion of L for the eigenvalue λ, one
has (−r + L)nf = (−r + λ)nf .
Theorem B.3. The Taylor series for the expeted payo of a perpetual
Bermudan option as a funtion of the exerise mesh with respet to a xed
exerise region G is for all s > 0:
∀t > 0 V tG =
∞∑
k=0
(t− s)k
∞∑
m=1
e−rms
∑
l1 + · · ·+ lm = n
(l1, . . . , lm) ∈ N0m
(
m∏
i=1
1
li!
)
(
χRd\G · (gsµ,s ∗ ·)
(
−r + 1
2
∆ + tµ∇
)◦li)
(χGg) ,
where, in order to avoid onfusion with pointwise exponentiation, A◦k denotes
Ak for any operator A.
Proof. We know about the real analytiity of t 7→ Et on R>0 and even,
thanks to the previous Lemma, the expliit Taylor series. Thereby we also
have the Taylor series for t 7→ PEt. So we an use equation (28) and see by
means of a binomial expansion
∞∑
k=0
(PEt)
k =
∞∑
k=0
(
P
∞∑
ℓ=0
(t− s)ℓ
ℓ!
(
e−rs (−r + L))ℓCs
)k
=
∞∑
n=0
∞∑
m=1
∑
l1 + · · ·+ lm = n
(l1, . . . , lm) ∈ N0m
m∏
i=1
(t− s)li
li!
e−rsP (−r + L)liCs
=
∞∑
n=0
(t− s)n
∞∑
m=1
e−rms
∑
l1 + · · ·+ lm = n
(l1, . . . , lm) ∈ N0m
m∏
i=1
1
li!
P (−r + L)liCs.
This Taylor series fails to provide any straightforward possibility for the om-
putation of VG. Instead we state the following immediate Corollary of equation
(28):
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Corollary B.1. With the notation as in the previous Theorem,
∀s > 0 d
ds
V sG =
d
ds
∞∑
m=1
e−rms
(
χRd\G · (gsµ,s ∗ ·)
)◦m
(χG · g) .
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