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Abstract
The subject of this work is thermal comfort in complex non-uniform environments with special
regard to aircraft cabins. Under non-uniform conditions, it is difficult to define an acceptable or
comfortable range by using only the whole body thermal sensation vote. In complex thermal envi-
ronments, large thermal differences exist around the occupants. This means that standard comfort
models, which consider the human body as one compartment fail in the case of non-uniform en-
vironments. Clear evaluations are only possible by considering local effects. The 33 node comfort
model (33 NCM) developed for this study relates local thermal sensation and comfort in a psycho-
logical model to skin temperatures, which are defined by a physiological model. 16 single body
parts are resolved with a subdivision into a core and a skin layer. The local thermal sensation
and comfort of the single body parts is transformed into an overall thermal sensation and comfort
vote.
Since the integrated models for the physiological and psychological part are based on a limited
range of experiments with only partly known boundary conditions and the effects of intra- and
inter-individual differences, the whole model is calibrated with self-obtained experimental data
generated in an automated optimization process. As a result, the optimized set of design parame-
ters is limited to the field of application. The used experimental data reflect the thermal sensation
and comfort votes of sitting passengers in an aircraft cabin with a mixing or displacement ventila-
tion system. The universal validity of the underlying model makes it possible, however, to transfer
the whole process to any other indoor environment.
The book begins with an introduction into the fundamental principles of human physiology and
goes on to derive the body’s reactions in terms of thermal sensation and comfort from human
physiology and the definition of the human body state. Chapter four presents the various aspects
of thermal modelling and developed models. The development of the 33 NCM is based on experi-
ments (chapter five) and numerical flow simulations (chapter six) to collect further information on
the environmental conditions. The underlying mathematical models for the 33 NCM are explained
in chapter seven. Chapter eight defines the optimization process used for calibrating the model.
In addition to tests using the author’s own experimental data, the model is validated using data
from previous research (chapter nine). Chapter ten demonstrates the application of the 33 NCM
as a stand-alone model or in a coupled mode with numerical flow simulations.
Zusammenfassung
Gegenstand dieser Arbeit ist die thermische Behaglichkeit in komplexen ungleichförmigen Innen-
räumen, die am Beispiel der Situation in Flugzeugkabinen betrachtet wird. Unter ungleichför-
migen Bedingungen ist es schwierig einen akzepatblen oder behaglichen Bereich lediglich durch
die Betrachtung des thermischen Gesamtzustandes zu definieren. Komplexe thermische Umge-
bungen sind durch grosse thermische Unterschiede im Aufenthaltsbereich der Nutzer bestimmt.
Dies bedeutet, dass Standardkomfortmodelle, die den menschlichen Körper als eine einzige Zone
betrachten, im Fall von ungleichförmigen Umgebungen versagen. Eindeutige Aussagen sind nur
durch die Betrachtung lokaler Effekte möglich. Das im Rahmen dieser Arbeit entwickelte 33-Kno-
tenmodell (33 NCM) untergliedert daher den menschlichen Körper in 16 einzelne Segmente mit
einer weiteren Differenzierung in ein Kern- und ein Hautsegment. Es führt die auf Basis eines
physiologischen Modells bestimmten Körpertemperaturen durch weitere Anwendung eines psy-
chologischen Modells in ein lokales thermisches Empfinden und eine Komfortbewertung über.
Das lokale thermische Empfinden und der lokale Komfort wiederum sind über ein gewichtetes
Mittel als Gesamtempfinden und Gesamtkomfort darstellbar.
Die in die Entwicklung des physiologischen und des psychologischen Modells integrierten Ansätze
basieren auf einer begrenzten Anzahl an Experimenten. Diese unterliegen nur teilweise bekan-
nten Randbedingungen und weisen intra- und inter-individuelle Unterschiede auf. Um eine max-
imale Übereinstimmung zwischen Simulation und eigenen experimentellen Daten zu erzielen,
wird das Gesamtmodell in einem automatsierten Kalibrierungsprozess optimiert. Die Gültigkeit
der ermittelten Parameter ist somit auf den betrachteten Anwendungsfall beschränkt. Die verwen-
deten experimentellen Daten geben das thermische Empfinden und die Komfortbewertung von
sitzenden Passagieren in einer Flugzeugkabine mit einer Klimatisierung über Misch- oder Quell-
lüftung wieder. Durch die prinzipielle Allgemeingültigkeit der zugrunde gelegten Modelle kann
der gesamte Prozess jedoch auf jede andere Innenraumsituation übertragen werden.
Das Buch gibt zunächst eine Einführung in die massgeblichen Prozesse der menschlichen Physi-
ologie. Von der Physiologie und der Definition des thermischen Körperzustands ausgehend, wird
in die entsprechenden Reaktionen hinsichtlich Empfinden und Komfort eingeführt. Kapitel vier
betrachtet die unterschiedlichen Aspekte und daraus abgeleiteten Komfortmodelle. Die Entwick-
lung des 33 NCM basiert auf experimentellen Untersuchungen (Kapitel fünf) und numerischen
Strömungsberechnungen (Kapitel sechs) zur genaueren Bestimmung der thermischen Umgebungs-
bedingungen. Das grundlegende mathematische Modell wird in Kapitel sieben erläutert. Kapitel
acht stellt den verwendeten Optimierungsprozess für die Kalibrierung des Modells dar. Für dessen
Validierung werden neben eigenen experimentellen Daten Testfälle aus der Literatur herangezo-
gen (Kapitel neun). Kapitel zehn erläutert die Anwendung des 33 NCM sowohl als unabhängiges
Simulationsmodell als auch in einer mittels numerischer Strömungssimulation gekoppelten Berech-
nung.
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1 Introduction
A home in which we feel comfortable is a fundamental human need. According to architect and
cultural history expert Witold Rybczynsiki [1991], this need is increasingly combined in the mod-
ern age with a certain atmosphere created by technical equipment. Among the key technologies
that affect our indoors life is HVAC engineering, which defines comfort in terms of thermal com-
fort, assuming that comfort may only be provided within a narrow range of thermal conditions.
Indoors thermal conditions, however, also bring up the question of energy consumption. As stated
in the EU directive on energy end-use efficiency and energy services (EU directive [2006]), energy
saving measures should not lead to sacrifices in the comfort and health of a building’s occupants.
As a consequence, the necessity of reducing buildings’ energy demand must always be balanced
with human comfort needs. In the case of heating and ventilation, a detailed understanding of
human thermal sensation and comfort is required.
To determine appropriate thermal conditions, practitioners refer to standards. Standards integrate
the whole body thermal comfort model developed by Fanger [1970] and known as the Predicted
Mean Vote (PMV) model. In addition to this simple model, two-node models are used as well.
Both models are based on extensive research. PMV is derived from the physics of heat transfer
combined with an empirical fit to sensation. Two-node models determine the heat flow between
the environment, skin and core body areas. While laying the groundwork for systematic research
on indoor thermal comfort conditions, their focus was limited to identifying the optimal thermal
environment and finding a correlation to average values of air temperature, radiant temperature,
air velocity, and humidity. This traditional kind of heat balance analysis, however, is inadequate
for assessing comfort in buildings with complex thermal environments and for occupants wearing
a wide variety of clothing. Zhang and Zhao [2008] studied the relationships between overall ther-
mal sensation, acceptability and comfort under uniform and non-uniform conditions separately.
The results show that, under non-uniform conditions, it is difficult to define an acceptable or com-
fortable range only by using the whole body thermal sensation vote, since each thermal sensation
vote corresponds to a wide range of thermal acceptability and comfort. For instance, thermal neu-
trality corresponds to the acceptability range of [0.07, 0.54] and the comfort range of [-0.02, 0.97].
Thus the relationship proposed by Fanger, which achieves a PMV of zero under thermal neutrality,
is not suitable for non-uniform environments, and the results of initial studies addressing energy
consumption and thermal comfort (Myhren and Holmberg [2006]) only have limited significance.
In these studies, thermal comfort was evaluated using either operative temperature, the predicted
mean vote PMV or the standard effective temperature SET* at the centre of the room. As a result,
an application to complex and non-uniform environments is not possible.
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Environmental conditions in airplane cabins, which have become increasingly important, are also
very complex and defined by technical equipment. Special entertainment technology or cabin
configurations, however, make it difficult to install efficient ventilation systems which provide pas-
sengers with thermal comfort.
This thesis reports on human subject tests conducted in a cabin mock-up to observe thermal phe-
nomena in a non-uniform environment such as an airplane cabin and to develop a model for pre-
dicting local and overall thermal sensation and comfort. The model is a 33 node comfort model
(33NCM) programmed in Modelica. Thermal sensation and comfort are considered in 16 local
parts of the human body and correlated to physiological parameters. The physiological model dif-
ferentiates the 16 body parts into a core and skin layer together with a resolution of the passive and
active systems. Model development is based on existing research on human thermal sensation and
comfort, most of which, however, is focused on special effects or combined with a limited range or
only partially documented boundary conditions. To overcome these uncertainties, the model de-
veloped in this study is calibrated to self-generated experimental data obtained in an optimization
process. Since these original experimental data are not sufficient for providing all necessary ther-
mal boundary conditions either, detailed information on the thermal heat transfer of the human
body is taken from numerical flow simulations.
The model may be used as a stand alone programme or directly coupled with numerical flow sim-
ulations. Together with the calibration procedure, the model may be implemented in a wide range
of non-uniform indoor environments. As the model considers human physiology as the basis for
human thermal sensation and comfort voting, the entire study helps to broaden our understand-
ing of human thermal comfort.
2
2 Human physiology
2.1 Introduction
Human physiology has been a topic of interest for a very long time. In the beginning, interest was
focussed on a crude understanding of the human body’s thermal state and its boundary condi-
tions. Later, internal processes became more important. Alcmaeon of Crotona (6th century B.C.)
was the first to suggest that good health is only possible within an equilibrium of forces: wet and
dry, cold and hot, bitter and sweet. If one of these forces dominates, it causes disease and de-
struction (Chato [1992]). The development of accurate techniques for measuring body temper-
ature during the 19th century marked a big step towards a deeper understanding of the human
organism. Robert Mayer (1814 - 1878) discovered that heat and mechanical energy are related
(Shitzer and Eberhardt [1985]). Max Rubner (1854 - 1932) examined the calorific value of food
and proved that animal heat was entirely derived from the metabolism of carbohydrate, fat, and
protein (Ihde and Janssen [1974]). Research on the physiological regulation of core temperature
also made progress. The groundwork was laid by Bladgen’s discovery (1774) that body tempera-
ture remained fairly constant in spite of exposure to extremely dry heat. He postulated that control
was exerted through nerves that not only caused vasoconstriction or vasodilation, but also a corre-
sponding local decrease or increase in metabolism (Shitzer and Eberhardt [1985]). In the early 20th
century, substantial evidence suggesting that heat generation and heat rejection were controlled
by the nervous system emerged. Starting from this initial crude mapping, Ranson [1939] identified
the hypothalamus as a major site of temperature regulation.
With these discoveries, the two systems responsible for human thermoregulation were clearly
identified. The first is the passive system, which causes heat to flow from the human body to the
environment because of differences in temperature and water vapour pressure. Heat transfer can
occur by conduction, convection, radiation, or evaporation. For a nude person resting in still air
at 20 ◦C, 60 % of heat is lost by radiation, 25 % by evaporation, 12 % by convection, and 3 % by
conduction (Cooney [1976]). The second system responsible for human thermoregulation is the
active system with its actively controlled body mechanisms reacting to thermal challenges. The ac-
tive system involves sweating, shivering, vasodilation, or vasoconstriction. Both systems together
form a homoeostatic mechanism that keeps human body temperature at a roughly constant level,
regardless of the ambient temperature. The general human heat balance is expressed by:
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M −W = E +R+C +K +S (2.1)
with
M = energy gained from metabolism
W = work accomplished
E = evaporative exchange
R = radiant exchange
C = convective exchange
K = conductive exchange
S = heat energy stored (for heat balance, S=0)
2.2 Passive System
Passive heat loss from the human body occurs not only between the surface and the environment,
but also between portions of the body itself. Figure 2.1 is a schematic representation of heat loss
mechanisms which will be considered separately in the following subsections. Each of these pro-
cesses resists the flow of heat or vapour, as symbolized by the resistances appearing in the figure.
Heat gain through metabolism and work is considered in the final subsection.
Figure 2.1: Heat loss mechanisms of the passive system
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2.2.1 Convection
Convection is the transfer of heat resulting from air movement. The basic relationship is expressed
by:
Q˙ = hc A∆ϑ (2.2)
The convective heat transfer coefficient hc depends upon the physical properties of the air, the
temperature difference between surface and air, and air velocity. With regard to air velocity, the
process of convection can be classified into three distinct modes: natural convection, forced con-
vection, and mixed convection. In free or natural convection, the process is driven by buoyancy
forces resulting from density differences in the convecting fluid. Forced convection heat transfer
occurs when the ambient air is approaching the body with a defined velocity caused by external
means such as a fan. The break point between both modes is not sharp, and a gradual transition
zone exists where both effects are important and form a mixed convection. In all three modes,
the convective heat transfer coefficient is described by fundamental non-dimensional quantities
using the correlation:
Nu = hc d/k (2.3)
wherein Nu is the Nusselt number, k the thermal conductivity of the fluid, and d the characteristic
dimension of the body.
Free convection may then be expressed as follows (Cooney [1976]):
Nu = const(Gr Pr )0.25 (2.4)
For forced convection, dimensional theory connected with empirical findings predicts (Cooney
[1976]):
Nu = const Rem Pr n (2.5)
An initial approach for determining quantitative values of hc for the human body starts with the
assumption that the body is composed of single cylinders and spheres so that basic fluid dynamic
approaches can be applied. Table 2.1 provides an overview of the correlations required for typical
shapes from which a human body may be formed.
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Table 2.1: Free and forced convection heat transfer correlations (Cooney [1976])
Forced convection Free convection
Sphere:
Nu = 2+0.6Re1/2Pr 1/3
Sphere:
Nu = 2+0.56(Gr Pr )1/4
Long cylinder:
Nu = 0.6Re1/2Pr 1/3 for 10 < Re < 105
Long horizontal cylinder:
Nu = 0.525(Gr Pr )1/4
Vertical cylinder or thin plate:
Nu = 0.59(Gr Pr )1/4
Stolwijk [1971], for example, composed a human body from these simple geometric representa-
tions. Solving the forced convection formula for the long cylinder for typical thermophysical prop-
erties at normal atmospheric pressure and a temperature of 20 ◦C results in a simplified correlation
of:
hc = const Ws
1/2
m5/2K
p
v (2.6)
Table 2.2 gives representative values of the convection coefficient for various room air velocities
under different activities without a clear separation in laminar and turbulent cases.
Table 2.2: Relations between convection coefficient and air velocity (Parsons [2001])
Equation Condition Remarks
hc = 8.3 (v/(m/s))0.6 Seated v is room air movement
hc = 2.7 8.7v/(m/s))0.67 Reclining v is lengthwise air movement
hc = 8.6 v/(m/s))0.53 Free walking v is speed of walking
But a lot of work has also been done to determine the convective heat transfer coefficient for the
human body in its real shape. Four different approaches have been employed in these studies.
The first involves the use of heat flux sensors on the surface of the body (Clark and Toy [1975]). The
main disadvantage of this measurement method is the fact that the instrument itself interferes
with both the airflow around the body and the temperature of the surface, in this case the skin
surface, to which it is attached (de Dear et al. [1997]). Furthermore, results may only be obtained
from measurements made at single, discrete points. In the second approach, the heat transfer co-
efficient is determined by using the naphthalene sublimation technique (Chang et al. [1988]). This
measurement technique requires special laboratory equipment and, as with the first technique,
has the disadvantage of providing results measured only at discrete points. The third approach
uses manikins with controlled skin temperature (Tanabe et al. [1994]). By using a thermal manikin,
an integrated heat flux over single body parts can be measured. This measurement technique can
also be performed in the manikin’s interior so that there is no additional obstruction to the airflow.
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The fourth and latest approach is that of using virtual thermal manikins. Computational fluid
dynamics (CFD) simulations of thermal manikins can provide detailed information, such as the
airflow field in the close vicinity of a person, which is impossible to obtain from experiments in a
comparable resolution. Furthermore, the ratio between the amount of radiative heat transfer and
convective heat transfer between the human body and its surroundings can also be obtained from
such simulations. The rationale behind CFD simulations is not limited to measuring the airflow
velocity field and convective and radiative heat loss, however. They are also used for examining
contaminant distribution around a person, for example. Gao and Niu [2005] summarises various
studies with regard to geometric complexity, turbulence models, boundary conditions, and grid
generation.
The following table is taken from Gao and Niu [2005] and summarizes the wide spread in the results
for defining the mean convective heat transfer in the exemplary case of a human body in still air.
These data already give an impression of the model’s uncertainties.
Table 2.3: Convective heat transfer coefficients for a human body in still air (Gao and Niu [2005])
Researchers Method Posture Ambient air speed [m/s] hc [W/(m2K )]
Murakami et al. CFD standing < 0.12 3.9
Murakami et al. CFD standing < 0.12 4.3
Sorensen and Voigt CFD seated stagnant 3.13
Topp et al. CFD seated 0.05 7.4
Voigt CFD seated 0.025 6.1
Brohus Experiment standing < 0.05 3.86
de Dear et al. Experiment standing < 0.1 3.4
de Dear et al. Experiment seated < 0.1 3.3
Also Zhang et al. [2009b] considered the accuracy in modelling human thermoregulatory responses.
In figure 2.2 Zhang et al. compare the mean convective heat transfer coefficient of the human body
from a number of published experimental studies over the past decades. The figure points out a
wide range of uncertainty.
This wide dispersion of values might be expected because of the many variables involved: body
posture, involuntary movement, air velocity and orientation, type of airflow (laminar or turbu-
lent), and skin-air temperature difference. Comparing these values to the results obtained by heat
transfer theory can help to classify existing experimental data. Rapp [1973] conducted a com-
parison using a 0.75 m size sphere because of its ability to quantitatively characterize the mean
convection coefficient of a nude man in resting-sedentary postures in the case of mixed convec-
tion. Rapp compared 10 different studies and arrived at an average convective heat transfer coef-
ficient of 3.8 Wm−2K−1 with a maximum deviation of ±1.7 Wm−2K−1 in the environmental ranges
of v = 0.06 - 0.2 m/s and ∆T = 4−20 K. The corresponding theoretical mean is 4.1 Wm−2K−1 with
a maximum deviation of ±0.75 Wm−2K−1. Lee et al. [1990] examined not only the average convec-
7
Human physiology 2.2 Passive System
Figure 2.2: Whole body convective heat transfer coefficient from various published works (taken
from Zhang et al. [2009b])
tive heat transfer coefficient, but also compared the local heat transfer coefficient along a thermal
manikin constructed of heated cylindrical parts with the heat transfer taking place along a vertical
plate (figure 2.3). Natural convection along the vertical plate is evaluated for a constant heat flux
of 50 W/m2 according to Holman [1990].
Figure 2.3: Natural convection around human body and along a vertical plate (Lee et al. [1990])
The results show that determining the convective heat transfer coefficient is a very complex task. In
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many cases the human body can be approximated by simple geometrical shapes. But in the case
of controlled indoor environments, the foregoing range of ambient velocities defines the mixed
convection regime. In this case, the relevant forces are not always clear and react in a very complex
way. Furthermore, the human body shows irregularities and differences in individual postures.
Consequently, the convective heat transfer coefficient always has to be viewed with some degree
of uncertainty.
In order to get a good resolution of local flow effects, own calculations were combined with numer-
ical flow simulations. From these simulations, convective and radiative heat transfer coefficients
for the single parts were extracted. In literature test cases where heat transfer coefficients could
not be taken directly from simulations, empirical data from de Dear et al. [1997] were used. For
this study, a thermal manikin composed of 16 body segments was used to generate radiative and
convective heat transfer coefficients to be used directly with the 33 NCM. Furthermore, the study
distinguishes between natural and forced convection and between standing and seated postures.
Table 2.4: Body segment convective heat transfer coefficients for seated position (de Dear et al.
[1997])
Body segment hc [W/(m2K)]
(v < 0.1 m/s)
hc [W/(m2K)]
(v > 0.1 m/s)
Head 3.7 4.9v0.73
Chest 3.0 9.1v0.59
Back 2.6 8.9v0.63
Pelvis 2.8 8.2v0.65
Shoulder 3.4 11.2v0.62
Arm 3.8 11.6v0.62
Hand 4.5 12.6v0.60
Thigh 3.7 8.9v0.60
Leg 4.0 12.9v0.56
Foot 4.2 12.8v0.55
Whole body 3.3
All heat transfer coefficients were evaluated at or near 101.33 kPa. In airplane cabins for example
the lower cabin pressure causes a shifting of the ratio of convection and radiation with different air
density. Parsons [2001] has a formula for correction under different pressures so that:
hcc = hc (pt /101330 Pa)0.55 (2.7)
This formular allows a transfer of existing comfort studies to flight conditions.
For calculating the convective heat loss, surface area A is also needed. The most frequently used
formula for calculating body surface area is the one proposed by DuBois and DuBois [1916]:
AD = 0.202 m/(kg))0.425l/(m))0.725 (2.8)
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In most cases, it is applied to a 70 kg man who is 1.73 m tall, which results in a nude surface area of
1.8 m2.
The human body surface area is changed by clothing. The correction factor fcl accounts for the
increase in the surface area.
fcl = Acl /AD (2.9)
An estimation of fcl under consideration of the clothing suite is given in equation 2.13.
2.2.2 Conduction
Conduction is the transfer of heat through matter, from a region of higher temperature to a region
of lower temperature. In the human body, heat is transferred by conduction between individual
body parts and from the body surface through clothing. The basic relationship for one dimensional
heat transfer by conduction is defined by Fourier’s Law of Conduction:
Q˙ = k A dϑ
dx
≈ k A∆ϑ
∆x
(2.10)
Thermal conductivity k is a property of the material through which heat is being conducted. For
living tissues, thermal conductivity can be differentiated into two types: intrinsic and effective
conductivity. Intrinsic thermal conductivity does not include the effects of blood perfusion. Effec-
tive thermal conductivity, which includes the effects of perfusion, is always higher than intrinsic
thermal conductivity. Blood perfusion is distributed diffusely throughout the tissue and is more
of a convective process. For the purpose of mathematical modelling, however, blood heat transfer
is not considered in the same way as convection is in the subsection above. Blood heat trans-
fer is normally considered to be an addition or removal of heat transported in the blood, and an
additional term is added to the generalized conduction equation. The additional term was first
introduced by Pennes [1948] in his bioheat equation.
Q˙ = m˙cp∆ϑ (2.11)
In initial assumptions, the temperature difference ∆ϑ is set to a heat transfer between local tis-
sues and blood with core temperature. (e.g. Stolwijk [1971]) This assumption is retained for the
head and the trunk. In this area, the blood flow is relatively large and constant. Furthermore, ves-
sel length is relatively short so that heat exchange effectiveness is small and blood temperature is
almost the same as core blood temperature. In the limbs the assumption is less valid. The tem-
perature drop can reach up to 2 K or greater. (Huizenga et al. [2001]) In the extremities, the effect
of countercurrent heat exchange, first described by Mitchell and Myers [1968], becomes apparent.
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The general phenomenon of heat transfer in a limb is depicted in Figure 2.4. Heat will be trans-
ferred from the arterial to the venous flow and from both, the arterial and venous flows, to the
environment. This is why Pennes’ perfusion source term overestimates the actual blood perfusion
effect in two ways. First, arterial temperature is assumed to be equal to body core temperature.
Second, it assumes that all the heat leaving the artery is absorbed by local tissue and that there is
no venous rewarming. Weinbaum et al. [1997] therefore suggested a correction coefficient to ac-
count for the fact that the venous return temperature is not the average local tissue temperature.
The correction coefficient is equivalent to heat exchanger effectiveness and used for the 33 NCM
(see 7.2.2).
Figure 2.4: Schematic diagram of countercurrent heat exchange
Other models distinguish between tissue and major vessels. (Arkin et al. [1994]). In addition to the
distinction between tissue and major vessels, the tissue layer itself can be further subdivided.
Bergmann first formulated the differences between core and shell tissue in 1845 (Aschoff and
Wever [1958]). The shell acts as a heat exchanger with the blood acting as the working fluid. The
organism sacrifices control over shell temperature in order to keep core temperature constant. Im-
proved modelling capacities in terms of computational resources led to a further subdivision into
the widely used four layers with core, muscle, fat and skin or even more layers. The 33 NCM only
distinguishes between core and skin. (see 7.2.2)
For most people, a bigger part of their skin is covered by clothing for most of their lives. That is
why clothing needs to be taken into account when trying to determine the heat transfer rate. To
have something easily visualized and related to clothing Gagge et al. [1941] first proposed the clo
unit to replace the rather physical unit of m2KW−1 of thermal resistance. One clo is the thermal
insulation required to keep a sedentary person comfortable at an operative temperature of 21 ◦C.
One clo is representative of the insulation of a typical business suit and has an average value of
0.155 m2KW−1.
Although there is a multitude of tables providing measured values for various clothing ensembles
(e.g. ISO 9920 [2007], McCullough and Huck [1985]), it is often not possible to find a clothing
ensemble that has already been measured. In such a case, a summation formula for the single
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insulations of garment i can be used according to ISO 9920 [2007]. The single insulations already
include a weighting according the percentage of area.
Icl =
∑
Iclu,i (2.12)
For a clothed body, the surface area is increased. The correction factor fcl can also be taken from
tables or estimated based on clothing insulation. (ISO 9920 [2007]):
fcl = 1.0+0.28
1
clo
Icl (2.13)
This equation is an approximation only, and other values of the coefficient have also been used.
2.2.3 Radiation
Radiation is the transfer of heat in the form of electromagnetic waves. In contrast to convection
and conduction, where physical contact is required, radiation only needs an unobstructed view
from one object to another. The Stefan-Boltzmann law states that radiative heat transfer depends
on the fourth power of the bodies’ absolute temperature:
Q˙ = ²AσT 4 (2.14)
As radiation is emitted from a surface in all directions, only fractions of it will actually strike other
surfaces. This fraction is called the shape factor F. The net heat transfer which is exchanged by di-
rect radiation heat transfer is proportional to the difference of the fourth power of the temperature
difference. For a clothed human body it is than:
Q˙ = ²σAF (T 4cl −T 4env ) (2.15)
It is more convenient, however, to indicate the basic relationship for heat transfer by radiation in
the same form as that for convection, using only a simple temperature difference and defining a
radiant heat transfer coefficient hr :
Q˙ = hr AF (Tcl −Tenv ) (2.16)
Within the range of thermal environments for humans, the radiation heat exchange relation may
be linearized using a Taylor series expansion around Tenv which gives:
Q˙ = 4²σT 3env AF (Tcl −Tenv ) (2.17)
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The linearized radiative heat transfer coefficient may then be calculated by:
hr = 4²σ Ar
AD
[273.2 K+ Tcl +Tenv
2
]3 (2.18)
² can be assumed to be 0.95 for skin and clothing. (Parsons [2001]) A correction factor Ar /AD must
be applied to the radiative heat transfer to account for the area of the body which is effective in
radiant heat compared to the total DuBois surface area. This means that radiative heat transfer,
like convective heat transfer, also depends on the human posture. Since no fluid properties are
involved in radiative heat transfer, the number of variables is reduced, and the impact of posture
becomes even stronger. Ward and Underwood [1967] studied the body’s radiation area in a vari-
ety of postures using a photographic technique. The silhouettes shown in figure 2.5 provide an
impression of the wide variety of radiation areas. For a standing person, for example, the inner
surfaces of the arms and legs do not contribute to radiation heat loss since they radiate back to the
body.
Figure 2.5: Silhouettes of the human body for the activities of walking, crouching, shovelling, sit-
ting, kneeling and planting (taken from Ward and Underwood [1967])
The fraction Ar /AD can be estimated for different positions of a person as 0.7 for sitting, and 0.77
for standing. (ISO 7933 [2004]) Figure 2.6 shows the dimension of relevant surface areas for a nude
human body with a surface area of 1.8 m2 with respect to the different heat transfer mechanisms
in a standing and sitting position.
As it is not always possible to solve the equation for hr explicitly, there are several ways to derive
radiative heat transfer coefficients for individual body segments. As with the convective heat trans-
fer coefficient, Stolwijk [1971] applied coefficients for cylinders and spheres. de Dear et al. [1997]
obtained hr values for each segment of the unclothed body by using a thermal manikin with its ra-
diative and convective loss fractions separated. Just as in the case of convection (subsection 2.2.1),
those data were used to supplement my own evaluations in cases where detailed numerical flow
simulations did not exist. (Table 2.5)
2.2.4 Evaporation
In hot environments, sensible heat transfer becomes insufficient for removing the body’s metabolic
heat due to a missing temperature gradient. Another important mode of heat loss, therefore, is
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Figure 2.6: Dimension of relevant surface areas with respect to the different heat transfer mecha-
nisms in a standing and sitting position
evaporation. Evaporation is the transfer of heat through the conversion of liquid into a vapour, a
phase change that requires heat. Evaporative heat loss can be computed in a way analogous to
that of computing convective heat transfer. Instead of a temperature gradient, a partial pressure
gradient is the driving force in this case.
Q˙ = he A(psk,s −pa) (2.19)
The Lewis relation can be used to relate convective and evaporative heat transfer coefficients ac-
cording to Parsons [2001]:
he
hc
= LR (2.20)
Under typical indoor conditions, the Lewis ratio equals approximately 16.5 K/Pa.
As for the convective heat transfer coefficient, Parsons [2001] likewise provides a formula for cor-
recting the evaporative heat transfer coefficient under different pressures:
hec = he (101330 Pa/pa)0.45 (2.21)
If we look at evaporation in a bit more detail, it is made up of three components (Johnson [1991]):
1. Evaporation from the respiratory system
2. Nonregulated evaporation from the skin
3. Regulatory sweat evaporation
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Table 2.5: Body segment radiative heat transfer coefficients for a seated position (de Dear et al.
[1997])
Body segment hr [W/(m2K)]
Head 3.9
Chest 3.4
Back 4.6
Pelvis 4.8
Shoulder 4.8
Arm 5.2
Hand 3.9
Thigh 4.6
Leg 5.4
Foot 4.2
Whole body 4.5
During respiration, the body loses both sensible and latent heat by convection and evaporation of
heat and water. The inhaled air is heated to core temperature in the lungs, and heat is transferred
in exhaled air to the environment as Cr es . Furthermore, the lungs moisten the inhaled air. When
exhaled, therefore, heat Er es is transferred from the body core to the outside environment. Total
respiratory heat loss can be calculated from equation 2.22. (Parsons [2003])
Cr es +Er es = [0.0014 W
K
(34−ϑa)+0.017 1
Pa
M(5.867 Pa−pa)] (2.22)
M is the rate of heat production and discussed in subsection 2.2.5. It is assumed that under normal
circumstances, pulmonary ventilation rate is primarily a function of metabolic rate.
Unstressed skin always sweats about 6 percent of its maximum capacity as nonregulated evapo-
ration Eb . (Parsons [2001]) Regulatory sweating Esw comprises the remaining 94 percent of maxi-
mum capacity. So the evaporative heat loss E at the skin surface is:
E = Eb +Esw (2.23)
The six percent apply only to the portion of skin not covered sweat so that the nonregulated sweat
is:
Eb = (1−
Esw
Emax
)0.06Emax (2.24)
The maximum evaporative heat loss Emax is given by the basic parameters and equation 2.19. For
determining the evaporative heat transfer coefficient he , the evaporative resistance of clothing has
to be taken into account. As for the thermal resistance of clothing, there are several studies on
evaporative resistance. (e.g. Havenith et al. [1999] and McCullough et al. [1989])
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ISO 7933 [2004] and ISO 9920 [2007] refer to two methods for determining evaporative resistance
of clothing ensembles:
. The use of Fp,cl , a reduction factor for evaporative heat loss with clothing, compared to the
nude person
. The use of icl , the permeability index of clothing, which provides the relation between evap-
orative and dry heat resistance of clothing
In the following, the icl approach will be used. For typical clothing ensembles, icl can be assumed
to be 0.34 according to ISO 9920 [2007]. The relation to he is given in 7.13.
2.2.5 Heat production
Heat production is an important function of the human body. Heat is produced according two
classifications:
1. basal metabolic rate M
2. mechanical work W
The basal metabolic rate is the summation of heat produced by all the chemical and mechani-
cal processes generally based on the body’s oxygen intake. Oxygen is transported in the blood-
stream to the body’s cells where it is used to burn food as a combination of carbohydrates, fats,
and proteins. The basal metabolic rate is very difficult to measure and is affected by age, sex, race,
emotional state, body temperature, and epinephrine and thyroxine levels circulating in the blood.
(Johnson [1991]) Yet a rough balance shows that assuming a distinction between a core and a shell
layer, as already proposed in the case of conduction, is valid for heat production, too. (Aschoff
and Wever [1958]) There have been several efforts to reduce individual variability in estimates of
metabolic heat production and to find a commonly used measure. (Byrne et al. [2005]) The most
widely used definition, the met unit, was formulated by Gagge et al. [1941], who also came up with
the clo unit. One met is defined as the metabolic rate of a sedentary person (seated, quiet) per unit
DuBois area.
1 met= 58.1 W
m2
(2.25)
The metabolic rate can be taken from tabulated data as ISO 8996 (ISO 8996 [2005]).
The mechanical work W done by skeletal muscular contraction is often expressed in terms of the
body’s mechanical efficiency µ.
µ= W
M
(2.26)
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According to Parsons [2001], mechanical work can be assumed to be zero for most indoor situa-
tions.
According to equation 2.1, the body’s heat generation must be balanced by its heat output, whereas
heat output and the fraction of the described passive heat loss mechanisms depend on the ambient
temperature. Figure 2.7 shows the heat loss of a lightly clothed person in a relaxed sitting position
for an air velocity of 0.1 m/s derived from the 33 node comfort model. The data are in good agree-
ment with those by Recknagel et al. [1992], which are related to air temperature, however. The used
radiant temperature is unknown. For data generation with the 33 NCM, radiant temperature was
set to be equal to air temperature. This explains the strongest difference in the fraction of radiative
heat loss.
Figure 2.7: Heat loss of the human body according to the 33 NCM
Figure 2.8: Heat loss of the human body according to Recknagel et al. [1992]
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2.3 Active system
The passive heat transfer model is controlled by a dynamic active system of thermoregulation.
The active model does not alter the nature of the heat transfer model; it rather serves to control
heat transfer coefficients and the intensity of the various heat transfer mechanisms. Figure 2.9
illustrates the influence of the active control mechanisms on the passive system.
Figure 2.9: Heat loss mechanisms of the active system
2.3.1 Thermoreceptors
Today, the most widely used model for describing the active system is that of an engineering sys-
tem regulating core and skin temperature. While it is not fully driven by experimental or theoretical
evidence, it does provide a useful analogy, since the many interacting influences in a biological sys-
tem preclude their complete description by a simple set of control equations. (Bligh [1985]) The
input parameters of the control loop to keep body temperature constant are assumed to be the per-
turbation signals emitted by thermoreceptors. Thermoreceptors are small, unencapsulated nerve
endings distributed unevenly throughout the body. They can be differentiated into four discrete
types: cold receptors, warm receptors, cold pain receptors, and hot pain receptors. Each receptor
is activated in a specific range. The relative degrees of stimulation determine the person’s per-
ception at different levels of cold and warmth. A comparison between two different studies on
the discharge frequency of thermoreceptors in figure 2.10 generally shows the same behaviour.
The largest differences occur in the range of very low impulses over a range of temperatures from
about 29 ◦C to 37 ◦C. This is exactly the range where adaptation occurs. The receptors’ firing rate
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varies, depending on whether the body is adapted to a temperature or not. Data from Kenshalo
[1970] clearly show the process of adaptation. A stimulator was placed on the arms of human sub-
jects who were asked to keep the stimulator at a "just perceptibly warm" or "just perceptibly cool"
temperature level. Figure 2.11 shows the course of adaptation to warm and cool temperatures for
one test person extracted from Kenshalo’s data. The process of adaptation makes the exact mea-
surement of thermoreceptor activity difficult.
Figure 2.10: Qualitative discharge frequencies of thermoreceptors according Arens and Zhang
[2006] and Schmidt and Schaible [2006]
Figure 2.11: The temporal course of adaptation to just perceptibly warm and cool (according Ken-
shalo [1970])
With regard to the control loop, adaptation also means a change in set-point temperature. Per-
turbation signals coming from the receptors are directly proportional to the deviation of the con-
trolled temperature from a set-point temperature. Possible changes in set-point temperature ex-
plain apparent anomalies whereby the skin can feel ’cool’ at a temperature level greater than that
where the skin feels ’warm’. Different body parts possess different set-point temperatures. The
signals received from the thermal sources are summed up in the hypothalamus. For a warm sum
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signal, the hypothalamus causes vasodilation and sweating. A reduction in skin temperature pro-
duces vasoconstriction and shivering. Cabanac and Massonnet [1977] found that there is no inter-
val or ’dead band’ between the shivering response and the responses of vasodilation and sweating.
He therefore stated that the homoeothermic organism is likely to be permanently equilibrated be-
tween hyperthermia and hypothermia, and that thermal neutrality is only virtual.
It can be stated that the change rate of the sensor signal also has an influence, but available empir-
ical data are insufficient for providing a mechanism for predicting effects.
Figure 2.12 shows a model of how human energy balance regulation is implemented in the 33
NCM. It breaks the actual regulatory system down into three subsystems: controlling, effecting,
and regulating elements. The controlling system generates error signals based on temperature
differences between set point temperature and actual temperature, which is comparable to the
work of the hypothalamus. The hypothalamus then initiates signals for the effecting systems.
Figure 2.12: Schematic representation of the regulation of the human energy balance as control
loop
The effecting signals of the 33 NCM depend on the operative temperature as shown in figure 2.13.
The muscular, vascular, and sweat production functions regulate the body heat content in direct
interaction with the external climate.
2.3.2 Sweating
In addition to nonregulated evaporative heat loss, there is also regulated sweating. The nervous
system activates the eccrine sweat glands through nerve fibres that stimulate the release of the
neurotransmitter acetylcholine. Sweating does not begin simultaneously all over the body, how-
ever. Generally it starts at the extremities and expands toward the central regions. The first area to
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Figure 2.13: Schematic representation of the characteristic curves of the active control mechanism
in the 33 NCM
produce sweat is the forehead, followed, in this order, by the upper arms, hands, thighs, feet, back,
and abdomen. (Arens and Zhang [2006])
A well-acclimatized person can sweat as much as 2-3 litres/hour, which, when evaporated, re-
moves about ten times the basal body heat production. If the maximum sweat cooling capac-
ity is reached for about 3-4 hours, the sweating mechanism fatigues. (Johnson [1991]) The sweat
mechanism can also drop off abruptly, when a local skin area has been thoroughly wet for periods
exceeding two hours. (Arens and Zhang [2006])
2.3.3 Shivering
Bligh [1985] describes shivering as an asynchronous contraction of muscle fibres producing heat
with no net external muscular work. Depending on its intensity, shivering can increase metabolic
heat production by up to around five times the non-shivering level for short periods of time. (Par-
sons [2003]) Although shivering is very effective in increasing metabolic heat production, the ad-
ditional heat produced can be lost to the environment. It can also increase the amount of heat loss
due to the destruction of a stable boundary layer.
2.3.4 Vascular system
The primary function of the vascular system is to transport nutrients and waste products to and
from the cells of the body. But the vascular system also produces changes in the body’s thermal re-
sistance. For example, the body may reduce blood circulation (vasoconstriction) to keep the heat
within the body. During vasodilation, the blood flow is enhanced with blood returning near the
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skin to increase the availability of heat transfer from the skin to the environment. In cold condi-
tions, the blood flow can be reduced down to a basic supply volume just sufficient for transporting
oxygen to the cells. In this case, the gradient across the skin can reach 10 K. In heat, dilation can
cause an eight-fold increase in skin conductance, producing a gradient from the body’s central
core temperature to skin surface temperature that is less than 1 K. (Arens and Zhang [2006])
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3 Thermal sensation and comfort
3.1 Thermal sensation
Gagge et al. [1967] point out the work of Roman philosopher Galen, who suggested adding a sense
of heat and cold to the five traditional human senses, as the beginning of systematic research on
thermal sensation. Defining sensation is far from being an easy task, however. Auliciems [1981]
cites several researchers who pointed out that it is very difficult to define the meaning of sensa-
tion without creating confusion. Bevan [1958], for example, claimed that the very word sensation
should be eliminated from scientific usage altogether. Thermal sensation, he argued, was related
to how people ’feel’ and would typically classify their thermal states using words such as warm,
neutral, and cold. It is not possible, however, to define sensation in physical or physiological terms.
As a consequence, many studies have tried to at least correlate physical conditions and physiolog-
ical responses with thermal sensation. Parsons [2003] distinguishes between three different types
of studies. Physiologists study thermoreceptor behaviour and attempt to relate this to thermal sen-
sation. Studies in classical psychophysics investigate the relationship between physical intensity
and psychological sensation, attempting to determine psychophysical laws. Designers and engi-
neers consider whole-body thermal sensation as related to the thermal state of the body or parts
of it. The latter approach has also been adopted in the present study. Thermoreceptors, already
described in 2.3.1, serve as the combining element in this case.
Thermoreceptors respond to thermal stimuli. In the middle of the 19th century, Fechner believed
there was a fixed correlation between a physical stimulus on a sense organ and the resulting sensa-
tion. He finally suggested a logarithmic correlation. Some critics were quick to point out, however,
that Fechner’s correlation gave only a poor description in the upper and lower parts of the sensa-
tion range. Almost one hundred years later, Stevens replaced the logarithmic relationship with a
power function. The relationship is given by:
ψ−ψ0 = const (φ−φ0)n (3.1)
where ψ is sensation and ψ0 absence of sensation, φ thermal stimulus and φ0 point of neutrality,
and n the exponent varying in value according to different sense modalities. The sigmoidal curve
of the power function could be observed in several studies.
Thermoreceptors are distributed unevenly across the skin, with some responding to warm stimuli
and some to cold. The distribution of cold and warm receptors is shown in table 3.1. There are
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about ten times more cold receptors than there are warmth receptors, a proportion which suggests
that humans are more sensitive to cold stimuli. Gray et al. [1982] could confirm this behaviour in
their studies, finding that the threshold to warming was almost seven times higher than that for
cooling.
Table 3.1: Number of cold and warm spots per cm2 in human skin (Arens and Zhang [2006])
Body parts Cold spots Warm spots
Forehead 5.5-8
Nose 8 1
Lips 16-19
Other parts of face 8.5-9 1.7
Chest 9-10.2 0.3
Abdomen 8-12.5
Back 7.8
Upper arm 5-6.5
Forearm 6-7.5 0.3-0.4
Back of hand 7.4 0.5
Palm of hand 1-5 0.4
Finger dorsal 7-9 1.7
Finger volar 2-4 1.6
Thigh 4.5-5.2 0.4
Calf 4.3-5.7
Back of foot 5.6
Sole of foot 3.4
The receptors not only react to static temperature, but also to the rate of temperature changes.
While they are strongly stimulated by abrupt temperature changes at first, for example, sending
impulses at a high frequency, the level of stimulation decreases rapidly during the first minute and
then slows down progressively until it reaches a steady level. This is why a person’s sensations are
stronger when skin temperature is actively falling or rising than when temperature remains at the
same level. (Arens and Zhang [2006]) Overreaction during transient exposure is also described as
’overshoot’. (de Dear et al. [1993]) Research for the present study has been restricted to steady state
conditions, but the configuration of the 33 NCM allows for an expansion to transient conditions.
In the case of steady level temperature, the receptors are able to adapt for a temperature range from
about 29 ◦C to 37 ◦C, as explained in subsection 2.3.1. A simple experiment described by English
philosopher John Locke clarifies this familiar phenomenon. A person places one hand in a basin
of warm water and the other in a basin of cool water. After a short time, both hands are placed
together in a third basin of water, which is at an intermediate temperature. The hand previously
submerged in warm water feels cool while the hand previously placed in cool water feels warm
even though they are actually exposed to the same temperature.
In search of a relation between thermal sensation and the thermal state of the body Gagge et al.
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[1967], identified skin temperature. Fiala et al. [2003] identified body core temperature, which also
shows fluctuations in a narrow range around the thermo-neutral body core temperature of 36.8 ◦C,
as another signal affecting thermal sensation. In the case of steady state conditions, skin and core
temperatures react analogically to each other. Skin temperature has the advantage of being easier
to validate using literature data and my own thermographic pictures, which is why it was chosen
as the relevant signal for the 33 NCM. In the case of an expansion to transient conditions, this
correlation has to be reviewed carefully.
Sensitivity to thermal stimuli varies between different body surface areas. Nadel et al. [1973] ap-
plied thermal irradiation to selected skin areas to determine local thermal sensitivity to warm
stimuli. Sensitivity was measured by the effect of skin temperature changes on the sweating re-
sponse. The temperature change of the face was approximately three times as effective as the
same stimulus on the thigh. Chest, abdomen, and thigh areas were relatively similar in their sen-
sitivity. The lower legs were relatively insensitive as compared to other skin areas. Marks [1971]
also used the method of thermal irradiation to explore how sensations of warmth depend on the
intensity and spatial extent of skin heating for the forehead and back. The results for both areas,
forehead and back, can be described by the psychophysical power equation 3.1 with irradiation
as the thermal stimulus. The forehead is much more sensitive to heating than the back. Stevens
et al. [1974] broadened the scope of these studies by analysing power functions on regional differ-
ences. All stimulated body areas showed the same spatial summation: the larger the stimulus area,
the greater the estimated magnitude of warmth. Given the same stimulus area, the cheek is just
about as sensitive as the forehead, whereas the lower arm and the calf are far less sensitive than
the forehead. Crawshaw et al. [1975] summarized regional differences using weighting factors for
a functional mean skin temperature determined by thermal sensitivities as well as area weighting.
The weighting factors show that the lower leg, for example, is particularly insensitive to heat, but
has about the same sensitivity to cold as the chest, thigh, and abdomen. This finding implies that
functional warm and cold input may not be evenly distributed, an assumption that is also proven
by my own experimental data and implemented in the psychological part of the model.
Nielsen and Nielsen [1984] analysed the influence of skin temperature distribution on thermal
sensation in a cool environment of 10 ◦C using two different types of clothing. They were unable to
find the kind of correlation between local sensation of cold and local skin temperatures that other
studies had shown. A relationship was found, however, between the general thermal vote and
rectal and mean body temperature. From the finding that a large difference in distribution of skin
temperature did not affect general thermal sensation, they derived a central spatial summation of
all afferent thermal information. By removing part after part of a garment covering the whole body
except for the head, the hands, and the feet, Hanada et al. [1982] observed that when the chest
area was exposed, the change in general thermal sensation for a given change in T¯sk was largest.
Tamura and An [1993] also observed that removing torso clothing resulted in a decrease in skin
temperatures for both the torso and the extremities. Removing clothes covering the extremities,
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however, influenced only the regions surrounding the bared parts.
Table 3.2: Mean skin weighting factors by weighting for area and sensitivity of local sweating rate
to warming and cooling (Crawshaw et al. [1975])
T¯sk , warming T¯sk , cooling
Face 0.21 0.19
Chest 0.1 0.08
Upper back 0.11 0.09
Abdomen 0.17 0.12
Upper legs 0.15 0.12
Lower Legs 0.08 0.15
Upper arms 0.12 0.13
Lower arms 0.06 0.12
Sum 1 1
Research on how global thermal sensation is modified by changes in local sensation is still limited.
Most of the existing research on thermal sensation was conducted in uniform thermal environ-
ments, e.g. Rohles et al. [1974], Gagge et al. [1967] and Nielsen and Nielsen [1984]. The weighting
factors determined for these studies were only defined and used to obtain different formulas for
mean skin temperature. (e.g. Ramanathan [1964],Crawshaw et al. [1975]). A further correlation
of how people integrate sensations from all of their body parts when assessing their whole-body
thermal sensation is not considered in those studies. Only Hagino and Junichiro [1992] and Zhang
et al. [2009a] explicitly considered non-uniform environments and determined the weight of local
sensation votes in predicting overall sensation. But then again, Hagino only considered the spe-
cial case of automobile applications, and Zhang designed special climate chamber experiments in
which the entire surface of a body segment was cooled or heated by using a sleeve of conditioned
air that enclosed the segment. A comparison to my own study shows that these results cannot be
generalized and need to be adapted to other situations.
3.2 Thermal comfort
While thermal sensation depends mainly on thermoreceptor activity, thermal comfort reflects peo-
ple’s general feelings regarding their bodies’ thermal state. This makes thermal comfort more dif-
ficult to predict. Yet the provision of thermal comfort is fundamental to human existence and has
always been a major consideration. Chrenko [1974] cites Michael Faraday’s (1835) conclusion that
using air temperature alone for determining optimum conditions is inadequate. As the relations
that cause a feeling of comfort are very complex, the most commonly used definition according to
ASHRAE 55 [2004] is very general: "Thermal comfort is that condition of mind which expresses sat-
isfaction with the thermal environment." The goal of identifying clear correlations between ther-
mal comfort and physical environment or physiological state was mainly pushed by heating and
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ventilation engineers concerned with air conditioning in buildings. Classical studies include those
by Houghten and Yaglou, who attempted to identify various combinations of temperature and hu-
midity to produce equivalent feelings of comfort. According to Fanger [1970], the interaction of six
fundamental factors defines the human thermal environment and its sensation of thermal com-
fort. Ambient temperature, radiant temperature, humidity, and air movement are the four basic
environmental variables, which are complemented by metabolic rate and clothing as behavioural
variables.
Benzinger [1979] defined the skin, with its multitude of cold-receptors, as the origin of cold-dis-
comfort, while the central warmth-sensitive organ in the hypothalamus is the origin of warmth-
discomfort. Ideal thermal comfort, therefore, is defined as the absence of punitive impulses from
both of these receptor fields, which means that comfort is always correlated with thermoregula-
tory needs, and the affective dimension of sensation depends directly on the biological usefulness
of the stimulus to the subject. A term describing this kind of behaviour is ’alliesthesia’. Alliesthesia
describes the fact that sensory stimuli can arouse pleasant or unpleasant sensations, depending
on a person’s internal state. (Cabanac [1992]) Allesthesia causes a typical X-shaped pattern for hy-
perthermic and hypothermic thermal states plotting the comfort vote against the corresponding
stimulus temperature. Figure 3.1 shows the relation of mean hedonic ratings to stimulus inten-
sity under three internal body temperature conditions for a group of subjects examined by Mower
[1976]. The results affirm the observations made by Cabanac [1969] that, under neutral conditions,
the most comfortable scale is close to a vote of "indifferent". Local cooling or heating produces
great comfort only in hyper- and hypothermic conditions, respectively.
Figure 3.1: Group mean category judgements of thermal pleasantness as a function of stimulus
temperature under three conditions of internal body temperature (from Mower [1976])
Using data from the ProKlimA study, Bischof et al. [2007] found that thermal sensation is largely
independent of extraphysical effects. Thermal comfort, in contrast, was found to be dependent on
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activity characteristics, work satisfaction, and the type of climatisation.
Pellerin et al. [2004] analyzed human thermal discomfort in heterogeneous but steady environ-
ments in the vicinity of physiological and sensory thermoneutrality. Local unpleasantness analy-
sis suggests a local origin of cold discomfort, which means that local unpleasantness needed to
be felt on a certain number of body surfaces. Warmth discomfort, in contrast, has a global origin.
They also suggested that certain body surfaces may have more or less importance regarding the
expression of cold or warmth discomfort.
The test persons’ comfort voting in the cabin mock-up considered in the present study shows a
different weighting of different body parts, as in the case of thermal sensation. The relevant body
parts, however, are not identical in terms of thermal sensation and thermal comfort. But thermal
unpleasantness cannot be pulled together just by using a certain number of body parts felt to be
uncomfortable.
3.3 Measurement of psychological responses
In order to obtain information about thermal sensation and thermal comfort as psychological re-
sponses, a method that draws its data from the psychological contents of people’s brains is needed.
Methods for measuring psychological responses range from psychophysical techniques to simple
scales. The assumed relationships in traditional thermal comfort research can roughly be summa-
rized as shown in table 3.3. (Auliciems [1981])
Table 3.3: Assumed relationships in traditional thermal comfort research (Auliciems [1981])
Environmental
warmth
Thermoregulatory
response
Thermal sensation Assumed comfort
level
hotter than neutral sweating warm-hot unacceptable
nearly neutral vaso-dilation slightly warm acceptable
neutral minimal none maximum
nearly neutral vaso-constriction slightly cool acceptable
colder than neutral thermogenesis cool-cold unacceptable
Most practical studies have used simple scales because of their ability to make inner feeling both
public and measurable in quantitative ways. The steps of the scales typically range from 3 to 25.
Most scales are designed symmetrically around neutral sensation, although some show more cat-
egories in anticipated ranges of response to pronounced stress conditions. The most frequently
employed scales, however, have been the Bedford and ASHRAE scales featuring seven categories
each, as shown in Table 3.4. (Auliciems [1981]) The Bedford scale is commonly used in the UK,
while the ASHRAE scale is more common in the US.
Since the Bedford scale tends to confound warmth and comfort, the ASHRAE scale is sometimes
preferred. For additional information on the comfort level, a six-point general comfort scale (very
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Table 3.4: ASHRAE and Bedford sensation scales
ASHRAE scale Bedford scale Common numerical coding
Hot Much too warm +3
Warm Too warm +2
Slightly warm Comfortably warm +1
Neutral Comfortable 0
Slightly cool Comfortably cool -1
Cool Too cool -2
Cold Much too cool -3
comfortable to very uncomfortable) is often used besides the ASHRAE scale. The division of the
scales may seem very intuitive, but McIntyre [1976] pointed out that, for measuring thermal sensa-
tion, the number of separate stimuli that can be unambiguously identified is limited by the range of
absolute judgement. Choosing a total of seven categories thus seems to be the optimum. Reducing
the comfort scale to six points results in a break in the middle of the scale between "just uncom-
fortable" and "just comfortable", forcing subjects to make a broad choice between comfortable
and uncomfortable. The problem with using scales, however, is that they need verbal descriptors
which may not mean the same to all people. Furthermore, words may not be easily translatable
into other languages. The questionnaire for the human subject tests used in this study is based on
the ASHRAE scale and the six-point comfort scale. (see Appendix)
3.4 Thermal comfort in standards
In order to assess thermal comfort, thermal comfort standards shall provide the target criteria for
the relevant thermal environmental parameters, together with the methods for their prediction or
measurement. Key indoor thermal climatic parameters therefore have to be defined, and their in-
fluence on occupants has to be quantified. Findings from a broad body of international research
have been incorporated into international standards. Thermal comfort research is mainly based
on two distinct concepts. Laboratory-based methods (climatic chambers) have evolved into deter-
ministic stimulus response standards and are mainly affected by Fanger’s PMV-PPD model (Fanger
[1970]). Field-based research has informed an adaptive approach to standards. This approach is
expressed by the following adaptive principle: If a change occurs that produces discomfort, people
react in ways which tend to restore their comfort. By linking the comfort vote to people’s actions,
the adaptive principle links the comfort temperature to the context in which subjects find them-
selves. (Nicol and Humphreys [2002])
In general, standards can be divided into three categories. The first group considers the thermal
environment itself, the second group consists of the supporting standards, and the third group
comprises the standards for special applications. The standards considering the thermal environ-
ment can be further subdivided into the three principal areas of hot, moderate, and cold environ-
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ments. Figure 3.2 gives an overview of the standards.
The purpose of the standards addressing thermal environment is to specify the combinations of
indoor environmental factors and personal factors that will produce acceptable thermal environ-
ment conditions. Environmental factors include temperature, thermal radiation, humidity, and air
speed. Personal factors are those of activity and clothing. In addition to general thermal comfort,
the ASHRAE Standard 55 also addresses local thermal discomfort draught, high vertical temper-
ature difference, floor temperature, and radiant temperature asymmetries. ASHRAE 55 and EN
15251 also present an adaptive algorithm which defines variable indoor temperature in terms of
the running mean of the outdoor temperature.
The supporting standards specify the methods for measuring and estimating the physical quanti-
ties characterizing an environment as well as the thermal characteristics of clothing and of metabolic
heat production.
The standards for applications consider thermal comfort in vehicles.
Figure 3.2: Standards in the field of thermal comfort research
As the research work is mainly based on laboratory experiments the deduced requirements can
not be adopted to all thermal environments. In the laboratory experiments people were exposed
to one local thermal discomfort at a time. In practice occupants are often exposed to two or more
types of local discomfort, for example draught and radiant temperature asymmetry caused by cold
windows, so that a more detailed consideration is necessary.
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4 Thermal models
4.1 Introduction
The modelling of human thermal behaviour has been a topic of interest for numerous physiolo-
gists, physicians, and engineers over an entire century. Its beginnings can be dated back to 1876,
when Bernard conducted the first experimental studies on the effects of blood flow on the heat
transfer in living tissue. Military and aerospace applications enhanced scientific activities in the
late 1960s. Early human thermal modelling focused on the thermal physiology of partly limited
single organs of the human body. With the advances of computer hardware and software, models
became more and more sophisticated, and attention was paid to clothing and transient effects.
Today’s models divide the body into hundreds of segments and include complex regulatory algo-
rithms.
The various aspects of thermal modelling are shown in figure 4.1. Environmental conditions serve
as the starting point. The human body, after all, is in constant interaction with the environment,
as described in chapter 1. For the purpose of modelling, information about environmental tem-
perature and humidity as well as information about heat transfer coefficients is required, since
convection and radiation are the main driving factors. The skin heat transfer rate can be analysed
by using manikins or numerical flow simulations. Interaction with the environment is defined as
input into a human physiological or psychological model. The physiological model is a simula-
tion of the interior processes and thermoregulatory responses of an actual human body. The psy-
chological model uses the information on the state of the human body or simply environmental
information to predict the human body’s local and global thermal sensation as well as its thermal
comfort. Several different indices have been suggested to finally evaluate human thermal comfort.
The fine dotted lines indicate the possible flow of information in different thermal comfort mod-
elling approaches. The thick line shows the workflow of the 33 NCM model. The physiological
model calculates the thermal body state in consideration of the environmental conditions which
are taken from CFD calculations in this work. If the 33 NCM runs in a coupled mode along with
the CFD calculations, the flow field affects the body temperature which in turn influences the flow
structure, so that the thermal body state has a retroaction on the environment, which is indicated
by the thick dotted line. From the thermal body state, the psychological model calculates thermal
sensation and comfort, which are finally expressed by adequate indices.
31
Thermal models 4.2 Thermal manikins
Figure 4.1: Steps of comfort models
4.2 Thermal manikins
Generally speaking, thermal manikins are heated dummies. One of the first physical thermal mod-
els was the eupatheoscope produced by Dufton. The eupatheoscope is a black-painted hollow
copper cylinder, which is electrically heated keeping its surface temperature almost constant. Its
heat loss is recorded in degrees of equivalent temperature. The cylinder therefore served as a sen-
sor for investigating thermal requirements of various rooms (Dufton [1929]). The key step towards
real manikins was accomplished by Harwood Belding in 1941. Belding was inspired by a store win-
dow fashion manikin to build a crude, headless and armless copper manikin. The need for more
detailed information brought forward the construction of manikins with several, independently
controlled segments. Their development was mainly influenced by the need for protective cloth-
ing for military personnel. A further significant step forward was made with the introduction of
digital techniques. This allowed for more flexible protocols and accurate measurements. Holmér
[2004] provides a review on the milestones in the development of thermal manikins. Today, almost
all manikins feature 15 segments or more. Some manikins can even simulate human sweating,
breathing, and moving.
4.3 Numerical flow simulation
Although thermal manikins provide valuable information about thermal environmental condi-
tions, some kinds of detailed information such as the amount of radiative and convective heat
transfer cannot be obtained from experiments. During the 1990s, progress in computational fluid
dynamics technology made it possible to analyse both room airflow and the micro-climate around
a human body. Early use of CFD was made by (Gan [1994]), who analysed calculated airflow pat-
terns and temperature distribution for predicting thermal comfort indices. Brohus and Nielsen
[1996] introduced different CFD models of an individual. All three models are designed as rectan-
gles and may range from a heated cuboid to a model including "legs" and a "head". Comparisons
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with full-scale measurements including a breathing thermal manikin showed that the inclusion
of "legs" may be very important. Murakami et al. [1996] introduced the concept of a computa-
tional thermal manikin. They modelled the thermal transport processes of airflow, radiation, and
moisture transport in a coupled manner. Further investigations had different objectives, such as
. Contaminant distribution around modelled human bodies and its impact on inhaled air
quality, e.g. Hayashi et al. [2002]
. View factors between individual body segments and between body-segments and the outer
surfaces, e.g. Sorensen [2002]
. Investigation of airflow velocity field and heat transfer coefficients, e.g. Omori et al. [2001]
. Design of computer manikins, e.g. Topp et al. [2003]
. Combination with thermal comfort models, e.g. Maué et al. [1997]
In this study, CFD simulations are focused on the analysis of the local airflow field around the
human body and its effects on heat transfer coefficients.
4.4 Physiological model
Physiological models provide a mathematical description of human responses to thermal envi-
ronments. The first mathematical model for predicting temperature response was published by
Burton [1934]. Numerous other models have since been developed, each with a different focus
and different resolutions of the human body. The human heat balance equation serves as the basis
for all models, but discretization of this equation in space and time varies between the models.
Four different discretization levels can be identified.
The simplest case is the discretization of the human body as one compartment under steady state
conditions. Fanger’s very commonly used PMV model (Fanger [1970]) uses this concept. The next
extension of the one compartment model was the introduction of the concept of core and shell by
Machle and Hatch [1947]. The two-node Gagge model (Gagge et al. [1971]) belongs to the group of
models representing the body as two concentric cylinders. The inner cylinder represents the body
core (skeleton, muscle, internal organs), whereas the outer cylinder represents the skin layer. Be-
cause of its transient nature and simplicity, the Gagge model served as the basis for other models
such as the one by Wang (Wang [1994]), the KSU (Kansas State University) model (Azer and Hsu
[1977]), and, in particular, for clothing models such as the Clo-Man model by Lotens [1993] and
the Tranmod model by Jones and Ogawa [1992].
The third step towards further discretization consisted of a rough representation of single body
segments as introduced by Wissler [1961]. In his 6-cylinder-elements model, the body elements -
torso, arms, legs, and head - were each represented by a cylinder. These elements were interrelated
by a heat transfer equation between each of the elements and the centre of the body, consisting of
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heart and lung. The six-segment model by Wissler was used by Stolwijk [1971] in a very popular
model developed for NASA. Each segment is subdivided into 4 layers (core, muscle, fat, and skin).
A central blood compartment links the six segments. The model has a total of 25 nodes combined
with 25 basic heat-balance equations. Stolwijk’s model includes a thermoregulatory system that
receives temperature signals from all compartments. After integrating and processing the data,
the system caused appropriate commands to be sent to the active system, which was modelled
separately. For purposes of simplification, Stolwijk considered the body as symmetric and there-
fore combined the left and right body segments, so that lateral asymmetries cannot be examined.
The Stolwijk model was picked up and expanded by other researchers. Gordon et al. [1976] ex-
tended Stolwijks model, expanding the number of compartments from 6 to 14 and the number of
layers from 4 to 11. The well known model by Tanabe et al. [2002] shows an expansion towards
the 65-nodes thermoregulation model, which can be considered representative of the fourth and
final discretization level. The Tanabe model divides the body into 16 segments. Each segment is
further subdivided into four tissue layers. Heat is transferred through the tissues within individual
segments by conduction. The body and the environment exchange heat by convection, radiation,
evaporation, and respiration. Heat exchange between local tissues and blood flow is simplified as
the heat exchange between local tissues and the central blood compartment.
The improvement of computational resources allowed for further subdivisions, as, for example,
in the Smith-Fu model (Fu and B.W. [1996]) and the Fiala model (Fiala et al. [1999], Fiala et al.
[2001]). This model includes a realistic distribution of body tissues and bones with a detailed cloth-
ing model using approximately 3,000 elements.
Such high resolutions can take into account special effects. In the case of sensation and comfort
voting, however, human subjects are not capable of distinguishing between more than 16 body
segments. Hensel [1981] summarized the investigations on local sensitivities. The fact that hu-
mans are able to distinguish between 16 body segments was investigated by applying temperature
stimuli to various skin areas and observing autonomic thermoregulatory responses as well as ther-
mal sensations. The results, summarized in figures 4.2 and 4.3, show that variations occur between
single body segments in the size as given with a subdivision into 16 body segments.
For this reason, discretization levels higher than those of the Tanabe model are not considered
separately for the general comparison between models.
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[htb]
Figure 4.2: Sensitivity coefficients of various body areas: Sensitivity to warming assessed by reflex
sweat rate (according Hensel [1981])
Figure 4.3: Sensitivity coefficients of various body areas: Sensitivity to cooling assessed by de-
crease in reflex sweat rate and cold sensation (according Hensel [1981])
Differences in the human body’s physiological resolution result in different limitations regarding
the models’ utility. For a comparison between discretization levels, the following models are used
as basic models:
. One node model - PMV
. Two node model - Gagge
. Body segment model with symmetry - Stolwijk
. Multi compartment model - Tanabe and 33 NCM
The various limitations shall be shown using the example of a person in two differently ventilated
rooms causing non-uniform conditions. In the first case, the air supplied by a mixing ventilation
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system causes a local cooling of the person’s right shoulder and arm. In the second case, the dis-
placement ventilation system causes a local cooling of the right foot and leg. (Figure 4.4) Table
4.1 shows the assumed boundary conditions. For comparison with the Tanabe model, tempera-
ture and velocity have to be averaged for single parts in all the other models. Relative humidity is
assumed to be 50 %.
Figure 4.4: Test cases
Table 4.1: Boundary conditions for test case
Velocity [m/s] Temperature [◦C]
Tanabe/
33 NCM
Stolwijk Gagge/
Fanger
Tanabe/
33NCM
Stolwijk Gagge/
Fanger
Shoulder 0.3
0.2
0.14
24
25
25.6
Arm 0.3 24
Leg 0.1
0.1
26
26
Foot 0.1 26
Other
body
parts
0.1 0.1 26 26
As the models are seen as physiological models, calculated skin temperatures are compared in fig-
ure 4.5 and 4.6. Only in the case of the Fanger model is the PMV value taken. The one and two
node models do not provide spatial resolution, making differentiation between the two test cases
impossible. Based on the different weighting factors introduced in section 3.1, which take into ac-
count the human body’s different local sensitivities, it may already be stated that a cold arm and a
cold leg will not be felt as exactly equal. The Stolwijk model resolves the local effects of the airflow
pattern, but diminishes them by assuming averages based on a symmetrical body. As a result of the
physiological resolution of the body parts and their connection amongst each other, some small in-
fluence on the other parts is visible. But with respect to human sensation, it will make a difference
whether local cooling is experienced in symmetrical or non-symmetrical ways. Only the Tanabe
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model is able to clearly resolve the effects of local asymmetrical cooling. Local skin temperature
shows a clear correlation to local effects. But the temperature change between the the single body
parts of the extremities is very hard. Both test cases show for example very cool feet. As the 33 NCM
takes counter current heat exchange into account as well, local skin temperature has a smoother
change from the thigh down to the foot in this model. Local temperature distribution shows that
local effects alter the whole state of the human body. Integrating these local physiological effects
into overall thermal sensation and comfort is the task of the psychological model.
Figure 4.5: Model predictions for test case 1
Figure 4.6: Model predictions for test case 2
4.5 Psychological models
Psychological models can be classified in ways analogous to physiological models. There are psy-
chological models which take only global averaged values into account and models which consider
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local quantities. A representative model for the first class is the predicted percent dissatisfied due
to draft PD defined by Fanger et al. [1988]. It is a fit to data of persons expressing thermal discom-
fort due to draft. The inputs to PD are air temperature, air velocity, and turbulence intensity.
PD = 3.1(34−ϑa)(v¯ −0.05)0.6+0.4 v¯ Tu(34−ϑa)(v¯ −0.05)0.6 (4.1)
At this level of the model, all local effects are neglected. An adequate psychological model for non-
uniform environments must be able to integrate all local effects, however.
An example of a model integrating local effects is the one designed by Hagino and Junichiro (Hagino
and Junichiro [1992]) who defined the Thermal Sensation Vote TSV in dependence on the partial
TSV. Partial votes, however, are adapted to the main relevant parts in a car:
T SV (whole body)= 0.42 T SV (forehead)
+0.38 T SV (upper arm on window side)
+0.2 T SV (thigh on window side)
+0.28 T SV (instep on window side)+0.42
(4.2)
Local cooling of the foot and leg in the displacement case, for instance, could not be captured
with this model. Knowledge of the general relation between local physiological and psychologi-
cal effects and its integration into global indices is very limited. Zhang [2003] described thermal
sensation and comfort in consideration of local body parts. Since she used general mathematical
formulas for her description, her work has been integrated into my own development of a psycho-
logical model. (see subsection 7.4)
4.6 Thermal comfort and heat stress indices
Indices are single values integrating the effects of the basic parameters in any human thermal en-
vironment to the effect that the value of an index will vary with the thermal strain experienced by
the individual. The oldest indices are the climatic indices starting with Haldane’s wet-bulb temper-
ature (Haldane [1905]). The climatic indices are based on regression models which tried in many
ways to simplify the prediction of heat strain by at least incorporating the climate variables (tem-
perature, humidity, radiation, air velocity) in a single variable. The climatic indices belong to the
group of "direct indices". The two ways of modelling presented above, using a physiological or a
psychological model, result in two different groups of indices. Epstein and Moran [2006] specify
them as "rational indices" and "empirical indices". Rational indices are combined with physiolog-
ical models involving the heat balance equation. Empirical indices, which are based on objective
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and subjective strain, may be derived from psychological models. Table 4.2 provides an overview
of used indices.
In this study, the 33 NCM combines a physiological model with a psychological model. The psy-
chological model uses the information on the state of the human body to calculate the indices
"thermal sensation" TS based on the seven-point ASHRAE scale and "thermal comfort" TC based
on the six-point comfort scale. Thermal sensation is expressed by the local thermal sensation TSl
for single body parts, and the overall thermal sensation TSo for the whole body. Accordingly, ther-
mal comfort is expressed by the local thermal comfort TCl for single body parts, and the overall
thermal comfort TCo for the whole body.
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Table 4.2: Proposed heat stress indices by Epstein and Moran [2006]
Year Index Author(s)
1905 Wet-bulb temperature (Tw) Haldane
1916 Katathermometer Hill et al.
1923 Effective temperature (ET) Houghton & Yaglou
1929 Equivalent temperature (Teq) Dufton
1932 Corrected effective temperature Vernon & Warner
1937 Operative temperature (OpT) Winslow et al.
1945 Index of physiological effect (Ep) Robinson et al.
1946 Corrected effective temperature (CET) Bedford
1947 Predicted 4-h sweat rate (P4SR) McArdel et al.
1948 Resultant temperature (RT) Missenard et al.
1950 Craig index (I) Craig
1955 Heat stress index (HIS) Belsing & Hatch
1957 Wet-bulb globe temperature Yaglou & Minard
1957 Oxford index (WD) Lind & Hellon
1959 Discomfort index (DI) Tennenbaum et al.
1960 Cumulative discomfort index (CumDI) Tennenbaum et al.
1960 Index of physiological strain (Is) Hall & Polte
1962 Index of thermal stress (ITS) Givoni
1966 Heat strain index (corrected) (HSI) McKarns & Brief
1966 Prediction of heart rate (HR) Fuller & Brouha
1967 Effective radiant field (ERF) Gagge et al.
1970 Predicted mean vote (PMV) Fanger
1970 Prescriptive zone Lind
1971 New effective temperature (ET*) Gagge et al.
1971 Wet globe temperature (WGT) Botsford
1971 Humid operative temperature Nishi & Gagge
1972 Predicted body core temperature Givoni & Goldman
1972 Skin wettedness Kerslake
1973 Standard effective temperature (SET) Gagge et al.
1973 Predicted heart rate Givoni & Goldman
1978 Skin wettedness Gonzales et al.
1979 Fighter index of thermal stress (FITS) Nunneley & Stribley
1981 Effective heat strain index (EHSI) Kamon & Ryan
1982 Predicted sweat loss (msw) Shapiro et al.
1985 Required sweating (SWreq) ISO 7933
1986 Predicted mean vote (modified) (PMV*) Gagge et al.
1996 Cumulative heat strain index (CHSI) Frank et al.
1998 Physiological strain index (PSI) Moran et al.
1999 Modified discomfort index (MDI) Moran et al.
2001 Environmental stress index (ESI) Moran et al.
2005 Wet-bulb dry temperature (WBDT) Wallace et al.
2005 Relative humidity dry temperature (RHDT) Wallace et al.
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5.1 Experimental facility
Experiments were carried out in the Hermann-Rietschel-Institute’s aircraft test facility at the Tech-
nische Universität Berlin. The test facility consists of a full-scale wooden mock-up of an A320
cabin. The mock-up is 5.40 m long (the equivalent of six rows of seats), 3.70 m wide, and 2.26 m
high. Inside the mock-up, the air supply system can be arranged in six different ways. The first
setting is the conventional mixing ventilation system. The second setting is a displacement venti-
lation system using the lower sidewall as inlet device. The third setting is a displacement ventila-
tion system using the floor as inlet device. The fourth setting is similar to the third variation, but
only the aisle area of the floor is used as inlet device. The fifth and sixth setting is the displacement
system with lower sidewall supply and displacement ventilation with aisle supply supported by the
lateral mixing ventilation inlets respectively. In each case, supply volume flow is controlled by flow
controllers.
Figure 5.1: Ventilation cases: a) mixing ventilation; displacement ventilation with b) lower sidewall
supply c) floor supply d)aisle supply e)aisle supply with lateral support f) lower sidewall
supply with lateral support
The temperatures of the surrounding surfaces are measured with Type K thermocouples. Temper-
ature measurement precision is estimated to ± 0.2 K. Figure 5.2 shows the position of the surface
thermocouples. The two thermocouples at the overhead storage compartments are only installed
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in the middle of the cabin. The remaining thermocouples are fitted in the middle of each section,
which corresponds to a distance of 1.08 m. The reference thermocouple is used to control the air
temperature of the test facility. It is located in the middle of the cabin at a height of 0.60 m. Supply
and exhaust temperatures are also measured by thermocouples. Measurements are taken every
5 s and averaged over 300 s. Humidity is also measured in the middle of the cabin at a height of
2.2 m, so is global temperature with measurement heights of 0.05, 0.1, 0.6, 1.1, and 1.7 m. During
the experiments, the fluctuations are ± 3.5 % for relative humidity and ± 0.7 K for set temperature.
Figure 5.2: Positions of the surface and reference thermocouples
5.2 Human subjects
All six ventilation cases were studied in test flights with human subjects as shown in figure 5.3.
35 test persons and one flight attendant participated in each flight. Flights were arranged with
four different groups. Table 5.1 shows the composition of each group.
Table 5.1: Composition of groups of test persons
Group Age Female Male
A 18 - 63 17 18
B 18 - 57 17 18
C 19 - 43 19 16
D 19 - 31 15 20
A single test series was arranged for the evaluation of one seat position with mixing ventilation and
with the displacement system with lower sidewall supply. Each ventilation system was analysed by
40 test persons. Table 5.2 shows the composition of the two groups.
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Figure 5.3: Cabin with test persons
Table 5.2: Composition of groups of test persons for evaluation of one seat position
Group Age Female Male
Mixing 19 - 64 20 20
Side 20 - 58 20 20
5.3 Sensation and comfort scale
In everyday life, we usually do not make the clear distinction between thermal comfort and tem-
perature sensation introduced in chapter 3. We do, however, distinguish between the two con-
cepts, if only unconsciously, in our choice of words. Thermal sensation is expressed by statements
such as "It is cold.", whereas thermal comfort is characterized by expressions such as "pleasant"
and "unpleasant", and statements about temperature typically change to "I feel cold.", for exam-
ple. Thermal sensation can be correlated with thermoreceptor activity, whereas comfort voting is
based on thermoregulatory reflexes. If body temperature is in an abnormally high or low range,
any exposure which tends to return the abnormal body temperature towards the normal level will
be perceived as comfortable, and any exposure which will cause the same body temperature to
move even further away from the normal level will be perceived as very uncomfortable. During
test flights, human subjects were therefore asked to make separate statements regarding thermal
sensation on the one hand and thermal comfort on the other. The questionnaire uses the 7-point
ASHRAE scale as sensation scale. The comfort scale ranges from very uncomfortable (-3) to very
comfortable (3). (see subsection 3.3) Questions concerning sensation and comfort address both
the whole body and the 16 single body parts differentiated in the 33NCM. Figure 5.4 provides an
excerpt from the questionnaire. The whole questionnaire is shown in the appendix.
Figure 5.5 demonstrates the variation of thermal comfort. Neutral thermal sensation, for example,
corresponds to a comfort range between 0.1 and 1.4. These observations reflect the independence
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Figure 5.4: Example from the questionnaire asking for global and local thermal sensation and
comfort
of thermal sensation and thermal comfort as two different quantities and also as global votes in
the case of non-uniform environments. The big spread of global quantities can only be expressed
in conjunction with local quantities.
5.4 Test procedure
The test flights for whole cabin evaluation were arranged in three different test series. The first test
series took place in May, the second in June, and the third in August 2007. Each test flight involved
two different thermal conditions, i.e. either a change in mean cabin temperature or a change in
the ventilation system. Each test section was completed by distributing the questionnaires. To
allow the body to return to a stable state, each thermal condition was held for at least 40 minutes.
The first questionnaire during a test flight was handed out after at least 45 min. ISO 10551 [2002]
suggests a waiting period of 30 minutes for the first evaluation.
For evaluating the single seat position, the test procedure had to be changed. In this case, the test
procedure started with an acclimatization period of 15 minutes in the anteroom of the cabin which
featured almost the same thermal conditions as the cabin interior. After 15 minutes, test persons
entered the cabin and rested there for another 15 minutes before questionnaires were handed out.
Test persons were asked to wear the kind of clothing they would have chosen for a normal flight.
After each flight, a photo of each test person was taken to record his or her clothing level. The
questionnaires also featured questions about clothing. For each flight, a mean clothing level for all
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Figure 5.5: Human subjects’ assessments of thermal comfort against thermal sensation
body parts was defined based on the pictures and the questionnaires. A total of 20 test cases could
be differentiated for the development of the comfort model.
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Measurements with test persons 5.5 Statistical evaluation
The following clo values according to ISO 9920 [2007] were chosen for the clothing combinations:
long shirt & jeans:
. chest, back: 0.2 clo
. shoulder, arm: 0.2 clo
. pelvis, thigh: 0.25 clo
. leg: 0.25 clo
. foot: 0.06 clo
top & shorts:
. chest, back: 0.09 clo
. shoulder, arm: 0 clo
. pelvis, thigh: 0.17 clo
. leg: 0 clo
. foot: 0.03 clo
5.5 Statistical evaluation
Using human subjects for evaluating environmental comfort conditions always raises the issue of
how subjective differences in comfort impact the results. Fanger [1970] found from experiments
involving 1,300 subjects that the best result attainable was 5 % dissatisfied. So the aim of this study
can only be to provide a sufficiently high number of experiments with reasonable statistical cer-
tainty to capture the voting of the largest number of people. But Fanger [1973] also showed that
those data can provide good reproducibility. He showed that the variability in day-to-day human
comfort conditions is very small. Measurements of the preferred ambient temperature under iden-
tical conditions on four different days only resulted in a standard deviation of 0.6 K. Fanger also
analysed the preferred thermal environments for different population groups. Table 5.4 shows the
results of those experiments. The results indicate that human beings cannot adapt in terms of
preferring warmer or colder environments. Furthermore, only small fluctuations in the preferred
ambient temperature during a simulated eight-hour working day could be observed. Studies like
the one by Brück et al. [1976], however, refute the assumption of total invariability in terms of com-
fort conditions. Brück exposed human subjects to different types of cold and found that repeated
cold exposure of human subjects leads to a marked decrease in both cold discomfort and cold sen-
sation in general at low ambient temperatures. Exposure to heat likewise leads to a changed sweat
rate. Williams et al. [1967] showed that these adaptive changes disappear again several weeks after
the end of heat exposure. These studies showed that peoples’ assessment of neutral temperature
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is deferred in the same direction as their thermal experience. Hensel [1981] explained these appar-
ent contradictions by assuming that the gain but not the threshold of the comfort function would
change during long term adaptation. As a result, the zone of maximal comfort may remain con-
stant, whereas thermal discomfort outside the neutral zone may be diminished.
Table 5.4: Comparison between comfort conditions for different population groups (Fanger
[1973])
Group Preferred ambient
temp. [◦C]
Mean skin temp.
at comfort [◦C]
Evaporative
weight loss during
comfort [g/m2/hr]
Americans 25.6
Danes 25.7
Danes 25.4 33.5 19.2
People from the
tropics
26.2 33.5 17.1
Danes working
in the cold meat
packing industry
24.7 33.6 17.1
Danish winter
swimmers
25.0 33.3 16.6
Comfort equation 25.6
A certain adaptive shift in acceptable ambient temperature thus seems possible. For my own ex-
periments, this would imply some degree of variability due to summer conditions outside. Spen-
gler et al. [2001] provide an investigation of statistical differences between thermal sensation com-
plaints in summer and winter. The deviations regarding complaint temperatures in table 5.5 show
that possible inter-individual differences have the strongest influence in experiments. This is why
using an adequate number of test persons is essential.
Table 5.5: Statistics regarding seasonal differences complaint temperature (Spengler et al. [2001])
Complaint Descreptive statistic Complaint temperature
Summer Winter
Hot Mean 26.4 ◦C 26.3 ◦C
Hot Standard deviation 0.6 K 1.1 K
Cold Mean 19.1 ◦C 18.3 ◦C
Cold Standard deviation 2.2 K 1.8 K
Separate temperature and velocity measurements in the cabin showed that the configuration of
the mock-up provides identical boundary conditions over the entire length of the cabin. Numeri-
cal investigations also proved this assumption. (see chapter 6) In this case, subjective voting was
averaged across the three seat positions (window, middle, and aisle) as shown in figure 5.6. Conse-
quently, each voting is an arithmetic average of at least 23 test persons.
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Figure 5.6: The three seat positions considered
The use of the arithmetic average was proven by an analysis of cumulative frequency. The ranked
data sets, therefore, have been changed into percentiles and converted to z-scores. (Hesse [1998])
Figure 5.7 exemplifies the probability plot along with the regression line for a local thermal comfort
voting for the pelvis. The converted data points are positioned in a straight line, which implies that
the data are indeed approximately normally distributed.
Figure 5.7: Normal probability plot for the local thermal comfort of the pelvis
In a first step, the relationship between global thermal sensation and the global indices of per-
centage dissatisfied PD and acceptance was investigated. The results are shown in figure 5.8 and
5.9. Each point represents the mean vote of subjects on the same seat position. Scattered points
indicate that there is no relationship. It is difficult to define an acceptable or comfortable range
based only on whole body thermal sensation since each thermal sensation vote corresponds to a
wide range of thermal acceptability and comfort. Zhang and Zhao [2008] conducted experiments
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on the relationship between overall thermal sensation, acceptability, and comfort under uniform
and non-uniform conditions respectively. Whereas clear correlations could be found in the case of
uniform conditions, non-uniform conditions caused a breakage of relationships.
Figure 5.8: Percentage dissatisfied against overall thermal sensation
Figure 5.9: Acceptance against overall thermal sensation
The aircraft cabin is a non-uniform environment. The interplay of momentum and buoyancy
forces causes room flow structures with local velocity and temperature differences. Cabin design,
too, causes a different radiative heat flow for single parts. Figure 5.10 shows, by way of exam-
ple, temperature distribution along the legs of a passenger. The picture shows a stratification of
about 6 K between the foot and the thigh. These local differences cause the breakdown of tradi-
tional models and have to be taken into account when evaluating comfort in non-uniform envi-
ronments. Zhang and Zhao [2008] also considered the uneven body temperature distribution in
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their investigations. It was found that 97 % of all subjects perceived obvious non-uniformity of
thermal sensation between different body parts.
Figure 5.10: Temperature distribution along the legs of a passenger
My own results also showed a clear local sensitivity of the human body. Local effects in the flow
structure are clearly expressed in the comfort voting. To get consistent results in non-uniform
environments, it is necessary to clarify local effects. The base of operations in this study, therefore,
is provided by the local characteristics of the 16 body segments. Figure 5.11 shows local thermal
sensation voting for two different cases. In both cases, local responses were evaluated with the
same overall thermal comfort of 0.9.
[TSl]
Case 1 Case 2
Figure 5.11: Local thermal sensation voting for an overall thermal comfort voting of 0.9
Thermal sensation has an average standard deviation of 1.0 for one seat position. The average
standard deviation for thermal comfort voting is 1.6. The stronger the variation of thermal comfort
voting turns out, the greater the difficulty of obtaining a clear graduation in comfort voting. (see
3.3)
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6 Numerical simulation
6.1 Introduction
Convective and radiative heat loss are the main driving factors for human thermal comfort. Neither
of these two effects can be easily determined in experiments, however. One possibility is using a
thermal manikin. But investigating radiative and convective heat transfer coefficients for different
seat positions and different thermal boundary conditions requires a large number of experiments.
Alternatively, computational fluid dynamics (CFD) may be used. CFD can provide detailed data on
the flow field, information which is impossible to obtain from experiments. Comparisons of CFD
results with experimental data, however, also show the limitations of standard CFD methods and
the necessity for validating CFD results.(Sorensen and Nielsen [2003])
All calculations in this study were done using AN SY Sr CFX, v.11.0. The study is focussed on
the flow field of mixing and displacement ventilation in aircraft cabins with the aim of assessing
information on local heat transfer. The numerical set-up is always a compromise which depends
on the specific class of problems. With the focus on convective and radiative heat transfer, choice
of turbulence and radiation models is important.
6.2 Turbulence models
Although there are many turbulence models for the class of indoor airflow, the two-equation tur-
bulence models standard k-εmodel (Launder and Spalding [1974]), the Shear-Stress Transport SST
model and Baseline BSL model (Menter [1994]) are widely used. The standard k-εmodel calculates
the isotropic turbulent viscosity (µt ) from:
µt = cµρk
2
ε
(6.1)
where ε is the rate of dissipation of turbulent kinetic energy k and cµ an empirically determined
constant. Calculating turbulent viscosity thus requires deriving two additional equations to deter-
mine k and ε. The standard k-ε model is only valid for flow regions where turbulent transport is
dominant. This is not the case in regions close to the wall, however, where the no-slip condition
causes a wall boundary layer and where a laminar flow is found. Instead, airflow next to walls is
solved using a wall function and applying the so-called law of the wall.
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The BSL and SST turbulence models are both based on a formula using the turbulent frequency ω
instead of the dissipation of turbulent kinetic energy. This formula has the advantage of being solv-
able directly all the way down to the wall through the viscous sublayer. It assumes that turbulent
viscosity is linked to turbulent kinetic energy and turbulent frequency via the relation:
µt = ρ k
ω
(6.2)
The problem with any simple k-ωmodel is its strong sensitivity to free stream conditions: depend-
ing on the value specified for ω at the inlet, significant variation in the results of the model may
be obtained. This is why the BSL model introduces a blending function and switches from the k-ε
model in the free stream region to a k-ω formulation close to the wall.
Neither the k-ε model nor the k-ω model are able to account for the transport of turbulent shear
stress, which results in over-prediction of eddy-viscosity. The SST model allows for including tur-
bulence shear stress transport by adding a limiter to the formulation of eddy-viscosity.
As low-Reynolds models, the BSL and SST models require a very fine grid resolution close to the
wall with a dimensionless wall distance at least y+ < 2. Since this is hard to guarantee in any
case, CFX introduced an automatic near-wall treatment which allows for a smooth shift from a
low-Reynolds form to a wall function formulation.
6.3 Radiation models
In the case of room airflow with a very low optical thickness, CFX provides the Monte Carlo and the
discrete transfer model as radiation models. The Monte Carlo model represents the physical inter-
action between photons and their surrounding area. The model assumes that the intensity of this
interaction is proportional to the differential angular flux of photons and that the radiation field
can be considered as photon gas. Photons are emitted in the whole area, and their paths are fol-
lowed through the system until their total energy has been absorbed. The discrete transfer model
is a ray-tracing approach. It is based on the discretisation of the direction alternatives of multiple
rays leaving from all boundary surfaces. Total radiative heat flux is calculated by integrating the
energy contribution along every ray.
The cylinder test case presented in Streblow et al. [2007] was used in order to evaluate the perfor-
mance of both the discrete transfer and the Monte Carlo models. A cylindrical heat source with a
diameter of 0.4 m and a height of 1 m was placed at the centre of a room that could be combined
with a displacement ventilation system. The room had a height of 3 m and a floor space of 5 x 4 m2.
No additional ventilation was considered for evaluating radiative heat flux. The calculated radia-
tion heat fluxes were compared to an analytical solution of the view factors according to Glück
[1982]. Figure 6.1 shows the geometry of the test room.
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Figure 6.1: Geometry of the test room
Table 6.1: Boundary conditions
Surface Temperature [◦C]
Cylinder 35
Northern wall 15
Southern wall 20
Eastern wall 30
Western wall 40
Floor 25
Ceiling 25
The following boundary conditions from table 6.1 were chosen.
Calculation with the discrete transfer model is conducted using 8 and 16 rays. The Monte Carlo
model uses 8,000 and 16,000 photons and 10,000 histories.
The analytical solution results in 97 W. The discrete transfer model calculates a radiative flux of
96.1 W with 8 rays and 95.6 W with 16 rays compared to 99.3 W and 99.1 W for the Monte Carlo
model with 8000 or 16000 photons respectively. Considering the local distribution of the radiation
wall heat flux, the Monte Carlo model also shows a more uneven distribution. Calculating an av-
erage over several time steps improves the results, but the quality of the discrete transfer model
cannot be reached, as shown in 6.2. Zitzmann et al. [2007] also found an unrealistic radiation dis-
tribution for the Monte Carlo model. Therefore the discrete transfer model is selected for further
investigations.
54
Numerical simulation 6.4 Benchmark test for Computer Simulated Persons
  DT
8 rays
  DT
16 rays
     MC
8000 photons
      MC
16000 photons
95.6 W 99.3 W96.1 W 99.1 W
Figure 6.2: Radiative heat flux on the cylinder surface for the discrete transfer model DT (left) and
the Monte Carlo Model MC (right)
6.4 Benchmark test for Computer Simulated Persons
Nilsson et al. [2007a] introduced a "Manikin Heat Loss Benchmark". The measurements were
made using a female manikin Comfortina. Comfortina was seated in a wind tunnel with dimen-
sions length x height x width = 2.44 x 2.46 x 1.2 m. (Figure 6.3) A uniform velocity was applied to
the front side of the wind tunnel, while the air exited through two circular openings at the opposite
end. Heat losses from the manikin zones as well as whole body heat loss and air velocities plus
air temperatures were reported. The geometry of the manikin was obtained using a laser scanning
technique and was provided as well.
Figure 6.3: Set-up of the Manikin Heat Loss Benchmark
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The boundary conditions had the following values:
Inlet velocity: 0.27 m/s
wall temperature: 21.1 ◦C
manikin surface temperature: 34 ◦C
The flow domain was discretized with a hybrid grid. An unstructured grid with prisms on the body
surface was used around the manikin. The rest of the wind tunnel was filled with hexahedral cells.
According to different requirements for y+ for the three turbulence models, the calculations were
made on different grids providing different heights of the first cell. Table 6.2 summarizes the nu-
merical set-up.
Table 6.2: Numerical set-up
k −ε SST BSL
Number of elements 3.4 mio 4.5 mio 4.5 mio
Average y+ 6 0.7 2
Fluid ideal gas
Buoyancy turbulence in k-equation
Radiation discrete transfer
Figure 6.4 shows the distribution of the local heat flux. The measurements show a stronger asym-
metry for the regions of shoulder and arm. An in-depth analysis of the differences between cal-
culated and measured heat flux distribution is not possible, however, because the geometry of the
manikin, as provided, does not contain information on the manikin’s single segments. In other
words, the chosen subdivision of the geometry into body parts may deviate from the real manikin.
As a consequence, a qualitative evaluation is only possible using the heat loss of the whole manikin.
Figure 6.5 compares the simulation results of the three different turbulence models with the total
heat loss measured. The BSL turbulence model shows the best results with a deviation of 4 percent.
The law of the wall used by the k-ε model is derived from forced convection. In the case of flow
around the human body, we have an instance of mixed convection with mainly free convection.
Hence convective heat transfer is underpredicted by the wall function of the k-ε model. The lim-
itation of turbulent viscosity in the SST model is based on wall distance. For indoor airflows, wall
distance is not as clearly defined as for external aerodynamics. This is why the SST model may
show less useful results than the BSL model.
Rong and Nielsen [2008] performed simulations with CFX v. 11 considering the isothermal an-
nex 20 room benchmark test for the k-ε model, SST and BSL model. The results showed that while
the k-εmodel worked poorly in wall-bound places, all three models were in reasonable agreement
regarding measurements in the main stream area.
All further investigations are done with the BSL model together with the discrete transfer model.
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Figure 6.4: Local heat flux of the manikin body parts
Figure 6.5: Heat flux of the manikin
6.5 Cabin simulation
The benchmark tests identified the BSL turbulence model and the discrete transfer model as suit-
able models for cabin simulations with a focus on the body’s convective and radiative heat transfer.
The whole geometry of the aircraft test facility was rebuilt inside the computer and discretized with
a structured grid of 40 million cells. As it is a very large computational domain, an attempt was
made to reduce computational costs and time by cutting out one row from the whole mock-up.
A comparison between the average heat transfer coefficients for the three seat positions showed
small differences only. But the proportion between convection and radiation changes. The inter-
sections in front of and behind the single row are treated as periodic boundary conditions. Periodic
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boundary conditions are considered as specular faces. This means that the relevant surfaces for
radiative heat transfer are slightly different in the two cases. For the model development it is im-
portant how strong the differences influence the model calibration and the final comfort vote. The
optimization, as described in chapter 8, was therefore conducted with the two different boundary
conditions of the heat transfer coefficients. The thermal skin conductivity is one parameter which
is integrated in the optimization process. For this parameter the influence of slightly different heat
transfer coefficients is shown exemplary in figure 6.6. The deviation can be neglected for all body
parts. This study also shows that an error of about 10 % in the boundary conditions do not effect
the results of the 33 NCM.
Figure 6.6: Deviation between local skin conductivity calibrated with heat transfer coefficients
taken from whole cabin and single seat row simulation
All further investigations are done with reduced model. The geometry of the cabin and the bound-
aries of the simplified geometry are shown in figure 6.7. The grey surfaces were treated as adiabatic.
For all other surfaces, fixed temperatures taken from the experiments were set. The whole domain
was discretized with a structured grid of 6.5 mio. cells.
The virtual manikin for the CFD calculations provided all the 16 body segments considered in
the 33 NCM. The heat flux distribution was derived from Nilsson’s benchmark tests (Nilsson et al.
[2007b]) and adjusted to the numerical geometry as given in table 6.3. In the benchmark test dif-
ferent heat losses from a full scale manikin are measured with the aim to predict how humans will
react to different climatic situations.
The calculations were conducted in transient mode with a time step of 0.2 seconds and averaged
over 3 minutes.
The mixing ventilation test cases 1, 2, 3, and the displacement ventilation case 11 with lower side-
wall supply from table 5.3 were complemented by numerical calculations. Uncertainties in the dis-
placement ventilation cases with aisle and floor supply were too strong. Since the air was supplied
through the cabin carpet, the exact momentum introduced into the cabin is unknown. The radi-
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Figure 6.7: Geometry of the cabin and boundary surfaces
ation exchange of the floor also needs separate modelling, which introduces more uncertainties.
For these reasons, these tests are not considered for the first optimization step in model develop-
ment. (see 8.4.1)
For flow simulation using the BSL turbulence model as a standard two-equation model, the dis-
placement ventilation case with lower sidewall supply is more critical than the mixing ventilation
case. Displacement ventilation works with lower airflow velocities so that the flow is mainly driven
by natural convection and mixed convection with an interaction of shear and buoyancy. These
flow conditions are difficult to predict with only one set of parameters for the turbulence model
(Kriegel and Müller [2004]). The displacement ventilation case was therefore chosen for further
validation with separate measurements in the cabin.
6.6 Validation of cabin simulation
The experiments were carried out to generate data for both the temperature and the velocity field
close to the person. 36 person simulators were placed in the cabin. Each person simulator was
electrically heated with about 100 W. Power distribution over the whole body was adjusted to that
of real persons. For each of the sixteen body segments considered, selective velocity and temper-
ature values were taken by omnidirectional hotwire anemometers. An attempt was made to place
sensors close to the centre of the body segments at a distance of about 2 cm.
Figure 6.8 shows the measurement positions and an exemplary sensor positioning for the chest
segment.
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Table 6.3: Heat flux for single parts
Body segment Heat flux [W]
Head 11
Chest 14
Back 4
Pelvis 7
Shoulder 4.6
Arm 4.8
Hand 3.4
Thigh 7.5
Leg 6
Foot 5.7
Total 100
Figure 6.8: Measurement positions
Velocity and temperature were measured with 2 Hz and averaged over 3 minutes. The measure-
ments were taken for the 18 seats marked in figure 6.9. The data were then averaged over the three
seat positions (window, middle, and aisle) for analysing test persons’ thermal sensation and com-
fort.
The measurement points do not have exact coordinates due to small differences in the person
simulators’ shape, clothing, and position. Measurement positions are therefore represented by
small areas in the CFD model. (see figure 6.10)
These areas are at a distance of 2 cm from the body parts. Consequently, numerical velocity and
temperature values analysed in this model are average values derived from several nodes. For com-
parison, calculated and measured results are mapped onto the numerical body surfaces. Figures
6.11 and 6.12 show a comparison of the data for the three seat positions window (W), middle (M),
and aisle (A).
While the calculated temperature field is in good agreement with measurements, the calculation of
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Figure 6.9: Analyzed seat positions
Figure 6.10: Representation of the measurement positions in the CFD model
velocity shows larger deviations. A substantial reason for this result is the fact that the flow field is
mainly driven by natural convection and that velocities are very low. As a consequence, measured
velocities are very sensitive to the person simulators’ individual position and clothing.
When comparing the calculated velocity field to a flow visualization using fog, it becomes obvious
that the calculation can resolve the general airflow pattern. Figure 6.13 shows the flow separa-
tion close to the shoulder. In contrast, the flow along the chest (figure 6.14) shows very uniform,
buoyancy driven flow.
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Figure 6.11: Comparison between the calculated and measured temperature field close to the per-
son simulator
Figure 6.12: Comparison between the calculated and measured velocity field close to the person
simulator
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Figure 6.13: Flow pattern close to the shoulder of the person simulator
Figure 6.14: Flow pattern close to the chest and head of the person simulator
63
7 Model development
7.1 Overview
The 33 node comfort model is based on perceptions of local and overall sensation and comfort
measured in experiments with test persons. The physiological model is based on the Tanabe (Tan-
abe et al. [2002]) and JOS models (Murakami et al. [2007]). The local sensation and comfort models
and the overall sensation models are based on the mathematical models of Zhang (Zhang [2003])
and modified in an optimization process to match my own experimental data. For overall thermal
comfort, an approach similar to the overall thermal sensation model is used.
The model is programmed in the object-oriented programming language Modelica, which allows
for a combination with Matlab for the automated optimization process, for usage as a stand-alone
model, and for direct coupling to numerical flow simulations with ANSYS CFX.
This chapter describes the mathematical models and its coefficients with special emphasis on
those coefficients included into the optimization process.
7.2 Physiological passive model
The 33 NCM divides the whole body into 16 segments (head, chest, back, pelvis, shoulder, arm,
hand, thigh, leg, foot) corresponding to the Tanabe 65 multi-node thermoregulation model (Tan-
abe et al. [2002]). The letter i (1-16) represents the segment number in the following equations.
Individual body segments consist of core and skin layers. The selection of two layers is explained
in subsection 7.2.2. This division into layers is expressed by the letter j (1-2). In addition, the model
features a central blood compartment, making a total of 33 nodes. The conceptual composition of
the 33 NCM is illustrated in figure 7.1.
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[htb]
Figure 7.1: Conceptual figure of 33 NCM
The model represents an averaged man with a body weight of 74.4 kg whose body surfaces are
adjusted to the model in the numerical flow simulation. (Table 7.1)
Table 7.1: Surface area of numerical manikin
Segment Area [m2]
Head 0.120
Chest 0.142
Back 0.161
Pelvis 0.221
Shoulder 0.060
Arm 0.035
Hand 0.016
Thigh 0.200
Leg 0.089
Foot 0.056
Total 1.553
As given in equation 2.1, the whole passive system is based on thermal balance. The heat balance
equations in the two layers and the central blood compartment are the following:
Core layer:
cp,i ,1
dTi ,1
d t
=Qi ,1−Bi ,1−Di −RESi ,1 (7.1)
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Skin layer:
cp,i ,2
dTi ,2
d t
=Qi ,2−Bi ,2−Di −Qt ,i ,2−Ei ,2 (7.2)
Central blood compartment:
cp,33
dT33
d t
=
16∑
i=1
2∑
j=1
Bi , j (7.3)
The terms of the equations are considered separately in the following subsections.
7.2.1 Heat capacity and heat production
The variable cp,i , j is the heat capacity of node (i,j), and Ti , j is its temperature. Heat capacity values
are taken from the JOS model and given in table 7.2.
Table 7.2: Heat capacity, basal metabolic rate and distribution coefficient by external work (Mu-
rakami et al. [2007])
cp,i [Wh/K] Qb,i , j [W] Met fi
Segment(i) Core Skin Core Skin
Head 2.1220 0.2200 16.8960 0.1040 0.000
Chest 10.2975 0.4410 24.2870 0.1790 0.091
Back 9.3935 0.4060 21.7370 0.1580 0.080
Pelvis 13.8340 0.5560 12.2910 0.2540 0.129
Shoulder 1.6994 0.1260 1.2150 0.0500 0.026
Arm 1.1209 0.0840 0.3460 0.0260 0.014
Hand 0.1536 0.0880 0.0900 0.0500 0.005
Thigh 5.3117 0.3340 1.3180 0.1220 0.201
Leg 2.8670 0.1690 0.3570 0.0230 0.099
Foot 0.2097 0.1070 0.2120 0.1000 0.005
Central blood 2.61
The rate of heat production Qi , j is expressed by equation 7.4. Qi , j is the sum of basal metabolic
rate Qb,i , j , heat production by external work Wi , j , and heat production by shivering Ch,i , j . Heat
production by external work and shivering only occur in the core layer. External work can be con-
sidered in terms of the activity of muscle cells in the body. As the muscle cells are distributed
unevenly over the whole body the calculation of the external work includes a distribution coeffi-
cient Met fi of individual muscle layer for heat production in each body part. The coefficient is
given together with the basal metabolic rate of each node in table 7.2.
Qi , j =Qb,i , j +Wi ,1+Ch,i ,1 (7.4)
Wi ,1 = 58.2(met −Qb)A Met fi (7.5)
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7.2.2 Heat exchange by conduction and heat transfer by blood flow
The human body consists of various tissues with different physical parameters such as density
and heat conductivity. Werner and Buse [1988] summarize the data available from the literature
regarding the different body structures. (table 7.3)
Table 7.3: Variation of heat conductivity and blood flow for different tissues
Tissue Heat conductivity [W/(mK)] Blood flow [ml/(100g min)]
Skin 0.16-0.96 1-90
Muscle 0.19-0.51 3-60
Fat 0.14-0.5 0-0.5
The data reflect the uncertainty of physiological data, which is due to many factors such as spatial
distribution within one organ, inadequate measuring devices, difficult access to various organs,
and intra- and inter-individual differences. Many data have even been estimated only from animal
experiments.
As pointed out in subsections 2.2.2 and 2.2.5, the human body may be clearly subdivided into a
core and a shell area. As Burton and Edholm [1955] wrote, "The concept of core and shell tissues
is a crude one, though it is very useful". Today’s knowledge allows for a subdivision into many
more tissues. Further subdivision, however, is also bound to create further uncertainties. As a
consequence, the 33 NCM developed in this study is only subdivided into a core and skin layer. The
values from the JOS model are taken as initial conditions for the thermal conductance between the
core and the skin compartment (table 7.4). But since thermal conductivity has a strong influence
on the temperature profile inside the human body and, finally, on skin surface temperature, this
parameter has been integrated into the optimization procedure.
In agreement with other studies (Stolwijk and Hardy [1966b], Wissler [1964]), it is concluded that
heat transfer by blood flow can be described in terms of the bio-heat approach developed by
Pennes [1948]. In this case, the blood perfusion model does not differentiate between single artery
and vein blood pools. Only the collective behaviour of the small structures is taken into consider-
ation in a certain statistical manner. The value of Bi , j is the heat exchanged between each node
and the central blood compartment and is expressed by equation 7.6. The small structures are ex-
pressed in terms of continuum properties of the medium which consist of the volumetric specific
heat of blood, assumed to be 1.067 Wh/(lK), and the blood flow rate BFi , j . As pointed out in sub-
section 2.2.2, the impact of counter current blood effects is not negligible for the extremities, which
is why a correction coefficient acc,i has been added to the skin layer as given by Weinbaum et al.
[1997]. (Equation 7.7) In this study, the correction coefficient effectively reduces the temperature
difference (Ti , j −T33), taking into account both the effects of venous blood rewarming and arterial
blood cooling. Zhu et al. [2002] specifies the correction coefficient for venous blood rewarming as
between 0.6 and 0.8. Since this model also takes arterial blood cooling into account and since clear
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Table 7.4: Thermal conductance and basal blood flow rate (Murakami et al. [2007])
Segment Thermal conductance [W/K] Basal blood flow rate [l/h]
core skin
Head 3.422 32.228 5.725
Chest 1.785 89.214 1.967
Back 1.643 87.663 1.475
Pelvis 2.251 33.518 2.272
L-shoulder 1.501 1.808 0.910
R-shoulder 1.501 1.808 0.910
L-arm 0.982 0.940 0.508
R-arm 0.982 0.940 0.508
L-hand 2.183 0.217 1.114
R-hand 2.183 0.217 1.114
L-thigh 2.468 1.406 1.456
R-thigh 2.468 1.406 1.456
L-leg 1.326 0.164 0.651
R-leg 1.326 0.164 0.651
L-foot 3.370 0.080 0.934
R-foot 3.370 0.080 0.934
assumptions are hard to make, it is assumed that acc,i , which is included in the optimization pro-
cess, lies between 0.5 and 1 for the hands and feet. It is further assumed that 70 % of the correction
coefficient are reached for the shoulders and thighs, and 80 % for the arms and legs.
Equation 7.8 expresses the blood flow rate for the core layer. The blood flow rate of the skin is
defined by vasoconstriction and vasodilation controlled by the active system (see equation 7.22).
BF Bi , j is the basal blood flow rate; values used in this model are shown in table 7.4. It was assumed
that a blood flow of 1.0 l/h was required for 1.16 W heat production.
Bi ,cor e = ρcp BFi ,1(Ti ,1−T33) (7.6)
Bi ,ski n = acc,iρcp BFi ,2(Ti ,2−T33) (7.7)
BFi ,1 =BF Bi ,1+ (
Wi , j +Ch,i , j
1.16 Wsl
) (7.8)
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7.2.3 Heat loss by respiration and evaporative heat loss at skin surface
Heat loss by respiration is supposed to occur only at the core layer of the chest segment node (2,1).
RES2,1 is expressed by equation 7.9 (compare equation 2.22):
RES2,1 = (0.0014 W
K
(34−ϑa,1)+0.017 1
Pa
(5.867 Pa−pa,1))
16∑
i=1
2∑
j=1
Qi , j (7.9)
The evaporative heat loss results from nonregulated and regulated sweating according equation
2.23 and 2.24:
Ei ,2 = Eb,i ,2+Esw,i ,2 (7.10)
Eb,i ,2 = (1−
Esw,i ,2
Emax,i
)0.06Emax,i (7.11)
Emax is the maximum evaporative heat loss and is shown by equation 7.12:
Emax,i = he,i (psk,s,i −pa,i )Ai (7.12)
he,i = (
LR icl ,i
0.155 Icl ,i + (icl ,i /hc,i fcl ,i )
) (7.13)
he is the evaporative heat transfer coefficient from the skin surface to the environment, expressed
as a function of clothing vapour permeation efficiency by equation 7.13. pa,i the ambient vapour
pressure, psk,s,i is the saturate vapour pressure on the skin surface, and A(i ) is the surface area of
the body segment. Icl ,i and fcl ,i are clothing insulation and clothing area factors for individual
segments, respectively. hc,i is the convective heat transfer coefficient and LR the Lewis ratio.
7.2.4 Sensible heat exchange at the skin surface
Convective heat exchange between the skin surface and the environment is described by equation
7.14. C SFi is the surface area rate which is in contact with an external object.
Qcon,i ,2 = hc,i (Ti ,2−Tenv,i )Ai fcl (1−C SFi ) (7.14)
Radiative heat exchange is expressed by equation 7.15. The emissivity ² is assumed to be 0.95 for
skin and clothing. (Parsons [2001]) The fraction Ar /AD is adopted for the standing and sitting
positions. (see table 7.5), as mentioned in subsection 2.2.3.
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Qr ad ,i ,2 = hr ε(Ti ,2−Tr ad ,i )Ai fcl
Ar,i
AD,i
(1−C SF ) (7.15)
Table 7.5: Ratio Ar /AD
Segment(i) sitting standing
Head 1 1
Chest 0.7 0.7
Back 0.2 0.8
Pelvis 0.5 0.8
Shoulder 0.7 0.7
Arm 0.7 0.7
Hand 0.6 0.6
Thigh 0.7 0.8
Leg 1 0.8
Foot 0.75 0.75
All 0.7 0.77
In cases where heat transfer coefficients could not be directly taken from CFD simulations, data
from de Dear et al. [1997] were used. (see subsection 2.2.1 and 2.2.3)
7.2.5 Heat exchange by conduction with contacted surface
Qmt ,i is the heat exchange by conduction between the skin layer and contacted surface described
by equation 7.16. Heat conductance is given through the clo value and the resistance of clothing.
The driving temperature difference is the difference between the temperature of the skin layer and
the temperature of the external surface Tmt ,i . As my own data provide the basics for developing a
static model, external surfaces are not considered as an additional insulation layer. Instead, they
are described through a fixed surface material temperature.
For my own experimental data, passengers had contact to the airplane seat. Its surface temper-
ature is estimated at 34 ◦C, a number derived from thermographic pictures taken immediately
after persons had risen from their seats. (figure 7.2) With this assumption, the additional degree
of freedom of the air temperature behind the chair is eliminated. For different situations the heat
conductance through the seat has to modelled or the contact temperature can be estimated from
the seat material. For a perfect thermal isolation the contact temperature can reach as maximum
37 ◦C which is equal with the core temperature.
Qmt ,i = 1
0.155 m
2K
W Icl ,i
C SF Ai fcl (Ti −Tmt ,i ) (7.16)
The fraction CSF of the body parts which are in contact with the seat are 0.7 for the back, 0.5 for
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the pelvis, and 0.5 for the thigh.
Figure 7.2: Thermographic picture of seat surface temperature
7.3 Physiological active model
The active model uses the formulation of a control loop as described in subsection 2.3.1. The per-
turbation signals of the thermoreceptors are modelled as a temperature difference between the
controlled temperature Ti , j and its set-point temperature Tset ,i , j . This error signal Er ri , j is calcu-
lated by equation 7.17. The set-point temperature, which serves as "control target temperature",
is the temperature at each segment derived under thermal neutrality and given in table 7.6. As the
33 NCM is conceived as a static model, a dynamic sensitivity of the thermoreceptors has not been
integrated in the model.
Er ri , j = (Ti , j −Tset ,i , j ) (7.17)
Warm signal W r mi , j and cold signal C l di , j , corresponding to warm and cold receptors, respec-
tively, are defined by equation 7.18 (when Er ri , j > 0) and equation 7.19 (when Er ri , j < 0).
W r mi , j = Er ri , j , C l di , j = 0 (7.18)
C l di , j =−Er ri , j , W r mi , j = 0 (7.19)
It is assumed that the integrated sensor signals from the skin thermoreceptors are used as the
control variable. Integrated warm signal (Wrms) and integrated cold signal (Clds) are defined by
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Table 7.6: Set-point temperature (Tanabe et al. [2002])
Segmenti Temperature [
◦C]
Core Skin
Head 36.9 35.6
Chest 36.5 33.6
Back 36.5 33.2
Pelvis 36.3 33.4
Shoulder 35.8 33.4
Arm 35.5 34.6
Hand 35.4 35.2
Thigh 35.8 33.8
Leg 35.6 33.4
Foot 35.1 33.9
equation 7.20 and 7.21. The integrated error signals activate the mechanisms of the active system.
The strength of the reaction varies for different body parts and is included through the weighting
coefficient SKINR in the integration and is shown in table 7.7.
W r ms =
16∑
i=1
(SK I N Ri W r mi ,2) (7.20)
C l d s =
16∑
i=1
(SK I N Ri C l di ,2) (7.21)
Thermoregulation involves many bodily functions. The anterior hypothalamus has been postu-
lated as being the terminal sensory organ for warm responses, and it transmits impulses to the
sweat glands and vasodilation effectors. The posterior hypothalamus does not function as a termi-
nal sensory organ, but as a relay of impulses from cold skin to the metabolic heat production cen-
tres. (Johnson [1991]) Cabanac [1975] points out that several temperature sensors are capable of
triggering defence reactions independently, and the response is a function of several inputs com-
bined at the same time. Warm skin and spinal signals should be additive. Hence the programmed
concept of integrated sensor signals coming from the skin and the head core can be seen as some
kind of reality at the system level considered.
The thermoregulatory system consists of four control processes: vasodilation, vasoconstriction,
perspiration, and shivering heat production. All four processes are defined by a control equation
that consists of three terms. The first is related to the head core signal (Er r1,1), the second to the
skin signal (Wrms-Clds), and the third term is related to both ((W r m1,1∗W r ms) or (C l d1,1∗C l d s)).
The signals contain all thermal information which could be available to the thermoregulatory
controller. The receptors are distributed unevenly on the human body, however, and the body
segments show differences in terms of their sensitivity. Introducing individual distribution coef-
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Table 7.7: Weighting and distribution coefficients (Tanabe et al. [2002])
Segmenti SKINRi SKINSi SKINVi SKINCi Chilfi
Head 0.070 0.081 0.32 0.022 0.020
Chest 0.149 0.146 0.098 0.065 0.258
Back 0.132 0.129 0.086 0.065 0.227
Pelvis 0.212 0.206 0.138 0.065 0.365
L-shoulder 0.023 0.051 0.031 0.022 0.004
R-shoulder 0.023 0.051 0.031 0.022 0.004
L-arm 0.012 0.026 0.016 0.022 0.026
R-arm 0.012 0.026 0.016 0.022 0.026
L-hand 0.092 0.016 0.061 0.152 0.000
R-hand 0.092 0.016 0.061 0.152 0.000
L-thigh 0.050 0.073 0.092 0.022 0.023
R-thigh 0.050 0.073 0.092 0.022 0.023
L-leg 0.025 0.036 0.023 0.022 0.012
R-leg 0.025 0.036 0.023 0.022 0.012
L-foot 0.017 0.018 0.050 0.152 0.000
R-foot 0.017 0.018 0.050 0.152 0.000
ficients for the segments allows for determining the varying influence of the three types of error
signals on the four regulative processes. The control coefficients are based on Stolwijk [1971] and
shown in table 7.8. When the values for the four control processes calculated from the control
equations become negative, they are set at 0.
The coefficient SKINR takes the different fraction of skin receptors in the segments into account.
The values have been obtained by multiplying the number of cold spots for various segments given
by Aschoff and Wever [1958] with the corresponding surface areas and assigning to each area the
appropriate fraction of the total sum of these products.
The coefficients SKINV and SKINC consider the fraction of vasomotoric over the skin. The values
are obtained with data from Hertzman and Randall [1948] who surveyed the skin with respect to
local blood flow.
The relative distribution of sweat secretion is approximated by the distribution of sweat glands.
The investigations by Randall [1946] provide data to define the fractional distribution given through
SKINS.
Finally, all four control processes get one control equation (equations 7.23 - 7.27) . The control
equations all have a term consisting of the product of a control coefficient and a central tem-
perature signal, a term consisting of the product of a control coefficient and an integrated skin
temperature signal, and a third term consisting of the product of a control coefficient, a central
temperature signal, and a skin temperature signal.
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Table 7.8: Control coefficients (Tanabe et al. [2002])
Core (C) Skin (S) Core x skin (P)
Sweat (SW) CSW = 371.2 SSW = 33.6 PSW = 0.0
Shivering (Ch) CC h = 0.0 SC h = 0.0 PC h = 24.4
Vasodilation (Dl) CDl = 117.0 SDl = 7.5 PDl = 0.0
Vasoconstriction (St) CSt = 11.5 SSt = 11.5 PSt = 0.0
7.3.1 Vasomotion
Skin blood flow BFi ,2 is calculated by equation 7.22. Dl and St are the signals, respectively, for
vasodilation (equation 7.23) and vasoconstriction (equation 7.24). (Tanabe et al. [2002])
BFi ,2 =
BF Bi ,2+ (SK I NVi Dl )
1+ (SK I NCi St )
kmi ,2 (7.22)
Dl =CDl Er r1,1+SDl (W r ms−C l d s)+PDl W r m1,1W r ms (7.23)
St =−CSt Er r1,1+SSt (W r ms−C l d s)+PStC l d1,1C l d s (7.24)
kmi ,2 is called the “local multiplier”, a factor for incorporating the Q10 effect as a measure of the
rate of change of a biological process as a consequence of increasing the temperature by 10 ◦C. At a
given combination of internal temperature and mean skin temperature, vasomotion and perspira-
tion are dependent on local skin temperature with a Q10 of about 2. The local multiplier becomes:
kmi ,2 = 2.0Er ri ,2/10 (7.25)
7.3.2 Perspiration
Heat loss by evaporation of sweat Esw,i ,2 is calculated by equation 7.26 (Tanabe et al. [2002]):
Esw,i ,2 = (CSw Er r1,1+SSw (W r ms−C l d s)+PSw W r m1,1W r ms)SK I N Si kmi ,2 (7.26)
7.3.3 Shivering
Heat production by shivering Ch,i ,1 is calculated by equation 7.27 (Tanabe et al. [2002]):
Ch,i ,1 = (−CC hEr r1,1+SC h(W r ms−C l d s)+PC hC l d1,1C l d s)C hi l fi (7.27)
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C hi l fi is the distribution coefficient of individual muscle layers integrated in the core layer for
shivering heat production as shown in table 7.7.
7.4 Psychological model
After calculating the human body thermal state, a psychological model is required in a second step
for transforming physiological body reactions in terms of temperatures into a comfort voting as de-
scribed in subsection 7.4. (Figure 7.3) The psychological model consists of four models predicting
local and overall sensation and local and overall comfort. The psychological model is connected
to the physiological model via the skin temperatures, which are the input parameters for the local
thermal sensation model.
Figure 7.3: The components of the model
7.4.1 Local thermal sensation model TSl
The local thermal sensation model uses the approach of a power function (equation 3.1) as a sig-
moidal curve. Thermal sensation is provided via the 7-point ASHRAE scale with the limits +3 and
-3. The thermal stimulus is the local skin temperature; the point of neutrality is the local skin tem-
perature when sensation in that body part is at a neutral level. To cover the entire range of skin
temperature changes, the following formulation adapted from Zhang [2003] was chosen:
T Sl = 3( 2
1+exp(−C 1(Tski n,local −Tski n,local ,set )
−1) (7.28)
The equation exhibits the covering of the whole range of Steven’s power law. In the temperature
range around the set-point, the function reacts in an almost linear way. When local skin temper-
ature is much lower than its set point, the exponential term is large and the quotient approaches
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zero. Local sensation therefore approaches its lower limit of -3 (very cold). When local skin tem-
perature is much higher than its set point, the exponential term is close to zero and the quotient
approaches a value of 2. The corresponding local sensation approaches its upper limit of +3 (very
hot). The term C 1(Tski n,l ocal −Tski n,local ,set ) determines the slope of the logistic function. The
coefficient C1 varies for different body parts, implying differences in the sensitivity of individual
body parts. With regard to a varying sensitivity for warming and cooling, the coefficient is also dif-
ferent for a temperature difference
Tski n,l ocal −Tski n,l ocal ,set <= 0 and > 0. Figure 7.4 shows the general course of the logistic func-
tion with C1 as 1 and 0.5. A comparison to the experimental series of Nevins and Rohles [1966]
and Rohles [1970] made by Fiala et al. [2003] (see figure 7.5) for the development of his dynamic
thermal sensation (DTS) model shows that the logistic function delineates the general relationship
between air temperature and sensation. In the experiments the sedentary subjects, clad in the so-
called KSU uniform (Nevins et al. 1966), were exposed for three hours to steady-state operative
temperatures ranging between 15.6 ◦C < Ta < 36.7 ◦C (60 ◦F < Ta < 98 ◦F) and relative humidities
between 15 % < rh < 85 %.
Figure 7.4: Course of the logistic function
The whole body thermal state also influences thermal sensation and is described by a comparison
between the local and the whole body thermal state. The modification term
−K 1((Tski n,local −Tski n,local ,set )− (Tski n −Tski n,set )) is incorporated into the exponent so that it
will also have an influence on the slope of the function. The whole proposed model adapted from
Zhang’s model (Zhang [2003]) is, then:
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T Sl = 3( 2
1+exp(−C 1 1
K
(Tski n,loc −Tski n,loc,set −K 1
1
K
((Tski n,l oc −Tski n,loc,set )− (Tski n −Tski n,set ))
−1)
(7.29)
Figure 7.5: Relationship between thermal sensation and air temperature (taken from Fiala et al.
[2003])
C1 and K1 vary for single body parts on the warm (Tski n,local −Tski n,local ,set > 0) and cold side
(Tski n,local−Tski n,l ocal ,set <= 0). Figure 7.6 shows the logistic function for a cool and a warm whole
body thermal state, as compared to the neutral thermal state. Both coefficients C1 and K1 are
integrated in the optimization process.
For determining set point temperatures, the physiological model runs under neutral environmen-
tal conditions for 8 hours. Neutral conditions are defined as a standing position with 1 met, nude,
an ambient temperature of 28.8 ◦C, and 0.1 m/s air velocity. Table 7.9 shows the local skin temper-
atures compared to results from Zhang [2003] and from Olesen and Fanger [1973]. The results are
in the range of both studies, which proves the validity of the physiological model.
7.4.2 Overall thermal sensation model TSo
As pointed out in chapter 3.1, several studies have shown that mean skin temperature can be cal-
culated from a weighting of local skin temperatures. Starting from the assumption that there is
a relationship between the thermal body state described by skin temperatures and the thermal
sensation vote, overall sensation is also modelled as a weighted average, but now integrating local
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Figure 7.6: Impact of whole body thermal state (neutral, warm, cold) on local thermal sensation
Table 7.9: Local set-point temperatures
Segment 33NCM Zhang Olesen, Fanger
Head 35.6 35.8 34.2
Chest 34.9 35.1 34.5
Back 34.7 35.3 34.4
Pelvis 34.7 35.3 34.9
Shoulder 34.7 34.2 33.5
Arm 34.2 34.6 32.7
Hand 34.9 34.4 33.5
Thigh 33.8 34.3 33.7
Leg 33.6 32.8 32.4
Foot 34.4 33.3 32.2
Average 34.4 34.5 33.4
thermal sensation instead of temperatures. The weighted average accounts for differences in size
and sensitivity of various body parts. My own experimental data affirm the assumption of weight-
ing individual body parts differently. This is realized by a linear model predicting the weighting
coefficients.
Figure 7.7 shows the local thermal sensation for two different flights for a warm overall thermal
sensation. In comparison figure 7.8 shows two flights with a cold overall thermal sensation. Con-
cerning the head, for example, it can also be seen that the weighting for the warm side and the
weighting for the cold side are not necessarily equal. On the warm side the head seems to be dom-
inant. On the cold side body parts like the feet seem to get a stronger influence.
Overall thermal sensation is given by equation 7.30 where wei g hti is the weighting factor for a
body part given as linear function (7.31).
78
Model development 7.4 Psychological model
Figure 7.7: Local thermal sensation for two different flights with a warm overall thermal sensation
Figure 7.8: Local thermal sensation for two different flights with a cold overall thermal sensation
T So =
∑
wei g htT S,i T Sli∑
wei g htT S,i
(7.30)
with
wei g htT S,i = aT S,i (T Sli −T Smean) (7.31)
Figure 7.9 summarizes the features of different weightings for single parts, asymmetrical weight-
ings, and the dependence of weightings on the strength of local sensation, expressed as the differ-
ence between local thermal sensation and mean thermal sensation.
The coefficient of the linear model aT S,i is integrated in the optimization process.
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Figure 7.9: Different weightings for single body parts
7.4.3 Local thermal comfort model TCl
The local thermal comfort model has to account for thermal alliesthesia, i.e. the sensation of plea-
sure or displeasure aroused by a given peripheral temperature stimulus according to the body’s
internal thermal state. A piecewise linear function is required where a positive slope indicates that
the body is hypothermic and a negative one indicates that the body part is hyperthermic. Further-
more, overall thermal sensation affects the magnitude of maximum comfort and the local thermal
sensation at which it is felt. Finally the local thermal comfort depends on local and overall thermal
sensation. Model coefficients must be able to shift the maximum thermal comfort depending on
a change of the overall thermal sensation. The proposed model is an asymmetrical saddle which
is realized through a linear model modified by a logistic function (equation 7.32). The equation
contains six coefficients. Figure 7.10 illustrates how the function reacts to changing coefficients.
The location of local thermal sensation at which maximum local thermal comfort is felt is given
through C31 and C32, respectively. The differentiation into two coefficients allows for a different
behaviour depending on whether the overall thermal body state is cool or warm. The coefficient
C6 gives the maximum local thermal comfort under neutral conditions. An increasing maximum
thermal comfort for an overall thermal body state out of neutral is given through C71 and C72. The
coefficients are different depending on whether the overall thermal body state is cool or warm.
The coefficient C8 gives the local thermal sensation at which the maximum local thermal comfort,
given through C6, is felt for a neutral overall thermal body state.
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T C l =

−3− (C 6+C 71|T So−|+C 72|T So+|)
|(−3+C 31|T So−|+C 32|T So+|+C 8)|n −
−3− (C 6+C 71|T So−|+C 72|T So+|)
|(3+C 31|T So−|+C 32|T So+|+C 8)|n
exp(5(T Sl +C 31|T So−|+C 32|T So+|+C 8))+1
+ −3− (C 6+C 71|T So
−|+C 72|T So+|)
|(−3+C 31|T So−|+C 32|T So+|+C 8)|n
]
(T Sl +C 31|T So−|+C 32|T So+|+C 8)n +C 6+C 71|T So−|+C 72|T So+|
(7.32)
Figure 7.10: The local thermal comfort model
Figures 7.11 and 7.12 plot the local thermal comfort of arm and pelvis against the local thermal sen-
sation for my own experimental data. The data fit shows the quadratic shape as assumed by the
model. The diagram differentiates between an overall thermal body state of slightly cool, neutral,
and slightly warm. In our experiments, local and overall thermal body states always shift together.
Consequently, the data cannot be used to fix a clear shift with changing overall thermal body sen-
sation the way it was possible in Zhang’s experiments. Zhang applied direct cooling to single body
parts without changing overall thermal conditions. But only including all coefficients C31, C32,
C6, C71, C72, and C8 in the optimization process provided the best results.
7.4.4 Overall thermal comfort model TCo
Zhang proposed a rule-based overall thermal comfort model in which single local thermal votes
determine overall thermal comfort. The experiments by Pellerin et al. [2004] pointed out that the
overall sensation of discomfort is quantitative, i.e. local unpleasantness needs to be felt on a cer-
tain number of body surfaces. My own experimental data do not reproduce these rules. Figure 7.13
does not show any progressive increase in discomfort with the rise in the number of body parts felt
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Figure 7.11: Local thermal comfort against local thermal sensation for the arm
Figure 7.12: Local thermal comfort against local thermal sensation for the pelvis
to be unpleasantly warm or cool. The data do confirm Pellerin’s results insofar, however, as they
suggest a qualitative determinism of discomfort, with certain body surfaces taking more or less
importance in the expression of cold or warm discomfort.
Figure 7.14 shows local and overall thermal comfort for two different flights. Votes do not support
the assumption that it is only the minimum local comfort votes that determine overall comfort.
Instead, there seems to be a relationship between the overall thermal comfort vote and all of the
parts, whereby individual parts affect overall thermal comfort to varying degrees, similar to what
has been found for the overall thermal sensation model.
Overall thermal comfort, therefore, is modelled as a weighted average (equation 7.33), just as over-
all thermal sensation, with weighting coefficients being integrated into the optimization process.
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Figure 7.13: Overall thermal comfort correlated with the number of body segments sensed to be
uncomfortable
Figure 7.14: Local and overall thermal comfort for two different flights
TCo =
∑
wei g htT C ,i TCl ,i∑
wei g htT C ,i
(7.33)
with
wei g htTC ,i = aTC ,i (TCl ,i −TCmean) (7.34)
7.5 Uncertainties in model development
Research involving human subjects is always confronted with diffuse boundary conditions. In the
case of comfort analysis, descriptions such as "being at rest, sitting quietly in a chair, with light
clothing" are quite common. And in many cases, it is indeed impossible to quantify boundary
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conditions in more precise ways. Furthermore, only large groups of test persons can eliminate the
effects of inter-individual differences. The verbal descriptions cited above already highlight the
strongest uncertainties, which include the human body state and heat transfer at the human body
surface, which is influenced by clothing and posture.
Byrne et al. [2005] showed that the conventional 1 met value overestimates energy expenditure by
about 20 %, whereas body fat mass accounted for most of the variance. According to Parsons [2001]
typical accuracies for Icl range between ± 20 and 25 %. Yang et al. [2004] analyzed the influence
that small differences in body posture have on the convective heat transfer coefficient. Figure 7.15
shows the two different arm positions considered.
Figure 7.15: Different arm positions
These two positions can be applied to the body posture of a flight passenger, whose main arm po-
sitions consist of an almost horizontal position during reading and a relaxed droopy arm position.
Figure 7.16 shows the resulting differences in local heat flux.
Figure 7.16: Convective heat flow dependent on arm position
Consequently, the 33 NCM can provide results only for an average and standardized human body.
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8 Optimization
8.1 Introduction
Optimization techniques are used to find a set of design parameters, x = x1,x1,...,xn, that can in
some way be defined as optimal. In a simple case, this might mean minimizing or maximizing
some system characteristic dependent on x. In the case of the 33NCM, optimization is the com-
parison between the comfort and sensation indices TSl, TSo, TCl, and TCo as measured values and
as predicted values and the minimization of the deviation. The design parameters are the ones
identified in chapter 7: CD, acc , C1, K1, C31, C32, C6, C71, C72, C8, aT S and aTC . Since optimiza-
tion always includes calibration as an adjustment of the output value of a system, both terms are
used synonymously in this study.
Figure 8.1: Design of the optimization process
The optimization procedure as shown in figure 8.1 uses the Matlab optimization toolbox and the
direct search toolbox. The Modelica model can also be simulated within Matlab. As a result, the
calibration process could be programmed in a fully automated fashion to insure an ongoing model
improvement procedure by adding new experimental data into the optimization loop. There are
several algorithms for optimization problems. The human comfort model as a multidimensional
nonlinear problem can be handled by large scale and direct search algorithms.
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8.2 Levenberg-Marquardt algorithm LMA
The Levenberg-Marquardt algorithm (LMA) provides a numerical solution to the problem of min-
imizing a function, generally a nonlinear one, over a space of the function’s parameters. It is an
iterative technique that locates a local minimum of a multivariate function that is expressed as the
sum of squares of several functions. In contrast to many methods that use the gradient of the func-
tion to be minimized, the LMA interpolates between the Gauss-Newton algorithm and the method
of gradient descent. When the current solution is far from a local minimum, the algorithm behaves
like a steepest descent method which means slow, but guaranteed convergence. When the current
solution is close to a local minimum, it becomes a Gauss-Newton method and exhibits fast con-
vergence. (MathWorks [2007]) The nonlinear least-squares optimization can run the risk of finding
only a local minimum. But otherwise it is a very fast algorithm. The Levenberg-Marquardt algo-
rithm, therefore, is chosen in cases where the design parameter is given through a vector. It will
make computation time much more reasonable.
8.3 Direct search DS
Direct search (DS) is a method for optimization problems that does not require any information
about the gradient of the objective function. The chosen algorithm is the generalized pattern
search. This pattern search algorithm computes a sequence of points that approach an optimal
point. At each step, the algorithm searches a set of points, called a mesh, around the current point,
which is the point computed at the previous step of the algorithm. The mesh is formed by adding
the current point to a scalar multiple of a set of vectors called a pattern. If the pattern search algo-
rithm finds a point in the mesh that improves the objective function at the current point, the new
point becomes the current point at the next step of the algorithm. (MathWorks [2008]) Figure 8.2
shows the principle of the search method. The algorithm polls the mesh points around the initial
point by computing their objective function values until it finds one whose value is smaller than
the one of the initial point. This point becomes the new initial point. In the given example the first
such point it finds is [1.2 1.7], at which the value of the objective function is 5.5146.
8.4 Optimization procedure
The optimization process is divided into four steps that correspond to the four steps of the psy-
chological model. Each step performs a minimization on the difference between simulated local
and global sensation, local and global thermal comfort, and experimental results. Since the hu-
man body is supposed to be symmetrical left and right body parts should always react in the same
way under the same boundary conditions. All parameters are optimized in consideration of body
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Figure 8.2: Method of generalized pattern search
symmetry, which reduces the maximum number of a set of one parameter to ten for head, chest,
back, pelvis, shoulder, arm, hand, thigh, leg, and foot.
8.4.1 Local thermal sensation
The first calibration step consists of optimizing the prediction of local thermal sensation. This
optimization step performs not only a calibration of the parameter, but also a calibration of the
interaction of the physiological and the psychological model, as this calibration step requires both
model parts. The parameters in this calibration step are the exponents C1 and K1 from the logis-
tic function of the psychological model, and Cd and acc from the physiological model. Since the
physiological model requires the experiments’ thermal boundary conditions, the calibration only
considers those four experiments that were complemented by numerical simulations. (see sec-
tion 6.5) The calibration of the physiological model is an optimization over all experiments. The
objective function in this case is:
minimize f (C 1,K 1)=
16∑
i=1
n∑
j=1
T Slsi m,i , j (C 1,K 1)−T Slexp,i , j (8.1)
where i is the number of body parts and j the number of experiments considered.
Calibration of the physiological model is subdivided into the calibration of acc using the direct
search method and the calibration of thermal conductance using the Levenberg-Marquardt method.
As the physiological model has to run under different boundary conditions for each experiment,
it was unfeasible to perform an optimization over all experiments. Instead, both calibration steps
take into account each experiment separately, and the final coefficients for cd and acc are an arith-
87
Optimization 8.4 Optimization procedure
metic average over all considered experiments. Herewith the objective functions become:
minimize f (acc )=
16∑
i=1
T Slsi m,i (acc )−T Slexp,i (8.2)
minimize f (cd )=
16∑
i=1
T Slsi m,i (cd )−T Slexp,i (8.3)
Figure 8.3 summarizes the calibration steps in a flow chart.
Figure 8.3: Flow chart for the optimization of the local thermal sensation model
Optimization starts with initial values taken from literature. The parameter variation adjusts the
logistic function with an individual slope for each body segment. Figure 8.4 shows schematically
possible adjustments of the logistic function in the optimization process. The possible curve pro-
gression can be steeper or smoother within the shaded area between the two dotted lines.
Figure 8.4: Schematic representation of the calibration of the local thermal sensation model
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The results for coefficients of the optimized model are shown in table 8.1. The coefficients C1 and
K1 are listed separately for local skin temperature when it is higher or lower than its set point.
Table 8.1: Coefficients for local thermal sensation model
Segment Tskin,local −Tskin,local ,set <= 0 Tskin,local −Tskin,local ,set > 0
C1/C1max K1/K1max C1/C1max K1/K1max
Head 0.17 0.09 1.00 0.50
Chest 0.08 0.09 0.45 0.28
Back 0.81 0.30 0.29 0.14
Pelvis 0.17 0.31 0.20 0.14
Shoulder 0.53 0.70 0.53 0.42
Arm 0.08 1.00 0.54 1.00
Hand 1.00 0.15 0.04 0.14
Thigh 0.11 0.09 0.09 0.14
Leg 0.13 0.09 0.30 0.28
Foot 0.27 0.09 0.04 0.14
Stevens et al. [1974] provided local thermal stimuli by quartz lamps. His study confirmed the log-
arithmic relation between sensation and warm stimuli. Furthermore, he found out that the arm
and the leg are far less sensitive than the forehead. My own results and those by Zhang also show
low levels of sensitivity compared to other body parts for the leg. In the case of the arm, my own
data show the highest sensitivity as they are sensitive to the warm and cold side. (s. figure 8.5 and
8.6)
8.4.2 Overall thermal sensation
The second calibration step consists of optimizing the prediction of overall thermal sensation. The
parameters in this calibration step are the weighting factors for each body part. The objective
function for the optimization is:
minimize f (aT S,i )=
16∑
i=1
n∑
j=1
T Sosi m,i , j (aT S,i )−T Soexp,i , j (8.4)
The calculation of overall thermal sensation is not directly linked to the physiological model. The
physiological model only affects local thermal sensation, which is the input parameter for this
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Figure 8.5: Local thermal sensation for the head, arm, and leg on the cold side
Figure 8.6: Local thermal sensation for the head, arm, and leg on the warm side
calculation step. Restricting the process to the psychological part of the model makes it possible
to include all experiments in the optimization process.
Figure 8.7 shows the optimization flow chart using the Levenberg Marquardt method. The opti-
mization was also conducted using the direct search method. The results differ in the weighting of
single parts, but not in the final quality of the prediction. Compared to the Levenberg Marquardt
method, the direct search algorithm has a stronger tendency towards eliminating several body
parts, including the chest. This, however, is in strong contrast to my own observations and those
made by Hanada et al. [1982] and Tamura and An [1993] provided in chapter 3.1. This performance
provided strong evidence for the idea of choosing the Levenberg Marquardt method in cases where
all body parts have to be considered simultaneously, resulting in a large-scale problem.
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Figure 8.7: Flow chart for the optimization of the overall thermal sensation model
Figure 8.8 is a schematic representation of the dominance of single parts and their asymmetrical
behaviour on the warm and cold side. The possible adjustment through the calibration process
according equation 7.30 lies in the shaded area shown in figure 8.9.
Figure 8.8: Schematic representation of the calibration of the overall thermal sensation model
On the cold side, arm, foot, shoulder, and head have a strong impact on overall sensation. On the
warm side, head and arm have the strongest influence. The different weighting factors are also
reflected in our general clothing behaviour. When we are getting cold, we first cover our torso
and arms, while hands and legs tend to remain insensitive for quite a while. When we are getting
warm, we are very sensitive at the head and try to reduce the temperature of the torso. Figure 8.10
shows two test persons on a day of experiments in June. During the summer months, both long
and short trousers are common, which indicates insensitivity of the legs and thighs. Regardless of
their choice of trousers, however, both test persons chose stronger insulation for their arms and
shoulders.
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Figure 8.9: Weighting factors for single body parts on the cold and warm side
Figure 8.10: Different clothing of test persons on the same day of experiments
The comparison between the results from the simulation and the experiments gives a correlation
coefficient of R2 = 0.93, which shows that the model predicts well (Figure 8.11).
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Figure 8.11: Correlation of simulated and experimental data for overall thermal sensation
Both Nadel et al. [1973] and Crawshaw et al. [1975] concluded from their studies that mean skin
temperature is to be determined as a function of thermal sensitivities and area weighting. Transfer-
ring the calculated mean skin temperature to psychological voting in terms of calculating thermal
sensation is not possible, however. My own weighting factors show stronger differences compared
to those by Crashaw for mean skin temperature (see table 3.2). But both data identify the head and
arm regions as dominant parts.
8.4.3 Local thermal comfort
The third calibration step consists of optimizing the prediction of local thermal comfort. The pa-
rameters in this calibration step are the coefficients C3, C6, C7, and C8, which define the shape
of the piecewise linear function. The coefficients C3 and C7 differ for the warm and cold side of
thermal sensation so that a total of 6 parameters are included in the optimization process. The
objective function for the optimization is:
minimize f (C 3,C 6,C 7,C 8)=
16∑
i=1
n∑
j=1
T Slsi m,i , j (C 3,C 6,C 7,C 8)−T C lexp,i , j (8.5)
Experimental data (see subsection 7.4.3) do not show a clear influence of overall thermal sensa-
tion. In contrast to Zhang, who applied direct cooling to single body parts without changing overall
thermal conditions, local and overall thermal body states always shift simultaneously in our exper-
iments. However, an optimization of all coefficients, compared to an optimization including only
the coefficients C6 and C8, which define the initial shape under neutral conditions, led to strong
improvements. (Figure 8.12)
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Figure 8.12: Flow chart for the optimization of the local thermal comfort model
Figure 8.13 shows schematically with the shaded area possible adjustments of the piecewise linear
function in the optimization process.
Figure 8.13: Schematic representation of the calibration of the local thermal comfort model
The coefficients of the optimized model are shown in table 8.2. The coefficients C3 and C7 are
listed separately for overall thermal sensation when it is cold (C31, C71) or warm (C32, C72). The
square of the correlation, R2, between simulated and experimental local thermal comfort is pre-
sented in the last column.
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The low R2 values indicate that the local comfort prediction does not correlate well with local and
overall sensation. The R2 values, however, correlate with the body parts’ sensitivity to overall ther-
mal sensation. This highlights that it is difficult to express thermal comfort in all its different nu-
ances. This means that people’s assessment of the comfort they feel in those body parts that are
less sensitive to thermal stimuli is also less differentiated. The correlation plots show a stronger
deviation in the case of stronger votes for comfortable or uncomfortable. The results also show a
poorer quality for the torso than for the extremities. This can be explained by the total number of
votes which, for the torso, is only half of that for the extremities, since voting for the latter always
involves voting for the left and right sides of the body.
The results show a clear trend towards maximum comfort on the slightly warm side. Furthermore,
not only are we more sensitive to cold, but a cold overall thermal sensation also has a stronger
influence on the comfort shift than a warm overall sensation, as shown in figure 8.14 for the back.
Figure 8.14: Local thermal comfort in dependence of local and overall thermal sensation for the
back
8.4.4 Overall thermal comfort
The fourth calibration step consists of optimizing the prediction of overall thermal comfort. The
parameters in this calibration step are the weighting factors for each body part. The objective
function for the optimization is:
minimize f (aTC ,i )=
16∑
i=1
n∑
j=1
T Cosi m,i , j (aTC ,i )−TCoexp,i , j (8.6)
The model uses the same optimization algorithm as the overall thermal sensation model, which
is identical in the mathematical formulation of a weighted average of the local votes. Figure 8.15
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shows the optimization flow chart.
Figure 8.15: Flow chart for the optimization of the overall thermal comfort model
Figure 8.16 is a schematic representation with the shaded area possible adjustments of the dom-
inance of single parts and their asymmetrical behaviour on the comfortable and uncomfortable
side. The results of the calibration process are given in figure 8.17.
Figure 8.16: Schematic representation of the calibration of the overall thermal comfort model
[htb]
Figure 8.17: Weighting factors for single body parts on the comfortable and uncomfortable side
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On the uncomfortable side, head, shoulder, and leg have a strong impact on overall comfort. On
the comfortable side, head, pelvis, shoulder, and feet have the strongest influence.
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9 Validation of model
9.1 Test cases from literature
For a further validation of the model, simulated skin temperatures are compared to physiological
studies reported by other researchers. But actual literature data do not provide a test case that
includes physiological and psychological data along with precisely defined boundary conditions.
As previously shown, convective and radiative heat transfer are the quantities that determine hu-
man thermal sensation. In the documentation of test cases, however, they are inadequately docu-
mented.
Consequently, literature data are only used as a basis for a qualitative validation of the physiologi-
cal part under steady state conditions and with temperature steps. Although the whole model
has only been developed for steady state conditions, its physiological part is also considered for
temperature steps. The temperature step is a good test case for validating calibrated thermal con-
ductance.
Werner and Reents [1980] measured local skin temperatures in climate chamber experiments us-
ing male test subjects. The test subjects, wearing only shorts, lay at rest in a hammock and were
exposed to constant environmental conditions for 120 min. The range of temperatures was from
10 - 50 ◦C, relative humidity was kept constant at 40 % ± 5 %, and air speed was less than 0.2 m/s.
Hardy and Stolwijk exposed young sitting men in shorts to a series of temperature steps. In Hardy
and Stolwijk [1966] they present data for a downward temperature step change from 43 ◦C at 30 %
relative humidity to 17 ◦C at 40 % relative humidity. The subjects wore only shorts and skin tem-
peratures on segments were measured. In Stolwijk and Hardy [1966a] similar tests using an upward
step change from 28.1 ◦C at 43 % relative humidity to 47.8 ◦C at 27 % relative humidity are docu-
mented.
A comparison of data measured in experiments under steady state conditions and the simulated
results from the 33NCM are presented in figure 9.1.
All body parts can represent the qualitative change in skin temperature under changing air tem-
peratures. Simulated temperatures of the torso are in good agreement with measurements. The
extremities show stronger deviation between simulation and measurements. The assumed con-
vective and radiative heat transfer coefficients may deviate from real local conditions. Further-
more, exact view factors are unknown for those body parts and for the contact to other materials
with an unknown contact temperature.
For transient conditions, average skin temperature is in good agreement with measurements. The
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good temporal behaviour proves that the optimized thermal conductance is in a realistic physio-
logical range. Exact local boundary conditions are unknown in this case too, however, and there is
no mention of how average skin temperature was calculated for the experiments. For the simula-
tion, average skin temperature is taken as an average from all 16 body segments. Different calcula-
tion methods exist in literature. (e.g. Gystad and Bakkevig [1994])
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Figure 9.1: Comparison of measured (Werner and Reents [1980]) and simulated skin temperatures
for different body parts during steady state conditions under different air temperatures
101
Validation of model 9.1 Test cases from literature
Figure 9.2: Comparison of measured (Hardy and Stolwijk [1966]) and simulated average skin tem-
peratures during warm temperature step
Figure 9.3: Comparison of measured (Stolwijk and Hardy [1966a]) and simulated average skin tem-
peratures during cold temperature step
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10 Application of model
10.1 Thermal sensation under different ambient pressures
Thermal boundary conditions in an aircraft cabin during flight are different from those on the
ground because air pressure in the cabin is reduced. A reduced level of local atmospheric pressure
leads to an increase in evaporative heat transfer and a decrease in convective heat loss. The equa-
tions for correcting the transfer coefficients are given with 2.7 and 2.21. A possible influence of the
cabin pressure on breathing is neglected.
The impact of changed proportions on thermal sensation was analysed with the 33NCM. Again, the
point of reference was the point of neutral thermal sensation at an ambient pressure of 1013 hPa.
Atmospheric pressure was reduced with cabin height according to the international height equa-
tion. The operative temperature and humidity are kept constant. The results show a quadratic
relationship between overall thermal sensation and cabin height:
∆T So(l )= 2.4·10−8 1
m2
l 2+8.9·10−5 1
m
l (10.1)
Figure 10.1: Impact of cabin height on overall thermal sensation
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10.2 Thermal sensation and comfort as a function of ventilation effects
During flight, the aircraft cabin is a ventilated, enclosed environment, comparable to other indoor
environments such as offices. But the cabin environment is different in many respects. Besides
the need for pressurization, the main difference in terms of thermal comfort is the fact that pas-
sengers are required to remain in a sitting position and are unable to get up and leave as they
choose. The adjustments of the 33 NCM were made for this special sitting position. The phys-
iological model, therefore, is universally valid for all steady state conditions, whereas the results
of the psychological model may not be transferable to other conditions without prior validation
or new optimization. The following results do not reflect the thermal comfort voting of the cabin
crew. The cabin environment is also different from other indoor environments in terms of its small
space. Due to limited space, passengers are much more often directly affected by the supply of
cooled air. Furthermore, the cabin has a very high occupant density, which can cause high vertical
temperature gradients. These special effects are considered in the following subsections.
10.2.1 Uniform operative temperature
As a basic starting point, thermal sensation and comfort under uniform conditions are considered.
Boundary conditions consist of a lightly clothed (0.5 clo) sitting person (1 met) in an environment
with a relative humidity of 15 % and an air velocity of 0.1 m/s. Operative temperature varies be-
tween 18 and 34 ◦C. It is assumed that air temperature is equal to radiative temperature. (Figure
10.2)
Figure 10.2: Evaluation of different operative temperatures
In the temperature range between 24 and 28 ◦C the overall thermal sensation is in good agreement
with the predictions of Fanger’s PMV model. Below and above these temperatures the PMV model
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predicts a curve linearity and the sensation almost reaches the limits of the scale. In contrast the
overall thermal sensation predicted by the 33 NCM shows the typical sigmoidal curve which damps
the strong thermal sensation predicted by PMV model. For the 33 NCM the overall thermal sensa-
tion only lies between -1 and 1.
An almost neutral thermal sensation at 26 ◦C causes maximum thermal comfort. Since sensitivity
to cooling is much stronger, thermal comfort decreases to its lower limit of -3 for 18 ◦C. On the
warm side, thermal comfort decreases only very slowly. Fanger made experiments in which 1,296
lightly clothed persons in a sitting position (1 met) were asked to assess different ambient temper-
atures. Relative humidity was 50 % with an air velocity of 0.1 m/s, making results comparable to
my own investigations. (Figure 10.3)
Figure 10.3: Thermal sensation and comfort under different operative temperatures (Wenzel and
Piekarski [1982])
Both results show maximal thermal comfort to occur around 26 ◦C. My own results differ in terms
of a stronger sensitivity to the cold side. This stronger sensitivity can be ascribed to the higher
number of cold receptors and was observed in several studies. (s. subsection 3.1) Comparability is
further limited by the fact that the comfort curve in Fanger’s results does not differentiate at all in
terms of strength. Test subjects only voted whether they felt comfortable or not.
10.2.2 Temperature gradient
When a displacement ventilation system is used for cabin ventilation, strong vertical temperature
gradients may occur. In my own investigations, a linear vertical temperature gradient at different
points in the comfort zone was used. The point in the comfort zone is defined by a fixed ambient
temperature at the pelvis. Ambient temperatures for the other body parts were adjusted according
to the temperature gradient. Simulations were made for a lightly clothed (0.5 clo) sitting person
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(1 met) in an environment with a relative humidity of 15 % and an air velocity of 0.1 m/s. It was
assumed that air temperature was equal to radiative temperature.
ASHRAE 55 [2004] prescribes 3 K as the limit for the vertical air temperature difference between
head and ankle levels. Zhang et al. [2005] summarize several studies which found a higher stratifi-
cation level acceptable and prove this assumption with the help of their own investigations. When
the average operative temperature is near the centre of the comfort zone (25.3-25.8 ◦C), Zhang de-
fines a stratification of up to 7 K as acceptable. My own simulations show (figure 10.4 - 10.6) that a
temperature gradient of 8 K/m is still acceptable. Changing the basic position in the comfort zone
between 24 and 28 ◦C only has a small influence on comfort voting.
Figure 10.4: Thermal sensation and comfort as a function of stratification with an ambient tem-
perature of 24 ◦C for the pelvis
10.2.3 Local cooling
A series of simulations were performed with the 33 NCM to analyse the effect of local cooling due
to direct airflow to the arm or leg area. Again, boundary conditions consisted of a lightly clothed
sitting person (1 met) in an environment with a relative humidity of 15 %, an air velocity of 0.1 m/s,
and an operative temperature of 26 ◦C. Only in the region which experienced local cooling was air
velocity set to 0.2 m/s with an operative temperature of 22 ◦C. The body parts affected are marked
red in figures 10.7 and 10.8. As long as only the head is affected, cooling causes a comfortable vote.
It is only in conjunction with shoulder and arm that the vote shifts to uncomfortable, the combi-
nation of head, shoulder and arm being the most uncomfortable. Local cooling in the foot and leg
areas causes a slightly cold feeling, but overall thermal comfort still remains at a comfortable level.
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Figure 10.5: Thermal sensation and comfort as a function of stratification with an ambient tem-
perature of 26 ◦C for the pelvis
Figure 10.6: Thermal sensation and comfort as a function of stratification with an ambient tem-
perature of 28 ◦C for the pelvis
10.3 Coupling
The 33 NCM can predict the human body’s response to varying environmental conditions. In the
previous descriptions, environmental conditions in terms of the radiative and convective heat
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Figure 10.7: Thermal sensation and comfort as a function of local cooling in the head/arm region
Figure 10.8: Thermal sensation and comfort as a function of local cooling in the foot/leg region
transfer coefficient and environmental temperature have been extracted from CFD calculations,
and the comfort model runs a stand-alone post processing tool. In this case, a fixed heat flow rate
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has to be assumed for the single parts in the CFD model. By coupling the 33 NCM and the CFD
model and exchanging information about the heat exchange at the body surface, the coupled sys-
tem can account for the two-way interaction including the human body’s feedback on the local
environment.
All discretization levels mentioned in the subsection 4.4 have already been coupled with CFD.
Omori et al. [2004] coupled an accurately modelled human body in CFD with the Fanger PMV
model using a combination between total heat flux and body surface temperature. Murakami et al.
[2000] coupled a simplified model of the human body in CFD with the two-node Gagge model.
Tanabe combined his 65 multi-node model with a radiation exchange model and CFD. (Tanabe
et al. [2002]) In this study, the 33 NCM is coupled with CFD using the commercial flow solver ANSYS
CFX 12. The change from version 11, used for the other CFD calculation, to version 12 for coupling
was necessary for achieving a stable extraction of the variables during the run of the solver. The
system is designed using text scripts and user routines to interact with the CFD solver. The 33 NCM
divides the human body into 16 body segments. The virtual manikin for the CFD calculations, al-
ready used for the cabin simulation in the subsection 6.5, also provides all 16 body segments. For
each of these 16 body segments, the comfort model delivers the thermal boundary conditions as
surface temperatures. The human heat flux to the environment is the new boundary condition for
the thermal comfort calculations. The heat flux is subdivided into convective and radiative heat
flux by transposing the total heat flux and the convective heat transfer coefficient. For calculating
evaporative heat loss, it is necessary to extract the average environmental temperature of the flow
domain as it affects the saturate vapour pressure on the skin surface. At the end of time step in the
CFD simulation cycle, those 33 variables are extracted into a text file. The CFD model then waits
for the 33 NCM. The 33 NCM uses those data to predict new surface temperatures, local and global
overall thermal sensation and comfort. This means that altogether 50 variables are fed back into
the CFD calculations. These are loaded into the CFD model, and the CFD simulation resumes.
Figure 10.9 illustrates the coupled scheme with its used variables. The left hand side shows the
segmented person model used in the flow simulation. On the right hand side, the Modelica model
with its 83 connectors can be seen.
Regarding experiments with test persons, case number 6 from table 5.3 is used as the test case in
my work. It is a mixing ventilation case with a set temperature of 26 ◦C. CFD calculations are made
again using the single seat row as described in the subsection 6.5. The virtual manikin and the aisle
seat is coupled with the 33 NCM. Figure 10.10 shows the calculated surface temperature boundary
conditions for the virtual manikin.
The thermal sensation and comfort predicted by the coupled system are compared with test per-
sons’ votes from the experiments. (Figure 10.11) The 33 NCM can reproduce the general differen-
tiation in the thermal sensation and comfort voting for the single parts. The biggest differences
occur in local thermal sensation for head and chest with an absolute difference of 0.6. Overall
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Figure 10.9: Coupling between CFD and 33 NCM
Figure 10.10: Local surface temperatures calculated by the 33 NCM
thermal sensation is predicted quite well with an absolute difference of 0.1. Overall thermal com-
fort, however, is predicted too low with an absolute deviation of 0.8. Local thermal comfort voting
is slightly underpredicted for all body parts except for the back. As a consequence, overall ther-
mal comfort is too small as well. In summary, the coupling simulation technique shows a stable
functionality with satisfactory results.
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Figure 10.11: Thermal sensation and comfort in the experiments and in the coupled simulation
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This thesis examined thermal comfort in complex non-uniform environments with special regard
to aircraft cabins. In the experimental results, no relation was found between thermal sensation
and the mean vote. This means that standard comfort models which consider the human body
as one compartment fail in the case of non-uniform environments. Clear evaluations are only
possible by considering local effects. The 33 NCM developed for this study relates local thermal
sensation and comfort to skin temperatures, which are defined by a physiological model. 16 single
body parts are resolved and their local thermal sensation and comfort is transformed into an over-
all thermal sensation and comfort vote.
The psychological model mathematically reflects the thermal sensitivity of different body parts,
the influence of local effects on whole body sensation, the degree of comfort a thermal stimulus
produces, and the way local thermal comfort is integrated into overall thermal comfort. Since
the integrated models for the physiological and psychological part are based on a limited range
of experiments with only partly known boundary conditions and the effects of intra- and inter-
individual differences, the whole model is calibrated with self-obtained experimental data gener-
ated in an automated optimization process. As a result, the optimized set of design parameters
is limited to the field of application. My own experimental data reflect the thermal sensation and
comfort votes of sitting passengers in an aircraft cabin with a mixing or displacement ventilation
system. The universal validity of the underlying model makes it possible, however, to transfer the
whole process to any other indoor environment. Positions and the activities are very limited in an
aircraft cabin and differ from other indoor environments. As the overall thermal comfort model
shows very low correlations, special emphasis should be placed on the comfort request in further
investigations. Nonverbal votes in terms of flexible but unique clothing which can be put on and
off could provide important additional information.
Observations of the test results and the 33 NCM help to answer numerous questions on the effect
of different environments on thermal comfort. They provided information that can help to design
and evaluate air-conditioning systems under the aspect of saving energy without cutting back on
thermal comfort. For example, the results indicate that considerably larger vertical temperature
gradients are possible than proposed by standards.
Although the model is limited to steady-state conditions, the validation of the physiological model
also shows good results in the case of temperature steps. In other words, the 33 NCM also provides
the basis for further research on transient conditions. Under transient conditions, the tempera-
ture change rate and a person’s thermal sensation have a strong influence on thermal comfort. A
thermal environment may feel comfortable at one point, but can become uncomfortable with the
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passing of time. During summer, a natural wind with a moderately fluctuating air velocity feels
comfortable. Hagino and Junichiro [1992], for example, proposed ventilation strategies involving
a widely diffused airflow and a naturally fluctuating airflow velocity.
Published research is characterized by a lack of well documented test cases with physiological
and psychological data along with fully known boundary conditions. The effects of local airflow
distribution in particular are often neglected despite the fact convection and radiation have the
strongest influence on the human heat balance. To overcome this lack of information on the local
flow field, the 33 NCM was used in conjunction with numerical flow simulations.
The present study is designed as an attempt to understand and model thermal sensation and com-
fort in a research field where knowledge about the relationship between physiological and psycho-
logical human models is still limited. The whole model can be expanded and enhanced as addi-
tional empirical data become available.
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A1. Questionnaire for the human subject tests
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