The aim of this paper is to prove the existence of a Lipschitz solution for nonlinear obstacle problems with quadratic growth in the gradient and Signorini's boundary conditions. For the linear Signorini's problem, existence and regularity results have been given by Brezis [S], and by Hanouzet and Joly [13] ; in particular, the last two authors apply a dual estimation technique, consisting of estimating the conormal derivative of the solution as a measure on the boundary. For the nonlinear Signorini's problem of the type considered in this paper, no existence results for weak solutions are known; the only results available are due to Frehse [lo], and refer to the interior regularity of arbitrary bounded weak solutions.
0. INTRODUCTION The aim of this paper is to prove the existence of a Lipschitz solution for nonlinear obstacle problems with quadratic growth in the gradient and Signorini's boundary conditions. For the linear Signorini's problem, existence and regularity results have been given by Brezis [S] , and by Hanouzet and Joly [13] ; in particular, the last two authors apply a dual estimation technique, consisting of estimating the conormal derivative of the solution as a measure on the boundary. For the nonlinear Signorini's problem of the type considered in this paper, no existence results for weak solutions are known; the only results available are due to Frehse [lo] , and refer to the interior regularity of arbitrary bounded weak solutions.
To obtain the existence of a (Lipschitz) weak solution in the present nonlinear quadratic case, global estimates up to the boundary are needed. Let us remark incidentally that C' regularity up to the boundary of the weak solution was previously obtained by da Veiga [2] , da Veiga and Conti [3] , by Giaquinta and Modica [15] , using a direct variational approach; however, they only allow a sublinear growth in the gradient. In this case the existence of weak solutions can be obtained by standard methods. Our proof of the existence of a weak solution, in the case of quadratic growth in the gradient, relies on an a priori estimate up to the boundary of the Lipschitz norm for C' n Hz arbitrary solution u, which is obtained in Section 3. We at first estimate the derivatives of u in the interior of the domain and its tangential derivatives on the boundary, adapting the differential quotient technique of Frehse to the present situation in which the nonlinear term H(., U, p) is only assumed to be continuous in (u, p) (see (1.2) ). The conormal derivative on the boundary is then estimated by adapting the linear dual estimate of Hanouzet and Joly to the quadratic nonlinear operator of our case, which is done in Section 2. The existence of a Lipschitz weak solution u is then obtained by a suitable approximation technique (see Sect. 4).
To investigate further regularity proprieties of such a solution, we can use the Cl," regularity result given by Caffarelli for the linear case; however, we apply this result to the present case in a slightly generalized form, see Section 5, in which the obstacle is not assumed to belong to Hz*" but only to C'xB. Let us finally remark that recently a Cl," regularity result for the solution of Signorini's problem with smooth obstacles has been obtained by Kinderlehrer [ 171;  in this paper H is supposed to be 0, but the coefficients aV (see (1.1)) can depend on the gradient. We define the operator A: H'(Q) + (H'(Q))' by setting (1.2) for arbitrary U, UE H'(Q) and the operator L: H'(Q) + H-'(Q), formally written as by restricting UE HA(Q) in the identity above.
We recall that H'(Q) denotes the Sobolev space of all functions, which are square integrable in 52 together with their first-order distribution derivatives, HA(Q) the subspace of all functions of H'(Q) vanishing on r, (H'(Q))' the dual space of H'(Q) and H-'(Q) the dual of HA(Q). Let H(x, U, p) be a given function of x E Q, u E R, p E RN, which is measurable in x for fixed (u,p) for a.e. x E 9, all (u, p) E R x RN with 1~1 < C, the constant K above possibly depending on C. Now let us suppose that a measurable function + is given, such that finL"(Q)#@, where K@= (vEH'(SZ);ud*a.e.inn}.
and let us consider the following variational inequality:
In order to prove the existence of a Lipschitz solution u of (1.3) we make the following additional assumptions on the coefficients of L,
and we assume furthermore that I) E W"(c2) (1.5) and that there exists a Lipschitz subsolution @ of the problem, that is a function @ such that @ < $ a.e. in Q (1.6) such that
Then we have Remark 2. The problem with two obstables $r, @2~H1@(SZ), 11/i < tiZ in 8, can be dealt with by combining the methods of this paper with those of [19] ; in this case the assumption (1.6) can be dropped.
Remark 3. By the same methods used here one can prove the existence of a locally Lipschitz solution of the Dirichlet problem, without differentiability assumptions on H(x, U, p); for regular H(x, U, p), the local Lipschitz continuity of weak solutions has been proved by Frehse [lo] .
In Section 2 we give the proof of a general dual estimate and in Section 3 we obtain an a priori estimate of the Lipschitz norm of regular solutions. Both results are used in the proof of Theorem 1, given in Section 4. Finally, in Section 5, we consider further regularity results.
We wish to thank Frehse for stimulating discussions on the topic of this paper.
DUAL INEQUALITIES
We first give a topological definition of the conormal derivative associated with A, by means of a Green's formula for topological duals. There exists a unique FE B' and a unique y,u E (H"2(F) n L"(T))' such that <Au, v>v,v= <F, v).:,+ (YOU> YOV), Vv E V (yO = trace operator, ( , ) r is the duality product between H"'(r) n L"(T) and its dual).
For @ E H"*(r) n L"(T), let us set
We observe that .Y(@) depends only on @. We will prove now that Z(G) is linear continuous on H"'(r) n L"(T). It is sufficient to select a linear continuous extension @ -
Such an extension is given by
Then.
-A$==, yo8=@.
where OE (H"*(r) nL"(f))'. As to the uniqueness, let F,, F2 E B' and (TV, (r2 E (H"'(r) n L"(T)), be such that (Au, v> y'v= (F,, v).:,+ (a,, v>r = CF2, v).,,,+ (~2, V>P
that implies O, = cr2.
, then y,u is the conormal derivative according to the usual definition.
We give now a Green's formula in the order duals. Let V*( V,*) be the Let 0 = 0 + -0 + and, for each f E 0, let Let us denote by rc@ the subspace of V* generated as above. Now we list some proprieties illustrating the connections between the order duals and the space 0:
(1) V,*-O#d. (5) V* = n@ @ yA(H"*(Z) n L"(T))*, where @ denoes the ordered direct sum.
For the proof of (1) we can use the same argument of [ 13, Ex. 1.41. The proofs of (2)- (5) We only give the proof of (5). We observe, that, V* being a complete vector lattice and 7~0 a band in V*, we have V* = rc0 + nQ1, where ~0' is the band of all elements in V* disjoint from rc0 (i.e., z E ~0 o inf(lzl, [xl)=0 Vx~rcO, [18, p. 2101) . By the definition of rcQ, rc0' is constitued by the elements in V*, vanishing on V,*.
Since y0 is a Riesz isomorphism of V/V, onto H"'(r)nL"(T), the transpose 'yO is a Riesz isomorphism between (H"'(r)nL"(T))* and rcQ1. Since L$ E L'(Q), we then find LUE L'(Q), y,$ = @&, you= $, and
AN ESTIMATE OF THE LIPSCHITZ NORM OF SOLUTIONS IN C'n HZ
Let u E C'(Q) n H'(Q) be a solution of (1.5)), ai, E H',"(Q), $ E Hz,"($). The proof is the same as that of Lemma 1.1 in [9] . At points x0 E r an additional reflection argument is needed, to prolongate the a;'s and to define the Green function of the problem. Now let us fix x0 ~52. We consider the regularised Green function G, , p > 0, and the coefficients ag, as done in [9] . Let 5 E C:(Q), [ >O, c = 1 on a neighbourhood of x,,.
We denote
We observe now that We denote now U, = S,(z), C= (u E L"(Q), @ 6 u 6 Sup,,, $m}, m>m,.
We observe that S,: C-+ C and S, is continuous for the L"-norm. Since H,(. , . , . ) is bounded, by using the dual inequalities and the result of [S], we obtain, that S,,,(C) is a bounded set in C'(O), then there exists a fixed point U, E C'(O) of S, in C. We remark that U, is a solution of the variational inequality, (AU,, u-urn)+ I ff,(x, u,(x), MU, -u,(x)) dx 2 0 R vu E Pm, u, E em. (4.4,) We know that U, E C'(a) and it is uniformly bounded with respect to m. Hence, from Proposition 1, l/%llH'.~~ 6 Kb, (4.5) where K. does not depend on m. Therefore, we can easily prove that lim, + co p,,, = ZJ in HA(Q) then lim u,,, = u in H'.P(Q), 1 <p< +co, m--rcz (4.6) IIUll/+. <Kb.
Passing to the limit in (4.4,) we have that u is a solution of (1.5). We observe finally that Kb does not depend on K,. in (4.1).
We consider now the general case. There exists a sequence { H,(x, U, p)} such that IH,(x, u,P)I dK+K, IPI'
Iff,(-G u>P)-ffH,(x, JJV s)l GK,,(lu--I + IP-4/), lim H,(x, u, P) = Wx, 4 P), n-+x for almost all x E 52, uniformly on bounded sets of RN+ ' and moreover ff,(x, 4 P) G wx, u, P) for 1~1, IpI < JI@/I+" + 1. We have then we can suppose, as before,
Ilu,/I ff1.r < Kb.
Passing to the limit in (4.7,), we have that u is a solution of (1.5).
FURTHER REGULARITY RESULTS
From Theorem 1 we can easily deduce the following results. Since $ E H'-"(Q), there exists a solution U> @ of (1.3), UE H1,", hence H(., u(.), D~(.))EL~(SZ).
Being $ E H'(R), we have [S] UE H2(Q).
COROLLARY 2. Under the assumptions of Theorem 1, if a, E H*@(Q) and +!I E C1-a(a) a,< CI < 1, LX,, E (0, 1) suitable, then there exists a solution UE C'x"(fi), /IE (0, l), of (1.3) satisfying the additional condition u > d> a.e. in Q.
To prove Corollary 2 we first give an improvement of the result of [7] , relative to the linear case.
Consider the variational inequality (Au,v-u>  QfMC+4W~,  I VGIP; UEP, (5.1) where fELm(SZ). If rc/ E C'(Q), we have UE C'.y(D), y E (0, 1) suitable [7] . Now let $ be in C""(Q), {$n} be the sequence considered in Lemma 5 and U, the solution of (5.4) relative to Ic/,,.
We have, [7 where (-) g = Lu + ,k E Lp(sZ), then u E C',"(n), 6 > 0.
For II/ E C',"(a), we consider the sequence {Gn} of Lemma 5 and the problems (Au,+u,,, v-u,)< 1 /(X)(I)(X) -u,(x)) dx, Vu E tin, u, E K@", (5.6,) Au+u,v-u>, ST (x)(Nx) -u(x)) dx, VVEP, llE@, (5.6) R where f=f+ Au; a regularization on $ as above now gives the result of Proposition 2.
