ABSTRACT: Acoustic model adaptation is an efficient way to compensate the acoustic mismatch due to speaker variability. We propose a linear projection (LP) based on transformation matrix speaker adaptation approach to reduce the amount of the required adaptation data. The method adopts LP function to transform multiple sets of speaker adapted (SA) acoustic models into a new single set of models. To save storage space, the transformation matrix obtained by maximum likelihood linear regression (MLLR) is used to represent the specific speaker information. Maximum likelihood (ML) criterion is used to select the SA models with the most important information from the candidate models in order to reduce the amount of transformation parameters. Supervised and unsupervised speaker adaptation experiments are carried out on a large vocabulary continuous speech recognition task to evaluate its effectiveness. Experimental results show that the proposed approach can realize fast adaptation.
INTRODUCTION
In statistical automatic speech recognition (ASR), there are usually mismatches between the training and testing data. Mismatches may occur because of differences between speakers, environmental noise and differences in channels. It degrades the performance of ASR. Acoustic model adaptation is an efficient way to overcome degradation of performance of ASR caused by speaker variability. The basic idea is to transform the parameters of speaker independent (SI) models to match the acoustic characteristics of an unknown speaker. Compared to speaker dependent (SD) models, SA models require less data. In recent decades, many approaches have been developed. They can be roughly grouped into three categories: Baysian-based approaches ( A number of transformation types have been examined for adaptation of model parameters in the literature. Among them, affine transformation is proved to be effective. ML criterion is initially employed to estimate the parameters of affine transformation, which leads to MLLR. For a variety of adaptation tasks, MLLR shows to be effective and efficient. In order to address the over-fitting problem, maximum a posteriori linear regression (MAPLR) is proposed. In MAPLR, a prior distribution of the transformation parameters or mean parameters is used to constraint the estimation process. It improves performance when very small amounts of data are available. Discriminative criterion is also used for estimation of transformation parameters to increase the discriminative capability of the acoustic model. Previous approaches include minimum phone error linear regression (MPELR) ( (Zhu et al. 2008 ) and soft margin estimation linear regression (SMELR) (Matsuda et al. 2009 ). Discriminative maximum a posteriori linear regression (DMAPLR) (Yu et al. 2011) estimates the parameters using a new objective function which combines maximum a posteriori (MAP) criterion and likelihood ratio (LR) score. Experimental results showed that the performance of affine transformation-based adaptation approaches can be enhanced by incorporating different knowledge sources.
For the above adaptation approaches, one set of acoustic models is prepared on the entire set of training data. Recently, LP function is proposed to transform multiple sets of acoustic models into a single set of acoustic models (Tsao et al. 2012 ). It can be seen as an extension of the linear regression function. Because local information in the entire training space is taken into account, LP function has the better modeling capability. The ML and MAP criterion can be used to estimate the nuisance parameters in LP. In this paper, the transformation matrix based LP adaptation approach is proposed for speaker adaptation. Multiple sets of SA models are used as the initial models. The SA models are obtained by MLLR. The transformation matrix is used to represent the specific speaker information. The ML criterion is used to choose the transformation matrix with the most important information, so the required adaptation data is very small for a special speaker.
The remainder of this paper is organized as below. In section 2, we review the theory of transformation-based method for speaker adaptation. Section 3 describes the proposed speaker adaptation approach. Experimental setup and results are presented in section 4. The results are given on a large vocabulary recognition task for supervised and unsupervised adaptation. Finally, a summary and conclusion are presented in section 5.
TRANSFORMATION-BASED ADAPTATION APPROACH
Given acoustic model sets, λ, transformation-based adaptation approach applies a transformation function φ F to map λ to a new set of acoustic models. The parameters, ϕ , of the transformation function is derived from the adaptation data. λ may include a single set or multiple sets of acoustic models which estimated based on the training data. For a single set of acoustic models, one successful mapping function is LR. For multiple sets of acoustic models, there is lots of mapping function, such as best first (BF), linear combination (LC), a linear combination with a correction bias (LCB) and LP. Among them, experimental results on the Aurora-2 task indicate that LP function has achieved the best performance (Tsao et al. 2012 ). This section reviews the LR and LP function.
LR
Affine transformation is used in linear regression adaptation approaches. We obtain the m-th adapted mean vector ˆm 
where W is an ( ) 
where m η and m V are hyper parameters. With the prior as in Eq. (7), the MAP estimation of transformation matrix can be obtained with a similar derivation to that in the MLLR approach. For the diagonal covariance case, the calculation for Ŵ is as Eq. (3) respectively; β is a scaling factor that controls the contribution of the prior distribution. For small amounts of adaptation data the prior statistics are important. As more data becomes available the adaptive statistics will become dominant.
LP
The LP function transform multiple sets of acoustic models, 
To reduce the amount of parameters, we can use diagonal matrix , or (15) (16) (17) .
LP BASED ON TRANSFORAMTION MATRIX
LP function is proposed to improve the ability of environment modeling by incorporate local information in the entire training space. Speaker difference is one of the main reasons for the mismatch between training and testing conditions. So we propose to use LP function to improve the speaker modeling. For LP, we must prepare multiple sets of acoustic models that characterize speakers. The speech signal contains two aspects of information. One is the text related information, that is to say the content. The other is the speaker related information. The SI models only contain the text related information, while the SA models can characterize both content and specific speaker. Therefore the SA models corresponding to each speaker in the training data are used as the initial candidate sets of acoustic models to characterize speakers. However, saving these SA models require a lot of storage space. For MLLR, the SA models are obtained by SI models for linear transformation. The transformation matrix contains speaker related information. We can obtain the SA models by SI models and the corresponding transformation matrix. So it is not need to save the SA models and only the SI models and the corresponding transformation are need. Transformation matrix occupies a very small storage space. It saves storage space greatly.
For the m-th Gaussian, we estimate its mean vector, A is the extended transformation matrix; b is a bias vector.
As the same as LP, we can use ML or MAP criterion to estimate the nuisance transformation parameters. When using MAP criterion and diagonal matrix r A the calculation for Z is as Eq. (15) The number of the set of initial models determines the number of the transformation parameters. There are a large number of speakers in the training data. So the number of candidate set of SA acoustic models is big, which leads to a large number of transformation parameters. In order to reduce the number of the transformation parameters to reduce the required adaptation data, we adopted a novel approach to select the SA models with the most important information from the candidates. The steps of the approach are as follows: firstly, for each test speaker, the likelihood for each SA models corresponding to each speaker in the training data is calculated with the adaptation data; Secondly, the likelihood is sorted in descending order; At last the transformation matrix with the largest R likelihood is used to obtain the initial SA models.
EXPERIMENTS
This section presents the experimental setup and discusses the experimental results. The proposed LP based on transformation matrix for speaker adaptation and LR function were evaluated on a large vocabulary continuous speech recognition task.
Experimental setup
All data used in the experiment is from the National 863 High-Tech Project. The training data is about 65 hours from 140 speakers. The test data is from 6 speakers, 3 female and 3male. There are 260 sentences for each speaker. The average results from all speakers and all utterances are reported.
Speech signals were sampled at 8 kHz. The speech signal was parameterized into a 39-dimensional feature vector via heteroscedastic linear discriminant analysis (HLDA) from a 52-dimenasional Mel-frequency-based perceptual linear prediction coefficients (MF-PLP) vector at every 10ms over a window of 25ms. It consisted of 13 MF-PLP coefficients and their first, second and third order derivatives. Cepstral mean and variance normalization was performed for all frames. Then a heteroscedastic linear discriminant analysis (HLDA) transformation was applied to project these normalized features to a 39 dimensional space.
Acoustic models (AMs) used in experiments was state-tied, cross-word triphone HMM. The phone set was composed of 179 phonemes: 27 initials, 150 tonal finals, a silence (sil) and a short pause (sp). Every acoustic unit had a left-to-right topology. The SP model consisted of a single emitting state. The other model had three emitting states. The system had 5955 shared states resulted from a decision tree state tying. Each state observation density was represented by an 8-component Gaussian mixture model. Each Gaussian component had a diagonal covariance. A SI models was trained by minimum phone error (MPE) criterion. The lattice-based framework was employed in MPE training. To generate lattices, a ML-training HMM set was used for MPE training. And a unigram language models was used to improve model generalization. The "exact-match" approach was used to perform the forward-backward alignment to accumulate the statistics. For the purpose of adaptation, the SI HMM set provide both bases for transformation and the parameters of the prior distributions. A trigram language model was employed in experiments.
Experimental results
This section presents our experimental results on a large vocabulary continuous speech recognition task. In the following experiments, supervised and unsupervised adaptation was performed.
In order to reduce the parameters needed to estimate to achieve fast speaker adaptation, MAP criterion was used for the estimation of parameters. For MAP estimation, the multivariate Normal distribution as in Eq. (7) For the LP based on transformation matrix, the transformation matrix corresponding to each speaker in the training data was required. So for each speaker in the training set, we calculated the transformation matrix by MLLR with the speaker's training data and the corresponding correct transcription after obtained the SI acoustic models by the MPE criterion. The amount of data for some speakers in the training data was very little. In order to ensure the reliability of the transformation matrix, the transformation matrixes for these speakers were not used. Therefore, 122 transformation matrixes corresponding to 122 speakers in the training data were selected as the candidates. Bias vector was not used so as to reduce the number of parameters to be estimated to reduce the required adaptation data. For the MAP estimation of the proposed LP based on transformation matrix, the values of the scaling factor β and the hyper parameters m η and V m were the same as in MAPLR. The baseline system had a word error rate (WER) of 8.1% on the test data. We used the SI HMM set to decode testing utterances without performing model compensation to obtain the results.
Supervised adaptation
In this section supervised batch adaptation experiments were performed. In this mode, the adaptation data and the corresponding correct transcription reference were used to derive the transformation matrix with different transformation function. Then the original SI acoustic models were adapted with the different transformation matrix and the adapted acoustic models were used to recognize the test data. Table 1 lists the word error rate for MAPLR and MAPLP (LP derived by MAP criterion) based on transformation matrix. For the two approaches, diagonal transformation matrix was used to reduce the number of the parameters to be estimated. From the results, we observe that the MAPLP based on transformation matrix can realize fast adaptation and improve the performance in comparison to MAPLR. In particular with 2 selected transformation matrixes, the MAPLP based on transformation matrix can obtain improvement by 11.1% relative given 2 adaptation utterances. However, MAPLR has no effect and even worse than the baseline. Furthermore, with the same amount of adaptation data, when increasing the number of the selected transformation matrix the performance is quickly saturated. It shows the proposed maximum likelihood method can choose the initial models with the most important information. Note that, given 2 adaptation utterances, when we choose more than 6 transformation matrixes the WER increases. A possible explanation for this is that the amount of the parameters is too large and the adaptation data is too little to give a reliable estimation for the transformation matrix. Finally, when using the same number of selected transformation matrix the more of the amount of the adaptation data the better of the performance. We can give a reliable estimation for the transformation parameters when increasing the amount of adaptation data.
Unsupervised adaptation
In this section unsupervised batch adaptation experiments were performed. For the unsupervised adaptation, the transcription of the adaptation data is not known. The original SI acoustic models were used to recognize the adaptation data to obtain the transcription reference.
Results are given in Table 2 in terms of WER. From the results, we observe that the MAPLP based on transformation matrix still shows performance improvement compared to MAPLR. And for unsupervised adaptation, the MAPLP based on transformation matrix shows the same saturate performance as supervised adaptation with increasing transformation matrix. It shows the validity of the maximum likelihood selection for the initial model. Figure 1 shows the supervised and unsupervised experiments for MAPLP based on transformation matrix with various amount of data and transformation matrix. From the results, we can observe that there is a loss in performance compared to the supervised adaptation scenario. Because there is some error in the transcription reference generated by the SI HMM sets and used for the estimation of parameters. 
SUMMARY
This paper has proposed a fast speaker adaptation approach. The method adopts LP function to transform multiple sets of initial models into a new set of models. The SA models are used as the initial models. The transformation matrix obtained by MLLR is used to represent the specific speaker information which saves storage space greatly. We adopt maximum likelihood criterion to select the initial models with the most important information from the candidate models to reduce the amount of parameters to estimate. The performance is evaluated on a large vocabulary continuous speech recognition task in supervised and unsupervised mode. Results show that it can realize fast adaptation. Given 2 adaptation utterances, the proposed method can obtain a significant 11.1% (8.1% to 7.2%) WER reduction over the baseline system.
