Abstract-Regenerating codes (RCs) can significantly reduce the repair-bandwidth of distributed storage networks. Initially, the analysis of RCs was based on the assumption that during the repair process, the newcomer does not distinguish (among all surviving nodes) which nodes to access, i.e., the newcomer is oblivious to the set of helpers being used. Such a scheme is termed the blind helper selection (BHS) scheme. Nonetheless, it is intuitive in practice that the newcomer should choose to access only those "good" helpers. In this two-part paper, a new characterization of the effect of choosing the helper nodes in terms of the storage-bandwidth tradeoff is given. Specifically, the answer to the following fundamental question is provided: Under what condition does proactively choosing the helper nodes improve the storage-bandwidth tradeoff?
I. INTRODUCTION
T HE need for storing very large amounts of data reliably is one of the major reasons that has pushed for distributed storage systems. Examples of distributed storage systems include data centers [8] and peer-to-peer systems [4] , [19] . One way to protect against data loss is by replication coding, i.e, if a disk in the network fails, it can be replaced and its data can be recovered from a replica disk. Another way is to use maximum distance separable (MDS) codes. Recently, regenerating codes (RCs) [6] have been proposed to further reduce the repair-bandwidth of MDS codes.
One possible mode of operation is to let the newcomer, the node that replaces the failed node, always access/connect to all the remaining nodes. On the other hand, under some practical constraints we may be interested in letting the newcomer communicate with only a subset of the remaining nodes, termed the helpers. For example, reducing the number of helpers decreases I/O overhead during repair and thus mitigates one of the performance bottlenecks in cloud storage systems. In the original storage versus repair-bandwidth analysis of RCs [6] , it is assumed that the newcomer does not distinguish/choose its helpers. We term such a solution the blind helper selection (BHS) scheme. Nonetheless, it is intuitive that the newcomer should choose to access only those "good" helpers of the remaining nodes.
The idea of choosing good helpers in RCs has already been used in constructing exact-repair codes as in [7] , [15] that are capable of outperforming RCs with BHS in [6] in some instances. 1 Under the subject of locally repairable codes (LRCs) some additional progress has been done with the goal of minimizing the storage [9] , [12] , [14] . In the literature of LRCs, helper selection is not blindly decided but is judiciously chosen/fixed (see Section III for an in-depth comparison with these references). We note that there are at least two classes of helper selection schemes: 2 The stationary helper selection (SHS) schemes, which are more practical and are currently used in all existing literatures [7] , [9] , [12] , [14] ; and the dynamic helper selection (DHS) schemes, which are the most general form of helper selection.
However, a complete characterization of the effect of choosing the helper nodes in RCs, including SHS and DHS, on the storage-bandwidth tradeoff is still lacking. This motivates the following open questions: Under what condition is it beneficial to proactively choose the helper nodes (including SHS and DHS)? Is it possible to analytically quantify the benefits of choosing the good helpers? Specifically, the answers to the aforementioned fundamental questions were still unknown.
In this paper, we answer the first question by providing a necessary and sufficient condition under which optimally choosing the helpers strictly improves the storage-bandwidth tradeoff. By answering such a fundamental informationtheoretic question, our answers will provide a rigorous benchmark/guideline when designing the next-generation smart helper selection solutions.
The main contribution of this work is two-fold. Firstly, we prove that, under a certain condition, even the best optimal helper selection can do no better than the simplest BHS 1 Reference [7] observes that choosing good helpers can strictly outperform BHS at the minimum-bandwidth point by giving a code example [7, Section VI] for parameters (using the notation of RCs) (n, k, d, α, β) = (6, 3, 3, 3, 1) . As will be seen later, the helper selection scheme and the associated code construction in [7] can be viewed as a special case of the helper selection schemes proposed in this Part I paper and the new code construction in the companying Part II [3] . 2 SHS and DHS will be formally defined in Section II-B.
scheme. Using information-theoretic terminology, this answers the converse part of the problem. Secondly, we prove that when those conditions are not satisfied, we can always design a helper selection scheme that strictly outperforms BHS, the achievability part of the problem. For the achievability part, we propose a new low-complexity solution, termed the family helper selection (FHS) scheme, that is guaranteed to harvest the benefits of (careful) helper selection when compared to a BHS solution. We then characterize analytically the storagebandwidth tradeoff of the FHS scheme and its extension, the family-plus helper selection scheme, and prove that they are optimal (as good as any helper selection one can envision) in some cases and weakly optimal in general, see Sections VII-E and VII-F). We also note that even though the purpose of introducing FHS and its extension is to prove the achievability part in theory, the FHS schemes have the same complexity as the existing BHS solution [6] and demonstrate superior performance for practical system parameters. In this Part I, we focus exclusively on the graph-based analysis of helper selection. In Part II [3] , we provide an explicit construction of an exact-repair code that can achieve the minimum-bandwidth-regenerating (MBR) points of the family and family-plus helper selection schemes predicted by the graph-based analysis. The new MBR-point code in Part II is termed the generalized fractional repetition code, which can be viewed as a generalization of the existing fractional repetition codes [7] .
The rest of this paper is organized as follows. Section II motivates the problem and introduces key definitions and notation. Section III compares our setup to existing code setups. Section IV gives a preview of our main results in this paper. Section V states the main results of this paper. Section VI states and proves the converse part of our main results. Section VII states and proves the achievability part by proposing the FHS scheme and its extension and analyzing their performance. Section VIII concludes this paper.
II. PROBLEM STATEMENT

A. The Parameters of a Distributed Storage Network
Parameters n and k: We denote the total number of nodes in a storage network by n. For any 1 ≤ k ≤ n − 1, we say that a code can satisfy the reconstruction requirement if any k nodes can be used to reconstruct the original data/file. For example, consider a network of 7 nodes. A (7, 4) Hamming code can be used to protect the data. We say that the Hamming code can satisfy the reconstruction requirement for k = 6. Specifically, any 6 nodes can construct the original file. By the same definition, the Hamming code can also satisfy the reconstruction requirement for k = 5 and k = 4, but cannot satisfy the reconstruction requirement for k = 3. The smallest k of the (7, 4) Hamming code is thus k * = 4. In general, the value of k is related to the desired protection level of the system while the value of k * is related to the actual protection level offered by the specific distributed storage code implementation.
For example, suppose the design requirement is k = 6. We can still opt for using the (7, 4) Hamming code to provide the desired level of protection. However, using the (7, 4) Hamming code may be an overkill since the (7, 4) Hamming code has k * = 4 and it is possible to just use a single-parity bit to achieve k = 6. For any valid code construction, we always have k ≥ k * , meaning that the design requirement must be met by the actual protection level. However, for some specific types of construction, it is possible to have k > k * . Also see the subsequent discussion in the next paragraph.
Parameter d: We denote the number of nodes that a newcomer can access during repair by d. For example, [6] proposes the concept of RCs that achieves the design goal (n, k, d) = (10, 7, 9) . Specifically, each newcomer can access d = 9 helpers and any k = 7 nodes can be used to reconstruct the original file. At the same time, [6] also provides RCs to achieve the design goal when (n, k, d) = (10, 7, 5) . However, those RCs can be an overkill in this scenario of (n, k, d) = (10, 7, 5) since any RC construction in [6] that can achieve (n, k, d) = (10, 7, 5) can always achieve k * = d = 5. As a result, even though the high-level design goal is to only protect against 10 − 7 = 3 failures, the RC in [6] cannot take advantage of this relatively low protection-level requirement since it always has k * ≤ d = 5, which is strictly smaller than the design requirement k = 7.
Note that the above observation does not mean that the system designer should never use the RCs [6] when the design goal is (n, k, d) = (10, 7, 5) . The reason is that these RCs with BHS have many other advantages that may be very appealing in practice, e.g., some very efficient algebraic code construction methods [21] , allowing repair with n − d simultaneous failures, and admitting efficient collaborative repair when more than one node fails [22] . The fact that k * ≤ d for any RCs in [6] simply means that when the requirement is (n, k, d) = (10, 7, 5) , the system designer should be aware that the RCs with BHS in [6] do not take full advantage of the relatively loose required protection level since we have in this scenario k > d ≥ k * . In this work, we focus on the design target k instead of the actual performance parameter kuse the notation (·) + to mean (x) + = max(x, 0). We also define the indicator function as follows
In this work, we consider exclusively single failure at any given time. The setting of multiple simultaneous failed nodes [7] , [12] , [22] is beyond the scope of this work. We consider the multiple failures scenario in a separate work, see [2] .
B. Dynamic Versus Stationary Helper Selection Schemes
In general, the helper selection at current time τ can depend on the history of the failure patterns and the helper choices for all the previous time slots 1 to (τ − 1). We call such a general helper selection scheme the dynamic helper selection (DHS) . Mathematically, the helper set decision at time τ can be written in function form as D τ ({F l } τ l=1 ) that takes F l , the failed node at time l, for all l = 1 to τ and returns the set of helpers for the latest newcomer. The function D τ (·) can be designed independently for each time slot τ = 1, 2, · · · . One can see that the DHS schemes are the most general form of helper selection.
A sub-class of the DHS schemes is the set of stationary helper selection (SHS) schemes that assign fixed helper sets of d nodes to each node. The idea is that, for a given node failure, the same helper set is used at any time instant and thus the name stationary. Mathematically, in SHS, each node i is associated with a set of indices D i where the size of D i is d. Whenever node i fails, the newcomer (for node i) simply accesses those helpers u ∈ D i and requests β amount of data from each helper.
It is not hard to see that SHS is indeed a subset of DHS by observing that any SHS is a DHS with the helper set decision at time τ being
Also note that while DHS allows different D τ (·) for different τ , the helper set collection {D i : all nodes i} of SHS is fixed.
Our FHS scheme described in Section VII-A is an example of a SHS scheme. Since our FHS scheme, along with its extension, are sufficient to prove the achievability part of Proposition 1, we do not have to design a DHS scheme for that purpose. More specifically, we have proved that whenever there exists a DHS scheme that strictly outperforms BHS, there always exists another SHS scheme that strictly outperforms BHS. As a result, at least when considering only single node failure, there is no clear advantage of DHS over SHS. However, for the multiple failures scenario, we have shown in a separate work [2] that it is possible to have DHS≻SHS=BHS. Specifically, under some scenarios, only DHS can strictly outperform BHS while the best SHS design is no better than the simple BHS solution.
C. The Information-Flow Graph and the Corresponding Graph-Based Analysis
As in [6] , the performance of a distributed storage system can be characterized by the concept of information flow graphs (IFGs). IFGs depict the storage in the network and the communication that takes place during repair. For readers who are not familiar with IFGs, we provide its detailed description in Appendix A.
Intuitively, each IFG reflects one unique history of the failure patterns and the helper selection choices from time 1 to (τ − 1) [6] . Consider any given helper selection scheme A which can be either dynamic or stationary. Since there are infinitely many different failure patterns (since we consider τ = 1 to ∞), there are infinitely many IFGs corresponding to the same given helper selection scheme A. We denote the collection of all such IFGs by G A (n, k, d, α, β). We define G(n, k, d, α, β) = ∀A G A (n, k, d, α, β) as the union over all possible helper selection schemes A. We sometimes drop the input argument and use G A and G as shorthands.
Given an IFG G ∈ G and a data collector t ∈ DC(G), we use mincut G (s, t) to denote the minimum cut value [23] separating s, the root node (source node) of G, and t.
The key reason behind representing the repair problem by an IFG is that it casts the problem as a multicast scenario [6] . This allows for invoking the results of network coding in [1] , [10] . More specifically, for any helper scheme A and given system parameters (n, k, d, α, β), the results in [1] prove that the following condition is necessary for the RC with helper selection scheme A to satisfy the reliability requirement
If we limit our focus to the BHS scheme, then the above necessary condition becomes
An important contribution of [6] is a closed-form expression of the left-hand side (LHS) of (4)
which allows us to numerically check whether (4) is true. Reference [24] further proves that (4) is not only necessary but also sufficient for the existence of a blind RC with some finite field GF(q) that satisfies the reliability requirement. Namely, as long as "the right-hand side (RHS) of (5) ≥ M" is true, then there exists a RC that meets the system design parameters (n, k, d, α, β) even for the worst possible helper selection scheme (since we take the minimum over G).
In contrast with the existing results on the BHS scheme, this work focuses on any given helper selection scheme A and we are thus interested in the bandwidth-storage tradeoff specified in (3) instead of (4). For example, the Minimum Bandwidth Regenerating (MBR) and Minimum Storage Regenerating (MSR) points of a given helper selection scheme A can be defined by Specifically, the MBR and MSR are the two extreme ends 3 of the bandwidth-storage tradeoff curve in (3) .
By comparing (3) and (4), we note that it is possible mathematically that when focusing on G A (G A is by definition a strict subset of G) we may have
If (9) is true, then the given helper selection scheme A strictly outperforms the BHS solution. Whether (or under what condition) (9) is true is the main focus of this work.
D. Optimality and Weak Optimality of a Helper Selection Scheme
For future reference, we define the following optimality conditions.
Definition 3: For any given (n, k, d) value, a helper selection scheme A is absolutely optimal, or simply optimal, if for any DHS scheme B the following is true
for all (α, β) combinations. That is, scheme A has the best (α, β) tradeoff curve among all DHS schemes and thus allows for the protection of the largest possible file size.
Definition 4: A class/collection of helper selection schemes A = {A 1 , A 2 , · · · } is optimal if for any (n, k, d) values, we can always find one A ∈ A such that A is optimal.
By the above definitions, it is thus of significant practical/theoretic interest to find an optimal helper selection scheme A for a given (n, k, d) value, and to characterize the smallest optimal helper scheme class A.
While we have been able to devise an optimal helper selection scheme A for some (n, k, d) combinations, see our results in Section V, the problem of finding a small optimal helper scheme class A remains unsolved. Instead, we will characterize a small class of helper schemes that is weakly optimal:
Definition 5: For any given (n, k, d) value, a helper selection scheme W is weakly optimal, if the Boolean statement "there exists a DHS scheme A such that
3 An alternative definition of the MSR point is when a scheme stores only α = M k packets, which is different from the definition we used in (8) . For example, when (n, k, d) = (5, 3, 2), one can prove that min all codes α MSR = M 2 based on the definition in (8) . We thus say that the MSR point of the best possible scheme is α * MSR = M 2 for (n, k, d) = (5, 3, 2). In contrast, the alternative MSR definition will say that the MSR point does not exist for the parameter (n, k, d) = (5, 3, 2) since no scheme can achieve
for some (α 2 , β 2 ).
Comparing Definitions 3 and 5, the difference is that the absolute optimality needs to be the best among all DHS schemes, while the weak optimality definition uses the BHS as a baseline and only requires that if the optimal scheme A * can strictly outperform the BHS scheme, then so can a weakly optimal scheme W .
Following the same logic, we can define a weakly optimal collection of helper selection schemes:
Definition 6: A class/collection of helper selection schemes W = {W 1 , W 2 , · · · } is weakly optimal if for any (n, k, d) value, we can always find one W ∈ W such that W is weakly optimal.
E. From Graph-Based Analysis to Explicit Code Construction
This Part I of our work focuses exclusively on the graphbased analysis. As discussed in Section II-C, the graph-based analysis only gives a necessary condition (cf. [6] ) while the sufficient condition needs to be proved separately through explicit code construction (cf. [24] ). Although the graph-based analysis only gives a necessary condition, in the literature of distributed storage, there is not yet any example in which the min-cut-based characterization is provably not achievable by any finite field, which is an evidence of the power/benefits of graph-based analysis.
To complement the necessary conditions derived by the graph-based min-cut analysis in this Part I, we have proved the following (partial) sufficiency statement in Part II [3] of this work.
For any (n, k, d) value, consider the two helper selection schemes proposed in this work, termed the family and the family plus helper selection schemes. With a sufficiently large finite field, we can explicitly construct an exact-repair code with (α, β) equal to the MBR point (α MBR , β MBR ) computed by the min-cut-based analysis (3), (6) , and (7). That is, the necessary condition (3) is also sufficient for the MBR point (α MBR , β MBR ) of the tradeoff curve. As will be discussed in Section VII-B, the MBR point is the point when good helper selection results in the largest improvement over the BHS scheme. Since our focus is on studying the benefits of helper selection, the above partial statement proved in Part II is sufficient for our discussion.
III. COMPARISON WITH EXISTING CODES
Recall that RCs are distributed storage codes that minimize the repair-bandwidth (given a storage constraint). In comparison, codes with local repair or (when with all-symbol locality) locally repairable codes (LRC), recently introduced in [9] , are codes that minimize the number of helpers participating in the repair of a failed node. LRCs were proposed to address the disk I/O overhead problem that the repair process may entail on a storage network since the number of helpers participating TABLE I  THE COMPARISON TABLE AMONG BLIND-REPAIR REGENERATING CODES, LOCALLY REPAIRABLE CODES, AND THE SMART-REPAIR REGENERATING   CODES. Original RC [6] , [16] , [17] , [21] , [25] Locally Repairable Codes [9] , [12] - [14] , [18] Dynamic Helper Selection in the repair of a failed node is proportional to the amount of disk I/O needed during repair. Subsequent development has been done on LRCs in [12] - [14] , [18] .
In Table I , we compare the setting of the original RCs, LRCs, and the DHS considered in this work. As first introduced in [6] , original RCs were proposed under the functionalrepair scenario, i.e., nodes of the storage network are allowed to store any combination of the original packets as long as the reliability requirement is satisfied. In subsequent works [5] , [16] , [17] , [20] , [21] , [25] , RCs were considered under the exact-repair scenario in which nodes have to store the same original packets at any given time. In contrast, LRCs are almost always considered under the exact-repair scenario. However, in this work, for RCs with DHS, we consider functional-repair as the mode of repair as we aim at understanding the absolute benefits/limits of helper selection in RCs. Albeit our setting is under functional-repair, in Part II, we are able to present an explicit construction of exact-repair codes that achieve the optimal or weakly optimal MBR point of the functional-repair. Table I also compares the three scenarios in terms of the helper selection mechanisms. The original RCs are codes that do not perform helper selection at all, i.e., BHS, while LRCs are codes that can perform SHS only. In this work, we consider the most general setting in which codes are allowed to have DHS.
Moreover, as shown in Table I , the (n, k, d) range of operation of each of the three code settings is different. The original RCs were designed for storage networks with large d values, whereas LRCs are designed for small d values. In contrast, this work allows for arbitrary (n, k, d) values and studies the benefits of helper selection under different (n, k, d) values.
The comparison above illustrates the main differences in the setup and contributions between the three scenarios. The original RCs are concerned with the storage/repair-bandwidth tradeoff for the worst possible helper selection. LRCs, on the other hand, are concerned with only data storage (ignoring repair-bandwidth) of the codes when restricting to SHS and exact-repair. Some recent developments [12] , [13] in LRCs consider using RCs in the construction of the codes therein (as local codes) in an attempt to examine the repair-bandwidth performance of LRCs. This approach, however, is not guaranteed to be optimal in terms of storage/repair-bandwidth tradeoff.
In this work, we present the first exploration of the optimal storage-bandwidth tradeoff for RCs that allow dynamic helper selection (DHS) for arbitrary (n, k, d) values. The closest setting in the existing literature is in [11] . That work finds upper bounds on the file size M when α = dβ and α = β for functional-repair with DHS. However, [11] considers the case of k = n − 1 only. Also, it is not clear whether the provided upper bounds for k = n − 1 are tight or not. A byproduct of the results of this work shows that the upper bounds in [11] are tight in some cases and loose in others, see Corollary 2 and Propositions 12 and 13.
IV. PREVIEW OF THE RESULTS
In the following, we give a brief preview of our results through concrete examples to illustrate the main contributions of this work. Although we only present here specific examples as a preview, the main results in Section V are for general (n, k, d) values.
Result 1: For (n, k, d) = (6, 3, 4), RCs with BHS are absolutely optimal, i.e., there exists no RCs with DHS that can outperform BHS.
Result 2: For (n, k, d) = (6, 4, 4) , the RCs with the new family helper selection (FHS) scheme proposed in this paper are absolutely optimal in terms of the storage-bandwidth tradeoff among all RCs with DHS, also see Definition 3. In Fig. 1 , the storage-bandwidth tradeoff curve of the FHS scheme, the optimal helper selection scheme, is plotted against the BHS scheme with file size M = 1. In Part II, we provide an explicit construction of an exact-repair code that can achieve (α, γ) = ( 11 ) is proved to be achievable in Part II, we can thus achieve the entire optimal tradeoff curve in Fig. 1 4 If we analyze the LRCs proposed in [12] - [14] for (n, k, d) = (6, 4, 4), we can show that those codes/schemes cannot do better than the BHS curve at the MSR point. As a result, the LRCs in [12] - [14] are no better than the absolutely optimal scheme curve in Fig. 1 , as predicted by Proposition 2. Result 3: For (n, k, d) = (5, 3, 2), the proposed FHS scheme again outperforms the BHS scheme, and is provably optimal. 5 We note that BHS is inherently inefficient in this example since BHS always has k * ≤ d and thus overprotects the data when d < k. However, for this particular (n, k, d) combination we do not have any other existing scheme that can be used as a baseline. For that reason, we still compare to BHS in this example for the sake of illustration. Fig. 2 shows a tradeoff curve comparison between the FHS scheme and the BHS scheme. An interesting phenomenon is that the tradeoff curve of the FHS scheme has only one corner point (α, γ) = (0.5, 0.5) and we can achieve this point by an exact-repair scheme, see Part II [3] . Note that this exact-repair scheme for (α, γ) = (0.5, 0.5) has the same storage consumption as the MSR point of the original RC ((α, γ) = (0.5, 1)) while using strictly less than the bandwidth of the MBR point of the original RC ((α, γ) = ( 3 )). Since the provably optimal FHS scheme has only a single corner point, it means that we can achieve minimum-storage (the MSR point) and minimumbandwidth (the MBR point) simultaneously.
Result 4: For (n, k, d) = (20, 10, 10), we do not know what is the absolutely optimal DHS scheme. On the other hand, the FHS scheme again outperforms the BHS scheme. Fig. 3 shows a tradeoff curve comparison between the FHS scheme and the BHS scheme.
Result 5: For (n, d) = (60, 10), we do not know what is the absolutely optimal DHS scheme. However, in Fig. 4 , we plot a k versus repair-bandwidth curve to compare the BHS scheme to the FHS scheme while restricting to the MBR point. Examining Fig. 4 , we can see that the BHS scheme performs poorly compared to FHS as k grows larger. When k = d = 10, the FHS scheme only uses 73.33% of the bandwidth of the BHS scheme. 
Result 6:
Although the main focus of this work is to investigate the benefits of helper selection, a byproduct of our results is a new explicit construction of exact-repair codes for arbitrary (n, k, d, α, β) values satisfying α = dβ. This code construction is presented in Part II of this work. Numerically, the proposed codes demonstrate good performance in all (n, k, d) cases. Analytically, it achieves the absolutely optimal MBR points, among all DHS schemes, for all (n, k, d, α, β) values satisfying (i) n = 5, k = n − 1, and d = 2; (ii) n is even, k = n − 1, and d = 3; (iii) n / ∈ {7, 9}, k = n − 1, and d = 4; (iv) n is even, n / ∈ {8, 14}, k = n − 1, and d = 5; and (v) n / ∈ {10, 11, 13}, k = n − 1, and d = 6. This result is the combination of Proposition 13 and the explicit code construction in Part II. 
V. THE MAIN RESULTS
The main result in this paper is the answer to the question "When is it beneficial to choose the good helpers?". This is stated as a necessary and sufficient condition in the following proposition.
Proposition 1: (The converse:) If at least one of the following two conditions is true: (i) d = 1, k = 3, and n is odd; and (ii) k ≤ n n−d , then BHS is absolutely optimal, see Definition 3. That is, even the best DHS scheme has identical performance to the BHS.
(The achievability:) For any (n, k, d) values that satisfy neither (i) nor (ii), there exists a DHS scheme and a pair of (α, β) values such that we can protect a file of size strictly larger than that of BHS.
The converse and the achievability of the above proposition are formally stated and proved in Sections VI and VII, respectively. The converse is proved by a new min-cut based analysis. The achievability is proved by analyzing a new scheme termed the family helper selection (FHS) scheme, along with its extension, described in Sections VII-A and VII-C.
We have two other major results that state the optimality of our new FHS schemes.
Proposition 2: For any (n, k, d) values satisfying simultaneously the following three conditions (i) d is even, (ii) n = d + 2, and (iii) k = n 2 + 1; the FHS scheme is absolutely optimal.
Proposition 3: For any (n, k, d, α, β) values satisfying simultaneously the following two conditions (i) k = n − 1, (ii) we can rewrite n = B b=1 n b for positive integers n b satisfying n b mod (n b − d) = 0 for all b = 1, · · · , B, the extension of the proposed FHS scheme, see Section VII-C, achieves the minimum repair bandwidth among all DHS schemes. More explicitly, our proposed scheme has the (α, β) value satisfying β = min all possible codes β MBR .
Propositions 2 and 3 will be restated and proved in Propositions 11 and 12, respectively, in Section VII.
VI. THE CONVERSE
Before proving the converse result, we introduce the following definition and lemma.
Definition 7: A set of m active storage nodes (input-output pairs) of an IFG is called an m-set if the following conditions are satisfied simultaneously. (i) Each of the m active nodes has been repaired at least once; and (ii) jointly the m nodes satisfy the following property: consider any two distinct active nodes x and y in the m-set and, without loss of generality, assume that x was repaired before y. Then there exists an edge in the IFG that connects x out and y in .
Lemma 1: Fix a helper selection scheme A. Consider an arbitrary G ∈ G A (n, k, d, α, β) such that each active node in G has been repaired at least once. Then there exists a n n−dset in G.
Proof: We prove this lemma by proving the following stronger claim: Consider any integer value m ≥ 1. There exists an m-set in every group of (m − 1)(n − d) + 1 active nodes that have been repaired at least once in the past. Since the G we consider has n active nodes and each of them has been repaired at least once, the above claim implies that G must contain a n n−d -set. We prove this claim by induction on the value of m. When m = 1, by the definition of the m-set, any group of 1 active node in G forms a 1-set. The claim thus holds naturally.
Suppose the claim is true for all m < m 0 , we now claim that in every group of (m 0 − 1)(n − d) + 1 active nodes of G there exists an m 0 -set. The reason is as follows. Given an arbitrary, but fixed group of (m 0 − 1)(n − d) + 1 active nodes, we use y to denote the youngest active node in this group (the one which was repaired last). Obviously, there are (m 0 − 1)(n− d) active nodes in this group other than y. On the other hand, since any newcomer accesses d helpers out of n − 1 surviving nodes during its repair, node y was able to "avoid" connecting to at most (n − 1) − d surviving nodes (the remaining active nodes). Therefore, out of the remaining (m 0 −1)(n−d) active nodes in this group, node y must be connected to at least
there exists an (m 0 − 1)-set. Since, by our construction, y is connected to all nodes in this (m 0 − 1)-set, node y and this (m 0 − 1)-set jointly form an m 0 -set. The proof of this claim is complete and hence the proof of Lemma 1.
In the following proposition, we restate the converse part of Proposition 1 and prove it.
Proposition 4: If at least one of the following two conditions is true: (i) d = 1, k = 3, and n is odd; and (ii) k ≤ n n−d , then for any arbitrary DHS scheme A and any arbitrary (α, β) values, we have
that is, BHS is absolutely optimal. Proof: Assume condition (ii) holds and consider an IFG G ∈ G A in which every active node has been repaired at least once. By Lemma 1, there exists a n n−d -set in G. Since condition (ii) holds, we can consider a data collector of G that connects to k nodes out of this n n−d -set. Call this data collector t. If we focus on the edge cut that separates source s and the k node pairs connected to t, one can use the same analysis as in [6, Lemma 2] and derive "mincut(s, t) ≤
+ β, α)" for the given G ∈ G A and the specific choice of t. By further taking the minimum over all t ∈ DC(G) and all G ∈ G A , we have
On the other hand, since by definition G A ⊆ G, we have
Then by (11), (12), and (5), we have proved that whenever condition (ii) holds, the equality (10) is true. Now, assume condition (i) holds. We first state the following claim and use it to prove (10).
Claim 1: For any given DHS scheme A and the corresponding collection of IFGs G A , we can always find a G * ∈ G A that has a set of 3 active nodes, denoted by x, y, and z, such that the following three properties hold simultaneously: (a) x is repaired before y and y is repaired before z; (b) (x out , y in ) is an edge in G * ; and (c) either (x out , z in ) is an edge in G * or (y out , z in ) is an edge in G * . Suppose the above claim is true. We let t * denote the data collector that is connected to {x, y, z}. By properties (a) to (c) we can see that node x is a vertex-cut separating source s and the data collector t * . The min-cut value separating s and t * thus satisfies mincut
, where the inequality follows from x being a vertex-cut separating s and t * and the equality follows from that condition (i) being true implies d = 1 and k = 3. By the same arguments as used in proving the case of condition (ii), we thus have (10) when condition (i) holds.
We prove Claim 1 by explicit construction. Start from any G ∈ G A with all n nodes having been repaired at least once. We choose one arbitrary active node in G and denote it by w (1) . We let w (1) fail and denote the newcomer that replaces w (1) by y (1) . The helper selection scheme A will choose a helper node (since d = 1) and we denote that helper node as x (1) . The new IFG after this failure and repair process is denoted by G (1) . By our construction x (1) , as an existing active node, is repaired before the newcomer y (1) and there is an edge (x (1) out , y (1) in ) in G (1) . Starting now from G
(1) , we choose another w (2) which is not one of x (1) and y (1) and let this node fail. Such w (2) always exists since n is odd by condition (i). We use y (2) to denote the newcomer that replaces w (2) . The helper selection scheme A will again choose a helper node based on the history of the failure pattern. We denote the new IFG (after the helper selection chosen by scheme A) as G (2) . If the helper node of y (2) is x (1) , then the three nodes (x (1) , y (1) , y (2) ) are the (x, y, z) nodes satisfying properties (a), (b) and the first half of (c). If the helper node of y (2) is y (1) , then the three nodes (x (1) , y (1) , y (2) ) are the (x, y, z) nodes satisfying properties (a), (b) and the second half of (c). In both cases, we can stop our construction and let G * = G (2) and we say that the construction is complete in the second round.
Suppose neither of the above two is true, i.e., the helper of y (2) is neither x (1) nor y (1) . Then, we denote the helper of y (2) by x (2) . Note that after this step, G (2) contains two disjoint pairs of active nodes such that there is an edge (x
(2) for m = 1, 2. We can repeat this process for the third time by failing a node w (3) that is none of {x (m) , y (m) : ∀m = 1, 2}. We can always find such a node w (3) since n is odd when condition (i) holds. Again, let y (3) denote the newcomer that replaces w (3) and the scheme A will choose a helper for y (3) . The new IFG after this failure and repair process is denoted by G (3) . If the helper of y (3) is x (m) for some m = 1, 2, then the three nodes (x (m) , y (m) , y (3) ) are the (x, y, z) nodes satisfying properties (a), (b) and the first half of (c). If the helper node of y (3) is y (m) for some m = 1, 2, then the three nodes (x (m) , y (m) , y (3) ) are the (x, y, z) nodes satisfying properties (a), (b) and the second half of (c). In both cases, we can stop our construction and let G * = G (3) and we say that the construction is complete in the third round. If neither of the above two is true, then we denote the helper of y (3) by x (3) , and repeat this process for the fourth time and so on.
We now observe that since n is odd, if the construction is not complete in the m 0 -th round, we can always start the (m 0 + 1)-th round since we can always find a node w
On the other hand, we cannot repeat this process indefinitely since we only have a finite number of n active nodes in the network. Therefore, the construction must be complete in them-th round for some finitem. To illustrate Proposition 4, consider (n, k, d) = (6, 3, 4). We have that k = 3 ≤ n n−d = 3, i.e., condition (ii) of Proposition 4 is satisfied, implying Result 1 in Section IV that BHS is absolutely optimal.
VII. THE ACHIEVABILITY
In this section, we restate the achievability result of Proposition 1 and prove it. Before we do that, we first describe and analyze our low-complexity schemes, the family and the family-plus helper selection schemes, that will be used later to prove the achievability.
A. The Family Helper Selection Scheme and Its Notation
The description of the family helper selection (FHS) scheme: We propose a new helper selection scheme, which is termed the family helper selection (FHS) scheme and is a sub-class of SHS schemes. To describe the FHS scheme, we first arbitrarily sort all storage nodes and denote them by 1 to n. We then define a complete family as a group of (n − d) physical nodes. The first (n − d) nodes are grouped as the first complete family and the second (n − d) nodes are grouped as the second complete family and so on. In total, there are n n−d complete families. The remaining n mod (n−d) nodes are grouped as an incomplete family. The helper set D i of any node i in a complete family contains all the nodes not in the same family of node i. That is, a newcomer only seeks help from outside its family. The intuition is that we would like each family to preserve as much information (or equivalently as diverse information) as possible. To that end, we design the helper selection sets such that each newcomer refrains from requesting help from its own family. For any node in the incomplete family, 6 we set the corresponding D i = {1, · · · , d}. The description of the FHS scheme is complete.
For example, suppose that (n, d) = (8, 5). There are 2 complete families, {1, 2, 3} and {4, 5, 6}, and 1 incomplete family, {7, 8}. See Fig. 5 for illustration. The FHS scheme for this example is illustrated in Fig. 5 . Let us say node 4 fails. The corresponding newcomer will access nodes {1, 2, 3, 7, 8} for repair since nodes 1, 2, 3, 7, and 8 are outside the family of node 4. If node 7 (a member of the incomplete family) fails, then the newcomer will access nodes 1 to 5 for repair.
Notation that is useful when analyzing the FHS scheme: The above description of the FHS is quite simple. On the other hand, to facilitate further analysis, we need the following notation as well. By the above definitions, we have in total n n−d number of families, which are indexed from 1 to n n−d . However, since the incomplete family has different properties from the complete families, we replace the index of the incomplete family with 0. Therefore, the family indices become from 1 to c
and then 0, where c is the index of the last Complete family. If there is no incomplete family, we simply omit the index 0. Moreover, by our construction, any member of the incomplete family has D i = {1, · · · , d}. That is, it will request help from all the 6 All the concepts and intuition are based on complete families. The incomplete family is used to make the scheme consistent and applicable to the case when n mod (n − d) = 0.
members of the first (c − 1) complete families, but only from the first d − (n − d)(c − 1) = n mod (n − d) members of the last complete family. Among the (n − d) members in the last complete family, we thus need to distinguish those members who will be helpers for incomplete family members, and those who will not. Therefore, we add a negative sign to the family indices of those who will "not" be helpers for the incomplete family.
From the above discussion, we can now list the family indices of the n nodes as an n-dimensional family index vector. Consider the same example as above where (n, d) = (8, 5). There are two complete families, nodes 1 to 3 and nodes 4 to 6. Nodes 7 and 8 belong to the incomplete family and thus have family index 0. The third member of the second complete family, node 6, is not a helper for the incomplete family members, nodes 7 and 8, since
Therefore, we replace the family index of node 6 by −2. In sum, the family index vector of this (n, d) = (8, 5) example becomes (1, 1, 1, 2, 2, −2, 0, 0). Mathematically, we can write the family index vector as
A family index permutation is a permutation of the family index vector defined in (13), which we denote by π f . Continuing from the previous example, one instance of family index permutations is π f = (1, 1, 0, 2, 0, −2, 1, 2). A rotating family index permutation (RFIP) π * f is a special family index permutation that puts the family indices of (13) 
table column-by-column and then reads it row-by-row. Fig. 6 illustrates the construction of the RFIP for (n, d) = (8, 5) . The input is the family index vector (1, 1, 1, 2, 2, −2, 0, 0) and the output is the RFIP π * f = (1, 2, 0, 1, 2, 0, 1, −2).
B. Analysis of the Family Helper Selection Scheme
We analyze in this section the performance of the FHS scheme. Recall that FHS is a special example of the SHS. In the following, we first provide a lower bound on the performance of any given SHS scheme that will later be used in the analysis of FHS. Proposition 5: Consider any SHS scheme A and denote its collection of helper sets by
where
where N is the set of all positive integers and D ri is the helper set of node r i . For example, suppose n = 6, k = 4, D 3 = {1, 4}, and r = (1, 2, 1, 3), then we have r 4 = 3 and z 4 (r) = |{a ∈ D 3 : ∃j < 4, a = r j }| = 1.
The proof of Proposition 5 is relegated to Appendix B. Proposition 5 above establishes a lower bound on the cut capacity of any SHS scheme. Therefore, when designing any SHS scheme, one simply needs to choose (n, k, d, α, β) values and the helper sets D i so that the RHS of (14) is no less than the file size M. However, since we do not have equality in (14) , the above construction is sufficient but not necessary. That is, we may be able to use smaller α and β values while still guaranteeing that the resulting regenerating code with the given SHS meets the reliability requirement.
When we focus on the FHS scheme introduced in Section VII-A, a special SHS scheme, the inequality (14) can be further sharpened to the following equality.
Proposition 6: Consider any given FHS scheme F with the corresponding IFGs denoted by G F (n, k, d, α, β). We have that
where π f can be any family index permutation and y i (π f ) is computed as follows. If the i-th coordinate of π f is 0, then y i (π f ) returns the number of j satisfying both (i) j < i and (ii) the j-th coordinate > 0. If the i-th coordinate of π f is not 0, then y i (π f ) returns the number of j satisfying both (i) j < i and (ii) the absolute value of the j-th coordinate of π f and the absolute value of the i-th coordinate of π f are different.
The proof of Proposition 6 is relegated to Appendix C.
Remark 1:
In general, the minimum cut of an IFG may exist in the interior of the graph. When computing the mincut value in the LHS of (14), we generally need to exhaustively consider all possible cuts for any G ∈ G A , which is why we have to choose r ∈ R in (14) that allows for repeated values in the coordinates of r and we can only prove the inequality (lower bound) in (14) .
Recall that the family index permutation π f is based on the family index vector of all "currently active nodes." Proposition 6 thus implies that when focusing on the FHS scheme F , we can reduce the search scope and consider only those cuts that directly separate k currently active nodes from the rest of the IFG (see (15) ). This allows us to compute the corresponding min-cut value with equality.
Combining Proposition 6 and (3), we can derive the new storage-bandwidth tradeoff (α vs. β) for the FHS scheme. For example, Fig. 3 plots α versus γ ∆ = dβ for the (n, k, d) values (20, 10, 10) with file size M = 1. As can be seen in Fig. 3 , the MBR point (the smallest γ value) of the FHS scheme uses only 73.33% (a ratio of ). It turns out that for any (n, k, d) values, the biggest improvement of FHS over BHS always happens at the MBR point. 7 The intuition is that choosing the good helpers is most beneficial when the per-node storage α is no longer a bottleneck (thus the MBR point).
The RHS of (15) The following proposition shows that if we are interested in the most beneficial point, the MBR point, then we can compute the corresponding α and β values in polynomial time.
Proposition 7: For the MBR point of (15), i.e., when α is sufficiently large, the minimizing family index permutation is the RFIP π * f defined in Section VII-A. That is, the α, β, and γ values of the MBR point can be computed by
The proof of Proposition 7 is relegated to Appendix E. Using Proposition 7 above, we can find the MBR point of the FHS tradeoff curve in Fig. 3 . This is done by first finding the RFIP π * f = (1, 2, 1, 2, . . . , 1, 2), and then finding
Recall that M is assumed to be 1 in Fig. 3 . Using (16), we thus get that γ MBR = 2 15 . Unfortunately, we do not have a general formula for the least beneficial point, the MSR point, of the FHS scheme. Our best knowledge for computing the MSR point is the following Proposition 8: For arbitrary (n, k, d) values, the minimumstorage of (15) 
but we do not know how to compute the exact value of β MSR other than directly applying the formula in Proposition 6.
Remark 2: If we compare the expressions of Proposition 8 and the MSR point of the BHS scheme 8 , Proposition 8 implies that the FHS scheme does not do better than the BHS scheme at the MSR point when d ≥ k. However, it is still possible that the FHS scheme can do better than the BHS scheme at the MSR point when d < k. One such example is the example we considered in Section IV when (n, k, d) = (5, 3, 2). 
C. The Family-plus Helper Selection Scheme
In the FHS scheme, there are n n−d complete families and 1 incomplete family (if n mod (n − d) = 0). For the scenario in which the n and d values are comparable, we have many complete families and the FHS solution harvests almost all of the benefits of choosing good helpers, also see Proposition 2 for the case of n = d + 2. However, when n is large but d is small, we have only one complete family and one incomplete family. Therefore, even though the FHS scheme can still outperform the BHS scheme, the performance of the FHS scheme is far from optimal due to having only 1 complete family. In this section, we propose the familyplus helper selection scheme that further improves the storagebandwidth tradeoff when n is large but d is small.
The main idea is as follows. We first partition the n nodes into several disjoint groups of 2d nodes and one disjoint group of n remain nodes. The first type of groups is termed the regular group while the second group is termed the remaining group. If we have to have one remaining group (when n mod (2d) = 0), then we enforce the size of the remaining group to be as small as possible but still satisfying n remain ≥ 2d + 1. For example, if d = 2 and n = 8, then we will have 2 regular groups and no remaining group since n mod (2d) = 0. If d = 2 and n = 9, then we choose 1 regular group {1, 2, 3, 4} and 1 remaining group {5, 6, 7, 8, 9} since we need to enforce n remain ≥ 2d + 1.
After the partitioning, we apply the FHS scheme to the individual groups. For example, if d = 2 and n = 8, then we have two regular groups {1, 2, 3, 4} and {5, 6, 7, 8}. Applying the FHS scheme to the first group means that nodes 1 and 2 form a family and nodes 3 and 4 form another family. Whenever node 1 fails, it will access helpers from outside its 8 Recall from [6] that for BHS we have
. family, which means that it will access nodes 3 and 4. Node 1 will never request help from any of nodes 5 to 8 as these nodes are not in the same group as node 1. Similarly, we apply the FHS scheme to the second group {5, 6, 7, 8}. All the FHS operations are always performed within the same group.
Another example is when d = 2 and n = 9. In this case, we have 1 regular group {1, 2, 3, 4} and 1 remaining group {5, 6, 7, 8, 9}. In the remaining group, {5, 6, 7} will form a complete family and {8, 9} will form an incomplete family. If node 6 fails, it will request help from both nodes 8 and 9. If node 9 fails, it will request help from nodes {5, 6}, the first d = 2 nodes of this group. Again, all the repair operations for nodes 5 to 9 are completely separated from the operations of nodes 1 to 4. The above scheme is termed the family-plus helper selection scheme.
One can easily see that when n ≤ 2d, there is only one group and the family-plus helper selection scheme collapses to the FHS scheme. When n > 2d, there are approximately n 2d regular groups, each of which contains two complete families. Therefore, the construction of the family-plus helper selection scheme ensures that there are many complete families even for the scenario of n ≫ d.
D. Analysis of the Family-plus Scheme
In the following proposition, we characterize the performance of the family-plus helper selection scheme.
Proposition 9: Consider any given (n, k, d) values and the family-plus helper selection scheme F + . Suppose we have B groups in total (including both regular and remaining groups) and each group has n b number of nodes for b = 1 to B. Specifically, if the b-th group is a regular group, then n b = 2d. If the b-th group is a remaining group (when n mod (2d) = 0), then n b = n − 2d(B − 1). We use G F + (n, k, d, α, β) to denote the collection of IFGs generated by the family-plus helper selection scheme. We have that
where k is a B-dimensional integer-valued vector,
Note that for any given k, the RHS of (17) can be evaluated by Proposition 6.
Proof: Observe that any IFG G ∈ G F + is a union of B parallel IFGs that are in G F (n b , ·, d, r, α, β) where "·" means that we temporarily ignore the placement of the data collectors. For any data collector t in G F + , we use k b to denote the number of active nodes that t accesses in group b. Therefore, the mincut G (s, t) is simply the summation of the mincut H b (s, t b ) for all b ∈ {1, · · · , B} where t b corresponds to the "sub-data-collector" of group b and H b is the b-th parallel IFG. Since we run the original FHS scheme in each of the b-th group, H b is a member of G F (n b , k b , d, α, β). By further minimizing over all possible data collectors t (thus minimizing over {k b }), we get (17).
To evaluate the RHS of (17), we have to try all possible k vectors and for each k, we need to evaluate each of the B summands by Proposition 6, which requires checking all n b ! different family index permutations. Fortunately, for the MBR point of the family-plus helper selection scheme, we can further simplify the computation complexity following similar arguments as used in Proposition 7.
Corollary 1: The MBR point of the family-plus helper selection scheme is
and β MBR can be computed by solving the following equation
where M is the file size,
The proof of Corollary 1 is relegated to Appendix G. In Fig. 7 , we plot the k vs. γ curves for the BHS, the FHS, and the family-plus helper selection schemes for the case of (n, d) = (60, 10) using Proposition 7, and Corollary 1, respectively. As can be seen in Fig. 7 , when k > d, the BHS scheme stops improving any further since RCs with BHS always have k * ≤ d and thus overprotect the data when the protection-level requirement k > d. Therefore, BHS is not able to take advantage of the looser protection-level requirement when k > d. In contrast, the bandwidth consumption of FHS continues to decrease until the improvement stops when k > 2d. The reason is that, for (n, d) = (60, 10), FHS only has two families. The family-plus scheme, on the other hand, divides n = 60 nodes into 3 groups and each group has 2 complete families (6 families in total). As a result, the family-plus scheme can continue harvesting the looser and looser protection-level requirement even when k > 2d and the bandwidth consumption keeps decreasing continuously.
For example, when k = 40, the repair-bandwidth of the family-plus helper selection scheme is only 28% of the repairbandwidth of the BHS scheme (cf. the repair-bandwidth of the FHS scheme is 58% of the repair-bandwidth of the BHS scheme). This demonstrates the benefits of the family-plus helper selection scheme, which creates as many complete families as possible by further partitioning the nodes into several disjoint groups.
E. The Achievability Result and the Corresponding Proof
We are now ready to use the FHS scheme and the familyplus helper selection scheme to prove the achievability result of Proposition 1.
Proposition 10: Consider a family-plus helper selection scheme denoted by F + and its corresponding collection of IFGs G F + (n, k, d, α, β). For any (n, k, d) values satisfying neither of the (i) and (ii) conditions in Proposition 1, there exists a pair (α, β) such that
Since the family-plus scheme is strictly better than the BHS scheme when (n, k, d) satisfies neither of the (i) and (ii) conditions in Proposition 1, the achievability result of Proposition 1 is thus proved. Also, Proposition 10 immediately implies that the collection of family-plus helper selection schemes is weakly optimal, also see Definition 6. Proof: The first step in our proof is to show that whenever α = dβ, we have (20) where G F is the collection of IFGs of an FHS scheme F . That is, when α = dβ, the additional step of partitioning nodes into sub-groups in the family-plus scheme will monotonically improve the performance when compared to the original FHS scheme without partitioning. Therefore, the family-plus scheme is no worse than the FHS scheme when α = dβ. The proof of (20) is relegated to Appendix H. Equation (20) can now be used to prove (19) . If neither (i) nor (ii) of Proposition 1 is true, one can verify by exhaustively considering all scenarios that one of the following three cases must hold: (a) d ≥ 2 and k > n n−d ; (b) d = 1, k > 2, and even n; and (c) d = 1, k > 3, and odd n.
For case (a), we first note that since k > n n−d , we must also have d ≤ n − 2. Otherwise we will have k > n, which contradicts (1). We then observe 9 , k) indices of a family index permutation π f there is at least one family index that is repeated. Jointly, this observation, Proposition 6, and the MBR point formula in (16) imply that for the MBR point that has α = dβ, the min-cut value of the FHS scheme is strictly larger than the min-cut value of the BHS scheme. Since (20) shows that the family-plus scheme is no worse than the FHS scheme in the MBR point, we have proved Proposition 10 for case (a).
For both cases (b) and (c), since n > k by (1), we have n ≥ 4. Since d = 1 in both cases (b) and (c), the construction of the family-plus scheme thus will generate at least 2 groups. That is, the value of B in Proposition 9 must satisfy B ≥ 2. Moreover, in case (b), we have no remaining group since n is even. Therefore, since k > 2, for any k ∈ K defined in Proposition 9, there are at least two distinct b values with k b ≥ 1. In case (c), we have k > 3 = n remain (note that n remain = 3 since we have that 2d + 1 ≤ n remain ≤ 4d − 1 by construction). Therefore, similarly, for any k ∈ K defined in Proposition 9, there are at least two distinct b values with
Using the above observation (at least two distinct b values having k b ≥ 1) and (17) in Proposition 9, we have that in both cases (b) and (c)
where the first inequality follows from: (i) considering only those b values with k b ≥ 1; (ii) plugging in the min-cut formula in Proposition 6; and (iii) only counting the first term "i = 1" when summing up for all i = 1 to k b . The second inequality follows from the assumption that d = 1 in both cases (b) and (c) and the fact that both β and α must be strictly positive. By noticing that for cases (b) and (c) the RHS of (19) is indeed min(β, α), the proof is complete for cases (b) and (c) as well.b
F. The Optimality of the FHS and the Family-plus Schemes
In the following, we prove that the FHS scheme is indeed optimal for some (n, k, d) values.
Proposition 11: For the (n, k, d) values satisfying simultaneously the following three conditions (i) d is even, (ii) n = d + 2, and (iii) k = n 2 + 1; we have min
for any arbitrary DHS scheme A and any arbitrary (α, β) values.
The proof of Proposition 11 is relegated to Appendix I. 9 A detailed proof of this simple algebraic observation can be found in the proof of Corollary 3 around (69) in Appendix I.
Proposition 11 is the formal version of Proposition 2 in Section V. Note that for any (n, k, d) values satisfying conditions (i) to (iii) in Proposition 11, they must also satisfy neither (i) nor (ii) in Proposition 1. As a result, by Proposition 1, there exists some helper selection scheme that strictly outperforms the BHS scheme. Proposition 11 further establishes that among all those schemes strictly better than the BHS scheme, the FHS scheme is indeed optimal. To illustrate that, consider the example of (n, k, d) = (6, 4, 4) . Using Proposition 1, we know that for this combination of parameters there exists a scheme that can do better than the BHS scheme. Now, it is not hard to check that this combination of parameters also satisfies all the conditions (i), (ii), and (iii) of Proposition 11. Thus, we know, and as was stated in Result 2 of Section IV, that the FHS scheme is absolutely optimal for (n, k, d) = (6, 4, 4) .
We also note that [11, Theorem 5.4] proves that when k = n − 1 and α = β, no DHS scheme can protect a file of size > Proof: By Proposition 6, when (n, k, d) = (4, 3, 2) and α = β, the FHS scheme can protect a file of size 2α. We then notice that (n, k, d) = (4, 3, 2) satisfies Proposition 11 and, therefore, the FHS scheme is absolutely optimal. As a result, no scheme can protect a file of size M > 2α.
Proposition 11 shows that for certain (n, k, d) value combinations, the FHS scheme is optimal for the entire storagebandwidth tradeoff curve. If we only focus on the MBR point, we can also have the following optimality results.
Proposition 12: Consider k = n − 1 and α = dβ. For the (n, k, d) values satisfying n mod (n − d) = 0, we have
for any arbitrary DHS scheme A.
The proof of Proposition 12 is relegated to Appendix J. Proposition 12 establishes again that the FHS scheme is optimal in the MBR point (α = dβ), among all DHS schemes, whenever k = n − 1 and n mod (n − d) = 0. Since Proposition 12 is based on FHS, we can generalize Proposition 12 by considering the family-plus scheme. We then have Proposition 13: Consider k = n − 1 and α = dβ and a family-plus helper selection scheme that divides n nodes into B groups with n 1 to n B nodes. If n b mod (n b − d) = 0 for all b = 1 to B, then we have
for any arbitrary DHS scheme A. This result is the formal version of Proposition 3 in Section V. The proof of Proposition 13 is relegated to Appendix K.
Remark 3: Thus far, our family-plus scheme assumes all but one group have n b = 2d nodes and the remaining group has n b = n remain ≥ 2d + 1 nodes. One possibility for further generalization is to allow arbitrary n b choices. It turns out that Proposition 13 holds even for any arbitrary choices of n b values. For example, for the case of (n, k, d) = (19, 18, 4) and α = dβ, the generalized family-plus scheme is absolutely optimal if we divide the 19 nodes into 3 groups of (n 1 , n 2 , n 3 ) = (8, 6, 5) .
By allowing arbitrary ways of partitioning n = b n b , the MBR optimality of the family-plus schemes can be proved for a wider range of (n, k, d) values. For example, one can prove that for any (n, k, d, α, β) values satisfying n = 5, k = n − 1, d = 2, and α = dβ, we can always find some (n 1 , · · · , n B ) such that the generalized family-plus helper selection scheme is absolutely optimal. See Result 6 in Section IV for some other (n, k, d) value combinations for which the generalized family-plus scheme is optimal.
Remark 4: Compared to the existing results, [6] showed that when k = d = n − 1, the optimal MBR point satisfies nα 2 = M with repair-bandwidth γ = dβ = 2M n and an exactrepair scheme achieving this MBR point is provided in [20] . Our results show that for any (n, k, d) satisfying k = n − 1 but d = n − 1, as long as we also have n b mod (n b − d) = 0 for all b = 1 to B, the optimal MBR point of the family-plus scheme is absolutely optimal and again satisfies n . An exact-repair scheme that achieves this MBR point for any k = n − 1 is provided in Part II [3] .
Before closing this section, we should mention that a similar scheme to the family-plus helper selection scheme was devised in [14] for LRCs when n is a multiple of (d+1). In that scheme the nodes are divided into groups of (d + 1) nodes. Whenever a node fails, its set of helpers is the set of d remaining nodes in the same group. This can be viewed as a special example of the generalized family-plus helper selection scheme by choosing n b = d + 1 for all b = 1 to B. Each group thus has n b n b −d = n b = d + 1 complete families and each family contains only n b − d = 1 node. Therefore, all our analysis can be applied to the construction in [14] and used to rederive the MBR characterization results of that scheme.
In summary, our construction and the corresponding tradeoff curve analysis hold for arbitrary ways 10 of partitioning n nodes into separate groups of n b nodes, b = 1 to B. This thus significantly broadens the scope of application.
VIII. CONCLUSION
In practice, it is natural that the newcomer should access only those "good" helpers. This paper has provided a necessary and sufficient condition under which optimally choosing good helpers improves the storage-bandwidth tradeoff. We have 10 Our construction and analysis, Proposition 9, work for arbitrary n b partitions. On the other hand, the optimality guarantee in Proposition 13 only holds when n b mod (n b − d) = 0 for all b.
also analyzed a new class of low-complexity solutions termed the family helper selection scheme, including its storagebandwidth tradeoff, the expression of its MBR point, and its (weak) optimality. In Part II [3] , we will construct an explicit exact-repair code, the generalized fractional repetition code, that can achieve the MBR point of this scheme.
The main goal of this work is to characterize, for the first time in the literature, when can DHS improve RCs. We thus considered the scenario of single failures only in a similar way as in the original RC paper [6] . Since a practical system can easily have multiple failures, as ongoing work, we are studying the helper selection problem under the multiple failures scenario. See [2] for our current results in this direction.
APPENDIX A THE INFORMATION FLOW GRAPH
We provide in this appendix the description of the information flow graph (IFG) that was first introduced in [6] . As shown in Fig 8, an IFG has three different kinds of nodes. It has a single source node s that represents the source of the data object. It also has nodes x i in and x i out that represent storage node i of the IFG. A storage node is split into two nodes so that the IFG can represent the storage capacity of the nodes. We often refer to the pair of nodes x i in and x i out simply by storage node i. In addition to those nodes, the IFG has data collector (DC) nodes. Each data collector node is connected to a set of k active storage nodes, which represents the party that is interested in extracting the original data object initially produced by the source s. Fig. 8 illustrates one such data collector, denoted by t, which connects to k = 2 storage nodes. A more detailed description of the IFG is provided as follows.
The IFG evolves with time. In the first stage of an information flow graph, the source node s communicates the data object to all the initial nodes of the storage network. We represent this communication by edges of infinite capacity as this stage of the IFG is virtual. See Fig. 8 for illustration. This stage models the encoding of the data object over the storage network. To represent storage capacity, an edge of capacity α connects the input node of storage nodes to the corresponding output node. When a node fails in the storage network, we represent that by a new stage in the IFG where, as shown in Fig. 8 , the newcomer connects to its helpers by edges of capacity β resembling the amount of data communicated from each helper. We note that although the failed node still exists in the IFG, it cannot participate in helping future newcomers. Accordingly, we refer to failed nodes by inactive nodes and existing nodes by active nodes. By the nature of the repair problem, the IFG is always acyclic.
Given an IFG G, we use DC(G) to denote the collection of all n k data collector nodes in G [6] . Each data collector t ∈ DC(G) represents one unique way of choosing k out of n active nodes when reconstructing the file.
APPENDIX B PROOF OF PROPOSITION 5
The proof of Proposition 5 below follows the proof of [6, Lemma 2] .
Consider any IFG G ∈ G A where A is a SHS scheme. Consider any data collector t of G and call the set of k active output nodes it connects to V . Since all the incoming edges of t have infinite capacity, we can assume without loss of generality that the minimum cut (U, U ) satisfies s ∈ U and V ⊆ U .
Let C denote the set of edges in the minimum cut. Let x i out be the chronologically i-th output node in U , i.e., from the oldest to the youngest. Since V ⊆ U , there are at least k output nodes in U . We now consider the oldest k output nodes of U , i.e., x − z 3 (r) )β, α) to the min-cut value, where the definition of z 3 (r) takes care of the second to the fifth cases.
In the same manner, we can prove that the chronologically i-th output node in U contributes at least a value of min((d − z i (r))β, α) to the min-cut value. If we sum all the contributions of the oldest k output nodes of U we get (14), a lower bound on the min-cut value.
APPENDIX C PROOF OF PROPOSITION 6
The outline of the proof is as follows. Phase I: We will first show that
Phase II: By definition, the FHS scheme is a SHS scheme. Thus, (14) is also a lower bound on all IFGs in G F and we quickly have
The remaining step is to prove that
Once we prove (27), we have (15) since (26) is true. The proof is then complete.
The proof of Phase I is as follows. Denote the smallest IFG in G F (n, k, d, α, β) by G 0 . Specifically, all its nodes are intact, i.e., none of its nodes has failed before. Denote its active nodes arbitrarily by 1, 2, · · · , n. Consider the family index permutation of the FHS scheme F that attains the minimization of the RHS of (25) and call itπ f . Fail each active node in {1, 2, · · · , n} of G 0 exactly once in a way that the sequence of the family indices of the failed nodes isπ f . Along this failing process, we repair the failed nodes according to the FHS scheme F . For example, let (n, d) = (8, 5) and suppose the minimizing family index permutation is π f = (1, 2, 1, −2, 0, 0, 1, 2) . Then, if we fail nodes 1, 4, 2, 6, 7, 8, 3, and 5 in this sequence, the corresponding family index sequence will be (1, 2, 1, −2, 0, 0, 1, 2), which matches the givenπ f . Note that the node failing sequence is not unique in our construction. For example, if we fail nodes 3, 5, 2, 6, 8, 7, 1, and 4 in this sequence, the corresponding family index vector is still (1, 2, 1, −2, 0, 0, 1, 2) . Any node failing sequence that matches the givenπ f will suffice in our construction. We call the resulting new IFG, G ′ . Consider a data collector t in G ′ that connects to the oldest k newcomers. (Recall that in our construction, G ′ has exactly n newcomers.) Now, by the same arguments as in [6, Lemma 2], we will prove that mincut , α) for the specifically constructed G ′ and t. Number the storage nodes (input-output pair) of the k nodes t is connected to by 1, 2, . . . , k. Define cut (U, U ) between t and s as the following: for each i ∈ {1, . . . , k}, if α ≤ (d − y i (π f ))β then we include x i out in U ; otherwise, we include both x i out and x i in in U . It is not hard to see that the cut-value of the cut (U, U ) is equal to
Since the LHS of (25) further takes the minimum over G F and all data collectors t, we have proved the inequality (25) . Now, we give the proof of Phase II (i.e., (27)). To that end, we first prove that with the helper sets D 1 to D n specified in a FHS scheme, we have LHS of (25) 
That is, when evaluating the LHS of (28), we can minimize over R 2 instead of over R = {1, · · · , n} k . We prove (28) by proving that for any r ∈ R we can always find a vector r ′ ∈ R 2 such that
Assuming (29) is correct, then we have that at least one of the minimizing r * ∈ R of the LHS of (27) is also in R 2 . We thus have (28). The proof of (29) is provided in the end of this Appendix C.
We now notice that any r ∈ R 2 corresponds to the first k coordinates of a permutation of the node indices (1, 2, 3, · · · , n). For easier reference, we use r to represent an n-dimensional permutation vector such that the first k coordinates of r match r. One can view r as the extended version of r from a partial k-dimensional permutation to a complete n-dimensional permutation vector. Obviously, the choice of r is not unique. The following discussion holds for any r.
For any r ∈ R 2 , we first find its extended version r. We then construct π f from r by transcribing the permutation of the node indices r to the corresponding family indices. For example, consider the parameter values (n, k, d) = (8, 4, 5) . Then, one possible choice of r ∈ R 2 is r = (3, 5, 2, 4) and a corresponding r is (3, 5, 2, 4, 1, 6, 7, 8) . The transcribed family index vector is π f = (1, 2, 1, 2, 1, −2, 0, 0) . We now argue that z i (r) = y i (π f ) for all i = 1 to k. The reason is that the definition of y i (π f ) is simply a transcribed version of the original definition of z i (r) under the node-index to familyindex translation. In sum, the above argument proves that for any r ∈ R 2 , there exists a π f satisfying
As a result, we have
Jointly, (30), (28), and (26) imply (27). The proof of Proposition 6 is thus complete. The remainder of this appendix section is dedicated to proving (29), which is unfortunately quite long and delicate.
The proof of (29):
We prove (29) by explicit construction. For any vector r ∈ R, we will use the following procedure, MODIFY, to gradually modify r in 4 major steps until the end result is the desired r ′ ∈ R 2 that satisfies (29). A detailed example illustrating procedure MODIFY is provided in Appendix D to complement the following algorithmic description of MODIFY.
Step 1: If there are i, j ∈ {1, · · · , k} such that i < j and the i-th and the j-th coordinates of r are equal, i.e., r i = r j , then we can do the following modification. For convenience, we denote the value of r i = r j by h. Suppose that node h belongs to the Q-th family. We now check whether there is any value γ satisfying simultaneously (i) γ ∈ {1, 2, · · · , n}\h; (ii) node γ is also in the Q-th family; and (iii) γ is not equal to any of the coordinates of r. If such γ exists, we replace the j-th coordinate of r by γ. Specifically, after this modification, we will have r i = h and r j = γ.
Repeat this step until either there is no repeated r i = r j , or until no such γ can be found.
Step 2: After finishing Step 1, we perform the following modification. If there still are distinct i, j ∈ {1, · · · , k} such that r i = r j and i < j, then we again denote the value of r i = r j by h. Suppose node h belongs to the Q-th family. Consider the following two cases. If the Q-th family is the incomplete family, then no further modification will be made.
If the Q-th family is a complete family, then do the following modification.
Find the largest j 1 ∈ {1, · · · , n} such that node r j1 = h and find the largest j 2 ∈ {1, · · · , n} such that r j2 belongs to the Q-th family (the same family of node h). If j 1 = j 2 , then we set r ′ = r. If j 1 = j 2 , then we swap the values of r j1 and r j2 to construct r ′ . That is, we first set r ′ = r for all coordinates except for the j 1 -th and the j 2 -th coordinates, and then set r ′ j1 = r j2 and r ′ j2 = r j1 . After we have constructed new r ′ depending on whether j 1 = j 2 or not, we now check whether there is any value γ ∈ {1, · · · , n} satisfying simultaneously (i) node γ belongs to a complete family (not necessarily the Q-th family); and (ii) γ is not equal to any of the coordinates of r ′ . If such γ exists, we replace the j 2 -th coordinate of r ′ by γ, i.e., set r ′ j2 = γ. Repeat this step until the above process does not change the value of any of the coordinates of r ′ .
After finishing the above two steps, the current vector r must be in one of the following cases. Case 1: No two coordinates are equal, i.e., r i = r j for all pairs i < j; Case 2: there exist a pair i < j such that r i = r j . We have two sub-cases for Case 2. Case 2.1: All such (i, j) pairs must satisfy that node r i belongs to a complete family. Case 2.2: All such (i, j) pairs must satisfy that node r i belongs to the incomplete family. Specifically, the above construction (Steps 1 and 2) has eliminated the sub-case that some (i, j) pair has r i = r j belonging to a complete family and some other (i, j) pair has r i = r j belonging to the incomplete family. The reason is as follows. Suppose some (i, j) pair has r i belonging to a complete family. Since we have finished
Step 2, it means that any node γ that belongs to a complete family must appear in one of the coordinates of r. Since there
number of nodes belonging to complete families, at least (n − d) n n−d + 1 number of coordinates of r must refer to a node in a complete family (since r i and r j have the same value). Therefore, there are at most n − (n − d) n n−d + 1 = (n mod (n − d)) − 1 number of coordinates of r referring to a node in the incomplete family. However, if we have another (i ′ , j ′ ) pair has r i ′ = r j ′ belonging to the incomplete family, then it means that the coordinates of r can refer to at most (n mod (n − d)) − 2 distinct nodes of the incomplete family (since r i ′ and r j ′ are equal). Since there are n mod (n − d) distinct nodes in the incomplete family, there must exist a γ value such that node γ belongs to the incomplete family and γ does not appear in any one of the coordinates of r. This contradicts the fact that we have exhausted Step 1 before moving on to Step 2.
We now consider Cases 1, 2.1, and 2.2, separately. If the r vector is in Case 1, then such r belongs to R 2 and our construction is complete. If r belongs to Case 2.2, then do
Step 3. If r belongs to Case 2.1, do Step 4.
Step 3: We use (i, j) to denote the pair of values such that r i = r j and i < j. Denote the value of r i = r j by h. Since we are in Case 2.2, node h belongs to the incomplete family. Find the largest j 1 ∈ {1, · · · , n} such that node r j1 = h and find the largest j 2 ∈ {1, · · · , n} such that r j2 belongs to the incomplete family. If j 1 = j 2 , then we keep r as is. If j 1 = j 2 , then we swap the values of r j1 and r j2 . Recall that we use c ∆ = n n−d to denote the family index of the last complete family. We now choose arbitrarily a γ value from {(n − d) (c − 1) + 1, . . . , (n − d)c}. Namely, γ is the index of a node of the last complete family. Fix the γ value. We then replace r j2 by the arbitrarily chosen γ.
If the value of one of the coordinates of r (before setting r j2 = γ) is γ, then after setting r j2 = γ we will have some i = j 2 satisfying r i = r j2 = γ. In this case, we start over from Step 1. If none of the coordinates of r (before setting r j2 = γ) has value γ, then one can easily see that after setting r j2 = γ there exists no i < j satisfying "r i = r j belong to a complete family" since we are in Case 2.2 to begin with. In this case, we are thus either in Case 1 or Case 2.2. If the new r is now in Case 1, then we stop the modification process. If the new r is still in Case 2.2, we will then repeat this step (Step 3).
Step 4: We use (i, j) to denote the pair of values such that r i = r j and i < j. Denote the value of r i = r j by h. Since we are in Case 2.1, node h belongs to a complete family. Suppose h is in the Q-th complete family. Find the largest j 1 ∈ {1, · · · , n} such that node r j1 = h and find the largest j 2 ∈ {1, · · · , n} such that r j2 belongs to the Q-th complete family. If j 1 = j 2 , then we keep r as is. If j 1 = j 2 , then we swap the values of r j1 and r j2 . We now find a γ value such that (i) node γ belongs to the incomplete family; and (ii) γ is not equal to any of the coordinates of r. Note that such γ value always exists. The reason is that since we are now in Case 2.1 and we have finished Step 2, it means that any node γ that belongs to a complete family must appear in one of the coordinates of r. Therefore, there are at least (n−d) n n−d +1 number of coordinates of r referring to a node in one of the complete families. This in turn implies that there are at most n − (n − d) n n−d + 1 = (n mod (n − d)) − 1 number of coordinates of r referring to a node in the incomplete family. Since there are n mod (n−d) distinct nodes in the incomplete family, there must exist a γ value such that node γ belongs to the incomplete family and γ does not appear in any one of the coordinates of r.
Once the γ value is found, we replace the j 2 -th coordinate of r by γ, i.e., r j2 = γ. If the new r is now in Case 1, then we stop the modification process. Otherwise, r must still be in Case 2.1 since we replace r j2 by a γ that does not appear in r before. In this scenario, we will then repeat this step (Step 4).
An example demonstrating the above iterative process is provided in Appendix D.
To prove that this construction is legitimate, we need to prove that the iterative process ends in a finite number of time.
To that end, for any vector r, define a non-negative function T (r) by T (r) = |{(i, j) : i < j, r i = r j is a complete family node}|+ 2|{(i, j) : i < j, r i = r j is an incomplete family node}|.
One can then notice that in this iterative construction, every time we create a new r ′ vector that is different from the input vector r, the value of T (r) decreases by at least 1. As a result, we cannot repeat this iterative process indefinitely. When the process stops, the final vector r ′ must be in Case 1. Therefore, the procedure MODIFY converts any vector r ∈ R to a new vector r ′ ∈ R 2 such that all coordinate values of r ′ are distinct. What remains to be proved is that along the above 4-step procedure, the inequality (29) always holds. That is, the value of
is non-increasing along the process. The detailed proof of the non-increasing − z i (r) )β, α) will be provided shortly. From the above discussion, we have proved (29).
In the rest of this appendix, we prove the correctness of MODIFY. For each step of MODIFY, we use r to denote the input (original) vector and w to denote the output (modified) vector. In what follows, we will prove that the r and w vectors always satisfy
(31)
In
Step 2, if j 1 = j 2 , then we will not swap the values of r j1 and r j2 . On the other hand, j 1 = j 2 also means that r j1 = r j2 = h. In this case, w is modified from r such that w j2 = γ if such a γ is found. For 1 ≤ m ≤ j 2 − 1, z m (w) = z m (r) since r m = w m over this range of m. We now consider the case of m = j 2 . Suppose node γ belongs to the Q γ -th family. We first notice that by the definition of z m (·) and the definition of the FHS scheme, (z m (w) − z m (r)) is equal to the number of distinct nodes in the Q-th family that appear in the first (j 2 − 1) coordinates of r minus the number of distinct nodes in the Q γ -th family that appear in the first (j 2 −1) coordinates of w. For easier reference, we call the former term1 and the latter term2 and we will quantify these two terms separately.
Since we start Step 2 only after Step 1 cannot proceed any further, it implies that all distinct (n − d) nodes of family Q must appear in r otherwise we should continue Step 1 rather than go to Step 2. Then by our specific construction of j 2 , all distinct (n − d) nodes of family Q must appear in the first (j 2 − 1)-th coordinates of r. Therefore term1 = (n − d). Since there are exactly (n − d) distinct nodes in the Q γ -th family, by the definition of term2, we must have term2 ≤ (n − d). The above arguments show that term2 ≤ term1 = (n − d), which implies the desired inequality z m (w)−z m (r) ≥ 0 when m = j 2 .
We now consider the case when m > j 2 . In this case, we still have z m (w) ≥ z m (r). The reason is that by our construction, we have w j2 = γ = r j2 = r i = w i . For any m > j 2 , z m (r) only counts the repeated r i = r j2 once. Therefore, z m (w) will count the same w i as well. On the other hand, z m (w) may sometimes be larger than z m (r), depending on whether the new w j2 ∈ D wm or not. The fact that z m (w) ≥ z m (r) for all 1 ≤ m ≤ k implies (31). Now, we consider the case when j 1 = j 2 , which implies that r j1 = h = r j2 and Step 2 swaps the j 1 -th and the j 2 -th coordinates of r. Note that after swapping, we can see that if we apply the same j 1 and j 2 construction to the new swapped vector, then we will have j 1 = j 2 . By the discussion in the case of j 1 = j 2 , we know that replacing the value of r j2 by γ will not decrease the value z m (w) for any m = 1 to k and (31) still holds. As a result, we only need to prove that swapping the j 1 -th and the j 2 -th coordinates of r does not decrease the value of z m (r).
To that end, we slightly abuse the notation and use w to denote the resulting vector after swapping the j 1 -th and the j 2 -th coordinates of r (but before replacing r j2 by γ)
For the case of m = j 2 , we notice that w j2 = r j1 and r j2 are from the same Q-th family. Therefore, we have z m (w) = z m (r). For the case of j 2 + 1 ≤ m ≤ k, we argue that z m (w) = z m (r). This is true because of the definition of z m (·) and the fact that both j 1 < m and j 2 < m. In summary, we have proved z m (w) ≥ z m (r) for m = 1 to k, which implies (31).
Step 3, we first consider the case of j 1 = j 2 , which means that r j1 = r j2 is replaced with γ, a node from the last complete family. For 1 ≤ m ≤ j 1 −1, since we have r m = w m for all 1 ≤ m ≤ j 1 − 1, we must have z m (r) = z m (w). We now consider the case of m = j 1 . By the definition of z m (·) and the definition of the FHS scheme, (z m (w)−z m (r)) is equal to the number of distinct nodes in the incomplete family that appear in the first (j 1 − 1) coordinates of r minus the number of distinct nodes in the last complete family that simultaneously (i) belong to the helper set of the incomplete family and (ii) appear in the first (j 1 − 1) coordinates of w. For easier reference, we call the former term1 and the latter term2 and we will quantify these two terms separately.
Since we have finished executing Step 1, it means that all n mod (n − d) nodes in the incomplete family appear in the vector r. By our construction of j 1 , all n mod (n − d) nodes in the incomplete family must appear in the first (j 1 − 1) coordinates of r. Therefore, term1 = n mod (n − d). Since there are exactly n mod (n − d) distinct nodes in the last complete family that belong to the helper set of the incomplete family, by the definition of term2, we must have term2 ≤ n mod (n − d). The above arguments show that term2 ≤ term1 = n mod (n − d), which implies the desired inequality z m (w) − z m (r) ≥ 0.
For the case of j 1 +1 = j 2 +1 ≤ m, we also have z m (w) ≥ z m (r). The reason is that by our construction, we have w j2 = γ = r j2 = r i = w i . For any m > j 2 , z m (r) only counts the repeated r i = r j2 once. Therefore, z m (w) will count the same w i as well. On the other hand, z m (w) may sometimes be larger than z m (r), depending on whether the new w j2 ∈ D wm or not. We have thus proved that z m (w) ≥ z m (r) for all m = 1 to k, which implies (31).
We now consider the case of j 1 = j 2 . Namely, we swap the j 1 -th and the j 2 -th coordinates of r before executing the rest of Step 3. We can use the same arguments as used in proving the swapping step of Step 2 to show that after swapping, we still have z m (w) ≥ z m (r) for all m = 1 to k, which implies (31). The proof of Step 3 is complete. In
Step 4, we again consider the case of j 1 = j 2 first. In this case, r j1 = h is replaced with γ, a node of the incomplete family. For 1 ≤ m ≤ j 1 − 1, z m (w) = z m (r) since w m = r m over this range of m. For m = j 1 , we have to consider two cases. If the Q-th family is the last complete family, then (z m (w) − z m (r)) is equal to the number of distinct nodes in the Q-th family that simultaneously (i) belong to the helper set of the incomplete family and (ii) appear in the first (j 1 −1) coordinates of r, minus the number of distinct nodes in the incomplete family that appear in the first (j 1 −1) coordinates of w. For easier reference, we call the former term1 and the latter term2. If, however, the Q-th family is not the last complete family, then (z m (w) − z m (r)) is equal to the difference of another two terms. We slightly abuse the notation and refer again to the two terms as term1 and term2 where term1 is the number of distinct nodes in the Q-th family that appear in the first (j 1 − 1) coordinates of r and term2 is the number of distinct nodes in the last complete family that simultaneously (i) does not belong to the helper set of the incomplete family and (ii) appear in the first (j 1 − 1) coordinates of w plus the number of distinct nodes in the incomplete family that appear in the first (j 1 − 1) coordinates of w.
We will now quantify these two terms separately. Since we have finished executing Step 1 and by the construction of j 1 , all (n − d) nodes in the Q-th family must appear in the first (j 1 − 1) coordinates of r, which are the same as the first (j 1 − 1) coordinates of w. Therefore, the value of term1 is n mod (n−d) if the Q-th family is the last complete family or (n− d) if it is one of the first c− 1 complete families. We now quantify term2. For when the Q-th family is the last complete family, since there are exactly n mod (n − d) distinct nodes in the incomplete family, by the definition of term2, we must have term2 ≤ n mod (n − d). When the Q-th family is not the last complete family, term2 ≤ (n − d) since the number of distinct nodes in the incomplete family is n mod (n − d) and the number of distinct nodes in the last complete family that do not belong to the helper set of the incomplete family is (n − d − n mod (n − d)) and their summation is ≤ n − d. The above arguments show that term2 ≤ term1 for both cases, which implies the desired inequality z m (w) − z m (r) ≥ 0 for m = j 1 .
For j 1 + 1 ≤ m ≤ k, since r j1 = h = r i was a repeated node, then it was already not contributing to z m (r) for all m > j 1 . Thus, z m (w) ≥ z m (r) for all m = j 1 + 1 to k. (Please refer to the j 1 + 1 ≤ m case in Step 3 for detailed elaboration.) In summary, after Step 4, assuming j 1 = j 2 , we have z m (w) ≥ z m (r) for all m = 1 to k, which implies (31).
Finally, we consider the case of j 1 = j 2 . Namely, we swap the j 1 -th and the j 2 -th coordinates of r before executing the rest of Step 4. We can use the same arguments as used in proving the swapping step of Step 2 to show that the inequality (31) holds after swapping. The proof of Step 4 is thus complete.
APPENDIX D AN ILLUSTRATIVE EXAMPLE FOR THE MODIFY PROCEDURE
For illustration, we apply the procedure MODIFY to the following example with (n, d) = (8, 5) and some arbitrary k. Recall that family 1 contains nodes {1, 2, 3}, family 2 (last complete family) contains nodes {4, 5, 6}, and the incomplete family, family 0, contains nodes {7, 8}. Suppose the initial r vector is r = (1, 2, 2, 2, 4, 7, 7, 7 ). We will use MODIFY to convert r to a vector r ′ ∈ R 2 We first enter Step 1 of the procedure. We observe 11 that r 3 = r 4 = 2 (i = 3 and j = 4) and node 2 belongs to the first family. Since node 3 is also in family 1 and it is not present in r, we can choose γ = 3. After replacing r 4 by 3, the resulting vector is r = (1, 2, 2, 3, 4, 7, 7, 7) . Next, we enter Step 1 for the second time. We observe that r 7 = r 8 = 7. Since node 8 is in family 0 and it is not present in r, we can choose γ = 8. The resulting vector is r = (1, 2, 2, 3, 4, 7, 7, 8) . Next, we enter Step 1 for the third time. For the new r, we have r 2 = r 3 = 2 and r 6 = r 7 = 7, but for both cases we cannot find the desired γ value. As a result, we cannot proceed any further by Step 1. For that reason, we enter Step 2.
We observe that for r 2 = r 3 = 2, we find j 1 = 3, the last coordinate of r equal to 2, and j 2 = 4, the last coordinate of r that belongs to family 1. By Step 2, we swap r 3 and r 4 , and the resultant vector is r = (1, 2, 3, 2, 4, 7, 7, 8) . Now, since node 5 belongs to family 2, a complete family, and it is not present in r, we can choose γ = 5. After replacing r j2 by γ, the resultant vector is r = (1, 2, 3, 5, 4, 7, 7, 8) . Next, we enter Step 2 for the second time. Although r 6 = r 7 = 7, we notice that node 7 is in family 0. Therefore, we do nothing in Step 2.
After
Step 2, the latest r vector is r = (1, 2, 3, 5, 4, 7, 7, 8) , which belongs to Case 2.2. Consequently, we enter Step 3. In
Step 3, we observe that j 1 = 7, the last coordinate of r being 7, and j 2 = 8, the last coordinate of r that belongs to the incomplete family, family 0. Thus, we swap r 7 and r 8 , and the resultant vector is r = (1, 2, 3, 5, 4, 7, 8, 7) . Now, we choose arbitrarily a γ value from {4, 5, 6}, the last complete family. Suppose we choose 12 γ = 6. The resultant vector is r = (1, 2, 3, 5, 4, 7, 8, 6 ). Since we have no other repeated nodes of family 0, the procedure finishes at this point. Indeed, we can see that the final vector r ′ = (1, 2, 3, 5, 4, 7, 8, 6) ∈ R 2 , which has no repeated nodes and is the result expected.
APPENDIX E PROOF OF PROPOSITION 7
For fixed (n, k, d) values, define function g as
We first note that by (15), we must have g(dβ, β) = mβ for some integer m. The value of m depends on the (n, k, d)
values and the minimizing family index permutation π f , but does not depend on β. We then define β * as the β value such that g(dβ, β) = M. We will first prove that β MBR = β * by contradiction. Suppose β MBR = β * . Since (α, β) = (dβ * , β * ) is one way that can satisfy g(α, β) = M, the minimumbandwidth consumption β MBR must satisfy β MBR ≤ β * . Therefore, we must have β MBR < β * . However, we then have the following contradiction.
where the first inequality is by knowing that (α MBR , β MBR ) satisfies the reliability requirement; the second inequality is by the definition of g(α, β); the first equality is by (15) ; and the third inequality (the only strict inequality) is by the fact that g(dβ, β) = mβ for all β and by the assumption of β MBR < β * ; and the last equality is by the construction of β * . The above arguments show that β MBR = β * . To prove that α MBR = dβ * , we first prove
The reason behind (34) is that (i) k ≥ 1 and we thus have at least one summand in the RHS of (15); and (ii) the first summand is always min(dβ, α) since y 1 (π f ) = 0 for any family index permutation π f . Suppose α MBR = dβ * . Obviously, we have α MBR ≤ dβ * by the construction of β * . Therefore, we must have α MBR < dβ * . However, we then have the following contradiction
where the first inequality is by knowing that (α MBR , β MBR ) satisfies the reliability requirement, the second inequality is by (34), and the equality is by the construction of β * . The above arguments prove that α MBR = dβ MBR . This also implies that when considering the MBR point, instead of finding a π f that minimizes (15), we can focus on finding a π f that minimizes
instead, i.e., we remove the minimum operation of (15) and ignore the constant β, which does not depend on π f . We are now set to show that π * f is the minimizing family index permutation at the MBR point.
First, define
Notice that a family index permutation that minimizes y offset (·) also minimizes (36). Therefore, any minimizing family index permutation for (36), call it π min f , must satisfy
Consider the following two cases:
Case 1: n mod (n − d) = 0, i.e., we do not have an incomplete family.
Consider any family index permutation π f and let l j be the number of the first k coordinates of π f that have value j. Recall that there is no incomplete family in this case. Suppose the i-th coordinate of π f is m. Then, we notice that the expression "(i−1)−y i (π f )" counts the number of appearances of the value m in the first i − 1 coordinates of π f (recall that there is no incomplete family in this case). Therefore, we can rewrite (37) by
We now prove the following claim.
Claim 2: The above equation implies that a family index permutation is a minimizing permutation π min f if and only if 
Therefore, out of the first k coordinates of π f , at least one of them will have value i; and out of the last (n − k) coordinates of π f , at least one of them will have value j. We can thus swap arbitrarily one of the family indices i from the first k coordinates with another family index j from the last (n − k) coordinates and the resulting π (40), and the summation l 1 + l 2 + l 3 is k = 5, then among l 1 , l 2 , and l 3 , two of them must be 2 and the other one must be 1. On the other hand, we observe that the value of y offset (·) depends only on the distribution of {l i }, see (39). As a result, the above arguments prove that any π f satisfying (40) is a minimizing π min f .
Finally, by the construction of the RFIP π * f , it is easy to verify that the RFIP π * f satisfies (40). Therefore, the RFIP π * f is a minimizing permutation for this case. Case 2: n mod (n − d) = 0, i.e., when we do have an incomplete family. In this case, we are again interested in minimizing (36), and equivalently minimizing (37). To that end, we first prove the following claim.
Claim 3: Find the largest 1 ≤ j 1 ≤ k such that the j 1 -th coordinate of π f is 0. If no such j 1 can be found, we set j 1 = 0. Find the smallest 1 ≤ j 2 ≤ k such that the j 2 -th coordinate of π f is a negative number if no such j 2 can be found, we set j 2 = k + 1. We claim that if we construct j 1 and j 2 based on a π f that minimizes
Proof: We prove this claim by contradiction. Consider a minimizing family index permutation π f and assume j 2 < j 1 . This means, by our construction, that 1 ≤ j 2 < j 1 ≤ k. Since the j 2 -th coordinate of π f is a negative number by construction, y j2 (π f ) counts all coordinates before the j 2 -th coordinate of π f with values in {1, 2, · · · , c − 1, 0}, i.e., it counts all the values before the j 2 -th coordinate except for the values c and −c, where c is the family index of the last complete family. Thus, knowing that there are no −c values before the j 2 -th coordinate of π f , we have that
where λ
is the number of c values before the j 2 -th coordinate. Similarly, since the j 1 -th coordinate is 0, we have that y j1 (π f ) counts all coordinates before the j 1 -th coordinate of π f with values in {1, 2, · · · , c}, i.e., it counts all the values before the j 1 -th coordinate except for the values −c and 0. Thus, we have that 
where φ
is the number of 0 values in π ′ f preceding the j 2 -th coordinate.
For
The reason behind this is that the function y m (π ,j1) {c,−c} . We have that
since the j 1 -th coordinate of π ′ f has a −c value. Finally, for j 1 + 1 ≤ m ≤ n, we have that y m (π ′ f ) = y m (π f ) since the order of the values preceding the m-th coordinate in a permutation does not matter for y m (·). By the above, we can now compute the following difference
where ( 
{0} and that λ [1,j1) {−c} ≥ 1 since we have a −c value at the j 2 -th coordinate of π f . By (48), we have that π ′ f has a strictly smaller "
As a result, the case of j 1 > j 2 is impossible.
By the construction of j 1 and j 2 , it is obvious that j 1 = j 2 . Hence, we must have j 1 < j 2 . The proof of this claim is complete.
Claim 3 provides a necessary condition on a minimizing permutation vector. We thus only need to consider permutations for which j 1 < j 2 . That is, instead of taking the minimum over all π f , we now take the minimum over only those π f satisfying j 1 < j 2 .
This observation is critical to our following derivation. The reason is that if we consider a permutation π f that has 1 ≤ j 2 < j 1 ≤ k, then the expression "(j 1 − 1) − y j1 (π f )" is not equal to the number of appearances of the value 0 in the first j 1 − 1 coordinates of π f (recall that by our construction the j 1 -th coordinate of π f is 0). Instead, by the definition of y i (·), (j 1 − 1) − y j1 (π f ) is the number of appearances of the values 0 and −c in the first (j 1 − 1) coordinates of π f . Therefore, we cannot rewrite (37) as (39) if 1 ≤ j 2 < j 1 ≤ k.
On the other hand, Claim 3 implies that we only need to consider those π f satisfying j 1 < j 2 . We now argue that given any π f satisfying j 1 < j 2 , for all i = 1 to k, the expression 1) coordinates of π f . However, by the construction of j 1 , we have i ≤ j 1 . Since j 1 < j 2 , we have i < j 2 . This implies that in the first (i − 1) coordinates of π f , none of them is of value −c. As a result, we have that (i − 1) − y i (π f ) again represents the number of appearances of 0 in the first (i − 1) coordinates of π f .
We now proceed with our analysis while only considering those π f satisfying j 1 < j 2 as constructed in Claim 3. Let l j be the number of the first k coordinates of π f that have values j or −j. We can then rewrite (37) by
The above equation implies that a family index permutation is a minimizing permutation π min f if and only if either
On the other hand, we know that α MSR = Consider first the case when n mod (2d) = 0. Without loss of generality, assume that n B = n remain and n b = 2d for b = 1 to B − 1, i.e., the indices b = 1 to B − 1 correspond to the regular groups and the index b = B corresponds to the remaining group. Now, applying the same reasoning as in the proof of Proposition 7 to (17), we have that α MBR = γ MBR = dβ MBR for the family-plus helper selection scheme as well. In the following, we will prove that (i) if k ≤ 2d, then one minimizing k vector can be constructed by setting k b = 0 for b = 1 to B − 1 and k B = k; (ii) if k > 2d, then we can construct a minimizing k vector by setting k B = min(n remain , k) and among all b = 1 to B − 1, at most one k b satisfies 0 < k b < 2d.
To prove this claim, we first notice that since we are focusing on the MBR point, we can assume α is sufficiently large. Therefore, we can replace the minimizing permutation for each summand of (17) by the RFIP (of (n, d) = (2d, d) for the summand b = 1 to B − 1 and of (n, d) = (n remain , d) for summand b = B) using the arguments in the proof of Proposition 7. Therefore, we can rewrite (17) by 
We thus have π B = π * 2 . We now argue that a vector k * satisfying conditions (i) and (ii) stated above minimizes (56). Note first that both y i (π * 1 ) and y i (π * 2 ) are non-decreasing with respect to i according to our construction of the RFIP. Also, we always have y i (π * 1 ) = y i (π * 2 ) for all 1 ≤ i ≤ 2d. We are now ready to discuss the structure of the optimal k vector. Since for each b = 1 to B, we are summing up the first (d − y i (π b )) from i = 1 to k b and in total there are b k b = k such terms, (56) implies that to minimize (17) we would like to have as many terms corresponding to "large i" as possible in the summation b k b = k terms. If k ≤ 2d, this can be done if and only if we set all k b to 0 except for one k b value to be k, which is our construction (i). If k > 2d, this can be done if and only if we set k B = min(n remain , k) and, for b = 1 to B − 1, we set all k b to either 2d or 0 except for one k b .
Knowing that k * is of this special form, we can compute the RHS of (17) by RHS of (17) = k − min(n remain , k) 2d sum
is the number of b from 1 to B − 1 with k b = 2d in the minimizing vector k * ; sum (1) is the contribution to the min-cut value from those groups with k b = 2d, which is equal to (2) is the contribution to the min-cut value from the single regular group with k b = (k − min(n remain , k)) mod (2d), which is equal to
))β; and sum (3) is the contribution to the min-cut value from the remaining group (group B), which is equal to
By plugging in the expressions of the RFIPs π * 1 and π * 2 , we have 
where q = ((k − min(n remain , k)) mod (2d)) − 1 = ((k − n remain ) + mod (2d)) − 1 and (60) follows from the fact that y j (π * 2 ) = d when j ≥ 2d and n remain ≥ 2d + 1. The minimum repair-bandwidth β MBR thus satisfies (18) . Now, for the case when n mod (2d) = 0, in a similar fashion, we can prove that a k vector minimizes the RHS of (17) 
and thus β MBR satisfies (18) for this case too. The proof is hence complete.
APPENDIX H PROOF OF (20) To prove (20) , we first notice that when n < 4d, the familyplus helper selection scheme collapses to the FHS scheme since each group of the family-plus scheme needs to have at least 2d nodes and when n < 4d we can have at most 1 group. Thus, trivially, we have (20) when n < 4d. Now, we consider the case when n ≥ 4d.
We first consider the original FHS scheme (the RHS of (20)). In this case, the FHS scheme has 
where (62) from the fact that y j (π * f ) = d when j ≥ 2d. We now turn our focus to the family-plus helper selection scheme. Consider first the case when n mod (2d) = 0. If k < 2d, we have by (18) and (62) that (20) is true since the third term on the LHS of (18) is the RHS of (62). If k ≥ 2d, we again have by (18) and (62) that (20) is true since the second term on the LHS of (18) is no less than the RHS of (62). Now, consider the case when n mod (2d) = 0. Similarly, we have by (18) and (62) that (20) is true since the first term on the LHS of (18) is the RHS of (62).
APPENDIX I PROOF OF PROPOSITION 11
We first introduce the following corollary that will be used shortly to prove Proposition 11. 
conditioning on that the m-th oldest nodes in the family index permutation π f turns out to be a repeated one.
We now prove that the inequality (64) is actually an equality. To that end, we first define π 
Thus, we get that
By observing that the RHS of (63) is identical to C 2 , what remains to be proved is to show now that min 2≤m≤k C m = C 2 . First, notice that we have We have shown by the above that C m ≥ C 2 for all 3 ≤ m ≤ k. Therefore, we have proved that min 2≤m≤k C m = C 2 = k−1 i=2 min((d − i)β, α) + 2 min(dβ, α) and we get the equality in (63).
We now consider the case when d < k−1 = 
where we get (69) by our assumption that d ≤ n − 2 and (70) follows from the assumption that d ≥ 2. The above contradiction implies that when d ≤ However, k will not have a valid value since in this case we have d = n − 1 < k − 1, which implies k > n, an impossible parameter value violating (1). Hence, the proof is complete.
We now prove Proposition 11 by proving the following. Consider any fixed (n, k, d) values that satisfy the three conditions of Proposition 11 and any G ∈ G(n, k, d, α, β) where all the active nodes of G have been repaired at least once. We will prove the statement that such G satisfies that there exists a data collector, denoted by t 2 ∈ DC(G), such that (71) Note that the above statement plus Corollary 3 immediately prove Proposition 11 since it says that no matter how we design the helper selection scheme A, the resulting G (still belongs to G(n, k, d, α, β)) will have min t∈DC(G) mincut G (s, t) ≤ k−1 i=2 min((d − i)β, α) + 2 min(dβ, α).
We now prove the above statement. We start with the following definition.
Definition 8: A set of m active storage nodes (input-output pairs) of an IFG is called an (m, 2)-set if the following conditions are satisfied simultaneously. (i) Each of the m active nodes has been repaired at least once; (ii) for easier reference, we use x 1 and x 2 to denote the oldest and the second-oldest nodes, respectively, among the m nodes of interest. If we temporarily add an edge connecting x 2,in and x 1,out , then we require that the m nodes of interest form an m-set as defined in Definition 7. Specifically, in an (m, 2)-set, the only possible "disconnect" among the m nodes is between x 2,in and x 1,out and every other node pairs must be connected. Note that whether x 2,in and x 1,out are actually connected or not is of no significance in this definition.
We now prove the following claim, which will later be used to prove the desired statement.
Claim 4: Consider any G ∈ G(n, k, d, α, β) where (n, k, d) satisfy the three conditions of Proposition 11 and all the active nodes of G have been repaired at least once. In any l active nodes of G, where l is an even integer value satisfying 4 ≤ l ≤ n, there exists a ( l 2 + 1, 2)-set. Proof: We prove this claim by induction on l. We first prove that the claim holds for l = 4. Consider any set H 1 of 4 active nodes of G. We will now prove the existence of a (3, 2)-set. First, call the chronologically fourth active node of G, u. Since d = n − 2, u can avoid at most 1 active node during repair and u is thus connected to at least 3−1 = 2 older active nodes in H 1 . Pick two nodes that u is connected to and call this set of two nodes V . Then, we claim that {u} ∪ V forms a (3, 2)-set. The reason is the following. Let v 1 and v 2 denote the two nodes in V and, without loss of generality, we assume v 1 is older than v 2 . We have that u is connected to v 1 and v 2 . One can verify that {v 1 , v 2 , u} satisfy the properties (i) and (ii) of Definition 8 since the first and the second oldest nodes are V = {v 1 , v 2 }. Therefore, {v 1 , v 2 , u} form a (3, 2)-set. Note that v 2 may or may not be connected to v 1 . Now, assume that the claim holds for l ≤ l 0 − 2. Consider any set of l 0 active nodes of G and call it H 2 . Since d = n−2, each node can avoid connecting to at most 1 active node. Therefore, the youngest node in H 2 , call it x, is connected to l 0 − 2 older nodes in H 2 . Call this set of (l 0 − 2) nodes, V 2 . We assumed that the claim holds for l ≤ l 0 − 2, this tells us that in V 2 there exists an ( l0 2 , 2)-set. Moreover, for any ( l0 2 , 2)-set in V 2 , denoted by V 3 , we argue that the set V 3 ∪ {x} is a ( l0 2 + 1, 2)-set in H 2 . The reason is that the first and the second oldest nodes in V 3 ∪ {x} are also the first and the second oldest nodes in V 3 . Since node x is connected to all nodes in V 2 ⊇ V 3 , V 3 ∪ {x} satisfies properties (i) and (ii) in Definition 8 and thus form a ( l0 2 + 1, 2)-set. Hence, the proof is complete.
By the above claim, we have that for any G ∈ G(n, k, d, α, β) where all the active nodes of G have been repaired at least once there exist a ( n 2 + 1, 2)-set. We then consider a data collector that connects to this ( n 2 + 1, 2)-set and we denote it by t 2 .
We now apply a similar analysis as in the proof of [6, Lemma 2] to prove (71). We need to prove that (71) is true for the t 2 we are considering. Denote the storage nodes (input-output pair) of this ( 
