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It is well known that a nondegenerate center of an analytic Hamiltonian planar
system can be brought to normal form by means of an analytic canonical change of
coordinates. This normal form, that we denote by CNF, does not depend on the
coordinate transformation. In this paper we give an elementary proof of these facts
and we show some interesting applications of the machinery that we develop in
order to prove them. For instance, we describe the space of coordinate transforma-
tions that bring a Hamiltonian nondegenerate center to its CNF, and we prove that
they are all canonical when the center is non-isochronous. We also show that two
Hamiltonian systems with a nondegenerate center are canonically conjugated if and
only if both centers have the same period function. © 2002 Elsevier Science (USA)
1. INTRODUCTION
The Poincaré Normal Form Theorem (see [9, 13]) asserts that a critical
point of an analytic planar differential system is a nondegenerate center if
and only if there exists an analytic change of coordinates that brings the
initial system to the normal form
˛ x˙=−yf(x2+y2),
y˙=xf(x2+y2),
where f is an analytic function with f(0) ] 0. We call normalization to
this coordinate transformation. In case that the differential system is
Hamiltonian then this normalization can be chosen canonical. By a canon-
ical mapping we mean a mapping such that the determinant of its jacobian
is equal to one at any point (i.e., it is area-preserving).
In Hamiltonian systems with more than one degree of freedom the
existence of a canonical normalization f is related to the integrability of the
system near the critical point. Perhaps the main result on this issue is due
to Birkhoff [2], who proved that if the critical point is non-resonant then
the formal power series of f exists. However, as it was shown by Siegel
[16, 17], this formal power series is divergent in general. The problem of
the convergence was studied by Rüsman [14] for the two degrees of
freedom case, and his result was generalized by Ito [8] and Vey [23] to
arbitrary degrees of freedom. In a more general setting, but also using a
formal power series approach, many authors have studied the normaliza-
tion of ordinary differential equations. In this direction it is to be quoted
the work of Broer [3], Gustavson [7] Sternberg [18–20], and Takens
[21]. For other results and historical notes the reader is referred to
[12, 22].
In this paper we give an elementary proof of the existence of the canonical
normalization for one degree of freedom Hamiltonian systems. The proof
is based on the Poincaré Normal Form Theorem, which guarantees the
existence of an ordinary normalization g (not necessarily canonical). The
idea is to find another transformation h that preserves the normal form
structure and so that h p g is canonical. Our proof is constructive, in the
sense that given an explicit g we obtain an explicit h. On the other hand, it
is also well known (see [5, 11]) that all the canonical normalizations of a
center, contrary to the usual ones, bring to the same normal form. We call
it the canonical normal form (CNF in shortened form) of the center. The
machinery that we develop here allows us to describe the space of nor-
malizations that transform a center to its CNF, and we show that if the
center is non-isochronous then they are all canonical. This fact, as far as we
know, constitutes a new result and it implies that any conjugation between
two non-isochronous centers with the same period function must be
canonical.
The paper is organized in the following way. In Section 2 there are the
definitions of the notions that we shall use and the statements of the main
results that will be shown. In Section 3 we develop some tools which are
needed. Finally, the proofs of the main results are in Section 4.
2. DEFINITIONS AND MAIN RESULTS
Let us introduce the definitions and notation that we shall use hence-
forth. A critical point of a planar differential system is a center if it has a
punctured neighbourhood in which any solution is a periodic orbit. The
largest neighbourhood with this property is called the period annulus of the
center and it will be denoted by P. A center is said to be nondegenerate
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when the determinant of the linearized vector field at the critical point is
different from zero. The period function of the center gives the period of
each periodic orbit inside its period annulus, and the center is isochronous
when the period function is constant. It is well known (see [4] for instance)
that an isochronous center of an analytic differential system must be non-
degenerate. Thus, from the Poincaré Normal Form Theorem it follows that
a center is isochronous if and only if there exists an analytic change of
coordinates that brings the initial differential system to
˛ x˙=−2pw y,
y˙=
2p
w
x,
where w is the period of the periodic orbits. Such a coordinate transfor-
mation is called linearization, and note that it is a particular type of
normalization.
We shall study analytic Hamiltonian planar systems, that is differential
systems of the form
˛ x˙=−Hy(x, y),
y˙=Hx(x, y),
(1)
where H is an analytic function. The solutions of these systems are con-
tained in the level curves {H(x, y)=h, h ¥ R}. If the Hamiltonian takes the
value h over a solution then it is said that the solution has energy level h.
We shall assume that the origin is a nondegenerate center and that
H(0, 0)=0. In addition, one can prove (see [6]) that the set of periodic
orbits in the period annulus can be parameterized by the energy. Therefore,
in the sequel we will denote the periodic orbit in P of energy level h by ch.
Moreover this allows us to consider the period function hW T(h), which
gives the period of the periodic orbit ch. Note that originally the period
function was defined over the set of periodic orbits inside the period
annulus. We also define the function hW A(h), which gives the area of the
region that encloses ch. Our main result is the following theorem:
Theorem A. Let H be an analytic function with H(0, 0)=0 and assume
that the Hamiltonian system (1) has a nondegenerate center at the origin.
Then, in a neighbourhood of h=0, the functions A and T are analytic and
satisfy the relation AŒ(h)=T(h).
In addition, there exists an analytic canonical change of coordinates that
normalizes (1). Lastly, denoting Y(s)=2p(A−1)Œ (ps), if (u, v)=g(x, y) is
such a change of coordinates then it brings system (1) to
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˛ u˙=−vY(u2+v2),
v˙=uY(u2+v2),
(2)
and it satisfies A(H(x, y))=p(g1(x, y)2+g2(x, y)2).
As it has been previously noted, most results stated in Theorem A are
not new. The aim of this paper is to approach its proof in a different and
elementary way. The first part of Theorem A has been proved for the shake
of completeness, and it has been included in the statement since it is closely
connected with the second part. Indeed, it shows that the function A−1 is
well defined and analytic. This is so because A and T extend analytically to
h=0 satisfying AŒ(0)=T(0), and on the other hand T(0) ] 0 since the
center is assumed to be nondegenerate. The second part of Theorem A, in
addition to showing the existence of canonical normalizations, it asserts
that system (1) can be brought by a canonical change of coordinates to a
unique normal form, namely system (2), what we call the canonical normal
form of the center. Note that in general the normal form of a given non-
degenerate center is not unique. The only exception to this is when the
normalization is a linearization (i.e., we deal with an isochronous center).
The CNF of a center does not depend on the particular canonical
normalization used, it only depends on its period function, namely
hW T(h). In this setting it is to be referred a result in [5]. Thus, in that
paper the authors describe a method for studying the analytic properties of
the Birkhoff normal form of a Hamiltonian, and to this end they prove
first that it can be obtained as a solution of an ordinary differential equa-
tion. In case of a center, the Birkhoff normal form is precisely the Hamil-
tonian of its CNF, and the above-named differential equation can be
deduced from Theorem A. Indeed, the Hamiltonian of system (2) is given
by F(u2+v2), where
F(s)=12 F
s
0
Y(t) dt=A−1(ps),
and therefore it must satisfy the differential equation FŒ=p/T(F) because
FŒ(s)=p(A−1)Œ (ps)= p
AŒ(A−1(ps))=
p
T(F(s))
.
The machinery that we develop in order to prove Theorem A has some
interesting applications. The first one is that, given a coordinate transfor-
mation that normalizes (1), it shows how to construct another one which is
also canonical. We illustrate this with Example 4.2 using a linearization of
an isochronous center to obtain a canonical linearization. It will be proved
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also, see Corollary 4.3, that two Hamiltonian systems with a nondegenerate
center are canonically conjugated if and only if both centers have the same
period function. On the other hand, notice that an ordinary change of
coordinates that normalizes (1) not necessarily brings it to its CNF. Again
the only exception to this is when the center is isochronous because in this
case any normalization (in fact, linearization) transforms it into (2) with
Y — 2p/w, where w is its period. This observation suggests that an ordi-
nary change of coordinates which brings (1) into (2) should have some
remarkable property when the center is non-isochronous. Proposition 4.4
describes precisely the space of these coordinate transformations and it
shows in particular that they are all canonical mappings. Since the CNF of
a center only depends on its period function, this implies that any
conjugation between two non-isochronous centers with the same period
function must be canonical.
It is worthwhile making the following remark on the so-called action-
angle coordinates. As it is well known (see [1, 10]), these coordinates
provide a very simple canonical normalization, however it is not clear at all
its analyticity near the critical point.
As a consequence of Theorem A we obtain the following characterization
of the isochronous centers.
Theorem B. The Hamiltonian differential system (1) has an isochronous
center of period 2p at the origin if and only if
H(x, y)=
g1(x, y)2+g2(x, y)2
2
,
where (x, y)W (g1(x, y), g2(x, y)) is an analytic canonical mapping with
g1(0, 0)=g2(0, 0)=0.
There are two previous results related to Theorem B which should be
referred. The first one is due to Sabatini [15], who proves that if the
Hamiltonian is C. then there exists a C. canonical mapping satisfying the
above relation. The second one is a result that appears in [9], and we shall
talk about it in detail at the end of Section 4.
3. PRELIMINARY RESULTS
As it has already been pointed out, the normal form of a nondegenerate
center is not unique. The first part of this section is devoted to study the
coordinate transformations that bring a center of a Hamiltonian system to
one of its normal forms. The following result deals with this matter.
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Proposition 3.1. Consider the differential systems
(A) ˛ x˙=−yf(x2+y2),
y˙=xf(x2+y2),
(B) ˛ u˙=−Hv(u, v),
v˙=Hu(u, v),
where H and f are analytic functions with H(0, 0)=0 and f(0) ] 0. Denote
R(x, y)=12 F
x2+y2
0
f(t) dt
and assume moreover that (x, y)W (g1(x, y), g2(x, y)) is an analytic
mapping with g(0, 0)=(0, 0).
Then (u, v)=g(x, y) is a change of coordinates that transforms (A) into
(B) if and only if there exists an analytic function f, with fŒ(0) ] 0, such that
(a) H(g(x, y))=f(R(x, y)).
(b) det((Dg)(x, y))=fŒ(R(x, y)).
Proof. To avoid writing long expressions, let us use the short notation
g1, g2 and R instead of g1(x, y), g2(x, y) and R(x, y) respectively. Notice
first of all that (A) is a Hamiltonian system with Hamiltonian R(x, y). We
define the auxiliary function
F(s)=12 F
s
0
f(t) dt.
Thus F(0)=0, FŒ(0) ] 0 and R(x, y)=F(x2+y2). Note in addition that R
and F are analytic because so it is f.
Let us show first the necessity of the condition. So assume that (u, v)=
g(x, y) is an analytic change of coordinates that brings (A) into (B). Hence
1g1x
g2x
g1y
g2y
2 1−Ry
Rx
2=1−Hv(g1, g2)
Hu(g1, g2)
2 ,
and by means of an easy manipulation we obtain
1−Ry
Rx
2= 1
det((Dg)(x, y))
1 g2y
−g2x
−g1y
g1x
2 1−Hv(g1, g2)
Hu(g1, g2)
2
=
1
det((Dg)(x, y))
1−(H p g)y
(H p g)x
2 .
Therefore we conclude that
det((Dg)(x, y)) Ry=(H p g)y
det((Dg)(x, y)) Rx=(H p g)x
(3)
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holds. From the above equalities one can readily see that
(H p g)y Rx−(H p g)x Ry=0.(4)
Put x=r cos h and y=r sin h. Thus R(r cos h, r sin h)=F(r2), and con-
sequently Ry=2yFŒ(r2) and Rx=2xFŒ(r2). Using this and taking FŒ(0) ]
0 into account, from (4) it follows that x(H p g)y−y(H p g)x=0. This
means that ““h(H p g)=0 and therefore H(g(r cos h, r sin h))=j˜(r) for
some analytic function j˜ (recall that H and g are analytic). Since one can
easily show that j˜(−r)=j˜(r), we can assert by the Weierstrass Prepara-
tion Theorem that there exist an analytic function j such that j˜(r)=j(r2).
Hence
H(g(x, y))=j(x2+y2),(5)
where j is an analytic function. On the other hand, since R(x, y)=
F(x2+y2), the fact that FŒ(0) ] 0 enables us to isolate locally
x2+y2=F−1(R(x, y)).(6)
Thus, the combination of (5) and (6) shows that if we define f=j p F−1
then H(g(x, y))=f(R(x, y)). Notice also that f is an analytic function.
Finally, from the above equality and taking account of (3), it follows that
fŒ(R(x, y)) Ry=(H p g)y=det((Dg)(x, y)) Ry
and consequently we conclude that
det((Dg)(x, y))=fŒ(R(x, y)).
In particular, due to R(0, 0)=0, one can see from this that fŒ(0) ] 0
It has thus been shown the necessity. Next we shall prove the sufficiency.
Suppose that there exists an analytic function f, with fŒ(0) ] 0, satisfying
properties (a) and (b) in the statement. Then the fact that
det((Dg)(0, 0))=fŒ(0) ] 0
implies that (u, v)=g(x, y) is an analytic coordinate transformation in a
neighbourhood of the origin. In order to prove the result we shall see that
(x, y)=g−1(u, v) brings the system (B) into (A). Notice first that then
1 x˙
y˙
2=(Dg−1)(u, v) 1−Hv(u, v)Hu(u, v) 2=((Dg)g −1(u, v))−1 1−Hv(u, v)Hu(u, v) 2 .
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The substitution (u, v)=g(x, y) above and an elementary calculation yield
1 x˙
y˙
2=((Dg)(x, y))1 1−Hv(g1, g2)Hu(g1, g2) 2
=
1
det((Dg)(x, y))
1 g2y
−g2x
−g1y
g1x
2 1−Hv(g1, g2)
Hu(g1, g2)
2 .
Finally, taking the properties (a) and (b) into account, we obtain
1 x˙
y˙
2= 1
det((Dg)(x, y))
1−(H p g)y
(H p g)x
2
=
fŒ(R(x, y))
det((Dg)(x, y))
1−Ry
Rx
2=1−Ry
Rx
2 ,
as desired. This concludes the proof of the result. L
If system (B) in Proposition 3.1 is also in normal form then we can give
a better description of the change of coordinates. Thus, the following result
characterizes the coordinate transformations that preserve the normal form
structure.
Proposition 3.2. Let f and g be analytic functions such that f(0) ] 0
and g(0) ] 0, and consider
(A) ˛ x˙=−yf(x2+y2),
y˙=xf(x2+y2),
(B) ˛ u˙=−vg(u2+v2),
v˙=ug(u2+v2).
Then (u, v)=h(x, y) with h(0, 0)=(0, 0) is an analytic orientation
preserving change of coordinates that brings (A) into (B) if and only if in a
neighbourhood of 0 ¥ R there exist two analytic functions k1 and k2 with k1(0)2+
k2(0)2 ] 0 satisfying:
(a) h(x, y)=(yk1(x2+y2)+xk2(x2+y2), yk2(x2+y2)−xk1(x2+y2)).
(b) f(s)=g(f(s)), where f(s)=sk1(s)2+sk2(s)2.
Proof. Say that h(x, y)=(h1(x, y), h2(x, y)). During the proof, for the
sake of simplicity, we shall occasionally use the short notation h1 and h2
instead of h1(x, y) and h2(x, y) respectively.
We shall prove first the necessity. So assume that (u, v)=h(x, y) is an
analytic orientation preserving change of coordinates that brings (A) into
(B). Therefore
(yh1x −xh1y ) f(x
2+y2)=h2 g(h
2
1+h
2
2),
(xh2y −yh2x ) f(x
2+y2)=h1 g(h
2
1+h
2
2).
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Put x=r cos h and y=r sin h. Then, due to ““h=x
“
“y−y
“
“x , it turns out that
“h1
“h=−h2
g(h21+h
2
2)
f(r2)
and
“h2
“h=h1
g(h21+h
2
2)
f(r2)
.(7)
An easy manipulation of the above equalities shows that ““h(h
2
1+h
2
2)=0,
and hence it follows that
h1(r cos h, r sin h)2+h2(r cos h, r sin h)2=j(r)(8)
for some analytic function j (recall that h is analytic). Now, taking account
of the fact that h21+h
2
2 depends only on r, from (7) we get
“2h1
“h2+
1g(j(r))
f(r2)
22 h1=0.
This is a linear differential equation which can be easily solved. Indeed, its
solution is given by
h1(r cos h, r sin h)=k˜1(r) sin 1g(j(r))f(r2) h2+k˜2(r) cos 1g(j(r))f(r2) h2 ,(9)
for some functions k˜1 and k˜2. However, its expression is simpler because we
claim that
f(r2)=g(j(r)) for all r > 0.(10)
In order to show the claim notice first that in polar coordinates system (A)
becomes r˙=0 and h˙=f(r2). Thus, since f(0) ] 0, it is clear that the origin
is a center with the periodic orbits inside circles centered at the origin. Let
us suppose for instance that f(0) < 0 (otherwise the reasoning is exactly the
same). In this case the center turns in clockwise sense, and it is readily seen
that the period of the periodic orbit inside x2+y2=r2 is given by
−2p/f(r2). Consider now the differential system (B). Similarly as before, it
has a center at the origin with the periodic orbits inside circles. Moreover it
turns in clockwise sense because so it does the center of (A) and h is orien-
tation preserving. Then the periodic orbit of system (B) inside u2+v2=r2
has period equal to −2p/g(r2). In addition we note that, due to (8), the
periodic orbit of (A) inside x2+y2=r2 is mapped by h to the periodic orbit
of (B) inside u2+v2=j(r). Since both periods must be equal it follows that
−2p/f(r2)=−2p/g(j(r)), and this proves the claim. Now, according to
(9) and (10), we can assert that in fact
h1(r cos h, r sin h)=k˜1(r) sin h+k˜2(r) cos h,(11)
CENTERS OF PLANAR HAMILTONIAN SYSTEMS 633
and then, using also (7) and (8), it turns out that
h2(r cos h, r sin h)=k˜2(r) sin h−k˜1(r) cos h.(12)
Therefore one can easily check that
j(r)=h1(r cos h, r sin h)2+h2(r cos h, r sin h)2=k˜1(r)2+k˜2(r)2(13)
holds. Next we shall focus our attention on the functions k˜1 and k˜2. Note
first of all that from (11) and (12) we get
k˜1(r)=h1(r cos h, r sin h) sin h−h2(r cos h, r sin h) cos h,
k˜2(r)=h1(r cos h, r sin h) cos h+h2(r cos h, r sin h) sin h,
(14)
and this shows that k˜1 and k˜2 are analytic. Define the auxiliary functions
F1(r)=k˜1(r)/r and F2(r)=k˜2(r)/r. Since h(0, 0)=(0, 0) implies k˜1(0)=
k˜2(0)=0, notice that F1 and F2 are analytic functions. In addition, due to
cos(h+p)=−cos(h) and sin(h+p)=−sin(h), from (14) it turns out that
F1(−r)=F1(r) and that F2(−r)=F2(r). Then, applying the Weierstrass
Preparation Theorem, we can assert that there exist two analytic functions
k1 and k2 such that F1(r)=k1(r2) and F2(r)=k2(r2). Hence k˜1(r)=rk1(r2)
and k˜2(r)=rk2(r2). Therefore, from (11) and (12), it is readily seen that
h(x, y)=(yk1(x2+y2)+xk2(x2+y2), yk2(x2+y2)−xk1(x2+y2))
and this proves (a). On the other hand if we define f(s)=sk1(s)2+sk2(s)2
then from (13) we obtain
j(r)=k˜1(r)2+k˜2(r)2=r2k1(r2)2+r2k2(r2)2=f(r2)
and this, on account of (10), shows (b). Finally, that k1(0)2+k2(0)2 ] 0
follows from noting that
det((Dh)(0, 0))=k1(0)2+k2(0)2.
So far we have proved that a necessary condition in order that (u, v)=
h(x, y) brings (A) into (B) is that there exist two analytic functions
satisfying (a) and (b). Next we shall prove the sufficiency. So take
h(x, y)=(yk1(x2+y2)+xk2(x2+y2), yk2(x2+y2)−xk1(x2+y2)),
where k1 and k2 are two analytic functions with k1(0)2+k2(0)2 ] 0.
Furthermore, assume that
f(x2+y2)=g(f(x2+y2))(15)
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with f(s)=sk1(s)2+sk2(s)2, and consider the differential systems (A) and
(B). Then, since one can check that
det((Dh)(0, 0))=k1(0)2+k2(0)2 > 0,
it follows that (u, v)=h(x, y) is an analytic orientation preserving change
of coordinates in a neighbourhood of the origin. Notice in addition that
u2+v2=h1(x, y)2+h2(x, y)2
=(x2+y2)(k1(x2+y2)2+k2(x2+y2)2)=f(x2+y2).
Thus, according to (15), it turns out that f(x2+y2)=g(u2+v2). Then,
taking this fact into account and making use of the differential system (A),
we obtain
u˙=h1x x˙+h1y y˙=(xk1(x
2+y2)−yk2(x2+y2)) f(x2+y2)
=−h2(x, y) f(x2+y2)=−vg(u2+v2),
v˙=h2x x˙+h2y y˙=(yk1(x
2+y2)+xk2(x2+y2)) f(x2+y2)
=h1(x, y) f(x2+y2)=ug(u2+v2).
Consequently (u, v)=h(x, y) transforms (A) into the differential system
(B). The result has thus been proved. L
Remark 3.3. A calculation shows that under the assumptions of
Proposition 3.2
h1(x, y)2+h2(x, y)2=f(x2+y2) and det((Dh)(x, y))=fŒ(x2+y2),
where f(s)=sk1(s)2+sk2(s)2.
Later on we shall make use of the above observation. It leads us more-
over to point out the following important consequence of Proposition 3.2.
In case that f is a nonconstant function, the coordinate transformations
that not only preserve the normal form structure but even the differential
system itself are the canonical ones. This follows from (b) in Proposi-
tion 3.2, and to show it note first that f(s)=g(f(s)), with the condition
f — g, implies f — Id. This implication is readily seen taking into account
that f is an analytic nonconstant function and that sgn(f(s))=sgn(s) for
all s ] 0. Now, due to f — Id, Remark 3.3 enables us to assert that h is a
canonical mapping. This fact will play an important role when we deal with
a non-isochronous center because any of its normal forms hasf nonconstant.
On the other hand, recall that the normal form of an isochronous center
is unique and that the corresponding function f is constant. This peculiarity
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allows that, contrary to the non-isochronous ones, its normal form can be
preserved by changes of coordinates not being canonical. It will be clear in
Section 4 that it is precisely this fact the one that enables to find always a
canonical linearization of an isochronous center.
4. PROOF OF THE MAIN RESULTS
We now have enough machinery at our disposal to prove Theorem A.
The following lemma is the first step in the proof.
Lemma 4.1. There exists an analytic and canonical coordinate transfor-
mation that normalizes (1).
Proof. The strategy of the proof is as follows. The Poincaré Normal
Form Theorem for a nondegenerate center guarantees the existence of an
analytic orientation preserving change of coordinates that brings (1) to
˛ u˙=−vh(u2+v2),
v˙=uh(u2+v2),
(16)
where h is an analytic function with h(0) ] 0. The idea is to find another
analytic orientation preserving change of coordinates that transforms (16)
into
˛ s˙=−th˜(s2+t2),
t˙=sh˜(s2+t2),
(17)
where h˜ is an analytic function with h˜(0) ] 0, in such a way that the com-
position of both changes is canonical. It is to be noted that we shall take
the changes of coordinates in the reverse direction because it is better for
our purposes. So, let (u, v)=f(s, t) be a change of coordinates that brings
(17) into (16) and let (x, y)=g(u, v) be the one that transforms (16) into
(1). Thus, g and h are known (given by the Poincaré Normal Form
Theorem), while f and h˜ are to be found so that
det(D(g p f)(s, t))=1 for all (s, t).(18)
Then the change of coordinates that we look for will be (s, t)=
(g p f)−1 (x, y). Let us introduce the notation that will be used. Define
R(u, v)=F(u2+v2), where
F(r)=12 F
r
0
h(t) dt,
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and denote f(s, t)=(f1(s, t), f2(s, t)). As usual, we shall use the short
notation f=(f1, f2).
Our first objective is to investigate under which conditions is satisfied
(18). To this end notice that
det(D(g p f)(s, t))=det((Dg)f(s, t)) det((Df)(s, t)).(19)
Since (x, y)=g(u, v) is a change of coordinates that brings (16) to (1), by
Proposition 3.1 it follows that there exists an analytic function f, with
fŒ(0) ] 0, such that H(g(u, v))=f(R(u, v)) and
det((Dg)(u, v))=fŒ(R(u, v))=fŒ(F(u2+v2)).
Therefore
det((Dg)f(s, t))=fŒ(F(f21+f22)).(20)
On the other hand, by Proposition 3.2 and Remark 3.3, we know that if
(u, v)=f(s, t) is an analytic orientation preserving change of coordinates
that brings (17) to (16) then there exists an analytic function j, with
j(0)=0 and jŒ(0) > 0, such that
f1(s, t)2+f2(s, t)2=j(s2+t2) and det((Df)(s, t))=jŒ(s2+t2).(21)
Thus, taking (20) and (21) into account, from (19) we get
det(D(g p f)(s, t))=fŒ(F(j(s2+t2))) jŒ(s2+t2).
Consequently, if we want (18) to be satisfied then it should occur that
jŒ(r)= 1
fŒ(F(j(r))) for all r \ 0,
and this leads us to define j being the inverse of the function
s(r)=F r
0
fŒ(F(t)) dt.(22)
Of course it has to be shown that j is well defined and analytic. To see this
recall that F and f are analytic functions given by the Poincaré Normal
Form Theorem and Proposition 3.1. Thus, s is a well defined analytic
function with s(0)=0 and
sŒ(0)=fŒ(F(0))=fŒ(R(0, 0))=det((Dg)(0, 0)) > 0.
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Here we used that (u, v)=g(x, y) is an orientation preserving change of
coordinates. Therefore j=s−1 is a well defined analytic function with
j(0)=0 and jŒ(0) > 0.
We are now in position to define f and h˜. To this end we shall turn
account of Proposition 3.2. So we take
h˜(r)=h(j(r)),(23)
and notice then that h˜ is an analytic function with h˜(0)=h(j(0))=
h(0) ] 0. On the other hand, in order to define f we must take two analytic
functions k1 and k2 satisfying k1(0)2+k2(0)2 ] 0 and r(k1(r)2+k2(r)2)=
j(r). We choose k2 — 0 and
k1(r)==j(r)r
with this aim. It is clear that k1 is an analytic function because j(0)=0
and jŒ(0) > 0. Finally we define
f(s, t)=1 t=j(s2+t2)
s2+t2
, −s=j(s2+t2)
s2+t2
2 .
Now, on account of (23), Proposition 3.2 shows that (u, v)=f(s, t) is an
analytic orientation preserving change of coordinates that transforms (17)
into (16). Moreover, since
det((Df)(s, t))=jŒ(s2+t2)
and j−1=s, one can readily see from (19) that it holds (18). This proves
the result because (s, t)=(g p f)−1 (x, y) is an analytic canonical change
of coordinates that brings (1) to (17). L
Given a coordinate transformation that normalizes system (1), the proof
of Lemma 4.1 shows how to construct another one which is also canonical.
Let us illustrate this by means of an example.
Example 4.2. It is shown in [9] that the Hamiltonian differential
system
˛ x˙=−y,
y˙=14(2+x)−4(2+x)
−3,
(24)
638 MAN˜OSAS AND VILLADELPRAT
which has an isochronous center at the origin, is linearizable by means of
the change of coordinates (u, v)=g(x, y) taking
g1(x, y)=
4y(2+x)3
4(2+x)2 (4+y2)+x2(4+x)2
and
g2(x, y)=
(2+x)2 (4y2−x2−4x)−4x(4+x)
4(2+x)2 (4+y2)+x2(4+x)2
.
In other words, (u, v)=g(x, y) transforms system (24) into the normal
form
˛ u˙=−v,
v˙=u.
(25)
In this case we have that
H(x, y)=
x2
8
+
y2+x−1
2
+
2
(2+x)2
and R(u, v)=
u2+v2
2
,
and a tedious calculation shows that
H(x, y)=f(R(g(x, y))) with f(s)=
4s
1−2s
.
Thus, following the notation of the proof, due to F(r)=r/2 it turns out
that
s(r)=F r
0
fŒ(F(t)) dt= 4r
1−r
and j(r)=s−1(r)=
r
r+4
.
Moreover, since h — 1, notice that h˜(r)=h(j(r))=1. Consequently, if we
define
f(s, t)=1 t
`s2+t2+4
,
−s
`s2+t2+4
2 ,
then it follows that the coordinate transformation (s, t)=f−1(u, v)
preserves the differential system (25) and that (s, t)=(f−1 p g)(x, y) is a
canonical change of coordinates that brings (24) into (25).
Note that the coordinate transformation (s, t)=f−1(u, v) is not canonical
but it does preserve the differential system of the normal form. In fact this
is precisely the reason why it is always possible to find a canonical
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linearization of an isochronous center by means of this method. Recall that
if the center of system (24) was non-isochronous then (s, t)=f−1(u, v)
would be canonical, and in this case it would be pointless to consider
f−1 p g.
Let us return now to the proof of Theorem A.
Proof of Theorem A. By applying Lemma 4.1 we can assure the
existence of an analytic canonical change of coordinates that normalizes
(1). Notice that in particular this proves one of the assertions of the
statement. The other ones will be proved simultaneously.
Suppose that (u, v)=g(x, y) is an analytic canonical change of
coordinates that normalizes system (1). That is, (u, v)=g(x, y) brings (1)
to
˛ u˙=−vf(u2+v2),
v˙=uf(u2+v2),
(26)
where f is some analytic function with f(0) ] 0. Define R(u, v)=
F(u2+v2), where
F(s)=12 F
s
0
f(t) dt.(27)
Hence (26) is a Hamiltonian differential system with Hamiltonian R(u, v)
and F is an analytic function satisfying FŒ(0) ] 0. In addition, one can
easily verify that in polar coordinates (26) becomes
˛ r˙=0,
h˙=f(r2).
(28)
Thus the origin is a center with the periodic orbits inside the circles
u2+v2=r2. For each h, let TN(h) and AN(h) denote respectively the period
of the periodic orbit of (26) lying on R=h and the area of the region that
encloses. Let us suppose that the center of (1) turns in counter-clockwise
sense. Then so it does the center of (26) because g in particular is orienta-
tion preserving. Therefore f(0) > 0 and using (28) one can show that the
period of the periodic orbit of (26) inside the circle of radius r is given by
T˜N(r)=
2p
f(r2)
.(29)
We claim that the functions A and T, defined by means of system (1), are
analytic in a neighbourhood of h=0 and satisfy AŒ(h)=T(h). To prove
this we shall turn account of the fact that (u, v)=g(x, y) is a canonical
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change of coordinates that brings (1) to (26). Thus, by making use of
Proposition 3.1 we can assert that
R(g(x, y))=H(x, y).(30)
Clearly this implies that g sends the periodic orbit of (1) which lies on
H=h to the periodic orbit of (26) that lies on R=h. Consequently T(h)=
TN(h). The same fact shows that A(h)=AN(h) because a canonical
mapping is area preserving. Let us return to the Hamiltonian differential
system given by (26). Fix some h and consider the periodic solution lying
on R=h. Taking R(u, v)=F(u2+v2) and FŒ(0) ] 0 into account, we can
assert that this periodic solution is inside the circle u2+v2=F−1(h). Then it
turns out that AN(h)=pF−1(h). Moreover, using (27) and (29), the same
fact shows that
TN(h)=T˜N(`F−1(h))=
2p
f(F−1(h))
=p(F−1)Œ (h).
Now, since F is analytic and FŒ(0) ] 0, it follows that the functions AN and
TN are analytic and satisfy A
−
N(h)=TN(h) in a neighbourhood of h=0.
This proves the claim because we have previously shown that T=TN and
A=AN.
It only remains to be proved the last part of the result. This will follow
readily using the tools that we have developed. Indeed, on account of
A(h)=AN(h)=pF−1(h), notice that it holds F(s)=A−1(ps). Thus, from
(27) we easily obtain
f(s)=2FŒ(s)=2p(A−1)Œ (ps)=Y(s).
Finally, taking also (30) into account, it turns out that
H(x, y)=R(g(x, y))=F(g21+g
2
2)=A
−1(p(g21+g
2
2)),
and this completes the proof of the result. L
Given a Hamiltonian system that has a nondegenerate center, Theorem
A proves the existence of its CNF. Next result shows that two Hamiltonian
systems are canonically conjugated if and only if they have the same CNF
(recall that the CNF of a center only depends on its period function).
Corollary 4.3. Assume that the analytic Hamiltonian differential
systems
(A) ˛ x˙=−Hy(x, y),
y˙=Hx(x, y),
(B) ˛ x˙=−Ry(x, y),
y˙=Rx(x, y),
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have a nondegenerate center at the origin. Then there exists an analytic
canonical change of coordinates that brings (A) into (B) if and only if both
centers have the same period function.
Proof. Let (u, v)=ga(x, y) be an analytic canonical change of
coordinates that transforms (A) into its CNF, say
˛ u˙=−vYa(u2+v2),
v˙=uYa(u2+v2).
(31)
Similarly, let (u, v)=gb(x, y) be an analytic canonical coordinate
transformation that brings system (B) into its CNF,
˛ u˙=−vYb(u2+v2),
v˙=uYb(u2+v2).
(32)
Note that the existence of ga and gb is guaranteed by Theorem A. To prove
the result we shall use that the centers of systems (A) and (B) have the
same period function if and only if Ya —Yb.
We will show first the necessity. So assume that (x¯, y¯)=f(x, y) is a
canonical change of coordinates that brings (A) into (B). Then, if we
define h=gb p f p g−1a , it is clear that (u¯, v¯)=h(u, v) is a canonical coordi-
nate transformation that brings system (31) into (32). Now, by applying
Proposition 3.2, it follows that there exist an analytic function f so that
Ya(s)=Yb(f(s)). This shows that Ya —Yb because, on account of
Remark 3.3, the fact that h is a canonical mapping implies fŒ — 1. Hence
this proves the necessity.
Assume finally Ya —Yb. Then (x¯, y¯)=(g−1b p ga)(x, y) is an analytic
canonical change of coordinates that brings (A) into (B). We have thus
shown the sufficiency. L
In case that system (1) has a non-isochronous center at the origin, the
following result characterizes the coordinate transformations that bring it
into its CNF. We point out that in particular it proves that they are
canonical mappings. Since the CNF of a center only depends on its period
function, this easily implies that any conjugation between two non-
isochronous centers with the same period function must be canonical.
Proposition 4.4. Assume that the Hamiltonian differential system (1)
has a nondegenerate and non-isochronous center at the origin and let (u, v)=
g(x, y) be an analytic canonical change of coordinates that normalizes (1).
Then (u, v)=h(x, y) is an analytic orientation preserving change of
coordinates that brings system (1) into its CNF if and only if it is of the
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form h=f p g, where f is a canonical mapping that in polar coordinates is
written as
(r, h)W (r, h+F(r2))
for some analytic function F.
Proof. From applying Theorem A it follows that the canonical change
of coordinates (u, v)=g(x, y) brings system (1) to its CNF, namely
system (2). Notice that Y is a nonconstant function because the origin of
system (1) is a non-isochronous center. This fact will become the key point
of the proof.
Assume that (u, v)=h(x, y) is an analytic orientation preserving change
of coordinates that transforms (1) into (2). Define f=h p g−1. It turns out
then that (u, v)=f(x, y) is an analytic orientation preserving coordinate
transformation that brings (2) into (2). Consequently we can apply
Proposition 3.2. We do so, and notice then that Y(s)=Y(f(s)) implies
that f — Id. This assertion follows from using that sgn(f(s))=sgn(s) for
all s ] 0 and that Y an analytic nonconstant function. Therefore we
conclude that
f(x, y)=(yk1(x2+y2)+xk2(x2+y2), yk2(x2+y2)−xk1(x2+y2)),
where k1 and k2 are two analytic functions with k1(s)2+k2(s)2=1. Now
one can verify that f is a canonical mapping. In addition, since k1(s)2+
k2(s)2=1, there exists an analytic function F so that k1(s)=−sin(F(s))
and k2(s)=cos(F(s)). Then a straightforward calculation shows that in
polar coordinates f is written as
(r, h)W (r, h+F(r2)),(33)
and this proves the necessity.
Conversely, suppose that h=f p g, where f is a mapping that in polar
coordinates is written as in (33). Define k1(s)=−sin(F(s)) and k2(s)=
cos(F(s)). Then one can easily show that f in (x, y)-coordinates is again as
above. Moreover, since k1(s)2+k2(s)2=1, by applying Proposition 3.2 we
can assert that (u, v)=f(x, y) is an analytic orientation preserving change
of coordinates that brings (2) to (2). Now, taking into account that
(u, v)=g(x, y) transforms (1) into (2), it follows that (u, v)=(f p g)(x, y)
is an analytic orientation preserving change of coordinates that brings (1)
into (2). It has thus been proved the sufficiency. L
There is a previous result due to Moser (see [5, 11]) which is related
to Proposition 4.4. Thus, he characterizes all the canonical coordinate
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transformations that bring a center to its CNF. In case that the center is
non-isochronous, Proposition 4.4 generalizes his result to ordinary changes
of coordinates (not necessarily canonical).
The mappings which in polar coordinates can be written as f in the
statement of Proposition 4.4 are usually called twist. When the origin is an
isochronous center then it is only possible to assert that f is a mapping
(not necessarily canonical) which in polar coordinates is written as
(r, h)W (rG(r2), h+F(r2)),(34)
for some analytic functions F and G. This is rather surprising because at
first it would seem that assuming isochronicity should provide more
information. In fact it occurs quite the reverse.
There is a result in [9] concerning the above discussion which should be
referred. Thus, the authors characterize the linearizing changes of coordi-
nates for an isochronous center of a general differential system (not
necessarily Hamiltonian). Given a linearization (u, v)=g(x, y), they prove
that any other one is of the form (u, v)=(f p g)(x, y), where f in polar
coordinates is written as in (34).
Proof of Theorem B. We will prove first the necessity. Assume that
system (1) has an isochronous center of period 2p at the origin. As usual,
for each h, let T(h) and A(h) denote respectively the period of the periodic
orbit ch and the area of the region that encloses. Then T(h)=2p and, since
AŒ(h)=T(h), it turns out that A(h)=2ph for each h. On the other hand,
from applying Theorem A it follows that there exists an analytic canonical
mapping (x, y)W (g1(x, y), g2(x, y)) such that
A(H(x, y))=p(g1(x, y)2+g2(x, y)2).
On account of A(h)=2ph and A(H(0, 0))=A(0)=0, it is clear that this
shows the necessity.
The sufficiency will be proved applying Proposition 3.1. With this aim in
view, notice that if we denote g=(g1, g2) then (u, v)=g(x, y) is an analy-
tic canonical change of coordinates in a neighbourhood of the origin.
Taking now
R(u, v)=
u2+v2
2
and f(s)=s,
one can readily see, using the assumption on H and that g is a canonical
mapping that we can write
H(g−1(u, v))=f(R(u, v)) and det((Dg−1)(u, v))=fŒ(R(u, v)).
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In this case, applying Proposition 3.1 we can assert that the change of
coordinates (u, v)=g(x, y) transforms (1) into the linear isochronous
system
˛ u˙=−v,
v˙=u.
This proves that system (1) has an isochronous center of period 2p at the
origin and hence the sufficiency. L
Let us conclude with a brief discussion of a result that appears in [9]. In
that paper the authors study the changes of coordinates that linearize a
general analytic differential system having an isochronous center. They
prove that if the system has an isochronous center and F(x, y) is an
analytic first integral then there exists an analytic linearization (u, v)=
(g1(x, y), g2(x, y)) such that
F(x, y)=
g1(x, y)2+g2(x, y)2
2
.
Applying the above result to system (1) taking F —H then one gets a
mapping that satisfies the relation in Theorem B. However, the result does
not guarantee that this mapping is canonical.
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