Abstract-This paper proposes an approach for distribution system load forecasting, which aims to provide highly accurate short-term load forecasting with high resolution utilizing a support vector regression (SVR) based forecaster and a two-step hybrid parameters optimization method. Specifically, because the load profiles in distribution systems contain abrupt deviations, a data normalization is designed as the pretreatment for the collected historical load data. Then an SVR model is trained by the load data to forecast the future load. For better performance of SVR, a two-step hybrid optimization algorithm is proposed to determine the best parameters. In the first step of the hybrid optimization algorithm, a designed grid traverse algorithm (GTA) is used to narrow the parameters searching area from a global to local space. In the second step, based on the result of the GTA, particle swarm optimization is used to determine the best parameters in the local parameter space. After the best parameters are determined, the SVR model is used to forecast the short-term load deviation in the distribution system. The performance of the proposed approach is compared to some classic methods in later sections of this paper.
LIST OF SYMBOLS

L
The historical load data vector of a distribution system, where L i is the ith element of set L, i ∈ {1, . . . , n}.
The normalized historical load data vector of a distribution system, where L i is the ith element of set L , i ∈ {1, . . . , n}.
The forecasting load data vector of a distribution system, whereL i 1 is the i 1 th element of setL, i 1 ∈ {n + 1, . . . , n + m}. A normalization mapping ratio for data pretreatment.
(·)
A nonlinear mapping function of SVR, which is defined to map the input data from space R n to space R m . R n A real coordinate space with dimension n . A parameter vector of SVR, where j is the jth element of , j ∈ {1, . . . , p}. ,
The upper limit vector and lower limit vector of . A searching step vector for GTA, where j is the jth element of . A high-dimensional vector for GTA, where j is the jth element of . H A traversing vector, which contains all the combinations of different parameters in . m j It is defined that the total number of the elements in vector j is m j . H j 2 H j 2 is the j 2 th element of H, where j 2 ∈ {1, 2, . . . , m 1 × m 2 ×, . . . , ×m p }. β j,m j The parameter β j,m j is the m j th element chosen from vector j , where m j ∈ {1, 2, . . . , m j }.
H b
The best parameter vector for SVR, H b is an element in H. ω ωis a linear combination coefficient of SVR, bis an offset coefficient of SVR.
C, γ, ε
C is a trade-off parameter, γ is a parameter of (Gaussian) radial basis function, and ε is an adjustable precision parameter, which indicates the training error threshold.
R CV
The objective function of designed CrossValidation. ζ τζτ is the load data forecasted by proposed approach to test in the Cross-Validation, and ζ τ is the corresponding load data. α i 4 , ν i 4 , η i 4 The vector of position, the vector of velocity, and the vector of the best historical position of the i 4 th particle in PSO, respectively, ϕ 1 , ϕ 2 Two positive acceleration coefficients for velocity updates of each particle in PSO. θ 1 , θ 2 Two independently random variables with uniformly distributed range (0, 1) for velocity updates of each particle in PSO. η g
The best position vector among all particles in PSO.
S skw , S krt
The skewness and kurtosis of the proposed approach, respectively.
I. INTRODUCTION
A S FORMS of energy and power systems evolve, new distribution systems in the future, featuring distributed renewable energy generation and demand-response control, will be able to operate independently from the bulk power system [1] - [5] . The load profiles of the distribution systems will contain more stochastically abrupt deviations because the behavior of the end users has much bigger impact on distribution systems than it does on transmission systems. Successfully operating an independent distribution system requires much accurate and high-resolution load forecasting than today's technique can provide [6] - [12] . In this paper, a short-term and high-resolution load forecasting is proposed for the distribution feeders, which contains the aggregated loads of a small section of distribution feeder load.
There are well established methods for load forecasting in general. In [13] , an algorithm based on support vector machine (SVM) with simulated annealing is employed to forecast the system load. In [14] , the ant colony optimization is used to determine the best parameters for the SVR, which is implemented to forecast the system load. A load forecasting algorithm based on SVM and genetic algorithm (GA) is presented in [15] . Short-term load forecasting normally has more computational intensive solutions. For example, the ANN-based short-term load forecast approaches are presented in [16] and [17] . In [18] , an autoregressive integrated movingaverage (ARIMA) model is used to forecast the short-term load. A Kalman filtering-based short-term load forecasting approach is presented in [19] . In [20] , an approach based on double seasonal exponential smoothing is used for short-term load forecasting.
Although many load forecasting approaches exist, most of them focus on load forecasting in transmission systems. In transmission systems, the aggregated loads are three-phase balanced and always fairly smooth. In this paper, a small section of distribution feeder load contains several end customers, which are three-phase unbalanced and much less than the aggregated loads at a transmission feeder. This indicates that the loads profile characteristics of a distribution feeder are different. In [21] and [22] , the impact of electric vehicles on the distribution systems is evaluated, and it indicates that abruptly stochastic load deviation is a feature of distribution systems. In addition, combined with distributed renewable energy resources, the control strategy of the distribution system requires a high-speed and highresolution approach for stochastical nonlinear tracking and forecasting [6] , [7] , [23] , [24] . Therefore, it is critical and imperative to provide a short-term and high-resolution forecasting approach for the aggregated loads of a small section of distribution feeder load.
In this paper, the proposed SVR-based short-term load forecasting approach is a supervised machine learning approach that requires the preprocessing of the input data to achieve better regression and forecasting performance. After preprocessing, the collected historical load data are used to train the SVR model. Meanwhile, compared to GA, ANN, and simulated annealing approach, particle swarm optimization (PSO) has a higher converge speed to determine the best parameters for SVR, but the PSO cannot guarantee to converge to a global optimal solution [25] , [26] . To solve the above problems, a two-step hybrid parameters searching algorithm is proposed to determine the parameters effectively and efficiently.
The paper is organized as follows. In Section II, the problem of short-term distribution system load forecasting is formulated and the flowchart of the proposed approach is introduced. In Section III, the designed SVR-based load forecasting is introduced. In Section IV, the two-step hybrid parameter optimization method is illustrated for SVR-based forecaster. In Section V, numerical results of the proposed approach are presented and compared to other methods.
II. PROBLEM FORMULATION
In this paper, the proposed load forecasting approach consists of three major parts: data preprocessing, SVR model training, and forecasting with the SVR model. To determine the best parameters, the proposed two-step hybrid parameter optimization method is designed in the SVR model training part.
The flowchart of the proposed approach is shown in Fig. 1 . Firstly, the collected historical load data is processed to reduce the excessive deviation. Next, a two-step approach is utilized to optimize parameters for the SVR solution. In the first step, the grid traverse algorithm (GTA) traverses the global solution space into local spaces, which can be process in parallel and narrows the parameters searching area. In the second step, the PSO is used to determine the best parameters of the SVR in the local solution space. If multiple local solution spaces are determined by the GTA, the PSO can calculate the best parameters in the local solution spaces in parallel. After the two-step parameter optimization, a best parameter vector can be decided for the SVR. Finally the future load is forecasted based on the determined SVR function and historical data. The detail procedures of the proposed approach can be found in Appendix A. 
III. SVR FOR SHORT-TERM DISTRIBUTION SYSTEM LOAD FORECASTING
A. Data Preprocessing
The original data from the natural world usually contains a lot of excessively deviating instances, which distract the target of the supervised forecasting approach and significantly impact performance [27] . In this paper, we are trying to forecast load at feeder level or distribution system level, therefore it is necessary to process the original load data to improve the performance of the proposed approach. The detail procedures can be found in Appendix B.
B. Basic Concept of SVR
Based on support vector machine, the SVR is a supervised learning method used for nonlinear regression and time series forecasting applications [28] - [30] . The historical data is treated as input training data, and the forecasting is based on the SVR model trained by historical data.
C. SVR for Short-Term Load Forecasting in Distribution Systems
In a SVR model, a nonlinear mapping function (·): R n → R m is defined to map the input data into a high-dimensional feature space, where n , m ∈ {1, 2, 3, . . .}, m > n . In [30] and [31] , it is noted that the (Gaussian) radial basis function (RBF) kernel is widespread with high performance for regression and forecasting. In this paper, the RBF is designed as:
where the x 1 and x 2 are the inputs, in this paper, they are the historical load data, and γ ∈ R is an adjustable parameter. In this paper, the training data is the historical load data L in time series; after preprocessing, the training data set becomes L in time series. The goal of the SVR is to find a function f , which can be formulated as follows:
where f (x) is the regression function aiming to have at most ε deviation from the elements of the collected historical load data L , ω is a linear combination coefficient, b is an offset coefficient, ε is an adjustable precision parameter, which indicates the training threshold.
To improve the robustness of the algorithm, the slack variables ξ i 2 and ξ * i 2 are introduced as in [28] . The risk function of the SVR can be formulated as follows:
Here in (3), i 2 is a time index of training data, i 2 ∈ {1, . . . , n}, indicates the training error above the precision parameter ε and below −ε, respectively. In [29] , the risk function (3) with the constraint (4) can be solved as a dual problem, which can minimize the risk function and determine ω, b, ξ i 2 , and ξ * i 2 . Therefore, the parameters γ , C, and ε are chosen as the optimal parameters, which are most important to the accuracy of the forecasting [15] , [28] , [30] , [31] . The following chapter introduces a two-step hybrid method for parameters optimization.
IV. PARAMETER OPTIMIZATION OF SVR
Compared to the GA, ANN, and simulated annealing approaches in [13] , [15] , [16] , and [32] , PSO is an effective algorithm for solving nonlinear problems; however, it does not guarantee that the algorithm can converge to a global optimal solution in the solution space [25] . In [26] , it is noticed that the conventional PSO may become divergent or trapped in a local optimal solution. Conventionally, decreasing the global search step size and increasing the number of particles are two solutions to avoid local optimizations, but they may result in prohibit computational load. Therefore, considering both the global convergence speed and accuracy of the algorithm, a two-step hybrid global optimization algorithm is proposed to determine the best forecasting parameters for the SVR.
A. GTA for Parameter Optimization 1) Design of GTA:
In GTA, based on the parameter vector , its upper and lower limit vectors¯ , , and the searching step vector , a traversing high-dimensional vector and a traversing vector H can be built as follows.
At the beginning, for each parameter j in the parameter vector , a vector j is built with the corresponding step j as follows
where
• j is the index of parameters in , and j ∈ {1, 2, . . . , p}.
• j is a vector corresponding to parameter j , and computed with its upper and lower limits j ,¯ j , and searching step j .
• It is defined that the total number of the elements in vector j is m j , and
is the m j th element in j , where m j ∈ {1, 2, . . . , m j } After all the parameter vectors j , j ∈ {1, 2, . . . , p} are built with (5), a high-dimensional vector ∈ R m 1 ×m 2 ×,...,×m p is built. Then, a traversing vector H is built as a finite multi-Cartesian product, which is illustrated in Appendix C.
2) Design of Cross-Validation: A designed cross-validation is used with the GTA to limit the overfitting problem and compute the best parameters [33] . The training data is divided into 10 groups; for each time, one group is selected as the test data, and the rest of the data are training data. The objective function is designed as a prediction sum of squares (PRESS) statistic
whereζ τ is the load data forecasted by proposed approach to test in the Cross-Validation, and ζ τ is the corresponding load data. For example, if τ = 2, this means the data group 1 is the training data to forecast data group 2; if τ = 5, the data groups 1, 2, 3, 4 are training data to forecast data group 5.
The difference between ζ τ andζ τ is the residual error. In addition, because the normalized load data ranged at (0, 1) in the preprocessing block, this objective function has the same meaning as the mean square percentage error (MSPE), which can indicate the accuracy and deviation of the forecasting results [34] , [35] . The detailed description of the GTA can be found in Appendix D.
3) Parameter Selection With GTA (A Distribution System Load Data Prediction):
A set of load data of a distribution system is employed as the training and testing data. The sample rate is 1 Hz, the time period is 1 hour, and the data length is 3, 600. 85% of the data is used to train the SVR model, and 15% of the data is used to test the prediction results. According to the discussion above, the parameter vector = [γ C ε], and in this scenario ε is set as 0.001. The upper limit vector = [2 16 2 16 ], the lower limit vector = [2 8 2 8 ], and the searching step vector = [2 2]. The traversing grid vector H can be built with this information. The results of the parameter selection with the GTA are shown as in Fig. 2 .
In Fig. 2 , the x-axis denotes the parameter log 2 C, the y-axis indicates the parameter log 2 γ , and the curves with red to blue indicate the PRESS value from large to small. It is clear that the areas with blue curves have smaller PRESS values and the next step optimization will only process this local area. In this case, the lower limit and upper limit of C are 2 8 and 2 15 , respectively. The lower limit and upper limit of γ are 2 8 and 2 11 , respectively.
B. PSO for the Optimal Parameter Selection 1) Basic Concept of the PSO:
PSO is a numerical intelligence-based approach, which can solve many nonlinear optimal problems that cannot be solved analytically. In addition, PSO has a higher convergency speed in the solution space, convenient to implement, and its converge ability is not largely affected by the size and nonlinearity of the optimal problems [36] .
As shown in Fig. 3 , the proposed PSO is combined with a cross-validation, and its objective function is similar to (6) . For initialization, a number of particles are randomly initialized with given velocities and positions in the solution space. At each iteration, according to the result of the objective function, the velocities of the particles are updated through the historical best position of themselves and the neighbours. Eventually, the best parameters of the SVR can be determined by the particles swarm to the position of the optimal solution. The detail description of the PSO algorithm is shown in Appendix E.
2) Optimal Parameter Determination With PSO (A Distribution System Load Data Prediction):
Based on the results in Section IV-A3, the initialization area of the PSO is the blue area in Fig. 2 . In this example, ε = 0.001, the PSO is used to determine the best value of C and γ during their lower and upper limits as in Section IV-A3. Considering that the PSO is based on the result of the GTA, the range of velocity is set to be relatively small, as (0.8, 1.2). According to the PSO, the best parameters are determined as C = 532 and γ = 977. With the best parameters, the prediction results are demonstrated as in Fig. 4 .
As shown in Fig. 4(a) , the prediction result is shown in red curves with triangles, and the original data is shown using blue curves. The training data section is from 0 s to 3,060 s, and the prediction data section is from 3,061 s to 3,600 s. It is noticed that the prediction data curve and original data curve are almost consistent except for several abrupt deviation points. This demonstrates the effectiveness of the proposed prediction approach.
In Fig. 4(b) , the mean absolute percentage error (MAPE) is 1.57%, and more than 94% of the errors are accumulated in range (−2%, 2%), which also indicates the effectiveness and accuracy of the proposed approach. And some forecast points with relatively large errors demonstrate that the stochastic and abrupt deviating load points in a distribution system are difficult to track and forecast. This also demonstrates that compared to a transmission system, the stochastic characteristic of load deviation is more complicated and widespread in a distribution system.
V. NUMERICAL SIMULATION AND RESULTS
The tested data set composes 80 days of load captured from a partner utility's distribution feeder. It includes data from winter (Dec. sampling rate of 1 Hz, the total data length is 6,912,000. Different from the load data profile in transmission systems as discussed in Section I, there are a lot of abruptly stochastic deviations in the load profile of the distribution system, as shown in Fig. 5 . The resolution of the proposed forecasting approach is 1 second. The simulations are executed using a server with 3.60 GHz Intel Xeon CPU and 32 GB RAM. The SVR and PSO are implemented using the LibSVM, MATLAB global optimization toolbox, and parallel computing toolbox.
A. Numerical Results
1) Numerical Results on Different Timescales:
Considering different control strategies for transient and short-term disturbance, the proposed approach is implemented in different timescales: minutes-ahead and hours-ahead. In our study, the training data is 10 times than the testing data. To evaluate the proposed method comprehensively, the sliding window test is employed to traverse the whole load data. In detail, for example, the sliding window test employed with 5 minutes ahead forecasting can be illustrated as follows.
1) First, the load data section from 1 to 50 minutes is taken as training data to determine the best parameters and build the forecasting model. 2) In the second step, the load data section from 51 to 55 minutes is taken as the test data to evaluate the performance of the forecasting model. 3) In the third step, for the next round forecasting, the training data section moves forward from 6 to 55 minutes, and the test data section moves from 56 to 60 minutes. 4) When the test data section moves to the end of the load data, the sliding window test with 5-minutes forecasting is completed.
Minutes-Ahead Forecasting:
In the minutes-ahead forecasting, different forecasting time scales are considered, such as 5-minute-ahead, 10-minute-ahead, 20-minute-ahead, and 40-minute-ahead forecasting. According the forecasting performance demonstrated in Table I , 5-minute-ahead has the best performance and the 40-minute-ahead forecasting has the largest forecasting errors. However, the MAPE of the four types of forecasting are below 2%, and the average MAPE is 1.488%, which indicates that the proposed approach has accurate and robust forecasting performance in minutes-ahead forecasting.
As shown in Fig. 6 , it is noticed that more than 75% of the errors are accumulated between (−2%, 2%).
Hours-Ahead Forecasting: As shown in previous section, the proposed method has very good performance at minutely level. But for some applications, short-term load forecasting also includes hourly time range. For the hoursahead forecasting, it is considered that there are several time period forecasting scales, such as 1-hour-ahead, 2-hour-ahead, 4-hour-ahead, 8-hour-ahead, and 16-hour-ahead forecasting. According the forecasting performance in Table II , the 1-hour-ahead has the best performance and the 16-hour-ahead forecasting has the largest forecasting errors. However, the MAPE of the five types forecasting are below 3.5%, and the average MAPE is 2.271%. Compared to the forecasting results in the minutes-ahead forecasting, the errors of the hoursahead forecasting sightly increase. On the other hand, this also illustrates that the hours-ahead forecasting is more complicated than the minutes-ahead forecasting [16] , [18] .
As shown in Fig. 7 , it is noticed that more than 75% of the errors are accumulated between (−3.9%, 3.9%).
In this paper, the skewness is used to measure the asymmetry of the probability distribution of the forecast errors, which can be defined as following [37] - [39] 
where S skw is the skewness, is the forecast error, μ is the mean of the forecast error, and σ s the standard deviation of the forecast error. Furthermore, the kurtosis is used to measure the outlierprone of the probability distribution of the forecast errors, which can be defined as following [37] - [39] 
where S krt is the kurtosis, , μ, and σ are the same as above.
As shown in Table III , the skewness of the minutes-ahead forecasting and hours-ahead are 0.072 and 0.081, which indicates that the proposed approach has a very small asymmetry of the probability distribution of the forecast errors. A few large forecasting errors, which achieve 11.57% result from the abrupt load deviation in the distribution system. The kurtosis of the minutes-ahead forecasting and hours-ahead forecasting are 6.912 and 5.724, which indicate the high accuracy of the proposed approach.
2) Peak Loads Forecasting: As shown in Table IV , the peak load forecasting is investigated with the 1-hour-ahead and 2-hour-ahead forecasting for four seasons data load. Based } are collected, where se = {1, 2, 3, 4}, which indicates winter, spring, summer and winter. The time range of peak load occurrence is between 11:00 AM to 3:00 PM. 2) In the second step, the historical data are collected to train the SVR models. Specifically, for day 1, the historical data are collected from 0:01 AM to 11:00 AM. } with the collected peak loads, and compute the forecast errors. The average MAPE values of the two methods are below 2.0%, which demonstrate the effectiveness of the proposed approach.
B. Compared With Other Methods
In [15] - [18] , ARIMA, GA-based SVM, and ANNbased short-term load forecast approaches are presented. In Table I and II, the performances of 20-minute-ahead forecasting and 4-hours-ahead forecasting are in the central positions of minutes-and hour-ahead forecasting, respectively. We use these two evaluations to compare the performance of proposed method with other methods proposed in other literatures. The the forecasting error and time calculation speed of different methods are illustrated in Table V and VI. Compared to ARIMA, the forecasting approach of ANNand GA-based SVM are more accurate, but both of them are very time consuming, which take 683.62 s and 1412.7 s in 4-hour-ahead forecasting, respectively. In Table V , the proposed approach has the best performance in both maximum forecasting errors and MAPE, which proves the accuracy of the proposed approach.
In Table VI , the proposed approach takes 12.89 s and 83.53 s in 20-minute-ahead and 4-hour-ahead forecasting, which are much less than the performance of ANN-and GA-based SVM forecasting. Although the ARIMA takes 11.25 s and 77.21 s, it's accuracy are much worse than the proposed approach. Table V and Table VI prove that the proposed approach is a computation-saving and accurate forecasting method. 
VI. CONCLUSION
With the development of modern distribution systems, shortterm load forecasting becomes a significant and indispensable issue.
The main contribution of this paper can be concluded as: in this paper, an effective short-term load forecasting approach with high resolution is proposed for the aggregated loads of a small section of distribution feeder load. This type of load forecast will contribute greatly for distributed renewable integration as well as real-time operation of demand side response. Such load profile contains more stochastically abrupt deviations because the behavior of the end users has much bigger impact on distribution systems than it does on transmission systems. Although many SVR based forecasters exist, the proposed two-step hybrid global optimization method can determine the best parameters effectively with acceptable time complexity and computation loads. Other methods, such as ARIMA, GA-based SVM, and ANN-based forecasting methods, are compared to the proposed approach. Considering time consumption and forecasting performance, the proposed approach has the best performance among these methods.
In real-world applications, the load profile has a relationship to other factors, such as temperature, work time, etc.. These factors can provide more information related to load deviation, and the proposed approach is designed to handle multiple parameters and big data non-linear regression. If these factors considered, the proposed approach can provide better forecasting results. Considering the parallel computation model, Mapreduce, which is implemented in many different computation frames such as Apache Hadoop, Apache Spark, the time consumption can be further reduced. In the future, it is expected that the proposed approach can be adapted to cooperate with existing wind and solar forecasting methods and facilitate better integration of renewable energy resources into distribution systems.
APPENDIX A DETAIL PROBLEM FORMULATION
The flowchart of the proposed approach is shown in Fig. 1 . At the beginning, the collected historical load data vector
is processed by the data preprocessing algorithm (Block 1), where L i denotes the loads in a distribution system at time i, and i ∈ {1 · · · n}. In Block 1, the original data set L will be preprocessed and mapped into a vector L = [L 1 · · · L i · · · L n ] to reduce the excessive deviation, where L i is the mapped load at time i.L is the forecasting load data vector, whereL i 1 is the i 1 th element of the vectorL, where
The parameter optimization of the SVR contains a twostep optimization approach. It is defined that is a parameter vector of the SVR, and j is the jth parameter, where j ∈ {1, 2, . . . , p}.¯ and are the upper limit vector and lower limit vector of ,¯ j and j are the jth elements of¯ and , respectively.
indicates a searching step vector of the GTA, and j is the jth element of .
At the beginning of the parameter optimization, all the parameters are initiated (Block 2). In Block 3, based on the searching step vector , the parameter vector , the upper limit vector¯ , and lower limit vector , a multi-dimensional vector is computed to build a traverse vector H, which contains all the combinations of different parameters in . accurately. The best parameter vector H b can be determined in Block 9. In the next step,L is forecasted by the SVR forecaster with the best parameter vector H b in Block 10. In Block 11, the report of the numerical result is generated and compared to other approaches.
In real-world applications, because the traverse result corresponding to each element in H can be calculated independently, a parallel computation of GTA is used to reduce consumption time. After the SVR-based forecaster is built, the future load datâ L can be forecast from historical data L.
APPENDIX B DATA PREPROCESSING
To eliminate the excessively deviating instances, a mapping algorithm is used to map the load profile L to a small range L . The algorithm is given by 
3) After every element vector of H is computed, the traversing vector H is finished. In addition, because the three parameters γ , C, and ε are chosen, the dimension of vector is reduced, and ∈ R m 1 ×m 2 ×m 3 . Therefore, the total number of the element vector 
APPENDIX D THE GTA PROCEDURE
The GTA is shown in Algorithm 1, which aims to traverse the global solution space into one or several local spaces for the PSO in the next step. In the first step, the three parameters are initialized and the traversing vector H is built. In the second step, for each element vector H j 2 in H, the computation of the corresponding R CV is independent and can be computed in parallel, which can further reduce the computation time. In the last step, if multiple local solution spaces are determined with the contour map, all of them are selected for the PSO step in parallel.
APPENDIX E THE PSO ALGORITHM
Based on the result of the GTA, in the initialization part of the PSO, the i 4 th particle can be designed as follows, Initialization: Initialize γ , C, and ε; then compute j with formula (5), and build the traverse vector H.
Grid Traverse Searching: For the element factor H j2 , H j2 ∈ H, j 2 ∈ {1, 2, · · · , m 1 ×m 2 ×m 3 }, the R CV is computed with formula (6).
Determine Local Solution Space:
With the generated contour map, the local solution space with minimum R CV is selected for next step of optimization.
is the dimension of the solution space, as a result, n OBJPSO = 3 in this paper. i 4 = 1, 2, 3, . . . , N PSO , N PSO is the number of the particles in the PSO. At each iteration, the new velocity of the i 4 th particle is determined by its own velocity, the best historical position and the global best position. (14) where ϕ 1 and ϕ 2 are the two positive acceleration coefficients, θ 1 and θ 2 are two independently uniformly distributed random variables with range (0, 1), η i 4 is the vector of the best historical position of the i 4 th particle, and η g is the best position vector among all particles.
At each iteration, the position of the i 4 th particle is determined as follows:
where α i 4 (t) is the position vector of the i 4 th particle at time t, ν i 4 (t) is the velocity vector of the i 4 th particle at time t, and = [γ C ε].
After the positions and velocities of all the particles are updated at each iteration, the performance of the parameters are computed with the designed cross-validation. A crossvalidation is used with the PSO similarly as that shown in Section IV-A2, and the objective function is similar to (6) .
