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Abstract. We provide a complete invariant for graph C∗-algebras which are amplified in
the sense that whenever there is an edge between two vertices, there are infinitely many. The
invariant used is the standard primitive ideal space adorned with a map into {−1, 0, 1, 2, . . . },
and we prove that the classification result is strong in the sense that isomorphisms at the
level of the invariant always lift. We extend the classification result to cover more graphs,
and give a range result for the invariant (in the vein of Effros–Handelman–Shen) which is
further used to prove that extensions of graph C∗-algebras associated to amplified graphs
are again graph C∗-algebras of amplified graphs.
1. Introduction
When classifying C∗-algebras we usually consider some subcategory, C say,
of all C∗-algebras. We then hope to find a functor F from C or from the
category of all C∗-algebras to some other category, D say, with the property
that
A1 ∼= A2 ⇐⇒ F(A1) ∼= F(A2).
Hopefully it is easy to determine if two objects in D are isomorphic. If one
somehow comes to be in possession of such a classifying functor, there are
several natural questions to ask. Is our functor a strong classifying functor,
e.g., given some isomorphism φ : F(A1)→ F(A2) can we find an isomorphism
ψ : A1 → A2 such that F(ψ) = φ? What is the range of F? If the domain
of F is all C∗-algebras, then we can ask under what conditions F(A) ∈ F(C)
guarantees that A ∈ C.
There are many examples of such functors. The best known is perhaps the
one that sends a C∗-algebra A to its primitive ideal space, denoted Prim(A).
Restricting to the category of commutative C∗-algebras we obtain a classifying
functor, since in this case we may apply Gelfand duality, and if one restricts
further to unital commutative C∗-algebras then this is even a strong classifying
functor. It is also well known that the range of the functor is all locally
compact Hausdorff spaces. But considering Prim as defined on all C∗-algebras,
apart from the obvious fact that when Prim(A) is not Hausdorff, then A is
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not commutative, there is no obvious way to recognize the commutative C∗-
algebras by looking at primitive ideal spaces.
Among other well known classifying functors, we have the ordered K0 (with
unit or scale) which classifies AF-algebras, and the graded K0 ⊕ K1, which
classifies purely infinite simple C∗-algebras which are nuclear and fall in the
UCT class. These are strong classification results, the ranges of the invariants
are known, and in the former case quite a lot is known about how to recognize
the classified C∗-algebra in larger classes by looking at their K-theory.
In [14] it was boldly conjectured that the ideal related K-theory FK(−),
is a classifying (up to stable isomorphism) functor for graph C∗-algebras with
finitely many ideals. Supporting evidence for this conjecture can, for instance,
be found in [15, 14, 10], where graph C∗-algebras with small or otherwise
special ideal lattices are classified using FK(−). Although we are apparently
still a long way away from resolving whether FK(−) is a classifying (up to
stable isomorphism) functor for graph C∗-algebras, the conjecture raises the
following questions:
A Is FK(−) a classifying functor?
1 Is it a strong classifying functor?
2 Can we achieve exact classification?
3 What is the range of FK?
B Which relation on graphs is induced by stable isomorphism?
C Are the graph algebras recognizable within larger classes of C*-algebras by
FK(−)?
1 Is it possible to achieve permanence results for extensions of graph alge-
bras?
These questions and their answers affect one another. We have tried to capture
these connections in the following diagram.
B A C
A1 A2 A3 C1
In the class of graph C∗-algebras, results pertaining to A have been given in
[15], [10], and [14], and more will appear in [12]. The issue A1 is the subject of
[9] as well as [24], [12], and all of these papers along with [11] address issue A2.
A3 is the subject of [7] as well as forthcoming work in [1]. The question B is
resolved for simple unital graph C∗-algebras in [26]. And results of relevance
for C and C1 have been obtained in [7], [11] and [1].
In the present paper we resolve all the questions A, B and C for a special
class of graph algebras – imposing this time, indirectly, a requirement on the
involved K-groups instead of on the ideal lattice. Instead of working directly
with FK(−), we introduce, for any C∗-algebra, the tempered primitive ideal
space. It turns out to be a complete invariant for the algebras we wish to
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study. This invariant, which we denote by Primτ (A), consists of the standard
primitive ideal space Prim(A) along with a map τ : Prim(A)→ Z ∪ {−∞,∞}
which describes the nature of the K0-groups of certain subquotients of A. A
formal definition is given in Section 4.
In terms of graphs, what we want to consider are graphs with finitely many
vertices and the special property that if there is an edge between two vertices,
then there are infinitely many edges between them. We call such graphs am-
plified. Naturally any vertex in such a graph is either an infinite emitter or a
sink, and so the K0-group is easily computed (cp. [22], [5]). It is simply the free
abelian group with as many generators as our graph has vertices. Furthermore
such graphs always satisfies the technical condition (K) so the ideal structure
of an amplified graph algebra is readily understood from the path structure of
the graph.
An important concept for us is the transitive closure of a graph, defined in
the case of G by adding an edge e with s(e) = v and r(e) = w to the graph
if no such edge exists, but there is a path from v to w in G. We denote this
graph by tG. We also need the amplification of a graph G, defined by adding
countably infinite number of edges from v to w if there exists an edge in G
from v to w. We denote this graph by G.
We can now state one of the key results of our paper.
Theorem 1.1. Let G and F be graphs with finitely many vertices. The fol-
lowing are equivalent.
(i) tG ∼= tF .
(ii) C∗(tG) ∼= C∗(tF ).
(iii) C∗(G) ∼= C∗(F ).
(iv) C∗(G)⊗K ∼= C∗(F )⊗K.
(v) Primτ (C∗(G)) ∼= Primτ (C∗(F )).
(vi) FK(C∗(G)) ∼= FK(C∗(F )).
Aside from showing that FK(−) is a classifying functor for amplified graph
algebras, the result also gives a concrete geometric description of when two
amplified graphs give rise to isomorphic algebras.
We provide various extensions of this result; we extend to cover classifica-
tion of (some) graphs where all vertices are singularities and prove an Effros-
Handelman-Shen type theorem for the range of the invariant. This is then used
to show permanence properties for certain graph C∗-algebras, hence answering
questions C and C1 in this special case.
2. Graphs and their algebras
Across the literature on graph algebras there is some inconsistency about
how to turn the arrows when defining the graph algebra. We follow the con-
vention from, for instance, [6].
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Definition 2.1. Let G = (G0, G1, sG, rG) be a graph. A Cuntz–Krieger G-
family is a set of mutually orthogonal projections {pv | v ∈ G
0} and a set
{se | e ∈ G
1} of partial isometries satisfying the following conditions:
(CK0) s∗esf = 0 if e, f ∈ G
1 and e 6= f ,
(CK1) s∗ese = prG(e) for all e ∈ G
1,
(CK2) ses
∗
e ≤ psG(e) for all e ∈ G
1, and,
(CK3) pv =
∑
e∈s−1
G
(v) ses
∗
e for all v ∈ G
0 with 0 < |s−1G (v)| <∞.
The graph algebra C∗(G) is defined as the universal C∗-algebra given by these
generators and relations.
We now define a few graph concepts.
Definition 2.2. Let G be a graph and let u, v be vertices in G. We write
u ≥ v if there is a path from u to v in G or if u = v.
Definition 2.3. Let G be a graph. A subset H ⊆ G0 is called hereditary if
for all u ∈ H we have
u ≥ v =⇒ v ∈ H.
We denote by H(G) the lattice of hereditary sets in G0.
Of particular importance to us is the amplification of a graph.
Definition 2.4. Let G be a graph. The amplification of G, denoted by G, is
defined by G
0
= G0,
G
1
=
{
e(v, w)n | n ∈ N, v, w ∈ G0 and there exists an edge from v to w
}
,
and sG(e(v, w)
n) = v, and rG(e(v, w)
n) = w.
If E = G for some graph G we say that E is an amplified graph.
The ideal structure of graph algebras is well understood. For amplified
graphs it is especially nice. Since all sets of vertices automatically are satu-
rated and the graphs always satisfy the technical condition (K), we have an
isomorphism between H(G) and the ideals of C∗(G). See [2] for details. This
connection between the path structure of G and the ideals of the associated
algebra motivates our next definition.
Definition 2.5. Let G = (G0, G1, rG, sG) be a graph. Define tG as follows:
tG0 = G0,
tG1 = G1 ∪ {e(v, w) | there is a path but no edge from v to w} ,
with range and source maps that extend those of G and satisfies
stG(e(v, w)) = v,
rtG(e(v, w)) = w.
The idea is that in tG the relations “there is a path between” and “there
is an edge between” becomes the same. Of course adding one edge is fairly
arbitrary; a more natural choice would perhaps be to add as many edges from
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u to v as there paths from u to v. But with that choice ttG might not be the
same as tG. We will almost only use the transitive closure together with the
amplification, thus this choice is irrelevant.
There is one final class of graphs that will be important for us.
Definition 2.6. A graph G is called singular if every vertex in G is either an
infinite emitter or a sink.
Remark 2.7. An amplified graph is obviously singular. And there are non-
amplified singular graphs, cp. Example 3.10.
3. A move on graphs
In this section we will describe a simple way to alter graphs with an infinite
emitter without changing the isomorphism class of the associated algebra.
Lemma 3.1. Let G be a graph, and let u ∈ G0 be some vertex that emits
infinitely many edges to some finite emitter v in G0. Let E be the graph with
vertex set G0, edge set
E1 = G1 ∪ {fn | n ∈ N, f ∈ s−1G (v)},
and range and source maps that extend those of G and have rE(f
n) = rG(f)
and sE(f
n) = u. Then C∗(G) ∼= C∗(E).
In the lemma if G looks like:
•
u
∞ // v
??⑦⑦⑦⑦⑦⑦⑦
??
❅
❅❅
❅❅
❅❅
•
then E will look like:
•
u
∞ //
∞
00
∞ ..
v
??⑦⑦⑦⑦⑦⑦⑦
??
❅
❅❅
❅❅
❅❅
•
Proof. Let {pv, se | v ∈ G
0, e ∈ G1} be a Cuntz–Krieger G-family generating
C∗(G). Let
{e1, e2, . . .} = {e ∈ G
1 | sG(e) = u, rG(e) = v}.
For each edge e ∈ G1 \ {en | n ∈ N} we let te = se. For each en we let
ten = se2n−1 . For each f
n we let tfn = se2nsf .
We claim that {pv, te | v ∈ E
0, e ∈ E1} is a Cuntz–Krieger E-family in
C∗(G). First we check that all the te, e ∈ E
1, have orthogonal ranges. Let
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e, f ∈ G1. If neither e nor f has source u we have te = se and tf = sf , so they
have orthogonal ranges. Suppose now that sG(e) = u and sG(f) 6= u. Then we
can write te = sgx where g is an edge with sG(g) = u and x is some element
in C∗(G). Thus we have
t∗etf = x
∗s∗gsf = 0,
the last equality holds since sG(f) 6= u so g 6= f . From this we also get
t∗f te = (t
∗
etf )
∗ = 0. We now consider the case where both e and f have source
u. The only case which is different from before, is if e = gn and f = hm for
some edges h, g ∈ s−1G (v) and n,m ∈ N. In this case we have
t∗etf = s
∗
gs
∗
e2nse2msh = δn,ms
∗
gpvs
∗
f
= δn,ms
∗
gsf = δn,mδg,fprG(g)
= δn,mδg,fprE(e),
which gives the desired result.
Note that by the above computations the relation t∗ete = prE(e) holds for
all e ∈ E1. The sum-relation (CK3) holds at all vertices, since the only
vertex, where we changed the outgoing edges (and the corresponding partial
isometries) is an infinite emitter. So it only remains to verify that tet
∗
e ≤ psE(e)
for all e ∈ E1. This is easily seen to be true unless e = fn for some f ∈ s−1G (v)
and n ∈ N. But even in this case we see that
tet
∗
e = se2nsfs
∗
fs
∗
e2n ≤ se2ns
∗
e2n ≤ psG(e2n) = pu = psE(e).
Hence {pv, te} is a Cuntz–Krieger E-family.
By universality we get a ∗-homomorphism φ : C∗(E) → C∗(G). We claim
that φ is an isomorphism. The only generators of C∗(G) that are not trivially
in φ(C∗(E)) are se2n , n ∈ N. To see that these generators are in the image we
fix some n ∈ N. For each f ∈ s−1G (v) we have
tfnt
∗
f = se2nsfs
∗
f .
Since v is a finite emitter, we get∑
f∈s−1
G
(v)
tfnt
∗
f = se2n
( ∑
f∈s−1
G
(v)
sfs
∗
f
)
= se2npv = se2n .
So es2n is in the image of φ, and hence φ is surjective.
We now turn to injectivity. We will define a strongly continuous action α
of T on C∗(G). Let H = G0 \ {e2n | n ∈ N}. For each z ∈ T define
αz(se) =
{
zse, if e ∈ H,
se, if e /∈ H,
and
αz(pv) = pv, v ∈ G
0.
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By universality this defines an action of T on C∗(G). If γ is the standard gauge
action on C∗(E) then we have
φ ◦ γz = αz ◦ φ, for all z ∈ T,
in particular, α is strongly continuous. The gauge-invariant uniqueness theo-
rem [2, Thm. 2.1] now implies that φ is injective. 
We do not need to add edges from u to all the vertices v emits to.
Corollary 3.2. Let G be a graph, u ∈ G0 an infinite emitter. Fix a finite
emitter v that u emits infinitely to, and fix an edge f ∈ s−1G (v). Let E be the
graph with vertex set G0, edge set
E1 = G1 ∪ {fn | n ∈ N},
and range and source maps that extend those of G and have rE(f
n) = rG(f)
and sE(f
n) = u. Then C∗(E) ∼= C∗(F ).
Proof. Applying Lemma 3.1 to both E and G yields isomorphic graphs. 
The requirement that v is a finite emitter seems somewhat artificial, as
we are focusing on a single edge leaving v. We now wish to remove that
requirement. To do that, we use the out-splittings of Bates and Pask [3]. For
the convenience of the reader, we record a special case of [3, Thm. 3.2]:
Theorem 3.3 (Out-split). Let G be a graph, and let v ∈ G0. Given an
nonempty subset E1 of s
−1
G (v) such that E0 = s
−1
G (v) \ E1 is nonempty, we
define a graph Gos = (G
0
os, G
1
os, ros, sos) by
G0os = (G
0 \ {v}) ∪ {v0, v1},
G1os =
(
G1 \ r−1G (v)
)
∪ {e0, e1 | e ∈ E1, rG(e) = v}.
For e /∈ r−1G (v) we let ros(e) = rG(e), for e ∈ r
−1
G (v) we let ros(e
i) = vi,
i = 0, 1. For e /∈ s−1G (v) we let sos(v) = sG(e), for e ∈ s
−1
G (v) we let sos(e) = v
i
if e ∈ Ei, i = 1, 2.
If E1 is finite then C
∗(G) ≃ C∗(Gos).
We also explicitly write down how to go back. Note that these two theorems
are two ways of saying the same thing.
Theorem 3.4 (Out-amalgamation). Let G be a graph, and let v0, v1 ∈ G0.
Suppose that for every vertex u ∈ G0 we have
|s−1G (u) ∩ r
−1
G (v
0)| = |s−1G (u) ∩ r
−1
G (v
1)|.
Define a graph Goa = (G
0
oa, G
1
oa, roa, soa) by
G0oa = (G
0 \ {v0, v1}) ∪ {v},
G1oa = G
1 \ r−1G (v
1).
For e ∈ r−1G (v
0) we let roa(e) = v, for e /∈ r
−1
G (v
0) we let roa(e) = rG(e). For
e ∈ s−1G (v
i) we let sos(e) = v, for e /∈ s
−1
G (v
i) we let soa(e) = sG(e), i = 1, 2.
If v1 is a finite emitter then C∗(G) ∼= C∗(Goa).
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Remark 3.5. Out-splitting and out-amalgamating are inverse operations.
More specifically, if we first out-split according to some partition of s−1(v),
and then out-amalgamate v0 and v1 we get back to where we started.
Lemma 3.6. Let G be a graph, u ∈ G0 an infinite emitter, and v a vertex
that u emits infinitely to. Fix an edge f ∈ s−1G (v). Let E be the graph with
vertex set G0, edge set
E1 = G1 ∪ {fn | n ∈ N},
and range and source maps that extend those of G and have rE(f
n) = rG(f)
and sE(f
n) = u. Then C∗(E) ∼= C∗(F ).
Proof. There is nothing to prove if f is a loop, since then E ∼= G. In the case
v is a finite emitter, we can just appeal to Corollary 3.2.
Let us consider the case where v is an infinite emitter and rG(f) 6= v. Define
E1 = {f} and E0 = s
−1
G (v)\{f}. We out-split according to that partition E0, E1
of s−1G (v), to obtain a graph Gos that has vertex set (G
0 \ {v}) ∪ {v0, v1}. By
Theorem 3.3 C∗(G) ∼= C∗(Gos). Using Corollary 3.2 on u and v
1 yields a graph
F with C∗(Gos) ∼= C
∗(F ).
We now out-amalgamate v0, v1 in F to get a graph Foa. By Theorem 3.4
C∗(F ) ∼= C∗(Foa) since v
1 is a finite emitter. We claim that Foa ∼= E. They
both have the same vertex set as G. Given two vertices x, y such that x 6= u,
there are the same number of edges from x to y in both E and Foa, as in both
cases there is the same number of edges from x to y as there is in G. For any
vertex y other than rG(f) we must have that there are the same number of
edges from u to y in both Foa and E as there is in G. But if y = rG(f) then
u has infinitely many edges to y in both E and Foa. Thus Foa ∼= E.
In conclusion:
C∗(G) ∼= C∗(Gos) ∼= C
∗(F ) ∼= C∗(Foa) ∼= C
∗(E). 
The next example illustrates the different graphs used in the above proof.
Example 3.7. Let G be the graph:
•
u
∞
// v
∞
??⑦⑦⑦⑦⑦⑦⑦
❅
❅❅
❅❅
❅❅
•
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The first step in the proof is to out-split G at v. This results in the graph Gos:
v1
f
// •
u ∞
//
∞
??⑧⑧⑧⑧⑧⑧⑧⑧
v0
∞
??       
❅
❅❅
❅❅
❅❅
❅
•
Then Corollary 3.2 is applied, yielding F :
v1
f
// •
u ∞
//
∞
??⑧⑧⑧⑧⑧⑧⑧⑧
∞
''
v0
∞
??       
❅
❅❅
❅❅
❅❅
❅
•
Which we finally out-amalgamate to Foa:
•
u ∞
//
∞
''
v
∞
??⑦⑦⑦⑦⑦⑦⑦
❅
❅❅
❅❅
❅❅
•
We see that Foa ∼= E.
We can now present the final version of our move.
Theorem 3.8. Let α = α1α2 · · ·αn be a path in a graph G. Let E be the graph
with vertex set G0, edge set
E1 = G1 ∪ {αm | m ∈ N},
and range and source maps that extend those of G and have rE(α
m) = rG(α)
and sE(α
m) = sG(α). If
|s−1G (sG(α1)) ∩ r
−1
G (rG(α1))| =∞,
then C∗(G) ∼= C∗(E).
Proof. Apply Lemma 3.6 a number of times (first adding edges, and then
taking away the unwanted ones). 
Corollary 3.9. If G is a graph with |G0| <∞, then C∗(G) ∼= C∗(tG).
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Proof. For any path α in an amplified graph, we have
|s−1G (sG(α1)) ∩ r
−1
G (rG(α1))| =∞,
so Theorem 3.8 applied a finite number of times proves the desired result. 
We may ask ourselves: How important is the requirement
|s−1G (sG(α1)) ∩ r
−1
G (rG(α1))| =∞,
in Theorem 3.8; in particular, can we replace it by simply requiring that there
are infinitely many paths from sG(α) to rG(α)? It turns out we cannot. Wit-
ness:
Example 3.10. Consider the graph G:
x u
∞oo // y
∞ // z .
There are infinitely many paths from u to z, so one might hope that C∗(G) is
isomorphic to the algebra of the graph E:
x u
∞oo
∞
77// y
∞ // z .
However, C∗(G) has seven ideals and C∗(E) only has six.
The problem in the graph above is that u is a breaking vertex for {x} in G
but not in E. Recall that a vertex is said (cp. [5]) to be breaking for a subset
H if it emits infinitely many edges to H , and a finite, positive number of edges
elsewhere. Assuming that no vertices are breaking in this way, more general
results are available, see Corollary 6.19.
4. The tempered primitive ideal space
In this section we introduce the invariant with which we shall work. To state
it in sufficient generality, we need a preliminary discussion about C∗-algebras
over X . Most of the facts given about C∗-algebras over X are taken from [19].
Let X be a topological space and let O(X) be the set of open subsets of X ,
partially ordered by set inclusion ⊆. A subset Y of X is called locally closed
if Y = U \ V where U, V ∈ O(X) and V ⊆ U . The set of all locally closed
subsets of X will be denoted by LC(X). The set of all connected, nonempty
locally closed subsets of X will be denoted by LC(X)∗.
The partially ordered set (O(X),⊆) is a complete lattice, that is, any subset
S of O(X) has both an infimum
∧
S and a supremum
∨
S. More precisely, for
any subset S of O(X),
∧
U∈S
U =
( ⋂
U∈S
U
)◦
and
∨
U∈S
U =
⋃
U∈S
U.
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For a C∗-algebra A the set of closed ideals of A, partially ordered by ⊆ is a
complete lattice. More precisely, for any set S of ideals,∧
I∈S
I =
⋂
I∈S
I and
∨
I∈S
I =
∑
I∈S
I.
Definition 4.1. Let A be a C∗-algebra. Let Prim(A) denote the primitive
ideal space of A, equipped with the usual hull-kernel topology, also called the
Jacobson topology.
LetX be a topological space. A C∗-algebra over X is a pair (A, ψ) consisting
of a C∗-algebra A and a continuous map ψ : Prim(A)→ X . A C∗-algebra over
X , (A, ψ), is separable if A is a separable C∗-algebra. We say that (A, ψ) is
tight if ψ is a homeomorphism.
We always identify O(Prim(A)) with the ideals in A using the lattice iso-
morphism
U 7→
⋂
p∈Prim(A)\U
p.
Let (A, ψ) be a C∗-algebra over X . Then we get a map ψ∗ : O(X) →
O(Prim(A)) defined by
U 7→ {p ∈ Prim(A) | ψ(p) ∈ U} = A[U ].
For Y = U \V ∈ LC(X), set A[Y ] = A[U ]/A[V ]. By Lemma 2.15 of [19], A[Y ]
does not depend on U and V .
Remark 4.2. By Example 2.16 of [19], if Prim(A) is finite, then for every
x ∈ Prim(A), {x} ∈ LC(Prim(A)) and A[{x}] is simple. Moreover, every
simple subquotient of A is of the form A[{x}] for some x ∈ Prim(A). To
shorten the notation, we set A[x] = A[{x}] for each x ∈ Prim(A).
Definition 4.3. Let A and B be C∗-algebras over X . A homomorphism
φ : A → B is X-equivariant if φ(A[U ]) ⊆ B[U ] for all U ∈ O(X). Hence,
for every Y = U \ V , φ induces a homomorphism φY : A[Y ] → B[Y ]. Let
C∗-alg(X) be the category whose objects are C∗-algebras over X and whose
morphisms are X-equivariant homomorphisms.
We can now define what we mean by ideal related K-theory. This has been
known as filtrated K-theory in [14, Def. 2.1].
Definition 4.4. Let A be a C∗-algebra over some finite set X . Whenever we
have open sets U ⊆ V ⊆W ⊆ X we have nested ideals A[U ] ⊳A[V ] ⊳A[W ] ⊳A.
Hence we get the following six-term sequence in K-theory
K0(A[V \ U ])
ι∗ // K0(A[W \ U ])
π∗ // K0(A[W \ V ])
δ

K1(A[W \ V ])
δ
OO
K1(A[W \ U ])π∗
oo K1(A[V \ U ])ι∗
oo
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The ideal related K-theory FKX is the collection of all the K-groups (with K0
ordered) that arise in this way together with all the bounding maps {ι∗, π∗, δ}.
Let B be another C∗-algebra over X and let ψ be a self-homeomorphism
of X . We say that FKX(A) ∼= FKX(B) if there exists group isomorphism
αU,V∗ : K∗(A[U \ V ]) → K∗(B[ψ(U \ V )]), preserving all the bounding maps
and such that αU,V0 is an order isomorphism.
If X = Prim(A), then we get all K-groups of all subquotients. In this case
we write FK instead of FKPrim(A).
In the case of a simple C∗-algebra A, FK(A) collapses to the standard triple
(K0(A),K
+
0 (A),K1(A)). If A has precisely one ideal, J say, FK(A) is just the
six-term exact sequence in K-theory coming from J֌ A։ A/J.
4.1. The Alexandrov Topology.
Definition 4.5. Let (X,≤) be a preordered set. A subset S ⊆ X is called
Alexandrov-open if S ∋ x ≤ y implies y ∈ S. The Alexandrov-open subsets
form a topology on X called the Alexandrov topology.
A subset of X is closed in the Alexandrov topology if and only if S ∋ x
and x ≥ y imply S ∋ y. It is locally closed if and only if it is convex, that
is, x ≤ y ≤ z and x, z ∈ S imply y ∈ S. In particular, singletons are locally
closed.
The specialization preorder for the Alexandrov topology is the given pre-
order. Moreover, a map (X,≤) → (Y,≤) is continuous for the Alexandrov
topology if and only if it is monotone. Thus we have identified the category of
preordered sets with monotone maps with a full subcategory of the category
of topological spaces.
It also follows that if a topological space carries an Alexandrov topology
for some preorder, then this preorder must be the specialization preorder. In
this case, we call the space an Alexandrov space or a finitely generated space.
The following theorem, [19, Cor. 2.33], provides an equivalent descriptions of
Alexandrov spaces.
Theorem 4.6. Any finite topological space is an Alexandrov space. Thus the
construction of Alexandrov topologies and specialization preorders provides a
bijection between preorders and topologies on a finite set.
Remark 4.7. A useful way to represent finite partially ordered sets is via
finite directed acyclic graphs.
To a partial order  on X , we associate the finite acyclic graph with vertex
set X and with an arrow x← y if and only if x ≺ y and there is no z ∈ X with
x ≺ z ≺ y. We can recover the partial order from this graph by letting x  y
if and only if the graph contains a directed path x← x1 ← · · · ← xn ← y.
4.2. Invariant for C∗-algebras over a finite topological space. Let X
and Y be topological spaces and let α : X → Y be a homeomorphism. We
shall also work with α : LC(X)→ LC(Y ), the induced set map, which will be
a well-defined bijection.
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Definition 4.8. Let A be a C∗-algebra over X . Then
(1) IX(A) is the ordered pair (X, τA), where τA : X → Z∪{−∞,∞} such that
τA(x) =
{
−rank(K0(A[x])) if K0(A[x])+ 6= K0(A[x]),
rank(K0(A[x])) if K0(A[x])+ = K0(A[x]).
(2) IX,Σ(A) is the ordered triple (X, τA, σA), where the ordered pair (X, τA)
equals IX(A) and σA : LC(X)→ {0, 1} such that
σA(Y ) =
{
1, if A[Y ] is unital,
0, otherwise.
If X = Prim(A), we set IPrim(A)(A) = Prim
τ (A) and IPrim(A),Σ(A) = Prim
τ
Σ
(A).
Let B be a C∗-algebra over Y .
(i) We say that IX(A) and IY (B) are isomorphic, denoted by IX(A) ∼=
IY (B), if there exists a homeomorphism α : X → Y such that τB◦α = τA.
(ii) We say that IX,Σ(A) and IY,Σ(B) are isomorphic, denoted by IX,Σ(A)
∼= IY,Σ(B), if there exists a homeomorphism α : X → Y such that τB◦α =
τA and σB ◦ α = σA.
If B is a C∗-algebra over X and α in (i) or (ii) is idX , then we write
IX(A) ≡ IX(B) and IX,Σ(A) ≡ IX,Σ(B).
5. Classification of amplified graph C∗-algebras with finitely
many vertices
In order to use our invariant we will need to study simple subquotients of
C∗(tG). We focus on a nice class of hereditary subsets.
Definition 5.1. If G is a graph we define a map ιG : G
0 → H(G) by
ιG(v) = {w ∈ G
0 | v ≥ w}.
By definition, we have u ≥ u for any vertex u ∈ G0. Hence u ∈ ιG(u)
for all vertices u. We claim that the sets ιG(v) are “special” in the lattice of
hereditary sets. More specifically:
Lemma 5.2. The following are equivalent for a set H ∈ H(G):
(i) There is an H0 ∈ H(G) such that H0 ( H and for every H1 ∈ H(G) we
have H1 ( H ⇒ H1 ⊆ H0. I.e. H contains a largest proper hereditary
subset.
(ii) H = ιG(u) for some u ∈ G
0.
Proof. First we show (i) ⇒ (ii): Suppose that u ∈ H \ H0. We claim that
for all v ∈ H , we must have u ≥ v. Since if u 6≥ v for some v ∈ H , then
ιG(u) ( H , but since u /∈ H0, we have ιG(u) 6⊆ H0. That is a contradiction,
so we must have u ≥ v for all v ∈ H . But then ιG(u) = H .
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We now show (ii)⇒ (i): Suppose H = ιG(u). Put
H0 =
⋃
{w∈H|w 6≥u}
ιG(w).
Note that H0 ( H . If H1 ( H , then no w ∈ H1 has a path to u. Thus
H1 =
⋃
w∈H1
ιG(w) ⊆
⋃
{w∈H|w 6≥u}
ιG(w) = H0. 
Corollary 5.3. If Φ : H(G)→ H(E) is a lattice isomorphism then
Φ(ιG(G
0)) = ιE(E
0).
Another important feature of the sets ιG(u) is that we can use them to get
simple subquotients of C∗(tG).
Definition 5.4. Let G = (G0, G1, sG, rG) be a graph. Put
〈u〉G = {v ∈ G
0 | ιG(v) = ιG(u)}.
Let
Gu = (〈u〉G, s
−1
G (〈u〉G) ∩ r
−1
G (〈u〉G), sG|〈u〉G , rG|〈u〉G).
Observe that if H0 is the largest proper hereditary subset of ιG(u), then
〈u〉 = {v ∈ G0 | u ≥ v and v ≥ u}
= ιG(u) \
⋃
v 6≥u
ιG(v)
= ιG(u) \
⋃
{v∈ιG(v)|v 6≥u}
ιG(v)
= ιG(u) \H0.
We have arranged that if u ∈ tG
0
and v ∈ Gu, then u ≤ v and v ≤ u. Thus
we get that C∗(Gu) as well as C
∗(tGu) are simple. We now also establish that
it is a simple subquotient (up to stable isomorphism).
Lemma 5.5. Let G be a graph. Let u ∈ tG
0
and let H0 be the largest proper
hereditary subset of H = ι
tG(u). We have
IH/IH0 ⊗K
∼= C∗(tGu)⊗K.
In particular |〈u〉| = rank(K0(IH/IH0)).
We are now ready to classify amplified graph algebras.
Proposition 5.6. Let G and E be graphs with finitely many vertices. If
Primτ (C∗(tG)) ∼= Primτ (C∗(tE)) then tG ∼= tE.
Proof. Suppose Primτ (C∗(tG)) ∼= Primτ (C∗(tE)). Then there exists a home-
omorphism φ : Prim(C∗(tG))→ Prim(C∗(tE)) such that
τC∗(tG) ◦ φ = τC∗(tE).
Mu¨nster Journal of Mathematics Vol. 5 (2012), 121–150
Amplified graph C∗-algebras 135
The homeomorphism induces a lattice isomorphism Φ : H(tG)→ H(tE).
We want to define a bijection ψ : tG
0
→ tE
0
such that Φ(ι
tG(u)) coincides
with ι
tE(φ(u)). Fix a vertex u ∈ tG
0
. By Corollary 5.3 there is at least one
vertex u˜ ∈ tE
0
such that Φ(ι
tG(u)) = ιtE(u˜). Using the fact that τC∗(tG)◦φ =
τC∗(tE), we will prove that the sets 〈u〉tG and 〈u˜〉tE are of the same size.
Indeed, considering first H = ι
tG(u), we note that by Lemma 5.2 it contains
a largest proper hereditary subset H0. Let xu ∈ Prim(C
∗(tG)) be the unique
element such that C∗(tG)[xu] = I
tG
H /I
tG
H0
. Note that by Lemma 5.5
|τC∗(tG)(xu)| = |rank(K0(C
∗(tG)[xu]))| = |rank(K0(I
tG
H /I
tG
H0 ))| = |〈u〉tG|.
Let F = ι
tE(u˜) and let F0 be the largest proper hereditary subset of F .
Note that since Φ is a lattice isomorphism and since H0 is the largest proper
hereditary subset of H = ι
tG(u), Φ(H0) is the largest proper hereditary subset
of Φ(H) = ι
tE(u˜). That is Φ(H0) = F0. Therefore, I
tE
F /I
tE
F0
= C∗(tE)[φ(xu)].
Computing as before, we then get
|〈u˜〉
tE | = |τC∗(tE)(φ(xu))| = |τC∗(tG)(xu)| = |〈u〉tG|.
Thus we can define a bijection ψ : tG
0
→ tE
0
that satisfies
Φ(ι
tG(u)) = ιtE(ψ(u)).
We claim that ψ can be used to construct a graph isomorphism. Since we
are dealing with amplifications of transitively closed graphs, all we need to
show is that if u, v ∈ tG
0
then u ≥ v if and only if ψ(u) ≥ ψ(v), and that there
is a simple loop based at u if and only if there is a simple loop based at ψ(u).
Suppose u 6= v. Then
u ≥ v ⇐⇒ ι
tG(u) ⊇ ιtG(v)
⇐⇒ Φ(ι
tG(u)) ⊇ Φ(ιtG(v))
⇐⇒ ι
tE(ψ(u)) ⊇ ιtE(ψ(v))
⇐⇒ ψ(u) ≥ ψ(v).
So we are left with checking the claim about simple loops. If |〈u〉| ≥ 2 then
there is some vertex w ∈ tG
0
such that w 6= u and u ≥ w ≥ u. So since tG
is transitively closed, there is a simple loop based at u. Since |〈u〉| = |〈ψ(u)〉|,
the same argument shows that there is a simple loop based at ψ(u).
We now consider the case |〈u〉| = 1. In this case C∗(tGu) is stably isomor-
phic to either O∞ or C depending on whether or not there is a simple loop
based at u. Similarly for C∗(tEψ(u)). Let xu ∈ Prim(C
∗(tG)) be the unique
element such that C∗(tG)[xu] = I
tG
H /I
tG
H0
. As before we see that
τC∗(tE)(φ(xu)) = τC∗(tG)(xu).
Hence the simple subquotients are either both stably isomorphic to O∞ or
both stably isomorphic to C (depending on the sign of τ). Therefore there is
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a simple loop based at u if and only if there is one based at ψ(u) if and only
if C∗(tGu) is stably isomorphic to O∞.
We can now extend ψ to an isomorphism between tG and tE. 
Theorem 5.7. Let G and F be graphs with finitely many vertices. The fol-
lowing are equivalent.
(i) tG ∼= tF .
(ii) C∗(tG) ∼= C∗(tF ).
(iii) C∗(G) ∼= C∗(F ).
(iv) C∗(G)⊗K ∼= C∗(F )⊗K.
(v) FK(C∗(G)) ∼= FK(C∗(F )).
(vi) Primτ (C∗(G)) ∼= Primτ (C∗(F )).
Proof. Clearly (i) =⇒ (ii). By Corollary 3.9, (ii) =⇒ (iii). The implica-
tions (iii) =⇒ (iv), (iv) =⇒ (v), and (v) =⇒ (vi) all hold for obvious
reasons. Finally the implication (vi) =⇒ (i) follows by first appealing to
Corollary 3.9 to see that
Primτ (C∗(tG)) ∼= Primτ (C∗(tF )),
and then applying Proposition 5.6. 
We can even do strong classification.
Lemma 5.8. Let G and F be graphs with finitely many vertices. If we are
given an isomorphism α : Primτ (C∗(tG))→ Primτ (C∗(tF )), then we can find
an isomorphism φ : C∗(tG)→ C∗(tF ) such that Primτ (φ) = α.
Proof. Let β : H(tG)→ H(tF ) denote the lattice isomorphism induced by α.
Recall from the proof of Proposition 5.6, that we can find a graph isomorphism
ψ : tG → tF , such that if u, v ∈ tG
0
then u ≥ v if and only if ψ(u) ≥ ψ(v).
Hence the lattice isomorphism from H(tG) to H(tF ) induced by ψ is the same
as β. Therefore the C∗-isomorphism induced by ψ will induce α. 
Proposition 5.9. Let G and F be graphs with finitely many vertices. If we
are given an isomorphism α : Primτ (C∗(G)) → Primτ (C∗(F )), then we can
find an isomorphism φ : C∗(G)→ C∗(F ) such that Primτ (φ) = α.
Proof. By Corollary 3.9 we can find ∗-isomorphisms
φ : C∗(G)→ C∗(tG) and ψ : C∗(F )→ C∗(tF ).
Let
β = Primτ (ψ) ◦ α ◦ Primτ (φ−1).
Then β is an isomorphism from Primτ (C∗(tG)) to Primτ (C∗(tF )). So by
Lemma 5.8 we can find a ∗-isomorphism χ : C∗(tG) → C∗(tF ) such that
Primτ (χ) = β. We now put
λ = ψ−1 ◦ χ ◦ φ.
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Note that λ is an isomorphism from C∗(G) to C∗(F ) and that
Primτ (λ) = Primτ (ψ−1) ◦ Primτ (χ) ◦ Primτ (φ) = Primτ (ψ−1) ◦ β ◦ Primτ (φ)
= Primτ (ψ−1) ◦ Primτ (ψ) ◦ α ◦ Primτ (φ−1) ◦ Primτ (φ) = α. 
Example 5.10. The graphs given by matrices
0 ∞ 0 0 0
∞ 0 ∞ 0 0
0 0 0 ∞ 0
0 0 0 0 ∞
0 0 0 0 ∞


∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ ∞ ∞
0 0 0 ∞ ∞
0 0 0 0 ∞
0 0 0 0 ∞

were considered and proved to give stably isomorphic C∗-algebras in [14]. We
now know that their algebras are in fact isomorphic. Note also that the second
graph is the transitive closure of the first; indeed examples of this type inspired
the results in the present paper.
6. Classification of C∗-algebras over X with free K-theory
In this section, we show that IX,Σ(−) is in fact a complete invariant for an
a priori much larger class of C∗-algebras, containing the class of C∗-algebras
associated to amplified graphs. We will use the generalized classification results
in this section to prove permanence properties in the next section.
Definition 6.1. Let C be the class of separable, nuclear, simple, purely infinite
C∗-algebras A satisfying the UCT such that K1(A) = 0 and K0(A) is free.
Let Cfree be the class of C
∗-algebras A such that
(1) Prim(A) is finite.
(2) For each x ∈ Prim(A), A[x] is in C or stably isomorphic to K.
(3) For each x ∈ Prim(A), if A[x] is unital, then there exists an isomorphism
K0(A[x]) ∼=
⊕
n Z such that [1A[x]] is sent to (1, λ).
Remark 6.2. Let A be a C∗-algebra in Cfree. Let x ∈ Prim(A). Suppose A[x]
is unital and not in C. Since A[x] is stably isomorphic to K, A[x] ∼= Mn for
some n ∈ N. Condition (3) implies that A[x] = C.
Proposition 6.3. Let A be a C∗-algebra with Prim(A) finite.
(1) A is in Cfree if and only if for each x ∈ Prim(A), A[x] is in Cfree.
(2) If A is in Cfree, then for each Y ∈ LC(Prim(A)), A[Y ] is in Cfree.
(3) If A is in Cfree, then A⊗K is in Cfree.
Proof. (1) is clear from Definition 6.1. We now prove (2). Suppose A is in
Cfree. Set X = Prim(A). Let Y ∈ LC(X). Then Y = U \ V with U, V ∈ O(X)
such that V ⊆ U . Note that B = A[Y ] is a tight C∗-algebra over Y . Since Y
is finite, Prim(B) is finite.
Since LC(Y ) ⊆ LC(X), we get that for each s ∈ Prim(B), B[s] ∼= A[xs]
where xs ∈ Y . Since A[xs] ∈ Cfree, B[s] ∈ Cfree. Thus, by (1), B ∈ Cfree.
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For (3), first note that Prim(A) is homeomorphic to Prim(A ⊗ K). So,
Prim(A ⊗ K) is finite. By Corollary 2.3 of [25], every quotient and ideal of a
stable C∗-algebra is stable. Thus, for every x ∈ X , we have that (A⊗K)[x] is
stable. Thus, (3) in Definition 6.1 is vacuously true. Note that for each x ∈ X ,
A[x] ⊗K ∼= (A ⊗K)[x]. Thus, Condition (2) in Definition 6.1 holds. We have
just shown that A⊗K ∈ Cfree. 
6.1. Singular graph C∗-algebras are in Cfree. We will now show that Cfree
actually contains the algebras we are interested in. In fact we will show that it
even contains the graph algebras of a larger class of graphs than the amplified
ones, namely the singular graphs with no breaking vertices. This will be done
in a sequence of small steps.
Lemma 6.4. Let G be a singular graph. If C∗(G) is simple then either G0 =
{v0} and G
1 = ∅ or G contains a cycle. In the case that G contains a cycle,
we have that G is strongly connected.
Proof. Suppose G contains no cycle. Let v0 ∈ G
0 be some vertex and define
H = {v ∈ G0 | v0 ≥ v} \ {v0}. Since there are no cycles in G, H is hereditary.
As C∗(G) is simple and H 6= G0 we must have that H is empty. Thus v0 is a
sink. In particular the set {v0} is nonempty and hereditary. Using again that
C∗(G) is simple we deduce that G0 = {v0}.
Suppose G contains a cycle. Since every vertex in G is singular, by Corollary
2.15 of [6], if v, w ∈ G0, then v ≥ w and w ≥ v. Hence, G is strongly
connected. 
Lemma 6.5. Let G be a singular graph such that C∗(G) is simple. Then
C∗(G) ∈ Cfree.
Proof. By Lemma 6.4 and [6], C∗(G) ∼= C or C∗(G) is purely infinite. By
Corollary 3.2 of [5] and Theorem 2.2 of [27], K0(C
∗(G)) ∼=
⊕
G0 Z via an
isomorphism that maps [1C∗(G)] to
⊕
G0 1, and K1(C
∗(G)) = 0. 
The following definition is useful when dealing with breaking vertices.
Definition 6.6. Let G be a graph and let H be a hereditary subset of G0.
Set
FH = {α ∈ G
∗ | sG(α) /∈ H , rG(α) ∈ H , and rG(αi) /∈ H for i < |α| }
We further let
HG
0
∅
= H ∪ FH and HG
1
∅
= s−1G (H) ∪ {α | α ∈ FH} .
with (s
HG∅)|s−1
G
(H) = (sG)|s−1
G
(H), sHG∅(α) = α, (rHG∅)|s−1
G
(H) = (rG)|s−1
G
(H),
r
HG∅(α) = r(α).
Lemma 6.7. Let G be a singular graph with finitely many vertices and no
breaking vertices. If H ⊆ G0 is hereditary then FH is either infinite or empty.
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Proof. Suppose FH is nonempty. Then there is some vertex v /∈ H such that
r(s−1(v)) ∩ H is nonempty. If r(s−1(v)) ∩ H is infinite then clearly FH is
infinite. So suppose r(s−1(v)) ∩H is a finite set. Since v is an infinite emitter
and G0 is finite there is some vertex u /∈ H that v emits infinitely to. Let
K = {w ∈ G0 | u ≥ w}. Clearly K is hereditary. As there are no breaking
vertices in G we must have that r(s−1(v)) ∩ H ⊆ K. Since neither v nor u
are in H there are infinitely many paths α such that s(α) = u, r(α) ∈ H , and
r(αi) /∈ H for i < |α|. Hence FH is infinite. 
Lemma 6.8. Let G be a singular graph with finitely many vertices and no
breaking vertices. Let H be a hereditary subset of G0 such that IH is simple.
Put E = (H, s−1(H), s|H , r|H). Either IH ∼= C
∗(E) or IH ∼= C
∗(E)⊗K.
Proof. By Lemma 6.7 FH is either infinite or empty. If it is empty then HG∅ ∼=
E and so IH ∼= C
∗(HG∅) ∼= C
∗(E).
If FH is infinite then since H is finite there must be some vertex in HG∅
that receives edges from infinitely many other vertices. So by Lemma 6.3 of
[15] IH is stable. Hence
IH ∼= IH ⊗K ∼= C
∗(E)⊗K. 
Lemma 6.9. Let G be a singular graph with finitely many vertices and no
breaking vertices. Let H ⊆ G0 be nonempty and hereditary. If IH is simple
then IH ∈ Cfree.
Proof. Put E = (H, s−1(H), s|H , r|H). Since G is singular so is E. Hence
Lemma 6.5 implies that C∗(E) is in Cfree. By Proposition 6.3 so is C
∗(E)⊗K.
Lemma 6.8 says that IH is isomorphic to either C
∗(E) or C∗(E) ⊗K, so it is
in Cfree. 
Proposition 6.10. If G is a singular graph with finitely many vertices and
no breaking vertices then C∗(G) ∈ Cfree.
Proof. Since G0 is finite we have that Prim(C∗(G)) is finite. By Proposition 6.3
it suffices to show that every simple subquotient of C∗(G) is in Cfree. A simple
subquotient is a simple ideal in a quotient. We have shown in Lemma 6.9 that
all simple ideals of singular graph algebras are in Cfree. Hence if we can show
that any quotient of C∗(G) is a singular graph algebra we will be done.
Suppose that H is a hereditary subset of G0. Define a graph G/H by
G/H = (G0 \ H, r−1(G0 \ H), r, s). We have that C∗(G)/IH ∼= C
∗(G/H).
Since there are no breaking vertices in G any vertex that maps infinitely into
H will also map infinitely to G0 \H , so G/H is singular and has no breaking
vertices. 
6.2. Classification of C∗-algebras in Cfree. We are now ready to prove that
IX,Σ(−) is a complete invariant for C
∗-algebras in Cfree, see Theorem 6.17.
Although the proof of Theorem 6.17 is quite technical, the techniques are
similar to that of the proof of Theorem 3.9 of [13].
The following definition is taken from [18, Def. 3.3].
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Definition 6.11. Let A and B be C∗-algebras such that A is unital. Let
H1(K0(A),K0(B)) be the subgroup of K0(B) consisting of all elements x ∈
K0(B) such that there exists a group homomorphism α : K0(A) → K0(B)
with α([1A]) = x.
Lemma 6.12. Let A be a unital C∗-algebra. If there exists a homomor-
phism β : K0(A) → Z such that β([1A]) = 1, then for any C
∗-algebra B,
H1(K0(A),K0(B)) = K0(B). Consequently, if K0(A) ∼= Z⊕G where the iso-
morphism sends [1A] to (1, x), then for any C
∗-algebra B, H1(K0(A),K0(B))
= K0(B).
Proof. Let x ∈ K0(B). Define γ : Z → K0(B) by γ(n) = nx. Then β ◦ γ is
homomorphism from K0(A) to K0(B) with (β ◦ γ)([1A]) = x. 
The following lemma is one of the key technical lemmas to prove our classifi-
cation result. It provides a way to get an isomorphism between two extensions
given that the ideals are isomorphic and the quotients are isomorphic. We
recall the notion of corona factorization property (cp. [20]): A is said to have it
when all the norm-full projections in M(A) are Murray-von Neumann equiva-
lent.
Lemma 6.13. For i = 1, 2, let ei : 0 // Ii // Ei
πi // Ai // 0
be full extensions. Suppose Ii is a stable C
∗-algebra satisfying the corona
factorization property. Suppose there exist an isomorphism φ0 : I1 → I2 and
an isomorphism φ2 : A1 → A2 such that KK (φ2)× [τe2 ] = [τe1 ]×KK (φ0).
(a) If e1 and e2 are nonunital extensions, then there exists an isomorphism
φ1 : E1 → E2 such that π2 ◦ φ1 = φ2 ◦ π1.
(b) If e1 and e2 are unital extensions and K0(A1) ∼= Z⊕G with [1A1 ] mapping
to (1, x), then there exists an isomorphism φ1 : E1 → E2 such that π2◦φ1 =
φ2 ◦ π1.
Proof. Since [τe1·φ0 ] = [τe1 ]×KK (φ0) = KK (φ2)× [τe2 ] = [τφ2·e2 ] in KK
1(A1,
I2), we have that [τe1·φ0 ] = [τφ2·e2 ].
Suppose e1 and e2 are nonunital extensions. Then τe1·φ0 and τφ2·e2 are
nonunital full extensions. Since I2 satisfies the corona factorization prop-
erty, by Theorem 3.2(2) of [20], there exists a unitary u in M(I2) such that
Ad(π(u)) ◦ τe1·φ0 = τφ2·e2 .
Suppose e1 and e2 are unital extensions with K0(A1) ∼= Z ⊕ G with [1A1 ]
mapping to (1, x). Then τe1·φ0 and τφ2·e2 are unital full extensions. By Theo-
rem 2.4 and Corollary 3.8 in [18] and Lemma 6.12, there exists a unitary u in
M(I2) such that Ad(π(u)) ◦ τe1·φ0 = τφ2·e2 .
In both cases, there exists u ∈ I2 such that Ad(π(u)) ◦ τe1·φ0 = τφ2·e2 .
Hence, the triple (Ad(u),Ad(u), idA1) is an isomorphism between e1 · φ0 and
φ2 · e2. Therefore, e1 is isomorphic to e2. 
Lemma 6.14. Let A and B be tight C∗-algebras over X. Let U ∈ O(X).
Suppose there exist three isomorphisms φ0 : A[U ] → B[U ], φ1 : A → B, and
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φ0 : A/A[U ]→ B/B[U ] such that
0 // A[U ]
ι1 //
φ0

A
π1 //
φ1

A/A[U ] //
φ2

0
0 // B[U ] ι2
// B π2
// B/B[U ] // 0
commutes. Then ϕ1 is an X-equivariant isomorphism if and only if ϕ0 is a
U -equivariant isomorphism and ϕ2 is an X \ U -equivariant isomorphism.
Proof. Suppose ϕ1 is an X-equivariant. Let V be an open subset of U . Then
V ∈ O(X) since U ∈ O(X). Hence, ϕ0(A[V ]) = ϕ1(A[V ]) = B[V ]. Hence, ϕ0
is a U -equivariant isomorphism.
Suppose Y ∈ O(X \ U). Then Y = V \ U where V ∈ O(X) and U ⊆ V .
Thus,
ϕ2((A/A[U ])[Y ]) = ϕ2(A[V ]/A[U ])
= π2(B[V ]) = B[V ]/B[U ] = (B/B[U ])[Y ].
Hence, φ2 is an X \ U -equivariant isomorphism.
Suppose ϕ0 is a U -equivariant isomorphism and ϕ2 is an X \U -equivariant
isomorphism. Let V ∈ O(X) such that V is not a subset of U . Then ϕ2(A[V ∪
U ]/A[U ]) = B[V ∪ U ]/B[U ]. Let V1 ∈ O(X) such that ϕ1(A[U ]) = B[V1].
Then
B[(V1 ∪ U) \ U ] = π2(B[V1]) = B[(V ∪ U) \ U ].
Hence,
V1 \ U = (V1 ∪ U) \ U = (V ∪ U) \ U = V \ U.
Also, note that
B[V1 ∩ U ] = B[V1] ∩B[U ] = φ1(A[V ] ∩ A[U ]) = φ1(A[V ∩ U ]) = B[V ∩ U ].
So, V1 ∩ U = V ∩ U . Therefore, V1 = V .
Suppose V ∈ O(X) such that V ⊆ U . Then V ∈ O(U). Hence, ϕ1(A[V ]) =
ϕ0(A[V ]) = B[V ]. Hence, ϕ1 is an X-equivariant isomorphism. 
Lemma 6.15. Let m ∈ N ∪ {∞}. Let x ∈
⊕m
i=1 Z be given. If x1 = 1 then
there exists an isomorphism α :
⊕m
i=1 Z→
⊕m
i=1 Z such that α((1, 0, . . . )) = x.
Proof. Suppose m ∈ N. Define γ = (γij) ∈ Mm(Z) as follows:
γi,j =

1, if i = j, 1 ≤ i ≤ m,
xi − 1, if j = i− 1, 2 ≤ i ≤ m,
0, otherwise.
Since γ is a lower triangular matrix with 1’s in the diagonal, we have that
det(γ) = 1. Hence, γ is invertible in Mm(Z). Therefore, γ :
⊕m
i=1 Z→
⊕m
i=1 Z
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is an isomorphism. Note that γ((1, 1, . . . , 1))i = xi for each i. Define δ =
(δij) ∈ Mm(Z) as follows:
δi,j =

1, if i = j, 1 ≤ i ≤ m,
−1, if j = i− 1, 2 ≤ i ≤ m,
0, otherwise.
Since δ is a lower triangular matrix with 1’s in the diagonal, we have that
det(δ) = 1. Whence, δ is invertible in Mm(Z). So δ :
⊕m
i=1 Z→
⊕m
i=1 Z is an
isomorphism with δ((1, 1, . . . , 1)) = (1, 0, . . . , 0).
Set α = γ ◦ δ−1. Then α :
⊕m
i=1 Z→
⊕m
i=1 Z is an isomorphism such that
α((1, 0, . . . , 0)) = γ(δ−1((1, 0, . . . , 0))) = γ((1, 1, . . . , 1)) = x.
Suppose m = ∞. Then x = (x1, x2, . . . , xn, 0, 0 . . . ). From the finite case,
there exists an isomorphism αn :
⊕n
i=1 Z→
⊕n
i=1 Z such that αn((1, 0, . . . , 0))
= (x1, x2, . . . , xn). Define α :
⊕∞
i=1 Z→
⊕∞
i=1 Z by
α((y1, y2, . . . )) = (αn((y1, . . . , yn)), yn+1, yn+2, . . . )
Since αn is an isomorphism, we have that α is an isomorphism. Moreover,
α(1) = (αn((1, 0, . . . , 0)), 0, 0, . . . ) = x
as required. 
Lemma 6.16. Suppose A and B are C∗-algebras in Cfree. Then Prim
τ,Σ(A) ∼=
Primτ,Σ(B) implies that A[x] ∼= B[α(x)] for all x ∈ Prim(A), when we let
α : Prim(A) → Prim(B) denote the homeomorphism implementing the iso-
morphism Primτ,Σ(A) ∼= Primτ,Σ(B).
Proof. Let x ∈ Prim(A). Since τA = τB◦α, we have thatK0(A[x]) ∼= K0(B[x])
and that A[x] and B[α(x)] are either both AF algebras or both purely infinite.
Since σA = σB ◦ α, we have that A[x] and B[α(x)] are either both stable or
both unital.
Suppose A[x] and B[α(x)] are AF algebras. Then A[x] ∼= K ∼= B[α(x)] or
A[x] ∼= C ∼= B[α(x)].
Suppose A[x] and B[α(x)] are purely infinite simple. Since K0(A[x]) ∼=
K0(B[α(x)]), by [17] we have that A[x]⊗K ∼= B[α(x)]⊗K. Thus, if A[x] and
B[α(x)] are stable, A[x] ∼= B[α(x)].
We now consider the case where A[x] andB[α(x)] are unital. ThenK0(A[x])
∼= ⊕nk=1Z such that the isomorphism sends [1A[x]] to (1, yA) with yA ∈ ⊕
n
k=2Z
and K0(B[α(x)]) ∼= ⊕
n
k=1Z such that the isomorphism sends [1B[α(x)]] to
(1, yB) with yB ∈ ⊕
n
k=2Z. From Lemma 6.15 we get automorphisms α and β
on ⊕nk=1Z such that
α(1, 0, . . . , 0) = (1, yA), and β(1, 0, . . . , 0) = (1, yB).
Let γ = β ◦ α−1. Then γ is an automorphism of ⊕nk=1Z which takes (1, yA) to
(1, yB). Thus, by [17], A[x] ∼= B[α(x)]. 
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Theorem 6.17. Let X be a finite topological space and let A1 and A2 be
tight C∗-algebras over X. Suppose A1 and A2 are in Cfree. There exists an
X-equivariant isomorphism ϕ : A1 → A2 if and only if IX,Σ(A1) ≡ IX,Σ(A2).
Consequently, there exists an X-equivariant isomorphism ϕ : A1⊗K→ A2⊗K
if and only if IX(A1) ≡ IX(A2).
Proof. It is clear that if there exists an X-equivariant isomorphism ϕ : A1 →
A2, then IX,Σ(A1) ≡ IX,Σ(A2).
For the converse, we proceed by induction on X . Suppose X has one point.
Then A1 and A2 are simple C
∗-algebras. Suppose IX,Σ(A1) ≡ IX,Σ(A2). By
Lemma 6.16, A1 ∼= A2.
Suppose the theorem is true for any finite topological space with less than
or equal to m−1 elements, and that X is a finite topological space with m ele-
ments. Suppose α : IX,Σ(A1) ≡ IX,Σ(A2). Note that if X is disconnected then
A1 and A2 are isomorphic to the direct sum of C
∗-algebras with primitive ideal
space less than m. Hence, the result follows from our inductive hypothesis. So,
we may assume that X is connected.
We claim that for every V ∈ O(X) with V 6= ∅, there exists an (X \ V )-
equivariant isomorphism from A1[X \ V ] to A2[X \ V ]. Let V ∈ O(X) with
V 6= ∅. Set Y = X \ V ∈ LC(X). Then Z ∈ LC(Y ) if and only if Z ∈ LC(X)
and Z ⊆ Y . Hence, α induces αY : IY,Σ(A1[Y ]) ≡ IY,Σ(A2[Y ]). Since |Y | ≤
m − 1, there exists a Y -equivariant isomorphism from A1[Y ] to A2[Y ]. We
have just proved the claim.
Let I1j , I
2
j , . . . , I
n
j be the minimal ideals of Aj. Let ai ∈ X such that I
i
j =
Aj [ai]. Set Ij =
∑n
i=1 I
i
j . Note that U = {a1, . . . , an} ∈ O(X) such that
Ij = Aj[U ] . Since X is connected, A1[ai] and A2[ai] are stable C
∗-algebras
and hence, A1[U ] and A2[U ] are stable C
∗-algebras.
Let for j ∈ {1, 2} ej : 0→ Ij → Aj → Aj/Ij → 0. Suppose |U | = 1. Then
e1 and e2 are full extensions. Since Aj/Ij are tight C
∗-algebras over X \ U
and |X \ U | = m − 1, by the above claim, there exists an X \ U -equivariant
isomorphism β : A1/I1 → A2/I2. Also, there exists an isomorphism θ : I1 →
I2. Since KK
1(A1/I1, I2) = 0, we have that KK (β)×[τe2 ] = [τe1 ]×KK (θ) = 0.
Since σA1 = σA2 , we have that A1 and A2 are both unital or both nonunital.
Hence, by Lemma 6.13, there exists an isomorphism φ : A1 → A2 such that
π2 ◦ φ = β ◦ π1. Since β is an X \ U -equivariant isomorphism and θ is a U -
equivariant isomorphism, by Lemma 6.14, φ is an X-equivariant isomorphism.
Suppose |U | ≥ 2. Set Iˆkj =
∑k−1
i=1 I
i
j +
∑n
i=j+1 I
i
j . Let π1,k : Ij → I
k
j be
the natural projections. Note that there exist extensions ej,k : 0 → I
k
j →
Aj/Iˆ
k
j → Aj/Ij → 0 such that
0 // Ij //
πj,k

Aj //

Aj/Ij // 0
0 // Ikj // Aj/Iˆ
k
j
// Aj/Ij // 0
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By Theorem 2.2 of [8], πj,k ◦ τej = τej,k .
We claim that there exists Uk ∈ O(X) such that U ⊆ Uk and Aj [Uk \ U ] =
ker(τej,k). Note that Aj/Iˆ
k
j are tight C
∗-algebras over Yk = (X \ U) ∪ {ak}.
Moreover, Aj/Iˆ
k
j are in Cfree.
Set Akj = Aj/Iˆ
k
j . Since |Yk| ≤ m− 1, there exists a Yk-equivariant isomor-
phism ψ : Ak1 → A
k
2 . Hence, by Theorem 2.2 of [8], ψ induces isomorphisms
ψX\U : A1/I1 → A2/I2 and ψ{ak} : Ik → I
k
2 such that the diagram
A1/I1
τe
1,k //
ψX\U

Q(Ik1)
ψ{ak}

A2/I2 τe
2,k
// Q(Ik2)
is commutative. Since the vertical maps are isomorphism, ψX\U (ker(τe1,k)) =
ker(τe2,k). Let Uk ∈ O(X) such that U ⊆ Uk and A1[Uk \U ] = ker(τe1,k). Since
ψ is a Yk-equivariant isomorphism, ψX\U (A[Uk \ U ]) = A2[Uk \ U ]. Hence,
ker(τe2,k) = A2[Uk \ U ].
Note that A1/I1 and A2/I2 are tight C
∗-algebras over X \ U . Moreover,
A1/I1 and A2/I2 are in Cfree. Since |X \ U | ≤ m − 1, there exists an X \ U -
equivariant isomorphism β : A1/I1 → A2/I2.
Note that there exist injective homomorphisms τ ej,k : (Aj/Ij)/ ker(τej,k)→
Q(Ikj ) such that the diagrams
Aj/Ij
τej,k //

Q(Ikj )
(Aj/Ij)/ ker(τej,k)
τej,k
77♦♦♦♦♦♦♦♦♦♦♦♦
are commutative.
Since β is anX\U -equivariant isomorphism and since ker[τej,k ] = Aj [Uk\U ],
the map βX\Uk : (A1/I1)/ ker(τe1,k) → (A2/I2)/ ker(τe2,k) is an isomorphism.
Note that there exists an isomorphism φk : I
k
1 → I
k
2 . Since
KK 1((A1/I1)/ ker(τe1,k), I
k
2) = 0,
we have that
[τ e2,k ◦ βX\Uk ] = [φk ◦ τ e1,k ].
Since τ e2,k◦βX\Uk and φk◦τ e1,k are essential extensions, they are full extensions
since Ik2 is isomorphic to K or a stable purely infinite simple C
∗-algebra.
Since A1 and A2 are in Cfree and since σA1 = σA2 , we have that either
τ e1,k and τ e2,k are both nonunital extensions or they are both unital exten-
sions. In the unital extension case, K0((A/I)/ ker(τe1,k))
∼=
⊕
I Z such that
[1(A/I)/ ker(τe
1,k
)] is mapped to (1, x). Hence, by Theorem 2.4 and Corollary
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3.8 of [18] and Lemma 6.12, there exists a unitary uk ∈M(I
k
2) such that
Ad(uk) ◦ φk ◦ τ e1,k = τ e2,k ◦ βX\Uk .
Since β(ker(τe1,k)) = ker(τe2,k) and since the diagram
0 // ker(τe1,k) //
β

A1/I1 //
β

(A1/I1)/ ker(τe1,k)
//
βX\Uk

0
0 // ker(τe2,k) // A2/I2 // (A2/I2)/ ker(τe2,k) // 0
is commutative,
Ad(uk) ◦ φk ◦ π1,k ◦ τe1 = Ad(uk) ◦ φk ◦ τe1,k
= τe2,k ◦ β
= π2,k ◦ τe2 ◦ β.
Define θ : I1 → I2 by θ(
∑n
i=1 xi) =
∑n
i=1Ad(uk) ◦ φk(xk). Since we have
Iki ∩ I
ℓ
i = 0 for k 6= ℓ, θ is an U -equivariant isomorphism such that
π2,k ◦ θ ◦ τe1 = Ad(uk) ◦ φk ◦ π1,k ◦ τe1
= π2,k ◦ τe2 ◦ β.
Hence, θ ◦ τe1 = τe2 ◦ β. By Theorem 2.2 of [8], there exists an isomorphism
λ : A1 → A2 such that
0 // I1 //
θ

A1 //
λ

A1/I1 //
β

0
0 // I2 // A2 // A2/I2 // 0
By Lemma 6.14, λ is an X-equivariant isomorphism. 
Corollary 6.18. Let A and B be in Cfree. Then
(i) A ∼= B if and only if Primτ,Σ(A) ∼= Primτ,Σ(B).
(ii) A⊗K ∼= B⊗K if and only if Primτ (A) ∼= Primτ (B).
Proof. Set X = Prim(A) and Y = Prim(B). We first prove (i). Suppose
Primτ,Σ(A) ∼= Primτ,Σ(B), then there exists a homeomorphism α : X → Y
such that
τA = τB ◦ α and σA = σB ◦ α.
Define a C∗-algebra C overX by C[Y ] = B[α(Y )] for each Y ∈ LC(X). Then C
is a tight C∗-algebra over X . By construction, C ∼= B and IX,Σ(C) ≡ IX,Σ(A).
Therefore, by Theorem 6.17, C ∼= A. Hence, A ∼= B.
(ii) follows from (i) since σA = 0 = σB. 
Corollary 6.19. Let G be a singular graph with finitely many vertices and no
breaking vertices. Then C∗(G) ∼= C∗(G).
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Proof. By Proposition 6.10 C∗(G) is in Cfree. One can easily check that since
G has no breaking vertices the ideal spaces of C∗(G) and C∗(tG) are the same.
Likewise for the K-groups. Therefore Primτ,Σ(C∗(G)) ∼= Primτ,Σ(C∗(G)) and
so C∗(G) ∼= C∗(G) ∼= C∗(tG). 
It turns out that if we restrict our category to unital C∗-algebras in Cfree,
then already Primτ (·) is a classification functor. To do this we need the fol-
lowing lemma.
Lemma 6.20. Let A and B be unital C∗-algebras such that Prim(A) and
Prim(B) are finite. Suppose there exists a homeomorphism α : Prim(A) →
Prim(B). Then for each Y ∈ LC(Prim(A)), A[Y ] is unital if and only if
B[α(Y )] is unital.
Proof. Set X = Prim(A) and Y = Prim(B). Let U, V ∈ O(X) such that
U ⊆ V and β : X → Y be the homeomorphism given by α. Set W = V \ U ,
Z = X \ U , S = X \ V .
Suppose A[W ] is unital. Since A[W ] is unital, W and S are both open and
closed subsets of Z. Moreover, Z is homeomorphic to W ⊔ S. Since α is a
homeomorphism, α(W ) and α(S) are both open and closed subsets of α(Z) =
Y \α(U) and α(Z) is homeomorphic to α(W )⊔ α(S). Thus, A[W ] = A[Z \ S]
and B[α(W )] = B[α(Z) \ α(S)]. Since B[α(Z)] is unital, B[α(Z) \ α(S)] is
unital. Hence, B[α(W )] is unital.
A similar argument shows that ifB[β(W )] is unital, then A[W ] is unital. 
Theorem 6.21. Let A and B be unital C∗-algebras in Cfree. Suppose that
Primτ (A) ∼= Primτ (B). Then A ∼= B.
Proof. Let α : Prim(A)→ Prim(B) be a homeomorphism such that
τA = τB ◦ α.
Let x ∈ Prim(A). By Lemma 6.20, we have that A[Y ] is unital if and only if
B[α(Y )] is unital for all Y ∈ LC(Prim(A)). Therefore,
τA = τB ◦ α.
Thus, we have that Primτ,Σ(A) ∼= Primτ,Σ(B). By Corollary 6.18, A ∼= B. 
7. Range of the invariant and permanence properties
We saw in Section 5 that Primτ (·) is a classification functor for the class of
graph C∗-algebras associated to amplified graphs with finitely many vertices.
In fact, we showed in Proposition 5.9 that Primτ (·) is a strong classification
functor. We now determine the range of Primτ (·).
Let G be a finite graph. By Proposition 6.10, C∗(G) ∈ Cfree. Hence, X =
Prim(C∗(G)) is finite and for each x ∈ X , τC∗(G)(x) ∈ N when K0(C
∗(G)[x])+
= K0(C
∗(G)[x]) and τC∗(G)(x) = −1 when K0(C
∗(G)[x])+ 6= K0(C
∗(G)[x]).
We will show in this section that this is the only obstruction for the range of
Primτ (·).
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Lemma 7.1. Let (X,) be a finite partially ordered set and let F be the
acyclic graph representing (X,) described in Section 4.1. Let F op be the graph
obtained from F by reversing the arrows of F . Then Prim(C∗(F op)) ∼= X.
Proof. It is clear that H is a hereditary subset of F op
0
if and only if H is
open in X . Since F op is a singular graph with no breaking vertices, we have
Prim(C∗(F op)) ∼= X . 
Lemma 7.2. Let G be a finitely generated free abelian group. Then there
exists a strongly connected finite graph E such that C∗(E) is a purely infinite
simple C∗-algebra, |E
0
| = rank(G), and
(K0(C
∗(E)),K0(C
∗(E))+) ∼= (G,G).
Proof. Set m = rank(G). Define E by E0 = {v1, v2, . . . , vm},
E1 = {e(v, w) | v, w ∈ {v1, v2, . . . , vm}} ,
sF (e(v, w)) = v and rF (e(v, w)) = w. It is clear that E is strongly connected.
Since E contains a cycle, C∗(E) is purely infinite and by Corollary 3.2 of [5]
and Theorem 2.2 of [27], K0(C
∗(E)) ∼=
⊕
v∈E
0 Z ∼= G. Since C∗(E) is purely
infinite,
(K0(C
∗(E)),K0(C
∗(E))+) ∼= (G,G). 
Theorem 7.3. Let X be a finite topological space and let f : X → {−1} ∪ N
be a function. Then there exist a finite graph G and a homeomorphism α :
Prim(C∗(G))→ X such that
f ◦ α = τC∗(G).
Proof. By Lemma 7.1, there exists a finite graphH0 such that Prim(C
∗(H0)) ∼=
X and H0
0
= X . Set H = H0. Let v be H
0. If f(v) > 0, then by Lemma 7.2,
there exists a strongly connected singular graph Ev with finitely many vertices
and no breaking vertices such that rank(K0(C
∗(Ev))) = f(v) and C
∗(Ev) is a
purely infinite simple C∗-algebra. If f(v) < 0, set Ev = {v}.
For each v ∈ H0, let wv be an element of E
0
v . Define E with E
0 =
⋃
v∈H0 E
0
v ,
E1 =
( ⋃
v∈H0
E1v
)
∪ {e(wv, wz)
n | n ∈ N, ∃ edge in H from v to w} ,
sE |Ev = sEv , sE(e(wv, wz)
n) = wv, rE |Ev = rEv , and rE(e(wv, wz)
n) = wz.
Then E ∼= G for some finite graph G.
Define β : O(X) → H(E) by β(U) = ∪v∈UE
0
v . By the construction of E,
we have that β is a lattice isomorphism. Thus, β induces a homeomorphism
β˜ : X → Prim(C∗(E)) such that C∗(E)[β˜(v)] ∼= C∗(Ev). Set α = β˜
−1. Then
α is a homeomorphism. Let x ∈ Prim(C∗(E)) and let v = α(x). Thus,
C∗(E)[x] = C∗(E)[β˜(v)] ∼= C∗(Ev).
Hence, f ◦ α = τC∗(E). 
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As a consequence of the above theorem and our general classification result
(Proposition 6.10 and Theorem 6.21), we have that every unital C∗-algebra in
Cfree with finitely generated K-theory is isomorphic to C
∗(G) for some finite
graph G.
Corollary 7.4. Let A be a unital C∗-algebra in Cfree with K0(A) finitely gen-
erated. Then there exists a finite graph G such that A ∼= C∗(G).
Proof. Note that Prim(A) is finite. Since A is finitely generated and
K0(A) ∼=
⊕
x∈Prim(A)
K0(A[x]),
K0(A[x]) is finitely generated for all x ∈ Prim(A). Thus τA(x) ∈ {−1}∪N. By
Theorem 7.3, there exists a finite graph G such that I(A) ∼= I(C∗(G)). Hence,
by Proposition 6.10 and Theorem 6.21, A ∼= C∗(G). 
Using our general classification result and our range result, we can achieve
a permanence result for extensions of graph algebras associated to amplified
graphs.
Corollary 7.5. Let G1 and G2 be finite graphs. If A is a unital C
∗-algebra
and A fits into the following exact sequence
0→ C∗(G1)⊗K→ A→ C
∗(G2)→ 0
then A ∈ Cfree. Consequently, there exists a finite graph G such that A ∼=
C∗(G).
Proof. Note that by Proposition 6.10 and Proposition 6.3, C∗(G1) ⊗ K and
C∗(G2) are elements of Cfree.
SetX = Prim(A). Let U be an open subset ofX such that A[U ] ∼= C∗(G1)⊗
K and A[X \ U ] ∼= C∗(G2). Set Y = X \ U . Since Prim(C
∗(Gi)) is finite, U
and Y are finite. Hence, X is finite.
Since A[U ] is a tight C∗-algebra over U and A[Y ] is a tight C∗-algebra over
X , there exist homeomorphisms
βU : Prim(C
∗(G1)⊗K)→ U βY : Prim(C
∗(G2))→ Y.
Let x ∈ Prim(A). Then x ∈ U or x ∈ X \ U . If x ∈ U , then A[x] ∼=
(C∗(G1)⊗K)[β
−1
U (x)] and if x ∈ X\U , then A[x]
∼= C∗(G1)[β
−1
Y (x)]. Hence, by
Proposition 6.3, A[x] are elements of Cfree. Thus, by Proposition 6.3, A ∈ Cfree.
The last part of the statement follows from Corollary 7.4 since K0(A) ∼=
K0(C
∗(G1))⊕K0(C
∗(G2)) which implies K0(A) is finitely generated. 
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