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Resumen
La Comprensio´n de Programas es un a´rea de la In-
genier´ıa de Software cuyo objetivo principal es desa-
rrollar me´todos, te´cnicas y herramientas que faciliten
al programador el entendimiento de las funcionali-
dades de los sistemas de software. Una forma de al-
canzar este objetivo consiste en relacionar el Domino
del Problema, es decir la salida del sistema, con el
dominio del programa, o sea con las partes del pro-
grama utilizadas para generar la salida del sistema.
La construccio´n de esta relacio´n representa el prin-
cipal desaf´ıo en el contexto de la Comprensio´n de
Programas. Una solucio´n posible al desaf´ıo previa-
mente mencionado consiste en construir una repre-
sentacio´n para cada dominio y luego vincular ambas
representaciones. La representacio´n de ambos domi-
nios se construye en base a la informacio´n, esta´tica y
dina´mica, que se extrae de los mismos. La estrategia
de vinculacio´n usa esa informacio´n para construir un
mapeo entre los elementos de ambos dominios. La in-
formacio´n esta´tica se extrae desde el co´digo fuente del
sistema usando te´cnicas de compilacio´n. La informa-
cio´n dina´mica requiere que el sistema sea modificado
sin cambiar su sema´ntica y luego ejecutado.
En este art´ıculo se presenta una l´ınea de investi-
gacio´n que se centra en el estudio, creacio´n e imple-
mentacio´n de te´cnicas de extraccio´n de la informacio´n
esta´tica desde los sistemas de software. Esta informa-
cio´n puede ser estrictamente relacionada con el co´digo
del programa, o bien con la informacio´n informal pro-
vista por los programadores a trave´s de comentarios,
literales y documentacio´n.
Palabras clave: Comprensio´n de Programas, Ex-
traccio´n de Informacio´n Esta´tica, Procesamiento de
Lenguaje Natural.
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1. Contexto
La l´ınea de investigacio´n descrita en este art´ıculo
se encuentra enmarcada en el contexto del proyecto:
Ingenier´ıa del Software: Conceptos Me´todos Te´cni-
cas y Herramientas en un Contexto de Ingenier´ıa de
Software en Evolucio´n de la Universidad Nacional de
San Luis. Dicho proyecto, es reconocido por el pro-
grama de incentivos y es la continuacio´n de diferentes
proyectos de investigacio´n de gran e´xito a nivel na-
cional e internacional.
Tambie´n se forma parte del proyecto bilateral en-
tre la Universidade do Minho (Portugal) y la Uni-
versidad Nacional de San Luis (Argentina) denom-
inado Quixote: Desarrollo de Modelos del Dominio
del Problema para Inter-relacionar las Vistas Com-
portamental y Operacional de Sistemas de Software.
Quixote1 fue aprobado por el Ministerio de Cien-
cia, Tecnolog´ıa e Innovacio´n Productiva de la Nacio´n
(MINCyT) y la Fundac¸a˜o para a Cieˆncia e Tecnolog´ıa
(FCT) de Portugal. Ambos entes soportan econo´mi-
camente la realizacio´n de diferentes misiones de in-
vestigacio´n desde Argentina a Portugal y viceversa.
2. Introduccio´n
Uno de los principales problemas al que se ven en-
frentados los desarrolladores de software es mantener
los sistemas en buen funcionamiento [14]. Esta tarea
es imposible de llevar a cabo de forma manual debido
a que consume muchos costos y esfuerzo humano.
Por esta razo´n, existe una suba´rea de la Ingenier´ıa
de Software que se encuentra dedicada al desarrollo
de te´cnicas de inspeccio´n y comprensio´n de software.
Esta a´rea tiene como principal objetivo que el desar-
rollador logre un entendimiento acabado del software
de estudio de forma tal de poder modificarlo disminu-
yendo en lo posible la gran mayor´ıa de costos [1]. Esta
a´rea se conoce en la jerga de la Ingenier´ıa de Software
como: Comprensio´n de Programas.
Uno de los principales desaf´ıos en Comprensio´n de
Programas consiste en relacionar dos dominios muy
importantes. El primero, el Dominio del Problema,
hace referencia a la salida producida por el sistema
1http://www3.di.uminho.pt/ gepl/
de estudio. El segundo, el Dominio del Programa, se
refiere a las componentes de software utilizadas para
producir dicha salida.
Una de los caminos ma´s apropiados para facilitar la
comprensio´n de software consiste en el uso/creacio´n
de Herramientas de Comprensio´n. Una Herramien-
ta de Compresio´n presenta diferentes perspectivas
del software que posibilitan que el ingeniero pueda
percibir el funcionamiento del sistema. Para construir
herramientas de comprensio´n, se deben tener en cuen-
ta tres pilares importantes, ellos son: Interconexio´n
de Dominios, Visualizacio´n de Software y Extraccio´n
de la Informacio´n [12, 3].
La Interconexio´n de Dominios [1] tiene como prin-
cipal objeto de estudio la transformacio´n y vincu-
lacio´n de un dominio espec´ıfico en otro dominio. Este
u´ltimo dominio puede estar en un alto o bajo niv-
el de abstraccio´n. El punto importante es que cada
componente de un dominio se vea reflejado en una
o ma´s componentes del otro y viceversa. A modo de
ejemplo, se puede mencionar la transformacio´n de un
co´digo fuente (Dominio del Programa) en un Grafo
de Llamadas a Funciones (Dominio de Grafos). En
este contexto existe una amplia gama de transfor-
maciones siendo la ma´s escasa y dif´ıcil de conseguir
aquella que relaciona el Dominio del Problema con el
Dominio del Programa.
La Visualizacio´n de Software [1] tiene como final-
idad proveer una o varias representaciones visuales
del sistema bajo estudio. Para alcanzar este objetivo,
se utilizan diferentes te´cnicas de construccio´n de vis-
tas o perspectivas de software. Dichas vistas, cuando
esta´n bien elaboradas, permiten analizar y percibir la
informacio´n extra´ıda desde un programa con mayor
facilidad.
Por Extraccio´n de la Informacio´n se entiende el
uso/desarrollo de te´cnicas que permitan extraer in-
formacio´n desde el sistema de estudio. Esta informa-
cio´n puede ser: Esta´tica o Dina´mica, dependiendo de
las necesidades del ingeniero de software o del equipo
de trabajo.
Para la extraccio´n de la informacio´n esta´tica se
utilizan te´cnicas de compilacio´n tradicionales, que se
encargan de recuperar informacio´n de cada compo-
nente del sistema. Todas las actividades que forman
parte de esta tarea se realizan desde el co´digo fuente
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sin ejecutar el sistema. Generalmente, en este tipo
de trabajos se construye un analizador sinta´ctico con
las acciones sema´nticas necesarias para extraer la in-
formacio´n requerida. En cambio para la extraccio´n
dina´mica la informacio´n del sistema se obtiene apli-
cando te´cnicas de instrumentacio´n de co´digo. La Ins-
trumentacio´n de Co´digo consiste en insertar senten-
cias dentro del co´digo fuente del sistema con el fin de
recuperar las partes del programa que se utilizaron
para producir la salida. Esta´ dema´s decir que, a dife-
rencia de las te´cnicas de extraccio´n de la informacio´n
esta´tica, las te´cnicas de recuperacio´n de la informa-
cio´n dina´mica requieren que el sistema se ejecute.
Los pa´rrafos precedentes permiten percibir la im-
portancia de las te´cnicas de extraccio´n de la in-
formacio´n. Sin ellas no ser´ıa posible la construc-
cio´n de visualizaciones y te´cnicas de interconexio´n
de dominios[1]. Por esta razo´n, en este art´ıculo se
describe una l´ınea de investigacio´n que tiene como
principal foco de estudio el ana´lisis, la creacio´n y
elaboracio´n de te´cnicas de extraccio´n de la informa-
cio´n esta´tica de los sistemas de software. Particular-
mente, se hace e´nfasis en la extraccio´n de informa-
cio´n esta´tica que facilite la creacio´n de estrategias
que permitan relacionar el Dominio del Problema con
el Dominio del Programa. Finalmente, es importante
mencionar que la informacio´n dina´mica es tan impor-
tante como la informacio´n esta´tica, sin embargo su
extraccio´n requiere del estudio de otro tipo de aprox-
imaciones que conforman en s´ı otra l´ınea de investi-
gacio´n.
El art´ıculo esta´ organizado de la siguiente man-
era. La seccio´n 3 detalla la l´ınea de investigacio´n
que se desarrolla en el proyecto. La seccio´n 4 explica
sinte´ticamente los resultados obtenidos/esperados en
los temas introducidos previamente. Finalmente, la
seccio´n 5 describe la formacio´n de recursos humanos
que se utilizan en el proyecto de investigacio´n.
3. L´ıneas de Investigacio´n y
Desarrollo
En CP es fundamental la extraccio´n de informacio´n
esta´tica y dina´mica. La primera es importante porque
la informacio´n recaudada permite que las herramien-
tas de comprensio´n detecten errores lexicogra´ficos,
sinta´cticos, sema´nticos, relaciones entre las compo-
nentes del sistemas, entre otras tantas posibilidades
[13, 2]. La segunda determina en tiempo de ejecucio´n
el comportamiento de los distintos componentes de
un programa ( variables , me´todos, clases, etc ).
La informacio´n esta´tica puede ser recolectada
sin ejecutar el sistema usando te´cnicas de compi-
lacio´n tradicionales. Dichas te´cnicas permiten cap-
turar nombres de variables, tipos de las variables, los
me´todos de un programa orientado a objeto, las vari-
ables locales a un me´todo, etc. Actualmente, existen
muchas herramientas de comprensio´n que basan sus
ana´lisis en la construccio´n de estructuras que con-
tienen la informacio´n mencionada previamente. Sin
embargo, a trave´s del estudio del estado del arte, se
pudo detectar que son pocas las estrate´gias de ana´li-
sis esta´tico que analizan la informacio´n informal que
se encuentra disponible en el co´digo fuente, por in-
formacio´n informal se entiende aquella contenida en
los: identificadores, comentarios de los mo´dulos, co-
mentarios de las funciones, etc. Esto se debe a que
dicha informacio´n se encuentra expresada en lengua-
je natural y por lo tanto su interpretacio´n escapa del
ana´lisis esta´tico y requiere de la aplicacion de Te´cni-
cas de Procesamiento de Lenguaje Natural [4, 5].
Los Identificadores generalmente esta´n compuestos
por ma´s de una palabra en forma de abreviatura. Los
nombres de los identificadores se basan en funcio´n de
la idiosincrasia del programador y esto representa un
problema para el lector del co´digo [10, 7]. Una aprox-
imacio´n a la solucio´n de este problema es tomar los
identificadores, aplicarles te´cnicas de divisio´n o sepa-
racio´n y luego te´cnicas de expansio´n a las abrevia-
turas para transformar las mismas en palabras com-
pletas. Para lograr esto, primero se descompone al
identificador en las distintas palabras abreviadas que
lo componen, luego se toma cada abreviatura y se ex-
pande a la palabra completa. Este no es un proceso
sencillo ya que las abreviaturas representan palabras
en lenguaje natural, el cual es ambiguo y puede gener-
ar controversia en la conversio´n.
Existen a su vez, otros componentes en el co´digo
del programa que ayudan a lograr una mejor com-
prensio´n de los identificadores abreviados y del sis-
WICC 2012 599
2012 XIV Workshop de Investigadores en Ciencias de la Computación
tema: los comentarios y los literales.
Sin duda, los comentarios tienen como principal fi-
nalidad ayudar a entender un segmento de co´digo [8].
Dicho de otra manera, son una fuente importante de
informacio´n de los conceptos del Dominio del Prob-
lema. Por esta razo´n, se puede ver a los comentar-
ios como una herramienta natural para entender el
significado de los identificadores de un co´digo, como
as´ı tambie´n el funcionamiento del sistema en s´ı.
Otra manera de entender la sema´ntica de un identi-
ficador es analizando los literales o constantes strings.
Estos representan un valor constante formado por se-
cuencias de caracteres. Ellos son generalmente uti-
lizados en la muestra de carteles por pantalla, y
comu´nmente se almacenan en variables de tipo string
(como es el caso de los programas escritos en Java).
Tanto los literales como los comentarios esta´n es-
critos en lenguaje natural, por lo tanto es un desaf´ıo
su correcta interpretacio´n.
Detra´s de la informacio´n informal se oculta infor-
macio´n relevante del Dominio del Problema. Esta in-
formacio´n es muy importante porque facilita la re-
construccio´n de la relacio´n del Dominio del Problema
con el Dominio del Programa [11, 6].
4. Resultados y Objetivos
Los resultados obtenidos hasta el momento con-
cernientes al Ana´lisis de Identificadores son los sigu-
ientes:
Se investigaron herramientas de construccio´n de
Analizadores Le´xicos y Analizadores Sinta´cticos
que emplean la teor´ıa asociada a las grama´ticas
de atributos. De la investigacio´n mencionada
previamente, se determino´ que la herramienta
ANTLR2 es la ma´s adecuada para extraer eficaz-
mente los identificadores y toda la informacio´n
relevante asociada a ellos que facilite su ana´lisis.
Se construyo´ un analizador sinta´ctico del lengua-
je Java que permite extraer los identificadores,
comentarios y literales encontrados en el co´digo
fuente del sistema de estudio.
2http://www.antlr.org/
Se implemento´ una herramienta (Figura 1) que
utiliza el analizador mencionado en el ı´tem pre-
vio. La herramienta permite visualizar los atrib-
utos (ambiente, tipo de identificador, nu´mero de
l´ınea,etc) de cada objeto y la parte del co´di-
go donde se encuentra ubicados. La herramienta
fue usada con distintos casos de prueba y se ob-
servo´ que la misma cumpl´ıa con las expectativas.
Figura 1: Vista del Sistema
Se estudiaron las te´cnicas de divisio´n de identifi-
cadores Greedy [9] y Samurai [7]. En la primera
la particio´n se basa en controlar la paridad de las
abreviaturas con un diccionario de sufijos y pre-
fijos a partir de una lista de abreviaciones cono-
cidas. El segundo usa una funcio´n que mide la
frecuencia de aparicio´n de palabras en comenta-
rios o literales, las palabras con mayor frecuencia
son serias representantes de una abreviatura que
forma parte de un identificador.
Se estudiaron te´cnicas de expansio´n de identi-
ficadores. Dichas te´cnicas llevan a disponer de
listas de palabras formadas de los comentarios
y literales capturados, (como as´ı tambie´n una
lista de palabras del diccionario en espan˜ol).
La expansio´n o “reemplazo” de la abreviatura
a su correspondiente palabra se realiza cuando
la primeras letras son coincidentes y el resto de
las letras de la abreviatura se encuentran en la
palabra siguiendo el mismo orden [10]. Ejemplo:
fnct⇔ function
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Como trabajo futuro a corto plazo se espera:
Incorporar a la herramienta ya construida las
te´cnicas de divisio´n/expansio´n de identificadores
previamente mencionadas [7, 9].
Agregar a la herramienta te´cnicas de analisis de
comentarios y literales, con el propo´sito de in-
crementar conceptos en el co´digo fuente.
Construir visualizaciones de software basadas en
la informacio´n obtenida con el ana´lisis de la in-
formacio´n informal.
5. Formacio´n de Recursos Hu-
manos
Las tareas llevadas a cabo en la actual l´ınea de
investigacio´n son dedicadas a la realizacio´n de difer-
entes tesis correspondiente a la Licenciatura en Cien-
cias de la Computacio´n. Se proyecta a corto pla-
zo con la continuacio´n de esta investigacio´n la re-
alizacio´n de tesis de maestr´ıa o bien tesis doctorales.
Es importante destacar que el equipo Argentino y el
equipo Portugue´s se ocupan en conjunto a incorpo-
rar nuevos integrantes al Grupo de Procesamiento de
Lenguajes/Ingenier´ıa Reversa con el fin de fortalecer
los v´ınculos de investigacio´n.
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