Abstract. The arboreal Galois group of a polynomial f over a field K encodes the action of Galois on the iterated preimages of a root point x 0 ∈ K, analogous to the action of Galois on the ℓ-power torsion of an abelian variety. We compute the arboreal Galois group of the postcritically finite polynomial f (z) = z 2 − 1 when the field K and root point x 0 satisfy a simple condition. We call the resulting group the arithmetic basilica group because of its relation to the basilica group associated with the complex dynamics of f . For K = Q, our condition holds for infinitely many choices of x 0 .
have finite index in Aut(T d,∞ ); see [16, Conjecture 3.11 ] for a precise conjecture when d = 2, and [7, 12, 19] for conditional results for d = 2, 3. By analogy, Serre's Open Image Theorem [26] states that for an elliptic curve over a number field, the action of Galois on the ℓ-power torsion has finite index in the appropriate automorphism group GL(2, Z ℓ ).
However, just as Serre's Theorem excludes the special case of CM elliptic curves, there are special situations where G ∞ necessarily has infinite index in Aut(T d,∞ ). One such case is that the map f is postcritically finite, or PCF, meaning that for every ramification point c of f , the forward orbit {f n (c)|n ≥ 0} is finite; equivalently, every critical point of f is preperiodic. (See, for example, [16, Theorem 3.1] .)
It is natural to ask whether a given PCF map has an associated subgroup of Aut(T d,∞ ) that always contains, and in some cases equals, the arboreal Galois group G ∞ . In [4] , this question was answered in the affirmative for the PCF cubic polynomial −2z 3 + 3z 2 , including an explicit computation of the subgroup E ∞ ⊆ Aut(T 3,∞ ) and a simple sufficient condition on K and x 0 for G ∞ to be all of E ∞ . In the present paper, we do the same for the PCF quadratic polynomial z 2 − 1. For the rest of the paper, then, let f (z) = z 2 − 1, and let T ∞ and T n denote the binary rooted trees T 2,∞ and T 2,n , respectively. The two critical points 0, ∞ of f are both periodic, with ∞ → ∞ and 0 → −1 → 0. Over the function field K = C(t) with x 0 = t, a setting in which arboreal Galois groups are often known as profinite iterated monodromy groups, G ∞ is isomorphic to the closure B ∞ of a well-understood subgroup B ∞ of Aut(T ∞ ) called the basilica group. (See [23, Section 6.12.1], as well as [3, Section 5] , especially Theorem 5.8 and following.) Here and throughout this paper, when we say that two groups that act on a tree are isomorphic, we mean not only that they are isomorphic as abstract groups, but that the isomorphism respects the action on the tree.
More generally, in [25, Theorem 2.5.6], Pink showed for any algebraically closed field k not of characteristic 2, then with K = k(t) and x 0 = t, the arboreal Galois group G ∞ is isomorphic to B ∞ . Pink also showed that for function fields K = k(t) where k is not algebraically closed, the arboreal Galois group G ∞ is an extension of B ∞ by a subgroup of the 2-adic multiplicative group Z However, our interest extends to the case that the field K is a number field, where Pink's results in [25] are suggestive but do not apply directly. Instead, we give an explicit definition of a subgroup M ∞ ⊆ Aut(T ∞ ) that we call the arithmetic basilica group and which is an extension of B ∞ by Z × 2 . More specifically, for each σ ∈ Aut(T ∞ ) and each node x of the tree T ∞ , we define a quantity P (σ, x) ∈ Z × 2 , which in turn we use to define M ∞ . Our main results can be summarized as follows.
Main Theorem. Let K be a field of characteristic different from 2, and let x 0 ∈ K. Let G ∞ be the arboreal Galois group for f (z) = z 2 − 1 over K, rooted at x 0 . Then:
(1) G ∞ is isomorphic to a subgroup of the arithmetic basilica group M ∞ .
(2) The following are equivalent:
Here, M n denotes the quotient of M ∞ formed by restricting to its action on the subtree T n , and ζ 8 denotes a primitive eighth root of unity.
The above theorem shows that, like the map z → −2z 3 + 3z 2 of [4] , the PCF map f (z) = z 2 − 1 has an associated subgroup M ∞ ⊆ Aut(T ∞ ) that always contains and sometimes equals the arboreal Galois group G ∞ . Condition (2b) shows that this equality is attained for the entire tree if it is already attained at the fifth level, and condition (2c) is very easy to check in practice.
We note that if [K(ζ 8 Conjecture 1. Let K be a number field. Then for all but finitely many choices of x 0 ∈ K, the associated arboreal Galois group G ∞ has finite index in M ∞ .
We must allow for finitely many exceptional x 0 in Conjecture 1; for example, it is not hard to see that [M ∞ : G ∞ ] = ∞ if x 0 is periodic. More generally, in light of our main theorem and the results of [4] , as well as [17 Let K be a number field over which φ is defined, and let x 0 ∈ P 1 (K). Then the associated arboreal Galois group G ∞ is isomorphic to a subgroup of G(φ). Moreover, it is possible to choose K and x 0 so that G ∞ is the full group G(φ).
If Conjecture 2 is true, then one can ask for sufficient conditions that [G(φ) : G ∞ ] < ∞.
Besides periodic x 0 , we also have [G(φ) : G ∞ ] = ∞ if some Orb − φ (x 0 ) contains a critical point of f ; if φ is not PCF, then this can happen for an infinite (but thin) set of x 0 ∈ K. Another example arises for f (z) = z 2 : for x 0 = −1, we have K ∞ = L, where L = K(ζ 2 ∞ ), but for x 0 = 3, we have K ∞ = L(3 1/2 ∞ ), which is an infinite extension of L. The outline of the paper is as follows. The first three sections are purely grouptheoretic. In Section 1, given a labeling of the tree T ∞ := T 2,∞ , we define the quantity P (σ, x) ∈ Z 2 mentioned just before our Main Theorem earlier. We then use P to define the arithmetic basilica group M ∞ ⊆ Aut(T ∞ ). In Theorem 1.4, we prove that M ∞ is indeed a group, and that the restriction of P to M ∞ is a homomorphism. In Section 2, we recall the definition and some properties of the closed basilica group B ∞ . We also study the finite groups M n and B n formed by restricting M ∞ and B ∞ to the finite subtree T n . Via a number of technical lemmas, we prove Theorem 2.7, giving sufficient conditions for generating certain subgroups of B n . Furthermore, in Corollary 2.12, we show that the kernel of P : M ∞ → Z × 2 is precisely B ∞ . Section 3 concerns the relationships among B ∞ , M ∞ , B n , and M n , encapsulated in Theorems 3.1, 3.2, and 3.3.
In the remaining two sections, we discuss the action of Galois on the tree Orb 
Finally, Corollary 5.5 proves statement (2) of our Main Theorem.
A special infinite sum on the tree
Let T ∞ denote a rooted binary tree, extending infinitely above the root point x 0 . For each n ≥ 0, let T n denote the finite subtree of T ∞ from x 0 up to the n-th level above x 0 . Definition 1.1. A labeling of T ∞ is a choice of two tree morphisms a, b : T ∞ → T ∞ such that a maps T ∞ bijectively onto the subtree rooted at one of the two nodes connected to x 0 , and b maps T ∞ bijectively onto the subtree rooted at the other.
For any integer n ≥ 1, a labeling of T n is a choice of two injective tree morphisms a, b : T n−1 → T n with the same property.
To see why the choice of maps a, b in Definition 1.1 should be considered a "labeling" of each node of the tree, consider a node y at the m-th level of T ∞ . By our choice of the maps a, b, there is a unique ordered m-tuple (s 1 , . . . , s m ) ∈ {a, b} m such that y = s 1 • · · · • s m (x 0 ). Thus, it makes sense to label the node y with the m-tuple (s 1 , . . . , s m ). The node directly underneath y then has label (s 1 , . . . , s m−1 ). We will usually dispense with the punctuation and write s 1 s 2 · · · s m instead of (s 1 , . . . , s m ). We will also frequently abuse notation and refer to a node x and its label in {a, b} m interchangeably. Note that the order we have written the m-tuple (s 1 , . . . , s m ) is also the order we trace up the tree when following the path from x 0 to y. That is, s 1 tells us whether to go left (a) or right (b) to get from the root node to level 1; s 2 tells us whether to go left or right from there to level 2; and so on until we arrive at y. See Figure 1 .
For any level m ≥ 0, a tree automorphism σ ∈ Aut(T ∞ ) or σ ∈ Aut(T n ) must satisfy the following properties.
(1) σ permutes the labels in {a, b} m , and (2) for each (s 1 , . . . , s m ) ∈ {a, b} m , we have either
For any tree automorphism σ and m-tuple x ∈ {a, b} m , we define the parity Par(σ, x) of σ at x to be
Observe that any set of choices of Par(σ, x) for each node x of T ∞ (respectively, T n−1 ) determines a unique automorphism σ ∈ Aut(T ∞ ) (respectively, σ ∈ Aut(T n )). If σ(x) = x, then Par(σ, x) is 0 if σ fixes the two nodes above x, or 1 if it transposes them. However, Par(σ, x) is defined even when σ(x) = x, although in that case its value depends also on the labeling of the tree. Definition 1.2. Fix a labeling of T ∞ , and let σ ∈ Aut(T ∞ ). For any node x of T ∞ , define
Par(σ, xas 1 as 2 · · · as i ) ∈ Z 2 , and (3)
In addition, for any n ≥ m ≥ 0, any node x at level m of T n , and any τ ∈ Aut(T n ), set j := ⌊(n − m + 1)/2⌋, and define
whereτ ∈ Aut(T ∞ ) is any extension of τ to all of T ∞ .
Regarding equation (4) , note that every τ ∈ Aut(T n ) has infinitely many extensions τ ∈ Aut(T ∞ ), since we may choose the parity Par(τ , y) at each node y at levels n+ 1 and higher to be either 0 or 1 as we please. However, the definition of P (τ, x) in equation (4) is independent of the extensionτ , since the contributions of Par(τ , y) for nodes y at levels n + 1 and higher from equations (2) and (3) all have coefficients divisible by 2 j . That is, when computing P (τ, x), we may simply truncate the sums in equations (2) and (3) to include only the contributions from nodes at levels n − 1 and below.
It is immediate from equation (2) that
where we understand this equation to be an equality in Z × 2 in the T ∞ case, and a congruence modulo an appropriate power of 2 in the T n case.
To help explain Definition 1.2, observe that P (σ, x) is ±1 plus a weighted sum of Par(σ, y) at certain nodes y, chosen based on the labeling of the tree. For example, Figure 2 shows the nodes in question up to level 5. To compute P = P (σ, x) in that case, we count the highlighted nodes as follows:
• count gray circles y for which Par(σ, y) = 1 with weight −2,
• count white circles y for which Par(σ, y) = 1 with weight 2, The strange form of P (σ, x) in Definition 1.2 turns out to be exactly what is needed to carve out the correct subgroup of Aut(T ∞ ) to serve as our arithmetic basilica group. More precisely, as we will see in Theorem 4.4, if ζ is a primitive 2 j -th root of unity, then an arboreal Galois element σ maps ζ to ζ P (σ,x) . The correct group, then, must consist only of those tree automorphisms σ for which P (σ, x) is the same for every node x in the tree, as follows. Definition 1.3. Fix a labeling a, b of T ∞ . Let x 0 denote the (empty) label of the root point of the tree. Define the arithmetic basilica group M ∞ to be the set of all σ ∈ Aut(T ∞ ) for which
Similarly, given n ≥ 1 and a labeling a, b of T n , define M n to be the set of all σ ∈ Aut(T n ) for which the following condition holds: for every m ≥ 0, we have (6) P (σ, x) ≡ P (σ, x 0 ) (mod 2 j ) for every node x ∈ {a, b} m ,
Proof. We prove statements (1) and (3); the proofs of statements (2) and (4) are similar.
Step 1. For any σ ∈ Aut(T ∞ ) and any node x of T ∞ , define
It is immediate from equation (1) that for any σ, τ ∈ Aut(T ∞ ) and any node x of T ∞ , we have
We also have Equation (9) follows from equation (8) by writing Par(·, ·) = (1 − sgn 1 (·, ·))/2, or simply by checking the four possible choices of Par(τ, x) and Par(σ, τ (x)).
Step 2. For any σ ∈ M ∞ , any τ ∈ Aut(T ∞ ), and any node x of T ∞ , define
where P (σ) is the constant value of P (σ, w) for all nodes w of T ∞ . We claim that
To see this, expand each appearance of Q in the definition of Z σ,τ (x) according to equation (5), yielding
where in the second equality, we expanded the first appearance of P (σ) as P (σ, τ (x)). The expression on line (10) is zero by equation (9) . Next, observe that
if Par(τ, x) = 1, and similarly for the set {τ (x)ba, τ (x)bb}. Thus, the expression on line (11) is
and the expression on line (12) is
For either possible value of Par(τ, x), then, we have
proving our claim.
Step 3. As in Step 2, consider σ ∈ M ∞ and τ ∈ Aut(T ∞ ). We claim that
for every node x of T ∞ . That is, we are claiming that Z σ,τ (x) = 0 for every x. To prove this, it suffices to show, for each j ≥ 0, that for every node x, we have Z σ,τ (x) ∈ 2 j Z 2 . We proceed by induction on j. The base case j = 0 is immediate from the fact that P (·, ·), Q(·, ·) ∈ Z 2 . Assuming the statement holds for all x for some particular j ≥ 0, then for any node x, Step 2 yields
completing the induction and proving our claim.
Step 4. As in the previous two steps, consider σ ∈ M ∞ and τ ∈ Aut(T ∞ ), and consider a node x in T ∞ . We claim that (15) P (σ)P (τ, x) = P (στ, x).
Indeed, expanding P (τ, x) yields
where we have also expanded the first appearance of P (σ) as P (σ, τ (x)). Applying equations (8) and (13), then, we have
where we used identity (14) twice in the second equality, thus proving our claim.
Step 5. To prove statement (1), first observe that the identity automorphism e ∈ Aut(T ∞ ) belongs to M ∞ , since Par(e, y) = 0 for all nodes y, and hence P (e, x) = 1 for all nodes x of T ∞ . Next, given σ, τ ∈ M ∞ , it follows from identity (15) that for any node x of T ∞ , we have
and hence στ ∈ M ∞ . Finally, given σ ∈ M ∞ , consider σ −1 ∈ Aut(T ∞ ). Then for any node x of T ∞ , identity (15) again yields
Thus,
and therefore σ
is a homomorphism is immediate from identity (15), proving statement (2).
The basilica group and finite subtrees
The group Aut(T ∞ ) has a topological structure, as follows. For each m ≥ 0, let W m := ker(R ∞,m ). That is, W m consists of all σ ∈ Aut(T ∞ ) that act trivially on levels 0 through n of the tree. The cosets of the normal subgroups W m form a basis for a topology on Aut(T ∞ ), making Aut(T ∞ ) compact and Hausdorff. For n ≥ m ≥ 0, we will often abuse notation and write W m for the subgroup R ∞,n (W m ).
For any node x of T ∞ , it is immediate from Definition 1.2 that σ → P (σ, x) is a continuous function from Aut(T ∞ ) to Z × 2 . It follows that M ∞ is a closed and hence compact subgroup of Aut(T ∞ ).
Fix a labeling of the tree T ∞ . Define two particular automorphisms α, β ∈ Aut(T ∞ ) by specifying that
• Par(α, bb · · · b) = 1 for any node whose label is a string of an odd number of b's,
• Par(β, bb · · · b) = 1 for any node whose label is a string of an even number of b's,
• Par(α, y) = Par(β, y) = 0 for all other nodes y of T ∞ . The maps α and β can be equivalently defined by the recursive relations
for any word w in the symbols a, b.
Definition 2.1. The basilica group is the subgroup B ∞ of Aut(T ∞ ) generated by α and β. The closed basilica group is the topological closure
Remark 2.2. Consider σ ∈ W 1 , i.e., consider σ ∈ Aut(T ∞ ) that fixes level 1 of the tree. Then σ acts on the subtree T ∞,a rooted at a as some automorphism σ a ∈ Aut(T ∞ ), and similarly on the subtree T ∞,b rooted at b as some σ b ∈ Aut(T ∞ ). That is, we may write σ = (σ a , σ b ).
In this notation, we have β = (e, α), where e is the identity element of Aut(T ∞ ). Similarly, α −1 βα and α 2 also belong to W 1 , and simple computations show that α −1 βα = (α, e) and α 2 = (β, β). Consider σ ∈ B ∞ ∩ W 1 . Then σ must be a finite product of α and β involving an even number of copies of α. (The parity condition on α is because σ ∈ W 1 ). Any such product can also be written as a product of powers of α 2 , β, and α −1 βα. Thus,
For this reason, the basilica group B ∞ is said to be a self-similar group. See [23] for more on self-similar groups, especially Sections 3.10.2, 5.2.2, and 6.12.1, which specifically concern B ∞ . Definition 2.3. Fix n ≥ 1 and a labeling of T ∞ . Define
(1)
, which is the trivial group acting on the trivial tree.
Recall from Theorem 1.4 that the maps P used to define B ′ n and B ′′ n above are indeed homomorphisms, so that all three of B n , B ′ n , and B ′′ n are subgroups of Aut(T n ). Moreover, a simple computation shows P (α) = P (β) = 1 for every node x of the tree T ∞ . Thus, we have B n ⊆ B ′ n ⊆ B ′′ n . (In fact, as we will see in Corollary 2.12, these three groups coincide.)
Note that E n is a normal subgroup of B n , because W n−1 is a normal subgroup of Aut(T ∞ ). In addition, once we know that B ∞ = ker(P :
, it follows immediately that both E n and B n are normal subgroups of M n . However, none of B n , E n , or M n is a normal subgroup of Aut(T n ), because conjugation by an arbitrary element of Aut(T n ) has the effect of relabeling the tree, which in turn changes the function P .
n , and let x ∈ {a, b} n−m . If m is odd, write m = 2i + 1, and define sgn m (σ,
where
and where we understand
The quantities Q ′ of Definition 2.4 and Q of equation (2) are related as follows. Suppose σ ∈ E ′′ n and that x is a node at level n − m where m = 2i + 1. Then for any extensionσ of σ to the full tree T ∞ , we have 2
. When m = 1, the quantity sgn 1 (σ, x) above coincides with our previous definition of sgn 1 (σ, x) : 1−2 Par(σ, x) from equation (7). On the other hand, in [25, Section 1.5], Pink defines a notation sgn n (σ) which is completely different from the quantity sgn m (σ, x) in Definition 2.4 above.
Proof. (1): By equation (9), we have
(2): By definition of Q ′ , we have
and hence
xa).
Write m = 2i + 1. Since σ 1 ∈ E ′′ n , we have P (σ 1 , x) ≡ 1 (mod 2 i+1 ), and therefore
, and hence
n is immediate from the facts that B ′′ n ⊆ M n and W n−1 ⊆ Aut(T n ) are both kernels of homomorphisms. To prove the desired identity, we proceed by induction on m. For m = 1, we have sgn 1 
For m ≥ 2, assuming the statement is true for m − 1, suppose first that m is even. By equation (16) of Definition 2.4, we have
where the second equality is by swapping the order of the two multiplicands if necessary, and the third is by our inductive hypothesis. On the other hand, if m is odd, then by part (2), we have
Remark 2.6. For n = 2i + 1 odd, a simple computation shows that R ∞,n (α)
In particular, sgn n (·, x 0 ) is a nontrivial map.
Theorem 2.7. Let n ≥ 1, and let G ⊆ B ′′ n be a subgroup satisfying (1) R n,n−1 (G ∩ B n ) ⊇ B n−1 , and (2) there is some λ ∈ G ∩ E n such that sgn n (λ,
The proof of Theorem 2.7 relies on the following lemmas.
Lemma 2.8. For every n ≥ m ≥ 0, B n acts transitively on the 2 m nodes at level m of T n .
Proof. We proceed by induction on m ≥ 0. The statement is trivial for m = 0.
For m ≥ 1, assume the statement holds for m − 1. Given nodes x, y at level m, after possibly applying α to one or both, we may assume that x = bv and y = bw for v, w ∈ {a, b} m−1 . By our inductive hypothesis, there is some σ b ∈ B ∞ such that σ b (v) = w. Therefore, as noted in Remark 2.2, there is some σ a ∈ B ∞ such that the automorphism σ := (σ a , σ b ) ∈ W 1 lies in B ∞ . We have σ(x) = y, as desired.
Lemma 2.9. Fix integers n > m ≥ 0. Let σ ∈ E ′′ n and τ ∈ M n . Define µ := στ σ −1 τ −1 . For any node w at level m of the tree for which τ (w) = w, we have sgn n−m−1 (µ, wa) = sgn n−m−1 (µ, wb), and this common value is
• −1 if sgn n−m−1 (σ, wa) = sgn n−m−1 (σ, wb) and Par(τ, w) = 1, or
Proof. If Par(τ, w) = 0, then τ (wa) = wa and τ (wb) = wb. By Lemma 2.5. (3), then, we have
and hence by Lemma 2.5. (1), we have
and similarly sgn n−m−1 (µ, wb) = +1, as desired. Assume for the remainder of the proof that Par(τ, w) = 1, and hence that τ (wa) = wb and τ (wb) = wa. By Lemma 2.5.(3) again, we have
Therefore, by Lemma 2.5. (1), we have
which is +1 if sgn n−m−1 (σ, wa) = sgn n−m−1 (σ, wb), and −1 otherwise. A similar computation yields the same result for sgn n−m−1 (µ, wb), completing the proof.
Lemma 2.10. Fix integers n > m ≥ 0, and let G ⊆ B ′′ n be a subgroup satisfying (1) R n,n−1 (G ∩ B n ) ⊇ B n−1 , and (2) for every σ ∈ E ′′ n , there exists τ ∈ G ∩ E n such that (17) sgn n−m (τ, w) = sgn n−m (σ, w) for all nodes w at level m.
Suppose that n − m is even. Then for every node w at level m, there exists µ w ∈ G ∩ E n such that for each node y at level m + 1, we have
Proof. Case 1: n is odd. Write n = 2ℓ + 1 and m = 2j + 1 for integers ℓ > j ≥ 0. By hypothesis (2) applied to R ∞,n (α 2 ℓ ) ∈ E n ⊆ E ′′ n , there is some γ ∈ G ∩ E n such that sgn n−m (γ, w) = sgn n−m α 2 ℓ , w for all nodes w at level m.
By hypothesis (1), there is some δ ∈ G ∩ B n such that
Let µ := γδγ −1 δ −1 . Note that µ ∈ G ∩ E n , since γ ∈ G ∩ E n , and E n is normal subgroup of B n .
A slight generalization of Remark 2.6 shows that for any node y at level m + 1, we have
and for any node w at level m, we have
Therefore, by Lemma 2.9, for any node y at level m + 1, we have
Thus, µ is the desired automorphism µ x for the node x = bb · · · b at level m of the tree. By Lemma 2.8 and hypothesis (1), the group G ∩ B n acts transitively on the nodes of T n at level m. Thus, for each node w at level m, there is some ρ w ∈ G ∩ B n such that ρ w (bb · · · b) = w. By Lemma 2.5.(3), the automorphism µ w := ρ w µρ −1 w ∈ G ∩ E n satisfies equation (18), and we are done.
Case 2: n is even. Write n = 2ℓ and m = 2j for integers ℓ > j ≥ 0. Hypothesis (2) yields the existence of some γ ∈ G ∩ E n such that sgn n−m (γ, w) = sgn n−m β 2 ℓ−1 , w for all nodes w at level m, and hypothesis (1) yields some δ ∈ G ∩ B n such that
As before, let µ := γδγ −1 δ −1 ∈ G ∩ E n . By similar reasoning as in Case 1, it follows that µ is the desired µ x for the node x = bb · · · b, and then that conjugating yields the desired µ w for each node w at level m.
Lemma 2.11. Fix integers m ≥ 0 and n ≥ m + 2, and let G ⊆ B ′′ n be a subgroup satisfying hypotheses (1) and (2) of Lemma 2.10. Then for every σ ∈ E ′′ n , there exists τ ∈ G ∩ E n such that sgn n−m−1 (τ , y) = sgn n−m−1 (σ, y) for all nodes y at level m + 1.
Proof. We consider two cases.
Case 1: n − m ≥ 3 is odd. Given σ ∈ E ′′ n , we may choose τ ∈ G ∩ E n satisfying equation (17) , by hypothesis (2). Letτ := τ . For any node y at level m + 1, let w be the node immediately below y on level m, so that either y = wa or y = wb. Then by Lemma 2.5.(2), sgn n−m−1 (τ , y) = sgn n−m (τ , w) = sgn n−m (σ, w) = sgn n−m−1 (σ, y). 19) sgn n−m−1 (τ, wa)
Let w 1 , . . . , w r be all the nodes w at level m for which the value in equation (19) is −1, and defineτ :
where each µ w ∈ G ∩ E n is the automorphism given by equation (18) (19) become +1 when we replace τ byτ , proving the desired conclusion.
Proof of Theorem 2.7.
Step 1. We claim that for each m = 0, . . . , n − 1, hypothesis (2) of Lemma 2.10 holds. For m = 0, there is only one node at level 0, and e, λ ∈ G ∩ E n attain the two possible values sgn n (e, x 0 ) = +1 and sgn n (λ, x 0 ) = −1, where λ is the element assumed to exist in the statement of Theorem 2.7. Proceeding inductively, assuming the claim holds for some m ∈ {0, . . . , n − 2}, the hypotheses of Lemma 2.11 hold, since hypothesis (1) is already one of the assumptions of Theorem 2.7. Thus, Lemma 2.11 verifies that hypothesis (2) holds for m + 1, proving the claim.
Step 2. For any σ ∈ E ′′ n , the claim of Step 1 for m = n − 1 shows that there is some τ ∈ G ∩ E n such that sgn 1 (τ, w) = sgn 1 (σ, w) for all nodes w at level n − 1.
Since σ, τ ∈ Aut(T n ) fix all nodes at levels below n, it follows that
′′ n , and hence these three groups coincide, as desired.
Corollary 2.12. For every n ≥ 0, we have B n = B ′ n = B ′′ n and E n = E ′′ n . Moreover, the closed basilica group B ∞ is precisely ker(P :
Proof. First statement: For n = 0, the relevant groups trivially coincide by Definition 2.3. Proceeding inductively for n ≥ 1, suppose the desired equalities hold for n − 1, and let G := B ′′ n . Then R n,n−1 (G ∩ B n ) = R n,n−1 (B n ) = B n−1 , so that hypothesis (1) of Theorem 2.7 holds. Hypothesis (2) is immediate from Remark 2.6, and hence Theorem 2.7 yields E ′′ n = E n . The restriction of R n,n−1 to B ′′ n is a surjective homomorphism ρ ′′ : B ′′ n → B ′′ n−1 with kernel E ′′ n . Similarly, the restriction of R n,n−1 to B n is a surjective homomorphism ρ : B n → B n−1 with kernel E n . We have B n−1 = B ′′ n−1 by our inductive hypothesis, and E n = E ′′ n by the previous paragraph; therefore, since ρ is the restriction of ρ ′′ to B n ⊆ B ′′ n , we have B n = B ′′ n . The first statement now follows from the fact that B n ⊆ B ′ n ⊆ B ′′ n . Second statement: As noted near the start of Section 2, the map P : M ∞ → Z × 2 is continuous. Therefore, since α, β ∈ ker(P ), we have B ∞ ⊆ ker(P ).
Conversely, given σ ∈ ker(P ), define σ n := R ∞,n (σ) ∈ B ′ n for each n ≥ 1. By the first statement, we have σ n ∈ B n , and hence there exists τ n ∈ B ∞ such that R ∞,n (τ n ) = σ n . For any integers n ≥ m ≥ 1, the automorphisms σ, τ n ∈ Aut(T ∞ ) agree on T m−1 and hence belong to the same coset of the subgroup W m−1 . Thus, we have
Corollary 2.13. Let n ≥ 1, and let G be a subgroup of Aut(T n ). Suppose that
Then G ′ satisfies the hypotheses of Theorem 2.7, and hence E n ⊆ G ′ ⊆ G. Since E n is the kernel of the homomorphism R n,n−1 : B n ։ B n−1 , it follows that B n ⊆ G.
From the basilica to the arithmetic basilica
Fix a labeling of T ∞ . As in Section 2, we now define two more particular automorphisms ε, θ ∈ Aut(T ∞ ), as follows. The definition of ε is simple: we specify that: (20) Par(ε, x) = 1 for all nodes x of T ∞ .
It is immediate from Definition 1.2 that Q(ε, x) = 1 + 4 + 4 2 + · · · = −1/3 ∈ Z 2 for every node x, and hence that P (ε, x) = −1 ∈ Z 2 . In particular, ε ∈ M ∞ , with P (ε) = −1.
The definition of θ is more involved, proceeding inductively up the tree. Thus, θ ∈ M ∞ , with P (θ) = 3.
Theorem 3.1. The homomorphism P : M ∞ → Z × 2 is surjective, with kernel B ∞ . That is, we have the short exact sequence
Proof. By Theorem 1.4, the map P is a homomorphism, and by Corollary 2.12, its kernel is B ∞ . It remains to show that P is surjective.
Because the automorphisms ε, θ defined in equations (20) and (21) belong to M ∞ , with P (ε) = −1 and P (θ) = 3, the image of P contains the subgroup −1, 3 of Z × 2 generated by −1 and 3. In fact, since P is continuous and M ∞ is compact, it follows that the image of P contains the closure of the subgroup −1, 3 . However, {−1, 3} is a set of topological generators for Z × 2 ; therefore, the image of P is all of Z × 2 . Theorem 3.2. Fix n ≥ 1. Then
As usual, the isomorphism of Theorem 3.2. (3) is of groups acting on T n , not just of abstract groups. For E n−1 × E n−1 , we mean that the first copy of E n−1 acts on the copy of T n−1 rooted at node a, and the second acts on the copy of T n−1 rooted at b.
Proof of Theorem 3.2. (1): From Definitions 1.3 and 2.3, and by Corollary 2.12, we have
, where j := ⌊(n + 1)/2⌋.
In particular, E n is a subgroup of U n . Observe that (22) P (σ, x 0 ) ≡ 1 (mod 2 ℓ ) for all σ ∈ U n , where ℓ := ⌊n/2⌋. If n is even, then ℓ = j, and hence P (σ, x 0 ) ≡ 1 (mod 2 j ) for all σ ∈ U n , whence U n = E n . Similarly, if n = 1, then because both of the conditions P (σ, x 0 ) ≡ 1 (mod 2 0 ) and P (σ, x 0 ) ≡ 1 (mod 2 1 ) are vacuous, we have E 1 = U 1 = Aut(T 1 ). For n ≥ 3 odd, we have ℓ = j − 1 ≥ 1. Thus, by equation (22), restricting P : M n → (Z/2 j Z) × to U n yields a homomorphism
By Corollary 2.12, the kernel of this map is precisely E n . We claim it is also surjective. Indeed, by Theorem 3.1, there is some τ ∈ M ∞ with P (τ, x 0 ) = 1 + 2 ℓ . Because P (τ, x 0 ) ≡ 1 (mod 2 ℓ ), we have R ∞,n−1 (τ ) ∈ B n−1 , and hence there exists η ∈ B ∞ for which R ∞,n−1 (τ ) = R ∞,n−1 (η). Let σ := R ∞,n (τ η −1 ). Then σ ∈ U n , and P (σ, x 0 ) = 1 + 2 ℓ + 2 j Z, proving the claim. Thus, [U n : E n ] = |Z/2Z| = 2.
(2): It is immediate from Definition 1.3 that M n ⊇ R ∞,n (M ∞ ). Conversely, given σ ∈ M n , there is some τ ∈ M ∞ such that P (τ, x 0 ) ≡ P (σ, x 0 ) (mod 2 j ), by the surjectivity of P in Theorem 3.1. (As before, we have j := ⌊(n+1)/2⌋.) Let η := σR ∞,n (τ −1 ) ∈ M n , which satisfies P (η, x 0 ) ≡ 1 (mod 2 j ). By Corollary 2.12, then, we have η ∈ B n , and in fact η = R ∞,n (η) for someη ∈ B ∞ . Hence,ητ ∈ M ∞ , and σ = R ∞,n (ητ ), as desired. (3): Because n ≥ 2, each σ ∈ U n fixes both nodes a and b at level 1 of the tree T n . As in Remark 2.2, restricting σ to the subtrees rooted at each of a and b yields automorphisms σ a , σ b ∈ Aut(T n−1 ). In fact, it is immediate from the definition of M n that σ a , σ b ∈ M n−1 , since σ ∈ M n−1 . Moreover, we have σ a , σ b ∈ U n−1 , since σ a and σ b act trivially on the subtrees of n − 2 levels above each of a and b. Furthermore, because σ acts trivially on the T n−1 rooted at x 0 , we have
and hence σ a , σ b ∈ E n−1 . Thus, the function σ → (σ a , σ b ) maps U n into E n−1 × E n−1 , and it is clearly a homomorphism, with trivial kernel. It remains to show that this function is onto. Given σ a , σ b ∈ E n−1 , define
in the notation of Remark 2.2. That is, σ fixes the two nodes a and b at level 1, acts as σ a on the subtree rooted at a, and acts as σ b on the subtree rooted at b. It suffices to show that σ ∈ U n . Clearly σ acts trivially on the bottom n − 1 levels of T n , so it remains to show that σ satisfies condition (6) of Definition 1.3 for every 0 ≤ m ≤ n − 1. Let c := P (σ, x 0 ), and let ℓ := ⌊n/2⌋. Considering the (trivial) action of σ on the copy of T n−1 comprising the bottom n − 1 levels of T n , we have
by Definition 1.2, because all of the nodes y of T n−1 for which Par(σ, y) = 1 lie at level n − 1. If n is even, these nodes do not appear in the formula (3) defining P (σ, x 0 ). If n is odd, their terms show up with a coefficient of ±2 ℓ and hence do not affect equation (23) . Thus, for any 0 ≤ m ≤ n − 1 and any node x of T n at level n, then setting j := ⌊(n − m + 1)/2⌋, we have three cases, as follows.
First, if x = x 0 , then clearly P (σ, x) = c ≡ c (mod 2 j ). Second, if x = ay for some y ∈ {a, b} m−1 , then j ≤ ℓ, and hence
by equation (23) . Third, if x = by for some y ∈ {a, b} m−1 , then P (σ, x) = c (mod 2 j ) by the same reasoning as in the x = ay case, this time applied to σ b . Thus, we have verified condition (6) for σ, and hence σ ∈ U n , as desired.
en , |U n | = 2 un , and |M n | = 2 mn , where
if n is even, 4/3 if n is odd and n ≥ 3, 1/3 if n = 1 (24)
Proof. For n ≥ 1, let e n , u n , m n be the integers given by formulas (24) , and define e ′ n := log 2 |E n |, u ′ n := log 2 |u n |, m ′ n := log 2 |M n |. We must show that e ′ n = e n , u ′ n = u n , and m ′ n = m n for all n ≥ 1. For n = 1,
. Clearly e n = u n = m n = 1 as well.
Proceeding inductively, given n ≥ 2, assume the equalities for n − 1. By Theorem 3.2. (3), we have |U n | = |E n−1 | 2 , and hence
′ n−1 = 2e n−1 = u n , where the identity 2e n−1 = u n is immediate from formulas (24) . Next, Theorem 3.2. (1) yields u ′ n = e ′ n for n even, and u
if n is even, and
where again, each closing equality is by formulas (24) . Finally, since R n,n−1 : M n → M n−1 is a surjective homomorphism with kernel U n , we have m
where again, the last equality is by formulas (24) .
To help clarify formulas (24) , the following table gives the orders of the groups E n , U n , M n , and Aut(T n ) for some small values of n. 
Embedding arboreal Galois groups in the arithmetic basilica
We now return from abstract subgroups of Aut(T n ) to arboreal Galois groups. We remind the reader of the following notation, which we set for the remainder of the paper.
K: a field of characteristic different from 2, with algebraic closure
an element of K, to serve as the root of our preimage tree.
for each n ≥ 0, the extension field
the Galois group
the Galois group G ∞ := Gal(K ∞ /K 0 ) In this section, we show that the arboreal Galois groups G n embed in the arithmetic basilica groups M n . Lemma 4.1. Let y ∈ K, and let α 1 , α 2 ∈ f −2 (y) with f (α 2 ) = −f (α 1 ). Then
Proof. Write u = f (α 1 ). Then α By Lemma 4.2, the field K ∞ formed by adjoining all preimages f −n (x 0 ) to K 0 contains all 2-power roots of unity. We now use these roots of unity to label the tree T ∞ of preimages Orb In fact, it says that we can label the tree so that these relationships hold for the subtree based at each node y of the full tree. By contrast, Lemma 4.2 says that even after applying an arbitrary automorphism τ of T ∞ , any such product of elements of f −(2m+1) (y) is some primitive 2 m+1 -root of unity, albeit not necessarily the particular root ζ 2 m+1 .
Proof of Lemma 4.3. We will label the tree of preimages inductively, starting from the root point x 0 and working our way up. To begin, label the two preimages of x 0 arbitrarily as a and b. Similarly, arbitrarily label the two preimages of a as aa and ab, and the two preimages of b as ba and bb. Thus, we have a labeling on the copy of T 2 rooted at x 0 . For each of the nodes y ∈ {x 0 , a, b}, we have (ya)/(yb) = −1 = ζ 2 . Thus, the desired identity (25) holds at every node of T 1 for i = 0. For each successive n ≥ 3, suppose that we have labeled T n−1 in such a way that for every node y at every level 0 ≤ ℓ ≤ n − 2 of T n−1 , and for every 0 ≤ i ≤ ⌊(n − ℓ − 2)/2⌋, the identity of equation (25) holds. For each node x at level n − 1, label the two points of f −1 (x) arbitrarily as xa and xb. We will now adjust these labels that we have just applied at the n-th level of the tree.
If n = 2m + 1 is odd, consider the product on the left side of equation (25) for y = x 0 with i = m; or if n = 2m + 2 is even, consider the product on the left side of equation (25) for each of y = x 0 a and y = x 0 b with i = m. As in the proof of Lemma 4.2, it is immediate from Lemma 4.1 that the square of this product is precisely the corresponding quantity for y with i = m − 1. (When m = 1 each half has a negative sign, but the negatives cancel in that case.) By our successful labeling of T n−1 , this square is ζ 2 m . Thus, the original product is ±ζ 2 m+1 . If it is −ζ 2 m+1 , exchange the labels of the two level-n nodes ybaa · · · aa and ybaa · · · ab; otherwise, make no label changes for now. Since these two points in f −n (x 0 ) are negatives of each other, we have ensured that equation (25) holds for y with i = m.
Next, consider the product on the left side of equation (25) with i = m − 1 for each node y at level 2 of the tree (if n is odd) or at level 3 (if n is even). By Lemma 4.1 and our labeling of T n−1 again, the square of this product is ζ 2 m−1 , and hence the product itself is ±ζ 2 m . If it is −ζ 2 m , exchange the labels of the two level-n nodes ybaa · · · aa and ybaa · · · ab; otherwise, make no label changes for now. Since these two points in f −n (x 0 ) are negatives of each other, we have ensured that equation (25) holds for y with i = m − 1. In addition, because both of these nodes have labels beginning yb · · · , they did not show up in the product of equation (25) for nodes lower on the tree than y, so we have not disrupted our previous arrangements.
Continue in this fashion, considering nodes at successive even levels ℓ of the tree (if n is odd) or odd levels ℓ of the tree (if n is even). For each such node y, choose whether or not to switch the labels of ybaa · · · aa and ybaa · · · ab to ensure that equation (25) holds for y with i = (n − ℓ − 1)/2. Once we have finished working our way up through level ℓ = n − 1, we have labeled T n so that for every node y at every level 0 ≤ ℓ ≤ n − 1 of T n , and for every 0 ≤ i ≤ ⌊(n − ℓ − 1)/2⌋, the identity of equation (25) holds. Thus, our inductive construction is complete.
The following result is a strengthened version of statement (1) of our Main Theorem. 
for every 2-power root of unity ζ ∈ K ∞ and every σ ∈ G ∞ , where P (σ) = P (σ, x 0 ) is the map of Definition 1.2.
Proof. It suffices to show that σ(ζ 2 m ) = ζ P (σ,y) 2 m for every σ ∈ G ∞ , every m ≥ 1, and every y ∈ Orb − f (x 0 ) Throughout the proof, then, fix such σ, m, and y. By hypothesis, for any point w ∈ Orb − f (x 0 ) and any i ≥ 0, we have
by equation (25) of Lemma 4.3 applied to σ(w), and by equation (1) applied to Par(σ, w). Each product in equation (26) is over t 1 , . . . , t i ∈ {a, b}; and for i = 0, we understand it to say [σ(wa)[= ζ
[σ(w)a]. In addition, since the two-element sets {σ(wa), σ(wb)} and {σ(w)a, σ(w)b} always coincide, we have (27) s∈{a,b} σ(w 1 s)w 2 = s∈{a,b} σ(w 1 )sw 2 .
for any strings w 1 and w 2 of the symbols a, b. Thus, if we define
Par(σ, wt 1 at 2 a · · · at j ), then for any node x of the tree and any m ≥ 1, we have
where each undecorated product is over s 1 , . . . , s m−1 ∈ {a, b}. In proving equation (28), we have alternately applied equations (26) and (27) . Specifically, we used equation (26) with i = 0 and w = xs 1 a · · · as m−1 at the first equality, then with i = 1 and w = xs 1 a · · · as m−2 at the third, and so on through i = m − 2 with w = x. We then used (27) at the second equality with w 1 = xs 1 a · · · as m−2 a and w 2 = a, then with w 1 = xs 1 a · · · as m−3 a and w 2 = as m−1 a at the fourth, and so on.
Applying equation (28) to both x = ya and x = yb, and substituting the results in equation (25) 
where each undecorated product is again over s 1 , . . . , s m−1 ∈ {a, b}. Since ζ 
where Q(σ, x) is as defined in equation (2) . On the other hand, by equation (25) applied to σ(y), the quotient of two products in expression (29) 
The image of G n under this embedding is contained in M n .
(2) The image of Gal(K n /K(ζ 2 m )) ⊆ G n under this embedding is contained in B n .
Proof. We have the following commutative diagram
where the horizontal maps are the embeddings induced by the action of G n and G ∞ on the tree of preimages, the vertical map on the left is the quotient induced by restricting to K n , and the vertical map on the right is the quotient R ∞,n induced by restricting to T n . By Theorem 4.4, the image of the top map is contained in M ∞ ⊆ Aut(T ∞ ), and by Theorem 3.2, we have R ∞,n (M ∞ ) = M n . Since the quotient G ∞ → G n is surjective, the image of the bottom map is contained in M n , proving statement (1). Given σ ∈ Gal(K n /K(ζ 2 m )), we have
where the first equality is by Theorem 4.4, and the second is because σ fixes K(ζ 2 m ). Therefore, P (σ, x 0 ) ≡ 1 (mod 2 m ), and hence the image of σ in M n lies in the subgroup B ′′ n from Definition 2.3.(3). Thus, by Corollary 2.12, the image of σ lies in B n , proving statement (2).
Surjectivity of the Galois group in the arithmetic basilica
Having shown that the arboreal Galois group G ∞ := Gal(K ∞ /K) of f (z) = z 2 − 1 embeds in the arithmetic basilica M ∞ , we now wish to prove that the embedding is surjective under certain conditions. The following variant of Lemma 4.2 will prove useful to that end. As in Corollary 4.5, by restricting to T n , we may consider G n := Gal(K n /K) to be a subgroup of M n . In particular, the subgroup Gal(K n /K n−1 ) is simply G n ∩ U n , which, for n even, is the same as G n ∩ E n , by Theorem 3.2.(1).
Lemma 5.1. Let m ≥ 1, and let α 0,1 ∈ K. For each i = 1, . . . , m, choose points
Proof. For m = 1, we have γ 1 = α 1,1 α 1,2 , and hence
Proceeding inductively, assume now that m ≥ 2, and that statement (2) is true for m − 1. In particular, assume that it holds for the tree with root point α 1,i over the field K(α 1,i ), for each of i = 1, 2. Define 
Lemma 5.2. Let n ≥ 2, and suppose that G n ∼ = M n ; if n = 2, suppose further that i ∈ K n , where i = ζ 4 denotes a primitive fourth root of unity. Let y ∈ K n−2 with the property that y has no square root in K n−2 (i). Then y has no fourth root in K n (i).
Proof. Case 1. Suppose first that n ≥ 5, so that i ∈ K 3 ⊆ K n−2 . If y has a fourth root γ ∈ K n , then K n−2 (γ)/K n−2 is a cyclic extension of degree 4, since γ 2 ∈ K n−2 by hypothesis. Thus, H := Gal(K n /K n−2 ) has a quotient J isomorphic to Z/4Z. Let σ ∈ H be an element such that the image of σ in J has order 4.
Observe that H acts as M 2 = Aut(T 2 ) on each of the 2 n−2 copies of T 2 rooted at points of f −(n−2) (x 0 ). Since the image of σ in J has order 4, the resulting composition H ։ Aut(T 2 ) → J must be surjective for at least one such copy of T 2 . Thus, we have a surjective homomorphism Aut(T 2 ) ։ J. However, Aut(T 2 ) is isomorphic to the 8-element dihedral group D 4 , which has no quotients isomorphic to Z/4Z. This contradiction completes the proof for n ≥ 5.
would have a quotient isomorphic to Z/4Z, a contradiction.
Case 3. Suppose n = 3. Let H := Gal(K 3 /K 1 (i)), which must be
since its elements fix i and the points of f −1 (x 0 ), with no other restrictions. Thus, H acts as M 2 on each of the two copies of T 2 rooted at the points of f −1 (x 0 ), although any τ ∈ H must act as an even permutation on the eight points of f −3 (x 0 ). If y has a fourth root γ ∈ K 3 , then as in Case 1, at least one of the two copies of M 2 ∼ = D 4 would have a quotient isomorphic to Z/4Z, a contradiction. The commutators λ 2 , λ ′ 2 := α −1 λ 2 α, and λ 3 together generate the 8-element group E 3 , which does not contain λ 1 ∈ C. Thus, |C| ≥ 16, and hence |M ab 3 | ≤ 8, as claimed. As noted in the proofs of parts (2) and (3) above, we have
If K 3 contains a primitive eighth root of 1, then
is an abelian extension, and by hypothesis, it has degree 16. Therefore, the abelianization of G 3 = Gal(K 3 /K) ∼ = M 3 must have order at least 16, contradicting our claim. Thus, K 3 cannot contain a primitive eighth root of 1.
(5): Let C be the commutator subgroup of M 4 . We claim that |C| ≥ 2 10 , and hence the abelianization M (4), we only need the inequality here.)
Since R 4,3 : M 4 → M 3 is surjective, all of the automorphisms of T 3 in the proof of part (4) can be lifted to M 4 , and hence the restriction R 4,3 (C) of C to T 3 has order at least 16. Therefore, to prove the claim, it suffices to show that E 4 ⊆ C, since E 4 is a 2 6 -element subgroup of ker(R 4,3 ). As in the proof of Lemma 2.10, the commutator µ bb := α 2 β 2 α −2 β −2 ∈ C has Par(µ bb , y) = 1 if y = bba or bbb, 0 otherwise for all nodes y of T 3 .
Since M 4 acts transitively on the second level of T 3 , conjugating µ bb yields three more automorphisms µ aa , µ ab , µ ba ∈ C, where Par(µ st , y) = 1 if y = sta or stb, 0 otherwise for all nodes y of T 3 .
Defineσ,τ ∈ M 4 by Par(σ, y) = 1 if y ∈ {aa, abb, bbb} 0 otherwise, and Par(τ, y) = 1 if y ∈ {b, aa, abb}, 0 otherwise, for all nodes y of T 3 ; see Figure 5 , where the nodes for which Par = 1 are marked. Define
Bothσ andτ fix the nodes a and b, and they coincide on the subtree rooted at a, so that λ b acts trivially on this subtree. On the other hand, on the subtree rooted at b, they act like the automorphisms σ and τ from the proof of part (4). Thus, the commutators λ a for all nodes y of T 3 . Therefore, the six automorphisms
together generate all 2 6 elements of E 4 . Thus, |C| ≥ 2 10 , and hence |M ab 4 | ≤ 8, as claimed.
As in the proof of part (4) above, if K 4 contains a primitive eighth root of 1, then 
(a) K n contains all the 2 m+1 -roots of unity but no primitive 2 m+2 -roots of unity.
(a) K n contains all the 2 m -roots of unity but no primitive 2 m+1 -roots of unity.
We proceed by induction on n ≥ 1. For n = 1, 2, we strengthen the second statement of (1c) and (2c) to say that K 1 (i) and K 2 (i) do not contain a fourth root of 1 + x 0 . This strengthening will be relevant near the end of Cases 3 and 2, respectively.
Case 1: For n = 1, i.e., n = 2m + 1 with m = 0, clearly K 1 contains ζ 2 = −1, which is a primitive 2-root of 1, and −x 0 , which is a 2 0 -root of −x 0 . In addition, and that
would be a cyclic extension of degree 4, a contradiction. Thus, K 1 (i) does not contain a fourth root of 1 + x 0 .
We have proven statements (a)-(c), including the strengthened version of (c). Finally, since [K 1 : K] = 2 and ζ 2 = −1, we have
proving statements (d) and (e) as well.
Case 2: Suppose n = 2m ≥ 2 is even, and suppose the theorem holds for all smaller n. Let ℓ := 2 m . By the inductive hypothesis, K n−1 contains a primitive ℓ-root of unity ζ ℓ and an ℓ-root of 1 + x 0 , and therefore K n does as well, proving the first half of statements (a) and (c).
By Corollary 4.5.(1), G n = Gal(K n /K) is isomorphic to a subgroup of M n , not just as abstract groups, but also respecting the action on the tree T n , identified with the tree of preimages of x 0 under f −n . We will therefore abuse notation in the rest of this proof and view G n as a subgroup of M n . Similarly, by Corollary 4.5.(2), G ′ n := Gal(K n /K(ζ ℓ )) is a subgroup of B n . Since K n−1 also contains ζ ℓ , it follows that Gal(K n /K n−1 ) is a subgroup of E n .
By Lemma 5.1.
(1) applied to α 0,1 := x 0 , K n also contains an ℓ-root γ of −x 0 , proving the first half of statement (b). By the inductive hypothesis again, we have γ ∈ K n−1 . On the other hand, γ 2 is a 2 m−1 -root of −x 0 and hence lies in K n−1 . (Indeed, K n−1 contains at least one such root, and hence it contains all such roots, as it is a Galois extension of K.) Therefore, K n contains the quadratic extension K n−1 (γ) of K n−1 , and hence there exists λ ∈ Gal(K n /K n−1 ) = G ′ n ∩ E n such that λ(γ) = −γ. By Lemma 5.1. (2), we have sgn n (λ, x 0 ) = −1. In addition, by our inductive assumption of (d) for n − 1, we have R n,n−1 (G ′ n ∩ B n ) = Gal K n−1 /K(ζ ℓ ) = B n−1 .
Therefore, by Corollary 2.13, we have G ′ n ⊇ B n , and hence G ′ n = Gal(K n /K(ζ ℓ )) = B n , proving statement (d).
Furthermore, it follows that Gal(K n /K n−1 ) = E n , and hence, by Theorem 3.2. (1), that Gal(K n /K n−1 ) = U n . By our inductive hypothesis, we also have Gal(K n−1 /K) = M n−1 . Thus, we must have Gal(K n /K) = M n , proving statement (e).
It remains to show the second half of each of statements (a-c). For (a), Lemma 5.3.(3) suffices for n = 2, and Lemma 5.3.(5) suffices for n = 4. For n ≥ 6, i.e. m ≥ 3, let y = ζ 2 m−1 be a primitive 2 m−1 -root of unity. By our inductive hypothesis, we have y ∈ K n−2 but y has no square root in K n−2 = K n−2 (i). Therefore, by Lemma 5.2, y has no fourth root in K n (i) = K n ; that is, K n does not contain a primitive 2 m+1 -root of unity.
For (b) and (c), we claim that neither 1 + x 0 nor −x 0 has a 2 m -root in K n−2 (i). For n ≥ 6, this is true by our inductive hypothesis and the fact that K n−2 = K n−2 (i). For n = 2, it is true for 1 + x 0 by Lemma 5.3.(1), and for −x 0 by Lemma 5.3.(2). For n = 4, our inductive hypothesis says that −x 0 has no fourth root in K 3 and hence in K 2 (i). Finally, the strengthened version of statement (2c) in our inductive hypothesis says that 1 + x 0 has no fourth root in K 2 (i), proving our claim.
Thus, letting y ∈ K n−2 be a 2 m−1 -root of −x 0 (for (b)), or a 2 m−1 -root of 1 + x 0 (for (c)), the above claim shows that y has no square root in K n−2 (i). Therefore, by Lemma 5.2, y has no fourth root in K n (i), yielding the desired conclusion that K n contains no 2 m+1 -roots of −x 0 or 1 + x 0 , and, for n = 2, that K 2 (i) contains no fourth root of 1 + x 0 .
Case 3: Suppose n = 2m + 1 ≥ 3 is odd, and suppose the theorem holds for all smaller n. Let ℓ := 2 m . By the inductive hypothesis, K n−1 contains an ℓ-root of −x 0 , and therefore K n does as well, proving the first half of statement (b). By Lemma 4.2 with y = x 0 , which has preimages f −1 (x 0 ) = {± √ 1 + x 0 }, we see that K n contains a 2 m+1 -root of 1 + x 0 and a primitive 2 m+1 -root of unity ζ 2ℓ . Thus, we have proven the first half of statements (a) and (c) as well.
As in Case 2, by Corollary 4.5, G n = Gal(K n /K) is isomorphic to a subgroup of M n , and G ′ n := Gal(K n /K(ζ 2ℓ )) is isomorphic to a subgroup of B n . We again abuse notation and view G n and G ′ n as subgroups of M n and B n , respectively. It follows that Gal(K n /K n−1 (ζ 2ℓ )) ⊆ G ′ n is a subgroup of E n . Consider G ′′ := Gal(K n−1 (ζ 2ℓ )/K(ζ 2ℓ )). We claim that G ′′ ∼ = B n−1 . To prove this claim, observe first that G ′′ is isomorphic to a subgroup of B n−1 , by Corollary 4.5.(2). Observe further that [K n−1 (ζ 2ℓ ) : K n−1 ] = 2, since ζ ℓ := ζ 2 2ℓ ∈ K n−1 but ζ 2ℓ ∈ K n−1 , by our inductive hypothesis. Therefore, Recall from above that K n contains a 2 m+1 -root γ of 1 + x 0 . By the inductive hypothesis, we have γ ∈ K n−1 . We make a second claim, that γ ∈ K n−1 (ζ 2ℓ ). To see this, it suffices to show that the two quadratic extensions L := K n−1 (γ) and K n−1 (ζ 2ℓ ) of K n−1 do not coincide. If they did, then Gal(L/K n−1 ) would be a two-element group {e, τ } with τ (γ) = −γ and τ (ζ 2ℓ ) = −ζ 2ℓ . In that case, the product ζ 2ℓ γ ∈ L would be fixed by both e and τ , and hence ζ 2ℓ γ ∈ K n−1 . However, ζ 2ℓ γ is a 2 m+1 -root of 1 + x 0 , contradicting the inductive hypothesis and proving our second claim.
Thus, K n contains the quadratic extension K n−1 (ζ 2ℓ , γ) of K n−1 (ζ 2ℓ ), and hence there exists λ ∈ Gal(K n /K n−1 (ζ 2ℓ )) = G where the last equality is by our first claim. Therefore, by Corollary 2.13, we have G ′ n ⊇ B n , and hence G ′ n = Gal(K n /K(ζ 2ℓ )) = B n , proving statement (d). It follows that Gal(K n /K n−1 (ζ 2ℓ )) = E n . On the other hand, Gal(K n /K n−1 ) ⊆ U n , since G n is a subgroup of M n . We must therefore have Gal(K n /K n−1 ) = U n , because
where the first equality is by our inductive hypothesis, and the second is by Theorem 3.2.(1). Also by our inductive hypothesis, we have Gal(K n−1 /K) = M n−1 . It follows that Gal(K n /K) = M n , proving statement (e).
It remains to show the second half of each of statements (a-c). For (a), Lemma 5.3.(4) suffices for n = 3. For n ≥ 5, i.e. m ≥ 2, let y = ζ 2 m be a primitive 2 m -root of unity. By our inductive hypothesis, we have y ∈ K n−2 but y has no square root in K n−2 = K n−2 (i). Therefore, by Lemma 5.2, y has no fourth root in K n ; that is, K n does not contain a primitive 2 m+2 -root of unity. For (b), let y be a 2 m−1 -root of −x 0 , or for (c), let y be a 2 m -root of 1 + x 0 . If n = 3, then y has no square root in K n−2 (i), by Lemma 5.3.(2) for −x 0 , and by our strengthened version of (1c) for 1 + x 0 . If n ≥ 5, then by our inductive hypothesis, y has no square root in K n−2 = K n−2 (i). Therefore, by Lemma 5.2, y has no fourth root in K n . That is, K n contains no 2 m+1 -roots of −x 0 or 1 + x 0 .
