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Benchmark reactions involving molecular hydrogen, such as H2+D or H2+Cl, provide the ideal
platforms to investigate the effect of Near Threshold Resonances (NTR) on scattering processes.
Due to the small reduced mass of those systems, shape resonances due to particular partial waves
can provide features at scattering energies up to a few Kelvins, reachable in recent experiments. We
explore the effect of NTRs on elastic and inelastic scattering for higher partial waves ` in the case of
H2+Cl for s-wave and H2+D for p-wave scattering, and find that NTRs lead to a different energy
scaling of the cross sections as compared to the well known Wigner threshold regime. We give a
theoretical analysis based on Jost functions for short range interaction potentials. To explore higher
partial waves, we adopt a three channel model that incorporates all key ingredients, and explore
how the NTR scaling is affected by `. A short discussion on the effect of the long-range form of the
interaction potential is also provided.
PACS numbers:
I. INTRODUCTION
Atomic and molecular hydrogen are the most abun-
dant, and in many ways the most fundamental, con-
stituents of matter in the universe. For example, reac-
tions such as H2+D→HD+H are relevant to astrophysics,
especially for the astrochemistry in the early universe [1]
and the evolution of cold molecular clouds in the earliest
stages of star formation [2]. In addition, hydrogen is the
perfect system to test our theoretical understanding by
allowing high precision calculations. In particular, basic
chemical systems involving molecular hydrogen, such as
H2+D, H2+Cl, or H2+F, provide benchmark systems for
which potential energy surfaces (PES) can be calculated
to a high level of accuracy.
Another fundamental feature in scattering are reso-
nances. They are ubiquitous, appearing as potential or
shape resonance, or as Feshbach resonances. Although
their effect is often averaged over at room or higher tem-
peratures, they can become the dominant feature at low
or ultralow temperatures, where only a few partial waves
might contribute to the scattering process. Since cold
molecules were first predicted [3, 4] and observed exper-
imentally [5, 6], rapid progress has been made in our
ability to form and manipulate ultracold molecules [7, 8],
which provides the seed to study in a precise and con-
trolled fashion [9] the role of single partial waves, and
state-to-state processes [10] in chemical systems. In fact,
early experiments on KRb ultracold molecules [11, 12],
which explored quantum-state controlled chemical reac-
tions using quantum statistics, motivated several stud-
ies of chemical systems under extreme conditions, and
particularly the role of resonances in controlling the out-
come. This high level of control over interactions can be
realized using Feshbach resonances [13], or by orienting
ultracold molecules [14, 15]. In addition to investigations
of degenerate quantum gases [16, 17], such control also al-
lows studies of exotic three-body Efimov states [18, 19] or
application to quantum information processing [20–22].
In previous work, we have studied ultracold reactions
involving molecular hydrogen, such as H2+D [23–25]
H2+Cl [26, 27] and H2+F [27]. We also showed that
shape resonances due to higher partial waves appear in
certain reaction channels in H2+D [24, 25] and D2+H
[28]. Due to the small reduced mass of these systems and
shallow van der Waals complexes, these resonances occur
at scattering energies corresponding to a few mK up to a
few K, i.e. above the “standard” ultracold regime usually
nearing µK. Similar resonances were recently observed
in H2 scattering with He
∗ (metastable helium) [29–32].
Such studies of benchmark reactions involving H2 should
lead to a better understanding of the energy surface and
of the relevant scattering processes.
Previously, we explored the effect of near-threshold res-
onances on reaction rates in H2+Cl and H2+F [26, 27]
for the ultracold case where only the s-wave contribu-
tion plays a role. In this article, we extend our analysis
to higher partial waves; for ` ≥ 2, we employ a model
based on three coupled open channels that incorporates
the key ingredients while allowing for easy tuning of the
resonances for each partial wave `. We uncover specific
scaling differing from the expected Wigner’s scaling laws
for given partial waves `.
We first review scattering theory for multi-channel
problems to establish the notation, followed by the cor-
responding Jost function treatment. Using mass scaling,
we demonstrate how near threshold resonances (NTRs)
manifest themselves in H2+Cl (` = 0) and H2+D (` = 1).
We build on the Jost function approach to formulate the
NTR regime scaling laws, and illustrate them with the
simpler model for ` ≥ 2. We finally discuss briefly the
effect of a power-law potential tail on those scalings.
II. SCATTERING
In a multichannel scattering problem, the scattering
wave function ψ+k for in incident projectile with momen-
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2tum p = ~k can be expanded onto a complete basis rep-
resenting the channels. Here, we review the case of non-
reactive processes, where the initial arrangement remains
intact after the scattering event, though the general re-
sults are applicable to the reactive case. A more thorough
discussion can be found in several scattering textbooks,
such as [33–35].
Below, we limit our discussion to the non-reactive case
(although the results can be generalized to the rearrange-
ment case [33]), and assume the Hamiltonian
Hˆ =
(
p2
2µ
+ Hˆtarget
)
+ V (r, s) , (1)
where r is the position projectile and s the set of coor-
dinates describing the target, µ is the reduced mass of
the projectile and target, and V (r, s) the interaction be-
tween them. Here, Hˆtarget dictates the target dynamics,
with Hˆtargetφn(s) = Enφn(s), We expand ψ
+
k (k, r, s) in
the basis of φn(s), i.e.
ψ+k (k, r, s) =
∑
n
∫
ηn(r)φn(s) , (2)
where ηn(r) correspond to the channel wave functions,
and the sum runs over discrete and continuum states.
Their asymptotic form is written as
ηn(r)
r→∞−−−−→ δnieik·r + fni e
iknr
r
, (3)
where fni ≡ f(kn, n ← k, i) stands for the scattering
amplitude from the initial/incident channel i with mo-
mentum p = ~k into the channel n with momentum
pn = ~kn.
Applying Hˆ onto the expansion (2) for ψ+k (k, r, s), and
using orthonormality
∫
dsφ∗m(s)φn(s) = δmn, of the ba-
sis φn, one gets [33]
−~
2∇2
2µ
ηm(r)+
∑
n
∫
Vmn(r)ηn(r) = (E−Em)ηm(r) , (4)
where
Vmn(r) ≡
∫
ds φ∗m(s)V (r, s)φn(s) . (5)
Although there is in principle an infinite set of coupled
equations due to the infinite number of states arising from
the continuum, one generally neglects its contribution
and restricts the number N of discrete terms considered
to obtain the close-coupling approximation.
In that case, if we label the initial/incident channel
by i = 1, the solution η1(r) of the scattering problem,
Eq.(4), can be rewritten in the matrix form
∇2η1(r)−U(r)η1(r) +K2η1(r) = 0 , (6)
where
η1(r) =
 ηi=1(r)...
ηN (r)
 , K =
 k1 0. . .
0 kN
 , (7)
with kn =
√
2µ(E − En)/~2, and where U(r) is a N ×N
matrix with elements Umn =
2m
~2 Vmn. In general, the
incident wave can be in any of the channels n = 1, . . . , N ,
leading to N distinct solutions η1(r), . . . ,ηN (r), where
each ηn(r) describes a collision beginning in channel i =
n, so that Eq.(6) can be rewritten as
∇2η(r)−U(r)η(r) +K2η(r) = 0 , (8)
where η(r) is a matrix with each column being the solu-
tion for an initial channel
η(r) = (η1(r),η2(r), . . . ,ηN (r)) , (9)
with
η1=

ηi=1
η2
...
ηN
,η2=

η1
ηi=2
...
ηN
, . . . ,ηN =

η1
η2
...
ηi=N
. (10)
We consider the case where the system is rotationally
invariant and spinless, so that the solutions ηn(r) can be
written in a partial wave expansion of the form [33]
ηn(r) =
∞∑
`=0
(2`+ 1)
kr
ψ(`)n (r)P`(cos θ) , (11)
which satisfies the matrix radial equation[
I
d2
dr2
− I`(`+ 1)
r2
−U(r) +K2
]
ψ(`)n (r) = 0 . (12)
The vector ψ
(`)
n (r) is the radial solution with the incident
wave in channel i = n, and for each angular momentum `,
there are N distinct radial functions ψ
(`)
n (r). Each vector
ψ
(`)
n (r) has N components ψ
(`)
mn(r), and their asymptotic
form is given by
ψ(`)mn(r)
r→∞−−−→ C(kn)
[
i`s`(knr)δmn + knf
(`)
mne
ikmr
]
= C(kn)
i2`+1
2
[
e−iknrδmn
−(−1)`
√
kn
km
S(`)mne
ikmr
]
, (13)
where s`(x) = xj`(x) is the Riccati-Bessel function,
C(kn) is a normalization constant, and where f
(`)
mn and
S
(`)
mn are related by
S(`)mn = δmn + 2i
√
kmknf
(`)
mn . (14)
3The
√
kn/km factor appearing with S
(`)
mn in Eq.(13) en-
sures the unitarity of the S-matrix.
Regrouping all vectors ψ
(`)
n (r) into a single N × N
matrix as for η(r) in Eq.(9), we have
Ψ
(`)
(r) = (ψ
(`)
1 (r),ψ
(`)
2 (r), . . . ,ψ
(`)
N (r)) , (15)
and the asymptotic forms in Eq.(13) are rewritten as
Ψ
(`)
(r)
r→∞−−−→
[
i`s`(Kr) + e
iKrF(`)K
]
C(K)
=
i2`+1
2
[
e−iKr−(−1)`eiKrK−1/2S(`)K1/2
]
C(K),(16)
where F(`) and S(`) are the matrices for f
(`)
mn and S
(`)
mn,
K given in Eq.(7) with K±1/2 = diag{k±1/2j }, and
with the various diagonal matrices defined as C(K) =
diag{C(kj)}, s`(Kr) = diag{s`(kjr)}, and e±iKr =
diag{e±ikjr}. Eq.(14) is then written as
S(`) = I+ 2iK1/2F(`)K1/2 . (17)
The order of the matrix multiplication is important in
those matrix forms.
Differential cross sections for multi-channel scattering
with and without rearrangement are given by [33]
dσm←n
dΩ
=
km
kn
|fmn|2 , (18)
In general, the exact form of the expression depends on
the angular momenta, internal structure, and the exact
interactions entering the Hamiltonian (such as interac-
tion with external fields, etc.). For the simpler rotation-
ally invariant and spinless system satisfying Eqs.(11) and
(12), we have
fmn =
∞∑
`=0
(2`+ 1)f (`)mnP`(cos θ) . (19)
Using the properties of Legendre polynomials P`, and
after integration over angles, one gets
σm←n(kn) = 4pi
km
kn
∞∑
`=0
(2`+ 1)|f (`)mn|2 , (20)
which can be rewritten, with the help of Eq.(14), as
σm←n(kn) =
pi
k2n
∞∑
`=0
(2`+ 1)|δmn − S(`)mn|2 , (21)
=
pi
k2n
∞∑
`=0
(2`+ 1)|T (`)mn|2 , (22)
=
∞∑
`=0
(2`+ 1)σ(`)m←n(kn) , (23)
where we define the partial cross section σ
(`)
m←n(kn) in
term of the T-matrix, namely
σ(`)m←n(kn) ≡
pi
k2n
|T (`)mn|2 . (24)
The T-matrix T
(`)
mn = δmn − S(`)mn can be written as
T = I− S . (25)
Using the unitarity of the S-matrix, namely 1 =∑
m |S(`)mn|2 = |S(`)nn|2 +
∑
m6=n |S(`)mn|2, the elastic and to-
tal inelastic cross sections are simply
σelasn ≡ σn←n =
pi
k2n
∞∑
`=0
(2`+ 1)|S(`)nn|2 , (26)
σineln ≡
∑
m 6=n
σm←n=
pi
k2n
∞∑
`=0
(2`+ 1)[1− |S(`)nn|2]. (27)
We note that in the zero-energy limit, the cross sections
are given by the s-wave (` = 0) partial wave and can be
expressed in terms of a complex scattering length an =
αn − iβn [26, 36], namely σelasn ∼ 4pi|an|2 and σineln ∼
4piβn/kn, which exemplify the usual Wigner’s threshold
regime [26, 36, 37] .
Resonances can be understood from the appearance of
poles in the structure of the S-matrix, and the proximity
of the scattering energy E (or momentum k) from these
poles. A useful formalism to explore these effect is based
on the Jost function.
III. JOST FUNCTION
We consider rotationally invariant and spinless sys-
tems. For N coupled channels, the regular solution
φ
(`)
(r) is an N ×N matrix with elements φ(`)mn satisfying
the system of coupled radial equations,
I
d2
dr2
φ
(`)
(r) =
[
U(r) + I
`(`+ 1)
r2
−K2
]
φ
(`)
(r) . (28)
The element φ
(`)
mn must satisfy the boundary condition
φ
(`)
mn(r) ∼ δmn(knr)`+1 as r → 0. For potential elements
Umn less singular than r
−2 at the origin and vanishing
faster than r−3 at ∞, the asymptotic behavior of φ(`)mn
can be written as
φ(`)mn(r)
r→0−−−→ δmns`(kmr) , (29)
φ(`)mn(r)
r→∞−−−→ s`(kmr)A(`)mn + c`(kmr)B(`)mn . (30)
The asymptotic φ
(`)
mn(r) at large r can be written in terms
of the free solutions e±ikr, namely
φ(`)mn(r)
r→∞−−−→ i
2
[
(A(`)mn − iB(`)mn)e−i(kmr−`pi/2)
−(A(`)mn + iB(`)mn)e+i(kmr−`pi/2)
]
, (31)
≡ i
`+1
2
[
J (`)mne−ikmr−(−1)`J (`)∗mn e+ikmr
]
, (32)
where, we define the Jost matrix element as
J (`)mn ≡ A(`)mn − iB(`)mn . (33)
4or, in matrix form,
φ
(`)
(r)
r→∞−−−→ i
`+1
2
[
e−iKrJ ` − (−1)`eiKrJ ∗`
]
. (34)
Multiplying φ
(`)
by i`J −1` C(K) on the right, we find by
comparing with the physical solution given by Eq.(16),
Ψ
(`)
= i`φ
(`)J −1` C(K) , (35)
with
S(`) = K1/2J ∗`J −1` K−1/2 (36)
If ` is not a good quantum number, for example due
to interactions with external fields, the Jost-matrix can
still be written in term of two matrices [33] as in Eq.(33)
J ≡ A− iB . (37)
and the matrix expression relating the S-matrix and the
Jost-matrix is still valid
S = K1/2J ∗J −1K−1/2 . (38)
The inverse of the Jost-matrix in S is given by
J −1 = 1
det(J ) [Cof(J )]
T
, (39)
with [Cof(J )]T the transpose of the matrix of cofactors
of J and det(J ) the determinant of J . These expres-
sions are particularly instructive to understand the effect
a Near Threshold Resonance (NTR) on the scattering
cross sections.
IV. NEAR THRESHOLD RESONANCES
We consider resonances occurring due to existence of
a quasi-bound state in the entrance channel of a scat-
tering system. We first look at few examples in bench-
mark chemical reactions, explain the energy scaling due
to these near threshold resonances based on the proper-
ties of the Jost functions, and employ a three-open chan-
nel model to illustrate the effect for higher partial waves
` up to f -wave (` = 3). We end the discussion with the
elastic case, where additional considerations on the range
of the potential affect the validity of our results.
A. Benchmark reactions
In our previous work [26, 27], we have used two bench-
mark chemical reactions to investigate near threshold res-
onances in the ultracold temperature regime. In particu-
lar, we studied H2+Cl and H2+F reactions in the s-wave
(` = 0) scattering regime, by varying the mass of H as
suggested originally by [38], which changes the relative
position of channels and bound and quasi-bound states,
allowing to theoretically tune resonances and scattering
processes. This approach is similar to modifying the PES
itself [39]. The results presented here were obtained us-
ing the abc reactive scattering code of Manolopoulos and
coworkers [40], which has been optimized for ultralow
energies in previous studies of H2+D [23], and H2+Cl
[26, 27],
The first case we discuss is H2+Cl for s-wave scatter-
ing, for which the details of the calculations and mass
scaling are given in [26, 27]. This system was recently in-
vestigated at ultralow temperatures [26, 27, 41]; we used
the potential energy surface (PES) developed by Bian
and Werner [42]. Fig. 1 shows the results for H2+Cl,
with the left panels depicting the elastic σelasn and total
inelastic σineln cross sections for the initial channel n cor-
responding to H2(v = 1, j = 0)+Cl as a function of the
mass of H, m, at a collision energy 1 nK. It shows sharp
variations of the cross sections for specific values of m:
the real mass of H (mH) and D (mD) are indicated by
solid circles. The right panels illustrate the effect of near
threshold resonances (NTRs) on cross sections for three
values of m starting from mH and getting closer to the
resonance shown on the left panels. The cross sections are
given as a function of the scattering energy E = ~2k2/2µ
defined from the threshold of the entrance channel.
As k → 0, σineln reaches the Wigner’s regime, scaling as
k−1 for all three masses. For masses closer to the reso-
nance, the scaling changes to k−3 at higher energies (still
ultracold and described by ` = 0 scattering only). This
behavior appears to be universal; at higher energies (but
still ultracold), σineln has the same value until it deviates
from the universal NTR k−3 scaling to join the Wigner
k−1 scaling at lower k. The elastic cross sections σelasn
is also shown for the same masses ; the Wigner regimes
constant cross section as k → 0 changes to the expected
k−2 scaling for m near a resonance.
Similar behaviors were found for H2+F in the s-wave
(` = 0) regime [27] using the PES developed by Stark and
Werner [43]: this system has also been studied in the ul-
tracold regime by [38, 44]. The origin of the NTR regime
for ` = 0 was investigated in our previous work, first as
the result of the proximity of a pole of the S-matrix to
the real positive k-axis [26], and then in terms of the
Jost function [27]. More recently, we have explored other
benchmark reactions involving hydrogen and its isotopes,
namely H2+D [25] and D2+H [28] using the PES of [45],
to probe the effect of the nuclear spin symmetry on the
scattering processes. In particular, we identified a p-wave
(` = 1) shape resonance in the H2(v = 1, j = 0)+D en-
trance channel for para-H2. The details of the calcula-
tions are given in [25]. In Fig. 2 (inset), we show the
total inelastic cross section vs E for the real mass of H,
with the leading contribution of s-wave (` = 0) scatter-
ing as E → 0, the dominating contribution of the p-wave
(` = 1) resonance near E/kB ∼ 100 mK, the smaller
structure due to the d-wave (` = 2) near 5 K, and higher
partial wave contributions at larger energies still.
The main plot of Fig. 2 depicts the p-wave contribu-
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FIG. 1: Left panel: elastic and total inelastic cross sections
vs. m (the mass of H, with circles stand for the true mass
of H and D) for the entrance channel H2(v=1, j=0) + Cl at
a collision energy E/kB = 1 nK. Right panel: corresponding
energy dependence of the inelastic (a) and elastic (b) cross
sections for m = 1.0078 u = mH (true mass), 1.038 u, and
1.042 u (blue).
tion only, for different value of m (mass of H). As m
increases from the real mass of H (mH), the position of
the resonance shifts to lower energies and is accompa-
nied by an increased magnitude until it disappears near
m ∼ 1.018 u, at which point the van der Waals complex
H2 · · ·D acquires a new bound state. As m increases fur-
ther, the maximum in the cross section starts shifting to
larger energies with a decreasing magnitude. We note
that using Rydberg-dressed interactions between H2 and
D mimics the variation of the mass of H by changing the
amount of Rydberg admixing in the colliding partners
[24]. Fig. 2 clearly points to two k-scaling regimes on
either side of the resonance, the expected k Wigner scal-
ing as k → 0, and a different k−3 NTR scaling at higher
k. We also note that while the Wigner regime tends to
different values (all with the k-dependence), the total in-
elastic cross section (p-wave) coalesces on a single curve
in NTR regime, in a fashion similar to the s-wave NTR
regime discussed above and shown in Fig. 1.
In the next section, we give a theoretical framework
based on Jost functions, and generalize the treatment to
any partial wave `.
B. Jost function theoretical framework: inelastic
processes
To explain the appearance of the NTR regime,
we turn to the properties of the S-matrix. From
Eq.(38), S = K1/2J ∗J −1K−1/2,and Eq.(39), J −1 =
[Cof(J )]T / det(J ), we can rewrite the matrix element
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FIG. 2: The p-wave contribution for the total inelastic (in-
cluding reaction) cross section for D + H2(v = 1, j = 0)
for different values of m, as indicated. The inset shows
the fully converged cross section, including partial waves
` = 0, 1, 2, 3, 4, . . ..
S
(`)
fi for the partial cross section σ
(`)
f←i in Eq.(24) as
Sfi =
√
kf
ki
(
J ∗ [Cof(J )]
T
det(J )
)
fi
=
√
kf
ki
∑
j J ∗fjCij
det(J ) ,
where we omit (`) for simplcity, and Cji = Cof(J )ji is
the cofactor of J . Adding and subtracting Jfj in the
sum, and with J ∗fj − Jfj = 2iBfj , we have J ∗fjCij =JfjCij + 2iBfjCij , so that∑
j
J ∗fjCij =
∑
j
JfjCij + 2i
∑
j
BfjCij
= δfi det(J ) + 2i
∑
j
BfjCij , (40)
where we use the properties of a determinant in term of
cofactors. The matrix element Sfi is then
Sfi = δfi +
√
kf
ki
2i
∑
j BfjCij
det(J ) ,
and the element Tfi of the T-matrix T = 1 − S simply
becomes
Tfi = −2i
√
kf
ki
∑
j BfjCij
det(J ) .
The partial cross section σ
(`)
f←i defined in Eq.(24) is
σf←i =
pi
k2i
|Tfi|2 = 4pikf
k3i
|∑j BfjCij |2
|det(J )|2 . (41)
The resonance being due to a quasi-bound state in the
entrance channel i, we isolate its contribution and write
6the determinant as
det(J ) =
∑
n
JinCin = Cii(Jii + jii) , (42)
where
jii ≡ 1
Cii
∑
n6=i
JinCin . (43)
The denominator |det(J )|2 of σf←i becomes
|det(J )|2 = |Cii|2|D|2 , where D ≡ Jii + jii . (44)
As the resonance is in the entrance channel i, the cofactor
Cii includes all but the entrance channel and is a well-
behaved function almost independent of ki as ki → 0 [27].
The effect of the resonance is accounted for in D (mostly
via the Jii contribution since jii includes all other chan-
nels). For clarity, we label the entrance channel defining
the threshold for the scattering energy by i = 1, and
simply adopt the notation ki = k1 and `i = `1, so that
σf←1 =
4pikf
k31
|∑j BfjC1j |2
|C11|2|D|2 . (45)
To understand the behavior of σf←1 at small k1, we ex-
amine the k1-dependence of Bmn(k1) and Cmn(k1) start-
ing from that of Amn(k1) and Bmn(k1) extracted from
Eqs.(29) and (30). If none of the index include the initial
channel, we find
m 6= 1
n 6= 1
}
⇒
{
Amn = A
(0)
mn +A
(2)
mnk21 + . . . ,
Bmn = B
(0)
mn +B
(2)
mnk21 + . . . ,
(46)
where A
(s)
mn and B
(s)
mn for various s are constants. If both
m and n are equal to one, we have
m = 1
n = 1
}
⇒
{
A11=A
(0)
11 +A
(2)
11 k
2
1 + . . . ,
B11=k
2`1+1
1
(
B
(0)
11 +B
(2)
11 k
2
1+. . .
)
,
(47)
while if only one index is equal to one, we find
m 6= 1
n = 1
}
⇒
Am1=k
`1+1
1
(
A
(0)
m1+A
(2)
m1k
2
1+. . .
)
,
Bm1=k
`1+1
1
(
B
(0)
m1+B
(2)
m1k
2
1+. . .
)
,
(48)
and
m = 1
n 6= 1
}
⇒
A1n=k
−`1−1
1
(
A
(0)
1n +A
(2)
1n k
2
1+. . .
)
,
B1n=k
`1
1
(
B
(0)
1n +B
(2)
1n k
2
1+. . .
)
.
(49)
From these, we get (with f 6= 1)
B11 ∼ k2`1+11
Bf1 ∼ k`1+11
B1j 6=1 ∼ k`11
Bfj 6=1 ∼ const.
 , and
C11 ∼ C(0)11 = const.
C1j 6=1 ∼ C(0)1j 6=1k`1+11
}
, (50)
where both C
(0)
11 and C
(0)
1j 6=1 are complex constant. For in-
elastic processes (f 6= 1), these give ∑j BfjC1j ∼ k`1+11 ,
so that, together with kf reaching a finite value as
k1 → 0, we obtain
σinelf←1 ∼
kf
k31
const.k2`1+21
|D(k1)|2 ∼
k2`1−11
|D(k1)|2 . (51)
The elastic case with f = 1 is treated separately in Sec-
tion IV D. The exact behavior of the cross sections will
be dictated by that of D(k1).
We focus our attention on D, using k ≡ k1 and ` ≡ `1
for clarity. From its definition in Eq.(44) together with
J11 = A11 − iB11, we get
D(k) = A11 − iB11 + j11 ,
where j11 = C
−1
11
∑
n 6=1(A1n − iB1n)C1n from Eq.(43).
Using the leading terms in Eq.(49) together with C11 ∼
C
(0)
11 = const. and C1n 6=1 ∼ C(0)1n 6=1k`+1 given in Eq.(50).
we write
j11 =
1
C
(0)
11
∑
n 6=1
[
k−`−1
(
A
(0)
1n + k
2A
(2)
1n + . . .
)
−ik`
(
B
(0)
1n + k
2B
(2)
1n + . . .
)]
C
(0)
1n k
`+1 ,
=
∑
n 6=1
C
(0)
1n
C
(0)
11
[(
A
(0)
1n + k
2A
(2)
1n + . . .
)
−ik2`+1
(
B
(0)
1n + k
2B
(2)
1n + . . .
)]
,
≡ j0 + j2k2 + · · · − ik2`+1
(
g0 + g2k
2 + . . .
)
.(52)
Here, the complex numbers ji ≡
∑
n 6=1A
(i)
1nC
(0)
1n /C
(0)
11 and
gi ≡
∑
n 6=1B
(i)
1nC
(0)
1n /C
(0)
11 have small magnitudes. To-
gether with Eq.(47), we obtain
D(k) =
[
(A0 + j0) + (A2 + j2)k
2 + . . .
]
−ik2`+1 [(B0 + g0) + (B2 + g2)k2 + . . . ] ,(53)
where we use the simpler notation Ai ≡ A(i)11 and Bi ≡
B
(i)
11 . The exact form of D(k) depends on the value of
`, and for this reason, we consider ` = 0 and ` ≥ 1
separately.
• ` = 0: in this case, we have
D(k) =
[
(A0 + j0) + (A2 + j2)k
2 + . . .
]
−ik [(B0 + g0) + (B2 + g2)k2 + . . . ] ,
= D0 +D1k +D2k
2 +D3k
3 + . . .
where D0 = A0 + j0, D1 = −i(B0 + g0), D2 = (A2 + j2),
D3 = −i(B2 + g2), and so on. The expansion of |D|2
takes the form
|D(k)|2 ' ∆0 + ∆1k + ∆2k2 + . . . , (54)
with ∆0 = |D0|2, ∆1 = D∗0D1 + D0D∗1 , ∆2 = |D1|2 +
D∗0D2 + D0D
∗
1 , etc. The denominator |D|2 will exhibit
7the Wigner or NTR scaling depending on the magnitude
of A0. If A0 is dominant, then D0 is also sizable and
∆0 is the leading term in Eq.(54) for small k. However,
if A0 itself small, and since the magnitude of j0 is also
small, there is a range of k where ∆0 is not the dominant
contribution, and since ∆1 is also proportional to D0,
the next leading term is ∆2 ≈ |D1|2 (since both D0D∗2
and D∗0D2 must also be small). This condition gives the
NTR scaling for a given range of k. To understand the
Wigner and NTR regimes, ∆1 can be omitted in Eq.(54)
since it plays a role only in the transition between the
two regimes. Combining these results with Eq.(51) gives
(with ` = 0)
σinel.`=0 ≡ σinel.(`=0)f←1 ∼
k−1
∆0 + k2∆2
. (55)
From Eqs.(45) and (51), we note that this k-scaling is the
same for any exit channel f 6= 1, although each channel
has its specific magnitude. The appearance of the NTR
scaling depends of the relative strength of ∆0 and ∆2.
From Eq.(55), we have for inelastic processes
σinel.`=0 ∼
{
k−1 , Wigner: k √|∆0/∆2|,
k−3 , NTR: k √|∆0/∆2|, (56)
• ` 6= 0: we first consider ` = 1. From Eq.(53), we have
D(k) =
[
(A0 + j0) + (A2 + j2)k
2 + . . .
]
−ik3 [(B0 + g0) + (B2 + g2)k2 + . . . ] ,
= D0 +D2k
2 + D˜3k
3 +D4k
4 + . . .
where D0 = A0 + j0 and D2 = (A2 + j2) as before, D4 =
A4 + j4, and D˜3 = −i(B0 + g0) (same as D1 in the ` = 0
case), and so on. The expansion of |D|2 becomes
|D(k)|2 ' ∆0 + ∆2k2 + ∆3k3 + ∆4k4 + . . . , (57)
with ∆0 = |D0|2, ∆2 = D∗0D2 + D0D∗2 , ∆3 = D∗0D˜3 +
D0D˜
∗
3 , ∆4 = |D2|2 + D∗0D4 + D0D∗4 , etc. Again, when
A0 is dominant, D0 is also sizable, and ∆0 is the leading
term in Eq.(57) for small k, corresponding to the Wigner
regime. If A0 (and j0) is small, then D0 is small, and
there is a range of k for which ∆0, ∆2 and ∆3 are small
compared to ∆4 ≈ |D2|2. As in the ` = 0 case, ∆2 and ∆3
play a role in the transition between the Wigner (with ∆0
dominant) and NTR (with ∆4 dominant) regimes, and
can be omitted to describe the two regimes. We write
|D(k)|2 ≈ ∆0 + ∆4k4 + . . . . (58)
Similarly, for ` = 2, Eq.(53) gives
D(k) =
[
(A0 + j0) + (A2 + j2)k
2 + . . .
]
−ik5 [(B0 + g0) + (B2 + g2)k2 + . . . ] ,
= D0 +D2k
2 +D4k
4 + D˜5k
5 . . .
where, D0, D2, and D4 are given above, and D˜5 =
−i(B0 + g0) (same as D1 in the ` = 0 case), and so
on. The expansion of |D|2 becomes
|D(k)|2 ' ∆0 + ∆2k2 + ∆4k4 + . . . , (59)
with ∆0, ∆2, ∆4 are the same as for ` = 1. There is
no k3 term, which holds for ` > 2 in general. Again,
for a sizable A0, ∆0 is the leading term in Eq.(59) at
small k, and for small A0, there is a range of k for which
∆4 ≈ |D2|2 is the leading term: ∆2 plays a role in the
transition between the Wigner (with ∆0 dominant) and
NTR (with ∆4 dominant) regimes, and is omitted. The
same expression for |D|2 can therefore be used for ` = 1
and ` ≥ 2, namely
|D(k)|2 ≈ ∆0 + ∆4k4 + . . . . (60)
Combining this result with Eq.(51), we get
σinel.` 6=0 ≡ σinel.(` 6=0)f←1 ∼
k2`−1
∆0 + k4∆4
. (61)
As in the ` = 0 case in Eq.(55), this k-scaling is the
same for any exit channel f 6= 1, each channel having its
specific magnitude. Eq.(61) shows that the appearance
of the NTR scaling depends of the relative strength of
∆0 and ∆4.
σinel.6`=0 ∼
{
k2`−1 , Wigner: k  |∆0/∆4|1/4,
k2`−5 , NTR: k  |∆0/∆4|1/4, (62)
We note that for ` = 1, the scaling leads to a k−3 NTR
scaling for inelastic processes, as for ` = 0. This is illus-
trated for the benchmark system H2+D in Fig. 2.
In general, the NTR regime appears when ∆0 is small
when compared to ∆2 (for ` = 0) or ∆4 (for ` ≥ 1). The
transition between the Wigner and NTR regimes takes
place around k =
√
∆0/∆2 for ` = 0 or around k =√
∆0/∆4 for ` > 0. In [27], we explored this transition in
H2+Cl for ` = 0 for the three resonances shown in Fig. 1
by plotting the reaction probability P = 1 − |Sii|2, a
smooth function, also showing the effect of the reactivity
(or background cross section away from the resonance:
see [27] for more details).
C. Simple model
Since resonances usually become narrower with higher
`, and occur at higher scattering energies, the computa-
tional cost for benchmark systems containing H2 quickly
become prohibitive. Instead, we illustrate the effect of
NTRs on cross sections using a simpler model incorpo-
rating the key ingredients while allowing for easy tuning
of the resonances for each partial wave `.
Fig. 3 depicts the model: it consists of three open chan-
nels with an attractive r−6 potential tail and a short-
range hard wall. The position r0 of the hard wall is
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FIG. 3: Upper panel: coupling potential, see Eq. (64), used in
our three-channel model. Lower panel: diagonal potentials,
see Eq. (63). The inset shows the effective potential in the
entrance channel for ` ≤ 3.
shifted slightly for each partial wave as to bring a res-
onance in the entrance channel i = 1. The diago-
nal potentials Vii are identical for each channel i, each
with their own threshold Ei. To simplify notations,
we use van der Waals units RvdW for the length and
EvdW = ~2/2µR2vdW for energy, where µ is the reduced
mass of the scattering partners. For an attractive power-
law tail V (r) ∼ −Cαr−α, the van der Waals length scale
is RvdW = (2µCα/~2)
1
α−2 . The off-diagonal couplings
Vij are taken to be identical and short-range. Defining
x ≡ r/RvdW, the diagonal and off-diagonal potentials
have the form
Vnn(r) =
{
+∞ , for r ≤ r0 ,
−EvdW
x6
+ Ei , for r > r0
, (63)
Vij = =
0.007EvdW
1 + exp[2(x− 5)] . (64)
The energy threshold for each channel i and the values
of r0 bringing a near threshold resonance in the entrance
channel for a given partial wave ` are respectively
Ei
EvdW
=
 0 , for channel 1−100 , for channel 2−200 , for channel 2 , (65)
and
r0
RvdW
=

0.42402677 , for ` = 0
0.37845091 , for ` = 1
0.34646173 , for ` = 2
0.32219300 , for ` = 3
. (66)
For simplicity sake, only the entrance channel i = 1 con-
tains the centrifugal term `(`+ 1)/x2.
We compute the partial cross sections σ
inel.(`)
f←1 for each
` and for the final channel being 2 or 3. The results are
shown in Fig. 4, where the axes of each panel have differ-
ent ranges due to the changing resonance width and posi-
tion. They demonstrate that for both final channels, the
inelastic partial cross section follows the k-scaling given
by Eq.(62) for ` = 0 and Eq.(62) for ` ≥ 1. More specif-
ically, it verifies that the NTR regime scaling multiplies
the Wigner regime by k−2 for ` = 0, and by k−4 oth-
erwise. Since the resonance is in the entrance channel,
the partial inelastic cross section into the two remain-
ing final channels are besically identical within an overall
constant.
D. Elastic processes
In the elastic case, the range of the interaction po-
tential may play an important role in the k-scaling of
the cross section. We therefore consider short-range and
long-range (actually power-law type) interactions sepa-
rately.
1. Short-range
The previous treatment applies to this case (e.g., for in-
teraction with long-range exponential tail like the Morse-
type potential). For f = 1, and replacing kf = k1 ≡ k
in Eq.(45), and using the results of Eq.(50), we have∑
j B1jC1j ∼ k2`+1, so that
σelas1←1 ∼
k
k3
const.k4`+2
|D(k)|2 ∼
k4`
|D(k)|2 . (67)
The previous results for |D(k)|2 apply here as well, and
we obtain for ` = 0
σelas`=0 ∼
k0
∆0 + k2∆2
, (68)
leading to
σelast`=0 ∼
{
k0 , Wigner: k √|∆0/∆2|,
k−2 , NTR: k √|∆0/∆2|. (69)
For ` ≥ 1, we get
σelas` 6=0 ∼
k4`
∆0 + k4∆4
, (70)
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FIG. 4: Simple model: individual partial inelastic cross sec-
tions σ
inel.(`)
f←1 for ` = 0, . . . , 3 as a function of the scattering
energy E. Both E and σ are given in scaled van der Waals
units EvdW and RvdW, respectively, with different range for
the cross section for each `. Red and black curves corre-
spond to the different final channels i = 1 → f = 2 and
i = 1→ f = 3, respectively.
leading to
σelast6`=0 ∼
{
k4` , Wigner: k  |∆0/∆4|1/4,
k4`−4 , NTR: k  |∆0/∆4|1/4. (71)
We note that the NTR regime scales as k0 for ` = 1.
Fig. 5 shows the elastic cross section for the model of
the previous section, i.e. a long-range tail of the form
−C6/r6. For both ` = 0 and 1, we observe the expected
scalings for the Wigner and NTR regimes. However,
the k-scaling for higher ` values does not seem to follow
Eq.(71); for ` = 3, below and above the resonance, the
scaling follows k6 instead of the expected k12 (Wigner)
and k8 (NTR) scalings. This is due to the power-law
long-range tail of the interaction potential. As we will
see below, even for ` = 2, the k-scaling shown in Fig. 5,
though seemingly agreeing with the short-range scaling
k8 (Wigner) and k4 (NTR) given by Eq.(71), it is actu-
ally not following the appropriate Wigner scaling regime.
To understand these details, we consider the effect of the
power-law tail on the elastic cross section.
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FIG. 5: Same as Fig. 4 for the elastic cross section; see text
for discussion.
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2. Power-law tail
While the threshold behavior (including both NTR and
Wigner regimes) of the inelastic cross sections is unaf-
fected by the long-range nature of the diagonal potential
in the entrance channel, the elastic cross section at low
energy can be altered significantly by the long-range tail
of V11(r). This can be understood in terms of the single-
channel Jost function, J = A− iB, corresponding to the
entrance channel (n = 1). Using S = J ∗J−1, the par-
tial single-channel elastic cross section (for a given `) is
simply
σelas` =
4pi
k2
|1− S`(k)|2 = 4pi
k2
B2(k)
A2(k) +B2(k)
, (72)
where we omit the subscript ` for A` and B` for clar-
ity. According to Willner and Gianturco [46], the k-
dependence of the single-channel Jost function for a po-
tential which behaves asymptotically (r → ∞) as an in-
verse power, V (r) ≈ r−α, takes the form
A(k) = A˜(k)LAA(k) + B˜(k)LAB(k) ,
B(k) = B˜(k)LBB(k) + A˜(k)LBA(k) ,
}
(73)
where A˜(k) and B˜(k) are analytic functions,
A˜(k) = A0 +A2k
2 + · · · ,
B˜(k) = k2`+1(B0 +B2k
2 + · · · ) ,
}
(74)
while the functions L(k) contain the effect of the long-
range tail, and can be expanded as power series (possibly
including log-terms) [46],
LAA(k) = 1+a(Cαk
α−2)+a′(Cαkα−2)2+· · · ,
LBB(k) = 1+b(Cαk
α−2)+b′(Cαkα−2)2+· · · ,
LAB(k) = c(Cαk
α−2)+c′(Cαkα−2)2+· · · ,
LBA(k) = d(Cαk
α−2)+d′(Cαkα−2)2+· · · ,
 (75)
where a, a′ b, b′, c, c′, d, d′, . . ., are constants.
In general, one must keep both “normal” and
“mixed/cross” terms when truncating the low-k expan-
sions for A and B, giving
A(k) ≈A0+A2k2+B0cCαk2`+α−1 + · · · ,
B(k) ≈(A0+A2k2)dCαkα−2+B0k2`+1 + · · · .
}
(76)
Thus, unlike the short-range case, the k-dependence of
the Jost function for a long-range potential is consid-
erably more complex. In particular, for ` ≥ 12 (α − 3),
the dominant term for B(k) at low-k will no longer be
B0k
2`+1, but A0dCαk
α−2 instead. Consequently, when
A0 is vanishingly small (NTR case), both A(k) and B(k)
can lose their dominant term simultaneously. . This
is particularly important for the elastic cross section in
Eq.(72), since it contains B(k) in the numerator.
3. α = 6
Let us explore the specific case α = 6 corresponding
to our model and most interactions for neutral ground
state scattering partners (without permanent dipole or
quadrupole moments). In that case, the critical (transi-
tion) value for the angular momentum is `∗ = α−32 =
3
2 .
Thus, for s-wave and p-wave, the leading k powers in
A and B are the same as the short-range case, and so
is the low-k behavior of the elastic cross section, while
for d-wave and higher (` ≥ 32 ) we expect new types of
behavior.
Partial wave ` = 2
According to Eq.(76), with α = 6 and ` = 2, we have
A(k) ≈ A0 +A2k2 +B0cC6k5 + · · · ,
B(k) ≈ (A0 +A2k2)dC6k4+B0k5 + · · · .
In the absence of NTR, A0 is sizable, and A(k) ∼ A0
while B(k) ∼ A0dC6k4 ∝ k4, so that the Wigner regime
behavior of the elastic cross section should be
σelas`=2 =
4pi
k2
B2
A2 +B2
∝ k6 , bare/true Wigner . (77)
However, when a shape resonance is very close to the
threshold, A0 becomes vanishingly small, and the Wigner
regime practically disappears into the very-very-deep ul-
tracold. In Fig. 5, it would be visible at much lower
energies (not shown).
Indeed, for ` = 2, B(k) ≈ A0dC6k4 + B0k5, and the
competition between the leading order term (A0dC6k
4)
and the next order term (B0k
5) leads to a transition at
around kB ∼ |A0dC6/B0|. However, the denominator
A2 + B2 is dominated by A(k) ≈ A0 + A2k2 at small k,
giving to a transition between the leading term (A0) and
the next order term (A2k
2) at kA ∼ |A0/A2|1/2. For the
NTR condition, A0 becomes small, and although both
kB and kA vanish with A0, kB vanishes much faster than
kA, and a new (intermediate) regime appears. This new
regime (kB < k < kA) can be regarded as the (effective)
Wigner regime, because the (bare/true) Wigner regime
itself (k < kB) is lost in the deep ultracold.
Within the new (effective Wigner) regime, the A0 term
is negligible in the numerator so that B2(k) ∼ B20k10,
but it is still dominant in the denominator A2(k), and
we have:
σelas`=2 ∼
4pi
k2
B20k
10
A20
∼ k8, effective Wigner regime. (78)
As mentioned above, the ` = 2 k-scaling in Fig. 5 shows
the effective Wigner regime k8 scaling, the bare/true
Wigner k6 regime appearing at much lower energies (not
shown).
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Partial waves ` = 3 and higher
For ` ≥ 3, the leading orders for A and B according
to Eq.(76) are A(k) ≈ A0 + A2k2, and B(k) ≈ (A0 +
A2k
2)dC6k
4. The B0 terms can be neglected because
they are of higher order (k11 in A and k7 in B for ` = 3).
Thus, except in the immediate vicinity of the very narrow
shape resonance, we have:
σelas`≥3 ∼
4pi
k2
[
(A0 +A2k
2)dC6k
4
]2
(A0 +A2k2)2
∝ k6. (79)
Hence, there is only one power law for both Wigner and
NTR regimes (with a narrow spike/resonance in the mid-
dle), as depicted in Fig. 5.
V. CONCLUSION
In this paper, we investigated the effect of near thresh-
old resonances (NTRs) on both the elastic and inelastic
cross sections for given partial waves ` at low scattering
energies. In particular, we considered benchmark reac-
tions involving molecular hydrogen, H2+Cl (for s-wave)
and H2+D (for p-wave). The later possesses resonant
features that are reachable experimentally. For higher
partial waves, we used a three open channel model in-
corporating the key ingredients relevant to NTRs. The
interaction potentials in all those cases have a r−6 long-
range tail. We numerically found that the inelastic cross
sections follows two k-scaling laws, namely σinel.`=0 ∼ k−1
(Wigner) and k−3 (NTR), and σinel.` 6=0 ∼ k2`−1 (Wigner)
and k2`−5 (NTR). These scalings follow those obtained
by analyzing the analytical behavior of the inelastic cross
section for short-range interactions, based on Jost func-
tions. This is to be expected, since inelastic scattering
processes are due to short-range couplings overtaking the
long-range tail of the diagonal term of the interaction ma-
trix.
The case of elastic scattering is slightly different. The
results for short-range interactions were found to be
σelas`=0 ∼ k0 (Wigner) and k−2 (NTR), and σelas.6`=0 ∼ k4`
(Wigner) and k4`−4 (NTR). However, the long-range tail
of the interaction affects some partial waves. In the r−6
case considered here, we found that ` = 0 and 1 fol-
low the short-range results, but for ` ≥ 2, the power-law
tail modifies those scalings. For ` = 2, the true Wigner
regime scales like k6 (instead of the short-range k8), while
the NTR regime scales like the expected k4; however, we
witnessed the appearance of an effective Wigner regime
scaling as k8 between those two regimes. For ` > 2, the
cross section follows a k6 scaling which does not agree
with either the Wigner or the NTR scalings for short-
range potentials. These results hint at a vanishingly rel-
evant effect of a resonance on the elastic cross section
with increasing `; beside a sharp and narrow feature at
resonance, the k-scaling is “monotonic”.
Understanding the effect of near threshold resonances
on scattering processes is important to help understand-
ing but also predict the behavior of ultracold systems.
The different k-scaling of elastic and inelastic cross sec-
tions can help guiding experimental efforts at cooling ul-
tracold molecular samples.
Again, understanding the behavior of ultracold sam-
ples, atomic or molecular, requires understanding the role
played by resonances, such as NTRs. They dictate the
behavior of ultracold systems, and can be used to manip-
ulate and control processes in these systems.
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