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TREE AUTOMATA AND ESSENTIAL INPUT VARIABLES
SLAVCHO SHTRAKOV
Abstract. We introduce the essential inputs (variables) for terms (trees)
and tree automata. It is proved that if an input xi is essential for a tree
t and an automaton A then there is a chain of subtrees connecting xi
with the root of t such that xi is essential for each subtree belonging to
this chain. There are investigations which treat some rules for removing
and adding of fictive (non-essential) inputs of a term. We consider a
new point of view of minimization of tree-automata and tree-languages.
Such minimization is realized by a procedure (algorithm).
AMS, subject classification: 03D05, 68Q70, 03D15, 06B25
Key words and phrases: Tree, Tree Automata, Essential Input.
1. Introduction
The consideration that finite automata may be viewed as unary algebras
is attributed to J.Bu¨chi and J.Wright (1960). In many papers trees were
defined as terms. Investigations on regular and context-free tree grammars
dated back to the 60’s.
Tree automata are designed in context of circuit verification and logic pro-
gramming.In the 70’s some new results were obtained concerning tree au-
tomata, as an important part of the theoretical basis of computing and
programming. So, since the end of the 70’s tree automata have been used as
powerful tools in program verification. There are many results connecting
properties of programs or type systems or rewrite systems with automata
(see e.g. [1]).
The algebraic theory of terms was created and developed to the equational
theory in the work of A.Malc’ev and G.Gra¨tzer (see [7, 5]). There are many
new results concerning hypersubstitutions, hyperidentities, solid varieties,
term (tree) algebra ([3, 9]).
The theory of essential variables for discrete functions was developed by
S.Jablonsky, A.Salomaa, K.Chimev and others ([2, 6, 8]). Discrete func-
tions on a finite domain can be viewed as elements of a term algebra. The
results obtained here are very useful for analysis and synthesis of functional
schemes and circuits.
The present paper is an attempt to connect these three fields of theoretical
computer science.
1
2 SLAVCHO SHTRAKOV
2. Basic Definitions and Notations
Let F be any finite set, the elements of which are called operation symbols.
Let τ : F → N be a mapping into the non negative integers; for f ∈ F, the
number τ(f) will denote the arity of the operation symbol f. The pair (F, τ)
is called type or signature. Often if it is obvious what the set F is, we will
write ”type τ”. The set of symbols of arity p is denoted by Fp. Elements
of arity 0, 1, . . . , p respectively are called constants(nullary), unary,...,p-ary
symbols. We assume that F0 6= ∅.
Definition 1. Let Xn = {x1, . . . , xn}, n ≥ 1, be a set of variables with
Xn ∩ F = ∅. The set Wτ (Xn) of n−ary terms of type τ with variables from
Xn is defined as the smallest set for which:
(i) F0 ⊆Wτ (Xn) and
(ii) Xn ⊆Wτ (Xn) and
(iii) if p ≥ 1, f ∈ Fp and t1, . . . , tp ∈Wτ (Xn) then f(t1, . . . , tp) ∈Wτ (Xn).
By Wτ (X) we denote the following set
Wτ (X) := ∪
∞
n=1Wτ (Xn),
where X = {x1, x2, . . .}.
If X = ∅ then Wτ (X) is also written Wτ . Terms in Wτ are called ground
terms.
Let t be a term. By V ar(t) the set of all variables from X which occur in t
is denoted. The elements of V ar(t) are called input variables for t.
Let t be a term and suppose we are given a term sx for every x ∈ X. The
term denoted by t(x← sx), is obtained by substituting in t, simultaneously
for every x ∈ X, sx for each occurrence of x. The formal definition by term
induction reads as follows:
(i) if t = x ∈ X, then t(x← sx) = sx;
(ii) if t = f0 ∈ F0, then t(x← sx) = f0;
(iii) if t = f(t1, . . . , tn), then t(x← sx) = f(t1(x← sx), . . . , tn(x← sx)).
If t, sx ∈Wτ (X) then t(x← sx) ∈Wτ (X).
If t, sx ∈ Wτ (Xn), one may then write t(x ← sx) in the more explicit form
t(x1 ← sx1 , . . . , xn ← sxn).
Any subset L of Wτ (X) is called term-language or tree-language.
Definition 2. Let t be a term of type τ. We define the depth of t in the
following inductive way:
(i) if t ∈ X ∪ F0 then Depth(t) = 0;
(ii) if t = f(t1, . . . , tn) then Depth(t) = max{Depth(t1), . . . ,Depth(tn)}+1.
The tree of a term t is defined as follows:
(i) if t = xk (or t = f, f ∈ F0) then the tree of the term t consists of one
node labeled with xk (or f respectively) and this node is the root of the
tree;
(ii) if t = f(t1, . . . , tn) then the tree of t has as root a node labeled with f
and its successors are the roots of the terms t1, . . . , tn.
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Often, when we write ”term t” we will mean the corresponding tree and
conversely.
Let N be the set of natural numbers and N∗ be the set of finite strings
over N. The set N∗ is naturally ordered by n  m ⇐⇒ n is a prefix of m.
Now, a finite ordered tree (term) t over a set of operation symbols (labels)
F is a mapping from a prefix-closed set Pos(t) ⊆ N∗ into F. Thus a term
t ∈Wτ (X) may be viewed as a finite ordered tree, the leaves of which are la-
beled with variables or constant symbols and the internal nodes are labeled
with operation symbols of positive arity, with out-degree equal to the arity
of the label, i.e. a term t ∈Wτ (X) can also be defined as a partial function
t : N∗ → F ∪X with domain Pos(t) satisfying the following properties:
(i) Pos(t) is nonempty and prefix-closed;
(ii) For each p ∈ Pos(t), if t(p) ∈ Fn, n ≥ 1 then {i|pi ∈ Pos(t)} =
{1, . . . , n};
(iii) For each p ∈ Pos(t), if t(p) ∈ X ∪ F0 then {i|pi ∈ Pos(t)} = ∅.
The elements of Pos(t) are called positions. A frontier position is a po-
sition p such that ∀α ∈ N, pα /∈ Pos(t). The set of frontier positions is
denoted by FPos(t). Each position p in t with t(p) ∈ X is called variable
position. The set of variable positions of t is denoted by V Pos(t). Clearly
V Pos(t) ⊆ FPos(t). The elements of the set CPos(t) = FPos(t) \V Pos(t)
are caled constant positions.
A subterm t|p of a term t ∈Wτ (X) at position p is defined as follows:
(i) Pos(t|p) = {i|pi ∈ Pos(t)};
(ii) ∀j ∈ Pos(t|p), t|p(j) = t(pj).
The subtrees at the frontier positions for t are called inputs of t.
By t[u]p we denote the term obtained by replacing the subterm t|p in t by
u.
We write Head(t) = f if and only if t(ε) = f , where ε is the empty string
in N∗, i.e. f is the root symbol of t.
Thus we define a partial order relation in the set of all terms Wτ (X). We
denote by ✂ the subterm ordering, i.e. we write t✂ t′ if there is a position
p for t′ such that t = t′|p and one says that t is a subterm of t
′. We write
t✁ t′ if t✂ t′ and t 6= t′.
A chain of subterms Ch := tp1 ✁ tp2 ✁ . . . ✁ tpk is called strong if for all
j ∈ {1, . . . , k − 1} there does not exist a term s such that tpj ✁ s✁ tpj+1 .
3. Finite Tree Automata and Essential Variables
Definition 3. A FTA is a tuple A = 〈Q,F,Qf ,∆〉 where:
- Q is a finite set of states;
- Qf ⊆ Q is a set of final states;
- ∆ is a set of transition rules i.e. if
F = F0 ∪ F1 ∪ . . . ∪ Fn then ∆ = {∆0,∆1, . . . ,∆n},
where ∆i are mappings ∆0 : F0 → Q, and ∆i : Fi×Q
i → Q, for i = 1, . . . , n.
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We will suppose that A is complete i.e. the ∆’s are total mappings on their
domains.
Let Y ⊆ X be a set of variables and γ : Y → F0 be a function which assigns
nullary operation symbols (constants) to each input variable from Y. The
function γ is called assignment on the set of inputs Y and the set of such
assignments will be denoted by Ass(Y, F0).
Let t ∈ Wτ (X), γ ∈ Ass(Y, F0) and Y = {x1, . . . , xm}. By γ(t) the term
γ(t) = t(x1 ← γ(x1), . . . , xm ← γ(xm)) will be denoted.
So, each assignment γ ∈ Ass(Y, F0) can be extended to a mapping defined
on the set Wτ (X) of all terms.
Let t ∈ Wτ (X), and γ ∈ Ass(X,F0). The automaton A = 〈Q,F,Qf ,∆〉
runs over t and γ. It starts at leaves of t and moves downwards, associating
along a run a resulting state with each subterm inductively:
(i) IfDepth(t) = 0 then the automaton A associates with t the state q ∈ Q,
where
q =
{
∆0(γ(xi)) if t = xi ∈ X;
∆0(f0) if t = f0 ∈ F0.
(ii) Let Depth(t) ≥ 1. If t = f(t1, . . . , tn) and the states q1, . . . , qn are
associated with the subterms(subtrees) t1, . . . , tn then with t the automaton
A associates the state q, where q = ∆n(f, q1, . . . , qn).
Note that the automaton runs only over ground terms and each assignment
from Ass(X,F0) transforms any tree as a ground term.
The initial states are the states associated with the leaves of the tree as for
terms with depth equals to 0 i.e. as in the case (i).
A term t , t ∈ Wτ (X) is accepted by a tree automaton A = 〈Q,F,Qf ,∆〉
if there exists an assignment γ such that when running over t and γ the
automaton A associates with t a final state q ∈ Qf .
When A associates the state q with a subterm s, we will write A(γ, s) = q.
Let t ∈ Wτ (X) be a term and A be a tree automaton which accepts t. In
this case one says that A recognizes t or t is recognizable by A. The set of all
by A recognizable terms is called tree-language recognized by A and will be
denoted by L(A).
Definition 4. Let t ∈ Wτ (X) and let A be a tree automaton. An input
variable xi ∈ V ar(t) is called essential for the pair (t, A) if there exist two
assignments γ1, γ2 ∈ Ass(X,F0) such that
γ1(xi) 6= γ2(xi), ∀xj ∈ X, j 6= i γ1(xj) = γ2(xj)
with A(γ1, t) 6= A(γ2, t) i.e. A stops in different states when running over t
with γ1 and with γ2.
The set of all essential inputs for (t, A) is denoted by Ess(t, A). The input
variables from V ar(t) \ Ess(t, A) are called fictive for (t, A).
Theorem 1. If xi ∈ Ess(t, A) then there exists a strong chain xi = t1 ✁
t2 ✁ . . .✁ tk ✂ t such that xi ∈ Ess(tj, A) for j = 1, . . . , k.
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Proof. Let t ∈ Wτ (X) and γ1, γ2 ∈ Ass(X,F0) be a term and two as-
signments, such that γ1(xi) 6= γ2(xi) and γ1(xj) = γ2(xj), for j 6= i with
A(γ1, t) 6= A(γ2, t).
At first, if Depth(t) = 1 then the chain xi ✂ t is strong and the theorem is
proved in this case.
Secondly, let us assume Depth(t) ≥ 2 and t = f(t1, . . . , tn). Suppose that
the theorem is true for the subterms t1, . . . , tn i.e. if xi ∈ Ess(tj, A) then
there exists at least one strong chain xi = tp1 ✁ tp2 ✁ . . . ✁ tpk ✂ tj with
xi ∈ Ess(tpl, A), l ∈ {1, . . . , k}, and j ∈ {1, . . . , n}.
It is sufficient to prove that xi ∈ Ess(tj, A) for at least one j, j ∈ {1, . . . , n}.
Suppose that xi /∈ Ess(tj , A) for all j, j ∈ {1, . . . , n}. This implies that
A(γ1, tj) = A(γ2, tj) for all j, j ∈ {1, . . . , n}. Let us calculate A(γ1, t) and
A(γ2, t).
A(γ1, t) = ∆n(f,A(γ1, t1), . . . , A(γ1, tn)) =
= ∆n(f,A(γ2, t1), . . . , A(γ2, tn)) = A(γ2, t).
This contradicts A(γ1, t) 6= A(γ2, t). Hence there exists a subterm tj, j ∈
{1, . . . , n} of t such that xi ∈ Ess(tj, A).
It is easy to see that if ∀γ ∈ Ass(X,F0) A(γ, t
′) = A(γ, t) then
Ess(t, A) = Ess(t′, A).
4. Removing and Adding of Fictive Inputs
In this section we consider two types of changing the trees recognized by
an automaton. The first one leads to a simplification of the trees and the
second one increases the complexity of trees.
4.1. Removing of Fictive Inputs (RFI). We consider two types of re-
moving rules over a tree and an automaton.
(i) Let q0 ∈ Q with ∆0(f0) = q0, f0 ∈ F0. Let p1 ∈ Pos(t) be a
variable position for t, labeled by xi. There is a unique strong chain xi =
t|p1 ✁ . . .✁ t|pk = t which connects the leaf t|p1 and the root of t. If there is
a subtree t|pj of t from this chain with xi /∈ Ess(t|pj , A) then substitute in
t the term t|pj(xi ← f0) instead of t|pj .
(ii) If t1 ✁ t2 ✂ t and
∀γ ∈ Ass(X,F0) A(γ, t1) = A(γ, t2)
then we remove the subtree t2 and put the subtree t1 instead of t2.
Clearly the rules (i) and (ii) lead to simplify the trees.
4.2. Adding of Fictive Inputs (AFI). There are two rules to add fictive
inputs which correspond to the two RFI-rules. The first one treats the case
when we want to add a simple input variable and the second one is for
addition of a term at the place of a fictive input variable.
(i) Let p1 ∈ Pos(t) be a constant position for t, labeled by f0. There is
a unique strong chain f0 = t|p1 ✁ . . . ✁ t|pk = t which connects the leaf t|p1
and the root of t. Let xi ∈ X. If there is a subtree t|pj of t from this chain
6 SLAVCHO SHTRAKOV
with xi /∈ Ess(t|pj [xi]p1 , A) then substitute in t the term tpj [xi]p1 instead of
t|pj .
(ii) If t1 ✁ t2 ✂ t and
∀γ ∈ Ass(X,F0) A(γ, t1) = A(γ, t2)
then substitute in t the term t2 instead of t1.
When a term t′ is obtained from t by some RFI-rule we will denote this by
t ⊢R t
′ and if there are terms t1, . . . , tk with t ⊢R t1 ⊢R . . . ⊢R tk−1 ⊢R tk = t
′
then t′ is called A-reduction of t and we will use the denotation t |=R t
′.
When t′ is a resulting term under some AFI-rule over t it is denoted by t ⊢A t
′
and if there are terms t1, . . . , tk with t ⊢A t1 ⊢A . . . ⊢A tk−1 ⊢A tk = t
′ then
t′ is called A-extension of t and we will use the denotation t |=A t′.
It is no difficult to see that if t and s are two terms then t |=R s ⇐⇒ s |=A t.
Lemma 1. Let t = f(t1, . . . , tn) and s = g(s1, . . . , sm) be two terms. If
t |=R s (t |=A s) then ∀i ∈ {1, . . . ,m},∃j ∈ {1, . . . , n} such that
tj |=R si (tj |=A si).
Definition 5. Two terms t and s are called A-equivalent (t ≃A s) iff
∀γ ∈ Ass(X,F0) A(γ, t) = A(γ, s).
Thus ≃A is an equivalence relation, i.e.
(i) ∀t ∈Wτ (X) t ≃A t;
(ii) ∀t, s ∈Wτ (X) t ≃A s⇒ s ≃A t;
(iii) ∀t, s, r ∈Wτ (X) (t ≃A s & s ≃A r)⇒ t ≃A r.
A term t ∈Wτ (X) is called F0−covered w.r.t. the automaton A if
∀ γ ∈ Ass(X,F0) ∃ f0 ∈ F0 A(γ, t) = ∆0(f0).
Theorem 2. Let t, s ∈Wτ (X) and s be a F0−covered term w.r.t. A. If p1
is a variable position for t, labeled by xi and there is a prefix pj of p1 with
xi ∈ V ar(t|pj) \ Ess(t|pj , A) then
∀ γ ∈ Ass(X,F0) A(γ, t) = A(γ, t[s]p1).
Proof. At first let Depth(t) = 1 (note that the case Depth(t) = 0 is trivial).
Without loss of generality let us suppose p1 = i and
t = f(y1, . . . , yi−1, xi, yi+1, . . . , yn), yj ∈ X ∪ F0 for
j ∈ {1, . . . , i−1, i+1, . . . , n} and xi ∈ X. Clearly xi ∈ V ar(t)\Ess(t, A). Let
γ ∈ Ass(X,F0). Consider the term v = t[s]p1 = f(y1, . . . , yi−1, s, yi+1, . . . , yn).
Suppose A(γ, t) 6= A(γ, v). Let us set q1 = A(γ, s), q2 = ∆0(γ(xi)). The
supposition implies q1 6= q2. On the other side s is F0−covered and there is
f0 ∈ F0 such that ∆0(f0) = q1. Let us consider the following assignment:
γ1(x) =
{
γ(x) if x 6= xi;
f0 if x = xi.
It is easy to see that A(γ1, t) = A(γ, t[s]p1) = A(γ, v). Hence A(γ1, t) 6=
A(γ, t) and xi ∈ Ess(t, A), a contradiction.
Secondly, let Depth(t) ≥ 2. Then t = f(t1, . . . , tn) where tj ∈ Wτ (X) for
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Figure 1.
j ∈ {1, . . . , n}. Suppose the theorem is valid for the terms t1, . . . , tn i.e. if
xi = t|p1 ✁ . . .✁ t|pk ✂ tj is a strong chain with xi ∈ V ar(t|pl) \ Ess(t|pl, A)
for some prefix pl of p1 then
∀ γ ∈ Ass(X,F0) A(γ, tj) = A(γ, tj [s]p1).
This equation and t[s]p1 = f(t1, . . . , tj−1, tj [s]p1 , tj+1, . . . , tn) imply
∀ γ ∈ Ass(X,F0) A(γ, t) = A(γ, t[s]p1)
since xi = t|p1 ✁ . . .✂ t|pk ✂ tj ✂ t is the unique strong chain connecting t|p1
and the root of t.
Example 1. Let A = 〈Q,F,Qf ,∆〉 with
F0 = {0, 1}, F1 = {f1}, F2 = {g1, g2}, Q = {q0, q1}, Qf = {q1},
∆0(0) = q0, ∆0(1) = q1, ∆1(f1, q0) = q1, ∆1(f1, q1) = q0,
∆2(g1, q0, q1) = ∆2(g1, q1, q0) = ∆2(g1, q1, q1) = q1, ∆2(g1, q0, q0) = q0,
∆2(g2, q0, q0) = ∆2(g2, q0, q1) = ∆2(g2, q1, q0) = q0, ∆2(g2, q1, q1) = q1.
Let us consider the term t = g1(g2(g1(f1(x3), x2), x2), g1(x1, g2(x1, f1(x2)))).
The tree of the term t is given on the Figure 1:
The set of positions for t is:
Pos(t) = {ε, 1, 11, 111, 1111, 12, 112, 2, 21, 22, 221, 222, 2221} and the cor-
responding subtrees to these positions are: t|1 = g2(g1(f1(x3), x2), x2),
t|11 = g1(f1(x3), x2), t|12 = x2, t|111 = f1(x3), t|112 = x2, t|1111 = x3,
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t|2 = g1(x1, g2(x1, f1(x2))), t|21 = x1, t|22 = g2(x1, f1(x2)), t|221 = x1,
t|222 = f1(x2), t|2221 = x2.
There are eight possible assignments and exactly six strong chains of sub-
terms which connect the leaves of t and the root of t.
It is easy to see that x3 ∈ Ess(t|k, A) for k = 1111, 111, 11 but x3 /∈
Ess(t|1, A), and x2 ∈ Ess(t|m, A) form = 2221, 222, 22 but x2 /∈ Ess(t|2, A).
If we apply the RFI-rule 4.1(i) then the term t can be reduced to the term
t′ = g1(g2(g1(f1(0), x2), x2), g1(x1, g2(x1, f1(0)))).
This term is simpler than t because of t ∈ Wτ (X3), but t
′ ∈ Wτ (X2) and
t ≃A t
′.
To apply RFI-rule 4.1(ii) let us note that for each γ, γ ∈ Ass(X,F0)
A(γ, t|1) = A(γ, t|12), and A(γ, t|2) = A(γ, t|21).
Thus we can obtain a reduction t′′ of t by replacing the subterms t|1 and t|2
by subterms t|12 and t|21. Hence, t
′′ = g1(t|12, t|21) = g1(x2, x1). Clearly t
′′
is ”much more” simple than t and ∀γ ∈ Ass(X,F0) A(γ, t) = A(γ, t
′′).
It is obvious, that the run of A over γ and t′′ will be more easy and more
quick than over γ and t, but t ≃A t
′′.
4.3. Optimal Automata-Languages. Our next aim is to construct the
”simplest” FTA A considered together with the tree-language L(A) corre-
sponding to A. We have to pay attention on the word ”simplest” to avoid
the conflict with the traditional understanding of this notation.
Definition 6. Let t ∈ L(A) be a tree recognizable by the automaton A.
The tree t is called minimal w.r.t. A if ∀s ∈ L(A) s ≃A t ⇒ (s |=R
t or s = t).
Definition 7. A tree-language is called minimal w.r.t. A if it consists only
of minimal trees.
Definition 8. Two tree-languages L1 and L2 are called A−equivalent (L1 ∼
L2) iff
∀t ∈ L1 ∃s ∈ L2 (t ≃A s) and ∀s ∈ L2 ∃t ∈ L1 (t ≃A s).
Let us consider the pair 〈A,L(A)〉 called automata-language.
It is important to compose such a pair with minimal components i.e. to
find such minimal automaton [1, 4] which runs over minimal trees. Clearly
in this case the description of the automata-language is simplest, and such
pair will be called optimal.
There is a case when this task can be solved.
In [1, 4] it is proved that the problem of finiteness of a tree-language is
decidable i.e. there exists an algorithm FA which for each FTA A gives
answer of the question: Is the tree-language L(A) finite or no?
Now we can describe a procedure for finding the optimal automata-language
when a FTA A is given accepting finite tree-language L(A).
Procedure
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1: Use FA to answer whether L(A) is finite or not?
2: If L(A) is finite then use RFI-rules to obtain minimal tree-language
Lmin ∼ L(A).
3: Use an algorithm [1] to obtain a minimal FTA Amin which is equiv-
alent to A i.e. L(Amin) = L(A) = Lmin.
4: The pair 〈Amin, Lmin〉 is optimal.
An open problem is: How to find the optimal automata-language (if it exists)
when L(A) is not finite?
There is an opportunity to describe some weaker conditions for essential
input variables which are fully sufficient for studying the recognizable tree
languages.
Definition 9. Let t ∈ Wτ (X) and let A be a DFTA. An input variable
xi ∈ V ar(t) is called recognizably essential (r-essential) for the pair (t, A) if
there exist two assignments γ1, γ2 ∈ Ass(X,F0) such that
γ1(xi) 6= γ2(xi), ∀xj ∈ X, j 6= i γ1(xj) = γ2(xj)
with A(γ1, t) ∈ Qf ⇐⇒ A(γ2, t) /∈ Qf . i.e. A stops in a final state only
with one of γ1 or γ2.
The set of all r−essential inputs for (t, A) is denoted by rEss(t, A). The
inputs from V ar(t) \ rEss(t, A) are called r-fictive for (t, A).
Clearly, if Qf = Q or Qf = ∅ then ∀t ∈ Wτ (X) rEss(t, A) = ∅. We will
avoid such automaton as trivial case.
The results for essential inputs may be proved in the same way for r−essential
ones. The notions for essential variables may be introduced, too. For in-
stance, the definition of ≃rA is:
Definition 10. Two terms t and s are called rA-equivalent (t ≃rA s) iff
∀γ ∈ Ass(X,F0) A(γ, t) ∈ Qf ⇐⇒ A(γ, s) ∈ Qf .
It is easy to see that:
(i) If ∀γ ∈ Ass(X,F0) (A(γ, t
′) ∈ Qf ⇐⇒ A(γ, t) ∈ Qf )
then rEss(t, A) = rEss(t′, A).
(ii) If t ∈Wτ (X) then rEss(t, A) ⊂ Ess(t, A).
(iii) If the input xi is fictive for t and A then xi is r−fictive for t and A.
It is important that A−reductions in the case of r−fictive inputs are
stronger than in the case of usual fictive inputs, considered above in Example
1.
Example 2. Let A = 〈Q,F,Qf ,∆〉 with
F0 = {0, 1, 2}, F1 = {f0, f1, f2}, F3 = {g1, g2}, Q = {q0, q1, q2}, Qf =
{q1, q2},
∆0(0) = q0, ∆0(1) = q1, ∆0(2) = q2,
∆1(fi, qj) =
{
q1, if i = j
q0, if i 6= j;
∆3(g1, qi, qj , qk) = qm, where m = i+ j + k(mod 3),
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Figure 2.
∆3(g2, qi, qj , qk) = ql, where l = i.j.k(mod 3).
Let us consider the term t = g2(f2(x1), f2(x2), g1(f0(x3), f1(x3), g2(1, 1, x3))).
The tree of t is given at Figure 2
It is easy to see that x3 ∈ Ess(t, A)\rEss(t, A) andEss(t, A) = {x1, x2, x3}.
Thus we can’t apply any RFI rules as above in Example 1, but if we use
the fact that x3 is r−fictive then the rA−reduction of t is possible and
such reduction is given at Figure 2. Note that the trees at Figure 2 are
rA−equivalent.
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