Abstract. We propose a matrix algorithm which is the rst step towards considering a given matrix as a moment matrix of Sobolev type in the diagonal form of an arbitrary (not necessarily nite) order on the real line or the unit circle. This continues our recent work 8] on the moment problem of Sobolev type and gives an alternative approach to what is in 2].
This research was initiated within the framework of scienti c and technical cooperation between Spain and Poland supported by the Ministry of Foreign A airs of Spain and the Committee of Scienti c Research (KBN) of Poland, grant 07/R98.
The work of the rst author was supported by Direcci on General de Enseñanza Superior (DGES) of Spain under grant PB96-0120-C03-01.
The nal stage of the work was done when the second author was visiting Universidad Carlos III de Madrid under the programa estancias investigadores extranjeros en UC3M. 3] , the last two papers focus on algebraic properties, in particular, on recurrence relations). The basic fact which di ers this kind of orthogonality from the standard case (N = 0) is that the shift operator related to the appropriate inner product is neither symmetric (the real line case) nor unitary (the unit circle case). However, as was proved in 7] , if the operator of multiplication by some polynomial is symmetric with respect to (1) , then the sequence f k g 1 k=1 is composed of measures which are nite sums of point masses.
Because, in principle, orthogonality of polynomials is closely related to moment problems it is quite natural to extend the Hamburger moment problem or the trigonometric one from their classical setting to orthogonality proposed by (1) . In both these classical cases the structure of the moment matrices (like being Hankel or Toeplitz) comes from the algebraic structure of the set on which the representing measures are considered (the real line or the unit circle). Thus the question appears to what extend this kind of interrelation can still be supported in the case of N > 0.
Implementing this idea we showed in 8] how a given bisequence fs m;n g 1 m;n=0 can be treated as the Gram matrix of the sequence fX n g 1 n=0 of monomials with respect to an inner product of a more general form than that of (2) (when each measure k is replaced by a matrix of measures in a sense). On the other hand, in 2] necessary and su cient conditions are found for fs m;n g 1 m;n=0 to be a moment matrix with respect to the inner product (1) . In fact, the matrix is decomposed in a natural way the given matrix as a sum (of a xed number) of Hankel matrices corresponding to the ingredients of the sum appearing in (1). Our contribution in this paper to the problem consists in proposing, instead of formulae, a matrix algorithm which allows to nd the needed decomposition as well as to determine its length. We show that even in a very simple case the sum can be in nite and also that there may exist matrices being a Sobolev type moment ones (in the sense of 8]) for which the diagonal decomposition, like in 2] or here, do not lead to integral representation. This is the diagonal form of it and appearence of the possibility of N = +1 is a newly considered case 8] . Nevertheless, the above sum is always nite though its length may depend on m and n (in fact, it may increase in m + n).
A glance at the right hand side gives us immediately another form 1 of (2) (4) we can rewrite (3) as
The matrices S (k) are Hankel ones after removing rst k rows and columns (which are apparently zero). The question we would like to answer here is: can we always decompose a given (by necessity) symmetric matrix as in (5) with some N (which has to be determined as well). In this paper we propose a matrix algorithm which yields a positive answer to this question.
2. All the matrices considered in this paper are in nite dimensional and these considered in this section are real. We just refer in the sequel to them simply as to matrices (occasionally one may try to look at some of them as properly de ned operators in`2). So if we de ne the matrices 
just leaves the rst i elements of the diagonal of D i , which are already 0, and for the rest puts its inverses instead; this is nothing else than the generalized inverse of Moore-Penrose of a diagonal matrix, cf. 5], p. 243. 3 . Let e n , n = 0; 1; : : :, stand for the canonical zero-one basis in`2. Then V e n = e n+1 , n = 0; 1; : : :, and V t e 0 = 0, V t e n = e n?1 , n = 1; 2; : : : The proof of (12) goes as follows. Using (13), the right hand side of (12) can be written as ) for some k. If this happens then there is a k for which S (k) satisfying this condition is not zero and that k is equal to N. This leads to conditions which can be compared with those work out in 2], Theorem 2. The important di erence is that, while N in 2] is xed from the beginning, in our situation it is free (and it has to be determined in the process as well). 
C C C A :
Because it is symmetric we can decompose it according to Theorem 2. Thus we get 9] which means that S = (s m;n ) 1 m;n=0 is a Sobolev moment sequence of order 1 in non-diagonal form, cf. 8].
In conclusion, while, according to Theorem 2, a moment sequence of Sobolev type of any order can always be decomposed as in (12), it need not be a moment sequence of Sobolev type in the diagonal form.
The unit circle case When N = 0, which is not our case each of these cases determines the other, for N > 0 this does not seem to be so.
In this paper we consider the case (a). The right hand side of (17) With notation of (4) we can rewrite (18) as
where S (k) df =(s (k) m;n ) 1 m;n=0 , k 2 N N . Now the matrices S (k) are Toeplitz ones after removing rst k rows and columns (which are apparently zero). Again the question is: can we always decompose a given (by necessity) symmetric matrix as in (19) with some N (which has to be determined as well). 
is a Toeplitz matrix generated by the rst row and the rst column of A, so it can be viewed as a toeplization of A. The proof of Theorem 5 goes in the same way as that of 2 using (20) instead of (9) .
