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In recent years, the quasi parton distribution has been introduced for extracting the parton dis-
tribution functions from lattice QCD simulations. The quasi and standard distribution share the
same perturbative collinear singularity and the renormalized quasi distribution can be factorized
into the standard distribution with a perturbative matching factor. The quasi parton distribution
is known to have power-law UV divergences, which do not exist in the standard distribution. We
discuss in this talk the nonperturbative renormalization scheme for the power divergence. We
also demonstrate the perturbative matching of the quasi quark distribution between continuum
and lattice at the one-loop.
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1. Introduction
Quantum chromodynamics (QCD) covers a wide range of scales from its partonic degrees of
freedom, quarks and gluons, to complex hadrons, such as pion and nucleon. QCD is an asymptotic
free theory, and a perturbative method could be applicable for studying observables with a large
momentum transfer in high energy collisions. On the other hand, at a low energy, the strong inter-
action physics is nonperturbative. When we study high energy scattering processes with identified
hadron(s), such as deep inelastic scattering and Drell-Yan process, one of the key concepts is the
“QCD collinear factorization”. The scattering cross sections can be approximately written in a con-
volution of perturbative hard part and nonperturbative parton distribution functions (PDFs), which
absorb all parturbative collinear divergences of the partonic scattering. The PDFs are universal
functions and can be used to predict the cross sections of various hadronic scattering processes.
The PDFs have been extracted through global QCD analyses. Direct calculation of the PDFs is,
in principle, possible and would give us invaluable insights into QCD dynamics, complementary to
the global QCD analysis. Lattice QCD is a possible nonperturbative method to calculate the PDFs.
However, since the PDFs are defined by using field operators located on the light-cone, e.g.,
q(x,µ) =
∫ dξ−
4pi
e−ixξ
−P+〈P|ψ(ξ−)γ+ exp
(
−ig
∫ ξ−
0
dη−A+(η−)
)
ψ(0)|P〉, (1.1)
for a quark distribution with the nucleon momentum P = (P0,0,0,Pz), where x is the momen-
tum fraction of P carried by the quark, µ is the factorization scale, and the light-cone coordinate
ξ± = (t± z)/√2, the time-dependence of the fields correlated in the ξ−-direction makes the direct
calculation on the Euclidean lattice impossible. Although there have been attempts to calculate the
moments of PDFs on the lattice, and then reconstruct PDFs from the moments, this approach has
not been very successful since the higher moments are noisy and the existence of power divergence
causes complicated operator mixings.
A recent breakthrough in the lattice calculation of the PDFs is the quasi-PDF approach, in-
troduced by Ji [1]. The quasi-PDFs are defined with fields correlated completely along the spatial
direction, e.g.,
q˜(x˜,µ,Pz) =
∫ dδ z
4pi
e−iδ zx˜Pz〈Pz|ψ(δ z)γ3 exp
(
−ig
∫ δ z
0
dz′A3(z′)
)
ψ(0)|Pz〉, (1.2)
for the quasi-quark distribution, and are calculable on the Euclidean lattice. The quasi-PDFs could
be matched to normal PDFs using the large momentum effective theory [2] with perturbative match-
ing factors
q˜(x, µ˜,Pz) = Z
(
x,
µ˜
Pz
,
µ
Pz
)
⊗q(x,µ)+O
(
Λ2QCD
P2z
,
M2
P2z
)
, (1.3)
where ⊗ represents a convolution with respect to x and M is a nucleon mass. The relation between
the normal- and renormalized quasi-PDFs was also investigated in terms of the QCD collinear
factorization approach [3, 4].
While there have been several lattice calculations of quasi-PDFs using the matching approach
introduced by Ji [5, 6], a couple of uncertainties remains unsolved in their simulations, e.g., the
existence of power divergences and matching between continuum and lattice.
1
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In this article, we report our approach toward resolving these uncertainties. We propose a
non-perturbative renormalization of the quasi-PDFs to subtract their power divergences. With our
renormalization scheme, we provide an example of one-loop perturbative calculation of the match-
ing factor between continuum and lattice.
2. Renormalization of a non-local operator with power divergence
The quasi-quark distribution (1.2) is known to have the linear power divergence, which only
comes from the Wilson line in its definition. If we adopt a UV cutoff as a regulator, the power di-
vergence is manifest. Since the lattice QCD naturally introduces the UV cutoff, the UV divergence
must be handled. Otherwise, we cannot take the continuum limit.
The renormalization of a Wilson line along a (smooth) contour C, WC, has been known to be
WC = Zzeδm`(C)W renC , (2.1)
where a superscript “ren” indicates the operator is renormalized, `(C) is length along the contour
C, and δm depicts mass renormalization of a test particle moving along the contourC [7, 8, 9, 10].
The power divergence is contained in the δm in the exponential factor, leaving only logarithmic
divergences in the renormalization constant, Zz, which arise from end points of the Wilson line. For
the non-local quark bilinears of the hadronic matrix element in the r.h.s. of equation (1.2), named
as OC(z), it was assumed to be [10]
OC = Zψ,zeδm`(C)OrenC , (2.2)
where Zψ,z does not contain the power divergence and δm in the exponential factor, which, like that
in equation (2.1), takes care of all the power divergence. Unlike the Wilson line case in (2.1), the
multiplicative renormalization pattern (2.2) is non-trivial. While the renormalization pattern on the
power divergence in equation (2.2), which is in an exponential form, holds even nonperturbatively,
there is no guarantee on whether other divergences can be multiplicatively renormalized [11].
If we rewrite the Wilson line operator as an auxiliary fermion field propagator, which is similar
to a static quark propagator with the field propagating in the z-direction, we can use the knowledge
of the heavy quark effective theory (HQET). In the HQET case, the multiplicative renormalizabil-
ity has been seen up to first several loops. Lattice QCD simulation on the HQET also suggests the
nonperturbative renormalizability, because the existence of the continuum limit of the heavy-light
system has been numerically checked. Therefore we have a good reason to assume the renormal-
ization pattern (2.2) and use it in following arguments. Knowing the power divergence can be
renormalized in the exponential form as in equation (2.2), the power divergence in the quasi-quark
distribution could be subtracted by introducing a non-local operator in the hadronic matrix element
of the quasi-quark distribution in (1.2) [12, 13]:
Osubt(δ z) = e−δm|δ z|ψ(δ z)γ3Pexp
(
−ig
∫ δ z
0
dz′A3(z′)
)
ψ(0), (2.3)
where the superscript “subt” indicates that this is a power divergence subtracted operator.
We now need some scheme to fix the mass renormalization δm. One of the convenient choices
for the subtraction scheme is to use a static quark potential V (R), which shares the same power
2
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divergence as the one in the non-local operator [14]. The static potential V (R) can be obtained
from an R×T Wilson loop in the large T limit:
WR×T ∝ e−V (R)T (T → large). (2.4)
The renormalization of the static potential is written as
V ren(R) =V (R)+2δm. (2.5)
To fix δm, we impose a fixing condition at some distance R0, yielding
V ren(R0) =V0 −→ δm= 12 (V0−V (R)) . (2.6)
Since the Wilson loop is measured in the lattice simulation, the subtraction of the power divergence
in equation (2.3) is nonperturbative.
3. One-loop perturbation contribution in the continuum
In this section, we present an one-loop calculation of the matrix element in the r.h.s. of equa-
tion (1.2) in the continuum. In this calculation, we set external quark momenta to be zero, because
the results are used for obtaining the matching factor between the continuum and the lattice calcu-
lation, and the external momentum dependence is canceled in the matching. We assume Euclidean
space in the calculation. Besides the wave function renormalization of quarks, there are three di-
agrams to be calculated at the one-loop level in the Feynman gauge, as shown in figure 1. By
integrating out z component of the loop momentum, we obtain
δΓvertex/sail/tadpole(δ z) =
g2
(4pi)2
GFγ3Ivertex/sail/tadpole(δ z), (3.1)
Ivertex(δ z) =
(4pi)2
4
∫
k⊥z
(
1
k3⊥z
+
|δ z|
k2⊥z
+
|δ z|2
k⊥z
)
e−k⊥z|δ z|, (3.2)
Isail(δ z) =
(4pi)2
2
∫
k⊥z
[
1
k3⊥z
−
(
1
k3⊥z
+
|δ z|
k2⊥z
)
e−k⊥z|δ z|
]
, (3.3)
Itadpole(δ z) =
(4pi)2
2
∫
k⊥z
[
1
k3⊥z
− |δ z|
k2⊥z
− 1
k3⊥z
e−k⊥z|δ z|
]
, (3.4)
where CF = 4/3 and k⊥z represents loop momenta perpendicular to z-direction. When δ z = 0, a
local operator case, contributions from the sail- and tadpole-type diagrams vanish, and the vertex-
type reproduces logarithmic UV and IR divergences of the local operator. In the non-local case, the
vertex-type is UV finite, because the loop integral is regulated by δ z 6= 0, while sail- and tadpole-
type diagrams has logarithmic UV divergences. Also, tadpole-type produces a linear UV diver-
gence. As we mentioned in the previous section this linear power divergence should be subtracted.
The subtraction is carried out using the static potential, whose one-loop expression is written as
V (R) =−g2CF 14piR +g
2CF
∫
k⊥0
1
k2⊥0
+O(g4), (3.5)
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Figure 1: One-loop diagrams.
where k2⊥0 = k
2
1 + k
2
2 + k
2
3. From equations (2.3) and (2.6), it is clear that the linear divergence in
the tadpole-type diagram and the potential are canceled. We can define a subtracted tadpole-type
contribution as:
Isubttadpole(δ z) =
(4pi)2
2
∫
k⊥z
[
1
k3⊥z
− 1
k3⊥z
e−k⊥z|δ z|
]
. (3.6)
At this stage, we introduce a UV cutoff as a regulator. Although the loop integrals are now
three-dimensional, the two-dimensional UV cutoff is enough to regulate the UV divergences. The
two directions for the cutoff correspond to usual transverse direction in the Minkowski space. Let
µ be the two-dimensional UV cutoff scale and λ be the IR regulator, the loop integrals yield:
Ivertex(δ z= 0) = 2ln
µ
λ
, Isail(δ z= 0) = 0, Isubttadpole(δ z= 0) = 0, (3.7)
and for δ z 6= 0:
Ivertex(δ z 6= 0) = −
∫ ∞
−∞
dk0
k⊥+ 1√
k20 +1
e−√k20+1k⊥
∣∣∣∣∣∣
µ|δ z|
k⊥=λ |δ z|
, (3.8)
Isail(δ z 6= 0) = 4ln µλ +2
∫ ∞
−∞
dk0
e−
√
k20+1k⊥√
k20 +1
∣∣∣∣∣∣
µ|δ z|
k⊥=λ |δ z|
, (3.9)
Isubttadpole(δ z 6= 0) = 4ln
µ
λ
+2
∫ ∞
−∞
dk0
e−√k20+1k⊥√
k20 +1
+ k⊥Ei
[
−
√
k20 +1k⊥
]∣∣∣∣∣∣
µ|δ z|
k⊥=λ |δ z|
.
(3.10)
4. One-loop perturbative matching between continuum and lattice
In this section, we calculate the matching factor of the power divergence subtracted non-local
operator (2.3) between continuum and lattice at the one-loop level. The matching is done at each
distance scales δ z, hence the matching factor could depend on δ z. With the multiplicative renor-
malization in equation (2.2), we have the following matching pattern:
Osubtcont(δ z) = Z(δ z)O
subt
latt (δ z). (4.1)
4
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Figure 2: One-loop matching coefficients for each diagram: quark self-energy, vertex-type, sail-type and
tadpole-type, as well as their total contribution. The linear divergence is subtracted, and the MF improvement
is used. Three cases of gluon link smearing are considered for a Wilson line in the non-local operator:
unsmear (left), HYP1 (center) and HYP2 (right).
In the following, we take a two-dimensional UV cutoff in the continuum as mentioned in the previ-
ous section, and the cutoff scale is set to be µ = a−1 (lattice cutoff). For the lattice side, the naïve
fermion for the lattice perturbative calculation is employed just for making the calculation simple.
Extending this work to other practical lattice fermions, such as Wilson and domain-wall fermions,
is straightforward, but just introduces complications. We also introduce link smearings for the Wil-
son line operator in the definition of the non-local operator for the lattice side. The link smearing
is often used for improving the S/N in the simulation, and is also known to reduce power diver-
gences. We adopt two types of smearing, HYP1 and HYP2 in this study. To improve convergence
in the coupling expansion in the lattice perturbative calculation, the mean-field improvement (MF)
program is employed (See reference [12] for the details). For this matching, the final result does
not depend on the choice of the power divergence subtraction condition (2.6), because the relevant
term to the choice is canceled between continuum and lattice. At one-loop level, the matching
coefficient can be obtained by taking the differences of the loop integrals between continuum and
lattice calculations:
δ I(δ z) = Icont(δ z)− Ilatt(δ z), (4.2)
where I stands for integrals (3.7), (3.8), (3.9) and (3.10) for continuum, and their lattice counter-
parts. The wave function renormalization is also included in the matching.
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The one-loop matching coefficients are shown in figure 2, separating contributions from each
diagram. The linear divergence is subtracted, then the δ z dependence in the large δ z region is flat.
This result is consistent with an intuition that the difference of the continuum and the lattice is of
only the UV structure. The Wilson link smearing gives a tiny one-loop total coefficient compared
to the unsmeared case. This small coefficient is preferable for perturbative accuracy.
5. Summary
We reported our effort to address two of the major uncertainties in extracting PDFs from quasi-
PDFs calculated on the lattice: the power divergences and matching between continuum and lattice.
Since the power divergences must be subtracted nonperturbatively, we presented the subtraction
scheme using a static quark potential. We also derived the one-loop matching factor between the
continuum and lattice calculations. Although other nonperturbative renormalization techniques,
such as RI/MOM scheme, might be preferable for better accuracy in computing the matching, our
one-loop perturbative calculation could provide a good guidance for the future efforts.
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