An asymptotic method for analysing slender non-axisymmetric drops, bubbles and jets in a general straining flow is developed. The method relies on the slenderness of the geometry to reduce the three-dimensional equations to a sequence of weakly coupled, quasitwo-dimensional Stokes flow problems for the cross-sectional evolution. Exact solution techniques for the flow outside a bubble in two-dimensional Stokes flow are generalised to solve for the transverse flow field, allowing large non-axisymmetric deformations to be described. A generalisation to the case where the interior of the contains a slightly viscous fluid is also presented.
Introduction
This paper concerns the evolution of a slender bubble, drop or jet in an external fluid of much higher viscosity. There are two principle motivations for this study. The first is the famous work of Taylor (1934) on the behaviour of a relatively inviscid drop when subjected to a straining flow in a much more viscous fluid (see also the review article by Stone 1994) . Two-dimensional models of an inviscid bubble in a viscous straining flow have received much attention, mainly due to the existence of exact solutions which result from the application of complex variable methods. The first steady solutions were obtained by Richardson (1968) (generalised by Antanovskii 1996) and later extended to include time dependence by Antanovskii (1994) and Tanveer & Vasconcelos (1995) .
Other authors (Taylor 1964; Buckmaster 1972 Buckmaster , 1973 Acrivos & Lo 1978) have analysed the axisymmetric version of the problem, although the external flow used by Taylor (1934) was clearly two-dimensional. This shortcoming was addressed by Hinch & Acrivos (1979) , who viewed the problem as a perturbation of the axisymmetric version. Our method, however, gives a general approach for analysing large non-axisymmetric deformations of a bubble in a straining flow, whether two-dimensional, axisymmetric, or otherwise.
The second focus of our study is the break-up of a slender fluid jet inside an external, more viscous, fluid. The axisymmetric version of this scenario has previously been considered, for example, by Zhang & Lister (1999) , Doshi et al. (2003) , and Sierou & Lister (2003) . We generalise these studies to cases in which the jet is not axisymmetric and may be driven by a transverse straining flow.
Our approach is similar in principle to that applied by Cummings & Howell (1999) to slender viscous fibres. The slenderness of the geometry is used to reduce the threedimensional equations to a sequence of weakly-coupled quasi-two-dimensional problems, each of which closely resembles two-dimensional Stokes flow outside a bubble. Hence we simply have to apply the exact two-dimensional Stokes flow solutions obtained by Tanveer & Vasconcelos (1995) to our quasi-two-dimensional problem.
Although the method described in Tanveer & Vasconcelos (1995) allows a great number of two-dimensional bubble shapes to be described, in this paper we concentrate on the simple case in which the bubble has an elliptical cross-section, so we can also solve for the flow of the fluid inside the bubble. We therefore obtain a new system of equations governing the average radius and eccentricity of each cross-section and the internal pressure. Our equations apply to any slender bubble, drop or jet, provided the internal viscosity is significantly less than that outside. We present numerical solutions that illustrate important differences from the axisymmetric versions previously analysed.
In section 2, we state the main governing equations and boundary conditions for the flow of a viscous fluid outside an inviscid bubble. In section 3, we use the assumed slenderness of the geometry to reduce the general three-dimensional equations to a quasi-twodimensional problem, which is analysed by generalising the complex-variable methods employed by Tanveer & Vasconcelos (1995) . In section 4, we apply these methods to the special case in which the bubble cross-section is assumed to be elliptical. In this case, the problem reduces to two partial differential equations for the average radius and eccentricity of the bubble. The steady-state solution of these equations is found and shown to be a small perturbation of the axisymmetric solution, in agreement with Hinch & Acrivos (1979) . Unsteady solutions are obtained numerically, allowing us to investigate how the shape of the cross-section adjusts to a non-axisymmetric external flow.
In section 5, we suppose the viscosity of the fluid inside the bubble is small but nonzero.
In this case, the velocity inside the bubble satisfies a Dirichlet problem which, fortunately, can be solved exactly if the cross-section is elliptical. We thus obtain a new system of partial differential equations governing the evolution of a relatively inviscid bubble in a non-axisymmetric external Stokes flow. Interestingly, the steady solutions of these equations are shown to differ markedly from those given in Acrivos & Lo (1978) for the axisymmetric problem. The difference between the two solutions is due to the existence of an alternative branch of axisymmetric solutions found previously by Buckmaster (1973) .
We also solve the unsteady problem numerically using a modal expansion technique similar to that employed by Hinch & Acrivos (1980) ; Sherwood (1984) .
The governing equations derived here apply to any extensional Stokes flow containing a slender drop of inviscid or much-less-viscous fluid. In section 6, we apply the theory to a jet of relatively inviscid fluid subject to a two-dimensional straining cross-flow. The axisymmetric version of this problem has previously been analysed by, for example, Zhang & Lister (1999) and Sierou & Lister (2003) , who found that canonically the jet pinches off in finite time. We find that the jet may not pinch if a sufficiently large transverse straining flow is applied, instead being squashed by the external flow.
Problem statement
Inertia is neglected throughout this paper. Our starting point is therefore the Stokes equations,
where p, u and µ are the fluid pressure, velocity and viscosity respectively. We take as our unperturbed flow the exact solution of these equations given by
where α, β and p out are constants. This pure straining or "extensional" flow is of particular relevance to many slow viscous flow problems in, for example, the glass industry (see Howell 1994) . It has as special cases the two-dimensional stagnation-point flow used experimentally by Taylor (1934) (β = −α) and the axisymmetric extensional flow analysed by Taylor (1964) and subsequent authors (β = −α/2).
We now wish to determine the evolution of an inviscid bubble placed in such a flow.
For the moment we assume nothing about the shape of the bubble except that it is slender, by which we mean that its length-scale in (say) the x-direction is much longer than that in the y-and z-directions.Thus, if a typical bubble radius is [a] , then a typical length along the bubble is [a]/ , where 1; see the definition sketch in figure 1. In the neighbourhood of the bubble, we therefore non-dimensionalise (2.1) according to the
where the primes denote dimensionless quantities and σ is the surface tension on the bubble surface. The non-dimensionalised Stokes equations then take the form (dropping primes)
Suppose the surface of the bubble is given by G(x, y, z, t) = 0. Then on this surface we impose the kinematic boundary condition, 5) and a balance between viscous stresses, surface tension and the pressure p in inside the bubble. We denote by P the dimensionless effective pressure inside the bubble:
Then, if κ is the curvature (made dimensionless with [a] −1 ), the stress balance on the bubble surface G(x, y, z, t) = 0 takes the form
The problem is closed by prescribing the flow at infinity, in our case the extensional flow (2.2). For convenience, we set 8) so that δ measures the asymmetry of the outer flow. In particular, δ = 0 corresponds to the outer flow being axisymmetric while δ = ±1/2 gives a two-dimensional outer flow.
Hence the required behaviour is 9) where the capillary number C is defined by
(2.10)
Problem simplification

Leading-order equations
We seek solutions to this problem in the form of asymptotic expansions in powers of the slenderness parameter , typically
The problem for u 0 implies that we must take 2) and the problem for the leading-order cross-flow is
with
Complex-variable methods
We now transform the problem into a modified version of the purely two-dimensional problem studied by Tanveer & Vasconcelos (1995) via the substitutions
The result is the system
with the behaviour at infinity given bỹ
The stress conditions are transformed to
Note that, as in Cummings & Howell (1999) , the leading-order curvature κ 0 of the free surface is simply the curvature of the boundary of each cross-section; the dependence on x only comes in at higher order. Therefore (3.7), (3.8) and (3.9) are identical to the equations and boundary conditions for purely two-dimensional Stokes flow outside a bubble with an extensional flow at infinity, though the kinematic condition on G 0 (x, y, z, t) = 0 is altered to
The right-hand side of (3.10) is identically zero for the purely two-dimensional problem (which is recovered if there is no flow at infinity so C = 0). In this case, a procedure for solving the problem in terms of a time-dependent conformal map from the unit disc onto the outside of the bubble has been given by Tanveer & Vasconcelos (1995) . We will now generalise their analysis to the case in which the right-hand side of (3.10) is not identically zero.
As a result of (3.7), we may employ a streamfunction ψ, in terms of whichṽ andw are given by ψ z and −ψ y respectively. Elimination ofp from (3.7) reveals that ψ satisfies the two-dimensional biharmonic equation, and hence may be expressed in the form
where f and g are analytic functions of Z = y + iz in the fluid region. From (3.8), we know that the velocity field should look likẽ 12) where the terms in this expansion correspond to the imposed extensional flow, a mass source (this will lead to evolution in the cross-sectional area of the bubble) and a twodimensional stresslet respectively. From this, the behaviour of f and g can be deduced: (3.13) where m, B and D are (as yet) arbitrary functions of x and t.
The stress condition (3.9) leads to the following relation between f and g on the bubble surface (Tanveer & Vasconcelos 1995, equation 30) 
14)
where Z s represents differentiation with respect to arc length around the boundary of the bubble cross-section. This means that the transverse velocity components on the surface of the bubble are given byṽ
We postpone discussion of the kinematic boundary condition (3.10) until we have set up our description of the shape of the bubble in terms of an x-and t-dependent conformal map in the following paragraph.
Now we suppose that the exterior of the cross-section of the bubble is the image of the unit disc in the ζ-plane under the conformal map Z = Ω(ζ; x, t). As in Tanveer & Vasconcelos (1995) , we assume that the origin in the ζ-plane is mapped to infinity in the Z-plane, so that Ω(ζ) is of the general form 16) where h(ζ; x, t) is analytic in |ζ| ≤ 1. Henceforth the dependence of Ω on x and t will be implicit; we shall denote Ω(ζ; x, t) by Ω(ζ) and Ω ζ (ζ; x, t) by Ω (ζ). We also introduce the notation
Since Z s is given in terms of Ω(ζ) by (3.18) substitution for the velocity components from (3.15) into the kinematic condition (3.10)
gives (3.19) Note that the second and third terms in the numerator on the left-hand side of (3.19) are not present in the two-dimensional theory of Tanveer & Vasconcelos (1995) . The righthand side of (3.19) is clearly non-analytic, but can nevertheless be decomposed into the sum of two functions, one analytic in |ζ| < 1 and one in |ζ| > 1, via Poisson's formula: 20) where
Hence, by analytic continuation, (3.19) implies that
We can then derive an expression for G(ζ) by substituting for Z s from (3.18) and (3.20) into (3.14). The result is
which holds originally on |ζ| = 1 and, hence, on |ζ| ≤ 1 by analytic continuation.
This completes the formulation of the cross-flow problem in general terms. Our solution procedure in practice mirrors that of Tanveer & Vasconcelos (1995) : the first stage is to propose a conformal map Z = Ω(ζ) in which the coefficients are functions of x and t which are to be determined (a discussion of the kind of maps for which the procedure will be successful is given in Tanveer & Vasconcelos 1995) . Then (3.13) gives the required singularities in F (ζ) = f (Ω(ζ)) and G(ζ) = g (Ω(ζ)) as |ζ| → 0. These can be used to match the singularities on the left-and right-hand sides of (3.22) and (3.23), resulting in equations for the unknown coefficients in Ω(ζ).
Bubbles with elliptical cross-section
Governing equations
We now demonstrate how the procedure described above works in practice by performing it for the simple case in which the boundary of the bubble cross-section is an ellipse. We suppose the conformal map Ω(ζ) takes the form
so that it maps the disc |ζ| < 1 to the exterior of an ellipse, centred on the point (y
with principal radii (a + b) and (a − b), rotated anticlockwise through an angle φ. Here y * , z * , a, b and φ are all a priori unknown functions of x and t.
Substitution into (3.13) gives the leading-order behaviour of F (ζ) and G(ζ) as |ζ| → 0:
We find F (ζ) in terms of Ω(ζ) from (3.22):
Now we equate the behaviours of the left-hand and right-hand sides as |ζ| → 0. The
where
The coefficient of ζ −1 gives the equation
while comparison of the constant terms gives an expression for B:
Finally, the coefficients of ζ lead to a formula for the constant D:
Similarly, we now substitute the limiting behaviours of F (ζ) and G(ζ) into (3.23) and compare the left-and right-hand sides. The real and imaginary parts of the
and
Matching the O(ζ −2 ) terms and substituting for B from (4.7) results in equations for the centre-line of the bubble (y * (x, t), z * (x, t)), namely
These show that the cross-section is forced to move in such a way that the net uniform flow with respect to it is zero. Finally, a physically obvious mass-conservation equation is obtained from the coefficients of ζ −1 :
(the cross-sectional area of the bubble is given by π(a 2 − b 2 )).
In summary, the centre-line equations (4.11) decouple and can be solved very simply (they clearly predict, for example, that a straight centre-line is stable for |δ| < 1/2 and unstable for |δ| > 1/2). Equations (4.6), (4.9) and (4.10) comprise a system for a, b and φ which also involves the pressure P inside the bubble. For a two-dimensional bubble one might prescribe either P or the rate of change of area m (Tanveer & Vasconcelos 1995) .
Alternatively, if the bubble is compressible, the area and internal pressure are related by an equation of state (Pozrikidis 2001; Crowdy 2003) . In our case, P is instead determined by a global constraint; we assume that the bubble is filled with incompressible inviscid fluid so its total volume is specified (as in Acrivos & Lo 1978 , for example).
For the remainder of this paper we assume that the rotation angle φ is identically zero and do not bother to solve for the bubble centre-line. Equations (4.6) and (4.9) may therefore be written in the form
and K denotes the complete elliptic integral of the first kind (Gradshteyn & Ryzhik 1994, page 907) . Notice that the parameter ν depends only on the shape of the cross-section, not on its size; it is related to the eccentricity e by
Steady state bubbles
Since k(0) = 1/2, (4.13) reduces to the well-documented equation for an axisymmetric bubble if ν is set to zero. Buckmaster (1972) found that this equation admits steady-state solutions, analytic at x = 0, only if P is of the form
for some positive integer n. If so, then the radius is given by 18) where is the half-length of the bubble. Acrivos & Lo (1978) showed that the only steady solution which is linearly stable and, therefore, likely to be observed in practice, is the one in which n = 1.
Similarly, non-axisymmetric steady state solutions may be found which are analytic at x = 0 for all P of the form 2(2n + 1)C, where n is a positive integer, though only the case n = 1 is linearly stable. This leads to the stable steady state:
Note that the behaviour of k(ν) when ν is small is (4.20) so that the axisymmetric solution found in Buckmaster (1972) is actually rather a good approximation to the non-axisymmetric solution provided 2δ/5 1. In particular, if the outer flow is two-dimensional (as in the original experiments of Taylor 1934), then δ = 1/2, ν = 1/5, and the difference between the solution for a found by Buckmaster (1972) and the true solution (4.19) is just over one per cent. This conclusion was also reached by Hinch & Acrivos (1979) by linearising about the axisymmetric solution.
Unsteady bubbles
To obtain unsteady bubble solutions, we have to specify initial conditions for a and ν at t = 0 along with the boundary condition and volume constraint a( (t), t) = 0,
Along the characteristics xe −Ct = const, the hyperbolic system (4.13), (4.14) reduces to two ordinary differential equations for a and ν. It is straightforward to show from (4.14)
that, if ν is spatially uniform initially, then it remains so. Furthermore, even if ∂ν/∂x is nonzero at t = 0, it approaches zero as t → ∞. We therefore suppose for simplicity that ν is a function only of t. In this case, (4.13) has the property that, if a is initially an nth-degree polynomial in x, then it remains so for all time. This property was previously exploited for the axisymmetric problem by Hinch (1980) .
The problem is simplified by writing P in the form 22) so the solution of (4.14) is
where q(t) is chosen to satisfy the initial conditions
The solution of (4.13) may then be written as
where a 0 (x) = a(x, 0) (in deriving(4.25), it is helpful first to differentiate (4.13) with respect to x) and 26) while the volume constraint leads to
Once the initial radius a 0 (x) is specified, (4.26) and (4.27) reduce to two ordinary differential equations for (t) and q(t). We suppose that the bubble starts from a steady state corresponding to C = 1, P = 6, δ = 0, namely
The subsequent radius is given by and the system (4.26), (4.27) becomes 30b) to be solved subject to (0) = 1, q(0) = 0.
In figures 2-4, we illustrate some numerical solutions of (4.30) subject to δ = 1/2, so the initially axisymmetric bubble has to adjust to a two-dimensional flow, and various In figure 2 we see how the bubble length adjusts monotonically from its initial value of 1 to its equilibrium value 32) in each case staying close to the axisymmetric prediction. The corresponding behaviour of the bubble pressure P is shown in figure 3 . Now there is an interesting deviation from the axisymmetric solution, even in the case C = 1 where the initial pressure P(0) = 5 + C and equilibrium pressure P(∞) = 6C are equal. As shown in figure 4 , when C > 1, so the bubble length increases with t, ν significantly overshoots its equilibrium value of 1/5. This evolution in the eccentricity of the cross-section forced by the asymmetry of the outer flow causes the initial transient growth in P.
Finally we illustrate the behaviour of the principal radii a(1+ν) and a(1−ν) in figure 5 for C = 0.5 and C = 2.0. In either case, both evolve through a sequence of parabolas, 
increasing t increasing t with the length either increasing or decreasing according to whether C is greater or less than 1. The initial shape is axisymmetric but the difference between the radii becomes noticeable as ν increases. Notice that the scalings for a and x are different, so the aspect ratio of the bubble appears deceptively small.
A slightly viscous drop
General equations
We now show how the analysis described thus far can be generalised to the case where the bubble (now referred to as a drop) contains slightly viscous fluid, with viscosity µ in . As in Buckmaster (1973) , we consider the scaling that yields the richest asymptotic balance,
where λ is treated as an order-one constant. The non-dimensionalised equations (2.4) still hold outside the drop. We denote with overbars the pressure and velocity components for the fluid inside the drop, so that the dimensionless Stokes equations for that fluid take the formū On the surface of the drop, G(x, y, z, t) = 0, we apply the kinematic conditions
We do not bother to write out the full stress balance equations on the drop surface but note that, since the viscosity inside the drop is an order of magnitude smaller than that outside, viscous stresses in the inner fluid play no role in the stress balance to leading order. The upshot is that the leading-order problem to be solved outside the drop is the same as that found in section 3.1, namely (3.3), (3.4) and (3.5); the only added complication is that the effective pressure inside the drop P =p 0 , is now a function of x as well as t. To determine P, we must consider the leading-order solution inside the drop.
Equations (5.2c) and (5.2d) imply that the leading-order pressure P is independent of y and z. The leading-order axial velocity may thus be written in the form
where U satisfies the canonical boundary-value problem
on the leading-order drop cross-section A 0 . Henceū 0 is given in principle as a function of the cross-sectional shape and P. In general (5.6) must be solved separately for each x and t; however, in the situations we have been considering in which the cross-section evolves through a one-or two-parameter family of shapes, we may expect to be able to determine U in terms of these (x-and t-dependent) parameters. Notice that the conformal map Ω introduced in section 3.1 cannot in general be employed in the solution of (5.6), since it is not conformal inside the drop cross-section.
Once U has been determined, the problem is closed by considering conservation of mass for the fluid inside the drop. As shown, for example, by Cummings & Howell (1999) , integration of (5.2a) over the cross-section and use of the kinematic boundary condition (5.4) gives rise to the equation
where A 0 is the leading-order area of the cross-section. Now we substitute forū 0 from (5.5) and obtain
is a functional that depends only on the shape of the cross-section, not on its size.
A drop with elliptical cross-section
The ellipse parameterised by (4.1) may be written in the form
where y = y * +ỹ cos φ −z sin φ, z = z * +z cos φ +ỹ sin φ.
(5.11)
Thus the problem (5.6) for U may readily be solved to give 12) and the functional H is hence given by
To calculate the left-hand side of (5.8), we substitute A 0 = π(a 2 − b 2 ) and use (4.13) and (4.9) to obtain
(5.14)
Thus, the problem to be solved is (4.13) and (4.14), with P determined from the coupled
Steady-state drops
It is convenient to choose our scalings for a and x such that the dimensionless parameters C and λ are both equal to one:
In the steady state, the mass-conservation equation (5.8) may evidently be integrated with respect to x, thus reducing the problem to three first-order ordinary differential equations for a(x), ν(x) and P(x), namely
We first consider the axisymmetric case δ = ν = 0. Then the two remaining differential equations (5.17a) and (5.17c) admit the solution (given in Acrivos & Lo 1978)
where P 0 = P(0) and is the dimensionless half-length of the drop, given by
There is a one-parameter family of such solutions, parameterised by P 0 , which evidently must exceed the value 6 (corresponding to the inviscid solution (4.19)) for the solutions to exist.
For each such value of P 0 , we can determine both and the corresponding dimensionless half-volume:
(5.20)
We thus infer the dimensional length L and average radius R of the drop from
In terms of these, we define a dimensionless drop length and strain rate by
By eliminating P 0 , we obtain a functional relation between these two quantities, namely 23) which is plotted in figure 6 (solid line). This curve, equivalent to figure 1 in Taylor (1964) and figure 2 in Acrivos & Lo (1978) , indicates that, if the dimensionless strain rate exceeds a critical value two possible solutions, of which Acrivos & Lo (1978) showed that only the lower branch is stable. Now we turn our attention to the non-axisymmetric case. For each positive value of δ, the three-dimensional system (5.17) also has a one-parameter family of solutions that are analytic at x = 0, parameterised by P 0 = P(0). Although we do not have explicit solutions in this case, the equations are readily solved numerically. Provided P 0 > 6, the radius a reaches zero at a finite value of x = . The corresponding dimensionless half-volume is now given by
We again use (5.22) to plot the dimensionless drop length versus the dimensionless strain rate for δ = 1/2 in figure 6 (dashed line). The lower branches of the solid and dashed curves are very close and, in particular, increasing δ from 0 to 1/2 reduces the critical strain rate by less than 1%. We also show typical drop shapes at various points along the dashed curve. In none of them is the eccentricity of the cross-section noticeable to the naked eye. We can see, though, how the drop starts relatively short and fat on the lower branch and becomes longer and thinner near the nose. On the upper branch, where the internal pressure is higher, the drops are more cigar-shaped, with radius almost uniform except near the tips where it decreases rapidly to zero.
Although the upper branches of the two solutions in figure 6 are unstable and, hence, of limited physical relevance, it is puzzling at first sight that they differ so markedly.
The reason is that the δ = 1/2 curve latches onto a second branch of axisymmetric solutions noticed previously by Buckmaster (1973) . If P 0 is equal to one of the critical values 2(2n + 1) found by Buckmaster (1972) , then a need not be of the form (5.18). For example, analytic axisymmetric solution branches exist with
as x → 0. These two branches, parameterised by C j instead of P 0 , are displayed in figure 7 . Here it is clear that the perturbed δ = 1/2 curve simply switches to the P 0 = 10 branch at the point where it crosses the P 0 = 6 branch.
Interestingly, the new solution branches exist for super-critical strain rates. In this region they are presumably unstable, though, since they have the property that the drop length is a decreasing function of strain rate.
Unsteady drops
Next we present numerical solutions of the unsteady equations (4.13), (4.14) and (5.15).
As above, we scale such that C and λ are both equal to one. It is convenient to eliminate the internal pressure P using (4.13), 27) so that (5.15) and (4.14) may be written as the following system for a and ν:
As the initial condition, we impose an equilibrium axisymmetric shape of dimensionless length L 0 and strain rate A:
The volume of the drop is thus For the axisymmetric problem δ = ν = 0, Buckmaster (1973) found the remarkable exact solution where the dimensionless length L(t) satisfies the initial-value problem
This makes it clear, for example, that only the lower branch of steady solutions shown in figure 6 is stable.
When δ is nonzero, there is no such simple exact solution. Unlike section 4.3, we may not assume here that ν depends only on t, since (5.29) implies that ν must tend to zero as x → (t). Instead, we follow Hinch & Acrivos (1980) in writing a and ν as truncated modal expansions in powers of x, (5.34) where (t) is determined from the volume constraint (5.31). By expanding (5.28) and (5.29) up to O(x 2m1 ) and O(x 2m2 ) respectively we thus obtain a system of m 1 + m 2 + 2 ordinary differential equations for A 0 (t), . . . , A m1 (t) and B 0 (t), . . . , B m2 (t).
In nearly all the numerical solutions shown below, we set m 1 = 0, which seems to give reasonable accuracy (in that including further terms in the expansion for a has little effect on the solution). This presumably reflects the fact that a quadratic function of the 
increasing t increasing t In figure 8 we show the evolution of the dimensionless length L. With A = 0.1, the stable and unstable equilibrium values are L ≈ 0.405 and L ≈ 2.45 respectively. Our numerical solutions show the drop lengthening or shrinking towards its steady state depending on whether L 0 is less or greater than 0.405. The exception is L 0 = 2.5 > 2.45, when the drop lengthens indefinitely, L growing exponentially with t. In all except this last case, the m 2 = 0 and m 2 = 1 solutions are close, suggesting that the solution is reasonably well captured by truncating the expansion for ν after just one term. Both solutions closely follow the axisymmetric solution, although it is noticeable in figure 8(b) that the non-axisymmetric drop approaches a slightly different equilibrium length (as indicated by figure 6 ). The unstable growing solution in figure 8(a) , however, shows a quantitative difference between the one-term and two-term expansions, with m 2 = 1 more closely following the axisymmetric solution. This suggests that the two-term truncation performs significantly better in this case.
In figure 9 , we show the corresponding behaviour of the pressure P(0, t) at the centre of the drop. In the stable drops, the pressure either increases or decreases towards its equilibrium value depending on whether L starts below or above 0.405. In the increasing solutions, P undergoes initial transient growth similar to that seen in figure 3. This effect is well reproduced by both the m 2 = 0 and m 2 = 1 solutions, indicating that it is not an artefact of our truncation. In the unstable drop, P grows exponentially and the m 2 = 1 solution appears to perform better, following the axisymmetric solution more closely. Figure 10 shows the evolution of the eccentricity parameter B 0 = ν(0, t) at the centre of the drop. Our initial condition is axisymmetric so ν starts at zero and increases towards its equilibrium value. As in figure 4, there is a significant overshoot in those cases where the drop is lengthening, and this is responsible for the initial deviations in P observed above. In particular, the eccentricity of the unstable drop with L 0 = 2.5 increases initially before tending to zero as the length tends to infinity. In this figure only, we include as dashed curves the solutions with m 1 = 1 and m 2 = 0. These are everywhere very close to the m 1 = 0, m 2 = 0 solutions, supporting our claim that acceptable accuracy is obtained with just one term in the expansion for a. A noticeable, although still small, difference does occur if m 2 is increased to 1, as shown by the dotted curves.
The variation in eccentricity over the length of the drop is shown in figure 11 for A = 0.1 and (a) L 0 = 1.0, (b) L 0 = 0.1. In the former case, the drop shortens with time while the eccentricity, initially set to zero, increases. In graph (b), the drop length increases with time and, as observed in figure 10(b) , the eccentricity initially overshoots before relaxing to its equilibrium value. In both figures, it is clear that, although the 1-term expansion gets ν(0, t) approximately right, it fails to capture the x-variations in ν accurately. The profile obtained from the m 2 = 1 calculation is flatter, with ν almost uniform along the drop except close to the tip, and this behaviour cannot be described using a simple quadratic function of x. If one further term is kept (m 2 = 2) then, as shown by the dot-dashed curves, the variations in ν are confined to an even narrower neighbourhood of the tip.
It is fortunate that quantities of interest, such as L and P, are not unduly affected by the accuracy with which the x-dependence of ν is resolved. For example, in figure 12 we show how typical profiles of the drop radii a(1 ± ν) vary with time, starting from (a) L 0 = 1.0 (so the drop length decreases with t), (b) L 0 = 0.1 (so the drop length increases with t). In either case, the initial state is axisymmetric but, as t increases, the difference between the two radii becomes apparent. Despite the discrepancy in the behaviour of ν shown in figure 11 , the gross features of the drop geometry are captured well by the m 2 = 0 solution. The errors in ν are greatest near the tip, where a is small so, on the scale of the whole drop, they make relatively little difference.
Slender jets
Problem description
The equations derived thus far also describe a jet of fluid in a much more viscous external fluid. For example, Doshi et al. (2003) describe the rupture of a low-viscosity drop in a viscous fluid. The rupture occurs via the formation of a thin thread of relatively inviscid fluid, which then breaks up due to a surface-tension-driven instability. Our model equations apply to the dynamics of such a thread. Equally, one can imagine shooting a jet of fluid (say air) into one of much higher viscosity (say golden syrup); the evolution of such a jet is also governed by our equations.
We consider the model problem of a periodic jet subject to a purely two-dimensional straining flow perpendicular to the axis of the jet. This corresponds to taking the limit C → 0 in (4.13), (4.14) and (5.15), while keeping δC finite. Thus we obtain the model
(6.1a) (6.1c) where C = δC, with boundary and initial conditions
Integration of (6.1c) with respect to x leads to the identity
corresponding to net conservation of mass, so we can non-dimensionalise such that
Axisymmetric solutions
We start by considering the axisymmetric case, in which C and ν are both identically zero, so (6.1) reduces to
In figure 13 we show a typical numerical solution of (6.5) subject to the boundary conditions (6.2) with λ = 1 and initial data (6.6) where the latter expression follows from the requirement (6.4) with ν = 0. The small perturbation initially grows slowly until t ∼ 30, when a starts to become small enough for surface tension effects to be significant. Thereafter, the minimum point rapidly decreases, , 30, 31, 32, 33, 34, 35, 35.4. appearing to reach zero at a finite time t ≈ 35.4. The self-similar behaviour of (6.5) as a → 0, showing that the jet does indeed pinch off in finite time, has been obtained by Sierou & Lister (2003) .
Non-axisymmetric solutions
Next we present numerical solutions of the non-axisymmetric model (6.1). First we set C = 0.25 and initialise the problem with
the latter relation again following from (6.4). The resulting evolutions of the two principle radii are shown in figure 14 . The behaviour is similar to the axisymmetric solution shown in figure 13: both radii tend to zero at the same finite time, so the jet pinches off at a point. Indeed, from (6.1) one may readily deduce that, if a is to approach zero, then ν must do so also. The local behaviour near pinch-off must therefore be axisymmetric (as is exhibited by the simulations) and, hence, described by the self-similar solutions obtained by Sierou & Lister (2003) . 38, 39, 40, 41, 42, 43, 43.8. In contrast, consider the simulation shown in figure 15 , in which C = 0.35, λ = 1, ν 0 = 0.8 and a 1 = 0.1. Now the jet does not appear to pinch off at all. Instead it is squashed by the applied straining flow, such that one principal radius tends to infinity while the other tends to zero.
In the light of these sample simulations, it is natural to ask what determines whether a given set of initial data results in finite-time pinch-off or in lateral stretching of the jet.
A partial answer to this question may be obtained as follows. Steady, uniform solutions of (6.1) must satisfy
By enforcing the constraint (6.4), we obtain the following relation between the applied strain rate C and the eccentricity parameter ν: This relation, illustrated in figure 16 , has qualitative behaviour similar to that for the axisymmetric problem shown in figure 6 . If the applied strain rate C exceeds a critical value C * ≈ 0.30486, then there is no uniform elliptical solution while, for C < C * , there are two possible values of ν, of which the lower is stable.
Although the general behaviour of spatially and temporally non-uniform solutions of (6.1) depends on the initial conditions applied, some useful insight may be gained from figure 16. For C less than the critical value C * , the lower branch gives two-dimensional steady solutions that are unstable to perturbations in the x-direction and, presumably, lead to break-up of the jet. On the other hand, if C > C * , or ν exceeds the unstable upper branch in figure 16 , then there is no steady two-dimensional solution so the jet presumably stretches under the straining flow rather than breaking up. This picture of the solution structure agrees with the simulations shown in figures 14 and 15, although it would clearly be possible to construct initial conditions such that part of the jet is in the pinching regime while the rest is in the stretching regime. 
Conclusions
In this paper we have analysed the behaviour of a slender drop or jet in a straining flow of a much more viscous fluid. This scenario has previously been studied in some detail in two special cases. The first, in which the flow is axisymmetric, was described by Taylor (1964); Buckmaster (1972 Buckmaster ( , 1973 . The second, in which the flow is purely two-dimensional, was first considered in the steady state by Richardson (1968) and subsequently by Tanveer & Vasconcelos (1995) . These authors give a method for obtaining exact solutions of the two-dimensional Stokes equations, with surface tension on the bubble surface. Our governing equations represent a combination of the two approaches, and allow us to describe jets that are neither two-dimensional nor axisymmetric. Our study is limited to elliptical cross-sections, exploiting the property noted by Crowdy (2003) that a twodimensional compressible bubble that is initially elliptical remains so when deformed by a linear flow. Our model thus consists of a system of partial differential equations (4.13), (4.14) and (5.15) for the average radius a and shape parameter ν (related to the eccentricity) of each cross-section, and the pressure P inside the drop.
For a bubble containing inviscid fluid, the eccentricity was found to be spatially uni-form. This enabled us to obtain explicit solutions for steady non-axisymmetric bubbles and to reduce the unsteady problem to a system of two nonlinear ordinary differential equations. In either case, we confirmed the result of Hinch & Acrivos (1979) that two-dimensional straining flow may safely be viewed as a small perturbation of the corresponding axisymmetric flow. Our simulations considered an initially axisymmetric drop in a two-dimensional extensional flow, which may be viewed as an impulsive change in the external flow from axisymmetric to two-dimensional. The resulting adjustment in the cross-section eccentricity gives rise to noticeable pressure fluctuations not exhibited by purely axisymmetric bubbles.
For a drop containing slightly viscous fluid, we obtained numerical steady solutions that agreed closely with the axisymmetric solutions found previously by Taylor (1964) ; Acrivos & Lo (1978) , except that the unstable branch of the bifurcation diagram in figure 7 is significantly altered. This was shown to be due to the non-axisymmetric solution switching to an alternative solution branch found previously by Buckmaster (1973) . We also obtained approximate unsteady solutions based on writing the drop radius and eccentricity as truncated polynomial expansions. As for inviscid bubbles, we found that the evolutions of the drop length and pressure are well approximated by axisymmetric solutions, except for small pressure variations caused by changes in the cross-section eccentricity. In both cases, though, the drop geometry is in fact quite far from being axisymmetric, as shown in figure 12 for example.
We have only considered a drop whose initial radius has a convex quadratic profile.
Our approach could, however, easily be generalised to a drop with a local minimum which would, as shown by Hinch (1980) , be expected to pinch off in finite time. Instead, we applied our theory to a periodic slender jet inside a much more viscous fluid. We found that the universal pinching behaviour exhibited by axisymmetric jets (Sierou & Lister 2003) may be prevented by applying of a suitable transverse straining flow. Instead of the jet pinching off in finite time, its two principal radii tend to zero and infinity respectively, while their product stays finite. This behaviour suggests that an appropriately modulated straining flow may stabilise the jet against pinch-off.
Our analysis relies on using the slenderness of the geometry to reduce the threedimensional flow problem to a sequence of two-dimensional problems. It is worth pointing out that a similar reduction in dimension may be achieved in the opposite limit, in which the bubble radius varies sufficiently rapidly for the azimuthal component of curvature to be negligible (Eggers, Lister & Stone 1999 ).
Although we have limited our attention to the simple linear extensional flow (2.2), many other flows are amenable to similar analysis. Hinch & Acrivos (1980) , for example, considered the deformation of a slender drop in shear flow, under the ad hoc assumption that the cross-section is approximately circular. Our approach should enable the accuracy of this approximation to be explored further. Nonlinear external flows, considered in the axisymmetric case by Sherwood (1984) , may also be analysed using our approach by exploiting the two-dimensional solutions of Antanovskii (1996) and Siegel (2000) .
The methods discussed here may be useful in applications such as modelling the drawing of microstructured optical fibres, for example those whose cross-sections contain an array of holes spanning the length of the fibre. The technological importance of these fibres lies in their ability to guide light, due to the jump in refractive index between the solid core and air-hole laced cladding. A theoretical model of the drawing process has been provided by Fitt et al. (2001 Fitt et al. ( , 2002 , although the assumption there of axisymmetry precludes the consideration of multiple-holed structures. The methods described here can be extended to treat cross-sections with multiply connected fluid regions by utilis-ing the techniques developed in Crowdy & Tanveer (1998) and Richardson (2000) (and generalized in Crowdy 2002) . We intend to explore such an extension in future work.
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