Multiple imputation has become an increasingly utilized principled tool in dealing with incomplete data in recent years, and reasons for its popularity are well documented. In this work, we compare the performances of two continuous imputation models via simulated examples that mimic the characteristics of a real data set from psychiatric research. The two imputation approaches under consideration are based on multivariate normality and linear-mixed effects models. Our research goal is oriented towards identifying the relative performances of these methods in the context of continuous as well as ordinalized versions of a clinical trials data set in a longitudinal setting. Our results appear to be only marginally different across these two methods, which motivates our recommendation that practitioners who are not computationally sophisticated enough to utilize more appropriate imputation techniques, may resort to simpler normal imputation method under ignorability when the fraction of missing information is relatively small.
INTRODUCTION
Missing data are ubiquitous in statistical practice. Determining an appropriate analytical strategy in the absence of complete data presents challenges for scientific exploration. Missing values can give rise to biased parameter estimates, reduced statistical power, and degraded coverage of interval estimates, and thereby may lead to false inferences [1] .
Advances in computational statistics have produced flexible missing-data procedures with a sensible statistical basis. One of these procedures involves multiple imputation (MI), a stochastic simulation technique that replaces each missing * The authors thank Don Hedeker for making the data used available on his website. † Corresponding author.
datum with a set of plausible values. The completed data sets are then analyzed by standard complete-data methods, and the results are combined into a single inferential summary that formally incorporates missing-data uncertainty into the modeling process. The key ideas and advantages of MI are reviewed by Rubin [2] and Schafer [3, 4] . When a direct maximum likelihood procedure is available for a particular analysis, it may indeed be the convenient method. However, MI still offers some unique advantages for data analysts. First, MI allows researchers to use more conventional models and software; an imputed data set may be analyzed by literally any method that would be suitable if the data were complete. As computing environments and statistical models grow increasingly sophisticated, the value of using familiar methods and software becomes important. Second, there are still many classes of problems for which no direct maximum likelihood procedure is available. Even when such a procedure exists, MI can be more attractive due to fact that the separation of the imputation phase from the analysis phase lends greater flexibility to the entire process. Lastly, MI singles out missing data as a source of random variation distinct from ordinary sampling variability. For an extensive bibliography see [5] , for recent reviews see [6] and [7] , and for a comparison of MI and likelihood-based methods see [8] .
The fundamental step in parametric MI is filling in the missing data by drawing from the conditional distribution of the missing data given the observed data under a proposed model. For continuous data, joint multivariate normality among the variables has often been perceived as a natural assumption, since the conditional distribution of the missing data given the observed data is then also multivariate normal and allows for dependence of missing quantities on observed quantities.
In this work, we concentrate on incomplete longitudinal data. In addition to employing an imputation model that assumes joint multivariate normality, we use another continuous imputation model that relies on a multivariate extension of well-known linear mixed-effects models [9] for comparison purposes. The second goal of this study is assessing the sensitivity of these imputation approaches to the ordinalized version of the longitudinal data, where the type of data is clearly unconformable to the underlying modeling assumptions.
The organization of this paper is as follows. In Section 2, we describe the salient operational characteristics of the two imputation models of interest. In Section 3, we describe our simulation philosophy. Subsequently, motivated by a longitudinal data set from psychiatric research, we devise a study where we generate incomplete simulated data sets that resemble the original data trends on average using both ignorable and nonignorable missingness mechanisms. We choose the parameter of interest to be the treatment effect over time, a key quantity in clinical trials, and evaluate the comparative performances of the two imputation models in terms of commonly accepted accuracy and precision measures. A secondary analysis will involve ordinalization of continuous data sets in an attempt to explore the sensitivity of continuous imputation models when applied to ordinal data. Section 4 includes discussion and concluding remarks.
IMPUTATION MODELS
We created multiply imputed data sets using 1) R/Splus package NORM [10] which employs a normal imputation model that imposes a multivariate normal distribution on responses with unstructured covariances. NORM has the nearly same functionalities as SAS PROC MI which seems to be favored by most practitioners. 2) R/Splus package PAN [11] which was developed for imputing multivariate panel data, where a group of variables is measured for individuals at multiple time points. Details are given below:
• T , which has a multivariate normal distribution with the mean vector μ and covariance matrix Σ; that is y 1 , y 2 , ..., y n |θ ∼ N (μ, Σ), where θ = (μ, Σ) is the unknown parameter and Σ is positive definite. When imputations are created under Bayesian arguments, MI has a natural interpretation as an approximate Bayesian inference for the quantities of interest based on the observed data. MI can be performed by first running an Expectation-Maximization (EM)-type algorithm [12] , and then by employing a data augmentation procedure [13] , as implemented in some software packages (e.g. SAS procedure PROC MI, Splus missing data library). The EM algorithm is useful for two reasons: it provides good starting values for the data augmentation scheme, and it gives us an idea about the convergence behavior. Data augmentation using the Bayesian paradigm has been perceived as a natural tool to create multiply imputed data sets. For further details, see [3] and [14] . When both μ and Σ are unknown, the conjugate class for the multivariate normal data model is in the normal inverted-Wishart family. When no strong prior information is available about θ, one may apply Bayes' theorem with an improper prior. In the simulated examples, a noninformative prior was used to reflect a state of relative ignorance, which is often bluntly expressed as "let the data talk". Initial estimates for θ are typically obtained by the EM algorithm. Then, a data augmentation scheme is implemented as follows: First, a value of missing data from the conditional pre- For a reasonably large number of iterations, the convergence to these stationary distributions is achieved. Since the complete-data likelihood is assumed to follow a multivariate normal distribution, drawing from conditional distributions above is relatively straightforward and can be performed by applying sweep operators to subsets of the vector μ and the matrix Σ.
• PAN : The model used by PAN was designed to preserve the following relationships: (a) Relationships among response variables within an individual at each time point; (b) Growth or change in any response variable within an individual across time points; and (c) Relationships between the response variables and any covariates included in the model. It relies on a multivariate extension of well-known linear mixed-effects models [9] . This type of model separates the fixed effects (commonalities) and the random effects (heterogeneities) which are population-averaged regression coefficients and perturbations due to inter-subject variation, respectively. The computational engine of PAN is a Gibbs sampling algorithm [15] which simulates the unknown quantities in a three-step cycle: (1) Draw subject-specific random effects based on some plausible values assumed for the missing data and the model parameters. (2) Draw new random values of the model parameters based on the assumed values for the missing data and random effects obtained in (1) . (3) Draw new random values for the missing data given the values in (1) and (2) . Repeating (1), (2) and (3) in turn defines a Markov chain [16] . Upon convergence, the final simulated values for the missing data come from the distribution which multiple imputations should be drawn. In the current study, a default noninformative prior was used. In addition, fixed and random effects regressor matrices were defined in accordance with the way we simulated complete data. For details of PAN, see [11] and [17] .
SIMULATION STUDIES

Philosophy
Describing a real phenomenon by generating an environment within which the process is assumed to operate is not uncommon and is often the only feasible way of evaluation. In conjunction with this, creating simulated data sets that are generated around a real data set has been increasingly common in medical statistics, with the rationale being reproducing the real data trends with compatible distributional characteristics. Because there is usually no consensus among statisticians about which of the competing methods is best, many advocate sensitivity analyses that could be performed by trying a variety of methods, or varying the model parameters over a plausible range to see what happens. This approach is valuable, but limited. Instead, we suggest simulating the performance of a method when its assumptions are unmet by proposing a variety of populations that are capable of producing data like those actually seen, simulating behavior of various methods over repeated samples from each population, and subsequently identifying methods that seem to perform well for most of the populations. To elaborate further, suppose we identify a family of models that, from a likelihood standpoint, fit the data equally well. If our basic conclusions about effects of interest do not change drastically over this family, then the scientific validity of these conclusions is enhanced. Conversely, if the answers do exhibit great variation, drawing firm conclusions seems unwise. Robustness of results over the domain of parameters is desirable and fortunate when it occurs. Yet there is another type of analysis which may lead us to prefer one model, M 1 , to another, M 2 , even when M 1 and M 2 achieve the same likelihood for the current data set. Suppose that we devise a variety of plausible population models, different in nature but all tending to produce samples that resemble the observed data. If, by simulation, we discover that M 1 performs better than M 2 across many of these populations, then we may be more inclined to trust M 1 than M 2 [19, 18] . In this section, we present two simulation studies driven by this philosophy.
Simulation design
Our real-data example that anchors the simulation study comes from Hedeker and Gibbons [20] , who use the data from the National Institute of Mental Health Schizophrenia Collaborative Study. Patients were randomly assigned to receive one of three anti-psychotic medications or a placebo. We collapsed the subjects from the three drug treatments into a single group, because the performance of the three drugs was reported to be quite similar [20] . The outcome of interest, severity of illness, was measured on an ordinal scale ranging from 1 (normal) to 7 (extremely ill), which we treated as continuous. Of note, there are non-integer values due to multiple raters in the data set. Measurements were planned for weeks 0, 1, 3, and 6, but missing values occurred primarily due to drop-out. A few subjects had missing measurements and subsequently returned; for simplicity we have removed these. (We could have included these cases with non-monotone missingness, as Hedeker and Gibbons [20] did. We decided to exclude them to simplify the task of constructing alternative hypothetical population models for our simulations.) The monotone missingness assumption (drop-out) has little or indiscernible bearing on the conclusions drawn in this paper and was merely done for convenience. A small number of measurements were also taken at intermediate time points (weeks 2, 4, and 5) which we also ignore. With these exclusions, the sample contains 312 patients who received a drug and 101 who received a placebo. In the drug group, 3 patients dropped out immediately after week 0, 27 dropped out after week 1, 34 dropped out after week 3, and 248 completed the study. In the placebo group, no patients dropped out after week 0, 18 dropped out after week 1, 19 dropped out after week 3, and there were 64 completers. Hedeker and Gibbons [20] noted that the mean response profiles are approximately linear when plotted against the square root of week, and they express time on the square-root scale in their models. Adopting this convention, we define time to be the square root of week. Mean response profiles for drop-outs and completers in the two groups are shown in Figure 1 . In this trial, the mean profile for the placebo group is slightly declining, indicating mild improvement over time, but the drug group declines more dramatically. Dropout affects the two groups differently. If we classify patients as dropouts or completers, the dropouts in the placebo group appear to be more severely ill than the completers, and show less improvement. In the drug group, however, the opposite occurs: dropouts appear to be less severely ill than completers, and improve more rapidly. One plausible explanation is that those receiving the placebo who experience little or no improvement may be leaving the study to seek treatment elsewhere. On the other hand, those in the drug group who improve dramatically may be dropping out because they feel that treatment is no longer necessary. 
Incomplete data generation
We generate the complete data based on well-known linear mixed-effects model [9] . Let y i = (y i1 , . . . , y ini )
T denote the responses for subject i. The model is
where X i (n i × p) and Z i (n i × q) contain covariates, β contains fixed effects, b i ∼ N (0, ψ) contains random effects, and and σ 2 = 0.60; the probability that patient i drops out immediately after week w = 0, 1, 3 is
where α 0 = −0.69, α 1 = 2.27, α 3 = 2.48, γ 1 = −2.02, γ 2 = 0.24, and γ 3 = −0.87. Notice that dropout in the first population is nonignorable, because the probability that y iw is missing depends directly on its value; dropout in the second population is ignorable, depending only on the past observed response. The treatment effects in the two populations are −0.80 and −0.65, respectively. Average response trajectories by treatment group (placebo versus drug) and dropout status (dropout versus completer) for these two populations are shown in Figure 2 . As can be seen, the mean response profiles under both nonresponse mechanisms closely mimic the characteristics of the real data trends on average. In addition, the percentage of available subjects (Table 1 ) and average scores (Table 2) at four measurement weeks among drug and placebo patients for real and simulated data, support this resemblance.
Parameter of interest
In clinical trials, drug effect over time (drug-time interaction) is a critically important quantity in that the impact of the treatment typically becomes apparent as the time goes by. Since most practitioners regard this interaction effect as a primary measure in assessing the effectiveness of treatments, we treat it as our parameter of interest. The analysis 
Evaluation criteria
The simulation procedure consisted of complete data generation, imposing missing values, MI under NORM and PAN with data augmentation whose starting values were obtained from the EM algorithm, finding the estimates for the drug-time interaction, and combining them by Rubin's rules [2] . The procedure was repeated 500 times for each of the 2×2 = 4 scenarios (two sets of data generation mechanisms, and two imputation models). To make a genuine comparison, identical incomplete data sets were used for NORM and PAN within each scenario for each of the N = 500 replicates in the simulation. The number of subjects is 413 as in the original data. Under NORM, the model included responses at four measurement weeks as well as the treatment indicator; and under PAN, the population-averaged and subjectspecific parts were the same as the one in Section 3.3. Under both imputation models, the number of imputations was 10. The number of EM cycles varied between 100 and 200, therefore following the recommendation by Schafer [3] , the number of iterations for the data augmentation procedure was chosen to be 500.
The relative performances were evaluated using the following quantities that are frequently regarded as benchmark accuracy and precision measures:
Standardized bias (SB): the relative magnitude of the raw bias to the overall uncertainty in the system. If the parameter of interest is θ, the standardized bias is 100 ×
|E(θ)−θ| SE(θ)
, where SE stands for standard error. If the standardized bias exceeds 50%, then the bias begins to have a noticeable adverse impact on efficiency, coverage and error rates [21] .
Coverage rate (CR): the percentage of times that the true parameter value is covered in the confidence interval. If a procedure is working well, the actual coverage should be close to the nominal rate (i.e. Type I and Type II error rates are properly controlled). However, it is important to evaluate coverage with the other measures, because high variances can lead to higher coverage rates. We regard the performance of the interval procedure to be poor if its coverage drops below 90%. Root-mean-square error (RMSE): an integrated measure of bias and variance. It is considered to be arguably the best criterion for evaluatingθ in terms of combined accuracy and
Average width of confidence interval (AW): the distance between average lower and upper limits across 500 confidence intervals. A high coverage rate along with narrow, calibrated confidence intervals translates into greater accuracy and higher power.
Under the above specification, standardized bias is the pure accuracy measure, average width is the pure efficiency measure, coverage rate and RM SE are the hybrid measures.
Results
The results for the two imputation models (NORM and PAN) under the two missingness mechanisms (ignorable and nonignorable) are shown in Table 3 . In addition to the quantities mentioned in Section 3.5, we report the true value (TV). The true values were computed based on complete data. Since conditional normality in the linear-mixed effects model implies marginal normality, the true values are the same under NORM and PAN. When the nonresponse mechanism is ignorable, NORM and PAN produced almost identical results in terms of bias, coverage, and efficiency measures (left half of Table 3 ). These imputation models are designed for ignorable nonresponse, although the theory of MI does not necessarily require ignorability. Imputation inferences can be conducted under nonignorable models as well [18, 19] . As one would expect, in this particular example, the performance of the methods as measured by the key evaluation quantities becomes worse when the missingness mechanism is nonignorable. However, the research goal of this manuscript is not assessing sensitivity for departures from the ignorability assumption. Rather, it is a comparison study between the two well-accepted continuous imputation approaches. It is interesting to note that regardless of their marginal performances, from a comparative point of view, they fare nearly equally in this example in terms of the bias and efficiency measures we considered.
The fraction of missing information (FMINF) is a major aspect in the imputation world. In this example, FMINF for the regression coefficient of the interaction effect is about 20%. NORM is conceptually, operationally and computationally simpler than PAN, and comparable results suggest that practitioners may prefer NORM over PAN, when FMINF is not too large for the continuous longitudinal data although PAN is specifically designed for this type of data. In other words, PAN would be more correct, accurate and appropriate, however, applied researchers who are not statistically sophisticated enough may rely on NORM on the grounds of simplicity and familiarity with user-friendly software (Windows-based software package is available at http://www.stat.psu.edu/∼jls/misoftwa.html ).
What if the data type is clearly unconformable with these imputation methods? In the next section, we attempt to answer this question.
Ordinal data: A sensitivity study for incompatible data types
Here, we investigate a situation where the data are of ordinal type, hence the two imputation models are incompatible with the data.
The original data were ordinal, although there was a minor twist due to multiple raters, as mentioned in Section 3.2. Simulated data sets that we used up to this point were continuous. We proceeded with the same incomplete data generation scheme, then ordinalized the data to seven categories by rounding to the nearest observed category. The original "severity of illness" was scored as 1=normal, not at all ill; 2=borderline mentally ill; 3=mildly ill; 4=moderately ill; 5=markedly ill; 6=severely ill; 7=extremely ill. We also considered a case with four ordinal levels by re-coding the seven ordered categories into four as Hedeker and Gibbons [22] did: (1) normal or borderline mentally ill, (2) mildly or moderately ill, (3) markedly ill, and (4) severely or extremely ill.
After imputation and rounding imputed values to the nearest observed category, we analyzed the resulting data sets by a random intercept and slope mixed-effects ordinal regression model. For subject i at timepoint j, for c − 1 cumulative logits (here, c = 4 or 7), with D denoting Drug (0 for placebo, 1 for anti-psychotic drug), and W denoting Week, log
, where β's stand for fixed effects, ν 0i is the random intercept, ν 1i is the random slope, and γ's stand for thresholds (γ 1 = 0). Random effects are assumed to follow a normal distribution. For the four-category case, in this model, −β 0 represents the week 0 first logit (category 1 versus 2-4), γ 1 − β 0 the week 0 second logit (1-2 versus 3-4), and γ 2 − β 0 the week 0 third logit (1-3 versus 4) for the placebo group. In terms of the regression parameters, β 1 represents the weekly (in square root units) logit change for placebo patients, β 2 is the difference in the week 0 for drug patients, and β 3 is the difference in the weekly (square root) logit change between drug and placebo groups. The random subject effects ν 0i and ν 1i represent intercept and slope deviations for subject i, respectively. The seven-category case relies on the same model with different interpretations for the β coefficients. In both the four-and seven-category cases, the parameter of interest is β 3 . The simulation setup is identical to the one that is presented in Sections 3.2 to 3.5, except that we have ordinal data rather than continuous data, and the mixed model formulation is non-linear rather than linear at the analysis phase.
The results have been shown in Table 4 . We have not found substantial differences between NORM and PAN as measured by the key evaluation quantities. Coverage rates, biases, variabilities, and average width of the confidence intervals revealed negligible differences. Furthermore, it is worth noting that the performances of both imputation models are very satisfactory under ignorable nonresponse (we observed a deterioration under nonignorable nonresponse) when the imputation technique is clearly incompatible with the data type. Again, similar results may be due to the fairly low FMINF (about 18%) for β 3 . Moreover, we encourage researchers that they use discrete data imputation models [3, 23, 24] when they can, however, they may resort to simpler methods for convenience and simplicity, especially if FMINF is small and if they feel uncomfortable with more appropriate but complicated discrete data methods. We further discuss this issue in Section 4.
Of note, implementing the two imputation models on the real data set yields parameter estimates that are very close to the true values for the seven-category case we tabulate in Table 4 under ignorable nonresponse (−0.856 for NORM, −0.852 for PAN), as one would expect since the simulated data sets carry the underlying characteristics of the real data on average.
DISCUSSION
We did not identify major performance differences between PAN and NORM for both continuous and ordinal versions of data. For continuous longitudinal data, PAN is conceptually more appropriate; for ordinal data, both imputation models are technically unsuitable. However, our limited simulation study demonstrates that imputing with NORM may be a viable approach in some settings given its simplicity and ease of execution from a practitioner's point of view.
There are a few issues that need to be addressed. First, this manuscript is not intended to give definitive advice. The results are based on a limited simulation study. One may argue that simulation studies presented herein are too simplistic compared to many real-life situations where incomplete data structures are more complicated. This argument has certain validity. However, our intention was giving applied researchers some guidance on the relative performances of PAN and NORM for continuous and ordinalized longitudinal mental health data via simulated examples that mimic the features of the real data set. Second, both imputation models are designed to work under ignorable nonresponse, although nonignorable extensions are available [19] . For this reason, they did not perform very well under nonignorable nonresponse. Nevertheless, it is worth to repeat that they yielded similar results. Third, the interaction effect of the treatment group and time was chosen to be the parameter of interest. Other parameters could have been investigated, but drug effect over time is typically regarded as a key quantity in practice. Fourth, for discrete data, we rounded imputed data to the nearest observed category; better rounding rules can be developed. Fifth, we recognize that negligible differences between PAN and NORM may be due to the magnitude of fraction of missing information which was relatively small. Finally and most importantly, whenever feasible, researchers should employ "correct" imputation models such as PAN for continuous longitudinal data, saturated multinomial model [3] or sequential regression imputation [23] for discrete data. Again, if computational capabilities of researchers do not allow them to use these more "appropriate" methods, imputing under multivariate normality assumption may be a reasonable way to proceed in some settings. As always, imputation and analysis modes should be guided by the applied context of the problem as well as convenience versus accuracy considerations.
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