Let E be a CM-elliptic curve over Q with good ordinary reduction at a prime p ≥ 5. 
We again denote by H ∨ the pullback of H ∨ to E with respect to the structure morphism. Let U = E \ {e}, where e is the identity element of E. The elliptic polylogarithm is an element pol ∈ H
where (1)) is the absolute syntomic cohomology. The significance of this element is that it is conjectured to be motivic in origin. In other words, it is conjectured to be the image, by the syntomic regulator, of the motivic elliptic polylogarithm in motivic cohomology.
Let u ∈ E(O K ) be a torsion point as above. By the splitting principle, the pullback of pol to u gives an element
By abuse of notation, we denote again by u * pol the element in j≥0 K ω ∨ j defined to be the image of u * pol with respect to the isomorphism
and the projection to the direct factor
Our main result is as follows.
THEOREM (Th. 7.1) Let v ∈ E(O K ) be a primitive g-torsion point of E, and denote by ψ p the p-adic character of G = Gal(K(gp ∞ )/K) associated to ψ. Then we have the equality
, where L p,g (ψ The result for j = 1 is essentially the result of Coleman and de Shalit on the calculation of the p-adic regulator for E (see [CdS, Par. 5.11 ]; see also [Bes2] ).
We remark that, recently, G. Kings calculated the p-adic elliptic polylogarithm in globalétale cohomology (see [Ki] ), using a different construction. If there exist adequate comparison theorems between smooth p-adic sheaves on the generic fiber and syntomic coefficients, then our polylogarithm should be a local case of his.
This paper is a revised version of the author's thesis [Ban2] .
Overview
In Section 2, we briefly review the theory of rigid syntomic cohomology with coefficients developed in [Ban1] . The only new result is the construction of the Gysin exact sequence of geometric syntomic cohomology for curves (see Th. 2.19) . Then, in Section 3, following the method of Beȋlinson and Levin, we construct the elliptic logarithmic sheaf L og (see Def. 3. 3) and the p-adic elliptic polylogarithm pol (see Def. 3.11) .
In Section 4, we review some notions in the construction of the one-variable p-adic L-function. We then define the p-adic polylogarithmic function D a, j (see Def. 4.4) and give its relation to the special values of the p-adic L-function (see Prop. 4.12) .
We then begin the explicit calculation of the p-adic elliptic polylogarithm. In Section 5, we construct the partial logarithmic sheaf L og (see Def. 5.3), which is a quotient of L og. This sheaf is easier to handle than L og, but it is sufficient to prove our main result.
In Section 6, we define the modified partial polylogarithm gpol a in absolute syntomic cohomology with coefficients in L og (see Def. 6.2) . As in the cyclotomic case, both pol and pol a have interpretations as extension classes in the category of syntomic coefficients. Unfortunately, the author was unable to give the explicit shape of pol. The crucial step in the proof of our main result is Theorem 6.6, which gives the explicit shape of pol a as an extension in the category of syntomic coefficients.
Our main result (see Th. 7.1) is given in Section 7.
Notation
Throughout this paper, we fix a prime p. In what follows, let K be a finite unramified extension of Q p with ring of integers O K and residue field k. We denote by σ the lifting of the Frobenius of k to O K and K .
Review of rigid syntomic cohomology with coefficients
The purpose of this section is to review the theory of rigid syntomic cohomology with coefficients developed in [Ban1] .
Definition 2.1
We define the category of syntomic data D K as follows: The object in this category is a triple X = (X, X , φ X ), where (i) X is a smooth scheme, separated, and of finite type over O K ; (ii) X is a smooth compactification of X , separated, and of finite type over O K , such that the complement D is a simple normal crossing divisor relative to O K ; (iii) φ X : X → X is a lifting of the absolute Frobenius of X k = X ⊗ O K k, when we let X be the formal completion of X with respect to the special fiber, such that the diagram
Review of geometric cohomology
In this subsection, we review the construction of geometric syntomic cohomology with coefficients associated to a syntomic datum X in D K .
Fix a syntomic datum X in D K . We denote by X K = X ⊗ K the generic fiber of X , by X k the special fiber of X , by X an K the rigid analytic space associate to X K , by X the formal completion of X with respect to the special fiber, and by X K the rigid analytic space associated to X . We use the same notation for X . By [Ber2, Prop. 0.3.5] , there is an isomorphism
is a covering of X an K for the rigid topology.
Definition 2.2
For any abelian sheaf M 0 on X an K , we define j † M 0 by
where α : X an K → X K is the inclusion, and the limit is taken with respect to strict neighborhoods
Next, let M be a coherent O X K -module. We define M rig to be the coherent
If there exists an integrable logarithmic connection
on M, then this induces an integrable connection
In this case, a Frobenius structure on M rig is a horizontal isomorphism
where φ * X M rig is the inverse image of M rig by the Frobenius.
Definition 2.3
We define the category of syntomic coefficients on X to be the category S(X) defined as follows: The objects of S(X) consist of the 4-tuple
∇ is an integrable connection on M with logarithmic poles along D; (iii) F • is a descending exhaustive separated filtration by sub O X K -modules on M, called the Hodge filtration, satisfying Griffiths transversality
Frobenius structure on M rig . The morphisms in this category are homomorphisms of underlying O X K -modules which are compatible with the above structure.
Definition 2.4
For each integer j, we define the Tate object K ( j) to be the object
The connection ∇ is defined by ∇(e j ) = 0.
We have φ * X M rig = M rig . The Frobenius morphism is defined to be M (e j ) = p − j e j .
Let M be an object in S(X). As in [Ban1, Sec. 1], we define the de Rham and rigid cohomologies with coefficients in M by
are the de Rham complexes associated to M and M rig . The de Rham cohomology H i dR (X, M ) has a filtration induced from the spectral sequence 
of K -vector spaces (see [Ban1, Def. 1.12] ).
Definition 2.5
Let M be an object in S(X) such that θ is an isomorphism. We define the geometric syntomic cohomology, denoted by H i (X, M ), to be the filtered Frobenius module H i rig (X, M ), where the action of the Frobenius φ is as above and the filtration is induced through the isomorphism θ from the Hodge filtration on H i dR (X, M ). To ease the terminology, we refer to geometric syntomic cohomology simply as geometric cohomology.
Remark 2.6
The map θ is an isomorphism for any object in S(X) which we use in the calculation of the elliptic polylogarithm. This follows from the result of F. Baldassarri and B. Chiarellotto [BC, Cor. 2.6 ].
Review of syntomic cohomology
The purpose of this subsection is to review the definition of absolute syntomic cohomology, which we refer to simply as syntomic cohomology, with coefficients in the category of admissible syntomic coefficients. This cohomology is a p-adic analogue of absolute Hodge cohomology with coefficients.
Definition 2.7
We define the category S ad (X) of admissible syntomic coefficients on X to be the full subcategory of S(X) consisting of objects M satisfying the following: (i) the spectral sequence (2.1) degenerates at E 1 ; (ii) the homomorphism θ is an isomorphism; (iii) the geometric cohomology H i (X, M ) is a weakly admissible filtered Frobenius module in the sense of J.-M. Fontaine [F1, Def. 4.1.4] .
Remark 2.8
(1) For the syntomic datum 
Remark 2.9
The syntomic coefficients that we use for the calculation of the elliptic polylogarithm are all admissible. The first condition follows either from the fact that the coefficient comes from a filtered module with connection which underlies a variation of mixed Hodge structures, or simply from direct calculation. The second condition comes from Remark 2.6. The last condition comes from explicit calculation of geometric cohomology. 
, there is an associated long exact sequence
Remark 2.11
Occasionally in this paper, we claim that a morphism of a filtered Frobenius module is strict with respect to the filtration without the weakly admissible hypothesis. In the special cases considered in this paper, this follows either from the fact that the morphism underlies a morphism of mixed Hodge structures, or from direct computation.
Let X = (X, X , φ X ) be a syntomic datum, and let M be an object in S ad (X). Let I be a finite set, and let U = {U i } i∈I be a covering of X by Zariski open sets. We put U i 0 ···i n K = 0≤ j≤n U i j K . Next, let U i = U i ∩ X , and let U i K be the rigid analytic space over K associated to the formal completion U i of U i with respect to the special fiber. For U i 0 ···i n K = 0≤ j≤n U i j K , we denote by j i 0 ···i n the inclusion
We let R • dR (U , M ) be the simple complex associated to theČech complex
and we let R • rig (U , M ) be the simple complex associated to
The complex R • dR (U , M ) has a filtration induced from the Hodge filtration, and there are canonical homomorphisms
induced, respectively, from the Frobenius and θ . We let
where the morphism is
Definition 2.12
We define the absolute syntomic cohomology of X with coefficients in M by
where the limit is taken with respect to coverings U as above ordered by refinements. Again, to ease the terminology, we refer to absolute syntomic cohomology simply as syntomic cohomology.
Remark 2.13
where
is the complex with F 0 M in degree zero, whose terms are zero for degrees not equal to 0, 1.
We have the following (see [Ban1, Prop. 2.7] ). LEMMA 2.14 Let the notation be as above. We have a short exact sequence
We use the following result (see [Ban1, Th. 1] 
Definition 2.16
We define the category M(X) to be the category consisting of the pair (M, ∇), where
∇ is an integrable connection on M with logarithmic poles along D. There is a natural forgetful functor For :
For any object M in S(X), we say that For(M ) is the underlying coherent module with logarithmic connection of M . We have the following (see [Ban1, Props. 4.3, 4.4] 
such that the diagram
is commutative. Here the bottom arrow is defined to be the composition
where the first arrow is the surjection of the exact sequence in Lemma 2.14.
Remark 2.18
The map of Proposition 2.17 is given as follows: Let U = {U i } i∈I be a covering of X by affine open sets, and let M and N be objects in S ad (X) with underlying coherent module with connection (M, ∇) and (N , ∇) which fits into the exact sequence
Then the above sequence gives rise to the exact sequence 0
and similarly for N i . For a liftingẽ i of e 0 in N i , we have a splitting
where ∇ i is the connection induced from ∇ and
, the above correspondence gives the desired map.
The Gysin exact sequence
The purpose of this subsection is to construct the Gysin exact sequence for the case of curves which is needed in this paper.
, the natural inclusion induces a morphism of syntomic data i : D → X. Let X = (X , X , φ X ), and let j : X → X be the inclusion.
We have the following. 
and an exact sequence
Before proving the theorem, we prepare some notation. Let U = {U i } i∈I be a finite covering of X by Zariski open subschemes. We take sufficiently small subschemes such that U i is affine, and there exist local parameters
By definition, the cohomology of this complex is
This does not depend on the choice of 0 ≤ j ≤ n. We define the complex R • rig (U , M (log D)) to be the simple complex associated to the double complex
This complex has a Frobenius
induced from φ X and φ M . There is a natural morphism of complexes
, this morphism is a quasi-isomorphism compatible up to homotopy with the Frobenius.
There is a natural quasi-isomorphism
which gives the commutative diagram
Define morphisms
by the zeromap otherwise. Then this induces quasi-isomorphisms
where the first quasi-isomorphism is compatible with the Hodge filtration, and the second is compatible up to homotopy with the Frobenius.
Proof
The case for de Rham cohomology is standard. The case for rigid cohomology follows from [T, Prop. 4.3 .1].
Proof of Theorem 2.19
Since U is a covering by affine open sets, the complexes
, and R • rig (U , i * M )) calculate the de Rham cohomology (resp., rigid cohomology) of M , j * M , and i * M . Since the maps defined above are all compatible with the isomorphism θ, Proposition 2.20 and the definition of a cone give an exact sequence
of geometric cohomology. The statement of the theorem follows from the fact that
Construction of the elliptic polylogarithm
The purpose of this section is to construct the elliptic logarithmic sheaf and the elliptic polylogarithm for an elliptic curve with complex multiplication defined over Q. The construction is done following the method of Beȋlinson and Levin [BL] (see also [HK, Appendix A] ). We prepare some notation. Let E = E Q be an elliptic curve over Q with complex multiplication by the integer ring O K of an imaginary quadratic field K. In this case, K is of class number 1. Let I K be the group of idèles of K, and let
We denote by f the conductor of ψ. We often view ψ as a character on the group of fractional ideals of K prime to f.
In addition, we assume that p splits in O K , in the form p = pp * . This implies that E has good ordinary reduction at p. Let K be a finite unramified extension of Q p . Throughout this paper, we fix an embedding
induced from the prime above p. In particular, we view K as a subfield of K through the inclusion
Let E K be the base extension of E by K . Since E has good reduction at p, there exists a smooth model E of E K over O K . Following the convention of Section 2.1, we let E k be the special fiber of E, E the formal completion of E with respect to the special fiber, and E K the associated rigid analytic space over K .
Let ω be an invariant differential of E. We fix an isomorphism Si2, Cor. 5.4] ). We denote by φ E the lifting of the absolute Frobenius of
The elliptic logarithmic sheaf
In this subsection, we define the elliptic logarithmic sheaf L og (n) in S(E) (see Def. 3.3). Then we calculate its geometric cohomology (see Lem. 3.4) . We follow the presentation of [HK, App. A.1] . Since E is a syntomic datum that is associated to a projective variety defined over a global field, the Tate objects K ( j) of S(E) are admissible. We let H ∨ = H 1 (E, K (0)), which is a filtered Frobenius module of rank two in S ad (O K ). We fix a basis {ω, η} of H ∨ such that ω ∈ F 1 H ∨ is represented by the invariant differential ω, and the action of φ * E is given by
Here π * = ψ(p * ) is a generator of p * . We denote by K (e) any one-dimensional filtered Frobenius module with basis e. With this notation,
is the Tate object defined in Definition 2.4. We denote the base e ⊗ e j of K (e)( j) by e( j).
We denote by ω ∨ and η ∨ the basis of H dual to ω and η. For ease of calculation, we identify
We denote by the same symbols H and H ∨ the objects in S ad (E) defined to be the pullback of H and H ∨ with respect to the structure morphism [Ban1, Lem. 1.22] ), the geometric cohomology of H is given as follows:
We also have a canonical isomorphism
where End(H ) denotes the endomorphisms of H as a filtered Frobenius module. The short exact sequence in Lemma 2.14 and the calculations above give the following exact sequence:
Let e : Spec O K → E be the identity element of E. The sequence above is split by e * :
Definition 3.1
We define l to be the element in H 1 syn (E, H ) characterized by the properties that (i) the image of l in End(H ) is the identity map; (ii) the pullback e * (l) is zero.
, whose extension class in Ext 1 S(E) (K (0), H ) corresponds to l through the canonical and functorial isomorphism
given in Theorem 2.15.
The extension L og (1) is determined up to unique isomorphism. Since the morphism is functorial, by the definition of l, the pullback of L og (1) by e * is split.
The splitting of e * L og
There is a natural projection map pr :
Here the first map is induced from the sum of the identity map and the projection L og
→ K (0). The second map is the canonical projection in the symmetric algebra of a direct sum. By definition, we have an exact sequence
The same proof as in [HK, Lem. A.1.4] gives the following.
The geometric cohomology of L og (n) is as follows:
The proof is by induction on n. When n = 0, then the statement is the definition. We first prove the lemma for H 0 , H 2 , and the dimension of H 1 . Assume that the statement is true for an integer n ≥ 0. Consider the commutative diagram
where the first two vertical arrows are the multiplication maps, and the last vertical arrow is the natural inclusion. The horizontal sequences are exact. The first boundary morphism of the long exact sequence for geometric cohomology gives the commutative diagram
where the left vertical arrow is an isomorphism from the induction hypothesis. From the definition of L og (1) and explicit calculation, the diagonal map is given on the basis by
and hence is injective. This shows that γ is injective; hence
The second boundary morphism of the long exact sequence of geometric cohomology gives the commutative diagram
Since the diagonal map is surjective, β is surjective. Hence from the induction hypothesis, β is an isomorphism by reason of dimension. This implies that the surjection
is an isomorphism. Furthermore, we have a short exact sequence
Hence the dimension of H 1 (E, L og (n+1) ) is n + 3, which is the dimension of (Sym n+2 H )(−1). The assertion is now proved for H 0 , H 2 , and the dimension of
In particular, the proof above is valid for any integer n ≥ 1. The assertion of the lemma for H 1 follows from the fact that β is an isomorphism for any n ≥ 0.
(b) The statement follows from the fact that both γ and β above are injective.
The pullback of the elliptic logarithmic sheaf
Let the notation be as in the beginning of Section 3. 
, in order to prove the proposition, it is sufficient to prove the following.
There exists a natural isomorphism
Proof
It is possible to prove this lemma by calculating the object L og (1) explicitly (see [Ban2, Prop. 2.9] 
where the vertical arrows on the top are the pullback [a] * , and the vertical arrows on the bottom are induced from ρ a . By definition, the composition of the right vertical arrows End(H ) → End(H ) maps the identity to identity. The commutativity of the above diagram combined with the definition of L og (1) shows that the extension class of [a] * L og (1) maps to the extension class of L og
through the isomorphism ρ a . Therefore, there exists an isomorphism
which fits into the commutative diagram 
as desired.
The elliptic polylogarithm
Let the notation be as before, and let U = E \ (e). Then the triple U = (U, E, φ E ) is a syntomic datum over K . The purpose of this subsection is to give the definition of the elliptic polylogarithm pol (n) in S(U) (see Def. 3.11), following the method of [HK, Sec. A.3] . We let D be the syntomic datum (D, D, φ D ) for D = (e). Then the inclusions j : U → E and e : D → E are morphisms of syntomic data. We start by constructing the map δ
for each integer n ≥ 1 (see Def. 3.8). First, by Theorem 2.19 and Lemma 3.4, we have an isomorphism
Hence Lemma 2.14 gives the short exact sequence
Next, the Gysin exact sequence in Theorem 2.19 gives an exact sequence
By (3.7) and the calculation of geometric cohomology on O K , we have
By Lemma 3.4, we have
hence the kernel of u in (3.9) is n j=1 H ∨ ⊗ Sym j H . Since
(see Lem. 3.4), sequence (3.9) is reduced to
By (2.3) of Remark 2.13, we have
Hence, by taking H 0 syn (O K , −) of (3.10), we have an exact sequence
Definition 3.8 For each integer n ≥ 1, we define the map
to be the composition of the maps in (3.8), (3.11), and the canonical isomorphism
The maps δ (n) give rise to an isomorphism
Proof By the definition of the map δ (n) , we have an exact sequence
By Lemma 3.4(b), the maps
→ L og (n) are zero-maps. Hence the assertion follows by taking the limit.
Definition 3.10
We define the elliptic polylogarithm to be the system of elements pol
Let be the isomorphism
Definition 3.11
We define the elliptic polylogarithmic extension to be any object in S(U) representing the extension class
By abuse of notation, we denote this also by pol (n) . This extension is determined uniquely up to unique isomorphism.
Remark 3.12
This is a p-adic version of the element referred to as a cohomological polylogarithm in [HK, Def. A.3.3] .
On the p-adic elliptic polylogarithmic function
In this section, we construct the p-adic elliptic polylogarithmic functions D a, j (see Def. 4.4), and we give their relation to special values of the one-variable p-adic Lfunction (see Prop. 4.12). We keep the notation of Section 3, and we assume in addition that p ≥ 5. We fix a Weierstrass model
of E over Z p = O K p with good reduction at p, and we take for ω the associated invariant differential
We denote by L = L (E, ω) the lattice of periods, and by ξ(z, L ) : C/L → E(C) the analytic uniformization given in standard affine coordinates by
Some preliminaries
In this subsection, we prepare some preliminaries. Let E be the formal group law of E over Z p with parameter t = −x/y. The formal group E and the formal multiplicative group G m are isomorphic over W (k), and an isomorphism
is uniquely determined by p ∈ W (k) × satisfying
where σ is the Frobenius automorphism of W (k). In this paper, we fix once and for all an p as above. Note that since ρ is an isomorphism of formal groups, we have
be the extension to C p of the rigid analytic space E an K . We have the reduction morphism red : E 
The inverse image of a point in E F p under the reduction morphism is called the residue class, which is an admissible open in E an
= D( f )ω for any function f in (E an C p , O E an C p ). Then D restricts to the differential D = −1 p (1 + S) d d S on B − (0, 1).
The p-adic elliptic polylogarithmic function
Let a be an integral ideal of O K prime to fp, and let a = ψ(a), which is a generator of a. Let U a = E \ E [a] , let U a be the formal completion of U a with respect to the special fiber, and let U aK be the associated rigid analytic space over K .
The purpose of this subsection is to define for j ≥ 0 the p-adic elliptic polylogarithmic functions D a, j in (U aK , O U aK ). We use the tools developed in [CdS, Sec. 5] . Note that U aC p = U aK ⊗ C p is the rigid analytic space over C p denoted X (a) in [CdS] .
Definition 4.1
We define a rational function E,a in K(E) × by
Here (E) is the discriminant of E associated to the Weierstrass equation (4.1). Note that this is the function denoted f (P) in [CdS, (51) ]. Its divisor is given by
u∈E [a] (u).
Definition 4.2
As in [CdS, (73) ], we define the function Log(
As in [CdS, Lem. 5.6 ], for any torsion point u of U aC p of order prime to p, there exists a unique W (k)-valued measure on Z × p , which we denote by µ a,u , such that
A proof similar to [CdS, Lem. 5.6] gives the following. (Log( E,a ) ) for r → ∞ converges uniformly. In particular, the limit
Then the sequence of functions
is a rigid analytic function on U aK .
Proof
is a strict monomorphism (see [BGR, Sec. (Log( E,a ) ) converges uniformly to
Since D a, j is a uniform limit of algebraic functions, it is a rigid analytic function on U aK , as desired.
Definition 4.4
For j ≥ 0, we define the p-adic polylogarithmic function to be the rigid analytic function D a, j on U aK of Proposition 4.3.
The proof of Proposition 4.3 gives the following. 
The functions D a, j for j ≥ 0 are the unique system of functions in 
Proof
Let b be an integral ideal of O K of order prime to afp. Without loss of generality, we may replace K by a finite extension. Hence assume that K(ab) ⊂ K with respect to the inclusion i p of (3.1).
Fix a torsion point Q in E(O K ) with exact annihilator b. Let [+Q] : E → E be the translation by Q map, and let V Q = [+Q] −1 (U a ) be its inverse image. Since E = U a ∪ V Q is a covering of E for the Zariski topology, E K = U aK ∪ V Q K is an admissible covering of E K for the rigid topology (see [Ber2, Prop. 0 
.2.3(i)]).
Suppose that there exists a rigid analytic function f on U aK such that d f = ω. Then, since ω is the invariant differential, g = [+Q] * f is a rigid analytic function on V Q K satisfying dg = ω. Then f and g restricted to the admissible open set U aK ∩ V Q K satisfy f = g + c for some constant c ∈ K . This implies that f extends to a rigid analytic function on
Since E K is proper, we have an isomorphism
The existence of f as above would imply that the class of ω is zero in H 1 dR (E K /K ), which is a contradiction.
The relation to the one-variable p-adic L-function
In this subsection, we give the relation between the p-adic elliptic polylogarithmic functions D a, j defined in Section 4.2 and the special values of the one-variable padic L-function (see Prop. 4.12) .
Fix an integral ideal g of K such that f|g and (g, ap) = 1. Since the class number of K is one, there exists an in C × such that
The Grössencharakter ψ of E K gives rise to a p-adic character ψ p of G defined by
This induces an isomorphism ψ p : G ∼ = Z × p . For each torsion point u of U aK prime to p, we denote again by µ a,u the measure on G induced through ψ p from the measure id) . In particular, we have ψ p (τ ) = 1.
Definition 4.8
We define a measure µ a,g on G as follows: on G, we define µ a,g to be µ a,v . We extend this measure to G by setting
for each τ ∈ Gal(K(g)/K).
By construction, the measure µ a,g is the measure denoted µ e in [CdS, Th. 5.9] . By [CdS, Th. 5 .9], we have the following.
THEOREM 4.9 As a measure on G , we have
where µ g is the measure that gives rise to the p-adic L-function with conductor g.
Remark 4.10
The p-adic L-function of K with modulus g is a function L p,g (−) on the continuous p-adic characters of G given by
where L ∞,g (ψ j , 0) is the value at zero of the Hecke L-function of ψ j . The main result of this paper (see Th. 7.1) expresses the values L p,g (ψ j p ) for j ≥ 0 in terms of the specializations of the p-adic elliptic polylogarithm.
Proof This follows directly from Theorem 4.9 and the construction of the p-adic L-function (4.5).
PROPOSITION 4.12
For j ≥ 0, we have
Proof By (4.6) and Theorem 4.9, we have
The assertion follows from the definition of µ a,τ (v) and Corollary 4.5.
The partial logarithmic sheaf
In this section, we define and study the partial logarithmic sheaf, which is a quotient of the elliptic logarithmic sheaf. The calculation of the partial logarithmic sheaf is important for the proof of our main theorem.
The definition of the partial logarithmic sheaf
In this subsection, we define the partial logarithmic sheaf (see Def. 5.3); then we explicitly determine its shape (see Prop. 5.4).
Definition 5.1
We define l in H 1 syn (E, K (ω ∨ )) to be the image of l with respect to the map
As in the case of (3.2), we have by [Ban1, Lem. 1.22 ] the isomorphisms
where End(K (ω ∨ )) denotes the endomorphisms of K (ω ∨ ) as a filtered Frobenius module. Hence the short exact sequence in Lemma 2.14 gives the short exact sequence
The element l is the unique element in H 1 syn (E, K (ω ∨ )) satisfying the following: (i) the image of l in End(K (ω ∨ )) is the identity map; (ii) the pullback e * (l) is zero.
Definition 5.2
We let L og (1) be an extension
, whose extension class corresponds to l (1) through the isomorphism
By definition, the sheaf L og (1) fits into the commutative diagram
The projection L og
→ L og (n) on the symmetric power. As in the case of the elliptic logarithmic sheaf, there are natural projections pr such that the diagram
(ii) the connection is given by ∇(ω ∨ j ) = ω ∨ j+1 ⊗ω if 0 ≤ j < n, and ∇(ω ∨n ) = 0 when j = n;
By considering ω ∨0 to be the lifting of the base e 0 of K (0), we may regard
Since ∇(ω ∨0 ) = ω ∨ ⊗ ω, the explicit calculation of the isomorphism shows that the element in H 1 syn (E, K (ω ∨ )) corresponding to the extension class of L (1) maps to the identity ω ∨ ⊗ ω in End(K (ω ∨ )). Furthermore, since the only structure preventing L (1) from splitting is the connection and since the connection on a module over a point is zero, we have e * L (1)
(1) and L (1) are isomorphic as extensions of K (0) by
For the rest of this paper, we take L og 
The isomorphism a above is given explicitly on the basis by a (ω ∨ j ) = a j ω ∨ j .
The calculation of cohomology
In this subsection, we calculate the geometric cohomology of the partial logarithmic sheaf.
LEMMA 5.7 Let n ≥ 1 be an integer. We have
Proof
The proof is similar to that of Lemma 3.4. We let L og (0) = K (0), and we prove the lemma by induction for n ≥ 0. If n = 0, then the statement is the definition. We first prove the statement for H 0 , H 2 , and that H 1 is an extension
Suppose that the lemma holds for n ≥ 1. Consider the diagram
where the center vertical arrow is induced from the multiplication, and the last vertical arrow is the canonical inclusion. The horizontal sequences are exact in S(E). The first boundary morphism of the long exact sequence for geometric cohomology gives the following commutative diagram:
where the left vertical arrow is an isomorphism from the induction hypothesis. The diagonal map is given by ω ∨n → ω ⊗ ω ∨n+1 and hence is injective. This shows that γ is injective; hence
Next, the second boundary morphism of the long exact sequence gives the com (1)). This, by definition, implies that there exists an element
is injective. By passing to the limit, we see that (5.7) is injective. By Corollary 5.8, 1)) is of dimension one. Hence we conclude that (5.7) is an isomorphism.
The partial elliptic polylogarithm
In this section, we first define the partial elliptic polylogarithm and the modified partial polylogarithm (see Def. 6.2). The main purpose of this section is to determine the explicit shape of the modified partial polylogarithm (see Th. 6.6) . This is essential for the proof of our main result.
Definition 6.1
We define the partial elliptic polylogarithm
to be the image of pol (n) by the map
induced from the projection.
Let a be an integral ideal of O K prime to fp. We assume that K(a) ⊂ K through the inclusion i p of (3.1). Let U a := E \ E [a] . Then the set U a := (U a , E, φ E ) is a syntomic datum with natural inclusion j a : U a → E. The morphism [a] : E → E for a = ψ(a) induces a morphism [a] : U a → U of syntomic data.
Definition 6.2
We define the modified partial polylogarithm by
By abuse of notation, we denote by the same symbol pol
a the system of objects in S(U a ) representing the isomorphism class of the above system of extensions.
Let 
Following the definition of δ (n) in Definition 3.8, we define the map
to be the composition of the surjection of the short exact sequence in Lemma 2.14 for
with the residue map (6.2).
LEMMA 6.4
The system pol 3) where N u = 12(Na − 1) if u = e and N u = −12 otherwise.
be the map defined as in Definition 3.8. By functoriality and the characterization of pol (n) (see Def. 3.10), we have
By functoriality, we have the commutative diagram
where is the diagonal. This, together with the definition of pol
a (see Def. 6.2), proves the desired assertion.
PROPOSITION 6.5 Let p (n) be a system of elements
such that the image by the residue map (6.1) is
where N u is as in Lemma 6.4. Then the system of objects in M(U a ) corresponding to p (n) through of Proposition 2.17 is isomorphic to objects of the form (P (n) c , ∇ a,c ), where c is an element in K , and
(ii) ∇ a,c is a connection given by
Here the surjection is defined by mapping e 0c to e 0 . Since the module P (n) c is free, the element p Rem. 2.18) . By definition of the residue map, since ω is regular on E K and div( E,a ) = 12Na(e) − 12 u∈E [a] (u), the extension class of (P (n) c , ∇ a,c ) maps by (6.1) to (N u id). The element
is represented by
If ( p (n) ) is a system of elements as in (6.4), then
. By Corollary 5.9, we have
We now explicitly determine the element
the strictness of the Hodge filtration implies that we have an exact sequence of coher-
Letẽ 0 be a lifting of e 0 to F 0 P (n) . Since O E K e 0 is free, we have a splitting
as an O E K -module. The connection, the Hodge filtration, and the Frobenius structure
are the tensor products of the structure on K (ω) with the structure on L (n) given in Proposition 5.4 tensored by K (1).
By Proposition 6.5, there exist c in K and an isomorphism P (n)
c , compatible with the connection, which fit into the commutative diagram
through the above isomorphism. The compatibility with the connection gives
The connection satisfies Griffiths transversality ∇ a (ẽ 0 ) ⊂ F −1 P (n) . Since
and since differential equations of the form d f j + f j+1 ω = 0 have solutions if and only if f j+1 = 0, we have f j = 0 for 1 ≤ j ≤ n. Henceẽ 0 maps to e 0c + f 0 ω⊗ω ∨0 (1) through the above isomorphism. Let e 0 =ẽ 0 − f 0 ω ⊗ ω ∨0 (1) in P (n) . Then e 0 is again a lifting of the basis e 0 of K (0) to F 0 P (n) . By taking e 0 instead ofẽ 0 , we conclude that for P (n) = 1), we have the following: (1) the connection ∇ a on P (n) is given by
(2) the Hodge filtration on P (n) is the direct sum
The remaining problem is to calculate the Frobenius structure . We calculate with respect to the lifting e 0 chosen above.
Let A = (U a , O U a ). The Frobenius φ E of E induces a Frobenius φ * E : The modified partial polylogarithm is given explicitly by
,
(ii) ∇ a is a connection given by
(iii) F • is the Hodge filtration given by 
The main result
The purpose of this section is to prove our main result, Theorem 7.1. Let the notation be as in the previous sections, and assume that p ≥ 5. In particular, let f be the conductor of ψ, and fix an integral ideal g of O K such that f|g and g is prime to p. Let be an element such that L (E, ω) = g. We assume that K(E[g]) ⊂ K through the inclusion i p of (3.1). 
The proof is given at the end of this section. We first prepare a lemma.
LEMMA 7.2 We have a canonical isomorphism
Proof By Remark 2.13, for any M = (M, F • , ) in S ad (O K ), the first syntomic cohomology of M is the cokernel of the map (1 − ) : F 0 M → M. Since F 0 K (ω ∨ j )(1) = 0 for j ≥ 0, the assertion follows for this case. We have removed the (1) from the notation since the twist is no longer relevant. If j < 0, then acts on F 0 K (ω ∨ j )(1) = K (ω ∨ j )(1) by multiplication by 1/ pπ j . This implies that (1 − ) is bijective and hence the assertion. We fix an integral ideal a of O K prime to p, and we define the map
for u ∈ E[a] similarly to (7.1).
PROPOSITION 7.4
We have
.
Proof
The proposition follows from the explicit shape of pol (n) a proved in Theorem 6.6, the calculation in Proposition 4.12, and the definition of the isomorphism (7.2) (see also Rem. 7.3).
Proof of Theorem 7.1
Since the order of v is prime to a, the map h τ (v) factors h a,τ (v) . Hence it is sufficient to prove that
This follows from Proposition 7.4, the definition of pol (n) a , and the fact that a maps ω ∨ j (1) to ψ(a) j ω ∨ j (1) (see Rem. 5.6).
