Abstract The paper presents explicit interval multistep methods of Milne type, which may be considered as alternative methods to other known explicit interval multistep methods (of Adams-Bashforth and Nyström). It is proved that enclosures of solutions (in the form of intervals) obtained by these methods contain the exact solutions of the initial value problem. Numerical examples show that the widths of intervals obtained by proposed methods are smaller than those obtained by explicit interval multistep methods known so far.
initial value problem, because the obtained enclosures of solutions include errors of methods. Realizing such interval methods in floating-point interval arithmetic, we can obtain enclosures at discrete points 1 (in the form of intervals), which contain all possible numerical errors, also representation errors and rounding errors. These intervals may also include data uncertainties. One inconvenience of this arithmetic is the wrapping effect, but some efforts reduce its effects (see, e.g., [9, 22, 23, 38, 40, 44] ).
There are a number of interval methods for approximating the initial value problem. The first one was described by R. E. Moore in 1965 [33] [34] [35] . There are also known interval methods based on high-order Taylor series (see, e.g., [2, 3, 5, 15, 21, 39, 41] ), explicit and implicit Runge-Kutta methods [7, 8, 20, 24, 27, 31, 43] , explicit and implicit multistep methods [17-19, 25-27, 30, 43] . The last ones concern interval methods based on conventional methods of Adams-Bashforth, Adams-Moulton, Nyström, and Milne-Simpson types. These methods have been considered and compared by us, especially in [30] . Although we usually apply such methods of low orders, it appears that for a suitable choice of step sizes the obtained enclosures are as good as enclosures obtained by methods based on high-order Taylor series. Moreover, explicit interval multistep method (of AdamsBashforth and Nyström types) can be used as predictors for implicit interval methods (of Adams-Moulton and Milne-Simpson types)-see [30] for details. From our analysis, it appears that the explicit multistep methods of Nyström type are a little bit better than those of Adams-Bashforth type-the widths of intervals are smaller.
In this paper, we propose interval versions of other explicit multistep methods called the Milne multistep methods. In Section 2, we repeat the conventional forms of such methods. In Section 3, we present their interval form, and prove a theorem that the exact solution is included in the enclosures (intervals) obtained and a theorem regarding the widths of these intervals. Some numerical examples are presented in Section 4. From these examples, it follows that the proposed interval multistep methods of Milne type give enclosures of solutions with smaller widths in comparison with interval methods of Nyström type of the same order. Although the considered method is only of fourth order, for a sufficiently small step size, it gives comparable results even with interval methods based on high-order Taylor series (this has been checked up on using the VNODE-LP package [36, 37] ). Therefore, it is worth to take into account such a method when one solves the initial value problem.
The conventional multistep methods of Milne
It is well-known that the initial value problem
where t ∈ [0, a], y ∈ R, and f : [0, a] × R → R, can be written in the equivalent integral form 2
from which we have
To obtain multistep methods, we approximate the function f (τ, y (τ )) by an adequate interpolation polynomial and then we integrate this polynomial. For instance, if for l = 1, we take a polynomial of the degree n − 1, then we obtain the n-step explicit Adams-Bashforth method, while for a polynomial of the degree n we get the n-step implicit Adams-Moulton method. Taking l = 2 for a polynomial of the degree n − 1 we have the n-step explicit method of Nyström, and for a polynomial of the degree n-the n-step implicit method of Milne-Simpson (see, e.g., [4, 11, 13, 16, 32] ). The multistep explicit methods of Milne we can obtain if in (2) we take l = 4 and use a polynomial of the degree n − 1 (see, e.g., [16] ). Let us denote such a polynomial by P (τ ), and let
If we exchange the variable τ for t in such a way that τ = t k−1 + th, where h = t i − t i−1 = a/m for each i = k − n + 1, k − n + 2, . . . , n (m denotes any integer greater or equal to n), then we can write the polynomial P (τ ) as follows:
where ∇ denotes the backward difference operator. 3 We approximate the integrand in (2) by the polynomial P (τ ), i.e., we substitute
where r (τ ) denotes the interpolation error given by
and where ξ (t) is an intermediate point in t k−n , t k−1 . Here, we assume that the function f has a continuous derivative of order n. After integration, we have
where
and where h n+1 ϕ n is an error term. Let us note that using (4) we can write (3) in the form
In conventional Milne's methods (like in other conventional multistep methods) we omit the error term, and after replacing the unknown values y (t k−n ), y (t k−n+1 ) , . . . , y (t k−1 ) with approximations y k−n , y k−n+1 , . . . , y k−1 we are given the formula for finding y k . The most known formula of Milne is of the form (n = 4)
This formula is of fourth order. Since for n = 4, we have γ 3 = 0, and hence β 44 = 0, the term containing f k−4 does not occur what reduces the number of calculations.
In an interval version of Milne's methods the error term is very important, since it contains the error of the method. In (3) and (5), we have
which we write in the form
where 
In both integrals, the integrand does not change sign over the intervals [−3, 0] and [0, 1], respectively. Let us note that we cannot write the error term (7) in the form For n = 4 we have γ * 4 = −27/720, γ * * 4 = 251/720 and the exact formula corresponding to (6) is of the form
Explicit interval multistep methods of Milne type
Let us denote:
t and y -bounded sets in which the function f (t, y), occurring in (1), is defined, i.e.,
and let us assume:
Y ) is defined and continuous over all T ⊂ t and Y ⊂ y , -F (T , Y )
is monotonic with respect to inclusion, i.e., 4 An interval extension of the function f :
, where IR denotes the space of real intervals.
-for each T ⊂ t and for each Y ⊂ y there exists a constant > 0 such that
w (F (T , Y )) ≤ (w (T ) + w (Y )) ,
where w (A) denotes the width of interval A,
is monotonic with respect to inclusion.
Assuming that y (0) ∈ Y 0 , and the intervals Y k such that y (t k ) ∈ Y k for k = 1, 2, . . . , n − 1 are known, for (5) we propose the following interval version
and where (T , Y ) denotes an interval extension of f (n) (t, y (t)).
For the interval version of (6), in (10), we should take n = 4. The additional starting intervals Y k (k = 1, 2, . . . , n − 1) one can obtain by applying an interval one-step method, for example an interval method of Runge-Kutta type (see, e.g., [7, 8, 20, 27, 31, 43] ) or interval methods based on Taylor series (see, e.g., [2, 3, 5, 15, 21, 39] ). Let us note that in (10), we cannot write γ * n + γ * * n n instead of γ * n n + γ * * n n , because in general γ * n + γ * * n may be different from γ * n + γ * * n . We can prove the following
. . , n − 1, then for the exact solution y (t) of the initial value problem (1) 5 we have
Since F (T , Y ) is an interval extension of f (t, y), then
This implies that
From (4), (12), and (13), the relation (11) follows immediately. Now, let us consider the formula (3) with (8) for k = n. We get
where η * , η * * ∈ [t 0 , t n ]. From the assumption, we have y (t n−4 ) ∈ Y n−4 , and from (11) it follows that
Applying Taylor's formula, we have
Moreover, y (t) = f (t, y (t)).
Since
Let us remind here that t and y are bounded sets in which the function f (t, y) is defined, i.e. t ∈ t and y ∈ y for any t and y. Taking into account the above consideration, from the formula (14) we get
But (T , Y )
is an interval extension of ψ. Since η can be either η * or η * * , then applying (15) and (16), we have
Thus, we have shown that y (t n ) belongs to the interval
but-according to (10)-this is the interval Y n . This conclusion ends the proof for k = n. In a similar way, we can prove the theorem for k = n + 1, n + 2, . . . , m.
In [18, 25, 27] , we have proved theorems regarding the widths of intervals Y k (k = n, n + 1, . . ., m) for interval multistep methods of Adams-Bashforth and Nyström types. Using the same technique for the method (10), we can prove 6 It should be added that in classical theory of multistep methods, there are considered stability problems. Such concepts for interval multistep methods are not known at present. It seems to be interesting to have a definition of stability for interval multistep methods and consider stability problems for them.
Taking n = 4, from (10), we obtain the following interval version of the popular method (6) which includes the method error (compare (9)):
Because in (17) the function (T , Y ) is an interval extension of f (4) (t, y (t)) ≡ y (5) (t) , it is useful to have f (4) = f (4) (t, y (t) ) expressed by its partial derivatives. We have
Mathematical software (e.g., Derive, Matlab, Mathematica) can be very helpful to find analytical forms of the above derivatives, and then their interval extensions can be easy determined. Although analytical form of (T , Y ) causes to be the interval method very fast, on the other hand one can use automatic differentiation (see, e.g., [10, 42] ) to calculate a bound for the error term. The important advantage of the second approach is that only a formula or algorithm for a given function is required and an explicit formula for its derivative is not needed. In this and previous sections, we have considered the one-dimensional initial value problem, but all the theory can be easy extended to the system of differential equations (see Examples 4 and 5 in the next section).
Numerical examples
In this section, we present some examples for the interval method (17), which we call M4, and compare the results obtained with other interval methods of the same order (known so far), namely: 
-the fourth-step interval method of Nyström type (called N4)
where F k−j (j = 1, 2, 3, 4) and 4 are given by (18) .
In all examples, we have used an implementation of floating-point interval arithmetic in Delphi Pascal. This implementation has been written in the form of a unit called IntervalArithmetic-32and64 (the current version of this unit is presented in [29] ). This unit takes advantage of the Delphi Pascal floating-point Extended type and makes it possible to: -represent any input numerical data in the form of a machine interval (for a real number the ends of this interval are equal or are two subsequent machine numbers), -perform all calculations in floating-point interval arithmetic using overloading operators, -use some standard interval functions, -give results in the form of proper intervals (if the ends of an interval are not the same machine numbers, one can see the difference in the output).
All programs written in Delphi Pascal for the examples presented can be found in [28] . In [28] , it is also included a Delphi Pascal Program for solving any initial value problem by the M4 method. This program requires the user to write a dynamical link library with definitions of appropriate interval functions and to determine starting intervals. with the exact solution y = exp(λt). For λ = 0.5 and t = 0.2, 0.6, 1.0, the numerical values of the solution are given in Table 1 .
Example 1 Firstly, let us consider the commonly used test problem
.65] and starting points given in Table 2 , where x denotes the largest machine number less or equal to x and x denotes the smallest machine number greater or equal to x, the intervals obtained by the M4 method are presented in Table 3 . We can observe, according to the theorem in Section 3, that in each case the exact solution belongs to the interval solution obtained (compare Table 1 ). Let us note that the step size h should be selected suitable (for each problem considered). To demonstrate the step size influence on the widths of interval solutions, let us consider our method also with step sizes h = 0.0001, 0.0005, 0.005, 0.01. The widths of interval solutions obtained for these step sizes are presented in Fig. 1 . From this figure, it follows that the step size h = 0.001 gives the smallest widths. For step sizes less than 0.001, we have more calculations and this fact causes a growth of rounding errors. follows that the fourth-step interval Milne's method is better than other four-order method considered.
On the other hand, the VNODE-LP package with an interval method based on highorder Taylor series [36, 37] at t = 1 produces the output
what in scientific notation can be written as
We see that our methods give comparable results.
In the above examples, we can observe that the AB4 method gives the worst results. The same we have observed in a number of other examples considered by us. Thus, we omit this method in comparisons in futher examples. Table 7 The approximate (with 16 digits after decimal point) exact solution of (24) and (25) t y 1 (t) y 2 (t) Table 8 Starting intervals for the problem (24) and (25) Table 9 The interval solution of (24) and (25) take into account a more complicated problem (the problem A5 from [6, p. 23] )
Here, we have
.9] and let us take additional starting intervals presented in Table 5 (these intervals have been obtained by an interval version of conventional fourth order Runge-Kutta method [7, 20, 27, 43] with h = 0.0001). In Table 6 , we present the results obtained at t = 1 by the methods N4 and M4. As previously, we see that the M4 method is better than the N4 method.
Our method can be also used for solving more than one-dimensional problems.
Example 4 Let us consider the motion of a simple pendulum described by
where ϕ = ϕ(t), u = √ g/L, g is the gravitational acceleration at the Earth's surface, and L denotes the pendulum length. If we assume that the angle ϕ is small, i.e., sin ϕ ≈ ϕ 7 , then the equation (22) can be reduced to the equation of simple harmonic motion ϕ + u 2 ϕ = 0, (23) with the solution ϕ(t) = ϕ 0 cos(ut), where ϕ 0 is an initial angle. Denoting y 1 = ϕ , y 2 = ϕ, and assuming that ϕ (0) = 0, ϕ(0) = ϕ 0 , we can transform (23) into the following systems of differential equations of the first order:
with the initial conditions
For g = 9.80665, L = 1 and ϕ 0 = π/6, the exact solution at selected points t is presented in Table 7 . Assuming additional starting intervals as shown in Table 8 , and applying the M4 method we have obtained interval approximations presented in Table 9 . In the method we assumed that Example 5 Finally, let us consider a stiff problem (for a definition of stiffness see, e.g., [14] ). Let us take the initial value problem E2 given in [6, p. 21] ), i.e.,
Assuming t = {t ∈ R : 0 ≤ t ≤ 1},
h = 0.0001, and taking additional starting intervals given in Table 10 (these intervals have been obtained by an interval version of conventional fourth order Runge-Kutta method [7, 20, 27, 43] with h = 0.00001), we have obtained by the M4 method the results presented in Table 11 . If the integration interval is sufficiently small, the results obtained by the low (fourth) order N4 and M4 methods can be compared with the results obtained by methods based on high-order Tylor series. For example, at t = 0.05 the VNODE-LP package [37] gives while the methods N4 and M4 yield intervals presented in Table 12 .
Conclusions
Interval methods executed in floating-point interval arithmetic yield approximations of solutions in the form of intervals, which contain all possible numerical errors, i.e., representation errors, rounding errors, truncation errors, and also data uncertainties.
Interval multistep methods are of this kind of methods. They are simple, what causes that their execution time is short (for example, in comparison to interval methods of Runge-Kutta type).
So far, four classes of interval multistep methods have been known: explicit of Adams-Bashforth and Nyström, and implicit of Adams-Moulton and MilneSimpson. In this paper, we presented a new explicit interval class based on conventional Milne's methods. We have paid our attention especially to the fourth-order method, since such a method requires only three interval function evaluations. Comparisons of this method to other known fourth order methods clearly show that our new method gives comparable results, and moreover is better than other explicit interval multistep methods. Although the method is of low order it gives comparable results even with interval methods based on high-order Taylor series.
As we have shown in Example 4 and 5, our method can be also used for solving more than one-dimensional problems. But in this case, one can obtain the effect of overestimation, which is called the wrapping effect (see, e.g., [10, p. 40] ). We intend to consider and handle this problem in our future research.
