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Abstract
With the growing interest toward Internet-based graphic applications, the design of a scalable mesh compression
scheme has become a key issue. Using the multi-scale transformation theory introduced by Lounsbery et al.
(1997) along with the parameterization techniques of Eck et al. (1995) provides an elegant theoretical framework
for producing compact multi-scale representations of surfaces. However, this approach fails to provide good
compression and geometric faithfulness in all cases. To solve this problem, we propose a three-step method
enabling efficient scalable compression of arbitrary mesh with faithful representations at any level of detail: a
partitioning stage along with a triangulation enable the production of a base mesh which preserves the geometry
of the model. Then an adaptive parameterization is constructed over this base mesh. Ó 1999 Elsevier Science B.V.
All rights reserved.
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1. Introduction
In computer graphics, three dimensional objects are often represented as surfaces, in the form of dense
triangular meshes. As acquisition techniques become more and more efficient, interactive navigation
in environments composed of such meshes are often restrained by the computers capabilities, or by
inefficient transmission of objects.
To address these drawbacks, multi-resolution representations are often used, producing incremental
levels of detail (LOD) of three dimensional shapes. Many empirical methods have been proposed [8,
11,12,19] to design multi-resolution meshes, but the need for a theoretical framework has led to the
adaptation of classical wavelet theory and methods for the case of 2-manifolds [16,18].
The idea is to apply techniques most commonly used in a functional context to surfaces, regarding
them through suitable parameterizations. The resulting theory is an extension of the common wavelet
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theory obtained with multi-resolution analysis, since the domains and function spaces are more general
[2] than the ones used in classical signal processing [3,4].
Unfortunately, though this provides an elegant theoretical framework for multi-resolution representa-
tion of surfaces, the traditionally used techniques [5] do not always allow one to produce resembling
LODs sequences, nor to reach the compression ratios promised by theory. The reason for this is that the
transformation of the geometric problem into a functional analysis problem is not unique, and one should
adapt the data expanded in wavelet basis to the geometric properties of the geometric model to be coded.
Recent publications [14,15] have taken into account these properties, but as they rely on classical local
simplifications (see Section 4), the conservation of high variation areas is limited to locally sharp angles.
In this paper, we address these issues with algorithms that enable the efficient exploitation of the
theoretical properties of wavelets, in terms of compression and progressive representation. This is done
by deriving a correct functional context taking into account the geometric properties of the surfaces.
The main contribution of this paper is a re-meshing algorithm that relies on a partitioning of the initial
surface. This algorithm is composed of two stages: first, a partitioning is performed using various scales
regularity criteria, then the resulting components are recursively merged to get a homogeneous partition
at the scale of the entire object. The main advantage of this process is that it preserves high-variation areas
not only on objects with well defined planar components, but also on more irregular shapes (Fig. 8). This
results in an immediate gain in terms of wavelet coefficients, which is then improved by deriving an
adaptive parameterization.
The paper is structured as follows. In Section 2, we recall the analysis background and the extension of
wavelet theory to spaces of functions defined over manifolds. Then in Section 3 we present the techniques
commonly used to apply this theory. In Section 4, we analyze the problems that are still unresolved by
these techniques, and we give an overview of our algorithms, which are detailed in Sections 5–7. Finally,
we give a few results in Section 8.
2. Functional background
The main idea of multi-resolution representation of surfaces, and consequently meshes, consists of
regarding manifolds from a functional point of view, to use techniques usually applied for representing
functions at various resolutions. A 2-manifold can be seen as the image of a bijective continuous function,
a parameterization, defined over a polyhedron with the same topological type as the original surface.
This parameterization can then be expanded in a basis of functions spanning a certain space of functions
defined over the polyhedron.
In the particular case of generating incremental LODs, we want this polyhedron to be as coarse as
possible, but faithful enough with regards to the initial mesh so that it can be used in its place of in
the visualization process. We also want a functional expansion for which the notion of approximation
coincides with the geometric details aspect. These requirements naturally lead to multi-scale methods,
which can be seen as an extension of the classical multi-resolutions for more general function spaces [2].
Let us briefly recall the basic items.
Let S be a 2-manifold in R3 (the initial surface), and let M0 be a polyhedron in the homotopy class of
S. Then there exists a bijective mapping ρ :M0→ R3 with image S, which is continuous over M0 and
has a continuous inverse. This function is a parameterization of S by M0.
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Fig. 1. Canonical subdivisions of facets: (a) T ; (b) σ(T ); (c) σ 2(T ).
In order to have a notion of detail, let us define by recurrence the sequence of polyhedra (Mj )j∈N; if
we denote by σ the operator that canonically subdivides facets (shown in Fig. 1), we define, for j > 0,
Mj = σ (Mj−1).
For convenience, we will identify the polyhedra Mj with the polyhedral surfaces they represent in R3.
Let us now consider function spaces following these refinements: if we denote by C0(M0) the set of
continuous real valued functions defined over M0, let Sj designate the subspace of C0(M0) containing
exactly the functions that are linear on each facet of Mj . These subspaces are nested:
S0 ⊂ S1 ⊂ · · · ⊂ Sj ⊂ Sj+1 ⊂ · · · ⊂ C0(M0),
and every function in C0(M0) can be uniformly approached as close as desired by any function in any Sj
for j sufficiently large:⋃
j>0
Sj = C0(M0).
For j > 0, if Wj is a complement of Sj in Sj+1, any space Sj can be decomposed according to the
following direct sum:
Sj = S0⊕W0 ⊕ · · · ⊕Wj−1. (1)
For j non-negative integer, let us define ∆j as the set of vertices of Mj , and ∇j as ∆j+1 \ ∆j . If φji
denote the continuous piecewise linear function on each facet of Mj whose value is 1 at a vertex i and 0
at any other vertex, we see that {φji : i ∈∆j } forms a basis of Sj . (φji )i∈∆j are called scaling functions at
level j . This is a particularly convenient basis, since the coordinates of a function in Sj in that basis are
simply given by sampling it at the vertices of Mj . If ρj is a function in Sj , we have
ρj =∑
i∈∆j
c
j
i φ
j
i , (2)
with cji = ρj (i).
Now let us consider functions (ψji )ij so that {ψji : i ∈ ∇j } forms a basis of Wj . As for i ∈ ∇j we have
ψ
j
i ∈ Sj+1, we can write
Φj =Aj0Φj+1, Ψ j =Aj1Φj+1
and
Φj+1 = Bj0Φj +Bj1Ψ j,
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where Φj and Ψ j are column vectors containing respectively the functions (φji )i∈∆j and (ψ
j
i )i∈∇j , and
A
j
0, A
j
1, B
j
0 and B
j
1 matrices of appropriate sizes, the filters. (ψ
j
i )i∈∇j are called wavelets.
For more clarity, if x and y are n-tuples, we will write 〈x, y〉 for ∑ni=1 xiyi . We deduce from the
preceding relations that
ρj = 〈cj ,Φj 〉
implies
ρj = 〈cj−1,Φj−1〉+ 〈dj−1,Ψ j−1〉
with relations
cj =Aj−10
∗
cj−1 +Aj−11
∗
dj−1,
cj−1 = Bj−10
∗
cj
and
dj−1 = Bj−11
∗
cj .
These last coefficients are called wavelet coefficients at level j . Together with c0, the wavelet coefficients
at levels 0, . . . , j − 1 form a progressive representation of ρj , in the sense of canonical refinements
exposed above.
In practice, we will not consider an exact parameterization of the initial mesh S but a function ρj in
Sj × Sj × Sj with j large enough to represent the initial mesh S with a given geometric tolerance.
The wavelet coefficients will then belong to R3. We can immediately derive the coordinates cj of
ρj in the basis {φji : i ∈ ∆j } and deduce the wavelet coefficients, i.e., its coordinates in the basis
{φ0i : i ∈∆0} ∪ {ψki : i ∈ ∇k, k = 0, . . . , j − 1} by applying a basis change matrix T j :
c0
d0
...
dj−1
= T
jcj , (3)
where
T j = T j0 · · ·T jj−1 (4)
with
T
j
k =
Bk0 0Bk1 0
0 I∆j−∆k+1
 . (5)
The application of this matrix is called the filterbank analysis.
Note that the theoretical setting has been done without any inner product, since the space C0(M0) in
which we work is not a Hilbert space.
In principle, the wavelets can be chosen arbitrarily. But in applications it is important that the filters can
be applied in linear time, which is equivalent to the condition that the wavelets have uniformly bounded
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supports, in a sense described later. The simplest choice is to take the scaling functions themselves as
wavelets. These wavelets are called lazy wavelets. In [16], Lounsbery introduces the following inner
product on C0(M0):
〈f,g〉 = ∑
F face of M0
1
Area(F )
∫
F
f (x)g(x)dS(x) (6)
and chooses wavelets having the form
ψ
j
i = φj+1i +
∑
k∈∆j
αikφ
j
k (7)
which are the most orthogonal as possible, in the sense that, with respect to this inner product, the norm of
the orthogonal projection of ψji on Sj is minimized. As the filter matrices should be sparse, the wavelets
domains are chosen a priori: for a given integer k (the “radius” of the support), a wavelet ψji is zero at
each vertex that cannot be joined to i by an edge path on Mj with a length less than k.
The choice of wavelets as in Eq. (7) is in fact a particular case of a method called lifting scheme,
introduced simultaneously in [2,20]. The idea of this method is to take a wavelet basis and add properties
to it, for example, vanishing moments, that can be useful for compression. The coefficients αij of Eq. (7)
are the solutions of a linear system of equations which depends on the desired properties. Wavelets with
vanishing moments (at least one) are commonly preferred because they seem to have better compression
properties, but the results in Section 8 have been obtained using lazy wavelets, so that the number of
vanishing coefficients only depends on the suitability of the parameterization.
Though the settings are similar, there are fundamental differences between the classical wavelet theory
in L2 and the one exposed above:
• The domain over which the functions are defined is not a linear space: as the parameterization is
defined over a polyhedral surface, which is not invariant by translations of its own elements, many
results obtained using the Fourier transform are not yet proved in this generalized setting. For example,
the relation between the vanishing moments of the wavelets and the numerical stability of the filterbank
analysis is not well known.
• The function space we consider is C0(M0): the classical theory defines wavelets in L2, but since we
deal with continuous functions, a more natural context is C0 with the uniform convergence norm. This
leads to a different notion of numerical stability. For example, in L2, the lazy wavelets do not form an
unconditional basis [3], i.e., the correspondence between a function and its wavelet coefficients is not
continuous.
• We approximate 3D shapes and not functions: the particular context of mesh representation imposes
a totally different notion of approximation, since the final goal of the wavelet expansion is not to
approximate functions but 3D sets. It is obvious that distant parameterizations in C0 can describe
similar objects in R3. So the main criterion to stop a wavelet expansion has to be a geometric distance.
The one we use is the classical Hausdorff distance, widely used in pattern recognition (and which
makes the space of compact sets of R3 complete): for two compact sets A and B in R3, their Hausdorff
distance is defined as
H(A,B)= sup{inf{‖x − z‖: z ∈ B}, inf{‖z− y‖: z ∈A}: x ∈A, y ∈ B},
where ‖ · ‖ is the Euclidean norm in R3.
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3. Previous techniques
In practice, the only real problems in obtaining a wavelet representation from a given mesh S are:
(1) determining a base mesh M0,
(2) computing a parameterization ρ of S by M0.
The filterbank analysis is then straightforward.
As we have to use a parameterization lying in one space Sj , the initial mesh rarely has an exact
wavelet representation: given a threshold ε, the parameterization ρj is chosen so that its image ρj (Mj )
has a distance to S less than ε (for a given geometric distance). The mesh ρj (Mj) is often said to be a
re-mesh of S with subdivision connectivity.
Such parameterizations have often been computed using elasticity theory [17]: the images of particular
points are defined, and a relaxation algorithm is used to deduce the position of all the other points, as if
the surfaces were networks of springs. Classically, the images of the edges of M0 are firstly defined, and
the images of the rest of the vertices are obtained by minimizing an elastic energy. For this, a tension kij
is assigned to any edge joining vertices vi and vj (kij is zero otherwise), and we define
E = 1
2
∑
i,j
kij
∥∥ρ−1(vi)− ρ−1(vj )∥∥2. (8)
In [5], Eck et al. use a partition into Voronoi tiles of the initial mesh S to obtain the base mesh M0, using
the resulting Delaunay triangulation. Then by straightening this triangulation, they define the images of
the edges of M0, and minimize the energy E over the free vertices. The tensions kij are chosen so that the
resulting parameterization is a piecewise linear approximation of the unique harmonic map [6] having
these edges images.
The advantages of approximating such functions are that we may inherit their main properties, which
are:
• the harmonic maps are infinitely differentiable, so the resulting re-mesh may have a smooth
triangulation,
• they are also bijective, so a sufficiently close piecewise linear approximation may also be bijective
(note that this is not guaranteed since the bijective continuous maps from M0 to S do not form an open
set for the uniform convergence norm),
• they minimize a functional describing the metric distortion [6].
The inverse of this harmonic map is then used to get a re-mesh of the initial mesh with subdivision
connectivity.
4. Reduction of the number of wavelet coefficients
A major drawback of the methods explained in Section 3 is that the determination of the
parameterization does not take into account the fact that we are dealing with geometric shapes and
not just functions. As one is free to use any parameterization, it should be chosen with respect to the
geometric and visual properties of the initial surface as opposed to regularity criteria. In the same way,
the base meshM0 needs to be a geometric approximation of S, and cannot be computed using topological
criteria only.
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Neglecting this geometrical aspect can lead to catastrophic compression results, and rather inefficient
levels of detail (see Table 1). Intuitively, these problems come from the fact that the base mesh M0 is
obtained without taking into consideration the geometric variations of the initial surface, and in particular
the areas where it is not differentiable (this notion is of course approximated for meshes). When such
zones cross the interior of any facets of M0 they induce useless refinements which make the number
of wavelet coefficients representing this area explode. This can lead to expansions of data instead of
compression. Moreover, the coarsest approximation of the initial mesh may not be visually faithful (cf.
Fig. 13).
Objects manipulated in computer graphics often have sharp edges paths, which contribute to the
overall aspect of the shape: most artificial objects, as pieces of furnitures, are composed of smooth areas
separated by such paths. They correspond to discontinuity curves of the normal to the surface, and they
will hence be simply denoted by discontinuity curves. This notion extends to meshes, on which areas that
can be considered as differentiable have borders forming creases.
In a LOD representation of any mesh, there are two main reasons why these curves should appear in
the lower levels approximations:
• If the base mesh M0 does not sufficiently resemble the initial mesh, many details should be added
(i.e., many wavelet coefficients) before it can be used as the coarsest approximation in the LOD
sequence. As for many objects, the discontinuity curves define the global aspect of the surface, they can
mitigate the consequence of having a too large geometric disparity between a model and its coarsest
approximation.
• When approximating the initial surface with a geometric tolerance ε, a discontinuity curve will be
represented by an edge path of any Mj . As, in the general case, this path cannot be chosen as a simple
edge of Mj , a large number j of refinements have to be performed to find a suitable path.
Recent methods have taken into account these curves. In [15], Lee et al. use local simplifications (vertex
removals) to progressively build a mesh hierarchy, as in [11,19]. Each simplification is followed by a local
re-parameterization. Thus a global parameterization is obtained through the mesh hierarchy, between the
initial mesh and the coarse approximation.
In connection with this, Kobbelt et al. have developed an intermediary method [14] between the
techniques using the same kind of geometric simplifications, and the wavelet methods. One of their
purposes is to describe a mesh at various resolutions in a similar way to multi-scale techniques [16] but
without proceeding to any re-meshing of the initial surface.
Although these methods compute parameterizations that preserve the well-defined discontinuity
curves, they mainly rely on atomic simplifications, as vertex removals, and thus can only detect local
high variations areas (at the scale of facets). Consequently, these techniques work well for objects with
large regular areas (as in Fig. 12), but are less efficient for general surfaces, such as the one in Fig. 8.
4.1. Overview of the method
These requirements mean that the pre-images of the discontinuity curves have to lie inside the set of
M0 edges, or, if this is not possible, in the set of Mj edges, with small j . If this is not done,
• the base mesh will not be close to the initial mesh, because the discontinuity curves are important
components of the aspect of an object;
• the number of wavelet coefficients necessary to model the geometry around these curves as well as the
number of facets will dramatically increase.
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Moreover, once this first correspondence is established, the rest of the parameterization has to have
variations corresponding to the geometry of the coded surface. Unfortunately, the techniques exposed in
Section 3 do not take this into consideration, and the same problems occurring with discontinuity curves
appear for isolated high variations points.
We propose algorithms for computing the base mesh and the parameterization of a given initial
mesh with the objective of reducing the number of wavelet coefficients at each step, by observing the
requirements we exposed.
The method is composed of three steps:
• Partitioning: the initial mesh is partitioned into domains which can be considered as flat, compared to
the overall curvature, and whose borders contain the discontinuity curves.
• Triangulation: these domains are triangulated independently to describe a polyhedron with the same
topological type as the initial surface S, which is a good geometric approximation of S and whose
edges will easily be put in correspondence with the discontinuity curves of S.
• Parameterization: after having established such a correspondence, we compute the final parameteri-
zation with the objective of further reducing the number of wavelet coefficients. At this stage, action
is taken over the interior points of the components of the partitions, to reduce the number of wavelet
coefficients necessary to reach a given Hausdorff distance approximation.
5. Partitioning
5.1. Overview
The principle of this algorithm is to partition the initial mesh S into a set of components C1, C2, . . . ,Cn
which satisfy a given flatness criterion, and whose interiors do not contain discontinuity curves. This is
performed by a propagating algorithm which starts from a facet d and performs a set of orientation tests
on its neighbors in order to determine whether they can belong to the component or not. The facets are
then placed in a priority stack and the same test is performed with the face on the top of the stack.
In order to propagate, we need data structures that enable knowledge about the proximity of facets and
vertices.
5.2. Data structures
Meshes are usually described as a collection of triangular facets, which are identified by references
to their vertices. This is the case with many normalized formats, as VRML. This representation can be
exploited to construct two neighborhood graphs in linear time complexity; the first one describes the
connected vertices, and is directly updated during the acquisition of the facets. The second graph is the
one that represents the connected triangles, which share an edge.
We make the following natural assumptions.
Assumption 1. We deal with uniformly bounded genus manifolds.
Assumption 2. The initial mesh, with n facets and m vertices, is given under in form of a couple (V,F),
where V is an m-tuple of three dimensions vectors and F an n-tuple of triples of integers between 0 and
m− 1.
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Of course, if the initial mesh has non-triangular facets, we can always subdivide them in a preprocess.
So we will assume that the initial surface is always a triangular mesh.
Lemma 1. Under Assumptions 1 and 2, a face neighbourhood graph of M can be achieved in O(n) time
complexity, n being the number of facets.
Proof. Let di be the degree of any vertex i of M (the number of different edges i belongs to).
∑
i di is
equal to 2E, E being the number of edges. Making a first traversal of the initial data structure, we can
establish the lists of facets containing each vertex, and then the graph representing connected vertices,
in linear time. Then, traversing the facets list, we construct the face graph with the lists of facets sharing
the three vertices of each facet. So the total time complexity is O(
∑
i di) = O(E). But since the genus
is supposed to be constant, we have E = n+m− C, C being the Euler characteristic of the mesh, so
E =O(n+m)=O(n+O(n))=O(n). Consequently, the overall complexity is O(n). 2
During the partitioning algorithm, a graph describing the components sharing edges is progressively
built up. It is used after the algorithm stops to merge any domains.
5.3. Algorithm
Recall that the first aim of the partitioning stage is to “prepare” a base meshM0 satisfying the following
two requirements:
• M0 has to be close to S, with respect to the Hausdorff distance;
• the pre-images of the discontinuity curves of S by the parameterization have to be a subset of the
border of M0 triangles.
Performing this, we will overcome the first cause of wavelet coefficients explosions, i.e., the useless
refinements in sharp edge areas. The control of the magnitude of the coefficients assigned to interior
diadic vertices remains, i.e., the vertices of Mj which do not lie on an edge of M0. For this, we have
to set correspondences between facets of M0 and reasonably flat areas of S. This naturally meets the
Hausdorff distance approximation requirement introduced before.
The notion of flatness has to take into account these two aims. It is well known that the only
consideration of the angles formed by connected facets is not sufficient to extract discontinuity curves,
since important variations to the scale of a facet can be negligible to the scale of the whole object. But
a method based on overseeing the geometric error can miss important discontinuity curves, and is quite
expensive since a geometric distance has to be updated at each step. A more efficient method is to take
Fig. 2. Propagating with respect to flatness criteria.
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into account only the geometric variations at different scales and then try to get rid of the effects of
important local variations by merging areas with close orientations.
So we use an algorithm that extracts components forming a partition of the initial mesh, by propagating
from a starting facet to facets that satisfy a set of orientation criteria. These criteria are intermediate
conditions between the most global orientation condition and the most local. As the results seem to be
empirically good with just those two conditions, we will take only them into consideration in Algorithm 1.
The local orientation criterion simply consists of comparing the angles formed by two neighbor facets.
The global one compares the orientation of the current facet and the initial facet.
Algorithm 1.
void partition(Mesh) {
while (unmarkedFacet) {
Stack = emptystack;
Facet = findUnmarkedFacet(Mesh);
addStack(Stack, facet);
mark(facet);
while (Stack! = emptystack) {
currentFacet = top(Stack);
for (k sharing an edge with currentFacet) {
if (testOrientation(k) and unMarked(k)) {
addStack(Stack, k);
mark(k);
}
}
remove(currentFacet);
}
}
}
The complexity of the algorithm is immediate:
Proposition 2. Algorithm 1 has an O(n) time complexity, n being the number of facets of the initial
mesh.
Proof. The only operations performed are:
• testing the orientation of a facet (with uniformly bounded complexity),
• marking a facet.
So, once the algorithm is over, each facet has been added once and only once to the top of the stack, and
its removal has been done with three orientation tests and one mark. Therefore, the total time complexity
is O(n). 2
Finally, we merge components which have close mean normals. At the end of the algorithm, we have
components C1, C2, . . . ,Ck which are meshes that form a partition of S. But the local propagation
P. Gioia / Computational Geometry 14 (1999) 25–48 35
condition may have created small isolated areas which do not bother the global flatness requirement,
or large distinct areas which have the same global orientation. We thus proceed to a fine to coarse
stage consisting of merging components according to their mean orientation and their size: for any
component C, we define its mean normal by
NC =
∑
F face of C Area(F ) ·NF
‖∑F face of C Area(F ) ·NF‖ , (9)
where NF is the normal of the facet F .
We then merge two components C1 and C2 in one of the two following cases:
(1) Both components have close mean normals orientations.
(2) One component C1 has a negligible area and no other component in its direct neighborhood has a
closer mean normal than C2.
This stage is repeated until those cases do not occur. The algorithm obviously stops since the number of
components decreases at each step.
5.4. Note on non-manifold topologies
Until now we have made the assumption that S is a manifold surface, i.e., that for any point x of S, there
exists a 3D neighborhood U of x such that U ∩ S can be continuously embedded in R2. Many meshes
encountered in practice do not have this global property: they may be self-intersecting (see Fig. 3).
As our partitioning algorithm only requires a planar neighborhood facet graph, the presence of non-
manifold areas may only be a problem if there are ambiguities in the planar description, i.e., if the
2D structure is not well defined by the occurring faces of each vertices (Fig. 3(b)). For this, if an
edge v belongs to a self intersection of the surface, its vertices have to be defined n times in the (V,F)
description, n being the number of locally planar surfaces intersecting at v. For example in Fig. 3, the
piece of mesh presented in (a) does not admit any ambiguity, because no edge is shared by more than
two facets. In (b), the edge 1–2 is shared by four facets and has the same definition for each one. In (c),
the mesh is locally the same as in (b), but the ambiguity is raised by duplicating the shared vertices, so
that the mesh can be considered as two independent local manifolds.
As these cases are easy to detect, we can duplicate vertices, if the initial description is ambiguous, in
a preprocessing stage of the mesh. Therefore, self-intersecting initial surfaces do not raise any problem
for applying our algorithms.
The need for duplicating edges comes only from the fact that these situations may cause any ambiguity
in the neighborhood relationships between facets, represented by the graph in Section 5.2. Consequently,
Fig. 3. Self intersecting meshes.
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except for the case of floating edges, any other singularity (for example, two tetrahedra sharing a vertex)
may not provoke such ambiguity, and will not represent a difficulty for a wavelet-based decomposition.
Anyway, one can always resort to a globally manifold surface by using a preprocessing algorithm such
as [10].
6. Triangulation
At the end of the partitioning stage, the initial mesh is described as a disjointed union of connected
sets of triangles, which can be considered as globally flat. Moreover, the discontinuity curves have been
kept on the border of these sets, so that we can assume that the interior of any component is smooth.
This partition is then used to produce a coarse approximation M0 of the initial mesh, that is a
polyhedron of the same topological type as M , with triangular facets. The vertices of this mesh form
a subset of the vertices of the initial mesh, and are chosen using the shapes of the different components
of the partition. When all the vertices have been extracted, the base mesh is obtained by performing a
constrained Delaunay triangulation (cf. Figs. 6 and 7).
The triangulation stage simply consists of triangulating polygons (or unions of polygons) approximat-
ing the components. The determination of these polygons is performed by progressively adding vertices
according to their importance: for this, we distinguish three categories of points, with decreasing priority.
• Vertices which are necessary for a global polygonalization. These vertices are those that belong to at
least three different components. They are necessary in the sense that they insure a coherence between
the borders of neighboring components (see Fig. 4(a)). Note that those points are not sufficient to
preserve the topological type of the initial mesh.
• Vertices which are necessary for a correct border approximation. Those vertices only depend on the
curvature of the border of the components. They are chosen so that the Hausdorff distance between the
resulting polygon and the frontier of the component it represents does not exceed a uniform tolerance.
Though such points are not topologically necessary for simply connected components, they are needed
when triangulating non-simply connected components, or components which are surrounded them.
• Vertices which are necessary for a homogeneous triangulation. The points in the preceding categories
are sufficient to produce a base mesh with the same topological type as the initial mesh. But it may not
be possible to obtain a smooth triangulation unless we add complementary vertices, that will guarantee
a lower bound for the angles of the new triangles. This issue is discussed in Section 6.2.
In the next section, we explain how these different kinds of points are efficiently extracted and used to
polygonalize and triangulate a polygon using the partition.
6.1. Triangulating a component
The polygonalization and triangulation of any component C is performed by an algorithm that
continuously follows the border of C (almost everywhere). Remember that no simple connectivity test
had to be performed on any component. We therefore make the following assumption.
Assumption 3. The components can be continuously embedded in the plane.
We implicitly assume that the mesh is orientable, which is a reasonable condition. Actually, even if the
initial mesh is not orientable, the components will always be orientable because of the orientation criteria
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Fig. 4. Triangulation of a component.
of Algorithm 1. Assumption 3 is also reasonable, since we can always subdivide components until this
assumption is satisfied.
Under this assumption, we can use a criterion that enables us to run along any component border
without looping, to describe an algorithm which takes a component (represented as a subset of the initial
mesh) and adds a set of triangles which represent this component to the base mesh.
The pseudo-code for this algorithm is the following. For clarity, we have not detailed obvious data
structures. For the same reasons, the storage of the paths we run over does not appear in the algorithm,
though they are needed for establishing correspondence to describe the parameterization.
Algorithm 2.
void triangulate(component) {
init(polygon);
first = findFreeBorderVertex(component);
while (first! =−1) {
nbVisit = 0;
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last = running = first;
again = true;
while (again) {
running = next(running);
if (triple(running)
or Hausdorff(polygon, way) > threshold){
addEdge(polygon, last, running);
last = running;
}
if (running == first) nbVisit ++;
again = (nbVisit 6 nbComp(v) −1);
}
first = findFreeBorderVertex(component);
}
Delaunay(polygon, BaseMesh);
}
Let us make a few comments on Algorithm 2:
(1) polygon: the polygon is described as a list of edges.
(2) findFreeBorder: finds a vertex, on the border of the component, which has never been visited (returns
−1 if there is none).
(3) last: the last vertex added to the polygon.
(4) next(v): if v has been returned by findFreeBorder, next returns any vertex w such that
• the edge v −w is on the border of the component;
• if u is a vertex such that the triangle T defined by u, v and w belongs to the component, then uvw
is an anticlockwise description of T .
Otherwise, if r is the last visited vertex, next returns the only vertex w that satisfies the two preceding
conditions and the following: there exists a sequence of facets f1, . . . , fn in the component such that
• fi and fi+1 share an edge, for i = 1, . . . , n− 1,
• ∀i ∈ {1, . . . , n}, v ∈ fi ,
• r ∈ f1 and w ∈ fn.
next is illustrated in Fig. 5.
(5) triple: returns true if and only if its argument is a vertex which belongs to at least three components.
(6) nbComp(v): returns the number of components containing v, different from the current component.
(7) Hausdorff: Hausdorff distance.
(8) addEdge(polygon, a, b): the edge a–b is added to the polygon.
(9) Delaunay: performs a Delaunay triangulation of the resulting polygonal domain, as explained in
Section 6.2.
We check the algorithm correctness.
Proposition 3. The Algorithm 2 visits every edge of the border once and only once.
Proof. Let C be the current component. Making Assumption 3, we can assume without loss of generality
that C is a subset of R2. We can also consider C as a closed set, i.e., it contains its border. Let D denote
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the set R2 \C. LetD1, . . . ,Dn be the connected components of D. If v is a vertex on the border of C (the
initial vertex), v is on the border of at least one Di , say D1. The border ∂Di of any Di is a simple closed
curve: if Di is unbounded then it is closed since C is bounded and simple because otherwise it would be
a union of closed curves and C could not be connected; if Di is bounded, its border is closed because D
is bounded and simple because D is connected.
Let us consider the undirected graph G= (V,E) defined as follows:
• V = {D1, . . . ,Dn},
• E = {(Di,Dj): ∂Di ∩ ∂Dj 6= ∅, i 6= j}.
We have the following lemma.
Lemma 4. Each connected component of G is a free tree.
Proof. It is equivalent to prove that the connected components ofG are acyclic. Assume that G contains
a cycle Di1, . . . ,Dik . Then Di1 , . . . ,Dik delimit a bounded domain C ′ containing at least one facet of C,
since they belong to different connected components of C. By the same argument we have C ′ 6= C. But
as C is obtained by algorithm 1, there should be a set f1, . . . , fk of facets in C such that f1 ∈ C ′ and
fk ∈C \C ′, and for i = 1, . . . , k− 1, fi and fi+1 share an edge. We have a contradiction, so G does not
contain any cycle. 2
So let T be the tree which contains Di . The definition of next is such that iterating it on v performs
a “left-hand” traversal of the unique rooted tree obtained by imposing v as the root of T . So once v has
been visited nbComp(v) times, the border of every Di in T has been traversed, since nbComp(v) is also
the number of children of v.
This is repeated on each connected component of G, so finally the algorithm performs what we
expected it to do. 2
6.2. Delaunay triangulation
The closed curve obtained with Algorithm 2 delimits a domain on M0 which will piecewise
parameterize the corresponding component Ci on S. The final stage to obtain M0 as a triangular mesh is
the triangulation of each of those almost polygonal domains. Since we assumed that the components can
be continuously embedded in a plane, this stage just consists in triangulating a planar domain. In order
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Fig. 6. Particular points. Fig. 7. Triangulation of the component.
to have small distortion, we use the projections of the vertices extracted with Algorithm 2 on an average
plane. This is justified by the small variations imposed by the flatness criteria. One important problem that
can occur when triangulating a surface is that there can be thin triangles. The fact that those triangles may
be arbitrarily oriented without modifying the overall geometric error can cause visual shading artifacts
when rendering. Moreover, smoothing processes, such as Phong’s, do not render good visual results on
such meshes.
In the methods proposed in [5], this problem does not occur since a global Delaunay triangulation is
performed on the whole initial manifold, independently of its curvature. In this extension of Delaunay
triangulation to manifolds, a Voronoi tiling, with respect to the geodesic distance over S, is performed
by arbitrarily choosing a given number of centers on S. Algorithms for building this tiling can be found
in [1]. The Delaunay triangulation of S is then defined as the dual of this Voronoi partitioning, after
having taken the necessary precautions. This triangulation is non-unique as the Voronoi tiles are not
characterized by the initial mesh itself.
In our method, the Delaunay triangulation is a planar one, which is applied to the flat components.
But dealing with discontinuity curves imposes some given edges in the derived base mesh, and a rough
planar constrained Delaunay triangulation does not always lead to homogeneous triangles, even if one
insures that the resulting triangulation is a real Delaunay one by adding points on the initial edges [7].
A way to guarantee a given lower bound for the facets angles would be performing a conforming
Delaunay triangulation. The resulting mesh will then be smooth, but many additional points will have to
appear inside the domain. As we are designing LODs, this goes against the requirement that M0 should
contain few facets.
We do not provide a global solution to this problem, but we try to make a compromise between the
number of additional points and the minimum angle of the triangles, as well as the geometric error
between the re-meshed domain and its corresponding component on S. If u is a vertex on a component C
which maximizes the distance to the set of triangles representing C on M0, then we perform a new
Delaunay triangulation including u, and we check if the smallest angle has increased.
P. Gioia / Computational Geometry 14 (1999) 25–48 41
Fig. 8. Original Bunny mesh (69473 facets). Fig. 9. Simplified mesh (base mesh, 160 facets).
Fig. 10.
6.3. Mesh simplification
Having performed the partitioning and the triangulation algorithms, we have got a triangular mesh M0
which has the same topological type as the initial mesh and has few facets. Consequently, the method
could be used independently of the multi-resolution context, to perform fast mesh simplifications.
The main advantage on propagating algorithms that remove vertices, and then re-mesh the resulting
hole, is that the re-meshing is done only when the flat component is extracted and possibly merged with
any other. The time complexity of the method is then linear with respect to the number of facets in S.
Geometric simplification methods that relies on a “patchification” of the initial mesh have already
been proposed in [13]. The main improvement of our partitioning algorithm comes from the merging
step which produces good results on irregular shapes (cf. Fig. 10).
For example, for a mesh with more than 69000 facets (shown in Fig. 8), we obtained a simplified
version, containing 160 facets, in 6 seconds on a Pentium II 266 (cf. Fig. 9).
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Fig. 11. After minimization: ρ−1(S).
7. Parameterization
We now have the polyhedronM0 and the paths on S which may be put in correspondence with its edges.
Remember that these paths are straight enough to avoid any overlapping during the parameterization. So
the first step of the parameterization stage is to assign a pre-image ρ−1(vi) to any vertex vi of these
paths, which constitute the border of the partition components. The second step consists of minimizing
the elastic energy of formula (10) by relaxing the points of S which are in the interior of the components
(as shown in Fig. 11). We will see in that section that this classical parameterization stage can be modified
to reduce the number of wavelet coefficients again within a given geometric tolerance.
As each component can be considered as flat compared to the whole mesh, we compute a local
parameterization on each component instead of choosing a priori the image of all edges of M0. These
local parameterizations are insured to continuously meet, since the pre-image of the components borders
are determined first: if we call v1, . . . , vn the vertices in the interior of a component C, and vn+1, . . . , vl the
vertices on the border, ρ−1(vn+1), . . . , ρ−1(vl) are assigned to points on the subset of M0 corresponding
to the border of C. Then we assign a tension kij to each pair of vertices: if (vi, vj ) is an edge of S, kij can
be chosen as in [5], or simply as 1/‖vi − vj‖, so that each tension produces the same force. If (vi, vj ) is
not an edge of S, kij is set to 0. We then minimize the energy
E = 1
2
∑
i,j
kij
∥∥ρ−1(vi)− ρ−1(vj )∥∥2 (10)
= 1
2
v∗Av − b∗v (11)
over v, where
A= (aij )i,j=1,...,n with

aii =
n∑
m=1
kim,
aij =−kij , i 6= j,
(12)
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v =

ρ−1(v1)
...
ρ−1(vi)
...
ρ−1(vn)

(13)
and
b=

l∑
m=n+1
k1mρ
−1(vm)
...
l∑
m=n+1
kimρ
−1(vm)
...
l∑
m=n+1
knmρ
−1(vm)

. (14)
As A is symmetric positive definite, this is equivalent to solving the system
Av = b. (15)
Actually, v is a vector of 3D points, so we have to solve three systems.
We can make the following remark.
Remark 5. Solving system (15) can be achieved in O(n) time complexity, n being the number of facets
in the component.
Proof. The matrix A being symmetric positive definite, the system 15 can be solved by conjugate-
gradient method. A has at most d + 1 non-zero elements, d being the sum of the degrees of the vertices
of the component, so trivially equal to 2E, E being the number of edges in the component. But we saw
in the proof of Lemma 1 that under Assumption 1, E = O(n), so A has O(n) non-zero elements. As a
conjugate-gradient method generally consists of a uniformly bounded number (the maximum number of
iterations) of multiplications of A with vectors and scalar products, solving system (15) has O(n) time
complexity. 2
Of course this remark relies on the assumption that the stopping criterion depends on the number
of iterations, which is common in practice (see, for example, [9]). If we do not make this assumption,
we are led to a O(n2) complexity for the exact solution or O(n
√
κ) when considering that the error is
O(((
√
κ − 1)/(√κ + 1))k), κ being the condition number of A and k the number of iterations.
When these systems are solved for every component, the solutions represent the value of the inverse
of the parameterization ρ at each vertex of S. The re-meshing Sj is obtained by applying ρ to each
vertex of Mj . To do this we use the mesh H which has the same connectivity as S but whose vertices
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are the pre-images by ρ of the vertices of S. As the triangulations of the components are flat, modulo a
given tolerance, and coincide with H on their border, we can use Euclidean projection to assign to any
vertex v of Mj a corresponding point P(v) on the surface of H . Then for each vertex v, we compute the
barycentric coordinates (α,β, γ ) of P(v) on the corresponding triangle (a, b, c) of H . Finally, ρ(v) is
set to
ρ(v)= αρ(a)+ βρ(b)+ γρ(c), (16)
which corresponds to a linear interpolation.
This is a straightforward way of getting the whole parameterization of S by M0. But with that method,
we did not take into consideration the effect of the shape of the components on the parameterization
expansion in wavelet basis. As each refinement multiplies the number of facets by four, we should be
able to approximate S, within a given tolerance, by a parameterization ρj , the refinement level j being
as small as possible.
For this, we fix a priori the number j of levels of subdivision that we are going to perform for obtaining
the re-mesh, and we detect any particular points w on a component Ci of S satisfying
∀v ∈Ci, inf
x∈ρ−1(Ci)
‖x − v‖> inf
x∈ρ−1(Ci)
‖x −w‖. (17)
To reduce the geometric error between S and ρ(Mj), we should define w as the image of a vertex v in
∇j−1:
ρ(v)=w. (18)
An immediate way of checking this condition is to fix this value for ρ−1(w) at the same time as the border,
before the minimization of the elastic energy of Eq. (13). Then v does not belong to the relaxed vertices.
The choice of the vertex v is then simply the point of ∇j−1 which is the closest from w. Unfortunately,
unless we locally modify the tensions assigned to the edges, the resulting parameterization may not be
one to one; we empirically get overlappings in the neighborhood of w.
So instead, we compute a first parameterization ρ1 by minimizing the energy E independently of w;
then we define a second parameterization ρ2 which is piecewise linear on each facet of Mj . ρ2 is simply
defined as follows: let u be the closest point to ρ−11 (w) in ∇j−1 such that
• u does not belong to any edge of M0,
• there is a facet of Mj containing u and ρ−11 (w).
Thenρ2(u)= ρ
−1
1 (w),
ρ2(s)= s, for s ∈ ∇j−1 \ {u}.
(19)
Note that if we use lazy wavelets, we can use any ∇k−1, for 2 > k > J , since adding a lazy wavelet at
level k only moves one vertex of ∇k−1.
As u and ρ−11 (w) lie on the same facet of Mj , ρ2 is bijective. Then we define the final parameterization
ρ as
ρ = ρ1 ◦ ρ2 (20)
so that ρ(u)=w.
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8. Results
The compression results, i.e., the number of wavelet coefficients, strongly depend on the kind of shape
that is coded: for artificial objects, such as pieces of furniture, which have many flat areas separated by
well-defined discontinuity curves, the gain of our algorithms is obvious.
But the results are also good for more chaotic objects, that we can find in nature. For such meshes, we
experimentally obtain on an average twice as few coefficients than with previous methods.
Tables 1 and 2 show compared results on a shape known as “fandisk”, which contains 12946 facets,
and a cat mesh containing 698 facets, both shown in Figs. 12–18. The previous techniques denote the
methods of [5]. The numbers in the second column are the numbers of coefficients used in the wavelet
expansion. In the third column, we have an estimation of the geometric error, as the ratio of the Hausdorff
distance between the initial mesh and the approximation, to the diameter of the initial mesh. Finally, we
Fig. 12. Original fandisk mesh (12946 facets). Fig. 13. Approximation with previous methods
(51 coeff.).
Fig. 14. Approximation with previous methods
(401 coeff.).
Fig. 15. Approximation (50 coeff.).
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Fig. 16. Approximation (400 coeff.). Fig. 17. Approximation with previous methods
(50 coeff.).
Fig. 18. Approximation (50 coeff.).
Table 1
Results with previous techniques
Mesh #w. c. Error #facets
fandisk (Fig. 13) 51 10.2% 147
fandisk 101 6.2% 444
fandisk 191 4.2% 828
fandisk 300 3.3% 1308
fandisk (Fig. 14) 401 2.9% 1791
cat (Fig. 17) 50 6% 192
cat 200 5% 542
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Table 2
Results with our algorithms
Mesh #w. c. Error #facets
fandisk (Fig. 15) 50 4.7% 358
fandisk 100 2.8% 547
fandisk 200 1.3% 982
fandisk 300 0.9% 1369
fandisk (Fig. 16) 400 0.7% 1690
cat (Fig. 18) 50 4% 450
cat 200 2% 1134
can see the number of facets of the approximated mesh in the last column. This result has been obtained
using lazy wavelets, which do not have very good compression properties.
The results in Table 1 have been obtained with the method exposed in Section 2.3, whereas Table 2
shows results obtained with our algorithms.
9. Conclusion
We have presented algorithms for efficiently applying multi-scale methods to arbitrary meshes, aiming
at the reduction of the number of wavelet coefficients necessary to represent the mesh within a given
geometric tolerance, as well as creating efficient LODs.
These algorithms consist of choosing appropriate base mesh and parameterization by taking into
consideration the geometric variations properties of the mesh. To this end, the initial mesh is partitioned
into regular domains that are used to design a base mesh preserving normal discontinuity curves. Then a
parameterization reducing the refinement level is computed.
The method also provides an efficient mesh simplification algorithm which can be used independently.
In future work, we intend to increase the compression ratios of wavelet methods by designing a
complete coding framework including efficient quantization and variable length coding of the wavelet
coefficients.
References
[1] A. Aho, J.E. Hopcroft, J.D. Ulman, Data Structures and Algorithms, Addison-Wesley, Reading, MA, 1983.
[2] J.M. Carnicer, W. Dahmen, J.M. Pena, Local decomposition of refinable spaces and wavelets, Appl. Comput.
Harmon. Anal. 3 (1996) 127–153.
[3] A. Cohen, I. Daubechies, J.C. Fauveau, Biorthogonal bases of compactly supported wavelets, Comm. Pure
Appl. Math. 45 (1992) 485–560.
[4] I. Daubechies, Ten Lectures on Wavelets, CBMS-NSF Regional Conference Series in Applied Mathematics,
Vol. 61, SIAM, Philadelphia, PA, 1992.
48 P. Gioia / Computational Geometry 14 (1999) 25–48
[5] M. Eck, T. DeRose, T. Duchamp, H. Hoppe, M. Lounsbery, W. Stuetzle, Multiresolution analysis of arbitrary
meshes, in: SIGGRAPH 95 Conference Proceedings, Los Angeles, California, 6–11 August 1995, ACM
SIGGRAPH, Addison-Wesley, Reading, MA, 1995, pp. 173–182.
[6] J. Eells, J.H. Sampson, Harmonic mappings of Riemannian manifolds, Amer. J. Math. 28 (3) (1964) 109–160.
[7] T.P. Fang, L.A. Piegl, Algorithm for constrained Delaunay triangulation, The Visual Computer 10 (1994)
255–265.
[8] M. Garland, P.S. Heckbert, Surface simplification using quadric error metrics, in: SIGGRAPH 97 Conference
Proceedings, ACM SIGGRAPH, Addison-Wesley, Reading, MA, 1997, pp. 209–216.
[9] G.H. Golub, C.F. Van Loan, Matrix Computation, Johns Hopkins Series in the Mathematical Sciences, The
Johns Hopkins University Press, 1989.
[10] A. Guéziec, G. Taubin, F. Lazarus, W. Horn, Converting sets of polygons to manifold surfaces by cutting and
stitching, in: IEEE Visualization Proceedings (Vis 98), 1989, pp. 383–390.
[11] H. Hoppe, Progressive meshes, in: SIGGRAPH 96 Conference Proceedings, New Orleans, LA, 4–9 August
1996, ACM SIGGRAPH, Addison-Wesley, Reading, MA, 1996, pp. 99–108.
[12] H. Hoppe, T. DeRose, T. Duchamp, J. McDonald, W. Stuetzle, Mesh optimization, in: Computer Graphics
(SIGGRAPH ’93 Proceedings), Vol. 27, 1993, pp. 19–26.
[13] A.D. Kalvin, R.H. Taylor, Superfaces: Polygonal mesh simplification with bounded error, IEEE Comput.
Graphics Appl. 16 (3) (1996) 64–77.
[14] L. Kobbelt, S. Campagna, J. Vorsatz, H.-P. Seidel, Interactive multi-resolution modeling on arbitrary meshes,
in: SIGGRAPH 98 Conference Proceedings, ACM SIGGRAPH, Addison-Wesley, Reading, MA, 1998, pp.
105–114.
[15] A.W.F. Lee, W. Sweldens, P. Schröder, L. Cowsar, D. Dobkin, MAPS: Multiresolution adaptive parameteriza-
tion of surfaces, in: SIGGRAPH 98 Conference Proceedings, ACM SIGGRAPH, Addison-Wesley, Reading,
MA, 1998, pp. 95–104.
[16] M. Lounsbery, T.D. DeRose, J. Warren, Multiresolution analysis for surfaces of arbitrary topological type,
ACM Trans. Graphics 16 (1) (1997) 34–73.
[17] J. Maillot, H. Yahia, A. Verroust, Interactive texture mapping, in: Computer Graphics (SIGGRAPH ’93
Proceedings), Vol. 27, 1993, pp. 27–34.
[18] P. Schröder, W. Sweldens, Spherical wavelets: Efficiently representing functions on the sphere, in:
SIGGRAPH 95 Conference Proceedings, Los Angeles, CA, 6–11 August 1995, ACM SIGGRAPH, Addison-
Wesley, Reading, MA, 1995, pp. 161–172.
[19] W.J. Schroeder, J.A. Zarge, W.E. Lorensen, Decimation of triangle meshes, in: Computer Graphics
(SIGGRAPH ’92 Proceedings), Vol. 26, 1992, pp. 65–70.
[20] W. Sweldens, The lifting scheme: a custom design construction of biorthogonal wavelets, Technical Report,
Industrial Mathematics Initiative, Department of Mathematics, University of South Carolina, 1994.
