Distortions of an image in an optical imaging system due to differing indices of refraction for each wavelength of light are categorized as chromatic aberration (CA). Different magnifications at each wavelength result in geometric distortion of images known as Lateral Chromatic Aberration (LCA), while differing focal planes result in blurring of specific wavelengths known as Axial Chromatic Aberration (ACA). The current study reviews methods and tests an algorithm that can compensate for the substantial ACA that occurs in a fixed focal plane nearinfrared imaging system. The system examined employs a liquid crystal tunable filter (LCTF) based hyperspectral imaging system capable of automatically acquiring a hyperspectral data cube in the 900 -1700 nm range. The experiments use a test pattern image containing multiple grids with a known geometry to establish ground truth for the acquired image. Data shows that ACA distortion of images at 1600 nm with imaging system properly focused at 1000 nm is visibly severe. The proposed method to correct for ACA is based on deconvolution theory and uses a geometric model in favor of a physical model to estimate the point spread function (PSF). Experimental results indicate that the approach taken is feasible and robust.
INTRODUCTION
Machine vision analysis, using conventional imaging modalities allows analysis of shape, size and general morphology of the object's image. Such analyses have been proven effective in determining the quality of agricultural products (Majumdar and Jayas 2000) . Spectral analysis is another effective inspection practice in determining the quality of agricultural products (Williams and Norris 2001) . In these analyses, spectral data regarding the object are measured and used as indicators for the presence (or absence) of specific disease, pests, damage or quality. In recent years, hyperspectral imaging has attracted the attention of agricultural researchers as an advanced non-destructive inspection method (Chen et al. 2002) . Hyperspectral imaging modalities acquire a hyperspectral data cube comprised of the equivalent of layers of images with each image representing the light intensity of the object for a small band of wavelengths of light. This form of imaging has proven useful as spectra is correlated with spatial information in a pixilated format and lends itself to the methodologies of both spectral analysis and machine vision.
Technologies that perform hyperspectral imaging can be categorized into two major design categories based on how the data cube is collected. One design is more suited to either stationary or moving objects and is called 'pushbroom' or 'line-scan'. This design collects full spectral information of a thin line image along one of the spatial directions and then repeats the process in the other spatial direction in a stepping manner (Wolfe 1997) . Such a system is realizable using a prism-grating-prism as the spectral dispersion element in a line-scan imaging system. The entire line-scan system then moves along one direction while capturing line images along the direction normal to its movement. The second design called a 'wavelength tuning imaging system' is not suitable for moving objects. This design typically employs a scanning mechanism to collect the hyperspectral data cube by sequentially varying the narrow spectral bands when recording two-dimensional spatial images. This type of design is realizable by utilizing an electronically tunable filter, such as liquid crystal tunable filter (LCTF), in front of a near-infrared (NIR) camera. By tuning the scanning wavelengths of the tunable filter, twodimensional images can be captured by the NIR camera within specified spectral bands. For both methods, the hyperspectral cube can be obtained by combining the sequentially acquired data.
After focusing and alignment of the optical system, the pushbroom design has to deal with two types of optical errors, which are called 'smile' and 'keystone' errors. Smile error refers to the curvature distortion of the horizontal spectral lines in the hyperspectral image. Keystone is the transformation of a focal plane rectangle into a trapezoid (Lawrence et al. 2003) . Because of the significant difference in optical design, a wavelength tuning imaging system does not suffer as severely from such optical errors as pushbroom systems.
Automated wavelength scanning systems suffer from chromatic aberration if the focus is not changed during acquisition. The problems collectively called chromatic aberration arise from the fact that focal length of imaging optics is a function of wavelength. Typically such a system uses software to control the wavelength tuning automatically, and optical parameters such as, magnification ratio and image distance, are fixed during data acquisition as automatic control can be prohibitively expensive Since the focal length of imaging optics varies with wavelength, the problem of defocusing during wavelength scanning will occur as the focal plane is fixed (Blaker and Rosenblum 1993) . Defocusing of an imaging system is known as Axial Chromatic Aberration (ACA) and causes progressive blurring in subsequently recorded images.
The purpose of this paper is to describe preliminary analysis and experimentation of cost effective methodologies to digitally remove ACA using image restoration techniques. The remainder of this paper begins by reviewing the background literature in optical physics and image restoration necessary for this work. Following this, we review the experimental materials and methodology used during the experiment. Before concluding, we summarize our results and provide discussion on the implications regarding the experimental methods and equipment.
LITERATURE REVIEW

Modelling imaging systems and point spread functions
The point spread function (PSF) of an imaging system refers to the two-dimensional image resulting from using a point or an ideal line source as the object. Unfortunately, it is often impractical to implement an ideal point or line source suitable to be a target for specific imaging systems (Rosenfeld and Kak 1982) . Using fundamental principles of optics, the PSF functions for some image degradations such as motion blur and out-of-focus blur can be easily modelled. As mentioned in the introduction, the object distance and image distance in the studied hyperspectral imaging system is fixed during spectral scanning. Furthermore the lensmaker's equation (Eq. 1) and the complementary Eq. 2 state the dependence of the focal length of lens on the refractive index of the lens material and that the refractive index is a function of the wavelength of incident light (Blaker and Rosenblum 1993) .
where, is the focal length of the imaging optics, f g n is the refractive index of the lens material, 1 R is the radius of lens' front surface, 2 R is the radius of lens' back surface, u is the object distance, and v is the image distance.
Thus the defocused light beam from one point on the object forms a blurred blob on the image plane where the sensor was placed. With a circular aperture and isotropic system assumption, the blurred blob takes the form of a small disk called circle of confusion (COC). Using geometric optics principles, the diameter of COC can be calculated as (Lagendijk and Biemond 1991) :
where, is the focal length, f n is the aperture number, p is the distance between camera and object and s is the distance between camera and object when its image is sharply focused.
The point spread function is expressed as (Sezan et al. 1991) :
where, ρ denotes distance from the center of PSF and r is the radius of COC.
While multiple compound lenses can be configured to focus two (achromatic) or three frequencies (apochromatic) such arrangements of lenses are expensive and do not meet the requirements of hyperspectral imaging.
While the aforementioned equations exclusively use geometric optics to model out-offocus PSF, Lee (1990) argues that PSF models derived using physical optics provide a more accurate representation. Geometric models only approximate physical models well when there is severe defocusing of images, where high frequency components in the optical transfer function (OTF) become similar for both models. However, geometric models are much simpler to calculate than physical models. It is also found that the advantage of a physical model over a geometric model is only valid for analog photographs. For digital imaging with a limited pixel resolution, this advantage is not obvious (Savakis and Trussell 1993) . Therefore, simpler geometrical model is preferred in restoring defocused images.
To simplify an optical imaging system to a digital model, it is commonly assumed that the digital image is a linear system, with space-invariant degradation functions, such as image blur (Sezan et al. 1991) . Typically the linear model of an imaging system can be expressed in the following terms (Savakis and Trussell 1991) :
where, is the digital image recorded, ) ,
is the degradation function (often simplified to the PSF), * denotes two-dimensional convolution, ) , ( j i n is the observation noise and ) , ( j i represents pixel row and column indices, respectively.
Using Eq. 5, the problem of image restoration is to estimate the ideal image using a priori knowledge about the degradation function , the noise and the ideal image.
It is an ill-posed inverse process that provides no unique solution (Sezan and Tekalp 1990) .
Therefore, with a degraded image, some priori information about the PSF function and noise statistics is needed. In image restoration, noise is often modelled as a zero-mean additive Gaussian or Poisson noise (Sezan and Tekalp 1990 ).
Image restoration algorithms
It is seen from Eq. 5 that restoring the degraded images depends on a priori knowledge of noise statistics and degradation functions. Many restoration filters have been proposed and tested to this end with the most common one being Wiener filter (Gonzalez and Woods 2002) . The success of a Weiner filter depends on excellent estimates of the ratio between power spectra of ideal image and noise, which is not always easy to get. Compared to Wiener filter, the LucyRichardson deconvolution filter does not require a priori knowledge of the noise or ideal image.
The algorithm works under maximum likelihood and assumes a Poisson noise distribution. The only required input is a well defined PSF. A third method called 'blind deconvolution' is most appropriate when no information regarding image distortion and image noise level is available.
MATERIAL AND METHODS
Hyperspectral imaging system
The imaging system consists of a scientific grade InGaAs camera (Sensors Unlimited Inc., Princeton, NJ) with a 25 mm lens having an F number of 1.4. A VariSpec LCTF (Cambridge Research & Instrumentation Inc., Woburn, MA) with a tuning range of 900 nm -1700 nm is mounted to the lens and acts as the spectral tuning device. During image acquisition the LCTF filters the frequency of the light allowed into the camera lens while the object and the image distances remain unchanged. The InGaAs camera has a focal plane array format of 640 × 480 pixels and a quantum efficiency (QE) greater than 65% in the 1000 -1700 nm region. Due to the limited numerical aperture (NA) of the system, the captured images only occupy an area approximately equal to one-third of the camera's sensing area. Furthermore, vignetting causes acquired images to be circular with a blurred boundary. Illumination is provided by two 300 W halogen-tungsten lamps, 0.5 m away from the imaging area at an angle of 45°.
A dark-current image was acquired by blocking the entrance optics of camera and was automatically subtracted from later images during acquisition. To enhance the signal-to-noiseratio (SNR), each image in the acquired data cube is a summation of 10 images at any given wavelength.
Image acquisition
To test the image restoration techniques, a series of hyperspectral images of a 1951 United States Air Force (USAF) resolution test pattern with group number from 0 to 3 were taken. A test pattern with parallel lines with a line spacing of 1 line/mm was used to test the effectiveness of restoration algorithms. The imaging system was manually focused at a wavelength of 1000 nm to obtain digital images with minimal visual distortion. A total of 70 image slices were obtained at equal wavelength intervals between 1000 and 1700 nm. The images captured at sequentially increasing wavelengths helped to identify the blurring severity as the imaging system went out of focus.
Methodology
The effectiveness of image restoration using two different geometrical PSF models and LucyRichardson deconvolution filter was tested on moderately blurred images. A quantitative measure was used to characterize the success of the restoration effect. We assume that restoration result is optimal when the difference between the focused and the restored image is minimized. In order to compare focused and restored images the pixel values in focused images N f (x, y) were first normalized to values between 0 and 1. Subsequently, restored images were normalized using:
where denotes pixel value in the grayscale image at position (x,y). ) , ( y x P denotes normalized pixel value in the grayscale image at position (x,y), ) , ( y x N denotes mean value of all pixels in the focused image, m s denotes standard deviation of all pixel values in the focused image, denotes mean value of all pixels in the restored image, ) (P mean ) (P std denotes standard deviation of all pixel values in the restored image.
The 2-norm is used to measure the difference between focused and restored images with normalized pixel values. 2-norm is calculated as:
where represents the 2-norm value, N n and denote the number of m x and pixels in the image, respectively. y Alternatively, researchers have used visual quality to assess the performance of image restoration techniques (Savakis and Trussell 1993; Sezan et al. 1991) . Both the deterministic measure and the visual quality were used in this study.
Restoring images using geometrical PSF
Equation 5 in its discrete form can be used to calculate the out-of-focus PSF. There are two ways to approximate the circular shape in its discrete form. One is to use (x − r)
(hereinafter called PSF1), and the other is to use (x − r)
) where x, y, and r are integers. When r is large, the discrete PSF gives a good approximation of a circular shape (Fig. 2) . The difference between PSF1 and PSF2 does have an effect on image restoration as shown in Fig. 4 . 
RESULTS AND DISCUSSION
Out-of-focus blur pattern
To justify the importance of deblurring images, it is necessary to observe the degree of blurring as the acquisition wavelength progresses from 1000 nm, where the imaging system was focused, to 1700 nm (Fig. 3) . (f) 1500 nm; (g) 1600 nm; (h) 1700 nm.
As evidenced in Fig. 3 , the test target images become more and more blurred as the scanning wavelength becomes longer. Starting from 1200 nm, the image starts to show some degree of blur but some groups of strips possess clear edges. At 1400 nm, the thickest strips in the test target begin to merge with one another. From 1500 nm onwards, images are severely distorted and strip patterns are barely recognizable. The images were assessed by their visual quality first. The restored images in Fig. 4 show that the results depend on both the radii and functions chosen to estimate the PSF. Restoring the 1400 nm image using PSF1 with r=4 provides good results compared to other radii (e.g. r=3 and 5). Similarly, PSF2 with r=5 provides a better result when compared to r= 4 or 6. A closer visual examination of results at 1400 nm indicates that PSF1 provided slightly better result than PSF2.
Ringing is a noticeable effect when applying the previously mentioned deconvolution techniques to remove image blur. Ringing is exhibited by false shadows along the edges of strips and numbers. One can also observe the ringing spots wherever there is a bad pixel in the InGaAs camera as marked by ovals in Fig. 4 .
Equation 7 was applied to all of the images in Fig. 4 to quantify the restoration quality.
With the unrestored image acquired at 1400 nm, the 2-norm value was 11.65. The best restoration was achieved by deconvolving the image with PSF1 (r=4), which gives a 2-norm value for the difference between restored image and focused image of 8.95. This corresponds to visual determination of the quality of restoration. It should be noted that PSF2 is only moderately inferior using this quantitative method and where r equals 5. The image restoration techniques using deconvolution fail to offer visually acceptable results for blurred images acquired at wavelengths beyond 1400 nm. The image acquired at 1500 nm was tested and the restored images using PSF1 with different radii are shown in Fig. 6 . To verify the results obtained for the USAF test pattern, the same image restoration technique was applied to another image captured using the same optical system setup. Compared to the focused image in Fig. 7(a) , the 1400 nm image is observably blurred (Fig. 7(b) ). By applying Lucy-Richardson deconvolution using PSF of different radii, the edges can be restored.
Using PSF1 with r=4 gives visually distinct edges and an emerging ringing effect to the image ( Fig. 7(d) ). The ringing effect became more apparent when PSF1 with r=5 was applied.
CONCLUSIONS
Out-of-focus blur due to chromatic aberration can be a severe problem with automated hyperspectral imaging systems. This paper reviews the optical principles behind defocusing of an imaging system and image restoration methods. Point spread function (PSF) based on geometrical optics was estimated and image deconvolution was used to restore blurred hyperspectral images. It was found that success of removing image blur was determined by
proper selection of PSF parameters. The use of the 2-norm as a quantitative measure of the restoration quality corresponds with visual restoration quality assessment. Ringing effects are a problem with this form of image restoration. Future work should address alternate image restoration, focusing the optical at a different wavelength and affect of normalization on the restoration process.
