ABSTRACT. The problem of weak convergence of the sequence of convolution powers of a probability measure has been considered in this paper in the general context of a noncompact semigroup and in particular, in the semigroup of nonnegative and real matrices.
Introduction.
Random matrices have recently attracted the attention of many probabilists. Recent results in [KS] are essentially concerned with the problem of weak convergence of the convolution iterates of a probability measure on a locally compact semigroup of d x d nonnegative matrices (under multiplication and usual topology) to a probability measure different from the unit mass at the zero matrix. We show here how some of the main results in [KS] can be obtained using certain semigroup ideas. Our methods here result in more general results for matrices with arbitrary real entries. This is the main motivation for this paper, since, as Kesten and Spitzer mention in [KS, p. 364, line 3] , their methods do not apply to the case of real matrices.
Preliminaries.
Completely simple semigroups play an important role in this paper. A semigroup is completely simple if it is simple and has a primitive idempotent. A locally compact completely simple topological semigroup K is topologically isomorphic (see [MT] ) to the product structure X x G x Y, where X = E(Ke), G = eKe and Y = E(eK). Here e = e2 is a fixed idempotent element of K and E(A) is the set of all idempotents in A. X, G and Y are given relative topologies from K and the multiplication in X x G x Y is defined by (x, g, y)(x', g', y') = (x, gyx'g', y').
The set X x G x Y is given the product topology. It is well known that a compact semigroup has a closed kernel (that is, a minimum 2-sided ideal), which is completely simple. Mukherjea and Tserpes (see [MT] ) proved that the support of an idempotent probability measure on a locally compact (second countable Hausdorff ) semigroup is a closed completely simple subsemigroup with a compact group factor. It is also known [C] that if a semigroup S (of d x d matrices over a field) has a completely simple kernel K, then K = m(S), where m(S) is the set of all those matrices in S with the minimal rank. Another result that will play an important role here is Theorem 4.3 in [M, p. 189] . In this theorem, the author gave a necessary and sufficient condition for the weak convergence of a tight sequence (Pn) of the iterates of a probability measure on a noncompact semigroup S. It is therefore relevant to understand when (Pn) is tight in a general noncompact semigroup. In this context, let us state the following (rather important) theorem without proof.
THEOREM 2.1. Let S be a second countable locally compact Hausdorff topological semigroup and P be a probability measure on the Borel sets of S such that S = cl((jn=1 Sp). Then the convolution sequence (Pn) is tight iff S has a completely simple kernel K with a compact group factor such that for every open set G containing K, limn-xx, Pn(G) = 1.
3. The convergence problem in nonnegative matrices. Here J will denote the set of all d x d nonnegative matrices which have at least one zero row or one zero column or both. Jc is the complement of J. Our first theorem is the simplest and perhaps the most important result in this paper. Though this result does not appear in [KS] , it is influenced by the results in [KS] . THEOREM 3.1. Let S be the closed semigroup generated by the support Sp of a probability measure on d x d nonnegative matrices. Then Pn = (1/n) 2~2kLi Pk converges weakly to Q in P(S) and Sq C\ Jc is nonempty iff S is compact and m(S) n Jc is nonempty.
PROOF. Suppose that Pn converges weakly to Q. Then Q = Q2 and Sq is the completely simple kernel of S. Let x E Sq H Jc. Then xSqx is a compact group and xSqx C Jc. Let e = e2 E xSqx. Then eSe = eSçe is a compact group of nonnegative matrices and therefore, finite. Since e E Jc, e has a strictly positive diagonal (see [Mi] ). Since eSe is finite, there is a positive number s such that for any y E S and for any i,j (1 < i,j < d), enyijejj < s so that ytj < s/(eaejj). This means that 5 is compact. Since m(S) is an ideal, Sq C m(S) . This proves the "only if" part. The "if" part is immediate from Theorem 4.3 in [M] . D Let us remark that if S contains the zero matrix, then the sequence (Pn) converges weakly to 6{0} iff (Pn) is tight. This is immediate from Theorem 4.3 in [M] . The next theorem covers a substantial part of Theorem 1 and Theorem 2 in [KS] . We give a different proof using semigroups. THEOREM 3.2. Let P be a (regular) probability measure on d x d nonnegative matrices such that the following two conditions hold:
(KSi)P(J) = 0; (KS2) Pm(I) > 0 for some positive integer to, where I is the set of all strictly positive dxd matrices.
Let S be the closed semigroup (under multiplication and usual topology) generated by Sp. Then the following statements are equivalent:
(A) Pn ^QE P(S) weakly and SQ n Jc ¿ 0. (B) . Write Ik = {B E S: B{j > 1/k for all i,j}. Since / is an ideal of Jc, Pn(I) is nondecreasing with n by (KSi) and by a simple argument given on p. 38 on [MT] , using (KS2), We remark that under conditions of Theorem 3.2, we can also show easily that the following are equivalent: (i) (Pn) is tight and 0^5.
(ii) Pn converges weakly to Q E P(S) and Q(InS) = 1. (iii) S is compact and 0 ^ S. (iv) to(S) is bounded and m(S) ^ {0}. Note that boundedness of m(S) implies the boundedness of its closure.
Then cl(m(S)) is compact and has a kernel, which must equal m(cl(m(S))) by [C] .
Hence, m(S) is closed. Ifm(S) ¿ {0}, 0 £ S. Then, iDm(S) D (lnS)m(S)(lC\S).
As in Theorem 3.1, it follows that S is compact.
In the rest of this section, we give a semigroup proof and extension of Theorem 3 [KS, p. 367] . This theorem is the most interesting (and perhaps, the most difficult) theorem in [KS] . It is stated in [KS] without a proof. It is completely covered by our Theorem 3.2 ((A)-o(B)) and our next theorem. Under assumptions and notations of Theorem 3.2, the following two conditions are equivalent:
(1) There exists £ > 0, p > 0 and a subsequence (nk) such that for some i, l<i<d,
(2) Pn ^Q weakly and Q(I) = 1.
(3-4)
It is relevant and useful to give first a semigroup version of Theorem 3.3, which will make this theorem crystal clear when S c Jc.
THEOREM 3.4. Let P be a probability measure on a locally compact second countable Hausdorff topological semigroup S such that S = cl((J^_j Sp). Suppose the following condition holds:
For compact subsets A and B, the sets AB-1 = {y: yx E A for some x E B}, A~xB = {y: xy E B for some x E A} are compact. Suppose also that there is a compact subset Ko E S, a subsequence K compact "-*00 íes
The idea of the proof is not new. See Theorem 4.14, p. 51 in [MT] . For completeness, we prove (3.6). Let b be the sup in (3.6). 
This is a contradiction. This proves (3.6). By (3.6), there exist a compact set K, elements an and a positive integer n0 such that for n > no, (3.9) Pn(Ka~1) >l-£/2.
By (3.4) and (3.9), nk > n0 => Ka'1 n K0 ¿ 0. This means that ank E Kr~1K. Thus, if B = K(K0~1K)~1, then B is compact by (3.4) and for nk > n0,
Thus, (Pnk) is tight. Now by employing exactly the same method as given in
Step III of the proof of Theorem 4.14 ( [MT, p. 50] ), it follows that there is a subsequence (to*;) C (nk) such that (3.11) Pmk^~mk -^ Q = Q2 E P(S) weakly.
For x E Sq and any open Nx containing x, 0 < Q(NX) < liminf Pmk+'-m"(Nx).
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Thus, SQ C //. Note also that P*Q = Q*P so that SPSQ = SQSP. This means that SSq = SqS C //, since H is an ideal and Sq C H. Since cI(SSq) is also an ideal of 5 and H is simple, H = cI(SSq). Thus, the closed completely simple semigroup H is generated by the support of P * Q. Moreover, (3.12) (P * Q)™<c+>-m* -pmk+i~mk ifQ-+Q*Q = Q, so that (P * Q)n does not converge to zero vaguely. By Theorem 4.14 ( [MT, p. 50] ), the group factor of H is compact. Also, it follows easily that given e > 0, there is a compact set D E H and a positive integer too such that for n > mo, Write Iu = {A: 1/u < Aij < u for every i,j}. Then using (3.1), we see that there exist a positive integer N and v > 0 such that (3.14)
PN(IV) >l-e/4.
Using (3.13) and (3.14), we have for nk > N,
Now it can be easily verified that
F(qi,Q2,v) = IAeS: q2¡vd < maxA^ < qiv >.
Thus, it follows that for nk > N, (3.15) Pnk-N(F(qi,q2,v))>3£/4. Now one can also verify that there are a > 0 and b > 0 such that Iv ■ F(qi ,q2,v) ■ Iv E {A E S : a < Aij <b for all i, j).
Let us call the set on the right W. Then it follows from (3.14) and (3.15) that for nk > N,
Now we need the following lemma.
LEMMA 3.1. Suppose that W E I, W is compact and Pnk (W) > q > 0, for each fc > 1. Then (P"k) is a tight sequence. Also, given £ > 0, there is a positive integer no and a compact set We E I such that limfcSup.P™*:+ri0(iy£-) > 1 -e. Notice that the set W is contained in some ßu. It can also be verified easily that for each u > 0, the set ßu(Iv)~l is contained in ßu°, for some u' > 0. The proof of (3.17) can now follow exactly the same lines as in the proof of (3.6). Here we only use
The details are the same as before. So we may and do take (3.17) for granted. By ( »J J It follows that (Pnk ) is a tight sequence. Now we note that closure(Iv L£IV) E I so that it follows from (3.14), (3.19) and the tightness of (Pnk) that there is a compact set W£ E I such that for sufficiently large fc,
Now we continue with the hypothesis of Lemma 3.1. By (3.19), there is a subsequence mk C (nk) such that Pmk -> P' weakly, where P' is a probability measure different from 6o-Following the same proof as given in Step III (of Theorem 7.14, p. 54 in [MT] ), we see that there is a subsequence (pk) c (mk) such that for j > 1, Since W£ E /, W¿~1W£ is compact and (PPk) is tight. If Q is a weak*-cluster point of (PPk), then Q € P(S) and it follows as in the proof of Step III of Theorem 7.14 [MT] that Q = Q2 and there is a subsequence (qk) C (pk) such that Notice that by (3.22) and by a similar argument, Q(W£ 1 W£ n W£W£ 1 ) > 1 -12e.
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Since W£ C /, W-^WeftWeW-1 E Jc. It follows that (3.24) Q(JC) = 1.
Write sk -qk+i -qk and Ev = {A E S : maxit3 Ai3 > v}. By (3.23) and (3.24), there is a positive v such that for sufficiently large fc, Pa"(Ev) > 1 -e. As in (3.14), there are positive integers N,r,v' such that PN(P) > 1 -£ and P2N(IV') > 1 -e. Following the proof of Theorem 5.9 [MT] almost word for word, we have (3.27) y E Sx C\JC => Sx = Sy and (3.28) y E xS n Jc => xS = yS.
Notice that if we write Si = S -{0}, then since x € /, we have xSx = xS'1xU{0} ifOeS; = xSix if 0^5.
In any case, xSix E I and xSix is a subsemigroup. Let y E xSix. Using (3.28), (3.29) y ■ xSx -xSx and therefore yxSix = xSix.
Similarly, using (3.27), (3.30) xSixy = xSix foryExSix.
By (3.29) and (3.30), xSix is a group contained in /. Let us now define the set Ko by Ko = {y E IH S : Pn(Ny) -** 0 as n -+ oo for every open Ny containing y}.
Then Kq is a nonempty ideal of S n Jc. Also, by what we have proven above, for each y E K0, y3 E ySiy, which is a group. Thus, by [C] , m(Äo) is a completely simple minimal ideal of Ko-Since every idempotent in / has rank one and since by
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (3.28), y3 E y S => y E y3 S C yS and since every element in a group has the same rank, it follows that m(K0) = K0.
Since Q(I) = 1 and for every y E Sq and any open Ny containing y, 0 < Q(Ny) <liminf PSk(Ny), k it is clear that (3.31) Q(Ko) = 1.
Since P * Q = Q * P and Q = Q2, (P * QT(Ko) = (Pn * Q)(K0) > (Pn * Q)((S n JC)K0) > Pn(S n JC)Q(K0) = 1 for every n > 1."
Restricting Q and P* Q to K0 (with relative topology) and noticing that cl (SSg) is an ideal of S (since P * Q = Q * P) so that Ko C cI(SSq) . This means that the support of P * Q restricted to Ko generates Ko-It follows from Theorem 4.14 in [MT] that the group factor of Ko is compact in Ko-Since Ko E I, the group factor of Ko is a singleton. This means that (P * Q)n -Pn * Q converges weakly to some Po, a probability measure. Thus, given £ > 0, there is a compact set L and a compact E, both contained in / such that for sufficiently large n,
Je Thus, for large n, Pn(LE~1) > 1 -2£. Thus, (Pn) is tight and we have proven Theorem 3.3. □
For nonnegative matrices, we can also prove the following theorem (along the lines of [KS] , but more general than what is given in [KS] ). THEOREM 3.5. Let P and S be as in Theorem 3.2. Suppose that U E P(S), P * U = U and U({B E S: B has a zero column}) = 0. Then Pn -► Q weakly, Q(lnS) = l,U*U = U,Q*U = U,U*Q = Q andSu eSq.
Weak convergence
in 2 x 2 real matrices. Let P be a regular probability measure on 2 x 2 real matrices and S be the closed semigroup with respect to multiplication generated by Sp. Suppose Pn -* Q weakly. Then Sq is the completely simple kernel of S and Q = Q*P = P*Q. Also, Sq = m(S) and the group factor of Sq is compact. There are now two possibilities: (I) The rank of the matrices in m(S) is two. Then Sq has only one idempotent element and it is a compact group. Since S ■ Sq E Sq, S -Sq. Thus, in this case, the closed semigroup generated by Sp is a compact group and Q is the normed Haar measure on this group.
(II) Sq E rank one matrices. In this case we also assume that m(S) has no subgroup with exactly two elements, so any compact subgroup of m(S) is a singleton.
[Note that such a condition was not needed in §3, since a compact group of positive matrices is a singleton.] Under these assumptions, for any idempotent e in Sq, eSQe is a compact subgroup of Sq and therefore, a singleton. Since Sq -SqcSq, every x in Sq is of the form yez so that x2 = y(ezye)z = yez = x.
Thus, every element in Sq has rank one and is idempotent. Now let us make the following assumption: (4.1) sQnJc¿0.
(Recall that Jc is the set of all 2 x 2 matrices which do not have any zero rows or columns.) Let us choose e from Sq n Jc so that e can be taken as where (4.3) o,i,a2,ei,e2 are all nonzero and aiei + a2e2 = 1.
(The last equality holds because e = e2.) Recall that (4.4) eSe = eSQe -e.
We now show that (4.5) either eS = eSg -e or Se = Sçe = e.
(In other words, for any e in Sq (~) Jc, either every row of e is a common left eigenvector for every matrix in S with eigenvalue 1 or every column of e is a common right eigenvector for every matrix in S with eigenvalue 1.) Notice that e = e2 E Sq which is an ideal of S so that cSq E eS = e(eS) C eSQ. Similarly, Sqc = Se. To establish (4.5), let y E eSQ and x E Sge such that (4.6) x=(blXl blX2) and y = (ClVl  °lV2  \b2xi b2x2 J \c2y1 c2y2 where (4.7) 61X1 -I-62x2 = 1 and ciyi + C2y2 = 1-Since yx = e by (4.4) and e E Jc, y cannot have a zero row and x cannot have a zero column. Therefore, (4.8) c, ,É 0, c2 # 0, X! ^ 0, x2 / 0. Now we distinguish between three possible cases. Case 1. Suppose that there is an x E Sqc for which 6i = 0. Since yx = e, simple matrix multiplication yields that ciy2 -aie2 and c2y2 = a2e2. Using (4.3) and (4.7), it follows easily that y -e. Thus, in this case, eS = e. Case 2. Suppose that for each x in 5ge, 6j is nonzero, but there exists y E Sq such that y2 = 0. Then for this y in cSq and any x in Sge, yx = e implies (after a little computation) that x = e. Thus, in this case, Se = e.
Case 3. Suppose that for each x E Sçe, fei is nonzero and for each y in eSç, y2 t¿ 0. Then, for our convenience, we rewrite y, x and e (y arbitrarily chosen from eSQ and x from xSq) as Thus, we have established (4.5) in all possible cases under the assumption of (4.1). Now we consider the case when (4.1) no longer holds. We still assume, of course, the condition of (II). We will show that even in this case, (4.5) holds.
Recall that by (II), every element in Sq is still idempotent. First, let There is no point into going into every other possible case. Let us just mention that it can be verified in exactly the same manner that (4.5) holds in all the other cases. Thus, we have proven the following Kesten-Spitzer type theorem for real 2x2 matrices.
THEOREM 4.1. Let P be a probability measure on 2x2 real matrices and S be the closed semigroup generated by Sp. Then the following results hold:
(a) IfPn-+QE P(S) weakly, then (i) SQ = m(S);
(ii) Q = 60 iffOES; (iii) the minimal rank of the matrices in S is two iff S is a compact group of invertible matrices and Q is the normed Haar measure on S; (iv) the minimal rank of the matrices in S is one and m(S) contains no subgroup with exactly two elements iff there is a nonzero idempotent rank one matrix x in S such that xS = x or Sx = x.
(b) Suppose that linin-xx, Pn(G) = 1 for every open set G D to(S). // the rank of the matrices in m(S) is two, then (i) Pn -*• 0 vaguely when S is noncompact; (ii) when S is compact, S is a compact group and then P™ converges weakly to the normed Haar measure on S iff there is no proper normal subgroup H of S such that Sp E gH for some g E S -H. If the rank of the matrices in m(S) is one, then Pn -► Q weakly and Sq = m(S) when there is a nonzero vector x such that xSp -x or SpxT = xT. Then, y = y2,z = z2 and yz = y.
PROOF. Notice that x has rank one. Write x as x = (xí3) = (üíX3), where each üí is nonzero (since x has no zero row) and not all the x3's are zero. Write y as y = (yi3) = (biy3). Since xy = x, we have for 1 < i,j < d, This proves that yz = y. D In [KS] , it was shown for 2 x 2 nonnegative matrices that under (KSi) and (KS2) (see Theorem 4.1), whenever Pn -► Q weakly and Q ^ <50, then there exists x = (xi,x2), xi > 0, x2 > 0, such that either xSp = x or SpxT = xT. Here we show that this result is no longer valid for higher dimensional matrices. EXAMPLE 5.1. Consider the semigroup S of 3 x 3 strictly positive matrices given by S = {e0,ei,e2,e3}, where The semigroup S is completely simple since it is finite and has no proper ideals. Also, every element of S has rank one. Consider the probability measure P on S given by P(e¿) = l/4, ¿ = 0,1,2,3.
(Actually, any P such that Sp -S will do.) Since every subgroup of S is a singleton, by Theorem 2.1, Pn -> Q and SQ = S. Now suppose that there exists a nonzero vector u = (ui,u2,u3) , at least one Ui being nonzero, such that uS = u. Choose a ^ 0, b ^ 0 and c / 0 such that cui + au2 + bu3 -1. Define the matrix x by (CUi cu2 cu3 \ aui au2 au3 I . bui bu2 bu3 ) Then x = x2 and xS = x. It follows then from Lemma 5.1 that for y, z in S, yz = y. This contradicts the above multiplication table.
Despite the above example, half of Theorem 3 [KS, p. 384] holds even for general dxd (d> 2) real matrices as we show in Theorem 5.1. It should be pointed out that for a vector x and a set A of matrices, the equation xA = x does no longer imply that A is bounded unless x is strictly positive and the matrices in A nonnegative. Also note that for nonnegative matrices, the conditions (KSi) and (KS2) are equivalent to the condition that limn_00Pra(/) = 1. This is because of the way we proved / is also an open ideal of Jc containing all rank one matrices in Jc. Under (KSi ) and (KS2), for P" to converge weakly to Q in nonnegative matrices, it is necessary that Sq C rank one matrices and limra_00 Pn(G) = 1 for every open set G containing rank one matrices. Considering all these, it is now clear that condition (5.14) below is for real matrices what conditions (KSi) and (KS2) are for nonnegative matrices.
THEOREM 5.1. Let P be a probability measure ondxd real matrices such that for every open set G D I, where in real matrices I denotes the set of rank one matrices, (5.14)
lim Pn(G) = 1.
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Suppose that for some x = (xi, x2,..., xj), not all x¿ 's zero, xSp = x or SvxT = xT. Then Pn -► Q weakly and Sq E I.
PROOF. First we need to prove that (Pn) is tight. Let S be the closed semigroup generated by Sp. Since xS = x, S has no zero. If Pm(I) = 0 for each positive integer to, then noting that / n S is a closed subset of S it follows immediately from Lemma 7.7 in [HM] 
