Abstract-Recently, there has been a growing interest in the use of orthogonal rational functions (ORFs) in system identification. There are many advantages over more classical techniques. Probably due to a known explicit expression for the basis functions when the orthogonality weight is uniformly equal to 1 (the so called Malmquist basis), the attention has been on the development of methods using this basis. However, for some discrete identification problems, this choice of the orthogonality weight may still lead to serious numerical problems due to the ill conditioning of the linear system of equations to be solved. In this note, we give an algorithm based on a more general system of ORF to overcome the numerical problem and which allows for a fast-order update of the estimate.
I. INTRODUCTION
The use of orthogonal rational functions (ORFs) in system identification, has been advertised by many authors in the recent literature. The advantages of representing a transfer function as a linear combination of ORF are numerous. However, in our opinion, some aspect has not been given proper attention. It concerns the choice of the appropriate inner product for the orthogonality. The ORF that are used in the literature are usually orthogonal with respect to a uniform measure on the complex unit circle or the real line.
For example, for discrete time systems, the polynomials orthogonal with respect to the Lebesgue measure on the unit circle are simply the monomials fz k : k = 0; 1; . . .g (Fourier basis), while for a general measure they result in more general Szegő polynomials. The computation of the monomials is trivial since they are explicitly known. The general orthogonal polynomials with respect to an arbitrary measure are, however, also simple to compute. Given the moments of the orthogonality measure (e.g., the autocorrelation coefficients of the impulse response), they can be efficiently computed by the Levinson or Schur algorithm. The use of the Fourier basis is inappropriate in cases where the approximating model is computed for successive orders. It does not allow a recursive computation (updating an AR model of degree n to degree n +1 requires the recomputation of all the coefficients with respect to the Fourier basis) and it may result in a very bad numerical conditioning of the problem, which is manifested by very big rounding errors that may overrule the exact results completely.
Exactly the same situation occurs in the case of ORF. If the Lebesgue measure is used, an explicit form for the ORF is known. These ORF are attributed by Walsh [1, p. 224] to Takenaka [2] and Malmquist [3] (called TM basis in the rest of this note). The advantage of knowing the basis functions explicitly can be completely overshadowed by the disadvantages from a computational and numerical viewpoint. Models of successive degrees are not nested, so that a recursive update is impossible, and there can be a considerable loss of accuracy due to rounding errors for certain problem settings like for example frequency data in a narrow band and/or a high-degree model.
In this note, we want to show that by choosing an appropriate weight function in discrete time frequency domain identification, the ORF can still be computed efficiently, while the numerical conditioning becomes theoretically optimal.
Of course, given the same poles of the system and given the same objective function, the optimal model that we compute will theoretically be exactly the same as the one computed by any other method. It may also be that with respect to other optimality criteria, our computed solution is worse than the one computed by another method. We do not want to enter a polemic of what an optimality criterion should be, or whether computations should be time or frequency domain based. Our main point is that there is no reason why, from a numerical point of view, one should restrict the discussion to the TM basis. Although the theoretical analysis of the more general basis can be considerably more complicated, the numerics are not, so if another orthogonality weight is more appropriate, then it should be used. We illustrate our point with a very simple case of discrete frequency domain identification, but the idea is applicable in many other situations as well.
We will consider a discrete-time system y(t) = G 0 (q)u(t) + v(t); t2 f0; 61; 62; . . .g (1) where the input u(t) and output y(t) are supposed to be in l 2 and the noise v(t) is filtered white noise: v(t) = H (q)e(t). This setting is standard [4] . The z-transform is denoted by capitals and it is defined using the 1=z convention. For example, the z-transform of the input is U(z) = k u(k)z 0k . We look for a functionĜ n = n l=0 l l , where the f k g are the expansion coefficients to be determined and the f k g form an ORF basis. We want to find f k g n k=0 from frequency domain data.
Thus, we suppose that U(z) and Y (z) are known for a certain set of measurement points on the unit circle, which we denote TN = fz k = e i! ; k = 1; . . . ; Ng:
We use N to denote the frequencies of the points in TN N = f! k ; k = 1; . . . ; N; e i! 2 T N g:
The most simple orthogonal functions are the monomials z 0k , k 0
(polynomials in z 01 ). Since then, also the two-parameter Laguerre models received much attention. These models were introduced much earlier by Kautz [6] in the 1950s. The Kautz basis repeats two (a complex conjugate pair of) poles instead of just one. For an historical survey and many references on the Kautz and Laguerre models, we refer to the introduction of [7] . In the 1990s, Van den Hof and Heuberger et al. introduced a finite number of poles that are repeated cyclically [8] - [10] . They also give a state-space description. Shortly after, Ninness et al. [11] - [15] used an arbitrary sequence of poles, which lead to the TM basis [1, pp. 224], the most general, and, in fact, also with the oldest roots (Takenaka [2] and Malmquist [3] papers dating back to the 1920s). For a state-space description, see [16] .
The orthogonality considered in all these papers is with respect to the Lebesgue measure . A theory of ORF with respect to a more general measure has been given in [17] .
II. SPACES OF RATIONAL FUNCTIONS AND ORTHOGONAL BASES
We denote the unit circle in as its exterior as and its interior as . Let = f1; 2; . . .g be an arbitrary sequence of preselected poles. The space of models of degree n at most is denoted as
where 5 n denotes the space of polynomials of degree less than or equal to n. 
is well known. We consider orthonormal basis functions f0; 1; . . .g
() satisfying h k ; l i = kl , with kl the Kronecker delta, and such that L n = spanf 0 ; 1 ; . . . n g, n = 0; 1; . . .. They may, e.g., be obtained by a Gram-Schmidt procedure applied to the basis of Blaschke products B n (z) = n l=1 l (z), n = 1; 2; . . . (B 0 = 1) with Blaschke factors l (z) = (10 l z)=(z 0 l ). Note that if all k = 0, then the space Ln reduces to 50n, the space of all polynomials in z 01 of degree less than or equal to n.
For convergence reasons it is important that the L For a proof when the poles are all in , see [17] . The adaptation to the present situation is trivial (replace z by 1=z). The TM basis is obtained when = , [1, p. 224] .
Theorem 2 (TM Basis):
If is the normalized Lebesgue measure, then the orthonormal basis is given by 0 = 1; k (z) = 1 0 j k j 2 z z 0 k B k01 (z); k= 1; 2; . . . :
If all k = 0, we obtain the Fourier basis k (z) = z 0k .
The TM basis is used, e.g., in [12] and several other places. For a state-space-based proof, see [16] .
For an arbitrary measure , there is in general no explicit expression for these ORF, but the polynomial Szegő-Levinson recursion can be smoothly generalized. That allows for a very efficient computation of the ORF. It can also be found in [17] for poles in . For poles in , it reads (see [18] ). For a state-space-based proof, see [19] .
III. IDENTIFICATION PROBLEM
Let G 0 be the stable rational transfer function of the system so that (1) in the z-domain becomes Y (z) = G 0 (z)U(z) + V (z) (7) with U(z); Y (z) 2 H 2 () and V (z) = H(z)E(z).
First, we have to choose the model poles. These are of course a set of nonlinear parameters that should be chosen in an optimal way. There are many approaches to solve this highly nonlinear and nontrivial problem, that we do not discuss in this paper. We suppose they are given.
We are trying to identify the parameters = [0; . . . (9) and jK(z k )j 2 are weights that are given. This setting is used, e.g., in [20] with K(z k ) = W k =U(z k ). The weights jK(z k )j 2 can, e.g., be used to pay more attention on some frequencies.
IV. WHY A MORE GENERAL MEASURE ?
For simplicity of the presentation, we put the minimization problem from above in vector formulation. Thus, we want to minimize k3Ek = 
. ; K(zN)).
It is our aim to show that the TM basis of Theorem 2 may lead to an ill-conditioned problem. Therefore, we recall from numerical linear algebra (see [21, Note that if all the weights jK(z k )j 2 are equal and the spectrum of the input signal jU(z)j 2 , with z 2 T N is flat, then the weighting will not be of great importance, but if the weights are not equal or the spectrum is not flat, then one can expect numerical problems. This means that we can loose all digits in the computation of due to rounding errors. This simple example has a very oscillating spectrum, which results in the numerical instability.
Thus, using a basis orthogonal with respect to the Lebesgue measure does not solve the numerical problems. A data-dependent measure ,
should be used instead. By multiplying the recurrence relation of Theorem 3 with W = UK, we get a recurrence for the functions l = W l . Since the recurrence is to be evaluated for vectors of function values, the computations can be executed very efficiently in Matlab.
In theory, these columns are orthogonal so that the least squares solution is LS = 9 H 7. In practice however they will be nearly orthogonal so that a least squares solution by, e.g., QR decomposition or even singular value decomposition, is very fast. Viewed in this way, our method may be considered as a prewhitening of the problem which in theory is perfect, but may deviate slightly for numerical reasons. Increasing the order of the approximant requires just one more step of the recurrence relation to compute an additional column for 9 and, in theory, one extra -coefficient needs to be computed since the ones already computed do not change. Practically, they may change a little bit when the new least squares problem is solved. The recursive computation of orthogonal columns has the well-known drawback that after a while orthogonality may be lost. A reorthogonalization may be needed when the approximation order is high. Hence, the extra QR factorization.
For frequency domain identification using the TM basis and cyclically repeated poles, see, e.g., [20] . This basis is however not orthogonal with respect to the discrete inner product of the space in which the norm is taken. The consequences are that evaluating the explicit expressions for the ORF is somewhat cheaper, but because of the ill conditioning of the problem, most of the accuracy may be lost to numerical rounding errors and increasing the order will result in a whole -vector to be changed.
However, the asymptotic analysis of the parameter estimate found in [20] can be smoothly carried over to our approach. If we make the following assumptions that are also made in [20] Assumption 1: The Blaschke condition holds. From Theorem 1, we find that G 0 allows a general Fourier series expansion The proof is similar to the one in [20] . Remark: Similar techniques can be used in the time domain. If the model is y(t) = k k (q)u(t) + d(t) where q is the shift operator: qu(t) = u(t 0 1) and d(t) is zero mean unit white noise, then an estimator is obtained from data in the points t = t 1 ; t 2 ; . . . ; t N by minimizing En(t; ) = y(t) 0 n k=0 k k (t) with k (t) = k (q)u(t) in least squares norm. Thus, replacing the frequency domain quantities by their time domain equivalent, basically the same problems occur with the same type of solution using ORF. However, since now orthogonality is with respect to summation over the t k which are all on the real line, we need the three-term recurrence relation for the ORF which generalizes the classical three-term recurrence relation for orthogonal polynomials on the real line. For details, see [17, Ch. 11] .
VI. NUMERICAL EXAMPLE: A ROBOT ARM
Suppose we are given measured frequency data of the transfer function fG(e i! )g and the variances f k g on these measurements.
We are interested in an approximationĜ n of G that minimizes the following cost function:
This means that, considering (9), we choose the weights K(z k ) = 1= k U (z k ). We search for the least squares solutionĜ n .
We have experimental data from a robot arm problem. The length of the signal is N = 100. The transfer function and the variances are shown in Fig. 1 . Note that due to the great uncertainty around the peaks, every approximation will have trouble matching these peaks.
We do not know the exact location of the poles, but the problem has been a test case for several methods which lead to an approximate location of the optimal poles near 00:0174 6 0:9318i, 0:8768 6 0:4763i, and 0:9733 6 0:2265i.
We use the poles 0:9 6 0:3i and 0:5 6 0:4i, repeated seven times, to obtain an approximation of degree 28. The condition number of the system matrix in the TM case is O (10 16 ) meaning that it is numerically rank deficient, while in our approach the condition number is almost perfect: 1 + O(10 010 ).
The relative error kY 0Ŷ k=kY k is 0.0790 in the TM case and 0.0644 in the ORF case, which is an improvement of more than 20%.
In Fig. 1 , we have plotted the transfer function and the approximations. As expected, the two peaks are not very well approximated.
VII. CONCLUSION
We have given an identification algorithm for the frequency domain. The main advantage of this approach, where we incorporate a weight which depends on the input signal, is that the least squares problem becomes well conditioned and is straightforward. This results in faster algorithms, which are numerically stable. Fig. 1 . Plot of the simulated system (dotted line), the approximating system found by the TM basis (dashed line) and the one found by our approach (solid line). The lowest graph is a rescaled version of the variance on the measured frequency data.
