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Abstract
We give constructions of some special cases of [n, k] Reed-Solomon
codes over finite fields of size at least n and n + 1 whose generator
matrices have constrained support. Furthermore, we consider a gener-
alisation of the GM-MDS conjecture proposed by Lovett in 2018. We
show that Lovett’s conjecture is false in general and we specify when
the conjecture is true.
1 Introduction
A linear code of length n, dimension k, distance n−k+1, and alphabet size q is
called an [n, k]q MDS code [9]. For certain applications (see [1],[2],[3],[5],[12]),
one would like to construct an [n, k]q MDS code having:
1. a generator matrix with prescribed zero pattern;
2. a small alphabet size (i.e., q close to n).
∗G.G. was supported by the Singapore Ministry of Education Academic Research Fund
(Tier 1); grant number: RG127/16.
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It was conjectured by Dau et al. [2] that, for certain constraints on the
zero pattern of a generator matrix (see Definition 1.1), there exist [n, k]q
MDS codes for all prime powers q > n + k − 1. This conjecture (called the
GM-MDS conjecture), which stimulated a lot of interest from the community
[4, 5, 7, 12, 13], has recently been proved by Lovett [8] and independently by
Yildiz and Hassibi [14].
For a positive integer n, define [n] := {1, . . . , n}.
Definition 1.1 (MDS Condition). Let S = {S1, . . . , Sk} be a set system
where Si ⊆ [n] for each i ∈ [k]. We say that S satisfies the MDS condition
if, for any nonempty I ⊆ [k], we have
|I|+
∣∣∣∣∣⋂
i∈I
Si
∣∣∣∣∣ 6 k.
Note that if S = {S1, . . . , Sk} satisfies the MDS condition then |Si| 6 k−1
for each i ∈ [k].
Throughout, we use Fq to denote the finite field with q elements where
q is a prime power, K to denote a general field, and x, x1, . . . , xn are formal
variables. We use Fq(x1, . . . , xn) to denote the field of rational functions with
variables x1, . . . , xn and coefficients from the field Fq and Fq(x1, . . . , xn)[x]
denotes the ring of (univariate) polynomials over Fq(x1, . . . , xn).
For positive integers k and n, a k×n Fq-matrix A is called MDS if every
k× k submatrix of A is invertible. Note that a code is MDS if and only if its
generator matrices are MDS. Thus Lovett and Yildiz-Hassibi (independently)
proved the following result.
Theorem 1.2 (GM-MDS Conjecture in [2]). Let S = {S1, . . . , Sk} be a set
system where Si ⊆ [n] for all i ∈ [k]. Suppose S satisfies the MDS condition.
Then for any finite field Fq with q > n + k − 1, there exists a k × n MDS
matrix A over Fq with Ai,j = 0 whenever j ∈ Si.
Both the proofs of the GM-MDS conjecture by Lovett and Yildiz-Hassibi
use the Schwartz-Zippel Lemma [10, 15].
Our main contribution is to provide two constructions of k × n MDS
matrices over Fq satisfying a support constraint that is slightly stronger than
the MDS condition but with q > n or q > n + 1. (See Theorem 2.5 and
Theorem 2.6.) The constructions presented herein are elementary and, in
particular, rely on neither the Schwartz-Zippel lemma nor the GM-MDS
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conjecture. Moreover, the values of xi in our constructions can be chosen
arbitrarily as long as they are distinct.
Lovett conjectured a slight generalisation of the GM-MDS conjecture,
which we state in Section 3. In Section 4 and in Section 5, we show that
Lovett’s conjecture is false and to what extent it is true.
2 Main result and application
In this section, we present two constructions of k × n MDS matrices over Fq
that have constrained support, where q = n or q = n+ 1. Our constructions
require neither the Schwartz-Zippel lemma nor the GM-MDS conjecture.
Let P = {p1, p2, . . . , pk} ⊆ K[x] for some field K (not necessarily finite)
where, for each i ∈ [k], the degree of pi is at most k − 1. We write pi(x) =
ci,1x
k−1 + · · · + ci,k−1x + ci,k for each i ∈ [k]. Define the coefficient matrix
C(P ) by C(P )i,j = ci,j for all i, j ∈ [k].
The proof of the following lemma is standard.
Lemma 2.1. The polynomials in P are linearly independent over the field
K if and only if the determinant of C(P ) is nonzero in K.
Let S be a multiset where all of its elements are from the set [n] and
let 0k−1 denote the zero (row) vector of size k − 1. Define the polynomial
p = p(S) ∈ Fq(x1, . . . , xn)[x] as p(x) :=
∏
i∈S(x− xi).
Lemma 2.2. Let S = {S1, S2, . . . , Sk} be a multiset system such that, for
each i ∈ [k], we have |Si| 6 k− 1 and all elements of Si are from the set [n].
Let P = {p(S1), p(S2), . . . , p(Sk)} ⊆ Fq(x1, . . . , xn)[x]. Suppose there exists
ξ ∈ [n] such that ξ ∈
⋂k−1
i=1 Si. Then
C(P ) =
(
C(P ′) 0⊤k−1
0k−1 1
)
· C(Q)
where P ′ = {p(S1\{ξ}), p(S2\{ξ}), . . . , p(Sk−1\{ξ})} and Q = {x
k−2(x −
xξ), x
k−3(x− xξ), . . . , x(x− xξ), x− xξ, p(Sk)}.
Proof. For i ∈ [k − 1], let us write
p(Si\{ξ}) =
p(Si)
x− xξ
= ci,1x
k−2 + · · ·+ ci,k−2x+ ci,k−1.
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Therefore,
p(Si) = ci,1 · x
k−2(x− xξ) + · · ·+ ci,k−1 · (x− xξ) + 0 · p(Sk).
The last row of the equation for C(P ) follows since
p(Sk) = 0 · x
k−2(x− xξ) + · · ·+ 0 · (x− xξ) + 1 · p(Sk).
Remark. The factorisation also generalises to the cases when there are λ
polynomials that have k − λ common roots (counting multiplicity).
The following lemma yields a useful expression for the determinant of
C(Q).
Lemma 2.3. Let ξ ∈ [n] and let S be a multiset where |S| 6 k − 1 and
each element of S is from the set [n]. Let Q = {xk−2(x − xξ), x
k−3(x −
xξ), . . . , x(x− xξ), x− xξ, p(S)}. Then
det (C(Q)) =
∏
i∈S
(xξ − xi).
In particular, det (C(Q)) is nonzero in Fq(x1, . . . , xn) if and only if ξ /∈ S.
Proof. Fix j ∈ S. Suppose we write p(S\{j}) = c1x
k−2 + · · ·+ ck−2x+ ck−1.
Note that p(S) = (x− xj) · p(S\{j}). Hence
p(S)−
(
c1x
k−2(x− xξ) + · · ·+ ck−2x(x− xξ) + ck−1(x− xξ)
)
= p(S)− (x− xξ)(c1x
k−2 + · · ·+ ck−2x+ ck−1)
= (x− xj) · p(S\{j})− (x− xξ) · p(S\{j})
= (xξ − xj) · p(S\{j}).
It follows that
det (C(Q)) = (xξ − xj) · det (C(Q
′)) ,
where Q′ = {xk−2(x−xξ), x
k−3(x−xξ), . . . , x(x−xξ), x−xξ, p(S\{j})}. We
keep repeating this process until we obtain the empty set from S and we
obtain
det (C(Q)) =
∏
i∈S
(xξ − xi).
Combining Lemma 2.2 and Lemma 2.3, we have Theorem 2.4 below.
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Theorem 2.4. Let S = {S1, S2, . . . , Sk} be a multiset system such that for
each i ∈ [k], we have |Si| 6 k − 1 and all elements of Si are from the set
[n]. Let P = {p(S1), p(S2), . . . , p(Sk)} ⊆ Fq(x1, . . . , xn)[x]. Suppose that,
for all i ∈ [k], we have
∣∣∣⋂ij=1 Sj∣∣∣ > k − i. Suppose also that there exist
ξ1, . . . , ξk−1 ∈ [n] (not necessarily distinct) such that, for all i ∈ [k], the
multiset Ti = {ξ1, . . . , ξk−i} is contained in the intersection
⋂i
j=1 Sj. Then
det (C(P )) =
k∏
i=2
∏
j∈Si\Ti
(xξk−i+1 − xj).
Proof. Note that ξi ∈
⋂k−i
j=1 Sj for all i ∈ [k − 1]. Using Lemma 2.2, we
repeatedly factorise det (C(P )) and Lemma 2.3 gives us the formula for each
factor.
We will utilise the construction of Reed-Solomon codes for our next results
(see [6]). A Reed-Solomon code of length n and dimension k over finite field
Fq is the k-dimensional subspace of F
n
q given by CRS = {(p(a1), . . . , p(an)) :
deg(p(x)) < k}, where p(x) are polynomials over Fq with degree less than
k and the evaluation points a1, . . . , an ∈ Fq are all distinct. The codeword
associated with p(x) is (p(a1), . . . , p(an)). Since a Reed-Solomon code is an
MDS code, any of its generator matrices is an MDS matrix.
Let p1, . . . , pk be polynomials over Fq with degree less than k. Given
an n-subset {a1, . . . , an} of Fq, define the matrix A = A({a1, . . . , an}) by
Ai,j = pi(aj) for all i ∈ [k] and j ∈ [n]. If p1, . . . , pk are linearly in-
dependent over Fq then, for any n-subset {a1, . . . , an} of Fq, the matrix
A = A({a1, . . . , an}) is a generator matrix of a Reed-Solomon code. In
particular A is an MDS matrix. Using Lemma 2.1, we have that if the deter-
minant of C({p1, . . . , pk}) is nonzero in Fq then, for any n-subset {a1, . . . , an}
of Fq, the matrix A({a1, . . . , an}) is an MDS matrix.
Now we can state our first main result.
Theorem 2.5. Let S = {S1, . . . , Sk} be a set system where Si ⊆ [n] for all
i ∈ [k]. Suppose S satisfies the MDS condition and, for all i ∈ [k], we have∣∣∣⋂ij=1 Sj∣∣∣ = k− i. Then for any finite field Fq with q > n, there exists a k×n
MDS matrix A over Fq such that Ai,j = 0 if and only if j ∈ Si.
Proof. Let Fq be a finite field with q > n. Without loss of generality, assume
that
⋂i
j=1 Sj = [k − i] for all i ∈ [k]. Let P = {p(S1), p(S2), . . . , p(Sk)}. By
5
Theorem 2.4, we have
det (C(P )) =
k∏
i=2
∏
j∈Si\[k−i]
(xk−i+1 − xj).
For 2 6 i 6 k, we have k − i + 1 /∈ Si\[k − i] since S satisfies the MDS
condition. Note that the value of det (C(P )) will be nonzero in Fq as long as
we substitute distinct elements of Fq for x1, x2, . . . , xn.
Fix a subset {a1, a2, . . . , an} ⊆ Fq. For all i ∈ [n], we set xi = ai. Under
this substitution we obtain a new set of polynomials R = {r1, r2, . . . , rk} ⊆
Fq[x] where ri(x) =
∏
λ∈Si
(x − aλ) for each i ∈ [k]. Hence det (C(R)) is
nonzero in Fq and therefore R is linearly independent over Fq.
Now we can construct a k × n MDS matrix A where Ai,j = ri(aj) for all
i ∈ [k] and j ∈ [n]. Let i ∈ [k] and let j ∈ [n]. If j ∈ Si then obviously
Ai,j = ri(aj) = 0. Suppose j /∈ Si. Then Ai,j = ri(aj) =
∏
λ∈Si
(aj − aλ) is
nonzero. Therefore, we also have that Ai,j = 0 if and only if j ∈ Si.
Example 1. Let n = 7 and let S = {S1, S2, S3, S4} where S1 = {1, 2, 3},
S2 = {1, 2, 6}, S3 = {1, 5, 7}, and S4 = {3, 4, 5}. Note that |S1| = 3,
|S1 ∩ S2| = 2, |S1 ∩ S2 ∩ S3| = 1, and |S1 ∩ S2 ∩ S3 ∩ S4| = 0. For q = n = 7,
we will construct a 4 × 7 MDS matrix A over F7 such that Ai,j = 0 if and
only if j ∈ Si. Let P = {p1, p2, p3, p4} where
p1(x) = (x− x1)(x− x2)(x− x3)
p2(x) = (x− x1)(x− x2)(x− x6)
p3(x) = (x− x1)(x− x5)(x− x7)
p4(x) = (x− x3)(x− x4)(x− x5).
We have
det (C(P )) = det


1 −(x1 + x2 + x3) x1x2 + x1x3 + x2x3 −x1x2x3
1 −(x1 + x2 + x6) x1x2 + x1x6 + x2x6 −x1x2x6
1 −(x1 + x5 + x7) x1x5 + x1x7 + x5x7 −x1x5x7
1 −(x3 + x4 + x5) x3x4 + x3x5 + x4x5 −x3x4x5


= (x1 − x3)(x1 − x4)(x1 − x5)(x2 − x5)(x2 − x7)(x3 − x6).
Note that the value of det (C(P )) will be nonzero in F7 as long as we sub-
stitute distinct elements of F7 for x1, x2, . . . , x7. Let Fq = Z7 = {a1, . . . , a7}
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where a1 = 1, a2 = 0, a3 = 3, a4 = 6, a5 = 5, a6 = 2, a7 = 4. For all i ∈ [7],
we set xi = ai. Under this substitution, we have a new set of polynomials
R = {r1, r2, r3, r4} where r1(x) = (x − 1)x(x − 3), r2(x) = (x − 1)x(x − 2),
r3(x) = (x − 1)(x − 5)(x − 4), and r4(x) = (x − 3)(x − 6)(x − 5). The
determinant of C(R) is nonzero in Z7 and our 4× 7 MDS matrix A over Z7
is
A =


0 0 0 6 5 5 5
0 0 6 1 4 0 3
0 1 4 3 0 6 0
2 1 0 0 0 2 2

 .
We remark that the top left hand of A is a triangle of zeros; this is the
structure imposed by the assumption of Theorem 2.5.
Using ideas similar to those used in the proof of Theorem 2.5, we establish
our second main result.
Theorem 2.6. Let S = {S1, . . . , Sk} be a set system where Si ⊆ [n] for all
i ∈ [k]. Suppose for all i ∈ [k], we have |Si| 6 i − 1. Then for any finite
field Fq with q > n+1, there exists a k×n MDS matrix A over Fq such that
Ai,j = 0 if and only if j ∈ Si.
Proof. Let Fq be a finite field with q > n + 1. Observe that |Si| 6 i − 1
for all i ∈ [k] implies that S satisfies the MDS condition. For each i ∈
[k], define the multiset Ui = Si ∪ {n+ 1, . . . , n+ 1︸ ︷︷ ︸
k−i
} so |Ui| 6 k − 1. Let
P = {p(U1), p(U2), . . . , p(Uk)}. Note that
⋂i
j=1 Uj = {n + 1, . . . , n+ 1︸ ︷︷ ︸
k−i
} for
all i ∈ [k]. By Theorem 2.4, we have
det (C(P )) =
k∏
i=2
∏
j∈Si
(xn+1 − xj).
For 2 6 i 6 k and j ∈ Si, we clearly have j 6= n + 1. Note that the value of
det (C(P )) will be nonzero in Fq as long as we substitute distinct elements
of Fq for x1, x2, . . . , xn+1.
Fix a subset {a1, a2, . . . , an+1} ⊆ Fq. For all i ∈ [n+1], we set xi = ai. Un-
der this substitution we obtain a new set of polynomialsR = {r1, r2, . . . , rk} ⊆
Fq[x] where ri(x) = (x − an+1)
k−i
∏
λ∈Si
(x − aλ) for each i ∈ [k]. Hence
det (C(R)) is nonzero in Fq and therefore R is linearly independent over Fq.
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Now we can construct a k × n MDS matrix A where Ai,j = ri(aj) for all
i ∈ [k] and j ∈ [n]. Let i ∈ [k] and let j ∈ [n]. If j ∈ Si then obviously Ai,j =
ri(aj) = 0. Suppose j /∈ Si. Thus Ai,j = ri(aj) = (aj−an+1)
k−i
∏
λ∈Si
(aj−aλ)
is nonzero. Therefore, we also have that Ai,j = 0 if and only if j ∈ Si.
Example 2. Let n = 6 and let S = {S1, S2, S3, S4} where S1 = ∅, S2 = {3},
S3 = {2, 5}, and S4 = {1, 4, 6}. Note that |S1| = 0, |S2| 6 1, |S3| 6 2, and
|S4| 6 3. For q = n + 1 = 7, we will construct a 4 × 6 MDS matrix A over
F7 such that Ai,j = 0 if and only if j ∈ Si.
Let U1 = {7, 7, 7}, U2 = {3, 7, 7}, U3 = {2, 5, 7}, and U4 = {1, 4, 6}. Let
P = {p1, p2, p3, p4} where
p1(x) = (x− x7)
3
p2(x) = (x− x3)(x− x7)
2
p3(x) = (x− x2)(x− x5)(x− x7)
p4(x) = (x− x1)(x− x4)(x− x6).
We have
det (C(P )) = det


1 −3x7 3x7
2 −x7
3
1 −(x3 + 2x7) x7
2 + 2x3x7 −x3x7
2
1 −(x2 + x5 + x7) x2x5 + x2x7 + x5x7 −x2x5x7
1 −(x1 + x4 + x6) x1x4 + x1x6 + x4x6 −x1x4x6


= (x7 − x1)(x7 − x2)(x7 − x3)(x7 − x4)(x7 − x5)(x7 − x6).
Note that the value of det (C(P )) will be nonzero in F7 as long as we sub-
stitute distinct elements of F7 for x1, x2, . . . , x7. Let Fq = Z7 = {a1, a2, . . . , a7}
where a1 = 6, a2 = 4, a3 = 0, a4 = 3, a5 = 2, a6 = 5, a7 = 1. For
all i ∈ [7], we set xi = ai. Under this substitution, we have a new set of
polynomials R = {r1, r2, r3, r4} where r1(x) = (x − 1)
3, r2(x) = x(x − 1)
2,
r3(x) = (x−4)(x−2)(x−1), r4(x) = (x−6)(x−3)(x−5). The determinant
of C(R) is nonzero in Z7 and our 4× 7 MDS matrix A over Z7 is
A =


6 6 6 1 1 1
3 1 0 5 2 3
5 0 6 5 0 5
0 2 1 0 2 0

 .
We remark that the i-th row of A has at most i− 1 zeros for i ∈ {1, . . . , 4};
this is the structure imposed by the assumption of Theorem 2.6.
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To complete this section, we consider an example that motivates a search
for possible extensions of Theorem 2.5 and Theorem 2.6.
Example 3. Let n = 7 and let S = {S1, S2, S3, S4} where S1 = {1, 5, 6},
S2 = {1, 3, 5}, S3 = {2, 6, 7}, and S4 = {2, 4, 7}. Let P = {p1, p2, p3, p4}
where
p1(x) = (x− x1)(x− x5)(x− x6)
p2(x) = (x− x1)(x− x3)(x− x5)
p3(x) = (x− x2)(x− x6)(x− x7)
p4(x) = (x− x2)(x− x4)(x− x7).
Here S satisfies the MDS condition but it does not satisfy the assumptions
of Theorem 2.5 or Theorem 2.6. However, the determinant of C(P ) splits
into linear factors just like in the previous two examples. Indeed, we have
det (C(P )) = det


1 −(x1 + x5 + x6) x1x5 + x1x6 + x5x6 −x1x5x6
1 −(x1 + x3 + x5) x1x3 + x1x5 + x3x5 −x1x3x5
1 −(x2 + x6 + x7) x2x6 + x2x7 + x6x7 −x2x6x7
1 −(x2 + x4 + x7) x2x4 + x2x7 + x4x7 −x2x4x7


= (x1 − x2)(x1 − x7)(x2 − x5)(x3 − x6)(x5 − x7)(x6 − x4).
Note that the value of det (C(P )) will be nonzero in Fq as long as we
substitute distinct elements of Fq for x1, x2, . . . , x7. Consequently, for any
finite field Fq with q > 7, we can construct a 4 × 7 MDS matrix A over Fq
such that Ai,j = 0 if and only if j ∈ Si. As an example, we will construct
such MDS matrix A for q = 7. Let Fq = Z7 = {a1, . . . , a7} where a1 = 2,
a2 = 5, a3 = 0, a4 = 1, a5 = 4, a6 = 3, a7 = 6. For all i ∈ [7], we
set xi = ai. Under this substitution, we have a new set of polynomials
R = {r1, r2, r3, r4} where r1(x) = (x−2)(x−4)(x−3), r2(x) = (x−2)x(x−4),
r3(x) = (x−5)(x−3)(x−6), r4(x) = (x−5)(x−1)(x−6). The determinant
of C(R) is nonzero in Z7 and our 4× 7 MDS matrix A over Z7 is
A =


0 6 4 1 0 0 3
0 1 0 3 0 4 6
2 0 1 2 2 0 0
5 0 5 0 6 5 0

 .
Furthermore, the matrix A is sparsest and balanced in the sense discussed
in [1, 6, 11]. This example suggests that it would be interesting to study sets
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of polynomials having the property that the determinant of the coefficient
matrix splits into linear factors.
3 A generalisation of the GM-MDS Conjec-
ture
In this section we introduce the conjecture of Lovett [8, Conjecture 1.5]. Let
Fq be a finite field where q is a prime power and let N = {0, 1, 2, . . .} be
the set of non-negative integers. Let v ∈ Nn be a vector. Denote by v(i)
the i-th coordinate of v and define |v| :=
∑n
i=1 v(i). For a set of vectors
V = {v1, . . . ,vm} and a subset I ⊆ [m], define µV(I) as
µV(I) = (mini∈Ivi(1), . . . ,mini∈Ivi(n)).
Given a parameter k > |v|, define a set of polynomials in Fq(x1, . . . , xn)[x]:
P (k,v) :=

∏
j∈[n]
(x− xj)
v(j)xe : e = 0, . . . , k − 1− |v|

 .
For a set of vectors V = {v1, . . . ,vm} ⊆ N
n we define the (multi)set
P (k,V) = P (k,v1) ∪ · · · ∪ P (k,vm).
Observe that
|P (k,V)| = |P (k,v1)|+ · · ·+ |P (k,vm)|.
Definition 3.1 (Property V (k) [8, Definition 1.4]). Let k,m, n > 1 be in-
tegers and let V = {v1, . . . ,vm} ⊆ N
n. We say that V satisfies V (k) if it
satisfies:
(I) |vi| 6 k − 1 for all i ∈ [m].
(II) For all I ⊆ [m] nonempty,
∑
i∈I(k − |vi|) + |µV(I)| 6 k.
The definition of property Vl(k) below is a slight modification of Definition
1.6 (Property V ∗(k)) in [8].
Definition 3.2 (Property Vl(k)). Let k,m, n > 1 and l > 0 be integers where
n > l and let V = {v1, . . . ,vm} ⊆ N
n. We say that V satisfies Vl(k) if it
satisfies V (k), and additionally it satisfies:
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(III) vi ∈ {0, 1}
n−l × Nl for all i ∈ [m].
Note that if V satisfies Vl(k), then V satisfies Vl′(k) for any l
′ where
l 6 l′ 6 n. The remainder of this paper is on the following conjecture of
Shachar Lovett.
Conjecture 1 (Conjecture 1.5 in [8]). Let k,m, n > 1 be integers and let
V = {v1, . . . ,vm} ⊆ N
n. Assume that V satisfies V (k). Then the polynomials
in P (k,V) are linearly independent over Fq(x1, . . . , xn).
We will show that Conjecture 1 is false in general.
Note that if V satisfies V (k) then V satisfies Vl(k) for some l 6 n. Conjec-
ture 2 below is an analogous formulation of Conjecture 1 in terms of property
Vl(k).
Conjecture 2. Let k,m, n > 1 and l > 0 be integers where n > l and let
V = {v1, . . . ,vm} ⊆ N
n. Assume that V satisfies Vl(k). Then the polynomials
in P (k,V) are linearly independent over Fq(x1, . . . , xn).
The case l = 0 corresponds to the GM-MDS conjecture since multiple
roots are not included in this case. Lovett proved Theorem 3.3 below, which
corresponds to l = 1.
Theorem 3.3 (See Theorem 1.7 in [8]). Let k,m, n > 1 be integers and let
V = {v1, . . . ,vm} ⊆ N
n. Assume that V satisfies V1(k). Then the polynomi-
als in P (k,V) are linearly independent over Fq(x1, . . . , xn).
We will show that Conjecture 2 is true for l = 2 (see Section 5). How-
ever, in Section 4 below, we provide constructions for counterexamples to
Conjecture 2 for all l > 3.
4 Counterexamples to Conjecture 1
In this section we show that Conjecture 1 is false in general. More precisely,
we show that, for all l > 3, there exists V ⊆ Nn for some n > l such that
V satisfies Vl(k) for some k > 1, but P (k,V) is linearly dependent over
Fq(x1, . . . , xn).
Let k = m = 2b and n = 2b − 1 where b > 2 is an integer. Let Wb =
{w1, . . . ,w2b} ⊆ N
2b−1 where
wi(j) =
{
2b− 1 if j = i,
0 otherwise,
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for i ∈ [2b − 1] and w2b = (1, 1, . . . , 1). We will show that the set Wb
satisfies V2b−1(2b) but the polynomials in P (2b,Wb) are linearly dependent
over Fq(x1, x2, . . . , x2b−1). Note that q does not depend on b so Fq could be
any finite field.
First we show that the set Wb satisfies V2b−1(2b).
Proposition 4.1. Let b > 2 be an integer. Then the set Wb satisfies
V2b−1(2b).
Proof. For any i ∈ [2b], we have |wi| = 2b − 1 so Wb satisfies (I). Since
Wb ⊆ N
2b−1 then Wb also satisfies (III). Now let I ⊆ [2b]. Note that (II)
always holds if |I| = 1 so assume |I| > 1. Suppose |I| = 2. If 2b /∈ I then
µWb(I) = 0 and hence∑
i∈I
(2b− |wi|) + |µWb(I)| = |I|+ 0 = 2 6 2b.
If 2b ∈ I then |µWb(I)| = 1 and hence∑
i∈I
(2b− |wi|) + |µWb(I)| = |I|+ 1 = 3 6 2b.
Suppose 3 6 |I| 6 2b. Then µWb(I) = 0 and hence∑
i∈I
(2b− |wi|) + |µWb(I)| = |I|+ 0 = |I| 6 2b.
In any case, Wb satisfies (II). Therefore, Wb satisfies V2b−1(2b).
Let x1, x2, . . . , x2b−1 be formal variables and consider the polynomials
p1, . . . , p2b ∈ Fq(x1, . . . , x2b−1)[x], where pi(x) = (x − xi)
2b−1 for i ∈ [2b − 1]
and p2b(x) =
∏2b−1
i=1 (x−xi). Clearly, we have P (2b,Wb) = {p1, . . . , p2b−1, p2b}.
Proposition 4.2. The polynomials in P (2b,Wb) are linearly dependent over
Fq(x1, x2, . . . , x2b−1).
In fact, in the above proposition, the finite field Fq can be replaced by
the ring of integers Z.
Proof. Let ej−1 denote the elementary symmetric polynomial in the 2b − 1
variables x1, . . . , x2b−1 with degree j−1 where j ∈ [2b]. Then the polynomials
12
in P (2b,Wb) are linearly dependent over Fq(x1, . . . , x2b−1) if and only if the
rank of the following 2b× 2b matrix
M = C (P (2b,Wb)) =


1 −(2b− 1)x1 · · · −x1
2b−1
1 −(2b− 1)x2 · · · −x2
2b−1
...
...
. . .
...
1 −(2b− 1)x2b−1 · · · −x2b−1
2b−1
e0 −e1 · · · −e2b−1


is less than 2b. Alternatively, for all i, j ∈ [2b], we can write the elements of
M as
Mij =
{(
2b−1
j−1
)
(−xi)
j−1 if 1 6 i 6 2b− 1,
(−1)j−1ej−1 if i = 2b.
For j ∈ [b], define c(j) to be the integer such that(
2b− 1
j − 1
)
c(j) = lcm
((
2b− 1
0
)
,
(
2b− 1
1
)
, . . . ,
(
2b− 1
b− 1
))
.
And, for j ∈ {b+ 1, . . . , 2b}, let c(j) = c(2b + 1 − j). It follows that
gcd (c(1), c(2), . . . , c(2b)) = 1. Now we define a 2b× 1 vector u where
u(j) = c(j)e2b−j
for all j ∈ [2b]. Note that, over any finite field Fq, not all of the c(j) can
be zero since gcd (c(1), c(2), . . . , c(2b)) = 1. Next we will show that u is a
(right) null vector of M .
Let i = 2b. Then
2b∑
j=1
Miju(j) =
2b∑
j=1
(−1)j−1ej−1u(j).
Let j ∈ [b] so 2b+1− j ∈ {b+ 1, . . . , 2b}. It is clear that c(j) = c(2b+1− j)
and, since j − 1 and 2b− j have opposite parity, we have
(−1)j−1ej−1u(j) + (−1)
2b−je2b−ju(2b+ 1− j) = 0.
13
Therefore, if i = 2b then
2b∑
j=1
Miju(j) =
2b∑
j=1
(−1)j−1ej−1u(j)
=
b∑
j=1
[
(−1)j−1ej−1u(j) + (−1)
2b−je2b−ju(2b+ 1− j)
]
= 0. (1)
On the other hand, let i ∈ [2b− 1]. Then
2b∑
j=1
Miju(j) =
2b∑
j=1
(
2b− 1
j − 1
)
(−xi)
j−1u(j)
=
2b∑
j=1
(
2b− 1
j − 1
)
c(j)(−xi)
j−1e2b−j .
Using the symmetry of binomial coefficients, we have(
2b− 1
j − 1
)
c(j) = lcm
((
2b− 1
0
)
,
(
2b− 1
1
)
, . . . ,
(
2b− 1
b− 1
))
for all j ∈ [2b]. Thus, we obtain
2b∑
j=1
Miju(j) = lcm
((
2b− 1
0
)
,
(
2b− 1
1
)
, . . . ,
(
2b− 1
b− 1
)) 2b∑
j=1
(−xi)
j−1e2b−j .
Observe that
2b∑
j=1
(−xi)
j−1e2b−j = (x1 − xi)(x2 − xi) · · · (x2b−1 − xi) = 0
since i ∈ [2b− 1]. Therefore, if i ∈ [2b− 1] then
2b∑
j=1
Miju(j) = 0. (2)
Combining (1) and (2), we obtain Mu = 0 and hence u is a null vector of
the matrix M . Therefore, we conclude that the rank of M is less than 2b,
which means that the polynomials in P (2b,Wb) are linearly dependent over
Fq(x1, . . . , x2b−1).
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Example 4. By Proposition 4.1, the set W2 = {(3, 0, 0), (0, 3, 0), (0, 0, 3),
(1, 1, 1)} satisfies V3(4) but, by Proposition 4.2, the polynomials (x−x1)
3,(x−
x2)
3,(x−x3)
3,(x−x1)(x−x2)(x−x3) are linearly dependent over Fq(x1, x2, x3).
This gives us a counterexample to Conjecture 1 and Conjecture 2 for l = 3.
Example 5. Let Y = {(1, 3, 0, 0), (1, 0, 3, 0), (1, 0, 0, 3), (1, 1, 1, 1)}. It is easy
to check that Y satisfies Vl(5) for l = 3, 4. However, from Example 4,
it follows that the polynomials (x − x1)(x − x2)
3,(x − x1)(x − x3)
3,(x −
x1)(x − x4)
3,(x − x1)(x − x2)(x − x3)(x − x4) are linearly dependent over
Fq(x1, x2, x3, x4).
In general, given any l > 3, let m = 4 and take any k, n where n > l and
n = k − 1. Let
V = {(1, . . . , 1︸ ︷︷ ︸
n−3
, 3, 0, 0), (1, . . . , 1︸ ︷︷ ︸
n−3
, 0, 3, 0), (1, . . . , 1︸ ︷︷ ︸
n−3
, 0, 0, 3), (1, . . . , 1︸ ︷︷ ︸
n
)}.
We have that V satisfies Vl(k) but the polynomials in P (k,V) are linearly
dependent over Fq(x1, x2, . . . , xn). We could also apply similar construction
for other values of b > 2.
5 The special case of Conjecture 2 when l = 2
In this section we show that the special case of Conjecture 2 is true for l 6 2.
We will prove the following.
Theorem 5.1. Let k,m > 1 and n > 2 be integers and let V = {v1, . . . ,
vm} ⊆ N
n. Assume that V satisfies V2(k). Then the polynomials in P (k,V)
are linearly independent over Fq(x1, . . . , xn).
To prove Theorem 5.1, following [8], we will apply the method of mini-
mal counterexample. The minimality here is with respect to the parameters
(n, k,m, d) in the lexicographical order where d = |P (k,V)|. We will use the
lemmas below to complete our proof of Theorem 5.1. We omit the proofs of
Lemma 5.2, Lemma 5.3, and Lemma 5.4, which are very similar to the proofs
of the corresponding lemmas in [8].
Given two vectors v,w ∈ Nn we write v 6 w if v(i) 6 w(i) for all i ∈ [n].
We require three lemmas proved in [8].
15
Lemma 5.2 (See Lemma 2.1 in [8]). Suppose V = {v1, . . . ,vm} ⊆ {0, 1}
n−2×
N
2 is a minimal counterexample to Theorem 5.1. Then there do not exist
distinct i, j ∈ [m] such that vi 6 vj.
Lemma 5.3 (See Lemma 2.2 in [8]). Suppose V = {v1, . . . ,vm} ⊆ {0, 1}
n−2×
N
2 is a minimal counterexample to Theorem 5.1. Then |µV([m])| = 0.
Suppose V satisfies V (k). A subset I ⊆ [m] is called tight for V if
∑
i∈I(k−
|vi|) + |µV(I)| = k, that is, we have equality in (II).
Lemma 5.4 (See Lemma 2.4 in [8]). Suppose V = {v1, . . . ,vm} ⊆ {0, 1}
n−2×
N
2 is a minimal counterexample to Theorem 5.1. If I ⊆ [m] is tight for V,
then |I| = 1 or |I| = m.
Lemma 5.5. Let k,m > 1 and n > 2 be integers. Suppose V = {v1, . . . ,vm}
⊆ {0, 1}n−2 × N2 is a minimal counterexample to Theorem 5.1. Then, for
some α, β ∈ N, the set V contains the vectors
(1, . . . , 1︸ ︷︷ ︸
n−2
, α, 0) and (1, . . . , 1︸ ︷︷ ︸
n−2
, 0, β).
Moreover, they are unique in V with respect to having n-th or (n−1)-th entry
equal to 0.
Proof. First assume n = 2. By Lemma 5.3, we know that for some α, β ∈ N,
the vectors (α, 0) and (0, β) are in V. Furthermore, by Lemma 5.2, if for
some α′ ∈ N the vector (α′, 0) is in V then (α′, 0) = (α, 0). Similarly, if for
some β ′ ∈ N the vector (0, β ′) is in V then (0, β ′) = (0, β).
Now assume n > 3. By Lemma 5.3, we know that there exists i′ ∈ [m]
such that vi′(n) = 0. We will show that vi′ = (1, . . . , 1, α, 0) for some
α ∈ N. Suppose (for a contradiction) that there exists j′ ∈ [n− 2] such that
vi′(j
′) = 0. Without loss of generality, assume that i′ = m and j′ = n − 2.
Let us define a new set of vectors V ′ = {v′1, . . . ,v
′
m} ⊆ N
n−1 where
v′i = (vi(1), . . . ,vi(n− 3),vi(n− 2) + vi(n),vi(n− 1))
for all i ∈ [m]. It is clear that V ′ has properties (I) and (III). To prove that
V ′ satisfies (II), we use the same steps as in the proof of Lemma 2.5 in [8].
For completeness we include these steps below.
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Let I ⊆ [m]. Clearly (II) holds if |I| = 1, so suppose |I| > 1. We have∑
i∈I
(k − |v′i|) + |µV ′(I)| =
∑
i∈I
(k − |vi|) + |µV(I)|+ δ, (3)
where δ = mini∈I(vi(n−2)+vi(n))−mini∈Ivi(n−2)−mini∈Ivi(n). Suppose
|I| < m so, by Lemma 5.4, the subset I is not tight for V. Thus∑
i∈I
(k − |vi|) + |µV(I)| 6 k − 1.
Note that vi(n − 2) ∈ {0, 1} for all i ∈ I since V satisfies (III). It follows
that mini∈I(vi(n− 2)+vi(n)) 6 mini∈I(1+vi(n)) = 1+mini∈Ivi(n). Hence
δ 6 1−mini∈Ivi(n− 2) 6 1. From (3) we obtain∑
i∈I
(k − |v′i|) + |µV ′(I)| 6 k − 1 + δ 6 k.
Now suppose |I| = m. Here we have vm(n − 2) = vm(n) = 0. This implies
that δ = 0 and, from (3), we find that∑
i∈I
(k − |v′i|) + |µV ′(I)| =
∑
i∈I
(k − |vi|) + |µV(I)| 6 k.
In any case, the set V ′ satisfies (II). Therefore V ′ satisfies V2(k) and V
′ has
parameters (n− 1, k,m, d).
Observe that each polynomial in P (k,V ′) can be obtained from a poly-
nomial in P (k,V) by substituting xn−2 for xn. This operation preserves linear
dependence and hence, since P (k,V) is linearly dependent over Fq(x1, . . . , xn),
so too is P (k,V ′). But this contradicts the minimality of V. Therefore,
(1, . . . , 1, α, 0) belongs to V for some α ∈ N.
Furthermore, suppose that there exists a vector w in V such that w(n) =
0. Using the same argument as above, we can conclude thatw = (1, . . . , 1, α′, 0)
for some α′ ∈ N. By Lemma 5.2, we must have w = (1, . . . , 1, α, 0). In short,
the vector in V where its last coordinate is zero is unique and it takes the
form of (1, . . . , 1, α, 0) for some α ∈ N.
Similarly, the vector (1, . . . , 1, 0, β) is in V for some β ∈ N and there is
only one vector in V where its second to last coordinate is zero.
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Lemma 5.6. Let k,m > 1 and n > 2 be integers. Suppose V = {v1, . . . ,vm}
⊆ {0, 1}n−2×N2 is a minimal counterexample to Theorem 5.1. Then the set
V contains the vectors
(1, . . . , 1︸ ︷︷ ︸
n−2
, k − n+ 1, 0) and (1, . . . , 1︸ ︷︷ ︸
n−2
, 0, k − n+ 1).
Proof. By Lemma 5.5, we know that (1, . . . , 1, α, 0) ∈ V for some α ∈ N.
Without loss of generality, assume that vm = (1, . . . , 1, α, 0). By (I), we have
n− 2 + α 6 k − 1. Assume towards a contradiction that n− 2 + α 6 k − 2.
Let us define a new set of vectors V ′ = {v′1, . . . ,v
′
m} ⊆ N
n where
v′1 = v1, . . . ,v
′
m−1 = vm−1,v
′
m = (1, . . . , 1, α, 1).
Note that if n−2+α 6 k−2 then k−α−n > 0. Hence |P (k,v′m)| = k−(n−
1 + α) = k − n− α + 1 > 1 so there is at least one polynomial in P (k,v′m).
Clearly V ′ satisfies (III) and, by our assumption, |v′m| = n− 1 + α 6 k − 1.
Hence V ′ also satisfies (I).
Now consider a subset I ⊆ [m]. If m /∈ I then V ′ clearly satisfies (II).
Otherwise, assume that m ∈ I. Since vm = (1, . . . , 1, α, 0) is the unique
vector in V with last coordinate zero, we have |µV ′(I)| = |µV(I)| + 1. We
also have |P (k,v′m)| = |P (k,vm)| − 1 and thus∑
i∈I
(k − |v′i|) + |µV ′(I)| =
(∑
i∈I
(k − |vi|)− 1
)
+ (|µV(I)|+ 1) 6 k.
Hence V ′ satisfies V2(k).
The set V ′ has parameters (n, k,m, d − 1). By minimality of V, the
polynomials in P (k,V ′) are linearly independent over Fq(x1, . . . , xn). If we
let r = (x − xn−1)
α
∏
j∈[n−2](x − xj) then P (k,V) and P (k,V
′) ∪ {r} span
the same linear space of polynomials over Fq(x1, . . . , xn). It follows that
P (k,V ′) ∪ {r} is linearly dependent over Fq(x1, . . . , xn) while P (k,V
′) is lin-
early independent over Fq(x1, . . . , xn).
Hence we can write r as a linear combination of polynomials in P (k,V ′)
over Fq(x1, . . . , xn). However, the uniqueness of vm = (1, . . . , 1, α, 0) in V
implies that any polynomial in P (k,V ′) is divisible by (x − xn). Thus we
obtain a contradiction since (x−xn) does not divide r. Therefore, n−2+α =
k − 1, which means that (1, . . . , 1, α, 0) = (1, . . . , 1, k − n+ 1, 0).
Adopting the same method as above, we can also obtain (1, . . . , 1, 0, β) =
(1, . . . , 1, 0, k − n+ 1). Therefore, we have α = β = k − n + 1.
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Now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Suppose that there is a minimal counterexample V =
{v1, . . . ,vm} ⊆ {0, 1}
n−2 × N2. We will derive a contradiction to V being a
counterexample.
By Lemma 5.6, the vector (1, . . . , 1, k−n+1, 0) is in V. Assume without
loss of generality that vm = (1, . . . , 1, k − n+ 1, 0). Let V
′ = {v1, . . . ,vm−1}
so V ′ still satisfies V2(k). By minimality of V, the set P (k,V
′) is linearly
independent over Fq(x1, . . . , xn). Moreover, since |vm| = k − 1, we have
P (k,V) = P (k,V ′) ∪ {r} where r = (x − xn−1)
k−n+1
∏
j∈[n−2](x − xj). Any
polynomial in P (k,V ′) is divisible by (x−xn) while r is not. Since P (k,V) is
linearly dependent, we can write r as a linear combination of polynomials in
P (k,V ′) over Fq(x1, . . . , xn), which contradicts that (x− xn) does not divide
r.
Note that, for any n > 1, if V ⊆ Nn satisfies V0(k) then V satisfies
V1(k). Combining this with Theorem 3.3 and Theorem 5.1, we can state
Theorem 5.7 below.
Theorem 5.7. Let k,m, n > 1 and l > 0 be integers where n > l and let
V = {v1, . . . ,vm} ⊆ N
n. Assume that l 6 2 and V satisfies Vl(k). Then the
polynomials in P (k,V) are linearly independent over Fq(x1, . . . , xn).
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