In the reconstruction process of unknown multiple scattering objects in inverse medium scattering problems, the first important step is to effectively locate some approximate domains that contain all inhomogeneous media. Without such an effective step, one may have to take a much larger computational domain than actually needed in the reconstruction of all scattering objects, thus resulting in a huge additional computational efforts. In this work we propose a simple and efficient multilevel reconstruction algorithm to help locate an accurate position and shape of each inhomogeneous medium. Then other existing effective but computationally more demanding reconstruction algorithms may be applied in these initially located computational domains to achieve more accurate shapes of the scatter and the contrast values over each medium domain. The new algorithm exhibits several strengths: robustness against noise, requiring less incidences, fast convergence, flexibility to deal with scatterers of special shapes, and advantages in computational complexity.
Introduction
This works investigates the numerical identification of inhomogeneous medium scatterers by scattered fields. The inverse scattering problem can find wide applications in medicine, geophysics, biological studies. A large variety of numerical reconstruction methods are available in literature, such as the time-reversal multiple signal classification (MUSIC) method [8, 14] , the contrast source inversion (CSI) method [16, 17, 1] , the continuation method [2] , the subspace-based optimization method (SBOM) [4, 5] , the linear sampling or probing methods (LSM) [6, 15, 11] , the parallel radial bisection method (PRBM) [13] , etc. In order to carry out any of these methods for the reconstruction of unknown multiple scattering objects, the first important step is to effectively locate some approximate domains that contain all scattering objects. Without such an effective step, one may have to take a much larger computational domain than actually needed in the reconstruction of all scattering objects. In particular, when multiple separated objects are present, and at least two of them are far away from each other, then one may need to set an initial sampling or computational domain to be much larger in order to ensure a safe covering of all such objects. One may easily have an initial computational domain with an area or a volume of 30 or 40 times as large as the actual region required to cover all unknown inhomogeneous medium objects. A much larger computational domain results usually in a huge additional computational effort for the entire numerical reconstruction process, considering the severe ill-posedness and strong nonlinearity of inverse medium scattering problems.
So it is of great significance for the reconstruction process of an inverse medium problem to have an effective step that helps locate the initial regions that cover each of the scattering object. In addition, this first step should be less expensive computationally and easy to implement numerically. It is mostly challenging to realize this target, and to provide an acceptable initial location of each scattering object at the same time. A direct sampling method was proposed recently in [7] for the purpose. The algorithm is computationally very cheap as it involves computing only the inner product of the scattered field with fundamental solutions located at sampling points. In this work, we will propose a new algorithm for the purpose, and it is completely different from the one in [7] . This new algorithm is an iterative one, also very cheap; only three matrix-vector multiplications are needed at each iteration, without any matrix inversion or solutions of linear systems involved. Most interestingly, the algorithm can first separate all disjoint objects quickly, usually in a few iterations, then refine its approximation successively and finally provide a good approximate domain for each separate object.
It is worth mentioning that the multilevel algorithm to be presented here is essentially different in nature from the multilevel linear sampling method developed in [11] : the new method is much less sensitive to the so-called cut-off values, it works with much less incident fields, and it does not need to solve ill-posed far-field equations at sampling points. In addition, the new algorithm is robust in the presence of noise and less sensitive to the noise level. More importantly, unlike most existing methods, the new method does not involve any optimization process or matrix inversions, so it can be viewed as a direct sampling method. Another nice feature of the new algorithm is that it is self-adaptive, that is, at each iteration it can remedy the possible errors from the previous iterations. With an effective initial location of each object, we may then apply any existing efficient but computationally more demanding methods, e.g., the methods in [2] [5] [17] , for further refinement of the estimated shape of each scattering object as well as for recovery of the contrast profiles of different media.
Problem description
Consider an inverse scattering problem where the scatterer Ω, possibly consisting of several separated disjoint components, is located in a homogeneous background medium
. We assume that the scattered obstacles are illuminated successively by a number of plane wave incident fields u inc j (x), j = 1, 2, · · · , N i . For each plane wave incidence, the scattered field u sca (x The inverse scattering problem is to determine the contrast function or index of refraction, χ(x) for any point x varying in the scatterer Ω, given a set of N i N s scattering data u sca . The contrast χ has a very important property, namely it vanishes outside the scattering obstacles. For each incident field, the total field u j satisfies the Helmholtz equation [6] :
where k is the wavenumber of the homogeneous background media. The total field u j can be represented by the intergral equation [6] ,
where g(x, x ′ ) is the Green's function of the homogeneous background medium:
where
is the zero-order Hankel function of first kind. We note that the total field u may stand for the acoustic pressure in an acoustic scattering problem, or for the electric field vector in an electromagnetic scattering, or for the particle-velocity vector in an elastodynamic scattering. The scattered field is measured on the boundary of a domain S, which is sitting outside the scatterer Ω. As the scatterer Ω is unknown, we shall introduce a sampling domain D that completely cover the scatterer Ω. As the contrast function χ vanishes outside Ω, with the help of (2.2) we can write the scattered field as
For sake of convenience, we shall often introduce the contrast source function
Then we can write (2.2) and (2.3) in the following more compact forms
and u
where G D and G S are two integral operators given by
Equations (2.5) and (2.6) will be two fundamental equations for our proposed multilevel initialization algorithm.
Approximate contrast source by backpropagation
We can easily see that the support of the contrast source function w = χu describes the exact locations and geometries of all the inhomogeneous media, which generate a scattered field u sca . The aim of this work is to propose a fast and less expensive algorithm that can help locate all the inhomogeneous media and provide good initial guesses for some computationally more demanding iterative algorithms to find more accurate approximations of the contrast function χ.
Our algorithm will rely on the approximate contrast source obtained by backpropagation. Backprogation is widely used in inverse medium scatterings, see [17] [10] and the references therein. In this section we shall give a rigorous mathematical explanation of the approximate contrast source by backpropagation.
s is called the backpropagation operator and given by
We shall need the following backpropagation subspace of L 2 (D),
which is formed by all the fields generated by the backpropagation G * s on the scattered data u sca . It follows from (2.6) that
The backpropagation is to seek a best approximate solution w b to the equation (3.1) in the backpropagation subspace V b , namely
It is easy to see that the solution w b to (3.2) solves the variational system:
As w b , v b ∈ V b , we can write
for some constants λ, µ. Substituting the two expressions into (3.4) we obtain 6) which gives the approximate contrast source by backpropagation:
4 A multilevel algorithm
In this section we propose a fast multilevel algorithm to find the locations and geometries of all the inhomogeneous media, which are described by the contrast function χ in (2.1). The algorithm proceeds iteratively, and carries out two important steps at each iteration based on the two fundamental equations (2.5) and (2.6), namely the state and field equations. In the first step, we apply the backpropagation technique to compute an approximate contrast source w j corresponding to each incident u inc j (j = 1, 2, · · · , N i ). It follows from (3.7) that this approximation is given by
With these approximate contributions w j of the exact contrast source w corresponding to each incident u inc j , we approximate the contrast χ pointwise by minimizing the residual equation corresponding to the state equation (2.5), namely 2) which yields an explicit formula to compute an approximate contrast value χ(x) at every point x ∈ D when an approximate contrast source w j is available:
where the overbear denotes the complex conjugate.
Clearly both (4.1) and (4.3) are rather crude mostly, and may provide rather poor approximations for the exact contrast source w and contrast profile χ. But as it will be seen, when we combine these two poor approximations in a novel manner with some multilevel technique, it generates a very efficient and robust algorithm for locating an accurate position and shape of each inhomogeneous medium.
Our basic idea is also based on another simple observation. We know that the exact contrast function χ(x) vanishes outside the scatterer Ω, so its support provides the location and shape of the scatterer Ω, which is formed by all the inhomogeneous media. This observation, along with the previous two explicit evaluation formulae (4.1) and (4.3) and a novel multilevel technique, forms the foundation of our new multilevel sampling algorithm.
For the description of the algorithm, we first introduce two new concepts, the smallest distance and the first gap interval with index M. For a given finite positive sequence, {a 1 , a 2 , · · · , a m }, its smallest distance is the positive smallest one among all the distances between two neighboring elements, namely dist(a i , a i+1 ), i = 1, 2, · · · , m − 1. Among all these m − 1 distances, if there exists some j such that 2 ≤ j ≤ m − 1 and the distance dist(a j , a j+1 ) is M times larger than the smallest distance of the sequence {a 1 , a 2 , · · · , a j }, then [a j , a j+1 ] is called a gap interval. The first such interval is called the first gap interval. Now we are ready to state our new algorithm.
Multilevel Sampling Algorithm. We can easily see that the Multilevel Sampling Algorithm does not involve any optimization process or matrix inversions, and its major cost is to update the contrast values using the explicit formulae (4.1) and (4.3) at each iteration, and the computational sampling domain D k shrinks as the iteration goes. So the algorithm is rather simple and less expensive. In addition, as the cut-off values are basically to distinguish the homogeneous background medium where χ(x) vanishes and the inhomogeneous media where χ(x) should be essentially different from 0, so our cut-off values are rather easy to choose and insensitive to the size and physical features of scatterers. In fact, the cut-off value can start simply with zero, then it is updated automatically with the iteration. As we shall see from numerical examples in the next section, the algorithm works well with few incidents, even with one; and it is self-adaptive, namely it can recover some elements that have been removed at the previous iterations due to the computational errors. In terms of these aspects the new Multilevel Sampling Algorithm outperforms the popular linear sampling methods [15] , including the improved multilevel variant [11] .
Discretization. We end this section with a brief discussion about numerical discretization of the integrations involved in the above multilevel algorithm. We illustrate only the discretization of (2.5) and (2.6), as all other integrations involved in the algorithm can be approximated similarly. To do so, we divide the domain D into smaller rectangular or cubic elements, whose centers are denoted as x 1 , x 2 , . . . , x M . Using the coupled-dipole method (CDM) or discrete dipole approximation (DDA) [3, 9] , we can discretize (2.5) by
where A n is the area or volume of the n-th element. Similarly, we can discretize equation (2.6) at every point x ∈ S by
Numerical simulations
In this section we present several examples to test the effectiveness of our multilevel sampling algorithm. We first list the parameters that are used in our numerical simulations: the wave number k and wave length λ are taken to be k = 2π and λ = 1; the number of incidences and receivers are set to be N i = 6 and N s = 30 respectively, both equally distributed on the circle of radius 5λ; the index M of the first gap interval and the tolerance parameter ε are chosen to be 100 and 10 −3 respectively. In all the numerical simulations, random noises are added to the exact scattering data in the following form:
where r 1,j (x) and r 2,j (x) are two random numbers varying between -1 and 1, and ξ corresponds to the level of the noise, which is usually taken to be 10% unless specified otherwise. All the programs in our experiments are written in MATLAB and run on a 2.83GHz PC with 4GB memory.
Two-dimensional reconstructions
Example 1. This example shows a scatterer Ω consisting of two squares of side length 0.3λ, located respectively at (−0.3λ, −0.3λ) and (0.3λ, 0.3λ), with their contrast values being 1 and 2 respectively; see the two red squares in Figure 2(a) . We take the sampling domain D = [−1.2λ, 1.2λ] × [−1.2λ, 1.2λ], which is quite large compared to the scatterer Ω, with its area of 64 times of the area of one scatterer component. More importantly, we see that these two small objects are quite close to each other. The mesh refinement during the multilevel algorithm is carried out based on the rule h k = 0.4λ/2 k , where k is the k-th refinement, and h 0 and h k are respectively the mesh sizes of the initial mesh and the mesh after the kth refinement. The numerical reconstructions are shown in Figure 2 (b) -2(d) respectively for the 1st, 3rd and 5th iteration. One can observe from the figures that the algorithm converges very fast and provides accurate locations of the two medium components in only 5 iterations. Moreover, we can see an important advantage of the algorithm, i.e., it can separate the disjoint medium components quickly.
Example 2. This example is the same as Example 1, except that the contrast values of two medium components are now variable functions, namely
The numerical reconstructions are shown in Figure 3 (b)-3(d) for the 1st, 3rd and 6th iteration. Again, we observe from the figures that the algorithm converges fast, provides very satisfactory locations of the two medium components in only 6 iterations, and it can separate the disjoint medium components quickly. value χ(x) is 2 inside the thin annulus. The sampling domain D is taken to be a square of side length with 5.6λ, as shown in Figure 4 (a). It is easy to see the sampling domain D has an area of about 62 times as large as the one of the annulus, and the annulus has a very thin thickness, i.e., 0.2λ. The mesh refinement during the multilevel algorithm is carried out based on the rule h k = 0.4λ/2 k , where k indicates the k-th refinement and h k is the mesh size after the kth refinement. The numerical reconstructions are shown in Figure 4 (b)-4(d) for the 1st, 3rd and 4th iteration. Same as for the previous two examples, the reconstructions are quite satisfactory and the accurate locations of the scatterer can be achieved.
Reconstruction for the contrast function χ
There are many numerical reconstruction methods available in the literature for the contrast profile function χ, that are robust and more accurate than our new multilevel method. But these methods are usually more complicated technically and much more demanding computationally, as they mostly involve nonlinear optimizations and matrix inversions. Without a reasonably good initial location for each inhomogeneous medium, we may have to take a much larger sampling domain than required so these methods can be extremely time consuming, especially in three dimensions. Using the newly proposed multilevel algorithm in Section 4, we can first locate a much smaller sampling domain than usual (or the one we originally selected) in a numerical reconstruction for the contrast χ. Then we can apply any existing reconstruction algorithms for more accurate reconstructions, starting with an initial sampling domain provided by the new multilevel algorithm. This may save us a great fraction of the entire computational costs. Next we show numerical tests by combining our new multilevel method with the popular extended contrast source inversion (ECSI) method [17] . Firstly, we consider the same scatterer Ω and the set-ups as in Example 1 of Section 5.1; see Figure 5 (a). Then we apply the ECSI method [17] with mesh size h = 0.01λ to the reconstructed domain (cf. Figure 2 We apply the ECSI method [17] with mesh size h = 0.025λ to the reconstructed domain (cf. Figure 4(d) ) obtained by the multilevel algorithm. The reconstruction result is shown in Figure 5(d) . Clearly, both of the location and the values of the contrast are well reconstructed.
Three-dimensional reconstructions
Example 4. This example tests a three-dimensional scatterer Ω consisting of two small cubic components:
The two squares are quite close to each other, both with constant contrast values 2; see Figure 6 (a). We take the sampling domain to be D = [−1.2λ, 1.2λ] 3 , which is about 500 times of the volume of Ω 1 or Ω 2 . We take an initial mesh size of h 0 = 0.8λ in the multilevel algorithm. The mesh refinement during the multilevel algorithm is carried out based on the rule h k = 0.8λ/2 k , where k is the k-th refinement, and h k is the mesh size after the kth refinement. The numerical reconstructions are shown in Figure 7 . Same as for the previous two-dimensional examples, the reconstructions are quite satisfactory and the accurate locations of the scatterer can be achieved, and two inhomogeneous medium objects can be quickly separated.
Example 5. In this test we consider a torus scatterer (see Figure 6 (b)), with a contrast value 2. The torus has the following representation,
where r = 0.1λ and R = 0.4λ (R is the radius from the center of the hole to the center of the torus tube, r is the radius of the tube). The sampling doman is taken to be
, which is about 170 times of the volume of the torus. We take an initial mesh size of h 0 = 0.4λ in the multilevel algorithm. The mesh refinement during the multilevel algorithm is carried out based on the rule h k = 0.4λ/2 k , where k is the k-th refinement, and h k is the mesh size after the kth refinement. The numerical reconstructions are shown in Figure 8 . Same as for the previous two-dimensional examples, the reconstructions are quite satisfactory and the accurate locations of the scatterer can be achieved.
Concluding remarks
This work proposes a multilevel sampling algorithm which helps locate an initial computational domain for the numerical reconstruction of inhomogeneous media in inverse medium scatterings. The algorithm is an iterative process which starts with a large sampling domain, and reduces the size of the domain iteratively based on the cut-off values, which are computed adaptively by using the updated contrast source strengths and contrast values at each iteration. The iterative algorithm can be viewed actually as a direct method, since it involves only matrix-vector operations and does not need any optimization process or to solve any large-scale ill-posed linear systems. The algorithm works with very few incident fields and its cut-off values are easy to compute and insensitive to the sizes and shapes of the scatterers, as well as the noise in the data. This is a clear advantage of the algorithm over some popular existing sampling methods such as the linear sampling type methods, where the cut-off values are sensitive to the noise and difficult to choose, and the number of incident fields can not be small. In addition, the multilevel algorithm converges fast and can easily separate multiple disjoint scattering components, often with just a few iterations to find a satisfactory initial location of each object. Another nice feature of the new algorithm is that it is self-adaptive, that is, it can remedy the possible errors from the previous levels at each current level. With an effective initial location of each object, we may then apply any existing efficient but computationally more demanding methods for further refinement of the estimated shape of each scattering object as well as for recovery of the contrast profiles of different media.
