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Abstract
In this paper, we study the existence of continuous solutions over compact intervals of some nonlinear integral
equations. A special interest is devoted to the study of the existence as well as the uniqueness of nonlinear Volterra
equations.
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1. Introduction
Nonlinear integral equations (NIE) have been studied by many authors in the literature; see [1–6]. In
this note, we are interested in the study of the existence of continuous solutions of the following nonlinear
Fredholm integral equation,
x(t) = f (t) +
∫ b
a
g(t, s, x(s)) ds, −∞ < a ≤ t ≤ b < +∞, (1.1)
where f (·) ∈ C([a, b]). Usually the proof of the existence of a solution of (1.1) starts with some con-
ditions on the function g(t, s, x) as well as the limits of integration a, b and the function f (·). Based on
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these conditions, a Banach space is chosen in such a way that the existence problem is converted into a
fixed-point problem for an operator over this Banach space.
In the first part of this work, we study two cases of Eq. (1.1). In the first case, we use some conditions
on the function g(t, s, x) and we require that g(t, s, x) be bounded w.r.t. x . Then, we use Schaefer’s
fixed-point theorem [7] and prove the existence of a solution belonging to C([a, b]). In the second case,
we replace the strong condition that g(t, s, x) is bounded w.r.t. x by a weaker condition. To prove the
existence of a continuous solution of (1.1) in this case, we introduce a new norm ‖ · ‖µ over the space
C([a, b]) and use Schauder’s fixed-point theorem.
In the second part of this work, we study the following nonlinear Volterra equation,
x(t) = f (t) +
∫ t
a
g(t, s, x(s)) ds,= f (t) + T x(t) −∞ < a ≤ t ≤ b < +∞, (1.2)
where f (·) ∈ C([a, b]). The main tool in the proof of the existence of a solution of (1.2) is the
Leray–Schauder principle combined with Gronwall’s inequality. Also, we prove the uniqueness of the
solution of (1.2) by showing that there exists an n ∈ N such that T n is a contraction on some closed ball
of C([a, b]) containing the possible solutions of (1.2).
This note is organized as follows. In Section 2, we give some preliminaries on completely continuous
operators over Banach spaces, Schaefer and Schauder fixed-point theorems and the Leray–Schauder
principle. These preliminaries are used in the proofs of the different existence results. Also, we prove the
existence of continuous solutions of (1.1). In Section 3, we investigate the existence and uniqueness of
the solution of the nonlinear Volterra equation (1.2).
2. Existence of continuous solutions of NIE
To prove the existence results of this work, we need the definitions and the theorems of the following
paragraph.
2.1. Preliminaries
The main tool in the existence proof of a solution of (1.1) is the Schaefer fixed-point theorem. Since
this theorem is based on the concept of completely continuous operators over a Banach space, we need
the following definition of completely continuous operators.
Definition 1 (Completely Continuous Operator). Let X be a Banach space. An operator T : X → X is
called totally bounded if for every bounded subset S of X , T (S) is compact. Moreover, T is said to be
completely continuous over X if it is continuous and totally bounded over X .
Since our Banach space is C([a, b]), then the following version of the Ascoli–Arzelà theorem is very
useful in proving the total boundedness of our proposed operator.
Theorem 1 (Ascoli–Arzelà’s Theorem). Let X be a compact Hausdorff space. If F is an equicontinuous
and pointwise bounded subset of C(X), then F is totally bounded.
At this stage, we are ready to state the following Schaefer fixed-point theorem that will be used to
prove an existence result for the first case of (1.1).
Theorem 2 (Schaefer’s Fixed-point Theorem). Let X be a Banach space and let T : X → X be a
completely continuous operator. Then either:
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(i) The operator equation x = λT x has a solution for λ = 1.
or
(ii) The set E = {x ∈ X; x = λT x, λ ∈ ]0, 1[} is unbounded.
As it will be seen in the next paragraph, the existence of a solution of the second case of (1.1) can be
obtained by the use of Schauder’s fixed-point theorem. This theorem is given as follows.
Theorem 3 (Schauder’s Fixed-point Theorem). Let K be a closed, convex and bounded subset of a
Banach space X. If T ∈ C(K , K ), then T has at least one fixed point.
The existence of a solution of (1.2) is done by the use of the Leray–Schauder principle given by the
following theorem.
Theorem 4 (Leray–Schauder’s Principle). Let (X, | · |) be a Banach space and suppose that T ∈
C(X, X). Suppose that any solution x of x = λT x, 0 ≤ λ ≤ 1, satisfies the a priori bound |x| ≤ M for
some constant M > 0, then T has a fixed point.
2.2. Existence results for NIE
Our first existence result is given by the following theorem.
Theorem 5. Consider the nonlinear Fredholm integral equation:
x(t) = f (t) +
∫ b
a
g(t, s, x(s)) ds, −∞ < a ≤ t ≤ b < +∞, (2.1)
where f (·) ∈ C([a, b]). Assume that the function g(t, s, x) satisfies the following conditions:
sup
(
|g(t, s, x)|,
∣∣∣∣∂g∂t (t, s, x)
∣∣∣∣
)
≤ V1(t)V2(s)φ(|x|),
∣∣∣∣∂g∂x (t, s, x)
∣∣∣∣ ≤ V1(t)V2(s)ψ(|x|), (2.2)
where V1(·) ∈ C([a, b]), V2(·) ∈ L1([a, b]), φ(·) is positive and bounded over [0,+∞[ and ψ(·) is
positive and continuous over [0,+∞[. Under the above conditions, Eq. (2.1) has a solution in C([a, b]).
Proof. We first define the operator T on C([a, b]) by:
T x(t) = f (t) +
∫ b
a
g(t, s, x(s)) ds.
The proof of the theorem is divided into two steps.
First step: In this step, we prove that T : C([a, b]) → C([a, b]) is continuous. We first show that
T x(·) ∈ C([a, b]), whenever x(·) ∈ C([a, b]). Let (tn)n be a sequence in [a, b] converging to t . Since
|T x(tn) − T x(t)| ≤ | f (tn) − f (t)| +
∫ b
a
|g(tn, s, x(s)) − g(t, s, x(s))| ds (2.3)
and
|g(tn, s, x(s)) − g(t, s, x(s))| ≤ |g(tn, s, x(s))| + |g(t, s, x(s))| ≤ [V1(tn) + V1(t)] V2(s)φ(|x(s)|)
≤2‖V1‖∞V2(s) sup
u≥0
|φ(u)| = 2‖V1‖∞V2(s)Mφ ∈ L1([a, b]),
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then using the continuity of g(t, s, x) w.r.t. t and applying the dominated convergence theorem to (2.3),
one concludes that
lim
n→+∞ |T x(tn) − T x(t)| ≤ limn→+∞ | f (tn) − f (t)| +
∫ b
a
lim
n→+∞ |g(tn, s, x(s)) − g(t, s, x(s))| ds = 0.
Hence T x(·) ∈ C([a, b]). Next, we prove that the operator T is continuous over C([a, b]). Let
(xn)n ∈ C([a, b]) be a sequence converging uniformly to x(·). Since C([a, b]) is complete, then
x(·) ∈ C([a, b]). Next, ∀t ∈ [a, b], we have
|T xn(t) − T x(t)|≤
∫ b
a
|g(t, s, xn(s)) − g(t, s, x(s))| ds
≤
∫ b
a
|xn(s) − x(s)|
∣∣∣∣∂g∂x (t, s, θs xn(s) + (1 − θs)x(s))
∣∣∣∣ ds, 0 < θs < 1,
≤‖xn − x‖∞‖V1‖∞
∫ b
a
V2(s)ψ(|θs xn(s) + (1 − θs)x(s)|).
Since xn(·) converges uniformly to x(·) ∈ C([a, b]), then ∀s ∈ [a, b], |θs xn(s)+(1−θs)x(s)| is contained
in a compact set K of [0,+∞[. Moreover, since ψ(·) is continuous over [0,+∞[, then there exists
a constant Mψ such that ∀n ∈ N and ∀s ∈ [0, 1] we have ψ(|θs xn(s) + (1 − θs)x(s)|) ≤ Mψ . By
combining the previous two inequalities, one concludes that
‖T xn − T x‖∞ ≤ ‖xn − x‖∞‖V1‖∞‖V2‖1 Mψ,
or equivalently, the operator T is continuous over the Banach space C([a, b]).
Second step: In this step, we prove that T has a fixed point in C([a, b]) by applying the Schaefer fixed-
point theorem. We first prove that T is totally bounded, By Ascoli–Arzelà’s theorem, we need only prove
that F = {T xn; n ∈ N} is equicontinuous and bounded for every uniformly bounded sequence (xn)n of
C([a, b]). Since
|T xn(t) − T xn(τ )| =
∣∣∣∣ f (t) − f (τ ) +
∫ b
a
g(t, s, xn(s)) − g(τ, s, xn(s))
∣∣∣∣ ds
≤ | f (t) − f (τ )| +
∫ b
a
|(t − τ)|
∣∣∣∣∂g∂t (t + θt (τ − t), s, xn(s))
∣∣∣∣ ds 0 < θt < 1
≤ | f (t) − f (τ )| + |t − τ | ‖V1‖∞‖V2‖1 M ′ψ,
then F is equicontinuous. Moreover, it is clear that F is bounded if (xn)n is bounded. Hence F is totally
bounded and, consequently, T is totally bounded over C([a, b]). Since we have already shown that T
is continuous, we conclude that T is completely continuous over C([a, b]). Finally, define the set E by
E = {x ∈ C([a, b]), ∃λ ∈ ]0, 1[; x = λT x}. We prove that E is bounded. Let u(·) ∈ E . Then
∀t ∈ [a, b], we have
|u(t)|= |λT u(t)| ≤ ‖ f ‖∞ +
∫ b
a
|g(t, s, u(s))| ds ≤ ‖ f ‖∞ + ‖V1‖∞‖V2‖1 sup
y≥0
|φ(y)|
≤‖ f ‖∞ + ‖V1‖∞‖V2‖1 Mφ.
Hence, the set E is bounded. Finally, by applying Schaefer’s fixed-point theorem, one concludes that T
has a fixed point in C([a, b]) or, equivalently, (2.1) has a continuous solution over [a, b].
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Condition (2.2) with bounded φ(·) is a limitation of Theorem 1. Nonetheless, by using a convenient
new norm ‖ · ‖µ and the Schauder fixed-point theorem, one can extend the result of the previous theorem
to more general nonlinear integral equations under weaker conditions. This is the subject of the next
theorem.
Theorem 6. Consider the nonlinear integral equation
x(t) = f (t) +
∫ b
a
g(t, s, x(s)) ds, −∞ < a ≤ t ≤ b < +∞. (2.4)
Assume that f (·) is bounded and g(t, s, x) satisfies the following conditions:
|g(t, s, x)| ≤ V1(t)V2(s)φ(|x|),
∣∣∣∣∂g∂x (t, s, x)
∣∣∣∣ ≤ V1(t)V2(s)ψ(|x|), (2.5)
where V1(·) is a measurable and bounded positive function, φ(·) is a positive and measurable function
satisfying the condition
sup
x≥0
φ(x)
x
= L < +∞, (2.6)
and ψ(·) is a positive and continuous function over [0,+∞[. Moreover, assume that there exists a
continuous and strictly positive function µ(·) satisfying the following condition:
‖V1 · µ‖∞
∥∥∥∥V2µ
∥∥∥∥
1
<
1
L
. (2.7)
Under these conditions, the nonlinear integral equation (2.4) has a solution in C([a, b]).
Sketch of the Proof. We first note that ‖ · ‖µ defined on X = C([a, b]) by ‖x‖µ = sup
t∈[a,b]
|µ(t)x(t)| is a
norm on X . Moreover, by using conditions on µ(·), one shows that X = (C([a, b]), ‖ · ‖µ) is a Banach
space. Next, let r ≥ 0 be a positive real number, to be fixed later on, and define a closed ball Br of X by
Br = {x ∈ C([a, b]); ‖x‖µ ≤ r}.
It is clear that Br is a closed and convex subset of X . Then, prove that the operator T associated with (2.4)
is continuous over X . Finally, show the inclusion
T (Br) ⊂ Br, ∀r ≥ ‖ f ‖µ1 − L‖V1‖µ‖V2/µ‖1 = r0.
Hence by using Schauder’s fixed-point theorem, one concludes that (2.4) has a solution in Br0 and
consequently it has a solution in C([a, b]).
Example. Consider the following nonlinear integral equation:
x(t) = f (t) +
∫ 1
0
(t + α)(s + β) ln(1 + x2(s)) ds, 0 ≤ t ≤ 1, (2.8)
where f ∈ C([0, 1]), α and β are two parameters satisfying 0 ≤ α ≤ 1 and β ≥ 0. Using the notation of
Theorem 6, one gets V1(t) = t + α, V2(s) = s + β, φ(x) = ln(1 + x2) and ψ(x) = 2x1+x2 . It is clear that
φ(·) satisfies condition (2.6) with L = 1 and ψ(·) is a continuous and positive function over [0,+∞[.
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Next, consider the function µ(t) = e−t , t ∈ [0, 1]. In this case, it is easy to check that
‖V1‖µ
∥∥∥∥V2µ
∥∥∥∥
1
= eα−1[β(e − 1) + 1].
Hence by the previous theorem, one concludes that (2.8) has a continuous solution whenever the
parameters α, β satisfy the condition
eα−1[β(e − 1) + 1] < 1
L
= 1.
3. Existence and uniqueness results for a nonlinear Volterra equation
In this section, we study the existence as well as the uniqueness of the solution of a nonlinear Volterra
equation. If in the Fredholm integral equation (2.1) we replace the upper integration limit b by the variable
t , we obtain a nonlinear Volterra equation. Under some conditions on the function g(t, s, x), the following
theorem ensures the existence of a solution of this nonlinear Volterra equation.
Theorem 7. Consider the nonlinear Volterra integral equation
x(t) = f (t) +
∫ t
a
g(t, s, x(s)) ds, −∞ < a ≤ t ≤ b < +∞, (3.1)
where f is continuous over [a, b]. Assume that g(t, s, x) satisfies the following conditions:
|g(t, s, x)| ≤ V1(t)V2(s)φ(|x|),
∣∣∣∣∂g∂x (t, s, x)
∣∣∣∣ ≤ V1(t)V2(s)ψ(|x|),
where V1(·) is a positive and continuous function over [a, b], V2(·) is a positive and integrable function
over [a, b] and ψ(·) is a positive and continuous function over [0,+∞[. Finally, assume that the function
φ(·) is positive, continuous and satisfies the condition lim
y→+∞
φ(y)
y = L < +∞. Under these conditions,
Eq. (3.1) has a continuous solution over [a, b].
Proof. See [8].
The uniqueness of the solution of the nonlinear Volterra equation (3.1) is given by the following
proposition.
Proposition 1. Consider the nonlinear Volterra equation (3.1) and assume that g(t, s, x) satisfies the
conditions of Theorem 7 with V2(·) ∈ (L1 ∩ L p)([a, b]) for some p > 1. Then (3.1) has a unique
solution.
Sketch of the Proof. The existence of a solution is ensured by Theorem 7. Also, we mention that, in
the proof of Theorem 7, we have shown that the solutions of x = T x are uniformly bounded by the
same constant M , and consequently they are contained in the closed ball BM defined by BM = {x ∈
C([a, b]); ‖x‖∞ ≤ M}. Hence, to prove the uniqueness of the solution of (3.1), it suffices to check
that there exists an n0 ∈ N such that T n0 is a contraction in BM . Next, show that ∀n ∈ N , ∀t ∈ [a, b] and
∀x(·), y(·) ∈ BM ,
|T n y(t) − T nx(t)| ≤ Cn‖y − x‖∞
n−1∏
i=1
1
q + i (t − a)
n−1+1/q .
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Consequently
‖T n y − T nx‖∞ ≤ Cn‖y − x‖∞
[
n−1∏
i=1
1
q + i
]
(b − a)n−1+1/q .
Since limn→+∞
[∏n−1
i=1
1
q+i
]
Cn(b − a)n−1+1/q = 0, then there exists an n0 ∈ N such that T n0 is a
contraction over BM and, consequently, the fixed point of T n0 is unique. Since a fixed point of T is also a
fixed point of T n0 , one concludes that the fixed point of T is also unique and, consequently, the solution
of (3.1) is unique.
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