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SUMMARY 
This dissertation is concerned with a particular type of schedul­
ing problem, one involving a human as well as a machine component. Each 
component of the system must process certain operations of some project 
but, in addition, there are other operations that can be performed by 
either. It is assumed that all operation processing times are sequence 
independent but do depend on which component processes the operation. 
Precedence constraints, defined as conditional and absolute, are 
allowed. A branch-and-bound approach is developed to treat the prob­
lem where minimum total completion time is the measure of performance. 
Suitable computational experience is given. 
A variation of this problem, called the sequence dependent prob­
lem, is also investigated. In this problem, precedence constraints are 
not present, but processing times are sequence dependent. An algorithm, 
which minimizes project duration, is developed for this problem, and 
computational results reported. 
A second variation of the problem is also discussed. This 
problem has multiple distinct processors and processing times are 
again sequence dependent. An algorithm is developed, and computational 




The discipline referred to as Operations Research is a relatively 
new one. It differs from most other scientific disciplines in that it 
is usually prescriptive in nature, rather than descriptive. Moreover, 
the impact of the so-called Operations Research approach has been 
realized in a multitude of areas, varying from traditional industrial 
production environments all the way to more contemporary realms in 
health care and social systems. 
While it is often the case that one defines the applications of 
Operations Research techniques by sectors, e.g., manufacturing, social, 
etc., it is also common to identify problem types, which often arise 
across such sector boundaries. This research centers about a problem 
which belongs to the class of problems usually referred to as combi­
natorial problems. A discussion of these problems follows. 
Combinatorial Problems 
The problems attacked in this research are of a class referred 
to as combinatorial problems. In subsequent chapters, referral to 
such problems will be made relative to the systems in which the prob­
lems arise, e.g., scheduling problem, sequencing problem, assignment 
problem, and so forth. However, it remains that the models developed 
herein deal with, at a basic level, a problem in combinatorics. It is 
important to consider some general concepts of combinatorics at this 
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point, since many such problems have similar theoretical bases, even 
though their corresponding models may reflect seemingly different 
system applications. 
Ryser [16] defines combinatorics as the analysis of the arrange­
ment of elements into sets where the elements are usually finite and 
the arrangements are restricted by constraints upon specific problems. 
One may conclude that there are four general classes of combinatorial 
problems. The classes are: (1) existence problems, (2) evaluation 
problems, (3) enumeration problems, and (4) extremization problems. 
A problem of the first class above is one of determination of the 
existence of an arrangement. If one has ascertained the existence of 
an arrangement, then its identification follows. A problem of enumera­
tion is one of determining all existing arrangements, and finally an 
extremization problem arises when the "best" arrangement is sought. 
The latter problem defines the interest of this research, relative to 
a class of combinatorial problems. 
Most combinatorial problems can be solved by total enumeration, 
since there are usually a finite number of solutions. However, this 
number becomes large for even problems with relatively few variables. 
Combinatorial problems are infamous for their explosive nature; the 
marginal contribution of an additional variable to the computational 
effort of solution may be staggering. It is such a property that has 
rendered most analyses to practical problems unwieldy. 
Consider the celebrated traveling salesman problem. Suppose 
that a salesman wishes to start from his home city and visit n other 
cities, and then return to his home city. Further suppose that he will 
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visit each intermediate city exactly once, and that he would like to 
minimize the total distance he travels. For this combinatorial prob­
lem, there are exactly (n-1)! possible routes, or tours, satisfying 
the above conditions. Thus for a problem with only eight cities, there 
are 5,040 possible tours. Adding a single city increases the number of 
tours to 40,320. 
Another well-known problem is that of job shop sequencing. Con­
sider a batch type shop with J jobs and M machines, where every job is 
M 
to be processed once and only once on each machine. There are (JJ) 
possible solutions to such a problem. Of course, some solutions may 
be infeasible, but the enormity of the problem remains. 
There are many other problems of the combinatorial variety. It 
is the subject of this research to deal with such a problem, the de­
scription of which follows in the subsequent section. 
Problem Description 
Consider a job, or project to be completed, which consists of a 
set of tasks or operations. In the simple case, suppose there is a 
single man and a single machine to complete the job. (Rather than a 
man and a machine, one may consider two facilities.) Further, suppose 
that of this set of tasks, some must be done by the machine, others 
must be done by the human, and still others, due primarily to the 
flexibility of the human, could conceivably be done by either the 
machine or the human. The objective then, is to assign those tasks 
that can be done by either the machine or the human to one or the 
other, and then sequence all tasks for both the machine and the human 
in such a manner so as to optimize some measure of performance. 
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The problem is enhanced by the consideration of constraints on 
the sequence of tasks for both the machine and human. Constraints of 
this type are called precedence constraints. If task i precedes task j, 
then task i must be completed before task j may be started. However, 
task j need not immediately follow task i. Precedence constraints are 
further complicated by being of two types. One type will be referred 
to as unconditional precedence, and must always be satisfied. The 
second type, conditional precedence, is dependent upon the assignment 
of one or both of the tasks involved in the precedence. 
Although the description of the primary problem considered in 
this research is man-machine, it should be specified that the system 
may not necessarily involve a single man and a single machine. One 
may use "machine" in the sense of a group of machines or a work center. 
Similarly, the problem may be one with two men, or only two machines. 
While the special case of multiple men systems or crew served systems 
is addressed in a later chapter, the primary description of man-machine 
will be used continuously to reflect the aspect of a system involving 
two, rather different, facilities, where such a system has inherent to 
it, a high degree of flexibility with reference to its performance of 
certain tasks. It may be of interest to demonstrate a non-intuitive 
system involving attributes that would lend itself to the verbal model 
above. 
Consider an assembly operation that is done entirely by hand. 
Let the two facilities be the right and left hand. Certainly, many of 
the assembly operations could be done by either hand. There may also 
exist different times for doing the task with the right or left hand, 
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since most people have a dominant hand. Also, it is not inconceivable 
that constraints exist on the order in which the assembly is carried 
out, some of which would depend on the hand which performed the task. 
Recognizable as traditional right hand-left hand analysis in human 
factors engineering, such a system fits nicely into the framework of 
the problem described thus far. 
The last consideration for the problem defined to this point is 
the measure of performance. There are several possible measures of 
performance which might be used. All relevant data might be converted 
to dollars, and then total profit could be maximized (or total cost 
minimized). The major drawback of such a measure would be the diffi­
culty in quantifying many of the costs involved. A second measure might 
be to minimize the total processing time of all tasks. This could lead 
to solutions where either the machine or the human possess large 
amounts of idle time. The objective adopted in this research will be 
the minimization of project duration, or schedule time [3]. This mea­
sure makes the problem more difficult to solve, since project duration 
is the maximum of the completion times for all tasks comprising the 
project. Hence the problem becomes one of a min-max nature. 
The general problem described above, as well as its specific 
extensions, will be treated in detail in subsequent chapters. However, 
prior to such developments, work that has been done on similar problems 
will be reviewed. Included is an overview of those problems that are 
related to the extent that they possess characteristics that arise in 
the problem addressed in this work. 
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Literature Review 
The man-machine task allocation problem with sequencing consider­
ations (MMTAWSC) has four main characteristics. These characteristics 
are: (1) minimizing project completion, or makespan; (2) assignment of 
tasks to distinct processors; (3) sequencing two interrelated processors; 
and (4) the existence of conditional and unconditional precedence con­
straints both across and within processors. 
There are several classes of problems which possess similar 
characteristics. These classes of problems will now be discussed. 
Shop Scheduling Problems 
The shop scheduling problem [4], or job shop problem, arises 
in the context of scheduling a set of J jobs on M machines, so that 
some measure of performance is optimized. Quite often, the measure of 
performance is to minimize makespan. In addition, each job consists 
of operations which must be done in a specified order on particular 
machines. However, the sequence in which the jobs are processed is 
not constrained. 
The measure of performance is the same as the measure of perfor­
mance used in the (MMTAWSC). The sequencing aspect is also similar to 
that of (MMTAWSC). It differs in that there is really no assignment 
to be made, since each job has a specified order of machines by which 
it must be processed. The technological constraints are similar to 
unconditional precedence, but only apply to operations, and not to jobs. 
No form of conditional precedence is considered. 
Approaches for solving the shop scheduling problem run the 
gamut from single pass heuristics to mixed integer programming 
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formulations. Single pass procedures are generally based on a priority 
for each operation, which may be computed from the processing time, job 
completion time, or the machine completion time. The operation with 
the best priority is sequenced first on each machine. Giffler and 
Thompson [6] were among the first to propose a procedure of this type. 
Another approach is to compute priorities that are legitimate 
bounds on the measure of performance and then incorporate a backtrack 
procedure in a branch-and-bound routine. This procedure will produce 
optimal sequences. Ashour and Hiremath [1] have developed such a 
procedure. 
Conway et al. [4] present a mixed-integer programming model for 
the problem. In theory, any shop scheduling problem could be solved 
by applying an existing mixed-integer solution technique to this model. 
However, the extremely large numbers of variables and constraints re­
quired by this formulation makes this approach untenable. 
Assembly Line Balancing Problems 
An assembly line is characterized by the workpiece moving from 
work station to work station, with each work station performing the 
same operations on each workpiece. The assembly line balancing problem 
consists of assigning individual tasks to the work stations in such a 
way that some measure of performance is optimized. There may exist 
precedence relationships for the order in which the tasks are performed. 
Usual measures of performance relate to idle time, such as minimizing 
idle time or the number of work stations needed. 
Obviously, the measures of performance used in the balancing 
problem and in (MMTAWSC) are quite different. The assignment decision 
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exists in both problems, but since all work stations are assumed 
"identical," then assignment in the balancing problem is not made with 
respect to distinct processors. The sequencing aspect of the balancing 
problem is trivial, since the sequencing of work stations are inde­
pendent. The precedence constraints are similar to the unconditional 
precedence of (MMTAWSC), but conditional precedence is not considered. 
Heuristic procedures based upon the precedence relationships 
are the most common approach. Kilbridge and Wester [8] proposed a 
solution procedure whereby tasks with many successors are placed in 
the first available station. After all tasks are assigned to a work 
station in this manner, tasks are traded between stations in an attempt 
to improve the solution. 
Thangavelu and Shetty [17] have developed an integer programming 
formulation which minimizes the number of work stations. An adaptation 
of Balas' additive algorithm was used to solve this model. Due to the 
advantage taken of the structure of the problem, they were able to 
solve 50 task problems in a few seconds of computer time. 
Parallel Processor Problems 
Baker [3] describes the parallel processor problem as the prob­
lem of assigning a set of J single operation jobs to M identical 
machines available for processing these jobs so that makespan is 
minimized. In addition, there may be precedence restrictions between 
jobs. 
In this case, the measure of performance is identical to that 
of (MMTAWSC), and the sequencing decision is compounded by the assign­
ment. Also unconditional precedence can arise in both problems. 
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However, in the parallel processor problem, the processors are not 
distinct, which makes assignment much easier. Conditional precedence 
is not considered in the parallel processor problem. Furthermore, in 
all solution procedures, certain restrictive assumptions about the 
processing times, precedence constraints, preemption of jobs or pro­
cessor sharing are made. 
Hu [7] has presented a labeling scheme which produces minimum 
makespan solutions to the problem under certain restrictions. These 
restrictions are that the processing times for all jobs are the same, 
and that each job precedes at most one other job. A label, which 
corresponds to the total time for all jobs which follow the job, is 
computed for each job. Then the M jobs with the largest labels are 
sequenced on the M machines, then the next M, and so on until all jobs 
are sequenced. If either the processing time or precedence assumption 
is violated, this procedure may give poor results. 
This procedure has been generalized to the case where the pro­
cessing times for different jobs may be different. However, the 
generalizations impose other restrictive assumptions on the problem. 
Muntz and Coffman [12] have proposed an algorithm for the case where 
job splitting or preemption is allowed. They have also developed a 
generalization when the machines can process more than one job simul­
taneously [13]. Both of these assumptions are too restrictive to be 
usable for (MMTAWSC). 
A slightly different definition of the parallel processor 
problem was investigated by Marsh [11] . His formulation allowed for 
distinct processors, but the processing times were sequence dependent. 
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No precedence constraints were allowed and the measure of performance 
was to minimize total processing time. The solution procedure used was 
to compute bounds for each job being sequenced on each machine, and 
schedule the job with the smallest bound. Included in the algorithm 
was a backtrack scheme similar to the one used by Little et al. [10]. 
This formulation is similar to the formulation of the traveling sales­
man problem with M salesmen. 
Project Scheduling with Resource Constraints 
Suppose there is a project, which consists of a set of operations, 
or tasks, to be completed. Each task requires a specified amount of a 
particular resource. In addition, there are limited amounts of each 
resource available. Unconditional precedence may exist between tasks, 
and it is desired to minimize project duration. This problem is called 
the project scheduling problem with resource constraints. 
The objective of this problem, and the existence of the uncondi­
tional precedence constraints are the same as those of (MMTAWSC). The 
sequencing decision is compounded by the limited resources available, 
but is not exactly the same as found in (MMTAWSC). In this case, the 
assignment decision is absent, as is the existence of conditional 
precedence. Further, each operation of the project scheduling problem 
is assumed to have an earliest start time and a latest finish time. 
(These may be thought of as arrival times and due dates respectively.) 
Many heuristics have been developed for this problem. Most of 
them start out by computing the earliest start and latest finish time 
for each task. Then, each task that can be scheduled, i.e., each task 
whose earliest start time is less than the current time and has all 
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predecessors scheduled, is placed in a set ST. Then, each element of 
ST is ranked. The rank may be determined by processing time, latest 
start time, etc. Tasks in ST are then scheduled in rank order until 
all the resources are used up, or ST becomes empty. The current time 
is now advanced and a new ST determined. This continues until all 
tasks are scheduled. 
Pritsker, Watters, and Wolfe [14] have developed an integer-
programming model for this problem. The integer variables are of the 
form Xjj., where j represents the task, and t the time period. The 
variable takes on the value one if task j is completed in period t, 
and zero otherwise. The objective is to minimize project duration 
subject to the restrictions on the availability of resources. The 
earliest start times and due dates are used to reduce the number of 
zero-one variables that must be considered. However, the number of 
jobs and the number of periods to be considered (called the planning 
horizon) greatly affect the number of variables and constraints. 
A further extension discussed is substitutability of resources. 
That is, if task i requires one unit of resource K, and it is not 
available, then some amount of resource j may be substituted for re­
source K in the processing of task i. This can be construed as an 
assignment of task i to one of two processors. This will be discussed 
further in Chapter II. 
Redwine and Wismer [15] have investigated a slight variation of 
the above model. Their model allows preemption of tasks (i.e., a task 
may be started in period j, nothing done on it in period j+1, and then 
processing resumed in period j+2). Also, the only precedence relations 
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that are considered are technological in that operation j+1 cannot 
start until operation j has started, and the percent of j+1 completed 
must be no more than the percent of j completed. They report solving 
a problem with 102 orders in ten minutes on an IBM 360/91. The ob­
jective function was not to minimize makespan. 
Scope of the Research 
The nature of this work is organized such that each chapter 
deals with developments pertaining either to the general problem de­
scribed thus far or with an extension of same. For the most part, 
each chapter is self-contained in that algorithmic developments and 
respective computational experience are included. 
The next chapter is devoted to further definition of the 
general problem. A mathematical formulation is given, as is a graph 
theoretic interpretation. Finally, a simplification of the general 
problem is discussed. 
Chapter III consists of the development of a solution procedure 
for the general problem which utilizes the simplification discussed in 
the second chapter. A computational algorithm is then stated, and 
computational results discussed. 
The fourth chapter deals with an extension of the general prob­
lem; namely dropping the precedence constraints, and assuming that the 
processing times for tasks are sequence dependent. A solution proce­
dure is developed, stated, and computational results discussed. 
Chapter V further extends the problem discussed in Chapter IV 
to allow for more than two facilities. Again, a solution procedure 
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is developed, stated, and computational results discussed. 
The final chapter presents an overall summary of the results of 




MATHEMATICAL FORMULATION OF THE MAN-MACHINE TASK ALLOCATION 
PROBLEM WITH SEQUENCING CONSIDERATIONS 
The general problem introduced in Chapter I can now be presented 
in a quantitative context. Let 0 be the set of operations or tasks 
which comprise the project or job in question. Further, the set 0 can 
be decomposed into three distinct subsets, 0._,, 0 W , and 0,.. The set 
MH M n 
consists of those tasks which could conceivably be done by either 
the machine or the human, while 0^ represents those tasks which can 
only be done by the machine, and 0 U those by the human. Let I, Iwu, 
H MH 
I w , and I„ denote the cardinality of 0, 0._., 0.,, and 0.. respectively. M H MH M H 
Then the tasks may be numbered such that 
°MH = tl.2.....I m> 
° M • { I w + 1 > W 2 
°H " { I M H + I M + 1 ' I f f i + V 2 > - - - > l } 
Note that 0._. £ 0, 0..cz 0, and 0 , ^ 0 . Moreover, 0X_, U 0 U U 0 = 0 MH M H MH M H 
and 0... fl 0., fl 0, = 0. It is assumed that each task possesses an MH M H r 
integer valued processing time that is known and deterministic. These 
times can be denoted by t M V i e 0 W and t? V i e 0 T T. Tasks in 0xni 
J l M i H MH 
M 
possess two processing times: t^ if i is assigned to the machine, 
and t^ if i is assigned to the human. 
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The final consideration surrounding the problem and the one 
contributing most heavily to its computational severity, is that in­
volving task sequencing or specifically, restrictions placed upon such 
sequencing. These restrictions, referred to as precedence constraints, 
fall into two categories. The first consists of absolute precedence, 
which implies that one operation, say i, must precede another operation, 
say j. This relationship can be denoted as i j . The following sets 
define all such constraints: 
G 2 = {(i,j)|i ^ j , i e 0 M , j e 0} 
G : = {(i , j ) |i j, i e 0 H , j e 0} 
= {(i,j)|i - j, i e 0 ^ , j e 0}. 
A second form of precedence, conditional precedence, also arises. 
Conditional precedence between task i and task j , denoted by j , 
holds only if both tasks i and j are done by the human, or both by 
the machine. The following sets define all forms of conditional 
precedence considered. 
M , i , G 2 = l(i,j) | n f > j , i e 0 M , j e 0 ^ } 
G 2 = { ( i , j ) | i 4 f K J , i e 0 H , j e 0 ^ } 
= {(i,j) |i-ff^j , i , j e 0 ^ } 
-M i 
G 2 = i e 0 . j e 0 M} 
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G^1 = Ui,j) |i-W-.-j, i £ 0m, j £ 0 } [}. 
Consider an ordered pair (i,j), such that (i,j) £ GJ U GJ U G ^ . 
In this case, task i must precede task j. However, if (i,j) £ G ^ , task 
i must precede if and only if task j is assigned to the machine. Note 
that G5J is similar to G^ except that precedence holds if and only if 
task j is assigned to the human. The precedence set G?J^ represents 
precedence which is contingent on both task i and task j being assigned 
to the machine, or both to the human. The sets ^ and G^ are analogous 
to G M and G^ except that precedence holds with reference to the assign­
ment of task i to the machine and human respectively. 
Mixed-Integer Programming Model 
Using the conventions adopted above, the general problem can 
be formulated as a mixed-integer programming model. It should be noted 
that the model is conceptually similar to those previously formulated 
for related problems [4]. Define 
s. = start time of task i l 
1 if i £ (!_, and task i is assigned to the machine MH 
x. = 
' 0 otherwise 
1 if i is sequenced before j 
y i i 
J 1 0 otherwise 
The objective is to minimize project completion time, which shall be 
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M s. + t. < s. + 0 ( 1 - y. .) i i - J x ij 
M 
s. + t. < s. + Qy.. 
J J - i !J 
s. + t H < s. + Q(l - y..) I I — j J \ y 
s. + t. < s. + Qy.. 
J J - i iJ 
i < J 
i < J 
s. + t M < s . + 0(1 - y. .) + 0(1 - x.) l l — j IJ X l 
M s. + t. < s. + Qy.. + 0(1 - x.) j l — i IJ X \ J 
i e 0. 
( j e 0 
MH 
M 
s. + t H < s . + Q(l - y. 0 + Qx. l l — j x y ij y x l 
. + t. < s. + Qy. . + Qx. 
J J - i iJ i 
i e 0 
j e 0 
MH 
H 
s. > 0 : i e 0 I — 
x. e {0,1} ; i E 0 m 
e {0,1} ; i,j e 0, i < j . 
M H Note that Q = I*max{t., t.}. The above model can be illustrated in a 
ieO I I 
specific context by considering a small sample problem. 
Sample Problem 
Consider the project of constructing an electric generator 
unit. The following table can be given which provides operation 
breakdown and appropriate processing times. Note in Table 1, that 
each operation is placed into one of three sets, 0.„T, 0 W , or 0„. More-r r MH M H 
over, the processing times have been scaled by a factor of 1/10. 
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1 Test completed assembly °m 3 ( ° H ) ; 2 ( 0 M ) 
2 Paint the base °M 5 
3 Cut channel irons for base °H 3 
4 Drill mounting holes in 
base °H 2 
5 Weld base together °H 2 
6 Assemble generator unit on 
base °H 30 
The constraints for this problem can be specified such that, 
G^ = {(3,1),(3,5),(3,6),(4,1),(4,6),(5,1),(5,2),(5,6),(6,1)} 
and 
The complete model then is given as follows: 
Minimize F 
Subject to 
s 1 + 3x1 + 2(1 - x x) < F 
s 2 + 5 <_ F 
s 3 + 3 < F 
S
4
 + 2 1 F 
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s 5 + 2 < F 
s, + 30 < F o — 
S 3 + 3 l s l 
S 3 + 3 1 s 5 
S 3 + 3 i s 6 
S 4 + 2 I Sl 
S 4 + 2 i S 6 
S 5 + 2 i S l 
s 5 . 2 < s 2 
S 5 + 2 1 S 6 
s, + 30 < s, 
D — 1 
SI + 3 - s 2 + 1 0 0 0 ^ 1 - Y 1 2) + IOOOC1 - X X ) 
s 2 + 5 l SI + 1 0 0 0 + 1 0 0 ° ( 1 - X P 
s1 + 2 <_ s 3 + 1000(1 - y ) + 1000 x x 
s 3 + 3 _< s 1 + 1000 y + 1000 x1 
s l + 2 1 s 4 + 1000(1 - y ) + 1000 x x 
2 <_ s 3 + 1000(1 - y ) + 1000 
2 <_ s 1 + 1000 y 5 + 1000 x 1 
2 < s + 1000(1 - y.J + 1000 
3 0 1 s l + 1 0 0 0 >"i5 + 1 0 0 0 x l 
3 < s 4 + 1000(1 - y ^ ) 
2 <̂  s 3 + 1000 y 3 4 
3 <_ s 3 + 1000(1 - y 3 5 ) 
2 < s 3 + 1000 y 3 5 
3 < s 6 + 1000(1 - y 3 6 ) 
30 < s- + 1000 y_, 
— o jo 
2 < s 5 + 1000(1 - y 4 5 ) 
2 < s 4 + 1000 y 4 5 
2 < s 6 + 1000(1 - y 4 6 
30 < s, + 1000 v., 
— 4 7 4 6 
2 < s 6 + 1000(1 - y 5 6 ) 
30 < s r + 1000 y_, 
— b bo 
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s. > 0 i i: 0 i — 
x. e {0,1} I 
y e {0,1} i = 1,3,4,5 , j = 2,3,4,5,6 . 
This problem was run on a Univac 1108 using a linear programming 
based branch-and-bound mixed-integer code. The solution time was 
approximately three seconds. The problem solution is 39 (*10) time 
units, and can be depicted by the Gantt Chart in Figure 1. 





10 37 39 
Figure 1. Gantt Chart Depiction of the Generator 
Assembly Solution 
It is obvious that the growth in the number of variables and 
constraints is rapid enough to make realistically sized problems compu­
tationally prohibitive. Other formulations might be investigated, but 
they too exhibit the same growth. For example, the problem could be 
formulated as a modification of the Pritsker et al. model discussed 
in Chapter I. However, since all tasks are initially available, and 
due dates do not exist for any task, the planning horizon becomes 
large. (Note that the planning horizon must be at least as large as 
the optimal solution.) Thus the number of variables and constraints 
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again become excessive. In the sample problem discussed above, there 
would be more than 240 zero-one variables and 90 constraints. For 
really large problems (e.g. 10^1 = 50, |0 M| = 50, \0^\ = 50) there 
may well be over a half million variables and thousands of constraints 
if the Pritsker et al. model is used. (It is true that the number of 
variables and constraints can be reduced by computing the earliest 
start and finish times for each task, but in the presence of different 
processing times for elements of 0 1 1 7 T and the conditional constraints, 
MH 
this may not significantly reduce the dimensions.) Even using decompo­
sition, problems of this size are not easily solved. Therefore, other 
approaches are necessary in order to solve large scale assignment/ 
sequencing problems. 
It is of interest to note the graph theoretic construction for 
the problem discussed thus far. Consider a graph G(N;A) such that 
every i e 0 defines a member of N. In addition, consider the set A to 
consist of all ordered pairs (i,j) which represent either conditional 
or unconditional precedence as well as potential sequencing relation­
ships. The ordered pairs or edges (i,j) £ A are of two forms: con­
junctive or disjunctive. Relationships reflecting unconditional 
precedence are given by conjunctive or deterministic arcs (edges) as 
depicted below. 
Graph Theoretic Implications 
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All arcs of the conjunctive variety are collected in set C. Relation­
ships of conditional precedence are given by the set D' and are de­
picted as follows: 
© KD 
where (i,j) £ D' specifies that i precedes j relative to some assign­
ment. Potential sequencing relationships are denoted by disjunctive 
pairs of arcs and are given by the set D". A typical disjunctive pair 
is depicted below. 
where (i,j) e D". It is clear that the general problem can be given 
by a graph G(N;C,D';D"). 
The solution of the problem specifies that a feasible assignment 
over be made and the resulting tasks be sequenced over the updated 
sets o' and 0,' such that the completion time of the entire set of tasks M H 
in 0 be made minimum or near minimum. Such an objective involves the 
synthesis of the initial graph such that all disjunctive relationships 
be either made conjunctive or deleted. Of course the maximal length 
path through the resulting graph specifies the completion time solution, 
while the elements of A* yield the sequential properties of all oper­
ations. Note that A* is the final set of edges after the above 
synthesis is completed. 
Observe in Figure 2 the initial graphic representation for the 
sample problem. The numbers on each arc reflect the processing times 
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of the tasks (nodes) from which the arc emanates. The graph in Figure 3 
depicts the final solution determined from the integer program. The 
numbers below each node reflect the completion time of the respective 
task. Obviously node (1) is unsucceeded, and its completion time de­
fines the completion time of the entire set of tasks or operations. 
Note that several arcs in Figure 3 are redundant. 
Figure 2. Graph Theoretic Depiction of the Generator 
Assembly Problem 
Unconstrained Problem 
A simplification of the general problem can be given such that 
all precedence constraints are dropped. The effect of this simplifi­
cation is to reduce the problem to one of assignment only, since the 
processing times considered thus far are considered to be sequence 
independent. The mixed-integer programming model of the unconstrained 
problem is: 
(10) 
Figure 3. Graph Theoretic Depiction of the Generator 
Assembly Problem Solution 
Minimize z 
Subject to: 
z > ) t. + ) t. x. 
— u i i i 
1 £ 0 M 1 £ 0 M H 
z > I t H - I t"x. 
i e V 0 M H 1 i £ 0 M H 1 1 
x i 6 { 0 ' 1 } 1 e °MH 
where all variables are as previously defined. This problem has more 
interest from a theoretical viewpoint than from a practitioner's 
viewpoint, since few practical problems will fit this model. Again, 
27 
several problems were run using the algorithm mentioned above. Solu­
tion times for 30-variable problems were under one second. 
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CHAPTER III 
AN ALGORITHM FOR THE GENERAL PROBLEM 
The mixed integer programming formulation of the general problem 
introduced in the previous section holds little promise for the solution 
of realistically sized problems. The rapid increase in the number of 
constraints causes even moderately sized problems to become computa­
tionally untractable. Consequently, an alternative approach which ex­
ploits the special structure of the problem will be explored currently. 
The principal factors affecting the difficulty of solution of 
the general problem are, of course, the assignment/sequencing decisions, 
in conjunction with the conditional precedence constraints. Since the 
problem is of a combinatorial nature, a decomposition scheme, whereby 
smaller, or less difficult, problems are solved repeatedly in lieu of 
solving the entire problem, would seem to hold promise. 
If the problem is decomposed into one of assignment and then 
sequencing care must be taken to insure that a poor assignment is not 
the only one considered. The particular structure of the conditional 
precedence constraints causes a sequence to be highly dependent on an 
assignment. However, if sequences are constructed for all assignments, 
and the best one chosen, such a problem is overcome. However, this 
approach is computationally infeasible, since the enumeration of all 
assignments is, in itself, an untenable task. The approach to be 
pursued herein will be to generate only those assignments which could 
possibly yield better sequencing solutions than some incumbent 
2 9 
assignment, which, hopefully, will drastically reduce the number of 
assignments explored. 
This approach has several advantages over the mixed-integer 
model. First, there is no need to make assignment decisions con­
currently with sequencing decisions. Second, and of more importance, 
it is clear that for a given assignment, conditional precedence con­
straints either become unconditional, or drop out of the problem en­
tirely. 
Basic Concepts 
The above approach can be implemented in one of two ways: either 
by branch-and-bound, or by implicit enumeration. These two approaches 
are conceptually similar, but differ in their implementation. Branch-
and-bound requires considerably more storage than implicit enumeration. 
However, the additional storage allows the branch-and-bound scheme to 
be very flexible in the order that candidate problems are explored, 
which is not true of implicit enumeration procedures. Since computer 
storage does not appear to be a problem, the greater flexibility of 
the branch-and-bound approach makes it more attractive than implicit 
enumeration. 
Branch-and-bound schemes are based on a divide and conquer 
strategy. The two important facets of the procedure are separation 
and bounding. Since separation depends upon the bounds, bounding will 
be discussed first. 
Recall that two factors are involved in the determination of 
schedule time. One is the actual assignment, while the other is the 
precedence relationships. If there are several assignments of equal 
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schedule times ignoring the precedence constraints, it is likely that 
for one of these assignments, there exists a sequence which satisfies 
the precedence constraints, without appreciably increasing the schedule 
time. If this is true, ignoring the precedence constraints and obtain­
ing bounds only on the assignment might yield good results. 
Ignoring the precedence constraints leaves the unconstrained 
problem (UP) discussed in Chapter II. For (UP), a sequence for both 
the machine and the human can be constructed such that no starting 
time of any task is delayed. Thus, given an assignment, the schedule 
time is given by the maximum of the completion time of the machine and 
the human. Inclusion of precedence constraints cannot give better 
completion times, and may actually introduce idle time and give a 
greater schedule time. Therefore the solution of (UP) gives a lower 
bound on the solution of (GP). Since (UP) is an integer programming 
problem, which is also difficult to solve, a relaxation is used. This 
relaxation is to drop the integrality requirements on the x^'s, and 
replace them by upper bounds of one. The mathematical formulation of 
this relaxed problem is 
Min z 
(RUP) S.T. 
2 1 L ti 
M 
+ (CI) 
z > I t H - I t Hx. 
i £ ° H U 0 M H 1 i £ ° M H 1 1 
(C2) 
0 < x. < 1 i e 0 MH — I — 
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At optimality, either (CI), (C2) or both must hold as an 
equality. Assume that (CI) is satisfied as an equality. Then the 
problem can be restated as follows: 
M v Min z, = I t. + I t.x. 
1 i • r„ i i 
i E 0 M MH 
(RUP1) S.T. I t M + I t Mx. > I t H - I t"x. 
• _ r\ 1 • _ /-> 1 1 • _ /-> I 1 /-> 1 • _ r\ 1 1 i £ 0 M i £ 0 M H i £ ° H U 0 R H
 iCOm 
0 < x. < 1 i e 0._. — l — MH 
Likewise, problem (RUP2) occurs if (C2) holds as an equality, 
I T H - l THx. 
rtt~ i • .k i i 
Min z^ = 
i £ V ° M H * i £ 0 M H 
(RUP2) S.T. £ T" - I THx. > J t". [ T M 
I I n 1 • _ ̂  1 1 • _ o 1 • _ n 1 1 E 0 H U 0 M H i e 0 M H i £ ° M i £ ° M H 
0 < x. < 1 i e 0 A I U — l — MH 
Therefore, if z^ and are the solutions to (RUP1) and (RUP2), then 
z = min{z^,Z2) must be the solution of (RUP). (Note that if either 
(RUP1) or (RUP2) is infeasible, its solution value is assumed infinite.) 




0 < x. < 1 i e 0, MH — l — 
which is the well-known knapsack problem. To solve this problem, one 
simply ranks the ratios, c^/a^, in ascending order. Then, selecting 
the variable with the smallest ratio, allocate the maximum of the vari­
able's upper bound (in this case one), or the fraction which causes the 
constraint to be satisfied as an equality. Thus, only one x^ will take 
on a fractional value. This variable also defines all values for the 
other variables, since all variables with smaller ratios will have 
value one, and all with larger ratios will have value zero. 
The problems (RUP1) and (RUP2) can be rewritten as follows: 
Min 
ieO, 
(RUP1) S.T. ) a.x. > 0 1 1 ~ Mli ieO, 






J a.x. < b 
k 1 1 -
MH 




i £ V ° M H 1 
To solve a maximization knapsack problem such as (RUP2), simply rank 
the ratios in descending order, and allocate as before, except that 
now the variable with the largest ratio is taken first, the second 
largest ratio next, and so forth. Tied ratios may be chosen arbitrarily. 
The coefficients of (RUP1) and (RUP2) are related in such a way 
M M H 
that the two rankings are the same, since t^/(t^ + t^) = 1 -
H M H 
[t^/(t^ + t^)]. Therefore, the decision variables for the two prob­
lems will have the same values, since b and all a.'s are the same for 
' I 
each problem. Denote the value of the optimal solution variables by 
x*. Thus the solution value is given by 
Since all processing times are integer valued, z must be integer 
valued, and hence any z which is non-integer may be rounded up. Clearly, 
z is a lower bound on the schedule time. 
l 
z = m m 
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Notation used in the branch-and-bound procedure will now be 
discussed. If a variable is restricted to take on a particular value, 
it is said to be fixed. If a variable can take on either of the values 
zero or one, it is said to be free. A subset of variables that is 
composed of fixed variables is called a partial solution. If x? is 
the solution to (RUP) with some variables fixed, (i.e., a partial solu-
c c 
tion), then x. = 1 if x* = 1 and x^ = 0 otherwise is called a comple­
tion of the partial solution. A candidate problem is specified by its 
partial solution, its completion, and the index of its fractional 
variable. All candidate problems will be stored in a candidate list, 
which will be denoted by CL. 
For a particular candidate problem, denoted by CP^, where 
£ e CL, the fixed variables will be denoted by an indicator F„ ., 
i e 0 . If F . = 1; then variable i is fixed in candidate problem 
otherwise, if ^ = 0, variable i is free in candidate problem £. 
The partial solution and its completion will be denoted by 
The fractional variable's index is denoted by IFR 0, and the incumbent 
Denote the procedure for finding a solution for (RUP) using 
(RUP1) and (RUP2) by (KP^). Then for a given partial solution, say 
the one determined by CP^, the solution procedure will be denoted by 
(KP^). This could be done by setting fixed variables at their 
appropriate values, and solving the reduced problem. However, this 
is unnecessary. 
solution is denoted by z +. 
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Consider a problem where only one variable is to be fixed which 
was not previously fixed in another candidate problem CP . If x^ = 1 
and is free in the solution of (KP c), then fixing x^ = 1 does not affect 
the solution of (KP ) . Fixing x, = 0, the new solution is readily 
C K 
found, since the constraint of (KP c) is now undersatisfied by an amount 
a^. In such a case, simply begin with the fractional valued variable, 
and increase the variables in ranked order until the constraint is 
again satisfied. If a variable is free at zero value, and is fixed at 
value one, the constraint is then oversatisfied, and a similar process 
is used, but in this case the variables are reduced until the constraint 
is satisfied as an equality. In this case the fractional valued vari­
able is again the starting variable, and the process continues in 
reverse ranked order. Thus, starting with (KP^), each time a variable 
is fixed, the bound for that candidate problem is readily obtained. 
The aim of the branch-and-bound procedure will be to start with 
a particular candidate problem, and drive to a feasible assignment. A 
feasible assignment is defined as a candidate problem which has 
. = 1 V i £ ^MH* ^ n e P 1 " 0 0 6 5 5 °f fixing variables is accomplished 
by choosing a separating variable, fixing it at its free value in the 
current candidate problem, and then storing a newly created candidate 
problem with the variable fixed at the complemented free value, in a 
candidate list for later exploration. A bound on each candidate prob­
lem is computed and if the bound is no better than the incumbent 
solution, the candidate problem need not be explored further. When a 
candidate problem becomes feasible, a sequence for that assignment is 
determined. If the new sequence is better than the incumbent, a 
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replacement is specified. When a new incumbent is obtained, all candi­
date problems in the candidate list which have bounds that are no better 
than the new incumbent are deleted. In any case, a new candidate prob­
lem is chosen, if one exists, such that the new problem is always the 
one with the lowest bound. The procedure terminates when the candidate 
list is empty. 
It should be clear that the determination of bounds is critical. 
If good bounds are obtained, many of the possible assignments will not 
be explored, since the bounds on such candidate problems will be higher 
than the incumbent solution. 
These bounds are also used to choose separating variables. 
Separating variables will be chosen such that the candidate problems 
created will have large bounds. This strategy is suggested by Tomlin 
[18], and empirical studies have shown that it is usually a superior 
M M H 
strategy. Intuitively, if the ratio t^/(t^ + t^) is small, the value 
H M of t^ must dominate that of t^, hence the best policy would be to 
assign i to the machine. A similar argument for assigning variables 
with large ratios to the human can be made. Also, the size of the 
ratio is an indication of how appealing the assignment to either the 
machine or the human is. Thus, taking the smallest ratio and assigning 
that task to the human should result in a large bound for the candidate 
problem created, which, hopefully, will exclude it from further con­
sideration. Therefore candidates for separation will be the free 
variables with the largest and smallest ratios. Bounds are computed 
(by solving (KP^)) with each of these variables fixed at their comple­
mented value. The variable which gives the higher bound is the chosen 
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as the separating variable. 
The nature of the branch-and-bound procedure discussed above 
gives rise to a simplification. Since the chosen candidate problem is 
kept until it can give no better solution than the incumbent, (or until 
it becomes feasible), each separating variable is derived from the same 
parent problem. Hence, if the fractional valued variable is the last 
variable fixed, only one of the separation candidates needs to be com­
puted, since the one that was not chosen at the previous stage is still 
a valid candidate with the same bound as was computed before. Of 
course, when a new candidate problem is chosen from the candidate list, 
both separating variables must be used to compute bounds. 
Finally, the subject of precedence constraints and sequencing 
must be explored. For a given assignment, the set of precedence con­
straints, P, which must hold can be defined as: 






G 3 ' 
{(i,j)|(i,j) e g5J, x. = 1) 
((i,j)|(i,j) e gS, x. = 0} 
{(i.j) I e G ^ , x = x.} 
Z 1 J 
{(i,j)|(i,j) e G^, x. = 1) 
{(i,j)|(i,j) e G^> x. = 0 } . 
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(liven the precedence set P, a sequence for the assignment can 
be determined. Let S , , be the set of all tasks which are available for 
sequencing on the machine. is called the candidate set for the 
machine, and a task is included in this set if and only if all tasks 
which precede it have been scheduled. is defined in a similar 
manner for the human. Define CM and CH as the completion times of the 
last tasks scheduled on the machine and human respectively. Also, let 
0' and 0' be the sets of unscheduled tasks for the machine and human M H 
respectively. 
For each candidate task i, compute the earliest start time, ES^, 
where ES^ is the maximum of the completion times of all precedessors 
of i, and CM if i e 0' or CH if i e 0'. Note that ES. = CM if i e 0' 
M H l M 
or ES. = CH if i e 0', unless there exists some (k,i) e P such that 
1 n 
k e 0' if i e 0' or k e 0' if i e 0'. 
H M M H 
For each candidate task, bounds on the schedule time are com­
puted, and the minimum bound task on the machine and human respectively 
are scheduled. The procedure continues until all tasks are scheduled. 
Bounds are obtained as follows: 
Let T = |0| + 1. Construct a quantified precedence graph with T nodes. 
Let node i correspond to task i for all i e 0, and node T correspond 
to a terminal node. If (i,j) £ P, include an arc from node i to node j 
with a time of t. = t^x. + t^(l - x.) units. Also include an arc from I i i I I' 
node i, for all i e 0, to node T, with a time of Ac. + t?(l - x . ) . 
1 1 1 1 
Let D ^ T be the length of the longest path from node k to node T. Also 
define LPM = max [D^j] and LPH = max [D^] . Then, for i e S^, the 
k k 
lower bound on schedule time arises as the maximum of the following 
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four bounds. 
1) CH + l_ t H 
2) CH + LPH 
M 
3) ES. + t. + max D, „ 1 1 k e O ' k T M 
k/ i 
4) ES. + X t M 
M 
Similar bounds are computed for elements of S . 
H 
It should be noted that the procedure for solving the sequencing 
problem (as outlined above) is considered in a first pass mode. No 
backtracking over active schedules [3] is considered. Hence the proce­
dure does not guarantee optimal sequences. A formal statement of the 
computational algorithm can now be given. 
Computational Algorithm 
Consider the following step-by-step statement of the procedure 
discussed above. 
Step 0: Initialization 
M H M 0.1 Compute a. = t. + t., and let r. = t./a. , V i e o . _ . . v i i i i i i MH 
0.2 Rank the assignment variables in ascending order of the 
r.'s and solve (KP M). Denote the solution by x* i £ 0 i n i. l ^ J5 7 l MH 
0.3 Set z + = «> and let BND = z and let IFR be the 
index of the fractional assignment. Let 
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1 if x* = 1 
x 1 i =<! 1 V i £ 0 M H 
' 'o otherwise 
1,1 MH 
Step 1: Select a candidate problem 
1.1 If CL = 0, the procedure terminates. 
1.2 Let BND = min BND p. CP is the candidate problem to be 
c £eCL * c 
explored. 
1.3 Let 0^ = 0 M U {i|i e 0 m , X C ) . . 1, F c > i = 1}. 
°H = °H U £ °M1I- Xc,i = °' Fc,i " l K 
Step 2: Select a separating variable 
2.1 Let Q = {iii e 0._., F . = 0, i i IFR }. If Q i 4> go to 
x 1 MH c,i c 
2.3. If F c I p R = 1, go to step 4. 
' c 
2.2 Let IS = IFR and set 
c 
= max \l t M + l A., I t H + I t H(l - x . l 
\ . L n 1 • L ~ 1 1 . L ~ 1 • L n 1 1 
Lie0M 1 £ ° M H 1 £ 0 H 1 £ ° M H J 
Go to step 3. 
2.3 Let r T„ = min r. and r T n = max r. . IF . I IB . _ l ieQ leQ 
2.4 Solve (KP ) with variable IF complemented. Denote the 
solution by Z T„ and let F T„ be the index of the fractional lr I r 
variable. Similarly, find Z ^ and ^. 
2.5 Let Z = max {zif'zib} 
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Step 3: Update the candidate list if necessary 
3.1 If Z I S >_ Z + go to 3.3. 
3.2 Let £ be an element of the candidate list. Set 
I F R £ = FIS 
B N D £ = ZIS 
X£,i = < 
c,i 
if F . = 1 c,i 
1 - x . , if i = IS c,i 
, if F . = 0 and x* = 1 c,i 1 
0 , if F . = 0 and x* < 1 c,i 1 
3.3 
Set F T = 1 and add IS to 0' if x T O = 1. c,lS M c,IS 
add IS to 0'. Let F„ . = F . , V i e 0.... 
H £,i c,i MH 
If F . = 0 for some i e 0.-., go to step 2. c,i MH' 6 v 
Otherwise, 
Step 4: Solve the sequencing problem 
4.1 Construct P, the set of precedence relationships for the 
particular assignment and set 
ES. = NP. = 0 , V i e o I I ' 
CM = CH = 0 
S M = S H = * 
M M 
°H = °H 
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M 4.2 Let NP. = NP. + 1, V k 3 (k,i) £ P. Set t. = t.x. + I i ' v i i i 
(1 - x^), V i e 0. Construct the quantified precedence 
graph and determine ^ V k e 0. 
4.3 Determine the candidate tasks for sequencing: 
S K 4 = {i | NP. = 0, i e 0'} M i ' M 
S H = {j|NP. = 0, j £ 0^} 
If S M = S H = <j>, go to 4.8. 
4.4 Compute the earliest start times such that 
ES. = max{CM, ES, + t, , v k e ( k , i ) £ P> V i e s „ I k k M 
ES. = max{CH, ES, + t. , V k £ (k,j) £ P> V j e S u 3 k k v J J H 
4.5 Compute bounds for each candidate task: 
B. = max{CH + LPH, CH + I t, , ES. + I t, , max (ES. + t. + D, )}V£S 
1 k£0/r 1 fceOi K teO' 1 1 ' l 
H M M 
B. = max(CM + LPM, CM + £ t, , ES. + 7 tv > m a2S (ES- + t - + Dv T # V i : S w 
3 ke0» k J keO' k k£0« 1 1 K , i H 
M n n 
4.6 Select tasks i* and j* for sequencing such that 
B.. = min B. I I 
i £ S M 
B . . = min B. 
3 i£S J 
If B. . > Z + or B. . > Z +, delete CP from CL and return l* — 3 c 
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to step 1. 
4.7 Schedule i* and j*. Set 
CM = ES.* + t. . 
CH = ES., + t. 
% = % ' 
N P k = N P k - 1 , V k 3 (i*,k) e P or (j*,k) e P. 
Go to 4.3. 
4.8 Set Z = max[CM,CH]. 
Step 5: Replace the incumbent solution, if necessary, and prune the 
candidate list 
5.1 If Z > Z + , delete C P c from CL and go to step 1. 
5.2 Let Z + = Z; x + = x . , V i e (),„, and Est = ES. , V i e 0. 
' l c,i MH l l 
5.3 Delete from the candidate list all problems £ such that 
BND £ >_ Z +. 
5.4 Go to step 1. 
The computational algorithm can be demonstrated by considering a small 
sample problem. 
Sample Problem 
Consider the problem specified by Table 2. Note that the 
problem involves nine precedence constraints, and that the time to 
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Table 2. Data for Sample Problem 1 




1 3 9 (1,2) e G^ 1; (1,7) e G^ 
2 5 3 (2,10) £ G^ 
°MH 
3 9 9 --
4 5 10 (4,6) e Gf 
5 10 8 (5,10) e G^" 
6 1 3 
°M 
7 15 00 M (7,3) £ 
8 10 00 --
9 oo 12 (9,10) £ G^ 
°H 10 
00 9 (10,1) £ G" 
11 00 8 (11,3) £ G^ 
process some task i, i £ 0^, on the human is considered to be infinite. 
Likewise, the time to process some task i, i £ 0^, on the machine is 
also infinite. 
The algorithm discussed previously will now be applied to the 
sample problem. 
Step 0: Initialize the problem 
Variable a. I t. /a. I I Rank 
1 12 .250 1 
2 8 .625 6 
3 18 .500 4 
4 15 .333 3 
5 18 .555 5 
6 4 .250 2 
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0.2 Now (KP^) is given by 
min z 
S.T. Z > 25 + 3x, + 5x„ + 9x„ + 5x. + 10x n + x. 
Z > 71 - 9x, - 3x~ - 9x 7 - 10x, - 8x._ - 3x, — 1 Z. o 4 b o 
0 < x. < 1 i e 0._, . — l — MH 
For which the two knapsack problems have solution 
x* = x* = x* = 1; x* = 15/18; x* = x* = 0. 
1 4 O o Z D 
Thus BND 1 = min{25+3+5+l+9(15/18); 
71-9-10-3-9(15/18)} 
= 42. 
Also let IFR 1 = 3. 
0.3 Also let z + = 0 0. This gives an initial problem for the 
candidate list: 
Problem 
Candidate Variable Values Fixed Variables Bound 
Problem x x x x x x F, F. F- F. F c F A 1 2 3 4 5 6 1 2 3 4 5 6 
1 1 0 0 1 0 1 0 0 0 0 0 0 42 
Step 1: Choose a candidate problem. 
1.1 CL + 0 
1.2 BND = min BND 
£eCL % 
1.3 0^ = {7,8} 
0^ = {9,10,11}. 
Step 2: Choose a separating variable 
2.1 Q = {1,2,4,5,6} 
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2.3 r I H = r 
r = r IB 2 
2.4 z T C = 45 IF 
ZIB = 4 3 
2.5 z I S z I p z ] 
Step 5: Add a new candidate problem to the candidate list if necessary. 
3.1 zl = 45 _> z + = °° 
3.2 I = 2 
IFR 2 = 5 
Candidate List 
Candidate Variable Values Fixed Variables Problem 
Problem x x x 2 x 3 x 4 x 5 x 6 F 1 ? 2 F 3 F 4 F 5 F 6 Bound 
1 1 0 0 1 0 1 1 0 0 0 0 0 42 
2 0 0 1 1 0 1 1 0 0 0 0 0 45 
3.3 0^ = {1,7,8} 
3.4 Go to step 2. 
This sequence of steps is repeated until the candidate list consists 
of the following problems. 
Candidate List 
Candidate Variable Values Fixed Variables Problem 
Problem x x x x x r xr F. F 0 F 7 F. F r F, Bound 1 2 3 4 5 6 1 2 3 4 5 6 
1 1 0 0 1 0 1 1 1 1 1 1 1 49 
2 0 0 1 1 0 1 1 0 0 0 0 0 45 
3 1 0 1 1 0 0 1 0 0 0 0 1 43 
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Candidate Variable Values Fixed Variables Problem 
Problem X l x 2 X 3 X 4 X 5 X 6 Fi F 2 F 3 F 4 F 5 F 6 Bound 
4 1 0 1 0 0 1 1 0 0 1 0 1 45 
5 1 0 0 1 1 1 1 0 0 1 1 1 44 
6 1 1 0 1 0 1 1 1 0 1 1 1 43 
7 1 0 1 1 0 1 1 1 1 1 1 1 43 
0^ = {1,4,6,7,8} 
0". = {2,3,5,9,10,11} 
The algorithm will now proceed again in a step-by-step manner. 
Step 4: Solve the sequencing problem. 
4.1 ES. = N P . = 0 V i e O I I 
CM = CH = 0 
S M =SH-0 
0^ = {1,4,6,7,8} 
°H = {2,3,5 ,9,10,11} 
P = (1,7), (2,10), (4,6), (5,10), (9,10), C 
Task t. NP. 
l l lT 
1 3 1 18 
2 3 0 30 
3 9 1 9 
4 5 0 6 Ln 8 0 35 
6 1 1 1 
7 15 1 15 
8 10 0 10 
9 12 0 39 
10 9 3 27 
11 8 0 17 
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4.3 S M = {4,8} 
S H = {2,5,9,11} 
4.4 ES. = 0 for every i £ S„ U S„ l J M H 
4.5 B 4 = max{39,49,34,23} = 49 
B_ = max{39,49,34,28} = 49 
B 2 " max{l8,34,49,42} = 49 
B 5 " max{l8,34,49,47} = 49 
B 9 " max{l8,34,49,47} = 49 
ii = max{l8,34,49,47} = 49 
B 4 " min B. = 49 
i e S M 1 
B 2 = min B. = 4 9 
J £ S H 3 
CM = 0 + 5 = 5 
CH = 0 + 3 = 3 
0^ = {1,6,7,8} 
0"' = {3,5,9,10,11} 
H 
NP. = 0 
D 
N P 1 Q = 2 
4.8 S., = {6,8} M 
S H = {5,9,11} 
The steps 4.3-4.7 are repeated until the following earliest start 
times are obtained: 
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E S 1 = 32 
ES = 0 
E S 3 " 40 
E S 4 = 0 
E S S " 3 
E S . = 
D 
5 
E S ? = 35 
E S 8 = 6 
11 
E S i o = 23 
E S 1 1 = 32 
CM = 50 
CH = 49 
and the procedure continues. 
4.3 S M = S H = 0 , go to 4.8 
4.8 z = max{50,49} = 50 
Step 5: Replace the incumbent solution if necessary and prune the 
candidate list. 
5.1 Delete C?1 from CL. 
5.2 Let 
z + = 50 
+ + + + + + 
X l = X 4 = X 6 = 1 ' X 2 = X 3 = X 5 = ° 
ES^ = ES^ for every i £ 0. 
5.3 No other CP's deleted 
5.4 Go to step 1. 
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Step 1: Choose a new candidate problem. 
1.1 CL f 0 
1.2 Let BND = min BND, 
1 ileCL * 
1.3 0 M = {1,3,4,6,7,8} 
0 H = {2,5,9,10,11} 
Step 2: Choose a separating variable. 
2.1 Q = 0; F c = 1 , go to step 4. 
' c 
The procedure continues in a similar fashion. The results can easily 
be described in the form of a branch-and-bound tree given by Figure 4. 
As shown, the final solution is z + = 44, xt = xt + x* = 1 , x* = xt = x* 
' 1 4 5 2 3 6 
= 0 and 
ES* = 25 ES* = 5 ES* = 
ES* = 0 ES* = 2 4 E SL0 = 1 5 
I* = 35 ES^ = 28 
ES* = 0 ES* = 15 4 8 
It is of interest to note that this solution is the optimal 
solution to the problem. 
Computational Results 
The above algorithm was coded in Fortran and several test prob­
lems were solved on a Univac 1108 computer. 
The problems were generated as follows: 
All processing times for the machine are random integers in the interval 
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[1,50], while times for the human were in the interval [1,99]. Con­
straints were also generated randomly, but in such a manner that prece­
dence between 0' and 0' occurred about 30 percent of the time. 
M H 
Several inferences can be drawn from the summary of results 
given in Table 3. First, the solution times indicate that problems of 
a realistic size can be solved in a reasonable amount of computer time. 
The dominate factor in the solution time appears to be the time taken 
in step four of the algorithm, which is the solution of the sequencing 
problem. It increases with the total number of tasks, regardless of 
the number of assignment variables. There are two other factors affect­
ing the time required to sequence tasks. One is the number of tasks 
which are candidates for sequencing at a particular time. The increase 
in the number of bounds that must be computed is directly related to 
the number of these tasks. More important, however, is the number of 
precedence constraints across the machine and the human. If no con­
straints exist across the two sets, the sequencing problem is trivial, 
since bounds are no longer needed. An improvement in the algorithm 
would be to break any ties in bounds by sequencing the task involved 
in the most precedence constraints across the two sets. 
A second inference that can be made from Table 3 is that stor­
age requirements, which are traditionally high for branch-and-bound 
procedures, are not prohibitive. By packing the information needed 
for each candidate problem, only five words of memory were required 
for each candidate problem. Since there were at most only 53 candidate 
problems in storage at any one time, this might not be necessary. For 
large problems, an alternative to bit-packing might be to use off-line 
Table 3. Computational Experience for Branch-and-Bound Algorithm 
Problem 




for Time Total Ra t i c o f 
First First Last Last for Number Maximum Terminal Scheduling Soheduling Time f o r Fi r s t ar.d 
Problem Solu­ Solu­ Solu­ Solu­ Termi- Nodes Nodes Nodes Problems Problems Scheduling Las t 
Number 
1* Const. 
tion tion tion tion nation Explored Stored Explored Started Completed Problems So l u t i o r . s 
1 30/10/10/1 637 .076 637 .076 .089 33 29 4 1 1 .0:4 1.00 
2 30.10/10/20 752 .468 752 .468 .482 31 29 2 1 1 .413 1. CO 
3 30/10/10/40 722 .438 709 1.978 1.989 61 29 26 5 3 1 .807 0.9S 
4 30/20/20/1 1228 .097 1228 .097 .109 33 29 4 1 1 .046 1.00 
5 30/20/20/20 1191 1.430 1191 1.430 1.430 31 29 2 1 1 1.560 1.00 
6 30/20/20/40 1047 1.059 1047 1.059 1.079 37 29 8 1 1 1.004 1.00 
7 40/10/10/1 825 .104 819 .154 .167 43 39 4 2 2 . 072 . 99 
8 40/10/10/30 866 .754 844 3.917 3.934 51 39 12 5 5 3. 760 0. 97 
9 40/10/10/50 842 .761 835 1.457 1.483 50 39 10 2 2 1.372 0.99 
10 40/20/20/1 1247 . 133 1236 .287 .300 48 39 8 3 5 .182 0.99 
11 40/20/20/30 1201 2.127 1189 3.839 3.853 43 39 4 2 2 3.716 0.99 
12 40/20/20/50 1245 1.549 1237 4.717 4.729 45 39 6 3 3 4.600 0.99 
13 50/10/10/1 964 1.410 964 1.410 1.424 51 49 2 1 1 1.293 1.00 
14 50/10/10/50 1049 1. 340 1046 2.602 2.618 58 49 8 2 2 2.474 0.99 
15 50/10/10/50 1014 .958 994 4.588 4.602 129 53 52 5 4 4. 305 0.9S 
16 50/20/20/1 1387 .172 1377 .296 .313 55 49 6 2 n .192 0.99 17 50/20/20/30 1261 2.198 1279 4.315 4.329 53 49 4 2 2 4.1S7 0.99 OO 50/20/20/50 1341 2.583 1330 5.049 5.067 57 49 6 2 2 4.860 0.99 19 50/25/25/1 1440 .208 1440 .208 .225 51 49 2 1 1 .109 1.00 20 50/25/25/50 1551 2.584 1537 7.615 7.713 56 49 6 3 3 7.337 0.99 
21 50/25/25/100 1509 2.599 1498 10.039 10.070 69 49 14 4 4 9.859 0.99 
22 50/25/25/200 1533 1.657 1533 1.657 2.963 53 49 4 2 1 2.850 1.00 
23 50/50/50/100 2539 8.491 2539 8.491 8.505 51 49 2 1 1 S.522 1.00 
24 50/25/5/30 120C 1.791 1181 5.256 5.283 61 49 10 3 5 5.126 0.95 
25 50/25/5/50 1104 1.553 1103 3.002 3.024 67 49 14 2 2 2.864 0.99 
26 50/5/25/30 1272 1.750 1272 1.750 1.765 51 49 2 1 1 1.663 1.00 
27 50/5/25/50 1276 1.606 1276 1.626 1.622 51 49 2 1 1 1.515 1.00 
28 50/50/25/50 1792 5.831 1784 11.407 11.421 55 49 6 2 2 11.281 0.99 
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storage. 
The last inference concerns the appeal of backtracking. Since 
the solution procedure used to solve the sequencing problem cannot 
guarantee optimality (without some form of backtracking), it may be 
unwise to backtrack over the assignments. It was originally felt that 
the possibility of vastly differing constraint sets for different 
assignments would make a backtrack necessary, but computational experi­
ence does not bear this out. Usually the first solution was very close 
to the final solution, and therefore the time spent to obtain a better 
solution may not be well spent. 
An improvement to the algorithm would be to determine an initial 
incumbent solution which would, hopefully, make it unnecessary to store 
some of the candidate problems created. A good initial solution can be 
obtained by considering the solution to (KP^), and computing bounds for 
each assignment created by setting the fractional valued variable to 
zero and one. A sequence is then determined for the assignment with 
the smaller bound, and this sequence is then used as the initial incum­
bent solution. At this time, the algorithmic procedure described 
previously can be applied to the problem and candidate problems with 
bounds no better than this incumbent solution need not be stored, re­
sulting in a savings of computer storage. 
A second, and more powerful improvement would be to use penalties, 
such as those proposed by Tomlin [18], to strengthen the bounds on each 
candidate problem. This procedure uses the linear programming solution 
to an integer programming problem (i.e., the solution of the integer 
programming problem with the integrality restrictions relaxed) as a 
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bound, and then determines a bound on the change in the objective func­
tion brought about by enforcing the integrality restrictions. This 
bound on the change of the objective function is called a penalty. 
Penalties are computed from the elements of the optimal simplex tableau. 
Since ( R U P 1 ) and ( R U P 2 ) are relaxations of integer problems, it 
would be natural to apply the penalty approach to them. However, they 
are not solved by the simplex method, and thus their tableaux are not 
readily available. Due to the special structure of these problems, i.e., 
a single constraint and upper bounds of one on each variable, the opti­
mal tableaux are easily identified. Then, penalties for both ( R U P 1 ) 
and ( R U P 2 ) can be computed, their objective function values adjusted 
accordingly, and the bound for the candidate problem becomes the mini­
mum of these two bounds. The details will be carried out for ( R U P 2 ) . 
Let q = 10^1 + 1 . Now, recall that ( R U P 2 ) has the form 
z 0 = D - max ) e x . 
2 i=l 1 1 
( R U P 2 ) S.T. ) a.x. = b 
i=l 1 1 
0 <_ x <_ 1 i = 1 , 2 , . . . ,q-l 
x > 0 
q ~ 
where x is a slack variable, with c = 0 and a = 1 . Further, let q q q 
x? be the optimal solution to ( R U P 2 ) found as previously discussed, 
and let x* be the fractional valued variable. Using the upper bounded 
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variable simplex procedure, it is easily seen that the optimal tableau 
is given as 
a. 
1 








c. + c *a. xf = 1 
I p l l 
- c. + c *a. otherwise 
. I p i 
and 
b = x* . 
P 
Tomlin gives a penalty derived from a Gomory cut as follows 
b c./f. I l f. < b I — 
P = min 
G ii«P (l-b)c./(l-£.) £. > b 
where a. = n. + f., f. > 0 and n. is an integer, l i i i — l 6 
Consider the example problem discussed previously. (RUP2) is 
given as 
z 0 = 71 - max 9x i + 3x_ + 9x_ + lOx^ + 8x_ + 3x. + 0* 2 1 2 3 4 5 6 7 
(RUP2) S.T. 
12x + 8x + 18X + 15X + 18X + 4X + x = 46 
1 Z o 4 5 6 7 
0 < x. < 1 i = 1,2,... ,6 
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with solution x* = x* = x* = 1, x* = 15/18, x* = x* = x* = 0, and 
z 2 = 41 1/2. The optimal tableau for this problem is 
x l *2 X 3 X 4 X 5 X 6 X 7 b 
IL JL i UL Jl _ L I £ 
18 18 18 18 18 18 
3 1 0 | 1 1 j 29 1/2 which gives 
•f = ^ -f — ^ -f = f) -p = ^ ^ _ r\ x: — 1 ̂  .c _ 1 1 18* 2 18* 3 ' 4 18* 5 ' 6 " 18' 7 18 
and the penalty is given by 
. fL5 15 25 15 151 15 P g = B i n | T , _ _ CO, _ _ J = _ 
and 
z. = 71 - (29 i- - ||) = 42 A . = 43 
Likewise, an optimal tableau for (RUP1) can be constructed and 
zj computed. For this example, zj = 43 and hence z' = 43 which is 
greater than z = 42, the previous bound, and thus a better lower bound. 
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CHAPTER IV 
THE UNCONSTRAINED SEQUENCE-DEPENDENT 
PROCESSING TIME PROBLEM 
Recall the unconstrained variation of the general problem which 
was mentioned at the conclusion of Chapter II. It was clear that the 
problem was inherently simple since a problem of assignment only, arose. 
The reason for the disappearance of the sequencing problem in such a 
relaxation is clear since all processing times until now have been 
assumed to be sequence independent. However, in the current chapter 
such processing times are considered to be, in fact, dependent on se­
quence. Hence, the problem takes on complexity in that attainment of 
an optimal solution once again involves assignment and sequencing con­
siderations. The measure of performance remains as minimization of the 
completion time of all operations. 
The processing times can best be represented by a matrix, 3, 
where each row and column represents a task, and the element repre­
sents the processing time of job j if it follows job i in the sequence. 
In addition, there is an extra row added to the matrix which repre­
sents an initial set-up time, and a final tear-down time is represented 
by an added column. These may be considered as dummy tasks which must 
start and finish the sequence. Furthermore, let = 0 0, since a job 
cannot precede itself, and i . = «> if i e 0 W , j e 0„, or i e 0„ and 
i j M n n 
3 e 0 M . 
It is of interest to note that the current problem leads to an 
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enormous solution space. In itself such a characteristic is not sur­
prising since the problem, as is the case throughout the entire re­
search, is combinatorial. Nevertheless, one can compute the total 
number of solutions to the problem say 8 , such that 
e - I Clo | . i)i(|o | • |o | - i ) i 
1=0 
Of course, if constraints are imposed on the problem, relative to 
sequencing, the number of feasible solutions reduces to something less 
than 0 . The fact remains, that for even modest increases in problem 
size, there results an overwhelming number of solutions. 
Prior to examining a potential algorithmic development to solve 
the problem at hand, consider a subtlety involving a similar well-
known problem. 
The unconstrained sequence-dependent processing time problem 
is very similar to the parallel processor problem with two machines. 
However, there are at least three differences. First, the parallel 
processor problem traditionally assumes identical processors, which is 
not the case here. Secondly, the parallel processor problem usually 
maintains that processors are initially unloaded, which again differs 
from the problem discussed here. The major difference, however, is 
in the measure of performance used. As in the previous chapter, this 
treatment seeks to minimize maximum completion time over operations 
in 0^ and 0^, while the parallel processor problem utilizes maximi­
zation of total processing time of all activities, or an analogous 
function such as total set-up time. The two measures are not 
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necessarily equivalent, as can be demonstrated by considering the 
following proposition. 
Proposition 1: Minimizing project duration is not equiva­
lent to minimizing total processing time. 
Note that project duration is defined as the maximum completion 
time of all tasks and total processing time is the sum of T ^ J for (i,j)'s 
in the sequence. 
The proposition will be demonstrated by a counterexample. Let 
°MH = °M = ^' 3 1 1 ( 1 °H = ^ * A l s 0 l e t S 3 1 1 ( 1 T r e P r e s e n t t n e 
initial and final operations of any sequence. The processing times 
are T U = T J 2 = 2, = 2, T 2 1 = 5, T 2 2 = T 2 T = 3, T G L - 4, 
T S 2 = ^' T S T = °°* Total enumeration gives the following assignments 
and sequences: 
Project Completion Total Processing 
Machine Human Time Time 
S-l-T S-2-T 6 11 
S-1-2-T 9 9 
S-2-1-T 8 8 
Thus, the solution which minimizes project completion time is not the 
solution which minimizes total processing time. 
Basic Concepts 
Due to the inconsistency of the measures of performance con­
sidered in both problems, it would seem that traditional algorithms 
for the two processor problem would not be useful in the solution of 
the problem of the current chapter. Hence, the composition of the 
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remainder of this chapter will center around the development of a 
suitable procedure. 
Prior to discussing the development of an algorithm, however, 
it is of interest to note that the graph-theoretic implication of the 
current problem differs from that of the so-called general problem 
given earlier. Whereas the general problem dictated a mixed type 
graph, G(IM;C U D) , the problem presently under consideration is com­
pletely disjunctive initially and is denoted by G(N;D). The disjunc­
tive nature of the problem arises from the lack of constraints either 
among operations in 0^ and 0̂ . (initially as well as in the final solu­
tion) as between such operations. Of course, a final solution will 
have all operations fixed in sequence which reflects a synthesis from 
a disjunctive state to one totally conjunctive, given by some G(N;A). 
As before, one approach to solving the problem would be a de­
composition scheme such that assignment and sequencing decisions are 
made in a nearly independent manner. Specifically, the method used is 
to enumerate (either explicitly or implicitly) each assignment and 
determine the optimal sequence for each such assignment. Inherent in 
such a procedure is the requirement that bad assignments be recognized 
quickly, so that they not be explicitly enumerated. 
Bounds on the solution may be obtained by summing the minimum 
processing times for each task to be sequenced. If one has a solution 
that is as good as the computed bounds, for a given assignment, there 
is no need to explore that assignment further. Also, if in building 
a sequence, it can be shown that the sequence can produce no better 
solution than the best solution found thus far, there is no need to 
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further pursue this assignment. 
The enumeration scheme used herein is a variation of one pro­
posed by Geoffrion [5]. The major difference is that only assignments 
that have all tasks in 0 i n i assigned to either the human or the machine 
MH 
need be investigated. The mechanism for enumerating these assignments 
is as follows. Let S be an ordered vector composed of either positive 
or negative, and underlined or non-underlined indices of CL-,. If +i 
Mn 
is in S, then task i is assigned to the machine, and if -i is in S, 
then J is assigned to the human. If an element of S, say i is under­
lined, then all feasible assignments, with the elements of S to the 
left of i taking on their present values, have been enumerated. 
The scheme for generating the assignments, referred to as a 
backtrack procedure, can now be given: start with any arbitrary 
assignment, placing the indices in S with the proper signs. Initially, 
let S be void of underlined elements. The first assignment is then ex­
plored, and S is changed by complementing the last element of S and 
underlining it. In general, to change S, complement the right-most 
non-underlined element of S, and delete all underlines to its right. 
The procedure terminates when all elements of S are underlined. 
To show that this procedure is finite, it is both necessary and 
sufficient to show that the sequence of S vectors generated is non-
redundant, since there are exactly 2 n such S vectors. Consider the 
following proposition. 
Proposition 2: The backtrack procedure presented above 
generates a non-redundant sequence of assignments. 
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Proof: To show that the sequence S.. is non-redundant, note that 
cannot be redundant, and assume that S^,S2>...,S k is non-redundant. 
S^ +^ is formed by complementing the right-most non-underlined element 
of S, , say i , and deleting all underlines to its right. Therefore, 
S ^ + ^ differs from since i Q is different. Hence, , S ^ , . . . , S ^ + ^ 
is non-redundant, and therefore by induction the sequence is non-
redundant. 
In order to obtain the optimal solution, no assignment may be 
overlooked which could give a better solution than the incumbent. 
Since every assignment generated by the backtrack procedure is checked 
for a possible better solution, and not explored only if it cannot pro­
duce a better solution, it remains only to show that the backtrack 
procedure generates all 2 n possible assignments. The following propo­
sition does this. 
Proposition 3: The backtrack procedure generates all 
possible assignments. 
Proof: Since the procedure terminates only when all elements 
of S are underlined, it will suffice to show that all possible assign­
ments to the right of the underlined variable have been generated. 
Since the first element underlined is the last element of S , it is 
obvious that, for all elements to the left fixed, all possible assign­
ments have been generated, since there are only two possible assign­
ments. Now assume that this is true for S ^ ^ , . . . ,S^. Suppose i is 
the left-most underlined element of S^. Then all elements to its right 
are underlined, and hence all possible assignments for the variables 
to its right, and the fixed assignment of variables to its left have 
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been explored. Thus by induction after all elements of S have been 
underlined, all possible assignments have been generated. 
The sequencing problems can be formulated as a variation of the 
well-known traveling salesman problem. The technique used to solve 
these problems is similar to that of Little et al. [10] and of Ashour 
et al. [2]. Although not presented here, the procedure is given in 
Appendix A. If the sequencing problems are solved exactly, the pro­
posed algorithm will provide exact solutions for the complete problem. 
However, in the current work, only first pass solutions to the sequenc­
ing problems are obtained and hence, exact solutions cannot be speci­
fied. It is worth noting that the method employed in the sequencing 
solution procedure has been shown to be efficient in the first pass 
mode [2] and is, in addition, easily convertible to an exact method 
should optimality be more critical than computational effort. 
Bounds on the solution to the operation sequencing problems can 
be computed in a rather traditional manner using the reduction coeffi­
cients. Consider, specifically, the set of operations to be performed 
by the human and define the following computations. 
The reduction coefficients used to compute bounds are found as 
follows: 
For the human, set 
R. = min l V i e 0„ U 0, MH 
J e 0 H U ° M H 
T. - R H 
1 
V i , j e 0 H U 0j MH 
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C H = min T ! . V i e 0„ U 0. 
1 * y % 1 J H MH 
and 
HB. = R H + C? V i e 0 U U 0.-, , i l l H MH 
where represents the minimum processing time for task i preceding 
any other task, while C? represents the minimum processing time for 
task i following any other task. Similar reduction coefficients, de­
noted by MB^, can be found for tasks to be done by the machine. 
The concepts given above can now be formalized by the following 
algorithmic statement. 
Computational Algorithm 
Step 0: Initialize the procedure. 
0.1 Compute MB^ and HB^ V i e 0. 
0.2 Determine an initial assignment which defines S, 0^ and 
0.3 Set z* = °°. 
Step 1: Compute bounds for the sequencing problems for the machine 
(Pjj) and the human (P^). 
1.1 Let 
Z M = .1 , M B i 




1.2 If z M > z or >̂  z go to step 4 . 
Step 2 : Solve and P 1 . 
2 .1 Let V' and V' be the solutions to P ' and P ' i 
M H M H respectively. 
2 . 2 If V M _> z + or VH _> z + go to step 4 . 
Step 3: Replace the incumbent solution. 
3.1 Let z + = maxiV' V'} 
M H 
3.2 Let 
• 1 if i e 0 ' + J M x. = 
' 0 otherwise 
Step 4 : Perform a backbrack operation. 
4 . 1 Find the right-most non-underlined element of S, say i Q. 
If no such element exists, terminate, the incumbent is 
optimal. 
4 . 2 Replace i by its complement, underline it, and delete all 
underlines to its right. Update 0^ and 0^ . 
4 . 3 Go to step 1. 
The following section will demonstrate the algorithm by applying 
it to a small sample problem. 
Sample Problem 
Consider a problem consisting of eight tasks. These tasks are 
given such that 0 ^ = { 1 , 2 , 3 , 4 } , 0 M = { 5 , 6 , 9 } and 0 H = { 7 , 8 , 9 } . Note 
that task nine is a dummy task which represents both the beginning 
(set-up) and final (tear-down) operations. The times for sequencing 
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these tasks are given in Table 4. 
Table 4. Data for Sample Problem 2 
Task 1 2 3 4 5 6 7 8 9 
1 00 5 3 4 4 6 5 8 4 
2 5 00 4 5 5 2 8 7 2 
3 1 5 00 6 1 6 8 5 6 
4 6 6 8 00 3 2 1 4 4 
5 4 3 4 2 00 3 00 00 7 
6 6 1 6 6 5 00 00 00 4 
7 5 8 9 4 00 00 00 6 5 
8 8 6 9 1 00 00 2 00 3 
9 4 6 8 3 2 3 3 4 00 
The step by step procedure is: 
Step 0: Initialize the procedure. 
m1 = 3, MB^ = 2, M B 3 = 1, MB = 2 4 
= 2, MB = 1, b MB 9 = 2 
= 3, H B 2 = 4, H B 3 = 1, HB. = 1 4 
H B ? = 4, HBg = 2, H B 9 = 3 
S = {1,-2,3,-4} 
°M = {1,3,5,6,9} 
0^ = {2,4,7,8,9} 
0.3 z + = °° 
Compute bounds for and P^, 
1.1 z = 3+1+2+1+2 = 9 M 
z = 4+1+4+2+3 = 14 
n 
1.2 z M £ z + and z H £ z + 
Solve P» and P'. 
M H 
2.1 V' = 15 M 
V H " 1 6 
2.2 z + and £ z + 
Replace the incumbent solution 
3.1 z + = max(l5,16} = 16 
3.2 x, = x_ = 1: x 0 = x. = 0 
1 3 2 4 
Perform a backtrack operation. 
4.1 i = -4 
o 
4.2 S = {1,-2,3,4} 
0^ = {1,3,4,5,6,9} 
0^ = {2,7,8,9} 
4.3 Go to step 1. 
Compute bounds for P' and P... r M H 
1.1 z = 3+1+2+2+1+2 = 11 
M 
z = 4+4+2+3 = 13 
1.2 z M j-z + and z J z + 
Solve P' and P' M H 
2.1 V' = 18 M 
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V- - 16 
2.2 V"M _> z +, go to step 4. 
Step 4: Perform a backtrack operation. 
4.1 i = 3 
o 
4.2 S = 1,-2,-3,4 
0^ = {1,4,5,6,9} 
0^ = {2,3,7,8,9} 
4.3 Go to step 1. 
The procedure continues in this manner, with the results given 
in Table 5. The optimal solution is 
z + = 14 
+ + + i + n X, + X0 = X7 = 1, X. = 0 1 2 3 ' 4 
and the sequence for the human is 9-8-4-7-9 with completion time 11 
and for the machine 9-1-3-5-6-2-9 with completion time 14. This solu­
tion is depicted graphically in Figure 5. 
Computational Results 
The above algorithm was coded in Fortran and several problems 
run on a Univac 1108 computer. The results have been summarized, and 
are presented in Table 6. All test problems were randomly generated; 
processing times were uniformly distributed on the interval [3,10] for 
tasks belonging to the sets 0... and 0.., and on the interval [5,10] for 
tasks in 0 U . 
H 
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Table 5. Summary of Solution Procedure Applied 
to Sample Problem 2 
Iteration S Outcome 
3 {1,-2,-3,4} V M or V > H -
+ 
z 





5 {l,-2_,-3,-4} V M or V > H -
+ 
z 













9 {-l_,2,3,-4} V M or 
V > 
H - + z 
10 {-1_,2,3,4} V 
M 
or V > H -
+ 
z 
11 {-1,2,-3,4} V M or 




Z M or z > H -
+ 
z 




Z M or Z H ± 
+ 
z 
15 {-1,-2,3,4} Z M or Z H ± 
+ 
z 




Table 6. Computational Results for the Sequence-Dependent Set-up Time Problem 
Problem c n , , c . . . . g ^ z e Sequencing Problems Solution Value 
Problem ~ Ratio of Initial Solution Time 
Number MH M H Started Completed Initial Final $ Final Solutions CPU Seconds 
1 2/2/2 6 4 24 22 .916 .137 
2 2/2/2 6 2 12 12 1.000 .073 
3 4/2/2 - - 16 13 .812 .156 4 4/2/14 - - 43 43 1.000 3.747 5 5/5/5 - - 35 28 .800 .945 6 6/4/18 64 2 35 35 1.000 31.308 
7 6/6/6 66 14 41 28 .683 2.014 
8 6/18/4 14 6 22 21 .954 33.200 
9 7/14/8 131 8 39 36 .923 41.501 
10 7/7/7 72 11 31 25 .806 3.091 
11 8/4/10 263 14 45 35 .778 17.757 
12 8/4/18 234 6 44 40 .909 61.274 
13 8/8/8 166 12 32 24 .750 6.727 
14 8/10/4 453 200 24 22 .916 103.958 
15 8/18/4 79 13 25 22 .880 44.768 
16 9/1/1 — 22 11 .500 1.296 
17 9/4/18 454 10 41 35 .854 133.411 
18 9/9/9 300 10 35 27 .771 8.314 
19 9/9/9 292 44 28 33 .820 45.520 
20 9/9/9 31 28 .903 62.756 
21 11/11/11 1,791 25 41 32 .780 146.045 
22* 11/11/11 33 26 .788 > 180.000 
23 15/1/1 10,819 104 20 15 .750 113.242 
24* 19/1/1 — 18 15 .833 > 180.000 
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From Table 6, it can be seen that the solution times for the 
test problems reflect a high variance. For the most part, this is due 
to the problem dependency of the algorithm. Some problems have many 
solutions of approximately the same project duration, which causes the 
algorithm to investigate many assignments. Problem number 14 in Table 6 
is of this type. Others, such as problem number 13, reflect a large 
difference between the final and other solutions, and, as such, are 
solved rather quickly. 
The first solution obtained was found by balancing the reduction 
coefficients. That is, assignments were made so that the sum of reduc­
tion coefficients for tasks in 0' was close to the sum of reduction co-
M 
efficients or tasks in 0'. The ratio of the final solution obtained 
n 
to the initial solution gives an indication of the desirability of 
backtracking. For the 22 problems of Table 6 which terminated, the 
average quality was 84 percent. Again, it should be noted that the 
final solutions of Table 6 are not necessarily optimal, since the 
sequencing problems are not solved exactly. 
A second piece of information contained in Table 6 is the 
number of sequencing problems attempted, along with the number of 
sequencing problems which were completed. A pair of sequencing prob­
lems were considered only if the bounds computed in Step 1 of the 
algorithm were better than the incumbent solution. However, once 
these problems were considered, the computations need only be con­
tinued as long as there is a possibility that a solution better than 
the incumbent can be obtained. Thus, many sequencing problems that 
are considered only need a few iterations of the sequencing algorithm 
74 
before it is obvious that the particular assignment can yield no better 
solution than the incumbent. 
All solution times are in CPU seconds. Problems were arbitrarily 
terminated at the end of 180 CPU seconds. Those problems which were 
terminated before completion are marked by an asterisk in Table 6. 
75 
CHAPTER V 
TASK ASSIGNMENT AND SEQUENCING OF CREWS 
A generalization of the problem presented in the previous chap­
ter (as well as an extension of the general problem) would be to con­
sider more than a single man and a single machine in the system. In 
this case, there may be several men and/or machines to be considered. 
This problem will be discussed in the context of a crew of men who 
must complete a project. As before, the project is comprised of a set 
of tasks 0. Certain of these tasks must be done by a particular crew 
member, while other tasks form a pool of tasks which could conceivably 
be done by any crew member. Let 0^ be the set of tasks which must be 
done by crew member k, and 0 ^ be the pool of tasks which are to be 
assigned to the crew members. The number of crew members will be de­
noted by I. 
If no precedence constraints are allowed, and processing times 
are assumed to be sequence independent, a formulation similar to the 
formulation at the end of Chapter II can be stated. The problem is 
min. z 
s.t. k = 
ieO x., ik = 1 k = 1,2 MH 
x, v e {0,1} i e 0, MH k = 1,2 , • * 
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where 
1 if task i is assigned to crew member k 
x ik I- otherwise 
If, as in the previous chapter, no precedence constraints are 
allowed, and processing times are considered to be sequence dependent, 
this formulation is no longer valid. The measure of performance will 
be to minimize project duration, which is the maximum completion time 
of all tasks. 
Analogous to the definitions of Chapter III, define 0£ to be 
the union of 0, and that sub-set of tasks of 0 1 J T I which are assigned to k MH b 
crew member k. Let P£ be the sequencing problem for crew member k, 
with tasks 0£. Also, let ̂  be the processing times of 0£. 
For £ = 2, the above problem is identical to the problem dis­
cussed in Chapter IV. However, the addition of more men and/or 
machines makes the problem increasingly complex. Previously, there 
were 2 possible assignments to consider; for the crew served prob-
• V 
lem with Jo crew members, there are & possible assignments. For 
each possible assignment, there are Jo sequencing problems to consider, 
each of which has 10,* J I solutions. 
As in the previous chapters, the basic approach will be one of 
decomposing the assignment and sequencing decisions. An algorithm 
similar to the algorithm of Chapter III is developed, since it is felt 
that the branch-and-bound approach will give more flexibility than the 




be denoted by the set 0'. If 0' = 0 , then all tasks are assigned, and 
r r 
the assignment is said to be feasible. A relaxation of the problem 
will be to allow tasks to be unassigned or free, that is, to consider 
an infeasible assignment. 
Let z,' denote the solution to P/. Also let L,' denote the k k k largest T.., for all (i,j) in the sequence determined for P.J.. Then l j K 
a bound on the completion time of crew member k, if an additional task 
i is assigned to crew member k, is given by 
B., = z' - L' + min T.. + min T.. 
l k k jeO'UO' ^ jeO'UO' ^ 
These bounds are used to determine an assignment to fix so that 
two new candidate problems are created (and added to the candidate list 
if necessary) and are also used as lower bounds on the candidate prob­
lems. If task i is assigned to crew member k (denoted by (i,k)) in 
one of the candidate problems, then the bound on that candidate prob­
lem is B ^ . The bound on the candidate problem which prohibits this 
assignment (denoted by (i,k)) is given by 
BND = min B.. 
j=l,2,...,£ 1 J 
The separating assignment is chosen such that the bound on (i,k) is 
as large as possible. 
The mechanics of the procedure are identical to that of Chapter 
III, with one exception. Since a solution could be obtained quickly 
using the procedure of Chapter III, no effort was made to find a 
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starting solution. In this chapter, the difficulty of getting a feasi­
ble assignment makes it desirable to obtain a starting solution. This 
is done by starting the procedure in such a manner that the next candi­
date problem chosen is the one which, at the previous iteration, made 
an assignment, rather than the one which prohibited an assignment. 
After an initial solution is found in this manner, candidate problems 
are chosen in the lowest bound first order. 
As in Chapter IV, the sequencing problems are formulated in a 
manner similar to traveling salesman problems. If these are solved 
exactly, the procedure used to solve the total problem gives the opti­
mal solution, which can be shown by the following proposition. 
Proposition 4: The branch-and-bound scheme outlined above 
is finite and terminates with the optimal solution. 
Proof: Each task has I possible assignments, and thus, there 
are only I ^ feasible assignments. Each of the feasible assignments 
will appear as one of the candidate problems. Since each 
candidate problem is compared with the incumbent solution, as soon as 
the optimal solution is explored, it becomes the incumbent. After 
this, no candidate problem will change the incumbent. Candidate prob­
lems not explicitly explored cannot have solutions better than the 
incumbent, since the lower bounds on the solution was no better than 
the incumbent. Hence, the incumbent at termination is optimal. 
A formal statement of the algorithm can now be given. 
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Computational Algorithm 
Step 0 : Initialize the procedure. 
0 . 1 Set 0 £ = 0 K k = 1 , 2 , . . . , J L 
0 . 2 Solve P£ , k = 1 , 2 , . . . , J L Denote the solution values by 
z£, and the maximum link in each sequence by L£. Set 
+ 
z = °°. 
0 . 3 Go to step 5. 
Step 1 : Choose a candidate problem. 
1 . 1 If CL = 0 , stop, the incumbent is optimal. 
1 . 2 Let CP be the element of CL with the lowest bound. 
1 . 3 If CP prohibits an assignment, go to step 5 . 
1 . 4 Update 0 £ . 
Step 2 : Solve a sequencing problem. 
2 . 1 Let task i be assigned to processor k by candidate problem 
CP. 
2 . 2 Add i to 0 ' . 
k 
2 . 3 Solve P£. Denote its solution by z£ and the maximum link 
by 
Step 3 : Attempt to fathom CP. 
3 . 1 If z£ < z +, go to step 4 . 
3 . 2 Delete CP from CL and go to step 1 . 
Step 4 : Check for feasibility. 
4 . 1 If 0 J = 0, go to step 6 . 
Step 5 : Separate the candidate problem. 
5 . 1 Compute bounds for each free assignment. 
5 . 2 Choose a separating assignment (i,k). 
5 . 3 Determine bounds for both new candidate problems and add 
them to the candidate list if necessary. 
5 . 4 Go to step 1 . 
Step 6: Replace the incumbent solution. 
6 . 1 Let z + = max z£ 
k 1 ^ 2 ^ • • • y & 
°k = °k ' k = l,2,...,Jc. 
6 . 2 Delete all candidate problems from the candidate list with 
bounds no better than z +. 
6 . 3 Go to step 1 . 
The algorithm will now be applied to a small sample problem. 
Sample Problem 
Consider a problem involving three crew members and eight tasks 
such that 0 = { 1 , 2 , 3 } , oj = { 4 , 5 , 9 } , 0£ = { 6 , 9 } , and 0^ = { 7 , 8 , 9 } , 
where task nine represents both start-up and tear-down operations. 
The processing times for this problem are given in Table 7 . A step by 
step application of the algorithm to this problem follows. 
Step 0 : Initialize the procedure. 
0 . 1 0 J = { 4 , 5 , 9 } , 0 2 = { 6 , 9 } , 0 ^ = { 7 , 8 , 9 } . 
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Table 7. Data for Sample Problem 3 
Task 1 2 3 4 5 6 7 8 9 
1 ^ 9 5 9 8 6 8 3 5 
2 3 ^ 4 3 6 8 3 6 4 
3 5 4 ° ° 6 6 7 4 5 2 
4 4 5 5 0 O 3 0 O 0 O 0 O 4 
5 3 2 4 5 0 O 0 O 0 O 0 O 3 
6 3 3 5 0 0 0 0 0 0 0 0 0 0 4 
7 3 5 3 O O 0 O 0 O 0 o 6 6 
8 3 6 2 0 O 0 O 0 O 5 0 O 3 
9 5 5 2 5 8 9 4 7 ° ° 
z' = 13 L' = 6 
+ 
z = 0 0 
0.3 Go to step 5. 
Step 5: Separate the candidate problem. 
5.1 Bll = 11-5+5+3 = 14 
B12 = 12 
B13 = 13 
B21 = 11 B31 " 10 
B22 = 10 B32 " = 8 
B 2 3 = 14 B 3 3 = 11 
(1,2) 
CL 2(1 ,2) BND X = 13 
CL 2(1,2) BND 2 = 13 
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5.1 B21 = 11 B31 " 10 
B22 = 15 B32 " 13 
B 2 3 = 14 B 3 3 " 11 
(2,1) 
5.3 CL1 (1,2) ; (2,1) BND = 15 
C L 3 (1,2) ; (TJ) BND = 15 
5.4 Go to step 1. 
1.1 CL + 0 
1.2 CP = CL X 
1.3 Does not prohibit an assignment 
1.4 0 p = {2,3} 
Step 2: Solve a sequencing problem. 
2.1 (1,2) 
2.2 0'2 = {1,6,9} 
2.3 z<2 = 15, L 2 = 6 
Step 3: Attempt to fathom CP. 
3.1 z%2 < z + = «, go to step 4. 
Step 4: Check for feasibility. 
4.1 0 p = {2,3} £ 0 
Step 5: Separate the candidate problem. 
Step 1: Choose a candidate problem. 
5.4 Go to step 1. 
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Step 1: Choose a candidate problem. 
5. . 1 Bll = 14 B21 = 11 B31 = 1 0 
B13 = 13 B22 = 
B 2 3 = 
10 
14 
B 3 2 = 8 
B33 = 1 1 
5. ,2 (1,3) 
5. .3 CL 2 = (1,3) BND = 13 
CL 4 = (1,1) BND = 14 
5. .4 Go to step 1. 
Step 1: Choose a candidate problem. 
1.1 CL i 0 
1.2 CP = CL 2 
1.3 Does not prohibit an assignment. 
1.4 0£ = {2,3} 
Step 2: Solve a sequencing problem 
2.1 (1,3) 
2.2 0^ = {1,7,8,9} 
2.3 Z 3 = 13 L 3 = 4 
Step 3: Attempt to fathom CP. 
3.1 z' < z + = °°, go to step 4. 
1.1 CL i 0 
1.2 CP = CL 2 
1.3 Go to step 5. 
Step 5: Separate the candidate problem. 
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Step 4: Check for feasibility. 
B21 = 12 B31 " 10 
B22 = 11 B 3 2 = C
O 
B 2 3 = 16 B 3 3 = 13 
(2,2) 
5.3 CL 2 = (1,3); (2,2) BND = 13 
CL 5 = (1,3) ; (272) BND = 13 
5.4 Go to step 1. 
The procedure continues in this manner until the final solution 
is obtained. The steps of the procedure are summarized in Figure 6. 
The final solution found is z + = 14, 0 + = {2,4,5,9}, 0* = {3,6,9}, 
and 0* = {1,7,8,9}. 
Computational Results 
The above algorithm was coded in Fortran and several problems 
run on a Univac 1108. These problems were randomly generated, but the 
processing times were generated such that a triangular property held. 
That is, for every i, k e 0, x., < x. . + x., for all j e 0. This was ' ik — 13 3k J 
necessary to insure that the addition of a task to a sequencing problem 
2 
would not result in a better solution. A rectangle is R , defined by 
XMIN, XMAX, YMIN, and YMAX was formed, and for each task in 0, a point, 
(x^,y^) in this rectangle was randomly generated. The processing times 
are then given by 
4.1 01 f 0. 
F 
Step 5: Separate the candidate problem. 
Figure 6. Solution Tree for Sample Problem 3 
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(y i-YMIN) + (y.-YMIN) + (x.-x^ i£ x i < x. 
1 J [(YMAX-yi) + (YMAX-y.) + ( x - x ^ if x± > x. 
This method will generate processing times which have the triangular 
property, but are not necessarily symmetric. 
A summary of the computational experience is given in Table 8. 
The primary drawback of this algorithm appears to be the number of 
nodes explored. Even though the ratio of the number of nodes explored 
to the total number of nodes may be small, the large number of possible 
nodes for even moderate sized problems causes the algorithm to exceed 
computer memory. Provisions were made to store 5,000 nodes in the 
program, and, as exemplified by problems 12, 29, 32, 37, and 39 in 
Table 8, such an allotment may not be sufficient. Increasing core 
available, or packing words, might alleviate the problem, but a better 
solution would be to develop tighter bounds, which would exclude many 
nodes from being stored. 
Solution times again have high variance. It is clear that one 
crew member can dominate the solution if he must do many tasks. A 
problem of this type, such as problems 5, 20, 23, and 39, will solve 
very quickly. Problems in which the crew members all have about the 
same initial loading are much more difficult to solve. 
The first solution was obtained quickly, usually in less than 
one second of CPU time. The average ratio of the first solution to 
the last solution was 96 percent. This may be misleading in that some 
problems (marked by an asterisk) were not run to termination, either 
Table 8. Computational Results for Task Assignment and Sequencing of Crews 
Problem 
Number 
Problem Size _ , . . 
0 /0 /0 / /0 Solution 









I n i t i a l / F i n a l 
1 2/2/2 72/70 .972 6/6 4/7 .174/.201 
2 2/6/2 118/118 1.000 4/4 4/4 .148/.154 
3 2/10/10 188/184 .978 8/7 7/9 .369/.738 
4 5/2/2 84/82 .976 26/17 16/32 .145/.238 
5 5/6/2 142/114 .803 13/13 16/17 .208/.315 
6 5/10/10 160/158 .988 40/25 32/55 .714/2.468 
7 10/2/2 134/132 .985 321/180 241/473 .314/5.190 
8 10/6/2 148/148 1.000 470/245 278/675 .437/13.397 
9 10/10/2 158/158 1.000 20/20 20/20 .645/.650 
10 10/10/10 194/186 .959 497/352 642/920 1.682/6.072 
11 15/2/2 142/114 .804 440/438 1028/1031 .583/13.662 
12* 15/6/2 166/162 — -/-- > 5000 .873/160.568 
13 2/2/2/2 88/88 1.000 4/4 4/4 .147/.153 
14 2/10/10/10 178/174 .978 10/6 9/14 .549/.963 
15 2/6/2/2 136/136 1.000 4/4 4/4 .139/.145 
16 5/2/2/2 104/104 1.000 40/19 15/59 .149/.366 
17 5/6/2/2 110/110 1.000 10/10 10/10 .168/.173 
18 5/10/10/10 192/184 .959 15/15 19/20 .870/1.370 
19 10/2/2/2 112/94 .839 178/93 110/302 .362/2.183 
20 10/10/2/2 164/164 1.000 20/20 20.20 .380/.385 
21 10/10/10/10 204/196 .961 634/454 1211/1508 1.622/71.035 
22 15/2/2/2 118/98 .831 2193/1562 3971/5086 .577/58.845 
23 15/10/2/2 148/140 .946 61/51 75/101 .653/1.980 
24 2/2/2/2 90/90 1.000 6/6 4/4 .132/.138 
25 2/10/10/10 172/172 1.000 6/6 4/4 .472/.477 
26 5/2/2/2/2 94/90 .959 14/14 19/20 .211/.290 
27 5/5/2/2/2 104/98 .942 191/81 138/366 .272/1.916 
28 5/10/10/10/10 176/176 1.000 9/9 10/10 .873/.878 
29* 10/2/2/2/2 104/-- — -- > 5000 .279/31.848 30 10/5/2/2/2 108/106 .982 1554/531 758/2722 .293/18.560 
31 10/10/10/10/10 190/178 .936 404/179 270/808 1.291/31.281 
32* 15/2/2/2/2 116/-- — — > 5000 .470/54.916 
33 15/7/2/2/2 128/124 .969 1536/440 263/2.694 .643/27.565 
34 2/2/2/2/2/2 88/88 1.000 8/6 5/11 .137/.158 
35 5/2/2/2/2/2 94/94 1.000 10/10 10/10 .173/.178 
36 5/10/10/10/10/10 160/160 1.000 10/10 10/10 .870/.874 
37* 10/2/2/2/2/2 110/-- -- -- > 5000 .282/46.046 
38 10/10/10/10/10/10 168/158 .941 263/148 317/612 1.455/23.768 
39 15/2/2/2/2/2 114/-- — — > 5000 .492/63.591 
40 15/2/2/2/2/2 112/112 1.000 30/30 30/30 .680/686 
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because of core limitations or time limitations. Also there is a 
large number of smaller problems which have a ratio of 100 percent. 
Problems 1-12 are the same type problems that were solved in 
Chapter IV. By comparing the two sets of problems, one can determine 
that the time to solution is about the same for similar size problems 
using the two algorithms. 
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
A new problem, the man-machine task assignment and sequencing 
problem, has been defined in this research. A mathematical statement 
of this problem has been given and validated. A branch-and-bound 
algorithm has been developed to solve this problem, and the algorithm 
has been coded in FORTRAN. Computational experience was obtained which 
indicates that good solutions to large problems are attainable. 
A variation on the above problem, formed by ignoring all prece­
dence constraints and assuming that processing times are sequence de­
pendent, was then explored. An implicit enumeration algorithm to 
solve this problem was developed and coded in FORTRAN. Computational 
results indicate that good initial solutions are obtained, but that 
for medium and large problems, attempts to improve this solution may 
require large amounts of computer time. 
A branch-and-bound algorithm was then developed for a third 
problem, the crew served problem. This algorithm was also coded in 
FORTRAN and computational experience obtained. As in the previous 
case, the initial solution is good, and attempts to obtain a better 
solution required much computer time. 
All of the algorithms mentioned above decompose the assignment 
and sequencing decisions. Each algorithm is exact if the sequencing 
sub-problems are solved optimally. However, the major effort expended 
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lies in solving the sequencing sub-problems, hence, the algorithms are 
used in a heuristic mode. Further, in many cases, the quality of the 
first solution is high enough to warrant the elimination of backtrack­
ing over assignments. 
Recommendations 
Several extensions/improvements to this work have evolved from 
the present investigation. 
Different Measures of Performance. Several alternative measures 
of performance could be implemented. This would necessitate changing 
the bounds computed in all three algorithms. However, most other mea­
sures of performance would probably result in bounds that were easier 
to compute, and also closer in value to the actual solution. 
Some of the alternative measures might be to minimize total 
processing time, total cost, or to maximize operator disgression. 
Total processing time could be handled in much the same way as schedule 
time, except that bounds would be computed by adding the machine and 
human processing times, instead of taking the maximum. The same would 
hold true of costs, unless there was a cost associated with the assign­
ment, in which case the problem becomes similar to a fixed charge 
problem. To maximize operator disgression, a measure called overlap 
[9] is introduced. Again this could be handled in a straight-forward 
manner. 
Constraints. There are many constraints other than precedence 
constraints which could be considered in the formulations presented 
herein. For example, there may be environmental considerations for 
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the human that would limit the amount of time he could work without 
resting. Constraints of this type would be introduced into the 
sequencing procedures of the algorithm. 
Bounds. The bounds developed in each algorithm are extremely 
important in determining the time required for solving the problem. 
Thus, good bounds are critical. Tighter bounds for the crew served 
problem may be obtained by somehow allocating unassigned tasks to crew 
members on a pro-rata basis, as is done in Chapter III. Other bounding 
techniques, such as solving linear programming problems, should also 
be explored. 
Recursive Solutions to Sequencing Problems. In all algorithms 
discussed in this research, the decomposition approach dictates that 
several sequencing sub-problems be solved. Since the sequencing prob­
lems are often only slight perturbations of a previously solved 
sequencing problem, it would appear that being able to solve one 
sequencing problem using the solution to a similar problem would be 
helpful computationally. 
APPENDIX A 
SOLUTION OF THE SEQUENCING PROBLEMS 
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APPENDIX A 
SOLUTION OF THE SEQUENCING PROBLEMS 
The sequencing problems discussed in Chapters IV and V are 
solved by a variation of the algorithm of Ashour et al. [2]. If n is 
the number of tasks to be sequenced, and T(i,j) is the processing time 
associated with sequencing task i before task j, the algorithm is as 
follows: 
Step 1. Initialize the sequence assignments. 
1.1 Set the level index L = 1 
1.2 Set all the sequence assignments 
A(i,j) = 0, i,j = 1,2,...,n 
Step 2: Compute the regrets. 
2.1 Reduce the matrix such that for each row I, 
T(I,j): = T(I,J) - min(I,j)), I = 1 , 2 , . . . . n 
j 
and then for each column J, 
T(I,J): = T(I,J) - minT(i,j)), J = 1 , 2 , . . . , n 
i 
2.2 Mark the cells which have zeros in the reduced matrix by 
(?,J) and evaluate the associated regrets such that 
R(I,J) = min(T(I,j)) + min(T(i,J)) 
j i 
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Step 3. Select the link (I*,J*) for possible inclusion in the final 
sequence such that 
R(I*,J*) = max{R(I,J)) 
(I.J) 
3.1 If a ties does not exist, go to step 4. 
3.2 If a tie exists and L < n - 1, for each tied link (I*,J*) 
set temporarily T(J*,I*) = 0 0 and compute the total reduc­
tion such that 
D(I*,J*) = I [min{T(i,j)}] + £ [min{T(i,j)}] 
i j j i 
i/I* j^J* j?*J* i^I* 
and select the link which has the minimum reduction. 
3.3 If a tie exists and L = n - 1, break the tie by any 
particular rule. 
Step 4. Check the level index. 
4.1 If L < n, include the selected link (I*,J*) in the final 
sequence by setting 
A(I*,J*) = 1 
Exclude the link (k,&) which would join the ends of the 
longest connected path involving (I*,J*) and the previously 
selected links by setting 
T(k,£) = °° 
Delete row I* and column J* by setting 
T(I*,j) = T(i,J*) = oo, i j = 1,2,...,n 
and set 
T(J*,I*) = * 
Set L = L + 1 and go to step 2. 
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4.2 If L = n, include the selected link (I*,J*) in the final 
sequence by setting 
A(I*,J*) = 1 
and go to step 5. 
Step 5. Evaluate the final sequence. 
5.1 Set the sequence of links having 
A(I*,J*) = 1 
5.2 Find the total schedule time such that 
z = I T(I*,J*) 
(I*,J*) 
The solution will result in a complete sequence which may or may not 
be optimal. The procedure can incorporate a backtracking scheme to 
insure optimality, but is not used in this research. 
APPENDIX B 
COMPUTER CODE FOR THE GENERAL PROBLEM 
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COMPILER IFLD=ABS> 
IMPLICIT INTEGER (A-Z) 
DIMENSION NDI UOOO'^) rNBD^OOO) 
DEFINE N O D I N F d , J ) = F L D ( 0 , 3 6 , N D I ( I , J ) * 
DEFINE NDbNDU)=FLD(0 ,36 ,NBD(I ) ) 
DEFINE XXI1 r J ) =FLD U - 3 6 * ( J / 3 7 ) - 1 , 1 »N0I3INF(I, ( J / 3 7 ) +1) > 
DEFINE F X < I ' J ) = F L D < J - 3 6 * ( J / 3 7 ) - 1 p \ • N O O I N F ( I , ( J / 3 7 ) + 3 ) ) 
DEFINE N E X T U ) = F L D U 8 r l 8 , N 0 D I N F < I » 2 ) > 
DEFINE R H S a ) = F L D ( 1 8 , l 8 # N o D I N F ( I , i » ) ) 
d e f i n e b n o ( i ) = f l d ( 0 , 3 0 » n d b n d ( i ) ) 
d e f i n e n i n v u ) = f l d 1 3 0 » 6 » n d b n d ( i > ) 
common m h » m s t , m e n d » h s t , h e n d , t , t m » t h » t i m e , x , n p « , f r O m » t o » t y p e » 
$ SUMM,SUMM»ST»LARGE,SCHOTM»ZPLuS»TIMSQ»NOSCD»NOPIN 
DIMENSION TM(5D »TH(51) »TXME(1()1) »X(101> »FROM<200> *To<200>» 
$ TYPE(200>»ST(101) 
REAL AMIN»HREAL»MREAL,XREAL»RAT 
DIMENSION A ( 5 1 ) , R A N K ( 5 1 ) , F < 5 1 ) , R A T ( 5D 
DIMENSION XPLUS(51) 








READtNREAD,2)(TM(I)»TH(I) , I=1»MH) 
READ INREAD* 2)(TIME(I)»I=MsT»MEnD) 
rEAD<NREAL>,2)(TIME(I),I=HsT»HEnD) 
2 FORMAT(20<1X»I2>> 
DO 10 I=1»HEND 
10 X ( I ) = 0 
DO 20 I=1»MST»mEND 
20 X ( I ) = 1 
READtNREAO»l)NpR 
jO 30 I=1,NPR 






n o f i n = o 
NIOSCD=0 
TlMIN=ITlME(TMi»TM2) 





DO 110 I=1»MH 
A U ) = T M ( I ) + T H l l > 
110 «AT( I )=FLOATtTM(I ) ) /FLOAT(A( I ) ) 
DO 130 IzlfMH 
AMIN=2.0 








DO 1**0 I=MST»MEND 
1^0 MTOT=MTOT+TIME(I) 
HTOT=0 
DO 150 I=1»MH 
150 h t o t = h t o t + t h u ) 
do 160 i=hs t»mend 
160 h t o t = h t o t * t i m e ( i ) 
b b a r = h t o t - m t o t 
hlm=bbar 
mrea l=mto t 
h R e a l = h t o t 












200 N l N V U ) = l F R 
DO 210 I=1»MH 
J=RANK(I) 











DO 220 I=2 ,K 








60 TO 1015 
C CHOOSE A CANDIDATE PROBLEM AND EXPLORE 1R 





00 1010 I=1»MH 
X(I)=XX(CURND»I) 
F(I )=FX(CURND»I) 
I F ( F C I ) . G T . O ) NFIX=NFIX+1 
1010 CONTINUE 
1015 NRHS=RHS(CURND) 




h c o s t = h t o t 
uO 1020 I=1»MH 
I F ( X U ) . E Q . O ) GO TO 1020 
MCOST=MCOST+TM(I) 
HC0ST=HC05T-TM(I) 
I F ( F ( I ) . G T . O ) MFIXD=MFIXD+TM(I) 
1020 CONTINUE 
w I S = - l 
AlFR-HLM 
DO 1030 I=1»MH 
1030 I F ( X C D . G T . O ) AIFR=AIFR-A(I ) 
uO 10U0 I=1»MH 
IF (IFR,NE#RANK(IJ ) GO TO lO«fO 
KIFR=I 
oO TO 10^5 
10**0 CONTINUE 
10^5 HFIXD=HTOT 
DO 1050 I=1*MH 
1050 I F ( F ( I ) , E Q . O . O R . X ( I ) . G T # 0 ) HFIxD=HFIXD-TH(I) 
CURBND=BNO(CURND) 
C CHOOSE A SEPARATING VARIABLE 
2000 IF(MH2.NE#NFIX) GO To 2009 
IF(WIS.GE.O) Go TO 2005 
» I S = 1 
BBND=1 
GO TO 2009 
2005 IF(WIS.EQ .O) BbND=-1 
IF(WIS.GT.0)FBND=-1 
GO TO 2600 
2009 NS = 0 
lF (WlS.GE .O) Ns=l 
IF(WIS.EQ .O) Go TO 2025 
IFRONT=0 
DO 2010 I=1»MH 
j=RANK(I) 
I F ( F W ) ,GT.O) 60 TO 2010 
I F ( J . E Q , I F R ) Go TO 2010 
IFR0NT=J 
GO TO 2020 
2010 CONTINUE 
2020 !F(WlS,GTtO) Go TO 2040 
2025 IBACK=0 
DO 2030 I=MH»1, -1 
J=RANK(I) 
I F ( F U ) , G T , 0 ) GO TO 2030 
I F C J . E Q . I F R ) Go TO 2030 
IBACK=J 




2070 i F ( X t l S ) . G T . O ) GO TO 2400 






IF(BBAR.GE.O) GO TO 2100 
XREAL=-FL0AT(BbAR)/FLOAT(A <IFR)) 
MREAL=MREAL+XREAL*FL0AT(TM<IFR))+ t9999 
HREAL=HREAL-XREAL*FLOAT(TH < I F R ) ) • 1 9999 
MINF=IFR 
bO TO 2140 
2100 I I = R I F R - 1 
DO 2130 I = I I » 1 , - 1 
J=RANK(I) 
i F ( F t J ) , G T , 0 ) GO TO 2130 
lF(BBAR-A ( J ) ) 2 H 0 » 2 l 2 0 » 2 l 2 0 











I F ( I . G T . J ) I = J 
IFCPBND.LT.I) pBND=I 







DO 2430 I=RIFR,MH jsRANK(I) IF(FU) .GT.0) GO TO 2430 IF(BBAR-A(J) 2410 »2<f20» 2420 2410 xREAL=FLOAT(BBAR)/FLOAT(A(J) MREAL=MREAL+XREAL*FLOAT(M < J >>9999 HREAL=HREAL-XREAL*FLOAT(HU>>•99  MINF=J GO TO 2440 2420 MREAL=MREAL+TM(J) 
HREAL=HREAL-TH(J) 
BBAR=BBAR-A(J) 2430 CONTINUE 2440 ISMREAL j=HREAL IF(I.GT.J) I=J IF(I.GT.PBNO) pBND=I 2450 IF(IS.EQ.IBACK) GO TO 2460 
FBNO=PBNO 
FRC=MINF GO TO 2470 2460 BNO=PBNO 
bFRC=MINF 2470 nS=NS+1 IF(NS.GT.I) GO TO 2600 IS=IBACK GO TO 2070 2600 IF(BBNO,GT,FBNd) GO TO 2610 1sep=ifr0nt nEwbnd=fbnd NEwfrc=frc 
wIS=l 




*is=o 2620 uewrhs=nrhs iF(XdSEP) .EQ.o) NEWRHS=NRHS-A(ISEP) C ADO A NODt TO THE CANDIATE LlsT IF NECtSSARY 3000 F(ISEP)=1 FX(CURND»ISEP)=1 NIX=1+FIX I ( I ).EQ.o) HFIXD=HFIXD+TH<ISEP> i d GO TO 3005 RH=RH-A(ISEP)KHS( )=NRHsMDMD+TM(ISEP) 5 iNEWB tL.ZpLUS) G O 3010 FIX.Q.M I  4  GO TO 20001 ,\|EW0D=TVT N+l(EW •S•qNO M0SNq=NEwN0D 
NXTAV=NEXT(NEWnOD> 
DO 3020 I = l r 4 
3020 N0DINF<NEWN0D»I)=N0DINF(CURND'I> 
IF(IFR.EQ.NEWFrC) 60 TO 3029 IF(XUSEP) .EQ.o> 60 TO 3025 
H=NEWFRC-1 
DO 3022 I = IFR»H iF(Fd) .GT.O) 60 TO 3022 
XX(NEWNOD'I)=l 
3022 CONTINUE 
GO TO 3029 
3025 II=NEWFRC+J 
DO 3027 I=II»lFR IF(FII).6T,0) 60 TO 3027 
XX(NEWNOD'I>=0 
3027 CONTINUE 
3029 iF(XdSEP) .GT.o) XX(NEWNOD»ISEp)=0 IF(XUSEP) .EQ.o) XX<NEWNOD»ISEp)si 
t3ND(NEWNOD)=NEw3ND NlNVlNEWNOD)=NEWFRC RHS(NEWNOU)=NEwRHS 
C NOW FIND THE POSITION IN THE NEXT BOUND LIST 
IF(NEWBND.LT.LSTBND) GO TO 303o 
C END OF L IST 
H=LSTNOD 
n e x t l l s t n o d ) = n e w n o d 
nex t (newnod)=0 
l s tnod=newnod 
l s t b n d = n e « b n d 
IF(II.NE.CURNU) GO TO 3070 
nxtbnd=newbnd 
nxtnod=newnod 
30 TO 3070 
3030 lF(NEWBNDtGT,NxTBND) 60 TO 30*0 




bO TO 3070 
C IN THE MIDDLE OF THE LIST 
3040 J=NXTNOD 
3050 I=NEXT(J) 
IF(NEWBND.LE,BnD(D) GO TO 3060 
J = I 
GO TO 3050 
3060 NEXTtNEWNOD)=I 
NEXTU)=NEWNOD 
3070 IF(NFIX.NE.MHI) GO To 2000 
C FIX THE ONLY FrEE VARIABLE 
4000 MCOST=MTOT t e r n d = t e r n d + i h c o s t h t o t DO 4010 I=1»MH IF(FU).EQ,0) IFIX=I 





n x t a v = c u r n d 
b z e r o = m c o s t 








IF(IPROB.GT.O) GO TO 4030 
4020 SUMM=MCOST 
SUMH=HCOST+TH(lFIX) 
X ( I F I X ) = 0 
GO TO 4040 
4030 SUMM=MC0ST+TM<IFIX) 
SUMH=HC0ST 
X ( I F I X ) = 1 
4040 CALL SCEDLE 
NS=NS«H 
iF(SCHDTM.LT.ZpLUS) GO TO 5000 
4500 I F ( N S . G T . I ) GO TO 1000 
IF(IPROB.EQ.O) GO TO 4510 
IF(BZERO.GE.ZPLUS) &0 TO 1000 
GO TO 4020 
4510 iF(BONE.GE.ZPLuS) GO TO loOO 
GO TO 4030 
C REPLACE T«E INCUMBENT SOLUTION AND pRUNt THE TREE 
bOOO zPLUS=SCHDTM 
TIMSL=ABSUTIMe(TM1»TM2)- t IMIN)/5 
* R I T E ( 6 , 5 0 0 1 ) TIMSL 
5001 FORMAT(» SOLUTION FOUND A T , * I 9 , » MlLSEC*) 
DO 5010 I=1»MH 
5010 X P L U S ( I ) = X ( I ) 
WR I T E ( 6 , 5 0 2 0 ) zPLUS 
5020 FORMAT(• THE N£W SOLUTION IS'* IlO> 
v;RITE(6r5025) (xPLUS (I) # I = i , MH) 
5025 FORMAT(1X'30I2) 
IF ( ISTOP.GT.O) GO TO 6000 
iF(LSTBND.LT .ZpLUS) GO TO 4500 
iF(NXTBND.GE.ZpLUS) GO TO 5050 
j=NXTNOD 
5030 I=NEXT(J) 
I F ( B N D ( I ) . G E . Z P L U S ) GO TO 5040 
J = I 
GO TO 5030 
5040 nEXT(D=NXTAV 
n x t a v = i 
LSTNODsJ 
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L S T B N D = B N D ( J ) 
N E X T ( J ) = O 
GO TO 4 5 0 0 
5 0 5 0 I F ( N S . G T , 1 > GO TO 6000 
I S T 0 P = 1 
GO TO 4 5 0 0 
6 0 0 0 W R I T E ( 6 » 6 0 0 1 ) 2 P L U S 
6 0 0 1 FORMAT ( • THE PROBLEM S O L U T I O N l S * , H 0 * / ) 
T I M S L = A B S ( I T I M E ( T M 1 » T M 2 ) - T I M I N ) / K 
WRlTE(6r6002) TlMSL 
6 0 0 2 F O R M A T C O P T I M A L V E R I F I E D A T * » L 9 » F M L S E C O 
Z P L U S = L A R G E 
DO 6 0 1 0 I = 1 » M H 
6 0 1 0 X d ) = X P L U S ( I ) 
w R I T E ( 6 » 6 0 1 1 > ( X ( I ) » I = 1 , M H ) 
6 0 1 1 F O R M A T ( • RHE A S S I G N M E N T Is • » / » 3 5 l 2 ) 
RTRITE(6»6012) TIMSQ 
W R I T E ( 6 » 6 0 1 3 ) TNODtMOSNOD,TERND»NOSCOrNOFIN 
C A L L S C E D L E 
6 0 1 2 F O R M A T ( » S C H E D U L I N G T 0 0 K % I 9 » f MLSECM 
6 0 1 3 F 0 R M A T ( 1 X ' 2 I 5 ) 
W R I T E ( 6 » 6 0 1 5 ) 
6 0 1 5 F O R M A T C T A S K • , 2 X » • S T A R T * ) 
DO 6 0 2 0 I=1»HEND 
6 0 2 0 W R I T E ( 6 » 6 0 2 1 ) I » S T ( I ) 




IMPLICIT INTEGER (A-z) 
COMMON MH»MSTrMEND»HST>HEND»T»TM»TH,TlMt,X»NP«»FROM»TO,TYPE» 
$ SUMMpSUMHrST#LARGE,SCHDTM»ZPLuS»TlMSQtNOSCDfNQFJN 
DIMENSION TM15D , T H ( 5 1 ) » T I M E ( 1 0 D »X (101) ,FROM(200> »TO<200>» 
S T Y P E C 2 0 0 ) ' S T ( l O l ) 
DIMENSION PNT(iOl)tNp(101)»CC(lOl)»ES(10l),BU0l>»IPT<101> 
DIMENSION I B N ( 2 0 0 ) » I E N < 2 0 0 ) » I N D < 2 0 0 ) » I N T O ( 2 0 0 > r O U T ( 2 0 0 ) ' 
S D ( l O l r l o l ) 





DO 20 I=1»MH 
lF(XU)tEQ.O) GO TO 10 
TIME<I)=TM(1> 
GO TO 20 
10 TIMEH)=TH(I ) 
20 CONTINUE 






QO 40 I=1*T 
DO 40 J=1»T 
40 0(I»J)=-LARGE 
C SET UP THE PRECEDENCE RELATIONSHIPS FOR THIS ASSIGNMENT 




C TY=0 IS UNCONDITIONAL PRECEDENCE 
IF(TY.EQ.O) GO TO 90 
IF(TY.LT.T) GO TO 50 
C TY = LARGE IS I.J ASSIGNED THE SAME 
IF (X I I ) .NE.X IJ ) ) GO TO 100 
GO TO 90 
50 ATY=ABS(TY) 
lF( I .EQ t ATY) Go TO 70 
C j IS THE CONDITIONAL VARIABLE 
IF(TY.LT.O) GO TO 60 
C TYPE = +J 
IF(X(J) .EQ.O) GO TO 100 
GO TO 90 
C TYPE = -J 
60 IF (X(J).GT.O) GO TO 100 
GO TO 90 
C I IS THE CONDITIONAL VARIABLE 
70 IF(TY.LT.O) GO TO 60 
C TYPE = +1 
IF(XCI),EQ.0> GO TO 100 
GO TO 90 
C TYPE = -I 
80 i F ( X d ) . G T . O ) GO TO 100 









C DETERMINE POINTERS FOR LIST 
1=0 
DO 110 IAR=1»NARCS 
J=IBN(IAR) 




C COMPLETE THE LONGEST PATH MATRIX 
DO 120 I=1»HEND 
120 D(I»T)=TIME(I) 
C DETERMINE THE ORDERED TO-FROM LIST 
11=0 
DO 140 J=l»HENo 
IP=0 
DO 130 IrlrHEND 














DO 150 I=1»HEND 
150 IF(CC(I).GT.O) NCC=NCC+1 
IF(NCC.EQ.O) Go TO 9000 





iF( n c c . e q . o ) go t o 9000 
DO 1020 I=1»HEnD 
IF(NP(I).NE.O) GO TO 1020 
I F ( X U ) ,EQ.O) GO TO 1010 
NSM=NSM+1 
lF ( N S M tGT.D 00 TO 1030 
ISTAR=I 
60 TO 1020 
1010 NSH=NSH*1 
IF(NSH.GT.I) Oo TO 1030 
JSTAR=I 
1020 CONTINUE 
IF(ISTAR.EQ.O) GO TO 1025 
ES(ISTAR)=CM 







IF(INTO(J)•EQ.ISTAR) GO TO 1023 
iF(FIN.GT.ESCIsTAR)) ES(ISTAR)=FIN 
1025 IF(JSTAR.EQ.O) GO TO 2000 
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ES(jSTAR)=CH 
IF(CC(JSTAR) .EQ.O) GO TO 2000 
FlN=0 
j = I P T ( J S T A R ) 
1027 K=OUT(J) 
FN=ST (K)+TIMECK) 
I F ( F I N . L T . F N ) FIN=FN 
d = J + l 
1 F ( I N T 0 ( J ) . E Q . j S T A R ) GO TO 1027 
I F ( F I N . G T . E S ( J S T A R ) ) ES<JSTAR)=FIN 
I F ( N S M . E Q . O . A N D . N S H . E Q . O ) GO To 9000 
GO TO 2000 
C SOLVE THE LONGEST PATH PROBLEM 
1030 DO 1040 I = 1 » T 
DO 1040 J = 1 » T 
I F ( D ( J » I ) . L E . S M A L L ) GO TO 1040 
DO 1035 K=1»T 
l F ( D d » K ) . L E . S M A L D GO TO 1035 
I W K = D ( J . I ) + D ( I , K ) 
I F ( I W K . G T . D ( J , K ) ) D(J,K)=IWK 
1035 CONTINUE 
1040 CONTINUE 
C FIND THE LONGEST PATH FOR M AND H 
LPM=0 
L P H = O 
DO 1060 I=1»MH 
I F ( N P ( I ) , L T . O ) GO TO 1060 
i F ( X t l ) . E O . O ) GO TO 1050 
i F ( D d r T ) .GT.LpM) LPM=Dd,T> 
GO TO 1060 
1050 i F ( D d r T ) . G T . L p H ) LPH=D(I ,T) 
1060 CONTINUE 
DO 1070 I=MST»MEND 
X F ( N P d ) ,LT.O) GO TO 1070 
i F ( D d r T ) .GT.LpM) LPM=D(I,T) 
1070 CONTINUE 
DO 1080 I=HSTrHEND 
I F ( N P ( I ) , L T . O ) GO TO 1080 




l F ( I I . G E , 2 P L U S , 0 R . J J . G E t 2 P L U S ) GO TO 99*0 
C COMPUTE THE EARLIEST START TIMES FOR EACH SCH^DULABLE TASK 
DO 1130 I=1»HEND 
I F ( N P ( I ) , N E . O ) GO TO 1130 
I F ( C C ( I ) ,GT.O) GO TO H 1 0 
i F ( X d ) . E Q . O ) E S d ) = C H 
i F ( X d ) . E Q . O ) E S d ) = C H 
GO TO 1130 
1110 FIN=0 
J = I P T ( I ) 
1120 K=OUT(J) 
FN=ST(K)+TIME(K> 
XF(FIN.LT.FN) FXNsFN J=J+1 IF(INT0(J),EQ.I) GO TO 1120 1F(XI).GT.0.AnD.FIN,LT,CM> FIm=CM lF(XU),EQ.O,AND.FINtLTtCH)FXNsCH ES(I)=FIN 1130 continue c determine the bounds for each candidate task blpm=cm+lpm blph=ch+lph bsm=cm+summr bsh=ch+sumhr if(bsm.ltblpm) bsm=blpm if(bsh.lt.blph) bsh=blph 
QO 1240 I=1»HEnD 
IF(NP(I).NE.O) GO TO 1240 IF(X(I).GT.0) GO TO 1210 BND=ES(I)+SUMHr IF(BND.LT.BSM) BND=BSM GO TO 1220 1210 bND=ES(I)+SUMMr IF(BND.LT.BSH) BND=BSH 1220 IF(BND.LT.D(I»T) BND=D(I,T) Xl=Xd) LPI=ES(I)+TIME(I) MAX=-1 
DO 1230 J=1»HEnD 
lF(NP(J).LT.O) GO TO 1230 
lF(XCJ).NE.XI) GO TO 1230 
IF(J.EQ.I) GO TO 1230 
LPJ=LPH-DW#T) IF(MAX.LT.LPJ) MAX=LPJ 1230 CONTINUE lF(BND.LT.MAX) BND=MAX d(I)=BND 1240 CONTINUE lSTAR=0 jSTAR=0 C FIND THE SMALEST BOUND MlNM=LARGE MlNH=LARGE DO 1320 I=1#HEnD IF(NP(I).NE.O) GO TO 1320 IF(XU) .EQ.O) GO TO 1310 iF(Bd) .GE.MINm) GO TO 1320 MlNM=B(I) 1STAR=I GO TO 1320 1310 iF(Bd) .GE.MINh) GO TO 1320 hlNH=B(IjSTARI 2 CONNUE lF(MlNM.G2PLuS.AND,ISTAR#GT.0) GO TO 9990 1F( IH Z U .J . > GO  * 0 
2000 IF(2STARVEQV0) 90 TO 2010 ST(ISTAR)=ESUsTAR) CM=ES(ISTAR)+TJME(XSTAR) NP(ISTAR)=-1 
SUMMR=SUMMR-TImE(ISTAR) IF(CC(ISTAR),6T#0) NCC=NCc-l 2010 IF(JSTAR.EQ.O) GO TO 2020 ST(jSTAR)=ES(JsTAR) 
CH=ES(JSTAR)+TlME(JSTAR) 
NP(JSTAR)=-1 SUMHR=SUMHR-TIME(JSTAR) lF(CC(J5TAR)fGTfo) NCC=NCc-l 2020 nODE=I5TAR IF(ISTAR,EQ,0) NODE=JSTAR 2030 J=PNT(NODE) IF(J.EQ.O) GO TO 2050 20«*0 I=IEN(J) NP(I)=NP(I)-1 IND(J)=0 J=J+1 IF(J.GT.NARCS) GO TO 2050 IF(IBN(J).EQ.NoDE) Go TO 2040 2050 lF(NODE.EQ.JSTAR) GO TO 3oOO IF(JSTAR.EQ.O) GO TO 3000 NODE=JSTAR GO TO 2030 C SET UP NEW LONGEST PATH PROBLEM 3000 DO 3010 I=1»T DO 3010 J=1»T 3010 D(IrJ)=SMALL 3015 DO 3020 IAR=1»nARCS 1F(IND(IAR).EQt0) GO TO 3020 I=IBN(IAR) J=IEN(IAR) 0(1,J)=TIME(I) 3020 CONTINUE 
DO 3030 I=1»HEnD 1F(NP(I).LT.O) GO TO 3025 D<I»T)=TIMEU) GO TO 3030 3025 D(I#T)=SMALL 3030 CONTINUE 
GO TO 1000 9000 CONTINUE 9010 IPR0B=0 
DO 9050 I=1»HLnD IF(NP(I).NE.O) GO TO 9050 
IF(XU).GT.O) G0 TO 9020 
ST( I )=CH 
CH=CH+TIMEU) GO TO 9030 9020 ST(I)=CM CM=CM+TIME(I) 9030 IPR0B=1 
n P ( j > = - i 
J = P N T ( I ) 
I F ( J . E Q . O ) GO TO 9050 
9040 K = I E N ( J ) 
NP(K)=NK(K)-1 
J = J + 1 
l F ( I 0 N ( J ) t E Q t l ) GO TO 9040 
9050 CONTINUE 
IF( IPROB,OT,0) GO TO 9010 
CH=0 
CM=0 
DO 9070 I=1#HEnD 
I I = S T ( I ) + T I M E ( I J 
iF (xa ) .GT.O) GO TO 9060 
I F ( I I . G T . C H ) Ch=II 
60 TO 9070 
9060 i f ( c m . l t . h ) cm=i i 
9070 c o n t i n u e 
schdtm=cm 
i f ( s c h d t m . l t . c h ) schdtmrch 








COMPUTER CODE FOR THE UNCONSTRAINED SEQUENCE 
DEPENDENT PROCESSING TIMES PROBLEM 
112 
implicit integer (a-z> logical bktrk.thru COMMON RKTRK,H»HEND»HST,IEQ»lMAx*lNnlC,TSTAR»JMAX»JSTARtL, * LARGE,M»MAX»MEMO»MH»MHi,MHP»N»Ml»S»jMHf St'MMf T»TCOST»THRU»MST» * YEs»C (62»62) ,C0ST(62»*2) »R <&2 162) t S ( 20 ) ,UNDER(20) .X(20) * 
* XPLUs(20).XX(62)»B<62>»3N0(6?),BnjDh(62),BNDM(62)»IClN(6*)» 







CAL  FNDMlH CAL  ROUNDS CAL  ST/'RTx 200 IZ = 0 PMORH=1 IF(SUMH.GT.SUMM) pmorh=o 210 IF(PMORH.EO.I) GO TO 2l5 CAL  SETUPH NHS=NhS+1 GO TO 218 215 CAL  SETUPM NMSrNys+1 218 IP(BKTRK) GO TO 400 CAL  qEGNCE IF(RKTRK) GO TO 400 NSLv=NSLV+l IF(pMoRH.EO,1) MCOST=zCoST iF(pMoRH.EO.O) HC0ST=zC0ST IF(IZ.EO.I) GO TO 300 IZ = 1 
PMOrh=i-pmorh 
GO TO 210 300 IP(MC0ST.LT.HCOST) ZPlUs=HCOSt iF(rjCoST.GF.HCOST) ZPLUs=MCOSt WRITE (f,» 8) 7PLUS 8 FORMATC THE mEw INUMBENT lSt,i9) HO 31n IrlfMH1 XPLu (l)=X(I) * CAL  RAKRK ITHU) Go  410 G O 200^ OUPUTEND 
SUBROUTINE BOUNDS 
IMPLICIT INTEGER (A-Z) 
LOGICAL BKTRK»THRU 
DO 10 I=1»T 
B N D ( I ) = 0 DO 10 J=l*T 
10 C(I,J)rCOST(IfJ) 
DO no I = l,viEND 
MlNrLARGE 
DO 20 J=l»MENO 
20 IF (MIN.GT.C(I»J)) MlN=C(I,j) 
I F(MIN.GT.C(I.T )) M l N = r ( I , T ) 
B N D ( I ) = M I N 
•0 3C J=l»MENO 
30 C(I,J)=C(I» J)-MIN 
40 C d ,T)=C(I ,T)-MIM 
MlNrLARGE 
DO 50 J=1»MEND 
50 I E(MIM.GT.C<T»J)) MIN=C ( T»J) 
BND(T)=MIN 
DO f,o J=l»MFNn 
60 C(T»J)=C(T, J ) - M I N 
DO bo J=l»MENn 
MIN=LARGE 
00 70 I = 1»'1EN3 
70 I F ( M I N.GT.C(T» J )) MlN=C(I,j) 
I F(MIN.GT.C(T#J)) MlN=C(TrJ) 
3ND(J)=BND( J ) + M I N 
80 CONTINUE 
MlNrLAPGE 
DO go I=1»MEND 
90 I F ( M I M.GT.CU.T)) M I N = C ( I , T ) 
3ND ( T)=BND(T)+MIN 
SUMv|=nND<T) 
DO 100 I=MsTtMENO 
lOO SUiMMrsUMM+rtNDd) 
DO Hr, 1 = 1, 
110 BNDM(I)=BND(I) 
DO I2n I= l t T 
B N D ( i ) = 0 
DO I2n J= 1»T 
120 C d , J ) = C O S T d » J ) 
DO i5n 1=1,MH 
MIN =LARGE 
DO 130 J = 1,MH 
130 l F ( M l N . G T . C d , J) ) MlN=C(l.j) 
DO I4n J=HST,T 
140 l F ( M l N . G T . C d , J)> MlN=C(i,j) 
6 N D ( I ) = M I N 
DO i5n J=1,T 
C d , J)=C(I, J ) -MIN 
150 CONTINUE 
DO i9n I=HST#T 
MIN =LARGE 
DO I6n J=1,"H 
160 lF(vilN.GT.Cdr J) ) M l N = C ( l r j ) 
DO i7n J=HsT,T 
170 IF(MlN.GT•C d , J ) ) MlN=C(I,j) 
BND(I)=MIN 
00 180 J = 1 , T 
180 C ( l,J ) = C ( I , J ) - M I N 
190 CONTINUE 
DO 220 Jrl.^'H 
MIN=LARGE 
DO POO I=1.MH 
200 I F ( M I N . G T . C ( I » U ) ) M l N = C ( I , j ) 
DO 210 I=HST,T 
210 I F ( M I N . G T . C ( I » J ) ) M l N = C ( I , j ) 
BNd(J) = BND(J)+MIN 
220 CONTINUE 
DO ?5o J=HST»T 
MIN=LARGE 
DO p3n 1=1,VH 
230 lF(viiN.GT.C(I,J) ) M l N = C ( I , j ) 
DO 24r I=HST,T 
240 lF(»/!lf!.GT.C ( I , J ) ) MlN=C<I , j ) 
^ND(J) =BM0(J)+MIN 
250 CONTINUE 
DO ?6n 1 = 1 , M H 
260 BNDH( I )=BND(I) 
S U M H = f) 
DO 27n I=H5T»T 
270 SUV.H=sUMH+3ND( I ) 
RETuRN 
END 
S U B R O U T I N E B A K T R K 
I M P L I C I T I N T E G E R ( A - Z > 
L O G I C A L B K T R K » T H R U 
B K T R K = . F A L S E . 
5 D O 20 I = M H , 1 , - 1 
K = I A B S ( S ( I ) ) 
I F ( u N H E R ( K ) . N E • C ) GO TO 20 
S U ) = - S ( I ) 
UN&ER(K)=1 
11 = 1 + 1 
D O 10 J=I I ,MH 
K = l A B s ( S(D)) 
10 UN0PR (K )=0 
30 TO 30 
20 CONTINUE 
T H R u = . T R U E . 
R E T U R N 
30 I F ( S ( I ) . L T . O ) GO TO 40 
K = S ( I > 
SUMv| = 5 U M M + '-iMDM (<) 
SUMH=SUMH-I3M0H(K) 
X ( K ) = I 
GO TO 50 
40 K = - S ( I ) 
SU.V^rsUMM-uNDMCO 
SUMH=SUMH+BNOHU) 
50 IF(C .UMM.GE.ZPLUS) GO TO 5 
IF(sUMH .GE .ZPLUS) GO TO 5 
R E T U R N 
END 
<:,U ->PMTIf''E! ^ETUf'1 
: i-
?".• 1 = 1»-i F <' (i) .zo.':) (jo to ?o 
< x i: r > r: 
•j- . 
ir l v (.1) ) C?n TO I i 
JJ-Jj+i 




:< 1.= T I 
i.)0 ->b 1 = 1 fij 
IRI r • fi)=l 
T ( i * i ( t ) = 1 
LCO(I)-o 
25 LRO(I) =: 




1 I = I T + 1 
X X ( I ) = l I 
JJ=r. 
JO pf> j=i»V 
IF<V(J).EQ.O) &0 TO 26 
JJ=JJ+1 







40 C(N,D =C0ST(T,1I) 
Tl = r 
30 est: 1 = 1 # MH 
iMy(I).EQ.O GO TO 50 




C ( N , M)=LAR&E 
X X ( v ) = T 
K = o 
00 I = l»v,--i 
TF(y(I),FQ.') GO TO 60 
K = M ! 
- (K ) r>ir?v (I) 
60 CONTINUE 
K = "'-<;T-| 




DO 100 1 = 1 ,N 
Mlr4 =B(l) 
DO QO J=1»MHP 
80 IF(vI N .GT.C(I.J)) MIN=C(I,jj 




I p<TCOST.GE.ZPLUS) GO T 0 140 
DO I3n J=1.N 
MlN=LflRGE 
oo n o i=i,n 
l lO IF(MIN.GT.C(I,J)) MlN=C(I ,j) 
IF(mIn.EO.C) GO TO 13n 
TCOsT=TCOST+^lN 
00 i2o 1 = 1 .M 
120 C<I»J)=C(I,J)-MIN 
130 CONflMUE 
if<tcost.ge.zplus> GO To 140 
RETuRn 




implicit integer (a-zj 
lo&ical bktrk»thru 
DO 30 I=1»MH 
MIN=LARGE 
do io j=mst»menq 
10 IF(MIM.GT.C0ST(I»J)> MlN=CosT(I,J) 
IF(MIN.GT.COSTCI.T)) MlN=COST(I,T) 
MRM(I ) =MIN 
MIN=LARGE 
DO po J=HST»T 
20 IF(MIN.GT.C0ST(IrU)) MlN=COST<I,J) 
30 MRH(I)=MIN 
DO 50 I=MSt tMEND 
MIN=LARGE DO no j=MSTiMF.ND 
40 lF(MlN.GT.COST(IrJ MlN=C0ST(I,J) IF(mJN.GT »COST(I»T)) MlN=COST(I,T) 
50 MRN'i (I) zVllN 
MIN=LARGE 
DO 60 J=MSt»MEND 
60 IF<MIM.GT.C0ST<T»J)> MlN=COST(T»J) MRM(T)=MIN 
DO HQ 1=HST»T 
MlNrLARGE 
DO 70 J=HST fT 






IMPLICIT INTEGER ( A - Z ) 
LO&iCAL B*TRK»THRU 
L = 0 
H=0 
TCCsTrO 
00 20 1=1rMH 
I F < X ( I ) . G T . O ) GO TO 20 
H = I I + 1 
X X < I I ) = I 
J J = 0 
no to j = i » M H 
IF 4 X ( J ) . G T.0) GO TO 10 
J J = J J + 1 
C ( I l , J J ) = C o S T ( I , J ) 
10 CONTINUE 
DO i5 J=HST»T 
J J = J J + 1 
15 C ( l l , J J ) = C o 5 T ( I , j ) 
20 C O N T I M U E 
N1 = I U H 
N=.-*t + i 
MHlsl + H 
MHP = I I 
I I=M5T-1 
D O 25 1 = 1 til 
XRlN(I)=1 
I C I N J ( I ) = 1 
LRO(I )=c 
25 L C O ( I ) = o 
00 iiQ i=MHl»N 
H = l U t 
X X ( I ) = H 
JJ=HST-1 
00 30 J=MHl,N 
J U = J J+1 
30 C<1 » J)=C0ST ( H » J J > 
J J = 0 
DO 35 J=1»MH 
I F ( X ( J ) . G T . O ) GO TO 35 
J U = J J+1 
C U , J j ) = C O s T ( H , J ) 
35 COKjlNUE 
40 CONTINUE 
K = G 
00 50 1=1»MH 
I F ( X ( I ) .GT. •?> GO TO 50 
K = K + l 
S ( K ) = M R H ( I ) 
50 C O N T I N U E 
K=HsT-l 
00 60 I=MHl,N 
K=N + 1 
60 B(1)=VRH(K) 
00 go i n » N 
MIN=B(I ) 
00 70 J = l»MHP 
70 lr UilN . G T . C d » J ) ) M I N = C ( l , j ) 
00 80 J=1»N 
80 C ( I , J ) = C ( I»U ) - M I N 
118 
fCOsT=TCOST+MlN 90 CONTINUE IFITCOST.GE.ZPLUS) GO T0 130 DO 120 J=1.M MIN=LARGE DO ICO 1=1.N 100 IF(vilN.GT.C(I»U) ) MlN=C(I,j> IF(MIN.EO.O) GO TO 120 DO ilo 1=1,N 110 C(I.J)=C(I»J)-MIN TCOc;T=TCOST + MlN 120 CONTINUE IE(TCOST.GE.ZPLUS) SO T0 130 RETURN 130 3KTrK=.TRU£. RETURN END 
SUBROUTINE STARTX 
IMPLICIT INTEGER (A-Z) 
LOGICAL BKTRK'THRU 
DO 20 1=1fMH 
IF(SUMM.LE.SUMH) GO TO 10 
X d ) = 0 SUMh=SUMH+3NDh<I) 
5 d ) = - I 
GO TO 20 
10 X(1)=1 







FOR-̂ATC THE PROBLEM SOLUTION Is'»/) FOkviat { » THE ASSIGNMENT IS»,/,15(IX,I?),/) FORMAT(t MCOST IS^IR) 
F0R»AT(» THE SEQUENCE Is1t/,lx»»Ot,«5(«-i,12)) 
F0R\1AT{» HCOST IS'»I8) 
WRlTE(6»l) WRlTE(6r2) <XpLUS(I>' I = 1rMH) 
DO 10 1 = 1»MH 
10 X(l)=yPLUS(I) 
ZPL-uS=LARGE PMOrH=1 
20 CALL SETUPM 
CALL SEQNCe ICPMQR.E.0) GO TO 30
WRlTE(fS,3) ZCOST WRlTE(6»«4) (ZT(I) »I = 1,N) PMOrH=0 
CALL SETUPH 




COMPUTER CODE FOR TASK ASSIGNMENT AND 
SEQUENCING OF CREWS 
120 
Km " l j ! I o ' » " ' f . 0 . 6 C , . I C l N < 6 0 ) . I n I N ( 6 n ) . L C O ( 6 0 ) , L R O ( 6 0 , . z r ( 6 0 ) 
COv«yON POUND (SO #5> f P < 5 0 , F ) 
COMMON XPLUf-(50) .XX<50) »X(50) 7 l | ( C - n n n , ( COMMON prEJ (5000) 'ENO«5oOO)PVn(5000)^M(SOOO) .BMD«5000) .7N(5000) 
* LN (5000) »NXTBND (5000) » z P ( 5 ) ' L P ( 5 ) » 7 E R 0 ( S ) » L E R 0 ( 5 ) , l S T ( 5 r I E ^ 5 M 




common no l i fo f l eve l 






GO TO 200 
100 IF(MXTCST.EQ.I) GO TO 6 0 0 
CALL CHOOSE 
I F < S E P I T . E 0 . 2 ) GO TO lOo 




IF(bKTRK) GO TO 400 
PCT=(LEVEL*1000)/MH 
I F ( P C T . G E . 7 ? 0 ) M0LIP0=.FALSE* 
NF1n=NFIN+1 
z n ( n x t c s t ) = z c o s t 
l N ( n x t c s t ) = l m a x 
ZP(nPR)=ZCoST 
l p ( n p r ) = l m a x 
i f ( z b n d . l t . z c o s t ) z b n d = z c o s t 
CALl FEASBL 
I F ( f E A S ) Go TO 500 
200 CALL BOUNDS 
CALL PICKIT 
300 CALL ADDEM 
IF(OUTRM) GO TO 700 
GO TO 100 
400 CALL OELND 
IF(nOEND) GO TO 100 
GO TO 600 
500 CALL NEWlNC 
TME = ARSUTl^E(TMl»TM2)-TM)/5 
WRlTE(6 ,50 l ) TME 
501 FORMAT(* NEW INCUMBENT FOUND A T t » l 9 , t MLSECM 
CALL DELND 
NOLiFo=.TRUE. 
IF ( .NOT.NOc.MD) GO TO 6O0 
CALL PRUNIT 
IF(NOFND) GO TO 100 
600 WR1TE(6,60D MTS#NFIN. r ,NOD.T N00 
601 FORMATC N T S ' . I U * ' N F I N I , I 5 , » M n O d N I S . ' TNOD',15) 
TME = ABS( lT l v E(TMl»TM2)-TM)/5 
VRlTE(6 ,602) TME 
CALL OUTPUT 
602 FOKMATC OPTIMAL VERIFIED AT f»l9»» MLSEC) 
ST Up 
700 WRITE(6»701) 
701 FOKvAT ( ' N O ROOV) END 
SU&ROUTINE CHOOSE 
IMPLICIT IiJTEgER U - Z ) 
LOGICAL BKTRK,FEAS,NOEN'D»OUTRM 
LOGICAL NOLIFO 
S E P i T r - l 
lFlNXTCST.NE.NNl) go to 100 
I=VN(NXTCST) 
K = A N ( N X T C S T ) 
L E V r L = L f r V E L + l 
RE1 IJPN 
lOO 30 H o 1 = 1 , MH 
X < I ) = 0 
DO H o K = 1,M 110 PU,K)=0 
30 i 2 0 K = 1,M 120 ZP<<)=0 
LEV E L=0 
Î PREO(NXTĈT) 
I F ( I . N E . I ) GO TO 130 
ZBNor-i 
DO !25 1 = 1, M 
Z P < I ) = 7 E R 0 ( I ) 
X P t 7 B N D . L T . 7 P d ) ) ZBND=ZP(I) 
125 L P d ) = L E R O ( I ) I=NXTCST H=VN(I ) 
i F t H . L T . O ) Go TO 126 
KK=ANd) 
X d i ) = K K 
LEVEL=LEVEL+1 
RETURN 
126 I I = - I I 
KK = AN(D 
P<il»KK)=l 
I = l l 
- J = 0 GO TO 175 
130 H = V N ( I ) 
I P < I I . L T . 0 ) GO TO 150 
KK=AN(I) 
X d l ) = K K 




i P d . E Q . D GO TO 160 SO TO 130 
150 I I = - I I 
KK=AN(I) 
P < I l » K K ) = l 
I=PREO(I) 
I F < I . E Q . 1 ) GO TO 160 
GO TO 130 160 ZBNo=-i 
DO 170 K = l » v ' IP<7P(K) .GT.O) GO TO i7q Z (K)=7ER0(K)L (K)=LERO( ) 170 IZ3ND.LT.ZP(K)) ZBND=ZP(K) 
IF(VN(NXTCST).LT.O) ©0 TO 172 
I=VN(NXTCST) 
k = a m < n x t c s t ) 
X U ) = k 
GO TO 210 
172 I=-VN(NXTCST) 
J = 0 
K=Am( N X TCST) 
P<l»K)=l 
175 DO 180 K=1»M 
IF(P(I,K)•GT.Q) GO TO 180 
J = J + 1 






I F ( < K . E Q . D K2=2 
BOUmD(IFX»K?)=LARGE 
M I N R = c o S T ( I » T ) 
MINC=C05T(T»D 
DO 185 J = 1 » M H 
IF(X( J ) .NE .KK.ANH.XU)-NE.O) GO To 1 85 
IF(P ( J,KK) .GT.0) GO TO 185 
IF(MINR.GT .C0ST(I»J)> MjNRrCOsT ( I , J ) 




DO 190 J = J J » J J J 
IF(MIMR.GT.C0ST(T»J)> MiNRrCOsT(I,J) 
190 IF(VI Imc.GT.COsT(J»I) ) vlNC=COsT ( J , I) 
BOUND(IFX *KFX)=ZP <K*)-Lp(KK)+MINR+MINC 
IF(ROUND(IFX»KFx).LT.ZP(KK)) BOuND(lFx,Krx)=ZP(KK) 
SEPlTrl 








i m p l i c i t i n t e g e r ( a - z > 
l o & i c a l bk tpk»feas ,moend»outRm 
ZPLIJS=-1 
DO 10 K=l»M 
ZPL(K)zZPU) 
*-lO IF(ZPL(K).GT.ZPLUS) ZPLuS=ZPL<K) 
DO 20 I=1»MH 
20 XPLuStl)=X(I) 




END - - -
SUBROUTINE ADDEy 
IMPLICIT INTEGER <A-7) 
LO&ICAL BKTRK.FEAS»NOENDfOUT«M 
LOGICAL NOlIFo 












IF(7BND.LT.B0'JN0( IFX,kFx> ) B ND (NNl) rBOUNn (IFX»KFX) 
IF(ROUND(IFX,K2).GE.ZPLyS) nUmAq=1 





END ( Nisi? ) =0 





IF(^10UND( IFX,K2) .GT.ZB^D) BM D (Mn2) =nOUND (IFX»K2) 












- N0D E=NN2 





IF(yND(NN2).GT.BND(II)) GO TO 90 
NXT[iMD(NN2)=II 
NXTPJND (NNl) =NN2 
REluRM 
40 NXTCST=NXT-3ND(NXTCST) 










N U M A D R I 
I E < 3 N D ( N N 2 ) , L T . B N D ( L S T 3 N O ) ) G 0 JO 9o 
NXTBN0(L5TB n)D)=NN2 
L S T F L N D = N N 2 
R E T U R N 
60 I F ( N U M A D . E Q . I ) G O T O 7 0 
I F ( B N 0 ( N N 2 ) . L T . B N D ( L S T ^ N D ) ) G O TO 7O 
I F ( 3 N 0 ( N N 1 ) . L T . B M D < L S T « N D ) ) Go jO 6 5 





I F ( N U M A D . E Q . I ) R E T U R N 
N U V . D R I 
70 NOD=; = RIML 
L F < 3 N R » ( N N L ) .LT.BMD(LST^MD) ) Go jO 7* 
N X T G N D ( L S T R N D ) = N N L 
L S T ^ N O R N N L 
R E T U R N 
75 J J = N X T C S T 
I I = N X T B N D ( J J ) 
80 L F ( Q N D ( N O D E ) . G T . B N D D L ) ) G O T O 90 
N X T 3 M D ( N 0 0 E ) = L I 
N X L B N D ( J J ) = N O Q E 
G O TO 1 0 0 
90 J J - 1 1 
H = N X T 3 N D ( J J ) 
G O T O 8 0 
lOO I F ( N U M A D . E Q • 1 ) R E T U R N 
H = N O D E 
N 0 D R = N N 2 
N U M F T D Z I 
G O T O 6 0 
1000 OUIRMZ.TRUE. 
R E T U R N 
. . . . . E N ! j 
S U B R O U T I N E I N L T A L 
I M P L I C I T I N T E G E R ( A - Z ) 
L O G I C A L B K T R K , F E A S , N O E N D R O U T R M 
L A R T 3 E R 9 9 9 9 G 9 9 9 
D O 1 0 1 = 1 , M M 
10 X D ) = N 
Z P L - U S = L A R G E 
D O 2 0 N P R = 1 » M 
CALL SEQNCE 
Z E R 0 ( N P R ) = 7 C 0 S T 
20 L E R O ( M P R ) = L M A X 
D O 3 G N 0 D E S = 2 , 4 9 9 9 
30 P R E D ( N O D E S ) = N O D E S + L 
N X 1 A V = 2 
N X T C S T = L 
LSTBNQ=1 
Z3NQ=-1 
D O /40 K = 1 » M 
Z P ( K ) = Z L R O ( K ) 
L P < K ) = L E R O ( K ) 
4 0 I F ( 7 B N D . L T . 7 P ( K ) ) Z B N D = Z P ( K ) 
R E T U R N 
125 
SUBROUTINE SETUPM IMPLICIT INTEGER (A-Z) LOGICAL 3KTRK,FEA5,N0EN3,0UTRM L=0 
TCOsTrO 
H=n O  5 i=i,MH 5 XX(l)=o 
M5T = IC ;T(NPR) MEN3riPN(NPR) DO 20 I=1»MH lF(x<I).NE.MPR) GO TO ?q 
H = II + 1 
XX(H)=i 
DO ic J=l»v,w 
lF(y<J).NE.NPR) GO TO 10 JJ=JJ+1 C(11,j)=C0ST(I»J) 10 CONylMUE 00 15 J=VST»MEND JU=JJ+1 15 C(l»jJ)=C0ST(I»J) 20 CONTINUE N1=IH(NPR)+I fl=Nl + l DO 25 1 = 1 »N 
Z T ( I ) = 0 IR1M(I)=1 lCl»j(T )=1 LC0(I)=0 25 LR0(i)-o MHlrI+1 MHPxI II=v,r,T-1 DO i*0 I=MH] t Nl H = II + 1 XX(l)=n JJ=0 
DO 26 J=1»MH 
lF<x(J).NE.MPR) GO TO 2e 
JU=JJ+1 
C (1 , JJ)=C0ST(H »J) 26 CONTIMUE JJ=M5T-1 DO JO MHl»Nl U=JJ+130 dr ) <I»J  d,N)=COSTdl»T) 4 (N,I)=COS ( ,I)11  00 11  IF(XI. E. PR) GO TO 5o l» )= sT(Ir, (»I5  Nr)=LARGE Xf|   =1,MMILARG
00 BO J=l »N 80 IF(MIM.GT,C(I.J)) MlN=C<I,j) DO 90 J=1»N 90 C(I,J)=C(I.J)-MIN TCOsi=TCOST+MlN 
lOO COMjlNUE 
IF(TCOST.GE.ZPLUS) 00 T0 m0 DO 131 Jrl.N MlN-LARGE 
do nn 1 = 1,'J 
110 iF(MlN.GT.Cd.J) ) MlN = C(I,j) 
IF(MIN.EO.O) GO TO 130 
TCOsTrCOST+MlN DO i2n 1=1,N 120 C(I,J)=C(IrJ)-MlN 130 CONTINUE IF(TCOST.GE.ZPLUS) GO Tq 140 RETURN 140 bktrk=.true. RETijRM END 
SUBRUIE PICKIT 
implicit Integer (a-z> logical bktrk ,feas,n0enr),0utrm 
MAXr-i 
DO 30 1=1»MH IF(xd).ST.O) GO TO 30 MlNi=LARGE MIN2=LARGE DO 20 K=1»M IF(p(i,K).GT.O) GO TO ?o BVAr=roUND(I,K> IF<3VAR.GT.MIn1) GO TO 10 MJN2=MIN1 - KKK=Kl MIMi=bvAR K1 = K GO TO 20 10 IF(bVAR.GT.MIn2) GO TO 20 MIN2=rvAR 
20 COfJTlMUE 
IF(MIN1.GE.ZPLUS) GO TO 40 IF(MlN2« LE,MAx) GO TO 30 MAX=MIN2 iFXrl KFX=Kl K2=KKK 30 CONTINUE RETURN 40 RK1RK=.TRUE. luEND 
SUBROUTINE BOUNDS IMPLICIT INTEGER (A-Z) LOGICAL BKTPK,FEAS,NOEND,OUTRM DO i+c I = 1»MH lF<x(I).GT.C) GO TO 40 DO 30 K=1»M lF<P(IfK)30 TO 5 
B O U N D ( I , K ) = L A r G E GO JO 30 5 MlNRrCOST<I#T) MlNC=COST<T»I) DO ic J=1»MH IF<X(J).NE.K,AND.X(J).NE.O) G0 jO lo IF<P(J»K).GT.0> GO TO lo IP(Ml NR.GT.COST(I#J)  "INR=CO sT(I# J ) IFIMlNC•GT.COsT(J»I)  vlNC=COsT(J,I) 10 CONTINUE JU=IST(K) JJJ=IEM(K) 00 pQ J=JJ,JJJ IFÎINR.GT.C0ST(I»J) ) f'lNRrCOST( I, J) 20 lF(v:lNC.GT.COsT<J» I> > " I NC=COST (J , I) OOUriD ( I ,K)rZP(K)-LP(K)+MlNR + WjNC iF(oONNDd.K) .LT.ZP(K) ) BOUND (I, K ) =7P (k ) 30 CONTINUE 4 0 CONTINUE 
R E T I J R N 
EN3 
s u b r o u t i n e p r u n i t 
i m p l i c i t In t e g e r ( a - z > 
LOGICAL BKTRK,FEAS,NOE"D»OUTRM 
n o e n d = . t r u e . iFlBNn(LSTBND).LT.ZPLU$) RETURN 
lF(̂ Mn(NXTCST).GE.7pLU )̂ GO To 50 I=NXTBND(NXTCST) 
J = ^XTCST 
10 IF(BND(I ) .GE.ZPLUS) GO TO 20 
J = I I=NXTBND(U) GO TO 10 
20 11=1 30 JU=DR£D(H) PRE'jdi )=NXTAV NXTAV̂II 
E N D ( j j ) r r N D ( J , J ) - 1 lF(rMo( jj) .*5T.O) GO TO 35 
I I = J J 
GO TO 30 
35 IF(I.ro.LSTBNO) GO TO 4 0 I=NxTntJD( I ) 
GO TO 20 
40 LSTc^NDrJ 
R E T j Rm 50 NOEnD=.FALSE. RETuRM 
END 
128 
s u b r o u t i n e d e l n o 
i m p l i c i t i n t e g e r ( a - z > 
LO&iCAL 3KTPKrFEAS,N0EN3,0UTRM NOENDr.TRUE. I=NyTCST NXTCST=NXTBND(I) 10 J=PRED(I) PR̂Dd )=NXTAV NXTAVrl END(J)=EMD(J)-1 IF<EN0(J).GT.o) RETURN 








s u b r o u t i n e ou tpu t 
i m p l i c i t i n t e g e r ( a - z > 
LO&iCAL BKtRKIFEAS»NOENd,OUTRm 
1 FORMAT(• THE pROBLEw SOLUTION Is: ',/) 
2 FORMAT<• THE ASSIGNMENT IS • » / , 15 (IX , 12) , /) 
3 FORv|AT(» PROCESSOR'' If» t COST Is'rlR) 4 F0RmAt( • THE SEQUENCE I S * , / » I X , * 0*"» »15(T2# * - • ) ) 
WRITE(6,1) 
WRlTE(6,2) (XpLUSd > »I = 1»MH) 
DO io 1=1»MH 10 xn)=xPLUS(I) ZPLuS=LARG'£ DO 20 NPR=liM CAL  SEONCE 
WRlTE(6»3) NPR»ZCOST 




s u b r o u t i n e r e a d i t 
i m p l i c i t i n t e g e r ( a - z ) LOGICAL BKtRK,FEAS,N0ENd,0UTRm 1 F RMAT( ) REA[)5,j  MH t M 3(cs,l (IH(K),K=1»M) 1ST (1 )=|wh + i IEN(1=MH+I (1) D ic 2»MJ=K„i TK)=IENJ)l0 IENK=IEN(J)+IH(K)Tl +1 r e a o ( h ) c o s t 
APPENDIX E 
COMPUTER CODE FOR THE SOLUTION OF SEQUENCE 
DEPENDENT PROCESSING TIME 
SCHEDULING PROBLEMS 
130 
SUBROUTINE SEQNCE IMPLICIT INTEGER (A-2) LObiCAL BKTRK ,FEaS,NOENo»OUTRwi BKTrKZ.FALSE, CAL  SETUPM IP(BKTRK) RFTURN 10 CAL  REGRET IE<1E0.E0.1) C A L L BRKTlE 
C A L l FIXONE IE(L.EO.N) GO TO 20 IF(IE0.E9.1.AmD.MInRED.EO.O) GO To lO CAL  REDUCE 
I E ( B K T R K ) RETURN 
G O JO 10 20 CAL  SOLVED RETURN END 
s u b r o u t i n e r e g r e t 
i m p l i c i t i n t e g e r <A-Z ) LO&iCAL 3KTRK»FEASfNOENo,OUTRy IE&zO f/AXz-l 
DO 5 l - i , N 
DO 5 J = 1,N 5 R(I,J)=-T do tie i=i»n IF(IRIN(I ) .EO.O) GO TO 40 DO 3G J=1»N IE<ICIN(J).EO.O) GO TO 30 IE (C (I » J) .NE.O) GO TO ŝ0 R(l.J)=P 
MIN=LARGE DO io 11 = 1.N IF(IRIN(II).EO.O) GO TC 10 IE(II.EQ.I) GO TO 10 lF(NlN.GT.C(Ir J ) ) MlN=C(H,J) 10 CONTINUE R(1,J)=MIN MlNrLARGE DO 20 JJ=1.N IF(ICIN(JJ).EO.O) GO TO 20 IF(JJ.PQ.J) GO TO 20 IF<MIN.GT.C<I,JJ)> MIN=C(I,JJ) 20 CONTINUE RU . J)=R( I , J) +MTN IF(r(I,J).LT.̂ AX) GO TO 30 MAXzRd , J) IMAX=T jMAyrj 30 CONTINUE 40 CONTINUE 
IE(L.FQ.NI) RETURN 
H = 0 DO 60 I = 1»U DO 60 J=1»M 60 IF(r(I,J).EQ. 4 A X ) 11 = 1 + 11 IF(H.GT.I) IE»=1 
M A X r E D Z M A X 
SUBROUTINE REDUCE 
IMPLICIT INTEGER (A-Z) 
LOGICAL BKTRK,FEAS»NOEND»OUTRM 
DO 30 I = l r N 
I F ( I R I N ( I ) . E Q . O ) GO TO 30 iF(Cd.JMAx).NE.o) GO TQ 30 MIN=LARGE 
DO 10 J = l r N 
I F ( I C I N ( J ) . E O ^ O ) GO TO 10 
i F ( M l N . G T . C d r J ) ) M l N = C ( I , j ) 
10 C O N T I N U E 
I F(M IM.E Q . C ) GO TO 30 DO 20 J=1»N 
20 C d , J ) = C ( I . J ) - M l N 
TCOsT=TCOST+MlN 30 CONrlfUE 
IP(TCOST.LT.ZPLUS) CO To 35 
BKTRKr.TRUE. RETURN 35 00 6o J=1»N 
I F ( I C I N ( J ) . E O . O ) GO TO 60 
IF(c<IMAX»J) .NE.O) 5 0 T 0 60 
MIN=LARGE 
DO UO 1=1»N 
IFCiRiNd ) .EO.O) GO TO 40 
I F ( M l N . G T . C ( I , J ) ) MlN=C(Irj) 40 CONTINUE 
IF(MIN.EO.O) GO TO 60 
DO 5C I = i»ri 50 C<I,Jj=C(IiJ)-MiN 
TCOST=TCOST+MIN 
60 CONTINUE 
IF(TCOST.LT.ZPLUS) GO TQ 70 
B K T R K r . T R U E . RETURN 
70 iF(iNr)iC.Eo.O) RETURN 
M l M r L A R G E 
DO fiO I = 1»N IF<IRIN(I).EO.O) GO TO 30 
I F(M IN.G T . C ( I , J S T A R ) ) MIN=C(I,JSTAR) 80 CONTINUE 
IF(MIN.EQ.O) GO TO 10  TCOsT=TCOST+MlN I F ( T C O S T . G E . Z P L U S ) GO To 130 DO 90 1 = 1 »N 90 C<I,JS AR)=C(I»J TAR)-MlN lOO MINL  O Hn J r l . M  IN( J ) .EO.O)  TO HO N.GT ISTAR»J  l =C(ISTARrJ)11 IUEM .EQ.O  REURN ST=TC ST-» TN .  0 100 i2o J1,N2 CdsARJ)=C(lSTAR»U)-MlN RETURN 3 3K RK= TRUE. END 
SUBROUTINE BRKTlE IMPLICIT INTEGER (A-7) LOGICAL BKTHKtFEAS,NOEr,'DfUTRM MlNREn=LARGE 
DO 60 I=1»N IF(IRIN(I).cQ.O) GO TO 60 DO 50 J=1»N 
I F(R(I- J).,ME.MAXR E O ) GO TO 50 IF<ICIN<J).EQ.O) GO TO 50 DU=0 
J J = J 
N T M ^ M - L 
I F(NT M . L E . 2 > GO TO 5 
1 KK=LRO(J) IF(KK.EQ.O) GO TO 2 
JJ=KK 
GO TO 1 
2 IS=JJ 
11 = 1 3 KK=LCO(I> IF(KK.EQ.O) GO TO 4 
H = K  GO TO 3 4 JS=II CTĉPrCdS, JS) 
cds. J S ) = L A R G E 
5 D O ?o 1 1 = 1 , N IF(IRIN<II).EO.O) GO TO 20 
IF(II.EQ.I) GO TO 20 MIN=LARGE 
D O ic J J = 1 , N IF(ICIN(JJ).EQ.O) GO TO 10 
IF(JJ.EQ.J) Go T O 10 IF(MlN.GT.CdI» J J ) > MIM=C(H»JJ) 
10 C O N T I N U E 
DlJ=DIJ+MIN 
20 C O N T I N U E 
D O 4 0 J J = 1 , N IF(ICIN(JJ).EQ.O) GO TO 40 
I F ( J J . F Q . J ) GO TO 40 
M I N = L A R G E 
D O 30 I I = 1,N IF(IRIN(II) .EQ.O GO TO 30 
IF(II.EQ.I) GO TO 30 
IF (MlN. GT.C d I ' J J ) ) MIN=C(H»JJ) 
30 C O N T I N U E 
D U = D I J + M I N 
I F ( D I J . G T . O ) G O T O 40 
M I N R E D = O IF( TM.GT • ?) C(IS»JS)=CTEMP AX=IJ M A X = J R E T U R N 40 C O N I N U E F(NTM.G . P ) C(IS' J 5 ) = CTE MP <V|INRED.LT.DIJ) GO TO 50 I ED=DU X = I A X J56
SUBROUTINE FIxONE 
i m p l i c i t I n t e g e r <a-Z) 
l o g i c a l b k t r k , f e a s , n o e r ' d » o u t r m 
INDic=0 
L C O ( J M A X ) = I v A x 
LRO(lMAX)=J^Ax 
L = U L 
I F ( L . F Q . N ) GO TO 130 
I R l N ( i m a x ) = o 
IC1n( jmax)=o 
I F < L . F 0 . N 1 ) GO TO 130 
I P ( I R I N ( J M A X ) . E Q . l ) GO TO 80 
IF ( ICIN( IMAX) .EQ,1 ) GO TO 50 
I=lMAy 
10 J = L C O ( I ) 
I P ( J . E Q . O ) GO TO 20 
I = J 
GO TO 10 
20 J S T a r = i 
j r j ^ A y 
30 I=L-RO(J) 
I F ( I . E O . O ) GO TO 40 
J=I 
GO TO 30 
40 ISTAR=J 
GO TO 120 
50 I=JMAX 
60 J = L r O ( I ) 
i P t j . f Q . O ) GO TO 70 
I = J 
GO TO 60 
70 iSTARrl 
JS1AR=IMAX 
GO TO 120 
80 IF( ICINCIMAX).EQ. l ) GO TO l lO 
I = I»-lAx 
90 J = L C O ( I ) 
l F t j . E O . 0 ) GO TO 100 
I = J 
GO TO 90 
lOO JSTARrI 
i s t a r = j m a x 
GO TO 120 
l l O ISTAR=JMAX 
JSTARrIMAX 













H = II + 1 
I=J 
- IF(i.me.N) GO TO 5 
H = l 
I = T 
10 J=Zt(II) 
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