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Einleitung
Die Darstellungstheorie behandelt Fragestellungen aus der Gruppentheorie mit Hilfe
von Methoden und Kenntnissen aus anderen Teilgebieten der Algebra. So wird aus
einer endlichen GruppeG und einem Ko¨rper F eine Gruppenalgebra FG konstruiert.
Um Kenntnisse u¨ber G zu gewinnen, kann man statt G auch FG untersuchen. Ne-
ben der inneren Struktur von FG sind vor allem die FG-Moduln von Interesse. Man
bildet direkte Summen von Moduln, zerlegt die Moduln in unzerlegbare Summanden
oder bildet das Tensorprodukt zweier Moduln. Die Bestimmung der unzerlegbaren
Summanden eines Tensorprodukts bereitet im allgemeinen große Schwierigkeiten.
Eine Mo¨glichkeit mit diesen Schwierigkeiten umzugehen, besteht darin, die Isomor-
phieklassen von FG-Moduln als Elemente eines kommutativen Rings anzusehen.
Dabei bilden die Isomorphieklassen der unzerlegbaren FG-Moduln eine Z-Basis des
Rings. Die Addition ist durch die direkte Summe, die Multiplikation durch das
Tensorprodukt gegeben. Diese Idee geht auf J. Green zuru¨ck. Der eben beschriebene
Ring wird Darstellungsring oder Greenring von FG genannt und mit a(FG) bezeich-
net. Der Z-Rang von a(FG), also die Anzahl der Isomorphieklassen unzerlegbarer
FG-Moduln, ist genau dann endlich, wenn charF = 0 ist oder wenn charF = p > 0
ist und G eine zyklische p-Sylowgruppe besitzt (siehe [Hig]). Der erste Fall kann als
Spezialfall des zweiten gesehen werden, wenn fu¨r p eine Primzahl gewa¨hlt wird, die
die Gruppenordnung nicht teilt.
Ist F algebraisch abgeschlossen und charF = 0 , entspricht a(FG) dem Charak-
terring Z Irr(G) , welcher von den irreduziblen Charakteren von G erzeugt wird. Fu¨r
charF = p ist der Grothendiek-Ring der Kategorie der FG-Moduln ein Beispiel ei-
nes Faktorrings von a(FG) mit endlicher Z-Basis. Ebenfalls von endlichem Z-Rang
ist der von den FG-Moduln mit trivialer Quelle erzeugte Teilring a(FG,Triv) von
a(FG). Diese Ringe wurden gru¨ndlich untersucht ([Ben], Chap. 5; [Dei]; [Bol]).
Mit dem Greenring a(kG) fu¨r einen Ko¨rper k mit char k = p und eine Gruppe G
mit zyklischer p-Sylowgruppe bescha¨ftigt sich diese Arbeit. Um das Studium von
a(kG) zu erleichtern, wird der Koeffizientenring Z zu einem gro¨ßeren Ring S erwei-
tert. Mit AS(kG) wird die S-Algebra S ⊗Z a(kG) bezeichnet, wobei fu¨r S = C kurz
A(kG) geschrieben wird. Da G eine zyklische p-Sylowgruppe besitzt, ist A(kG) halb-
einfach ([Gr62], [Rei]), d.h. A(kG) zerfa¨llt in eine direkte Summe einfacher A(kG)-
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Moduln, welche jeweils von einem primitiven Idempotent von A(kG) erzeugt werden.
Nach dem Satz von Wedderburn ist die kommutative C-Algebra A(kG) isomorph zu
Cn fu¨r eine natu¨rliche Zahl n . Ein solcher Isomorphismus bildet die primitiven Idem-
potente von A(kG) auf die kanonischen Basisvektoren von Cn ab. Kennt man also
diesen Isomorphismus, so bekommt man durch die Umkehrabbildung die Idempo-
tente von A(kG) . Der Isomorphismus setzt sich aus sogenannten Spezies zusammen.
Spezies sind Homomorphismen des Greenrings in die komplexen Zahlen. Sie sind das
Analogon zu den Charakteren von endlichen Gruppen. So wie die Konjugationsklas-
sen einer endlichen Gruppe durch die Charaktere eindeutig bestimmt sind, so sind
die Isomorphieklassen von kG-Moduln durch die Spezies eindeutig bestimmt.
Mit den Spezies werden nicht nur die Idempotente von A(kG) bestimmt, sie
dienen auch zur Berechnung der Idempotente und Primideale von a(kG) . Dazu
wird der Koeffizientenring C auf einen hinreichend großen algebraischen Zahlko¨r-
per L eingeschra¨nkt. Aus den Primidealen des Ganzheitsrings OL von L und den
Spezies von A(kG) werden die Primideale von AOL(kG) konstruiert. Auf dem Spek-
trum von AOL(kG), also der Menge der Primideale von AOL(kG), wird die Zariski-
Topolgie definiert. Durch die Zusammenhangskomponenten dieser Topologie erha¨lt
man die primitiven Idempotente von AOL(kG) , von denen sich die Idempotente
von a(kG) ableiten lassen. Indem man a(kG) als Teilring von AOL(kG) betrachtet
und die Primideale von AOL(kG) mit a(kG) schneidet, erha¨lt man die Primideale
von a(kG) . Mit dieser Methode ko¨nnen auch die Primspektren der oben erwa¨hnten
Teil- bzw. Faktorringe des Greenrings einer beliebigen endlichen Gruppe bestimmt
werden (siehe [Dei]).
Im ersten Kapitel dieser Arbeit werden die fu¨r die nachfolgenden Kapitel relevan-
ten Grundlagen der Darstellungstheorie und kommutativen Algebra bereitgestellt.
Dort werden auch die oben beschriebenen Zusammenha¨nge ausfu¨hrlicher dargestellt.
Die Unterkapitel 2.1 und 2.2 beginnen mit Klassifikationen der unzerlegbaren
kP - und kG-Moduln, wobei P eine p-Sylowgruppe von G ist. Die Klassifikation der
kG-Moduln basiert auf der Greenkorrespondenz, welche fu¨r jede Untergruppe D von
P die Isomorphieklassen der kG-Moduln mit Vertex D auf die Isomorphieklassen
der kNG(D)-Moduln mit Vertex D bijektiv abbildet. U¨ber diese Klassifikationen
hinaus werden die fu¨r das Rechnen im Greenring notwendigen Eigenschaften der
Moduln bewiesen: Es werden einige Tensorprodukte von kP -Moduln berechnet und
die Gruppenstruktur von NG(D) fu¨r D ≤ P untersucht. Es stellt sich heraus, daß
die kG-Moduln sich auf eine fu¨r diese Arbeit entscheidende Weise durch kP -Moduln
sowie kG-Moduln mit trivialer Quelle und die FaktorgruppeNG(P )/CG(P ) beschrei-
ben lassen (Korollar 2.24).
Im dritten Kapitel werden mit Hilfe der Ergebnisse des zweiten Kapitels die Spe-
zies und Idempotente von A(kG) konstruiert. Die oben erwa¨hnte Beschreibung der
kG-Moduln wird durch die Spezies pra¨zisiert: Die Spezies von A(kG) setzen sich aus
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den Spezies von A(kP ), den Spezies des Teilrings A(kG,Triv) und den Charakteren
von NG(P )/CG(P ) zusammen (Satz 3.31 und Satz 3.35). Dieses Ergebnis aus Un-
terkapitel 3.4 wird in den vorhergehenden Unterkapiteln vorbereitet. Der Fall, daß
die p-Sylowgruppe Primzahlordnung hat, wurde auch in [HK] behandelt.
Kapitel 3.2 widmet sich den Spezies und Idempotenten von A(kG,Triv) . Fu¨r
eine beliebige endliche Gruppe H ist eine Methode zur Bestimmung der Spezies von
A(kH,Triv) bekannt ([CR], Kap. 81B). Dabei werden die kH-Moduln mit trivialer
Quelle auf p-hypoelementare Untergruppen von H eingeschra¨nkt. In dem hier vor-
liegenden Spezialfall ist es gu¨nstiger, die kG-Moduln auf die Untergruppen NG(D) ,
wobei D die Untergruppen von P durchla¨uft, einzuschra¨nken. Auf eine natu¨rliche
Weise folgt dann eine Formel fu¨r die Idempotente (Satz 3.12).
Im Kapitel 3.3 werden die Spezies und Idempotente von A(kP ) bestimmt. Die
Spezies wurden schon von J. Green in [Gr62] angegeben. Seine Resultate basieren auf
der Berechnung zahlreicher Tensorprodukte von kP -Moduln. Dagegen steht in dieser
Arbeit die Ringstruktur von A(kP ) bei der Bestimmung der Spezies im Vordergrund.
Die Resultate des dritten Kapitels werden im vierten Kapitel angewendet. Im
Kapitel 4.1 werden die Primideale von a(kP ) klassifiziert (Satz 4.8). Im Kapitel 4.2
werden zuna¨chst die Primideale von a(kG,Triv) untersucht. Schließlich werden die
Primideale von a(kG) mit Hilfe der Primideale von a(kP ) und a(kG,Triv) beschrie-
ben (Satz 4.19 und Satz 4.23). Außerdem wird gezeigt, daß a(kG) außer 0 und 1
keine Idempotente besitzt (Korollar 4.22).
Ich mo¨chte mich bei meinem Betreuer Professor B. Ku¨lshammer fu¨r die Anre-
gung, sich mit diesem interessanten Thema zu bescha¨ftigen, und seine Unterstu¨tzung
herzlich bedanken.
Kapitel 1
Grundlagen
Im gesamten Dokument sei G eine endliche Gruppe und p ∈ N eine Primzahl.
Zuna¨chst wird von G keine weitere Eigenschaft verlangt. Spa¨ter soll G eine zykli-
sche p-Sylowgruppe besitzen. In diesem Kapitel sei R ein kommutativer Ring mit
Einselement und F ein Ko¨rper.
Im ersten Unterkapitel werden die fu¨r diese Arbeit notwendigen Grundlagen
der modularen Darstellungstheorie zusammengestellt. Sie ko¨nnen in einfu¨hrenden
Lehrbu¨chern wie [CR], [NT] oder [Alp] nachgelesen werden. Im zweiten Unterkapitel
wird der Greenring eingefu¨hrt. Eine ausfu¨hrliche Darstellung befindet sich in [CR],
[Ben] und [BP].
1.1 Die Gruppenalgebra RG
Fu¨r Untergruppen H und U von G schreibt man H ≤ U , falls H eine Untergruppe
von U ist. Die Schreibweise H < U bedeutet , daß H ≤ U und H 6= U gilt. Fu¨r
g, h ∈ G und H ≤ G ist gh := ghg−1 und gH := gHg−1 . Man schreibt H ≤G U ,
falls es ein g ∈ G gibt mit gH ≤ U . Analog sind ≥G und =G definiert. Es sei q eine
Primzahl. Ein Element g ∈ G heißt q-Element, falls seine Ordnung eine Potenz von
q ist. Es heißt q′-Element, falls seine Ordnung teilerfremd zu q ist. Die Menge aller
q-Elemente wird mit Gq bezeichnet, die Menge aller q
′-Elemente mit Gq′ . Zu jedem
Element h ∈ G existieren eindeutig bestimmte Elemente hq ∈ Gq und hq′ ∈ Gq′ mit
h = hq hq′ = hq′ hq .
Mit RG wird die Menge aller Abbildungen ϕ : G → R bezeichnet. Dann ist
RG ein R-Linksmodul mit (ϕ + ψ)(g) := ϕ(g) + ψ(g) und (rϕ)(g) := rϕ(g), wobei
ϕ, ψ ∈ RG, r ∈ R und g ∈ G ist. Da {gˆ ∈ RG | g ∈ G, gˆ(h) := δgh, h ∈ G} eine
R-Basis von RG ist, ist RG ein freier R-Modul vom Rang |G|. Auf RG ist eine
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Multiplikation definiert:(∑
g∈G
rggˆ
)
·
(∑
h∈G
shhˆ
)
:=
∑
g,h∈G
rgshgˆh
mit rg , sh ∈ R . Auf diese Weise wird RG eine R-Algebra. Die Abbildung g 7−→ gˆ
bettetG in RG ein. So kann G als Teilmenge von RG aufgefaßt werden. Man schreibt
dann g statt gˆ . Die F -Algebra FG ist ein endlichdimensionaler F -Vektorraum.
Deshalb ist FG ein artinscher Ring.
Unter einem RG-Modul wird stets ein endlich erzeugter und als R-Modul freier
RG-Linksmodul verstanden. Da G eine endliche Gruppe ist, ist ein RG-Modul auch
ein endlich erzeugter R-Modul. Da R kommutativ ist, besitzt ein RG-Modul eine
endliche R-Basis und je zwei Basen haben die gleiche Anzahl von Elementen. Fu¨r
einen RG-Modul M wird diese Anzahl mit dimRM bezeichnet. Sind M und N
zwei RG-Moduln, dann sind M ⊗R N und HomR(M,N) auch RG-Moduln. Die
Skalarmultiplikation ist gegeben durch(∑
g∈G
rgg
)
·m⊗ n :=
∑
g∈G
rggm⊗ gn
bzw. durch ((∑
g∈G
rgg
)
· f
)
(m) :=
∑
g∈G
rg(
gf)(m) :=
∑
g∈G
rggf(g
−1m) .
Dabei sind rg ∈ R , m ∈ M , n ∈ N und f ∈ HomR(M,N). Eine R-Basis von
M ⊗R N erha¨lt man, wenn man die Basisvektoren von M und N tensoriert. Also
ist M ⊗R N ein freier R-Modul vom Rang dimRM · dimRN . Der Ring R wird zu
einem RG-Modul, indem man g · r := r fu¨r alle g ∈ G und r ∈ R setzt. Man spricht
dann vom trivialen RG-Modul R . Der RG-ModulM∗ := HomR(M,R) ist der duale
Modul von M .
Es sei H eine Untergruppe von G. Ein RG-Modul M wird zu einem RH-Modul,
indem die Skalarmultiplikation auf RH eingeschra¨nkt wird. Der durch diese Restrik-
tion gewonnene Modul wird mit resGHM bezeichnet. Ein RH-Modul N wird durch
Induktion zu einem RG-Modul: indGH N := RG ⊗RH N mit g · (m ⊗ n) := gm ⊗ n
fu¨r g ∈ G , m ∈ RG und n ∈ N . Es gilt dimR ind
G
H N = (G : H) dimRN . Es sei
g ∈ G. Ein RH-Modul N wird zu einem R(gH)-Modul durch (gh) · n := hn, wobei
h ∈ H und n ∈ N ist. Dieser Modul wird mit gN bezeichnet. Ist H ein Normalteiler
in G und N ein R(G/H)-Modul, so bekommt man den RG-Modul infGG/H N durch
Inflation. Seine Skalarmultiplikation ist durch g · n := (gH)n fu¨r g ∈ G und n ∈ N
gegeben.
1.1 Die Gruppenalgebra RG 9
Bemerkung 1.1. Es seien U,H Untergruppen von G, desweiteren M , L zwei RG-
Moduln, N ein RH-Modul und V ⊂ G ein Vertretersystem der Doppelnebenklassen
U\G/H. Dann gilt:
(i) M ⊗R ind
G
H N
∼= indGH(res
G
HM ⊗R N)
(ii) resGU ind
G
H N
∼=
⊕
g∈V ind
U
gH∩U res
gH
gH∩U(
gN)
(iii) HomR(M,L) ∼= HomR(R,M
∗ ⊗R L)
(iv) HomRG(M, ind
G
H N)
∼= HomRH(res
G
HM,N) als R-Moduln
Teil (ii) ist die Mackey-Formel fu¨r Moduln ([CR], 10.13). Teil (iv) nennt man
Frobenius-Reziprozita¨t ([CR], 10.21). Eine (gewo¨hnliche) Darstellung von G u¨ber R
ist der Gruppenhomomorphismus
∆ : G −→ AutR(M) , g 7−→ (m 7−→ gm) ,
wobei M ein RG-Modul ist. Durch lineare Fortsetzung erha¨lt man eine Darstellung
von RG:
∆ : RG −→ EndR(M) .
Die Einschra¨nkung einer Darstellung von RG auf G ist eine Darstellung von G
u¨ber R. Darstellungen von G u¨ber R und Darstellungen von RG entsprechen sich
also. Startet man mit einem freien R-Modul M von endlichem Rang und einem
beliebigen Gruppenhomomorphismus ∆ : G −→ AutR(M), so kannM durch g·m :=
(∆(g))(m) zu einem RG-Modul gemacht werden.
Zwei Darstellungen ∆i : G −→ AutR(Mi), i ∈ {1, 2}, heißen a¨hnlich, falls ein
R-Isomorphismus f : M1 −→ M2 existiert mit ∆2(g) = f ◦ ∆1(g) ◦ f
−1 fu¨r alle
g ∈ G. Gegebenenfalls ist f ein RG-Isomorphismus. Sind umgekehrt M1 und M2
isomorphe RG-Moduln, dann sind die zugeho¨rigen Darstellungen a¨hnlich.
Bemerkung 1.2. (i) Darstellung von G u¨ber R und RG-Moduln entsprechen sich.
(ii) A¨hnlichkeitsklassen von Darstellungen und Isomorphieklassen von Moduln ent-
sprechen sich.
Es sei M ein FG-Modul und ∆ : G −→ AutF (M) eine Darstellung von G u¨ber
F . Die Abbildung
χ : G −→ F , g 7−→ spur∆(g)
heißt Charakter von ∆. Da a¨hnliche Matrizen die gleiche Spur haben, haben a¨hnliche
Darstellungen den gleichen Charakter. Charaktere sind Klassenfunktionen, d.h. sie
sind konstant auf den Konjugationsklassen von G . Da ∆ und somit auch χ nur
von M abha¨ngt, werden Charaktere oft mit dem zugeho¨rigen Modul indiziert: χM .
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Fu¨r FG-Moduln M und N gilt χM⊕N = χM + χN und χM⊗FN = χM · χN , wobei
(χM ·χN)(g) = χM(g) ·χN(g) fu¨r g ∈ G ist. IstM ein einfacher FG-Modul, so nennt
man χM irreduzibel.
Es sei nun charF = 0 und F enthalte die |G|-ten Einheitswurzeln. Nach dem Satz
von Maschke ist jeder FG-Modul halbeinfach. Nach dem Satz von Krull-Schmidt
(siehe auch Bemerkung 1.5) ist die Zerlegung eines FG-Moduls in einfache direkte
Summanden bis auf Isomorphie eindeutig.
Bemerkung 1.3. (i) Zwei Darstellungen sind genau dann a¨hnlich, wenn sie den
gleichen Charakter haben.
(ii) Die Anzahl der irreduziblen Charaktere von G u¨ber F ist gleich der Anzahl der
Konjugationsklassen von G.
(iii) Ist M ein FG-Modul, dann ist
χM =
∑
χ∈Irr(G)
aχχ ,
wobei mit Irr(G) die Menge der irreduziblen Charaktere von G u¨ber F bezeich-
net wird und aχ ∈ N die Vielfachheit des zu χ geho¨renden einfachen FG-
Moduls in der Zerlegung von M in einfache Untermoduln ist. Insbesondere ist
χFG =
∑
χ∈Irr(G) χ(1)χ .
Aus den Bemerkungen 1.2 und 1.3 folgt, daß zwei FG-Moduln genau dann iso-
morph sind, wenn sie den gleichen Charakter haben. Insbesondere stimmt die Anzahl
der einfachen Moduln mit der Anzahl der Konjugationsklassen u¨berein. Mit Z Irr(G)
wird die Menge aller Z-Linearkombinationen von irreduziblen Charakteren bezeich-
net. Bemerkung 1.3 zeigt, daß jeder Charakter in der Menge Z Irr(G) enthalten ist.
Bemerkung 1.4. Die Menge Z Irr(G) ist ein freier Z-Modul mit Basis Irr(G).
Außerdem ist Z Irr(G) ein Ring. Dabei ist die Multiplikation auf kanonische Weise
definiert.
Um modulare Darstellungstheorie betreiben zu ko¨nnen, beno¨tigt man ein soge-
nanntes p-modulares System. Dies ist ein Tripel
(K,O, k) ,
bestehend aus einem diskreten Bewertungsring O mit Quotientenko¨rperK und Rest-
klassenko¨rper k = O/m, wobei m das maximale Ideal von O und char k = p ist.
Ein p-modulares System erha¨lt man folgendermaßen: Es sei K ein algebraischer
Zahlko¨rper, also eine endliche Ko¨rpererweiterung von Q, OK der Ring der ganzen
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Zahlen von K und p ein Primideal von OK , welches p entha¨lt. Auf K wird die
p-adische Bewertung betrachtet:
| . |p : K −→ R , α 7−→ N(p)
−νp(α) .
Dabei ist N die Idealnorm und νp die Exponentialbewertung, welche fu¨r α ∈ K
den Exponenten von p in der Primidealzerlegung des gebrochenen Ideals (α) liefert.
Dann ist
O := {α ∈ K | |α|p ≤ 1}
der Bewertungsring und
m := {α ∈ K | |α|p < 1}
das einzige maximale Ideal von O. Siehe dazu [Neu], Kap.II.5. Fu¨r manche Zwecke
ist es notwendig, daß K vollsta¨ndig bzgl. seiner Bewertung ist. Ist dies nicht der Fall,
geht man zur Vervollsta¨ndigung Kˆ u¨ber. Sind Oˆ und mˆ der zugeho¨rige Bewertungs-
ring und das maximale Ideal, so ist Oˆ/mˆ ∼= O/m . Ferner ist k = O/m ∼= OK/p .
Falls man modulo der entsprechenden maximalen Ideale rechnet, kann man also
bedenkenlos die Vollsta¨ndigkeit von K voraussetzen. Ein p-modulares System wird
passend genannt, falls charK = 0 ist und K die |G|-ten Einheitswurzeln entha¨lt.
Bemerkung 1.5. Es sei R ein Ko¨rper oder ein vollsta¨ndiger, diskreter Bewertungs-
ring. Dann la¨ßt sich jeder RG-Modul bis auf Isomorphie auf eindeutige Weise als
direkte Summe unzerlegbarer RG-Moduln schreiben.
Diese Aussage ist als Satz von Krull-Schmidt-Azumaya bekannt ([CR], 6.12). Bei
der na¨chsten Bemerkung handelt sich um einen Teil der Clifford-Theorie fu¨r Moduln
([CR], 11.1).
Bemerkung 1.6. Es sei H eine normale Untergruppe von G , M ein einfacher
RG-Modul und L ein einfacher Untermodul von resGHM , I := {g ∈ G|
gL ∼= L} ≤ G
und V ein Vertretersystem von G/I . Dann ist
resGHM
∼=
e⊕
i=1
⊕
g∈V
gL
fu¨r ein e ∈ N .
Die Aussagen von Bemerkung 1.3 setzen die Charakteristik 0 des zugrunde lie-
genden Ko¨rpers voraus. Sie gelten im allgemeinen nicht, falls die Charakteristik
gleich p ist. So haben der Nullmodul und die p-fache direkte Summe eines Moduls
den gleichen Charakter.
Gegeben sei ein passendes p-modulares System (K,O, k) . Es sei M ein kG-
Modul und ∆M : G −→ Autk(M) die zugeho¨rige Darstellung. Schreibe |G| = p
dm
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mit m ∈ N und p - m. Ist g ∈ Gp′, dann ist ∆(g) diagonalisierbar und die Eigenwerte
von ∆(g) sindm-te Einheitswurzeln ζ1, . . . , ζn ∈ k. Dabei ist n = dimkM , ζi = ζi+m
mit eindeutig bestimmten m-ten Einheitswurzeln ζi ∈ O. Die Abbildung
ϕM : Gp′ −→ O , g 7−→ ζ1 + · · ·+ ζn
heißt Brauercharakter von M . Brauercharaktere sind Klassenfunktionen auf den p′-
Konjugationsklassen von G. Wie fu¨r gewo¨hnliche Charaktere gilt ϕM⊕N = ϕM +ϕN
und ϕM⊗kN = ϕM · ϕN . Die Brauercharaktere der einfachen kG-Moduln heißen
irreduzibel. Mit IBr(G) wird die Menge der irreduziblen Brauercharaktere von G
bezeichnet. Analog zu Z Irr(G) wird Z IBr(G) definiert.
Wird |G| von p geteilt, so ist kG nicht halbeinfach. Da kG ein artinscher Ring ist,
besitzt jeder kG-Modul aber eine Kompositionsreihe. Nach dem Satz von Jordan-
Ho¨lder ist sie bis auf Isomorphie eindeutig bestimmt.
Bemerkung 1.7. (i) Es sei M ein kG-Modul, χM der zugeho¨rige gewo¨hnliche
Charakter und ϕM sein Brauercharakter. Dann gilt χM(g) = ϕM(g) fu¨r g ∈
Gp′ .
(ii) Die Anzahl der irreduziblen Brauercharaktere ist gleich der Anzahl der p′-Kon-
jugationsklassen von G .
(iii) Zwei einfache kG-Moduln sind genau dann isomorph, wenn sie den gleichen
Brauercharakter besitzen.
(iv) Ist M ein kG-Modul, dann ist
ϕM =
∑
ϕ∈IBr(G)
aϕϕ ,
wobei aϕ die Vielfachheit des zu ϕ geho¨renden einfachen kG-Moduls als Kom-
positionsfaktor von M ist.
(v) Z IBr(G) ist ein Ring sowie ein freier Z-Modul mit Basis IBr(G).
Aus der Bemerkung folgt, daß zwei kG-Moduln genau dann den gleichen Brau-
ercharakter besitzen, wenn sie die gleichen Kompositionsfaktoren mit den gleichen
Vielfachheiten haben.
Da kG ein artinscher Ring ist, besitzt jeder einfache kG-Modul S eine projektive
Decke P , also einen unzerlegbaren projektiven kG-Modul P , fu¨r den P/J(P ) ∼= S
gilt. Mit J(M) wird das Jacobsonradikal eines Moduls M bezeichnet. Im Gegensatz
zu beliebigen kG-Moduln ist ein projektiver kG-Modul durch seinen Brauercharakter
bis auf Isomorphie eindeutig bestimmt.
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Die einfachen kG-Moduln werden oft durch die zugeho¨renden irreduziblen Brau-
ercharaktere parametrisiert: Fϕ fu¨r ϕ ∈ IBr(G) . Der triviale kG-Modul wird dann
mit F1 bezeichnet. Ist {Fϕ | ϕ ∈ IBr(G)} ein Vertretersystem der einfachen kG-
Moduln, so ist
kG ∼=
⊕
ϕ∈IBr(G)
ϕ(1)⊕
i=1
Uϕ , Uϕ/J(Uϕ) ∼= Fϕ
eine Zerlegung von kG in unzerlegbare direkte Summanden. Die Menge {Uϕ | ϕ ∈
IBr(G)} ist ein Vertretersystem der unzerlegbaren projektiven kG-Moduln. Der
Brauercharakter eines projektiven Moduls heißt projektiv. Mit IPr(G) wird die Men-
ge der unzerlegbaren projektiven Brauercharaktere von G bezeichnet.
Bemerkung 1.8. Es sei IBr(G) = {ϕ1, . . . , ϕn} und IPr(G) = {η1, . . . , ηn} , wobei
ηi der Brauercharakter der projektiven Decke des zu ϕi geho¨renden einfachen kG-
Moduls ist.
(i) Zwei projektive kG-Moduln sind genau dann isomorph, wenn sie den gleichen
Brauercharakter besitzen.
(ii) Z IPr(G) ist ein freier Z-Modul mit Basis IPr(G) . Er entha¨lt alle projektiven
Brauercharaktere von G. Insbesondere ist ϕFG =
∑n
i=1 ϕi(1) ηi .
(iii) Fu¨r a, b ∈ Gp′ gilt
n∑
i=1
ηi(a)ϕi(b
−1) =
{
|CG(b)| falls a, b konjugiert sind
0 sonst
.
Weiterhin sei (K,O, k) ein passendes p-modulares System und es sei R = O
oder R = k . Ferner sei H eine Untergruppe von G . Ein RG-Modul M heißt relativ
H-projektiv, falls fu¨r jede kurze exakte Sequenz α : 0 −→ M ′ −→ M ′′ −→M −→ 0
von RG-Moduln folgende Aussage gilt: Zerfa¨llt die kurze exakte Sequenz von RH-
Moduln 0 −→ resGHM
′ −→ resGHM
′′ −→ resGHM −→ 0 , so zerfa¨llt auch α .
Bemerkung 1.9. Es sei M ein RG-Modul und H eine Untergruppe von G . Dann
sind folgende Aussagen a¨quivalent.
(1) Der Modul M ist relativ H-projektiv.
(2) M ist isomorph zu einem direkten Summanden von indGH res
G
HM .
(3) M ist isomorph zu einem direkten Summanden von indGH L fu¨r einen kH-Modul
L .
(4) M ist relativ H ′-projektiv fu¨r alle Untergruppen H ′ ≥G H von G .
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Es sei M ein unzerlegbarer RG-Modul. Eine Untergruppe D von G heißt Vertex
von M , falls D ein minimales Element (bzgl. ≤G) der Menge der Untergruppen
H von G ist, fu¨r die M relativ H-projektiv ist. Da G endlich ist, besitzt jeder
unzerlegbare Modul einen Vertex. Die Vertizes eines Moduls bilden genau eine Kon-
jugationsklasse von p-Untergruppen von G . Ist D ein Vertex von M und L ein
unzerlegbarer RD-Modul, so heißt L Quelle von M , falls M isomorph zu einem
direkten Summanden von indGD L ist. Sind die RD-Moduln L1 und L2 Quellen von
M , so ist L2 ∼=
gL1 fu¨r ein g ∈ NG(D) . Siehe dazu [CR], Kap. 19.
Bemerkung 1.10. Es seien H,D,D′ Untergruppen von G . Außerdem seien M
und L zwei RG-Moduln und V ein unzerlegbarer direkter Summand von resGHM .
(i) Ist M relativ H-projektiv, so ist auch M ⊗R L relativ H-projektiv.
(ii) Hat V Vertex D′ und ist M unzerlegbar mit Vertex D , dann gilt D′ ≤G D .
Es sei H eine Menge von Untergruppen von G . Ein RG-Modul M heißt relativ
H-projektiv, falls es zu jedem unzerlegbaren direkten Summanden N von M ein
H ∈ H gibt, so daß N relativ H-projektiv ist. Mit Hilfe der Greenkorrespondenz
kann das Studium von RG-Moduln auf Untergruppen von G u¨bertragen werden,
u¨ber die man besser Bescheid weiß ([CR], 20.6). Dazu sei D eine p-Untergruppe von
G, H eine Untergruppe von G mit NG(D) ≤ H , sowie
X := {Q ≤ G | Q = D ∩ gD fu¨r ein g ∈ G\H}
und
Y := {Q ≤ G | Q = H ∩ gD fu¨r ein g ∈ G\H} .
Bemerkung 1.11. (i) Es seiM ein unzerlegbarer RG-Modul mit Vertex D . Dann
ist resGHM = V ⊕W , wobei V ein unzerlegbarer RH-Modul mit Vertex D und
W ein relativ Y-projektiver RH-Modul ist.
(ii) Es sei V ein unzerlegbarer RH-Modul mit Vertex D . Dann ist indGH V =M ⊕
Z , wobei M ein unzerlegbarer RG-Modul mit Vertex D und Z ein relativ X -
projektiver RG-Modul ist.
(iii) Durch (i) und (ii) erha¨lt man eine Bijektion zwischen den Isomorphieklassen
der unzerlegbaren RG-Moduln mit Vertex D und den Isomorphieklassen der
RH-Moduln mit Vertex D .
Eine wichtige Klasse von RG-Moduln sind die Moduln, deren unzerlegbare direk-
te Summanden eine triviale Quelle besitzen. Ein solcher Modul wird Trivial-Source-
Modul genannt. Ein unzerlegbarer RG-Modul M mit Vertex D ist also genau dann
ein Trivial-Source-Modul, wenn M ein direkter Summand von indGDR ist. Genau
dann ist M ein direkter Summand des Permutationsmoduls RX einer Menge X auf
der G operiert. Siehe [CR], Kap. 81B.
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Bemerkung 1.12. (i) Die Klasse der Trivial-Source-Moduln ist abgeschlossen
bezu¨glich direkter Summe, direkten Summanden, Tensorprodukt, Induktion und
Restriktion. Insbesondere ist der Greenkorrespondent eines Trivial-Source-Mo-
duls wieder ein Trivial-Source-Modul.
(ii) Ist M ein Trivial-Source-OG-Modul, so ist k ⊗O M ein Trivial-Source-kG-
Modul. Ist umgekehrt L ein Trivial-Source-kG-Modul, so gibt es einen Trivial-
Source-OG-Modul M mit L ∼= k ⊗O M .
(iii) Es sei D eine p-Untergruppe von G und M ein unzerlegbarer Trivial-Source-
kNG(D)-Modul mit Vertex D. Dann gilt:
(a) D operiert trivial auf M .
(b) M ist ein unzerlegbarer projektiver k(NG(D)/D)-Modul.
(c) Unzerlegbare projektive k(NG(D)/D)-Moduln und unzerlegbare Trivial-Source-
kNG(D)-Moduln mit Vertex D entsprechen sich.
(d) Jeder unzerlegbare Summand von ind
NG(D)
D k hat Vertex D .
Aus der Bemerkung folgt, daß die Greenkorrespondenz eine Bijektion der Isomor-
phieklassen von unzerlegbaren Trivial-Source-kG-Moduln mit Vertex D und der Iso-
morphieklassen der unzerlegbaren projektiven k(NG(D)/D)-Moduln liefert. Deshalb
gibt es bis auf Isomorphie nur endlich viele unzerlegbare Trivial-Source-kG-Moduln.
Wie bereits erwa¨hnt wurde, besitzt jeder kG-Modul eine Kompositionsreihe. Im
allgemeinen hat ein kG-Modul mehrere Kompositionsreihen. Besitzt ein Modul nur
eine, so heißt der Modul einreihig.
Bemerkung 1.13. Es sei M ein kG-Modul.
(i) Ist M/J(M) ein einfacher kG-Modul, so ist M unzerlegbar.
(ii) Der Modul M ist genau dann einreihig, wenn die Radikalserie
M ⊃ J(M) ⊃ J2(M) ⊃ . . .
eine Kompositionsreihe ist. Gegebenenfalls sind die kG-ModulnM/Jn(M), n ∈
N , unzerlegbar.
(iii) Es gilt Jn(M) = J(kG)nM = Jn(kG)M fu¨r n ∈ N .
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1.2 Der Greenring a(RG)
Es sei A die freie abelsche Gruppe, welche von den Isomorphieklassen (M) aller
RG-Moduln M erzeugt wird. Auf A kann eine Multiplikation definiert werden:
(M) · (N) := (M ⊗R N) (1.1)
mit RG-Moduln M und N . Da A ein freier Z-Modul ist, ist die lineare Fortsetzung
von (1.1) auf A wohldefiniert. Auf diese Weise wird A zu einem kommutativen Ring
mit Einselement (R) und Nullelement (0) .
Mit der Konstruktion des Ringes A ist das Ziel, einen Ring zu finden, der nur
von unzerlegbaren Moduln erzeugt wird, noch nicht erreicht. Deshalb wird die Un-
tergruppe A0 von A betrachtet, welche von den Elementen der Form
(V )− (W )− (U) , V ∼= W ⊕ U
mit RG-Moduln V,W,U erzeugt wird. Die Untergruppe A0 ist ein Ideal von A. Der
Quotient
a(RG) := A/A0
heißt Greenring. Fu¨r zwei RG-Moduln M , N gilt dann
[M ] + [N ] = [M ⊕N ] , [M ] · [N ] = [M ⊗R N ] .
Dabei bedeutet [M ] = (M) + A0. Als Z-Modul wird a(RG) von den Isomorphie-
klassen der unzerlegbaren RG-Moduln erzeugt. Ist a(RG) auch ein freier Z-Modul?
Diese Frage wird in der folgenden Bemerkung beantwortet.
Bemerkung 1.14. Es seien V und W zwei RG-Moduln.
(i) Jedes Element x ∈ a(RG) la¨ßt sich in der Form x = [M ]−[N ] mit RG-Moduln
M und N schreiben.
(ii) [V ] = [W ] gilt genau dann, wenn es einen RG-Modul U gibt mit V ⊕ U ∼=
W ⊕ U .
(iii) Gilt der Satz von Krull-Schmidt-Azumaya, dann ist [V ] = [W ] genau dann,
wenn V ∼= W ist. Außerdem ist
a(RG) =
⊕
V ∈R
Z[V ] ,
wobei R ein Vertretersystem der Isomorphieklassen der unzerlegbaren RG-
Moduln ist.
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Um entsprechende Schwierigkeiten zu vermeiden, soll ab jetzt R stets ein Ring
sein, so daß der Satz von Krull-Schmidt-Azumaya fu¨r RG gilt. Kenntnisse u¨ber
a(RG) lassen sich oft auf einem Umweg u¨ber Ringe der Form
AS(RG) := S ⊗Z a(RG) ,
wobei S ein kommutativer Ring ist, gewinnen. Somit ist AS(RG) ∼=
⊕
V ∈R S[V ] ,
wobeiR das obige Vertretersystem ist. StattAC(RG) schreibt man auch A(RG) . Be-
trachtet man auch den Greenring fu¨r eine Untergruppe H , so stehen eine Induktions-
und eine Restriktionsabbildung zur Verfu¨gung. Die Abbildung
resGH : AS(RG) −→ AS(RH) , [M ] 7−→ [res
G
HM ]
ist ein S-Algebrenhomomorphismus. Die Abbildung
indGH : AS(RH) −→ AS(RG) , [N ] 7−→ [ind
G
H N ]
ist ein S-Modulhomomorphismus.
In [CR], Kap. 81, wird die Theorie des Greenrings eingefu¨hrt. Das Kapitel 81
basiert vorallem auf [BP] und [BC]. Die na¨chste Bemerkung entspricht [CR], 81.13
bzw. [BP], 6.7.
Bemerkung 1.15. Es sei R ein Ko¨rper und H eine Untergruppe von G. Dann gilt
(i) A(RG) = indGH A(RH)⊕ ker res
G
H (direkte Summe von Idealen)
(ii) A(RH) = resGH A(RG)⊕ ker ind
G
H (direkte Summe von C-Vektorra¨umen)
Es sei q eine Primzahl und H ≤ G . Mit Oq(H) wird die maximale normale
q-Untergruppe von H bezeichnet. Die Gruppe H heißt q-hypoelementar, falls der
Quotient H/Oq(H) zyklisch ist. Gegegebenenfalls ist Oq(H) eine q-Sylowgruppe und
H/Oq(H) eine q
′-Gruppe. H ≤ G ist genau dann q-hypoelementar, falls H = QoC
ist. Dabei ist Q eine normale q-Gruppe und C eine zyklische q′-Gruppe. Dann ist
Q = Oq(H). Die Gruppe C muß nicht eindeutig bestimmt sein. Aber stets gilt
C ∼= H/Q.
Es sei (K,O, k) ein passendes p-modulares System. Ab jetzt sei R = O oder
R = k . Die folgende Bemerkung beinhaltet Conlons Induktionstheorem ([CR], 80.61
und 81.32; [Ben], 5.6.8 und 5.6.9).
Bemerkung 1.16. Es sei H die Menge aller p-hypoelementaren Untergruppen von
G und {H1, . . . , Hr} ⊂ H ein Vertretersystem der Konjugationsklassen. Dann gilt
(i) A(RG) =
∑
H∈H ind
G
H A(RH)
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(ii) Die Abbildung
A(RG) −→
r⊕
i=1
A(RHi) , x 7−→ (res
G
H1 x, . . . , res
G
Hr x)
ist injektiv.
Fu¨r eine Untergruppe H von G sei a(RG,H) die Untergruppe von a(RG) , wel-
che von den Isomorphieklassen der relativ H-projektiven RG-Moduln erzeugt wird.
Wegen Bemerkung 1.10 ist a(RG,H) ein Ideal von a(RG) . Fu¨r eine Menge H von
Untergruppen wird entsprechend a(RG,H) definiert. Die Greenkorrespondenz von
Moduln (siehe Seite 14) hat eine Analogie im Greenring: Greens Transfer Theorem
([Gr64]; [CR], 81.35). In der na¨chsten Bemerkung wird es formuliert.
Bemerkung 1.17. Es sei D eine p-Untergruppe von G, H ≤ G mit NG(D) ≤ H
und X wie auf Seite 14 definiert. Außerdem sei H eine Menge von echten Unter-
gruppen von D mit X ⊂ H . Die Abbildung
a(RG,D)/a(RG,H) −→ a(RH,D)/a(RH,H)
[M ] + a(RG,H) 7−→ [V ] + a(RH,H)
ist ein Ringisomorphismus. Dabei sind M und V unzerlegbare Moduln, welche in
Greenkorrespondenz stehen.
Mit AS(RG,Triv) wird die von den Trivial-Source-Moduln erzeugte Untergrup-
pe von AS(RG) bezeichnet. Da AS(RG,Triv) multiplikativ abgeschlossen ist und
das Einselement von AS(RG) entha¨lt (siehe Bemerkung 1.12), ist AS(RG,Triv) ein
Teilring von AS(RG) . Da es nur endlich viele Isomorphieklassen von Trivial-Source-
RG-Moduln gibt, ist AS(RG,Triv) ein freier S-Modul von endlichem Rang.
Bemerkung 1.18. (i) Es gilt AS(OG,Triv) ∼= AS(kG,Triv) .
(ii) Es sei D eine p-Untergruppe von G . Es gibt ein Idempotent e ∈ A(RG,Triv) ,
so daß A(RG,D) = A(RG) e gilt.
Es sei T ein beliebiger kommutativer Ring und A eine kommutative T -Algebra
oder ein Ideal einer T -Algebra. Ein T -Algebrenhomomorphismus s : A −→ T un-
gleich Null heißt Spezies von A . Dabei wird ein Ideal als Algebra evtl. ohne Eins-
element aufgefaßt. Mit Sp(A) wird die Menge der Spezies von A bezeichnet. Im
Folgenden sei T ein Ko¨rper. Eine Spezies t eines Ideals I von A la¨ßt sich eindeutig
zu einer Spezies s von A fortsetzen: s(x) := t(xf) fu¨r x ∈ A und f ∈ I mit t(f) = 1 .
Zwei Spezies, die auf einem Ideal ungleich Null u¨bereinstimmen, sind also identisch.
Zwischen einer Spezies eines Ideals und der Fortsetzung auf die gesamte Algebra
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wird sprachlich oft nicht unterschieden. Ist s ∈ Sp(A) und e ∈ A ein Idempotent,
so ist s(e) = 1 oder s(e) = 0 . Es sei A = I ⊕ J eine Zerlegung von A in Ideale. Da
I = Ae und J = A(1− e) fu¨r ein Idempotent e ∈ A gilt, ist entweder s|I 6= 0 oder
s|J 6= 0, also entweder s|I ∈ Sp(I) oder s|J ∈ Sp(J) .
Es sei s eine Spezies von A(kG) . Eine Untergruppe D ≤ G heißt Vertex von s,
falls D ein minimales Element der Menge der Vertizes der unzerlegbaren kG-Moduln
M mit s([M ]) 6= 0 ist. Mit Sp(A(kG), D) wird die Menge aller Spezies von A(kG)
mit Vertex D bezeichnet. Aus dieser Definition und der Definition von A(kG,D)
folgt
Bemerkung 1.19. Es sei s ∈ Sp(A(kG)) und D ≤ G . Die Spezies s hat genau
dann Vertex D, wenn s(A(kG,D)) 6= 0 und s(A(kG,D′)) = 0 fu¨r alle D′ ≤ G mit
D′ < D ist.
Fu¨r eine Untergruppe H ≤ G und t ∈ Sp(A(kH)) ist t ◦ resGH eine Spezies
von A(kG) . Aus Bemerkung 1.15 und den obigen Aussagen u¨ber die Spezies eines
direkten Summanden einer Algebra folgt die A¨quivalenz von (2) und (3) der na¨chsten
Bemerkung. Zur A¨quivalenz von (1) und (3) siehe [CR], 81.45.
Bemerkung 1.20. Es sei s ∈ Sp(A(kG)) und H ≤ G . Folgende Aussagen sind
a¨quivalent:
(1) s = u ◦ resGH mit u ∈ Sp(A(kH))
(2) ker resGH ⊂ ker s
(3) indGH A(kH) 6⊂ ker s
Es sei s eine Spezies von A(kG) . Eine Untergruppe H von G heißt Ursprung
von s , falls s = u ◦ resGH fu¨r ein u ∈ Sp(A(kH)) und s 6= u
′ ◦ resGH′ fu¨r alle H
′ < H
und alle u′ ∈ Sp(A(kH ′)) gilt. Bemerkung 1.21 stellt einen Zusammenhang zwischen
Ursprung und Vertex einer Spezies her.
Bemerkung 1.21. (i) Die Urspru¨nge einer Spezies von A(kG) bilden eine Kon-
jugationsklasse von Untergruppen von G .
(ii) Ein Ursprung einer Spezies ist eine p-hypoelementare Gruppe.
(iii) Ist H ein Ursprung einer Spezies s von A(kG) , so ist Op(H) ein Vertex von s .
Mit Bemerkung 1.20 bekommt man fu¨r H ≤ G
Sp(indGH A(kH)) = {u ◦ res
G
H | u ∈ Sp(A(kH))} . (1.2)
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Nach Bemerkung 1.16 gilt dann
Sp(A(kG)) = {u ◦ resGH | H ∈ H , u ∈ Sp(A(kH))} .
Nach D. Higman gibt es genau dann endlich viele Isomorphieklassen unzerleg-
barer kG-Moduln, wenn G eine zyklische p-Sylowgruppe besitzt (siehe [Hig]; [Pie],
Thrm 10.8). Gegebenenfalls ist A(kG) eine endlichdimensionale C-Algebra. J. Green
und M. O’Reilly haben gezeigt, daß A(kG) halbeinfach ist (siehe [Gr62]; [Rei];
[Ben], Thrm 5.8.7). Nach dem Satz von Wedderburn ist dann A(kG) isomorph zu
C× · · · × C . Ab jetzt habe G eine zyklische p-Sylowgruppe.
Bemerkung 1.22. Hat G eine zyklische p-Sylowgruppe und ist n := dimCA(kG),
so ist A(kG) ∼=
⊕n
i=1C als C-Algebra.
Es gilt also A(kG) = C e1 ⊕ · · · ⊕ C en mit eindeutig bestimmten primitiven
Idempotenten e1, . . . , en . Ein beliebiges Idempotent von A := A(kG) ist eine Summe
von primitiven Idempotenten. Die Ideale von A sind genau die Mengen Af , wobei
f ein Idempotent von A ist. Ist I := Af ein Ideal von A , so ist A = I ⊕ J eine
Zerlegung in Ideale mit J = A(1 − f) . Eine Unteralgebra B von A ist ebenfalls
halbeinfach. Ein primitives Idempotent von B la¨ßt sich schreiben als Summe von
primitiven Idempotenten von A .
Es sei s ∈ Sp(A(kG)) . Da e1 + · · ·+ en = 1 eine Zerlegung der 1 in (primitive)
Idempotente ist, ist s(ei) = 1 fu¨r genau ein i ∈ {1, . . . , n} . Ferner ist s durch die
Bilder der primitiven Idempotente eindeutig bestimmt. Es existieren also genau n
verschiedene Spezies von A(kG) . Sie sind linear unabha¨ngig. Fu¨r eine Unteralge-
bra B und ein Ideal I von A(kG) erha¨lt man die Spezies durch Einschra¨nken der
Spezies von A(kG) auf B bzw. I . Es gilt also
Sp(B) = {s|B : s ∈ Sp(A(kG))} , Sp(I) = {s|I : s ∈ Sp(A(kG)), s(f) = 1} ,
(1.3)
wobei f ein Idempotent mit I = A(kG)f ist. Fu¨r zwei Spezies s1, s2 und primitive
Idempotente e1, e2 von A(kG) mit si(ei) = 1 fu¨r i = 1, 2 gilt s1|B = s2|B genau dann,
wenn e1 und e2 als Summanden eines primitiven Idempotents von B vorkommen.
Bemerkung 1.23. Es sei Sp(A(kG)) = {s1, . . . , sn} . Die Abbildung
A(kG) −→ Cn , x 7−→ (s1(x), . . . , sn(x))
ist ein C-Algebrenisomorphismus. Die primitiven Idempotente von A(kG) sind die
Urbilder der Standardbasisvektoren von Cn . Ferner ist
A(kG)∗ = {x ∈ A(kG) | s(x) 6= 0 fu¨r alle s ∈ Sp(A(kG))}
die Einheitengruppe von A(kG) .
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Zwei kG-Moduln M und N sind also genau dann isomorph, wenn s([M ]) =
s([N ]) fu¨r alle Spezies s von A(kG) gilt. Die Matrix S = (s([M ]))s,M ∈ Cn×n ,
wobei s die Spezies von A(kG) und [M ] die Isomorphieklassen der unzerlegbaren
kG-Moduln durchla¨uft, heißt Speziestafel. Dieser Begriff wird in Anlehnung an den
Begriff Charaktertafel gewa¨hlt. Durch Invertieren der Speziestafel S bekommt man
die primitiven Idempotente von A(kG) . Ist S−1 = (as,M) ∈ Cn×n , so sind
es =
∑
M
as,M [M ] , s ∈ Sp(A(kG))
die primitiven Idempotente mit s(es) = 1 . Die scho¨ne Eigenschaft, daß eine Isomor-
phieklasse von kG-Moduln durch die Spezieswerte eindeutig bestimmt ist, gilt fu¨r
eine Gruppe mit nichtzyklischer p-Sylowgruppe im allgemeinen nicht. J. Zemanek
wies nach, daß der Greenring a(kH) fu¨r p > 2 und einer Gruppe H mit einer nicht-
zyklischen p-Sylowgruppe nilpotente Elemente ungleich Null besitzt ([Zem]; [BC];
[CR], 81.97). Ist x ∈ a(kH) ein solches Element, dann ist s(x) = 0 fu¨r alle Spezies s
von A(kH) . Da x = [M ]− [N ] mit kH-Moduln M und N gilt (Bem. 1.11), ist dann
s([M ]) = s([N ]) fu¨r alle Spezies von A(kH) und M 6∼= N .
Es sei M ein unzerlegbarer kG-Modul. Betrachte den C-Vektorraumendomor-
phismus
φ : A(kG) −→ A(kG) , x 7−→ [M ] · x .
Das Minimalpolynom f ∈ C[X] von φ ist das Minimalpolynom von [M ] . Ist s eine
Spezies von A(kG), so ist s([M ]) eine Nullstelle von f , denn es gilt f(s([M ])) =
s(f([M ])) = 0 . Die Abbildungsmatrix von φ bezu¨glich der Basis {[M1], . . . , [Mn]},
wobei die Mi Vertreter der unzerlegbaren kG-Moduln sind, hat natu¨rliche Zahlen
als Koeffizienten. Somit ist f ∈ Z[X], also s([M ]) eine algebraisch ganze Zahl.
Adjungiert man zu Q die Spezieswerte der unzerlegbaren Moduln, so erha¨lt man
einen algebraischen Zahlko¨rper L . Mit OL wird der Ring der ganzen Zahlen von L
bezeichnet.
Bemerkung 1.24. Es sei L wie oben definiert und n = dimC A(kG) . Dann gilt:
(i) s([M ]) ∈ OL fu¨r alle s ∈ Sp(A(kG)) und alle kG-Moduln M
(ii) Sp(AOL(kG)) = {s|AOL(kG) : s ∈ Sp(A(kG))}
(iii) | Sp(AOL(kG))| = n
(iv) AL(kG) ∼= L
n als L-Algebra
Fu¨r s ∈ Sp(AOL(kG)) wird auch die Fortsetzung A(kG) −→ C mit s bezeichnet.
Zum Studium der Idempotente und Primideale des Ringes AOL(kG) werden Topo-
logiekenntnisse beno¨tigt. Die Aussagen dieses Abschnitts ko¨nnen in [Kun] oder [Jac]
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nachgelesen werden. Es sei A ein beliebiger kommutativer Ring. Mit SpecA wird
das Spektrum von A, also die Menge der Primideale von A , bezeichnet. Setze
V(I) := {P ∈ Spec(A) | I ⊂ P} ,
wobei I ein Ideal von A ist. Die Mengen V(I), wobei I alle Ideale von A durchla¨uft,
sind definitionsgema¨ß die abgeschlossenen Mengen einer Topologie auf Spec(A) .
Man nennt diese Topologie Zariski-Topologie . Die Mengen
D(a) := {P ∈ Spec(A) | a /∈ P} = Spec(A)\V(a) , a ∈ A ,
sind offen und bilden eine Basis von Spec(A) . Die Abbildung
{e ∈ A | e ist Idempotent} −→ {X ⊂ Spec(A) | X offen und abgeschlossen}
e 7−→ D(e)
ist eine Bijektion ([Jac], Thrm 7.3). Ein Idempotent e ∈ A ist genau dann primitiv,
wenn D(e) eine Zusammenhangskomponente bildet.
Im folgenden wird gezeigt, wie man aus den Spezies von AOL(kG) die Primideale
von AOL(kG) und a(kG) sowie die Idempotente von AOL(kG) erha¨lt. Diese Methode
ist auf andere Darstellungsringe u¨bertragbar (siehe [Kl], [DK] und [Dei]).
Es sei A := AOL(kG) und P ein Primideal von A . Nach Bemerkung 1.23 ist∏
s∈Sp(A) ker s ⊂
⋂
s∈Sp(A) ker s = 0 . Also ist ker s ⊂ P fu¨r ein s ∈ Sp(A) . Dann
ist x − s(x) 1A ∈ P fu¨r alle x ∈ A . Daraus folgt s(P) = p fu¨r ein Primideal p von
OL . Da OL ein Dedekindring ist, ist jedes Primideal ungleich Null von OL maximal.
Daher gilt
Bemerkung 1.25. (i) Die Primideale von AOL(kG) sind
P(p, s) := s−1(p) , p ∈ Spec(OL) , s ∈ Sp(AOL(kG)) .
(ii) Der Ring AOL(kG) hat Krulldimension 1 . Insbesondere sind die Primideale
P(0, s) = ker s minimal und Primideale der Form P(p, s) mit p 6= 0 maximal.
Ist P(p, s) = P(q, t) , so ist p 1A ⊂ P(p, s) = P(q, t) und p = t(p 1A) ⊂ q .
Da dann auch q ⊂ p gilt, ist p = q . Außerdem ist x − s(x) 1A ∈ ker s = P(0, s) ⊂
P(p, s) = P(p, t) , also t(x) ≡ s(x) (mod p) fu¨r alle x ∈ A . Gilt t(x) ≡ s(x) (mod p)
fu¨r alle x ∈ A , dann ist P(p, s) = P(p, t) . Dies zeigt:
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Bemerkung 1.26. Es seien s und t Spezies von AOL(kG) und p und q Primideale
von OL .
(i) Es gilt P(p, s) = P(q, t) genau dann, wenn p = q und s(x) ≡ t(x) (mod p) fu¨r
alle x ∈ AOL(kG) gilt.
(ii) Fu¨r eine Spezies s von AOL(kG) ist
V(P(0, s)) = {P(p, s) | p ∈ Spec(OL)} .
Der topologische Abschluß von {P(0, s)} ist V(P(0, s)) . Da eine Zusammen-
hangskomponente abgeschlossen ist, sind P(p, s) und P(q, s) mit p, q ∈ Spec(OL) in
der selben Zusammenhangskomponente. Außerdem ist eine Zusammenhangskompo-
nente eine Vereinigung von V(P(0, s)) mit s ∈ Sp(A) . Zwei minimale Ideale P(0, s)
und P(0, t) geho¨ren also genau dann zur selben Zusammenhangskomponente, falls
es ein m ∈ N und Spezies s0 = s, s1, . . . , sm = t gibt mit
V(P(0, si−1)) ∩ V(P(0, si)) 6= ∅ , 1 ≤ i ≤ m.
Nach Bemerkung 1.26 ist
V(P(0, s)) ∩ V(P(0, t)) = {P(p, s) | p ∈ Spec(OL) , s ≡ t (mod p)}
fu¨r Spezies s und t . Deswegen gilt:
Bemerkung 1.27. Es seien s und t Spezies von AOL(kG) und p und q Primideale
von OL .
(i) Die Primideale P(p, s) und P(q, t) liegen genau dann in der selben Zusam-
menhangskomponente von Spec(AOL(kG)) , wenn es Spezies s0, s1, . . . , sm von
AOL(kG) und Primideale p1, . . . , pm von OL mit s0 = s , sm = t , p1 = p ,
pm = q und
s0 ≡ s1 (mod p1) , s1 ≡ s2 (mod p2) , . . . , sm−1 ≡ sm (mod pm)
gibt.
(ii) Es gilt P(0, t) ⊂ P(p, s) genau dann, wenn s ≡ t (mod p) ist.
Zwei Spezies s und t von AOL(kG) heißen zusammenha¨ngend (s ∼ t), falls P(p, s)
und P(p, t) fu¨r ein p ∈ Spec(OL) in der selben Zusammenhangskomponente von
Spec(AOL(kG)) liegen. Auf diese Weise wird Sp(AOL(kG)) in Zusammenhangsklas-
sen eingeteilt. Also sind
Zs = {P(p, t) | p ∈ Spec(OL) , t ∈ Sp(AOL(kG)) , s ∼ t} , s ∈ Sp(AOL(kG))
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die Zusammenhangskomponenten von Spec(AOL(kG)) . Wie man sieht, stehen die
Zusammenhangskomponenten von Spec(AOL(kG)) in Bijektion zu den Zusammen-
hangsklassen von Sp(AOL(kG)) .
Ist e ein primitives Idempotent von AOL(kG) , dann ist D(e) = Zs fu¨r eine
Spezies s von AOL(kG) . Außerdem ist e eine Summe primitiver Idempotente von
AC(kG) . Eine primitives Idempotent et ∈ AC(kG) mit t ∈ Sp(AC(kG)) und t(et) = 1
ist genau dann ein Summand von e , wenn t(e) = t(et) = 1 /∈ p fu¨r ein Primideal p
von OL ist. Genau dann ist e /∈ P(p, t), also P(p, t) ∈ D(e) . Somit gilt
Bemerkung 1.28. Die primitiven Idempotente von AOL(kG) sind∑
s∼t
et , s ∈ Sp(AOL(kG)) ,
wobei t ∈ Sp(AOL(kG)) und et das primitive Idempotent von A(kG) mit t(et) = 1
ist .
Aus dem Primspektrum von AOL(kG) wird das Primspektrum von a(kG) ab-
geleitet. Dazu wird a(kG) als Teilring von AOL(kG) aufgefaßt. Da OL eine ganze
Ringerweiterung von Z ist, ist AOL eine ganze Ringerweiterung von a(kG) . Also
sind P ∩a(kG) mit P ∈ Spec(AOL(kG)) die Primideale von a(kG) . Die Galoisgrup-
pe G(L/Q) operiert auf AOL(kG):
σ(x⊗ y) := σ(x)⊗ y , σ ∈ G(L/Q) , x ∈ OL , y ∈ a(kG) .
Dann ist
AOL(kG)
G(L/Q) = {x ∈ AOL(kG) | σ(x) = x fu¨r alle σ ∈ G(L/Q)} = a(kG)
Es seien P und P ′ Primideale von AOL(kG) . Ist P
′ = σ(P) fu¨r ein σ ∈ G(L/Q) ,
dann ist P ′∩a(kG) = σ(P∩a(kG)) = P∩a(kG) . Es gelte nun P ′∩a(kG) = P∩a(kG)
und P ′ 6= σ(P) fu¨r alle σ ∈ G(L/Q) . Dann ist P ′ nicht in
⋃
σ∈G(L/Q) σ(P) enthalten.
Fu¨r y ∈ P ′\
⋃
σ∈G(L/Q) σ(P) gilt∏
σ∈G(L/Q)
σ(y) ∈ P ′ ∩ AOL(kG)
G(L/Q) = P ′ ∩ a(kG) = P ∩ a(kG) .
Somit ist τ(y) ∈ P fu¨r ein τ ∈ G(L/Q), was der Voraussetzung von y widerspricht.
Also gilt
Bemerkung 1.29. (i) Die Primideale von a(kG) sind
P(p, s) ∩ a(kG) = {x ∈ a(kG) | s(x) ∈ p}
mit p ∈ Spec(AOL(kG)) und s ∈ Sp(AOL(kG)) .
(ii) Es gilt P ∩a(kG) = P ′∩a(kG) mit P,P ′ ∈ Spec(AOL(kG)) genau dann, wenn
P ′ = σ(P) fu¨r ein σ ∈ G(L/Q) ist.
Kapitel 2
Unzerlegbare Moduln
Ab jetzt habe G eine zyklische p-Sylowgruppe der Ordnung pd mit d ∈ N . Eine
solche Gruppe wird fixiert und mit P bezeichnet. Ein Erzeuger sei σ ∈ P . Mit Pa,
0 ≤ a ≤ d , wird die Untergruppe von P mit pa Elementen bezeichnet. Weiterhin sei
(K,O, k) ein passendes p-modulares System.
In diesem Kapitel wird das Rechnen im Greenring vorbereitet. Die unzerlegbaren
kG-Moduln werden beschrieben und ihre fu¨r den Greenring wichtigen Eigenschaften
herausgearbeitet. Es genu¨gt, fu¨r jede Untergruppe D ≤ P die kNG(D)-Moduln mit
Vertex D zu untersuchen (Satz 2.14). Die Greenkorrespondenz (Bemerkung 1.11)
liefert dann alle kG-Moduln (Satz 2.25). Satz 2.18 und Korollar 2.24 zeigen, daß die
kNG(D)-Moduln sich durch kD-Moduln und kNG(D)-Moduln mit trivialer Quelle
und Vertex D sowie die Faktorgruppe NG(D)/CG(D) charakterisieren lassen. Pra¨zi-
sere Ergebnisse werden mit Hilfe der Spezies des Greenrings A(kG) im na¨chsten
Kapitel ermittelt.
2.1 Die unzerlegbaren kP -Moduln
Da P eine p-Gruppe und char k = p ist, ist der triviale Modul bis auf Isomorphie
der einzige einfache kP -Modul. Der einzige unzerlegbare projektive kP -Modul ist
die Gruppenalgebra kP selbst. Im na¨chsten Satz werden die weiteren unzerlegbaren
Moduln konstruiert. Das Ergebnis ist wohlbekannt.
Satz 2.1. Es ist
J j(kP ) = (σ − 1)j kP , 0 ≤ j ≤ pd .
Die Moduln
Tj := kP/J
j(kP ) = kP/(σ − 1)jkP , 1 ≤ j ≤ pd
bilden ein Repra¨sentantensystem fu¨r die Isomorphieklassen unzerlegbarer kP -Moduln.
Es gilt dimk Tj = j .
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Beweis. Es sei I := (σ−1)kP = kP (σ−1). Da Ip
d
= (σ−1)p
d
kP = (σp
d
−1)kP = 0
ist, ist I ein nilpotentes Ideal. Folglich ist es in J(kP ) enthalten. Da dimk J(kP ) ≤
pd − 1 = dimk I ist, ist J(kP ) = I . Nach Bemerkung 1.13 ist J
j(kP ) = J(kP )j =
(σ − 1)j kP fu¨r j ∈ N . Somit ist dimk J j(kP ) = pd − j und J j(kP )/J j+1(kP ) ist
ein eindimensionaler, also einfacher, kP -Modul. Folglich ist die Radikalserie von kP
eine Kompositionsreihe. Deshalb ist kP einreihig und Tj = kP/J
j(kP ) mit j ∈
{1, . . . , pd} sind j-dimensionale unzerlegbare kP -Moduln (siehe Bemerkung 1.13) .
Es sei M ein unzerlegbarer kP -Modul und ∆ : P −→ Autk(M) eine Darstellung
von P u¨ber k. Da ∆(σ)p
d
= 1 ist, ist das charakteristische Polynom von ∆(σ) ein
Teiler von Xp
d
− 1 = (X − 1)p
d
∈ k[X] . Somit besteht die Jordan-Normalform von
∆(σ) aus genau einem Jordan-Block der Gro¨ße j × j, 1 ≤ j ≤ pd, mit Eigenwert 1.
Also existieren bis auf A¨hnlichkeit ho¨chstens pd unzerlegbare Darstellungen von P
u¨ber k, bzw. bis auf Isomorphie ho¨chstens pd unzerlegbare kP -Moduln.
Wie man sieht, ist ein unzerlegbarer kP -Modul durch seine Dimension bis auf
Isomorphie eindeutig bestimmt. Die Dimension eines unzerlegbaren kP -Moduls M
ist die natu¨rliche Zahl n , welche die Bedingungen (σ−1)n−1M 6= 0 und (σ−1)nM =
0 erfu¨llt. Außerdem ist ein unzerlegbarer kG-Modul M zyklisch, d.h. es gibt ein
x ∈M mit M = kP{x} . Setzt man bi = (σ−1)
i−1 x , 1 ≤ i ≤ n , so erha¨lt man eine
geordnete k-Basis von M , bezu¨glich der ∆(σ) Jordan-Normalform hat. Dann ist
σ · bi = bi + bi+1 , σ · bj = bj , 1 ≤ i < n .
Eine solche Basis wird Standardbasis von M genannt. Beispielsweise ist fu¨r j ∈
{1, . . . , pd} durch
bi := (σ − 1)
i−1 + (σ − 1)j kP , 1 ≤ i ≤ j (2.1)
eine Standardbasis von Tj gegeben. In den folgenden Lemmata wird das allgemeine
Verhalten von kP -Moduln untersucht. Dazu geho¨rt die Zerlegung in direkte Sum-
manden, die Restriktion auf Untergruppen und das Tensorprodukt zweier Moduln.
Es wird das Ziel verfolgt, mit mo¨glichst geringem Aufwand alle fu¨r die Konstruktion
der Spezies von A(kP ) notwendigen Tensorprodukte zu bestimmen (Satz 2.9). Des-
weiteren wird das Unterkapitel u¨ber kG-Moduln vorbereitet (Lemma 2.4 und Lem-
ma 2.6, (i)) Die grundlegende Arbeit u¨ber Tensorprodukte von kP -Moduln stammt
von J. Green ([Gr62]). In [Gr62] findet man die Aussagen von Lemma 2.4; 2.5; 2.6,
(iii); 2.7. Die Beweisidee des na¨chsten Lemmas ist [Fei] (Lemma IX, 2.5) entnommen.
Lemma 2.2. Die Anzahl der direkten Summanden von Ti ⊗k Tj ist min{i, j} .
Beweis. Die Anzahl der direkten Summanden von Ti⊗k Tj ist dimk HomkP (k, Ti⊗k
Tj) . Nach Bemerkung 1.1 ist
HomkP (k, Ti ⊗k Tj) = HomkP (k, T
∗
i ⊗k Tj)
∼= HomkP (Ti, Tj)
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als k-Vektorra¨ume. Die Abbildungen fl : Ti −→ Tj , 1 ≤ l ≤ min{i, j}, welche
die ersten l Standardbasisvektoren von Ti auf die letzten l Standardbasisvekto-
ren von Tj abbilden und die anderen Basisvektoren auf Null abbilden, sind kP -
Homomorphismen und bilden eine k-Basis von HomkP (Ti, Tj) .
Lemma 2.3. Es sei M ein kP -Modul, m ∈ M , j ∈ {1, . . . , pd} und {b1, . . . , bj}
eine Standardbasis von Tj . Dann ist
σn bi =
j−i∑
t=0
(
n
t
)
bi+t , (σ − 1)
n bi =
{
bi+n falls i+ n ≤ j
0 sonst
(2.2)
und
(σ − 1)n (bi ⊗m) =
j−i∑
t=0
(
n
t
)
bi+t ⊗ (σ − 1)
n−tσtm, (2.3)
wobei n ∈ N und i ∈ {1, . . . , j} ist. Ist (σ− 1)n (bi⊗m) = 0 , dann ist (σ− 1)n (br⊗
m) = 0 fu¨r alle r ∈ {i, . . . , j} .
Beweis. Die erste und die zweite Formel folgen direkt aus der Definition des Stan-
dardbasisvektors. Es gilt
(σ − 1)(bi ⊗m) = bi ⊗ (σ − 1)m+ bi+1 ⊗ σm , (σ − 1)(bj ⊗m) = bj ⊗ (σ − 1)m.
Durch Iterieren dieser Formeln erha¨lt man die dritte Formel des Lemmas. Es ist
(σ − 1)n (bi ⊗ m) = 0 genau dann, wenn
∑j−i
t=0
(
n
t
)
bi+t ⊗ (σ − 1)
n−tσtm = 0 gilt.
Genau dann ist
(
n
t
)
= 0 in k oder (σ − 1)n−tσtm = 0 fu¨r alle 0 ≤ t ≤ j − i . Daraus
ergibt sich die letzte Behauptung des Lemmas.
Fu¨r eine UntergruppeD ≤ P werden die Vertreter der unzerlegbaren kD-Moduln
ebenfalls mit Tj, 1 ≤ j ≤ |D|, bezeichnet. Durch Inflation von kD-Moduln erha¨lt
man kP -Moduln. Dazu sei ψ : P −→ D , σ 7−→ σ(P :D) und Q = kerψ . Dann ist D ∼=
P/Q . Ist 1 ≤ j ≤ |D| und M ein unzerlegbarer k(P/Q)-Modul mit dimkM = j , so
ist infPP/QM ein unzerlegbarer kP -Modul. Also ist Tj = inf
P
P/QM .
Lemma 2.4. Es seien j ∈ {1, . . . , pd} , {b1, . . . , bj} eine Standardbasis von Tj ,
D ≤ P , also D = 〈ρ〉 mit ρ = σ(P :D) , und es sei
Mi := k {(ρ− 1)
n bi | n ∈ N} = k {bi, bi+(P :D), bi+2(P :D), . . . }
mit 1 ≤ i ≤ pd und bn := 0 , falls n > j ist. Dann ist
resPD Tj =M1 ⊕ · · · ⊕M(P :D)
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eine Zerlegung von resPD Tj in unzerlegbare kD-Moduln. Schreibe j = (P : D)m + t
mit 0 ≤ m ≤ |D| und 0 ≤ t < (P : D) . Dann gilt
resPD Tj
∼=
t⊕
i=1
Tm+1 ⊕
(P :D)⊕
i=t+1
Tm .
Beweis. Es sei i ∈ {1, . . . , j} . Offensichtlich ist Mi ein kD-Modul. Da Mi/J(Mi) =
k{bi + J(Mi)} ein einfacher Modul ist, ist Mi unzerlegbar.
Die Moduln Mi werden von Bi := {bi, bi+(P :D), . . . } erzeugt. Da die Bi paarweise
disjunkt sind und ihre Vereinigung die Standardbasis {b1, . . . , bj} von Tj bildet, ist
resPD Tj eine direkte Summe der Moduln Mi . Ist i ≤ t, so ist dimkMi = m + 1 . Ist
i > t, so ist dimkMi = m . Daraus folgt die zweite Aussage des Lemmas.
Lemma 2.5. Es seien D ≤ P , m ∈ {1, . . . , |D|} und j ∈ {1, . . . , (P : D)} . Dann
ist
indPD Tm = T(P :D)m und Tj ⊗k T(P :D)m =
j⊕
i=1
T(P :D)m .
Beweis. Es sei ρ = σ(P :D), also D = 〈ρ〉 . Dann ist
indPD J
m(kD) = kP ⊗kD (ρ− 1)
m kD = kP (ρ− 1)m ⊗kD kD = kP (ρ− 1)
m
= (σ − 1)(P :D)mkP = J (P :D)m(kP ) .
Also gilt
indPD Tm = ind
P
D(kD/J
m(kD)) =
(
indPD(kD)
)
/
(
indPD J
m(kD)
)
= kP/J (P :D)m(kP ) = T(P :D)m .
(Diese Aussage folgt auch aus Greens Unzerlegbarkeitssatz; [CR], 19.22.) Nach Lem-
ma 2.4 ist resPD Tj =
⊕j
i=1 T1 . Wegen Bemerkung 1.1, (i) ist
Tj ⊗k T(P :D)m = Tj ⊗k ind
P
D Tm = ind
P
D
(
(resPD Tj)⊗k Tm
)
= indPD
( j⊕
i=1
Tm
)
=
j⊕
i=1
T(P :D)m .
Im weiteren Verlauf dieses Unterkapitels werden Tensorprodukte bestimmt. Dazu
werden die Dimensionen der direkten Summanden als Teile einer Partition einer
natu¨rlichen Zahl angesehen. Diese Methode geht auf J. Green zuru¨ck ([Gr62]). Es
sei
M = Tλ1 ⊕ · · · ⊕ Tλr , r ∈ N , λ1 ≥ λ2 ≥ · · · ≥ λr > 0 .
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Weiterhin sei
bn(M) = |{i | λi ≥ n}| , n ∈ N .
Der kP -Modul M la¨ßt sich als Young-Diagramm Γ(M) darstellen. In der ersten
Reihe befinden sich λ1 Ka¨stchen, in der zweiten λ2 Ka¨stchen, usw. Die Ka¨stchen
werden lu¨ckenlos, linksbu¨ndig angeordnet. Beispielsweise fu¨r T = T5 ⊕ T5 ⊕ T3 ⊕
T3 ⊕ T3 ⊕ T2 ist Γ(T )
Wie man sieht, ist bn(M) die Anzahl der Ka¨stchen der n-ten Spalte. Man erha¨lt
Γ(Jn(M)) aus Γ(M) , indem man die ersten n Spalten von Γ(M) streicht. Also gilt
bn(M) = dimk(J
n−1(M)/(Jn(M)) , n ∈ N\{0} .
Man sagt, ein Young-Diagramm Γ(N) eines kP -Moduls N entsteht aus Γ(M) durch
regula¨re Adjunktion von t Ka¨stchen, falls t Ka¨stchen so hinzugefu¨gt werden ko¨nnen,
daß jede Spalte um ho¨chstens ein Ka¨stchen verla¨ngert wird. Ist zum Beispiel U =
T7⊕T5⊕T4⊕T3⊕T3⊕T2⊕T1 , so entsteht Γ(U) aus Γ(T ) durch regula¨re Adjunktion
von 4 Ka¨stchen.
• •
•
•
Das Young-Diagramm Γ(N) entsteht aus Γ(M) durch regula¨re Adjunktion von
t Ka¨stchen genau dann, wenn es t verschiedene natu¨rliche Zahlen a1, . . . , at gibt,
so daß
bn(N)− bn(M) =
{
1 falls n ∈ {a1, . . . , at}
0 sonst
, n ∈ N .
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Lemma 2.6. Es seien j, r ∈ {1, . . . , pd} mit j ≤ r und
Tj ⊗k Tr ∼= Tλ1 ⊕ · · · ⊕ Tλj
mit λ1 ≥ λ2 ≥ · · · ≥ λj > 0 .
(i) Es seien {b1, . . . , bj} und {c1, . . . , cr} Standardbasen von Tj bzw. Tr und es sei
M = Tj ⊗k Tr . Dann gilt
Jn−1(M)/Jn(M) =
bn(M)⊕
i=1
k{(σ − 1)n−1(bi ⊗ c1) + J
n(M)}
∼=
bn(M)⊕
i=1
Jn−1(Tλi)/J
n(Tλi)
fu¨r n ∈ N\{0} .
(ii) Gilt p -
(
r+j−2
j−1
)
, so ist λ1 = j + r − 1 .
(iii) Es ist
Tpd−j ⊗k Tr ∼= Tpd−λ1 ⊕ · · · ⊕ Tpd−λj ⊕
r−j⊕
i=1
Tpd .
Beweis. Eine k-Basis vonM ist B = {bn⊗cm | 1 ≤ n ≤ j, 1 ≤ m ≤ r} . Die Basisvek-
toren seien zuerst nach n und dann nachm geordnet. Es wird der k-Endomorphismus
ψ :M −→M , x 7−→ (σ − 1)x
betrachtet. Nach Satz 2.1 ist ψ(M) = J(M) . Nach Lemma 2.3 ist
ψ(bn ⊗ cm) =


bn ⊗ cm+1 + bn+1 ⊗ cm + bn+1 ⊗ cm+1 falls n 6= j und m 6= r
bj ⊗ cm+1 falls n = j und m 6= r
bn+1 ⊗ cr falls n 6= j und m = r
0 falls n = j und m = r
.
Da M eine Summe von j unzerlegbaren Summanden ist (siehe Lemma 2.2), ist
dimk J(M) = dimkM − j = j(r − 1) . Die j(r − 1) Vektoren ψ(bn ⊗ cm) mit n ∈
{1, . . . , j} und m ∈ {1, . . . , r−1} sind linear unabha¨ngig. Also spannen sie ψ(M) =
J(M) auf. Diese Basis von J(M) kann durch {b1 ⊗ c1, b2 ⊗ c1, . . . , bj ⊗ c1} zu einer
Basis von M erga¨nzt werden. Also gilt M/J(M) =
⊕j
i=1 k{bi ⊗ c1 + J(M)} als k-
Vektorraum. Da der kP -ModulM/J(M) halbeinfach ist, ist dies auch eine Zerlegung
in kP -Moduln.
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Es sei n ∈ N . Der Vektorraum Jn(M)/Jn+1(M) wird von {ψn(bi⊗c1)+Jn+1(M) |
1 ≤ i ≤ j} erzeugt. Folgende Aussage soll gezeigt werden: Gilt ψn(bi⊗c1) ∈ J
n+1(M)
fu¨r ein i ≤ j , so gilt ψn(bt ⊗ c1) ∈ J
n+1(M) fu¨r alle i ≤ t ≤ j . Dazu wird die Ab-
bildungsmatrix A ∈ kjr×jr von ψ bzgl. B betrachtet. Diese Matrix ist eine untere
Dreiecksmatrix mit Nullen auf der Hauptdiagonale. Die erste Diagonale unterhalb
der Hauptdiagonale besteht aus Nullen und Einsen. An den Stellen r, 2r, 3r, . . . ste-
hen Nullen, alle anderen Eintra¨ge sind Einsen. Die r-te Diagonale unterhalb der
Hauptdiagonale entha¨lt nur Einsen, die (r + 1)-te Diagonale ist wie die erste un-
terhalb der Hauptdiagonale aufgebaut. Alle anderen Eintra¨ge der Matrix sind Null.
Beispielsweise hat A fu¨r j = 3 und r = 4 folgendes Aussehen
A =


0 · · · · · · · · · · ·
1 0 · · · · · · · · · ·
0 1 0 · · · · · · · · ·
0 0 1 0 · · · · · · · ·
1 0 0 0 0 · · · · · · ·
1 1 0 0 1 0 · · · · · ·
· 1 1 0 0 1 0 · · · · ·
· · 1 1 0 0 1 0 · · · ·
· · · 0 1 0 0 0 0 · · ·
· · · · 1 1 0 0 1 0 · ·
· · · · · 1 1 0 0 1 0 ·
· · · · · · 1 1 0 0 1 0


.
Streicht man die ersten r Spalten und r Zeilen, so ist die Stuktur der so gewonnenen
Matrix gleich der von A. Dies hat folgende Konsequenz. Es sei
V : kjr −→ kjr , (x(1,1), x(1,2), . . . , x(j,r)) 7−→ (0, . . . , 0, x(1,1), x(1,2), . . . , x((j−1),r))
die Abbildung, welche die Koordinaten eines Vektors aus kjr um r Stellen nach
rechts verschiebt. Gilt Ax = y fu¨r x, y ∈ kjr , dann gilt auch AV x = V y . Folglich
ist AV x = V Ax fu¨r alle x ∈ kjr . Es sei {en,m} die Standardbasis von k
jr . Dann
entspricht ei,1 dem Element bi⊗c1 ausM und es gilt V ei,1 = ei+1,1 fu¨r i < j . Ist nun
Anei,1 = A
n+1y fu¨r ein i < j und y ∈ kjr , so ist Anei+1,1 = A
n V ei,1 = V A
nei,1 =
V An+1y = An+1V y . Gilt also ψn(bi⊗c1) ∈ J
n+1(M) , so ist ψn(bi+1⊗c1) ∈ J
n+1(M) .
Somit existiert ein n0 ∈ N , so daß E = {ψn(bi ⊗ c1) + Jn+1(M) | 1 ≤ i ≤ n0} ein
Erzeugersystem von Jn(M)/Jn+1(M) mit 0 /∈ E ist. Außerdem ist bi⊗c1 ∈ J
n+1(M)
fu¨r n0 < i ≤ j .
Nun wird gezeigt, daß E linear unabha¨ngig ist. Dazu sei
∑n0
i=1 λi ψ
n(bi ⊗ c1) ≡ 0
(mod Jn+1(M)) mit λi ∈ k . Indem man V als Element aus Endk(M) auffaßt, erha¨lt
man λ1 ψ
n(bn0 ⊗ c1) ≡ V
n0−1
(∑n0
i=1 λi ψ
n(bi ⊗ c1)
)
≡ V n0−1 0 = 0 (mod Jn+1(M)) .
Da ψn(bn0 ⊗ c1) /∈ J
n+1(M) ist, ist λ1 = 0 . Deswegen ist λ2 ψ
n(bn0 ⊗ c1) =
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λ1 ψ
n(bn0−1⊗c1)+λ2 ψ
n(bn0⊗c1) ≡ V
n0−2
(∑n0
i=1 λi ψ
n(bi⊗c1)
)
≡ 0 (mod Jn+1(M)) ,
also λ2 = 0 . Man fa¨hrt auf diese Weise fort und erha¨lt λi = 0 fu¨r 1 ≤ i ≤ n0 . Da
dimk J
n(M)/Jn+1(M) = bn+1(M) ist (siehe Seite 29), ist n0 = bn+1(M) .
Der letzte Abschnitt zeigt
Jn−1(M)/Jn(M) =
bn(M)⊕
i=1
k{(σ − 1)n−1(bi ⊗ c1) + J
n(M)} , n ∈ N\{0} .
Fu¨r einen direkten Summanden Tλi von M gilt J
n−1(Tλi)/J
n(Tλi) 6= 0 genau dann,
wenn λi ≥ n ist. Genau dann ist i ≤ bn(M) . Also ist auch
Jn−1(M)/Jn(M) ∼=
j⊕
i=1
Jn−1(Tλi)/J
n(Tλi) =
bn(M)⊕
i=1
Jn−1(Tλi)/J
n(Tλi) .
Um (ii) zu beweisen, wird das kleinste n ∈ N mit ψn(b1 ⊗ c1) = 0 bestimmt.
Denn es gilt ψn(b1 ⊗ c1) = 0 genau dann, wenn ψ
n(M) = 0 ist. Genau dann ist
Jn(Tλ1) = 0 . Es sei also n ∈ N mit (σ− 1)
n(b1⊗ c1) = 0 . Nach (2.3) ist genau dann(
n
t
)
b1+t ⊗ (σ − 1)
n−tσtc1 = 0
fu¨r alle t ∈ {0, . . . , j − 1}. Nach (2.2) ist genau dann(
n
t
)
b1+t ⊗ (σ − 1)
n−tc1 = 0 (2.4)
fu¨r alle t ∈ {0, . . . , j − 1} .
Ist n = r + j − 1, so ist n − t ≥ r und somit (σ − 1)n−tc1 = 0 fu¨r alle t ∈
{0, . . . , j − 1} . Also ist (2.4) erfu¨llt fu¨r alle t ∈ {0, . . . , j − 1} . Ist n = r + j − 2, so
ist nach Voraussetzung
(
n
j−1
)
6= 0 und (σ − 1)n−(j−1)c1 = (σ − 1)
r−1c1 6= 0 .
Zum Beweis von (iii) wird die kurze exakte Sequenz
0 −→ Tpd−j −→ Tpd −→ Tj −→ 0
betrachtet. Da Tpd ⊗k Tr =
⊕r
i=1 Tpd ist (Lemma 2.5), ist
0 −→ Tpd−j ⊗k Tr −→
r⊕
i=1
Tpd −→ Tj ⊗k Tr −→ 0
eine kurze exakte Sequenz. Außerdem ist
0 −→
j⊕
i=1
Tpd−λr ⊕
r⊕
i=j+1
Tpd −→
r⊕
i=1
Tpd −→
j⊕
i=1
Tλi ⊕
r⊕
i=j+1
T0 −→ 0
eine kurze exakte Sequenz. Aus Schanuels Lemma (siehe [CR], 2.24) folgt die Be-
hauptung.
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Lemma 2.7. Es seien M und N zwei kP -Moduln. Existiert eine kurze exakte Se-
quenz
0 −→ Tj −→ M −→ N −→ 0 ,
so entsteht Γ(M) aus Γ(N) durch regula¨re Adjunktion von j Ka¨stchen.
Beweis. Ohne Einschra¨nkung sei Tj ein Untermodul von M . Die kurze exakte Se-
quenz 0 −→ Tj −→M −→ N −→ 0 liefert fu¨r jedes n ∈ N einen Epimorphismus
ψ := (σ − 1)n−1M/(σ − 1)nM −→ (σ − 1)n−1N/(σ − 1)nN
mit kerψ = (L + (σ − 1)nM)/(σ − 1)nM) , wobei L = ((σ − 1)n−1M) ∩ Tj ist.
Da Tj unzerlegbar ist, ist auch L unzerlegbar. Also ist L zyklisch. Dann ist auch
kerψ zyklisch und deshalb unzerlegbar. Da (σ− 1) kerψ = 0 ist, ist kerψ null- oder
eindimensional. Somit ist bn(N) − bn(M) ∈ {0, 1} , d.h. Γ(M) entsteht aus Γ(N)
durch regula¨re Adjunktion von dimkN − dimkM = dimk Tj = j Ka¨stchen.
Lemma 2.8. Es sei d ≥ 2 und q = pd−1 und m ∈ {1, . . . , p − 2} . Dann werden(
(m+1)q
q
)
und
(
pd−(m−1)q−2
q
)
nicht von p geteilt.
Beweis. Es sei vp : Q∗ −→ Z die p-adische Exponentialbewertung. Fu¨r a ∈ N gilt
also a = pvp(a)b mit b ∈ N und p - b . Außerdem ist vp(a!) =
∑∞
i=1b
a
pi
c , wobei bxc
die gro¨ßte natu¨rliche Zahl kleiner gleich x bezeichnet.
Es sei n ∈ {1, . . . , p} und z =
(
nq
q
)
. Dann ist vp(z) = vp
(
(nq)!
)
−vp
(
((n−1)q)!
)
−
vp
(
q!
)
und
vp
(
(nq)!
)
=
d−1∑
i=1
nq
pi
+
⌊
nq
pd
⌋
=
d−1∑
i=1
(n−1)q
pi
+
d−1∑
i=1
q
pi
+
⌊
nq
pd
⌋
= vp
(
((n− 1)q)!
)
+ vp
(
q!
)
+
⌊
nq
pd
⌋
.
Also ist vp(z) = 0 falls n 6= p und vp(z) = 1 falls n = p ist. Insbesondere gilt
p -
(
(m+1)q
q
)
.
Es gilt pd − (m− 1)q − 2 = q(p−m+ 1)− 2 und(
q(p−m+1)−2
q
)
=
(
q(p−m+1)
q
)
· p−m
p−m+1
· q(p−m)−1
q(p−m+1)−1
.
Es ist vp
( q(p−m)−1
q(p−m+1)−1
)
= 0 . Ist m 6= 1 , so ist vp
((
q(p−m+1)
q
))
= 0 und vp(
p−m
p−m+1
) = 0 .
Ist m = 1 , dann ist vp
((
q(p−m+1)
q
))
= 1 und vp
(
p−m
p−m+1
)
= −1 . In beiden Fa¨llen ist
vp
((
q(p−m+1)−2
q
))
= 0 . Also gilt auch p -
(
pd−(m−1)q−2
q
)
.
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Satz 2.9. Es sei d ≥ 1 und q = pd−1 . Dann gilt:
(i) Tmq ⊗k Tq+1 = T(m+1)q ⊕
⊕q−1
i=1 Tmq ⊕ T(m−1)q fu¨r 1 ≤ m < p
(ii) Tmq+1 ⊗k Tj = Tmq+j ⊕
⊕j−1
i=1 Tmq fu¨r 0 ≤ m < p und 1 ≤ j ≤ q
(iii) Tmq+1⊗kTq+1 = T(m+1)q+1⊕T(m+1)q−1⊕
⊕q−2
i=1 Tmq⊕T(m−1)q+1 fu¨r 1 ≤ m ≤ p−2
und q 6= 1
Beweis. Wegen Lemma 2.6, (ii) ist T2 ⊗k Tm = Tm+1 + Tm−1 fu¨r 1 ≤ m < p . Nach
Lemma 2.5 und Lemma 2.4 gilt indPP1 Tm = Tmq und res
P
P1
Tq+1 = T2⊕
⊕q−1
i=1 T1 . Wie
im Beweis von Lemma 2.5 la¨ßt sich nun mit Hilfe von Bemerkung 1.1 Teil (i) des
Satzes zeigen.
Da
0 −→ Tj ⊗k T1 −→ Tj ⊗k Tmq+1 −→ Tj ⊗k Tmq −→ 0
eine kurze exakte Sequenz ist, entsteht Γ(Tj⊗kTmq+1) aus Γ(Tj⊗kTmq) durch regula¨re
Adjunktion von j Ka¨stchen (Lemma 2.7). Da Tmq⊗kTj =
⊕j
i=1 Tmq gilt (Lemma 2.5)
und Tj ⊗k Tmq+1 genau j unzerlegbare direkte Summanden besitzt, werden bei der
Adjunktion der ersten Reihe j Ka¨stchen hinzugefu¨gt. Damit ist Teil (ii) gezeigt.
Nach Lemma 2.8 werden
(
(m+1)q
q
)
und
(
pd−(m−1)q−2
q
)
nicht von p geteilt. Nach
Lemma 2.6, (ii), ist T(mq+1)+(q+1)−1 = T(m+1)q+1 ein direkter Summand maximaler
Dimension von M := Tmq+1 ⊗k Tq+1 und T(pd−(mq+1))+(q+1)−1 = Tpd−((m−1)q+1) ein
direkter Summand von Tpd−(mq+1) ⊗k Tq+1 . Nach Lemma 2.6, (iii), ist dann auch
T(m−1)q+1 ein direkter Summand von M . Ferner ensteht Γ(M) aus Γ(Tmq ⊗k Tq+1)
durch regula¨re Adjunktion von q + 1 Ka¨stchen (Lemma 2.7). Da Tmq ⊗k Tq+1 =
T(m+1)q ⊕ (
⊕q−1
i=1 Tmq)⊕ T(m−1)q ist (Teil (i) des Satzes), werden bei der Adjunktion
die erste Reihe (welche T(m+1)q repra¨sentiert) um ein Ka¨stchen und die letzte Reihe
(welche T(m−1)q repra¨sentiert) um ein Ka¨stchen erga¨nzt. Die restlichen q−1 Ka¨stchen
werden notwendigerweise der zweiten Reihe (welche Tmq repra¨sentiert) hinzugefu¨gt.
Korollar 2.10. Es sei d ≥ 1 und q = pd−1 . Dann gilt:
(i) T(p−1)q+1 ⊗k Tq+1 = T(p−2)q+1 ⊕ Tpd ⊕ Tpd ⊕
⊕q−2
i=1 T(p−1)q
(ii) Tmq−1⊗kTq+1 = T(m−1)q−1⊕T(m−1)q+1⊕T(m+1)q−1⊕
⊕q−2
i=1 Tmq fu¨r 2 ≤ m ≤ p−1
und q 6= 1
(iii) Tmq−1 ⊗k Tj = Tmq−j ⊕
⊕j−1
i=1 Tmq fu¨r 1 ≤ m ≤ p, 1 ≤ j ≤ q
Beweis. Man erha¨lt die Formeln, indem man Lemma 2.6, (iii), auf Satz 2.9 anwendet.
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Mit den Formeln von Satz 2.9 und Korollar 2.10 werden im Kapitel 3 die Spezies
von A(kP ) berechnet. Weitere Tensorproduktformeln befinden sich in [Gr62]. Auf-
bauend auf [Gr62] bestimmte J. C. Renaud einen Algorithmus zur Zerlegung des
Tensorprodukts beliebiger kP -Moduln (siehe [Ren]). Zuvor vero¨ffentlichte bereits
B. Srinivasan einen anderen Algorithmus (siehe [Sr]). Eine explizite Formel gibt
J.H. Lindsey II in [Lin] an. Die eben erwa¨hnten Arbeiten zeigen, daß die Zerlegung
eines Tensorprodukts im allgemeinen Fall enormen rechnerischen Aufwand erfordert
und die Formeln nicht einfach zu beschreiben sind. Fu¨r d = 1 findet man Formeln
in [Fei], Kap. VII.2.
Bemerkung 2.11. Es sei Tj⊗kTr = Tλ1⊕· · ·⊕Tλj mit j ≤ r und λ1 ≥ λ2 ≥ · · · ≥ λj
eine der Relationen von Satz 2.9. Dann gilt λi = j + r+1− 2i , falls λi nicht von p
geteilt wird.
2.2 Die unzerlegbaren kG-Moduln
Da P zyklisch ist, gilt
NG(P ) = NG(Pd) ≤ NG(Pd−1) ≤ · · · ≤ NG(P1) ≤ NG(P0) = G
und
P ≤ CG(P ) = CG(Pd) ≤ CG(Pd−1) ≤ · · · ≤ CG(P1) ≤ CG(P0) = G .
Mit Hilfe der Greenkorrespondenz werden die unzerlegbaren kG-Moduln konstruiert.
Dazu sei M ein unzerlegbarer kG-Modul. Da die Vertizes von M eine Konjugations-
klasse von p-Untergruppen bilden und je zwei p-Untergruppen gleicher Ma¨chtigkeit
von G konjugiert sind, ist {gD | g ∈ G} fu¨r ein D ≤ P die Menge der Vertizes
von M . Fu¨r die Mengen X und Y von Seite 14 gilt dann mit H = NG(D)
X = {Q ≤ G | Q = D ∩ gD fu¨r ein g ∈ G\NG(D)} ⊂ {Q ≤ G | Q < D}
und
Y = {Q ≤ G | Q = NG(D) ∩
gD fu¨r ein g ∈ G\NG(D)} ⊂ {Q ≤ G | Q < D} .
Der Modul resGNG(D)M ist also ein relativ D-projektiver kNG(D)-Modul, welcher in
genau einen unzerlegbaren direkten Summanden mit Vertex D und in unzerlegbare
Summanden mit Vertex kleiner D zerfa¨llt. Die unzerlegbaren relativ D-projektiven
kNG(D)-Moduln werden im folgenden studiert.
Eine Untergruppe D ≤ P wird fixiert. So ist D = 〈ρ〉 mit ρ = σ(P :D) ∈ P .
Ferner sei N := NG(D) und {Fϕ | ϕ ∈ IBr(N)} ein Vertretersystem der einfachen
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kN -Moduln. Dann ist
kN ∼=
⊕
ϕ∈IBr(N)
ϕ(1)⊕
i=1
Uϕ , Uϕ/J(Uϕ) ∼= Fϕ , (2.5)
eine Zerlegung von kN in unzerlegbare projektive kN -Moduln.
Lemma 2.12. Die Menge I := (ρ− 1) kN = kN (ρ − 1) ist ein Ideal von kN . Es
gilt (ρ− 1) kN ⊂ J(kN) . Gleichheit herrscht genau dann, wenn D = P ist.
Beweis. Da J(kD) = (ρ−1) kD = kD (ρ−1) und D ein Normalteiler von N ist, ist
kN J(kD) = J(kD) kN . Also ist I = (ρ− 1) kN = J(kD) kN ein nilpotentes Ideal
von kN . Somit gilt I ⊂ J(kN) .
Zum Beweis der anderen Aussage betrachte den kanonischen Algebrenepimor-
phismus ϕ : kN −→ k(N/D) . Da kerϕ = (ρ − 1) kN = I ist, ist J(kN)/I =
J(kN/I) ∼= J(k(N/D)) . Da kN artinsch ist, gilt J(k(N/D)) = 0 genau dann, wenn
k(N/D) halbeinfach ist. Die Gruppenalgebra k(N/D) ist genau dann halbeinfach,
wenn (N : D) nicht von p geteilt wird. Da NG(P ) ≤ NG(D) = N gilt, ist P eine
p-Sylowgruppe von N . Also ist p genau dann kein Teiler von (N : D), wenn D = P
ist.
Lemma 2.13. Es sei Q ≤ D . Dann gilt Z IBr(N) ∼= Z IBr(N/Q) als Ringe.
Beweis. Es sei N = N/Q und M ein einfacher kN -Modul. Da Q E N ist, ist
resNQ M halbeinfach nach Cliffords Theorie (siehe Bem. 1.6). Da k der einzige einfa-
che kQ-Modul ist, operiert Q trivial auf resNQ M und somit auch trivial auf M . Also
stimmen einfache kN -Moduln und einfache k(N/Q)-Moduln u¨berein. Deshalb sind
ϕ : N p′ −→ O , gQ 7−→ ϕ(g) mit ϕ ∈ IBr(N) die irreduziblen Brauercharaktere
von N und die Abbildung Z IBr(N) −→ Z IBr(N) , ϕ 7−→ ϕ ist ein Ringisomorphis-
mus.
Zwischen IBr(N) und IBr(N/D) wird hier nicht unterschieden. Je nach Kontext
wird entweder die eine oder die andere Menge zugrunde gelegt. Der Beweis des
na¨chsten Satzes orientiert sich an [CR], Prop 20.11.
Satz 2.14. Es sei D ≤ P , Fϕ und Uϕ mit ϕ ∈ IBr(NG(D)/D) wie oben definiert.
Die Moduln
Vϕ,j := Uϕ/(ρ− 1)
jUϕ , ϕ ∈ IBr(NG(D)/D) , 1 ≤ j ≤ |D|
bilden ein Repra¨sentantensystem der unzerlegbaren relativ D-projektiven kNG(D)-
Moduln. Es gilt
Vϕ,j/J(Vϕ,j) = Fϕ , res
NG(D)
D Vϕ,j =
aϕ⊕
i=1
Tj , ind
NG(D)
D Tj =
⊕
ϕ∈IBr(NG(D)/D)
ϕ(1)⊕
i=1
Vϕ,j
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mit aϕ =
dimk Uϕ
|D|
.
Beweis. Es sei N := NG(D) , N = N/D , ϕ ∈ IBr(N), j ∈ {1, . . . , |D|} , U := Uϕ ,
V := Vϕ,j und F := Fϕ . Da (ρ−1)
jkN ein Ideal von kN ist (siehe Lemma 2.12), ist
(ρ−1)jU ein kN -Modul. Da U/J(U) einfach ist, ist J(U) ein maximaler Untermodul
von U . Folglich ist J(U)/(ρ− 1)j U = J(V ) ein maximaler Untermodul von U/(ρ−
1)j U = V . Also ist V/J(V ) einfach, d.h V ist unzerlegbar (siehe Bem. 1.13). Da
V/J(V ) ∼= U/J(U) = F ist, gilt V ∼= Vϕ′,j′ mit ϕ
′ ∈ IBr(N) und j′ ∈ {1, . . . , |D|}
ho¨chstens dann, wenn ϕ = ϕ′ ist.
Es gilt
resND V = res
N
D U/ res
N
D(ρ− 1)
jU = resND U/(ρ− 1)
j resND U .
Da U projektiv ist, ist auch resND U projektiv. Da direkte Summanden von projek-
tiven Moduln projektiv sind und kD der einzige unzerlegbare projektive kD-Modul
ist, ist resND U eine direkte Summe von a :=
dimk U
|D|
Kopien von kD . Also gilt
resND V =
a⊕
i=1
kD/
a⊕
i=1
(ρ− 1)jkD =
a⊕
i=1
kD/(ρ− 1)jkD =
a⊕
i=1
Tj .
Somit ist dimk V = j ·a und V ∼= Vϕ,j′ impliziert j = j
′. Die Vϕ,j sind also paarweise
nicht isomorph.
Schließlich sei M ein unzerlegbarer relativ D-projektiver kN -Modul. Somit ist
M ein direkter Summand von indND(W ), wobei W ein unzerlegbarer kD-Modul ist.
Also ist W = Tn fu¨r ein n ∈ {1, . . . , |D|} (Satz 2.1). Dann ist
indND(W ) = ind
N
D(kD/J
n(kD)) = indND(kD)/ ind
N
D(J
n(kD)) = kN/kN Jn(kD) .
Da kN Jn(kD) = kN (ρ− 1)n = (ρ− 1)nkN ist (Satz 2.1 und Lemma 2.12), gilt
indND(W ) = kN/(ρ− 1)
nkN =
⊕
ψ∈IBr(N/D)
ψ(1)⊕
i=1
Uψ/(ρ− 1)
nUψ =
⊕
ψ∈IBr(N/D)
ψ(1)⊕
i=1
Vψ,n .
Also ist M isomorph zu einem der Moduln Vψ,n . Außerdem ist V ein direkter Sum-
mand von indND res
N
D V , d.h. alle Vϕ,j sind relativ D-projektiv.
Ein unzerlegbarer relativ D-projektiver kNG(D)-Modul M ist also durch den
einfachen Modul M/J(M) und die natu¨rliche Zahl n mit (ρ − 1)n−1M 6= 0 und
(ρ− 1)nM = 0 bis auf Isomorphie eindeutig bestimmt.
Korollar 2.15. Es sei Q ≤ D ≤ P , ϕ ∈ IBr(NG(D)/D) und m ∈ {1, . . . , |Q|} .
Dann ist Vϕ,(D:Q)m relativ Q-projektiv. Gilt p - m , so ist Q ein Vertex und der
kQ-Modul Tm eine Quelle von Vϕ,(D:Q)m .
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Beweis. Es sei V = Vϕ,(D:Q)m . Nach Lemma 2.5 ist T(D:Q)m = ind
D
Q Tm . Nach
Satz 2.14 ist V ein direkter Summand von indND T(D:Q)m . Folglich ist V ein direkter
Summand von indNQ Tm . Also ist V relativ Q-projektiv. Wird m nicht von p geteilt,
dann kann der kQ-Modul Tm nicht von einem Modul einer echten Untergruppe von
Q induziert werden. Deshalb ist Q ein Vertex und Tm eine Quelle von V .
Weiterhin sei N = NG(D) . Ein bestimmter eindimensionaler kN -Modul spielt
eine besondere Rolle. Da D EN ist, gibt es zu jedem g ∈ N ein r ∈ N mit gρ = ρr.
Ist n := |N |, so ist ρ = (g
n)ρ = ρr
n
, also rn ≡ 1 (mod |D|), woraus rn ≡ 1 (mod p)
folgt. Also ist r := r + m eine n-te Einheitswurzel in O/m = k . Nach dem Satz
von Fermat ist r auch eine (p − 1)-te Einheitswurzel in k . Durch g · m := rm
wird ein eindimensionaler k-Vektorraum M zu einem kN -Modul. Der zugeho¨rige
Brauercharakter wird mit α bezeichnet. Es ist also M ∼= Fα und ord(α) ist ein
Teiler von p− 1 .
Lemma 2.16. Es sei ϕ ∈ IBr(N/D) , j ∈ {1, . . . , |D|} und α wie oben definiert.
Dann gilt ϕα ∈ IBr(N) und Vϕ,j ⊗k Fα = Vϕα,j .
Beweis. Es sei L := Fϕ ⊗k Fα und U ein echter Untermodul von L . Dann gilt
U ⊗k Fα−1 $ L ⊗k Fα−1 = Fϕ . Somit ist U ⊗k Fα−1 = 0 . Also ist U = 0, d.h.
ϕα ∈ IBr(N/D) .
Es sei V := Vϕ,j und M := V ⊗k Fα . Der Modul M ist unzerlegbar, da sonst
V ∼= M ⊗ Fα−1 zerlegbar wa¨re. Da res
N
DM = res
N
D V gilt, ist M = Vψ,j fu¨r ein
ψ ∈ IBr(N) . Da
M/(J(V )⊗k Fα) = (V ⊗k Fα)/(J(V )⊗k Fα) = V/J(V )⊗k Fα = Fϕ ⊗k Fα = Fϕα
gilt, ist J(V ) ⊗k Fα ein maximaler Untermodul von M , also J(M) = J(V ) ⊗k Fα .
Somit ist M/J(M) = Fϕα, also M = Vϕα,j .
Lemma 2.17. Es sei D ≤ P mit D 6= 1 und e = ord(α) .
(i) Es sei 1 < Q ≤ D . Dann ist
CG(D) = NG(D) ∩ CG(Q) .
(ii) Es ist NG(D)/CG(D) = 〈τCG(D)〉 fu¨r ein τ ∈ NG(P ) . Außerdem gilt
NG(D)/CG(D) ∼= NG(P )/CG(P )
und e = (NG(P ) : CG(P )) . Es gibt ein χ ∈ Irr(NG(D)/CG(D)) mit ord(χ) =
e , so daß
α = inf
NG(D)
NG(D)/CG(D)
χ
ist.
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(iii) Die Gruppe P besitzt ein normales Komplement H in CG(D) . Desweiteren ist
H ein Normalteiler in NG(D) und es gilt
NG(D)/H = PH/H o 〈τH〉 ∼= P o (NG(D)/CG(D)) .
Beweis. Es sei m ∈ N mit |D| = pm . Zuna¨chst sei p > 2 . Offensichtlich ist CG(D) ≤
NG(D) ∩ CG(Q) . Die Abbildung
ψ : NG(D) −→ Aut(D) , g 7−→ (ρ 7−→ gρg
−1)
ist ein Gruppenhomomorphismus mit kerψ = CG(D) . Da p > 2 ist, ist Aut(D) ∼=
(Z/pmZ)∗ = Z/pm−1Z×Z/(p−1)Z . Deshalb ist Aut(D) zyklisch, also Aut(D) = 〈φ〉
fu¨r ein φ ∈ Aut(D) . Dann ist Aut(P1) = 〈φ
pm−1 | P1〉 ∼= Z/(p−1)Z . Da P in CG(D)
enthalten ist, ist NG(D)/CG(D) isomorph zu einer Untergruppe von Z/(p − 1)Z .
Insbesondere ist NG(D)/CG(D) zyklisch.
Es sei g ∈ NG(D)∩CG(Q) . Da g ∈ NG(D) ist, ist g
r ∈ CG(D) fu¨r eine natu¨rliche
Zahl r, welche p − 1 teilt. Es gilt also ψ(g) ∈ 〈φp
m−1
〉 . Da g ∈ CG(Q) ist, ist
g ∈ CG(P1) . Da 〈φ
pm−1〉 ∼= Aut(P1) ist, ist ψ(g) = id , also g ∈ kerψ = CG(D) .
Hiermit ist (i) fu¨r p > 2 gezeigt.
Ist p = 2 , so ist Aut(D) ∼= (Z/2|D|Z)∗ eine 2-Gruppe und NG(D)/CG(D) eine
2′-Gruppe. Da NG(D)/CG(D) isomorph zu einer Untergruppe von Aut(D) ist, gilt
NG(D)/CG(D) = 1, also NG(D) = CG(D) . Somit gelten (i) und (ii) fu¨r p = 2 .
Setze G = NG(D) und H = CG(D) . Dann ist H EG, P eine p-Sylowgruppe von
H und NG(P ) = NG(P )∩G = NG(P ) . Wegen des Frattini-Arguments (siehe [Rob],
5.2.14) ist NG(D) = G = NG(P )H = NG(P )CG(D) . Nach Teil (i) gilt CG(P ) =
NG(P ) ∩ CG(D) . Also ist
NG(P )/CG(P ) = NG(P )/NG(P ) ∩ CG(D) ∼= NG(P )CG(D)/CG(D)
= NG(D)/CG(D) .
Es sei U = NG(D)/CG(D) und z = |U | . Da die Gruppe U zyklisch und NG(D) =
NG(P )CG(D) ist, ist U = 〈τCG(D)〉 fu¨r ein τ ∈ NG(P ) . Es sei n ∈ N mit αn = 1 .
Da kerα = CG(D) ist, ist genau dann α(τ
n) = α(τ)n = 1 . Nach Definition von α
ist genau dann τ
n
ρ = ρ . Das ist a¨quivalent zu τn ∈ CG(D) . Genau dann ist n ein
Vielfaches von z . Also ist ord(α) = n . Damit ist (ii) bewiesen.
Es sei G = CG(D) . Dann ist G = CG(D) = NG(D) . Nach dem zweiten Teil
des Lemmas gilt NG(P )/CG(P )
∼= NG(D)/CG(D) = 1 . Also ist NG(P ) = CG(P ) .
Wegen des Satzes von Burnside ([Rob], 10.1.8) besitzt die p-Sylowgruppe P ein
normales Komplement H in CG(D) . Es gilt also CG(D) = HoP . Dann ist CG(D) =
τCG(D) =
τH o τP = τH o P und τH ist ein normales Komplement von P . Da
normale Komplemente einer p-Sylowgruppe eindeutig sind, ist τH = H . Also ist H
ein Normalteiler von NG(D) .
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Wegen NG(D) = CG(D)〈τ〉 = PH〈τ〉 ist NG(D)/H = (PH/H) 〈τH〉 . Da τ ∈
NG(P ) ist, ist PH/H ein Normalteiler von NG(D)/H . Desweiteren ist PH/H ∼= P
und 〈τH〉 ∼= NG(D)/CG(D) . Daraus folgt die zweite Aussage von (iii).
Die Beweisidee von Teil (i) ist [Fei], Lemma VII. 1.1 entnommen. Das letzte Lem-
ma zeigt, daß der Brauercharakter α unabha¨ngig von D ist. Deshalb entscheidet der
Kontext, zu welcher Gruppe NG(D) der Charakter α geho¨rt. Fu¨r eine Untergruppe
U ≤ G mit D ≤ U ≤ NG(D) wird die Einschra¨nkung α|U auch mit α bezeichnet.
Man erha¨lt kNG(D)-Moduln durch Inflation von k(NG(D)/H)-Moduln. Des-
wegen werden die unzerlegbaren k(NG(D)/H)-Moduln genauer untersucht. Es sei
NG(D) = NG(D)/H , P = PH/H und fu¨r ein x ∈ NG(D) sei x = xH ∈ NG(D) .
Außerdem sei τ ∈ NG(P ) wie im Lemma 2.17 definiert. Also ist NG(D) = P o 〈τ〉 .
Da P isomorph zu P ist, ko¨nnen die im Kapitel 2.1 eingefu¨hrten kP -Moduln als
kP -Moduln aufgefaßt werden. Man erha¨lt einen kNG(D)-Modul Mj indem man auf
dem kP -Modul Tj zusa¨tzlich 〈τ〉 operieren la¨ßt:
τ ·
(
σ + (σ − 1)jkP
)
:= τσ + (σ − 1)jkP .
Satz 2.18. Es seien NG(D) und Mj wie oben definiert. Es gilt IBr(NG(D)) =
Irr(〈τ〉) = {1, α, . . . , αe−1} . Die unzerlegbaren kNG(D)-Moduln werden von
Mαi,j := Fαi ⊗k Mj , 1 ≤ j ≤ |P | , 0 ≤ i < e
repra¨sentiert. Sie sind einreihig. Die Kompositionsreihe von Mj ist
Mj =M1,j ⊃Mα,j−1 ⊃ · · · ⊃Mαj−1,1 ⊃ 0 . (2.6)
Die Kompositionsfaktoren sind (von oben nach unten)
F1 , Fα , . . . , Fαj−1 . (2.7)
Beweis. Da im Beweis auf die Gruppe H kein Bezug genommen wird, kann zur
Vereinfachung der Schreibweise ohne Beschra¨nkung der Allgemeinheit H = 1 an-
genommen werden. Dann ist NG(D) = P o 〈τ〉 und ord(τ) = ord(α) = e . Es sei
N = NG(D) . Da P eine p-Sylowgruppe von N ist, sind die unzerlegbaren kN -
Moduln relativ P -projektiv. Da P normal in N ist, kann Satz 2.14 mit D = P
angewendet werden. So bilden Vαi,j mit 1 ≤ i ≤ e und 1 ≤ j ≤ |P | ein Vertretersy-
stem der unzerlegbaren kN -Moduln.
Es sei a ∈ N mit τσ = σa . Fu¨r x ∈ Fα gilt also τx = ax . Außerdem sei
j ∈ {1, . . . , pd} und {b1, . . . , bj} die Standardbasis (2.1) von Tj . Der kP -Modul Tj
wird jetzt als kN -Modul aufgefaßt. Es sei i ∈ {1, . . . , j} . Dann ist
τ (σ − 1)i−1 = (σa − 1)i−1 = (1 + σ + σ2 + · · ·+ σa−1)i−1(σ − 1)i−1 . (2.8)
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Also gilt
τ bi = (1 + σ + σ
2 + · · ·+ σa−1)i−1bi . (2.9)
Insbesondere ist τ b1 = b1 . Nach Definition der Standardbasis ist J
n−1(Tj)/J
n(Tj) =
kP (bn + J
n(Tj)) fu¨r 1 ≤ n ≤ j . Da P trivial auf einfachen kN -Moduln operiert, ist
τbn+J
n(Tj) = a
n−1bn+J
n(Tj) . Also ist J
n−1(Tj)/J
n(Tj) ∼= Fαn−1 . Damit ist gezeigt,
daß Tj ∼= V1,j als kN -Modul gilt. Somit ist Mj ∼= V1,j und nach Lemma 2.16 gilt
Mαi,j = Fαi⊗kMj ∼= Fαi⊗kV1,j = Vαi,j . Ferner sind (2.7) die Kompositionsfaktoren,
und (2.6) ist die Kompositionsreihe von M1,j .
Korollar 2.19. Es sei Q ≤ P und HQ = Q o 〈τ 〉 ≤ NG(D) . Außerdem seien
j, r ∈ {1, . . . , |P |} mit j ≤ r . Gilt Tj⊗k Tr = Tλ1⊕· · ·⊕Tλj mit λ1 ≥ λ2 ≥ · · · ≥ λj ,
so ist
M1,j ⊗k M1,r =M1,λ1 ⊕Mα,λ2 ⊕ · · · ⊕Mαj−1,λj .
Ist resPQ Tj = Tλ1 ⊕ · · · ⊕ Tλn mit λ1 ≥ λ2 ≥ · · · ≥ λn , dann ist
res
NG(D)
HQ
M1,j =M1,λ1 ⊕Mα,λ2 ⊕ · · · ⊕Mαn−1,λn .
Beweis. Ohne Einschra¨nkung sei H = 1 . Es sei N = NG(D) und M = Tj ⊗k Tr .
Indem man den kP -Modul M als kN -Modul auffaßt, bekommt man eine Zerlegung
M = Mχ1,λ1 ⊕ · · · ⊕Mχj ,λj in unzerlegbare kN -Moduln, wobei die χi ∈ Irr(〈τ〉) =
{1, α, . . . , αe−1} sind. Es sei a ∈ N mit τσ = σa , n ∈ N , i ∈ {1, . . . , j} und
{b1, . . . , bj} sowie {c1, . . . , cr} seien Standardbasen von Tj bzw. Tr . Aus (2.8) und
(2.9) und der Tatsache, daß (σ − 1)n−1 ≡ (σ − 1)n−1σ (mod Jn(M)) ist, folgt
τ
(
(σ − 1)n−1(bi ⊗ c1) + J
n(M)
)
= τ (σ − 1)n−1(τbi ⊗
τc1) + J
n(M)
= an−1+i−1
(
(σ − 1)n−1(bi ⊗ c1) + J
n(M)
)
.
Also ist
k{(σ − 1)n−1(bi ⊗ c1) + J
n(M)} = Fαn−1+i−1 .
Nach Lemma 2.6 ist dann
bn(M)⊕
i=1
Jn−1(Mχi,λi)/J
n(Mχi,λi) =
bn(M)⊕
i=1
Fαn−1+i−1 .
Wegen (2.7) gilt
bn(M)⊕
i=1
Mχi,λi/J(Mχi,λi) =
bn(M)⊕
i=1
Fαi−1 .
Es seien m1, m2, . . . die Vielfachheiten der Dimensionen der direkten Summanden
von M . Genauer formuliert ist λ1 = λ2 = · · · = λm1 > λm1+1 , λm1+1 = · · · =
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λm1+m2 > λm1+m2+1 , usw. Wenn man das Young-Diagramm Γ(M) betrachtet, sieht
man, daß m1 = bn1(M), m1 +m2 = bn2(M) usw. fu¨r natu¨rliche Zahlen n1, n2, . . .
gilt. Somit ist
m1⊕
i=1
Mχi,λi/J(Mχi,λi) =
m1⊕
i=1
Fαi−1 ,
m1+m2⊕
i=m1+1
Mχi,λi/J(Mχi,λi) =
m1+m2⊕
i=m1+1
Fαi−1
usw. Also ko¨nnen die χi so gewa¨hlt werden, daß χi = α
i−1 gilt. Damit ist die erste
Aussage des Korollars bewiesen. Die zweite Aussage folgt aus Lemma 2.4.
Durch Inflation der relativ D-projektiven k(NG(D)/H)-Moduln erha¨lt man re-
lativ D-projektive kNG(D)-Moduln:
Korollar 2.20. Es sei D ≤ P mit D 6= 1 . Es gilt
Vαi,j = inf
NG(D)
NG(D)/H
Mαi,j(P :D) , 0 ≤ i ≤ e− 1 , 1 ≤ j ≤ |D|
und dimk Vαi,j = (P : D)j .
Aus dem letzten Satz und seinen Korollaren folgt, daß die wesentlichen Informa-
tionen u¨ber die kNG(D)-Moduln Vαi,j von den (relativ D-projektiven) kP -Moduln
und vom Charakter α bereitgestellt werden. Satz 2.18 betrachtet einen Spezialfall
des Falls D = P . Der allgemeine Fall D = P wird im na¨chsten Korollar untersucht.
Nach dem Satz von Schur-Zassenhaus (siehe [Rob], 9.1.2) ist NG(P ) = PoC mit
einer bis auf Konjugation eindeutig bestimmten p′-Gruppe C . DaNG(P )/P ∼= C ist,
ist Z IBr(NG(P )) = Z Irr(C) . Aufgrund der Vereinbarung auf Seite 36 wird zwischen
den Brauercharakteren von NG(P ) und den gewo¨hnlichen Charakteren von C nicht
unterschieden. Fu¨r die Gruppe H ≤ CG(P ) aus Lemma 2.17 gilt CG(P ) = P ×H .
Korollar 2.21. Es sei N = NG(P ) = P o C , {Fϕ |ϕ ∈ Irr(C)} ein Vertretersy-
stem der Isomorphieklassen der einfachen kN-Moduln und {Uϕ | ϕ ∈ Irr(C)} ein
Vertetersystem der unzerlegbaren projektiven kN-Moduln mit Uϕ/J(Uϕ) = Fϕ.
(i) Die unzerlegbaren kN-Moduln werden repra¨sentiert von
Wϕ,j := Uϕ/J
j(Uϕ) = Uϕ/(σ − 1)
jUϕ = (inf
N
N/HMj)⊗k Fϕ
mit ϕ ∈ Irr(C) und 1 ≤ j ≤ pd .
(ii) Es gilt
dimkWϕ,j = j · ϕ(1) , res
N
P Wϕ,j =
ϕ(1)⊕
i=1
Tj , ind
N
P Tj =
⊕
ϕ∈Irr(C)
ϕ(1)⊕
i=1
Wϕ,j .
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(iii) Es gilt Fϕ = Wϕ,1 fu¨r ϕ ∈ Irr(C) . Insbesondere haben einfache kN-Moduln
Vertex P .
(iv) Die unzerlegbaren kN-Moduln sind einreihig. Die Kompositionsfaktoren von
Wϕ,j sind (von oben nach unten)
Fϕ , Fϕα , Fϕα2 , . . . , Fϕαj−1 .
(v) Es seien j, r ∈ {1, . . . , |P |} mit j ≤ r . Gilt Tj ⊗k Tr = Tλ1 ⊕ · · · ⊕ Tλj mit
λ1 ≥ λ2 ≥ · · · ≥ λj , so ist
Wϕ,j ⊗k W1,r =Wϕ,λ1 ⊕Wϕα,λ2 ⊕ · · · ⊕Wϕαj−1,λj (2.10)
mit ϕ ∈ Irr(c) .
Beweis. Nach Satz 2.14 sindWϕ,j = Uϕ/J
j(Uϕ) die unzerlegbaren kN -Moduln. Ins-
besondere ist Fϕ =Wϕ,1 und Uϕ = Wϕ,pd . Nach Korollar 2.20 ist W1,j = inf
N
N/HMj .
Es gilt
J(W1,j ⊗k Fϕ) = (σ − 1)(W1,j ⊗k Fϕ) = ((σ − 1)W1,j)⊗k Fϕ = J(W1,j)⊗k Fϕ .
Also gilt
(W1,j ⊗k Fϕ)/J(W1,j ⊗k Fϕ) = (W1,j/J(W1,j))⊗k Fϕ = Fϕ .
Damit istWϕ,j = W1,j⊗kFϕ gezeigt. Aus Korollar 2.20 und Satz 2.14 folgt dann (ii).
Aus Satz 2.18 folgt (iii) und aus Korollar 2.19 und Korollar 2.20 schließlich (iv) .
Beispiel 2.22. Ist N abelsch, so ist N = P ×C, α = 1 und | Irr(C)| = |C| . Es gibt
genau |N | verschiedene unzerlegbare kN -Moduln. Der ModulWϕ,j ist j-dimensional
und hat die eindimensionalen Kompositionsfaktoren Fϕ, Fϕ, . . . , Fϕ .
Beispiel 2.23. Es sei n ∈ N ungerade, n = pdm mit p - m und es sei N = D2n
die Diedergruppe der Ordnung 2n . Dann ist N = P o C mit C = D2m = 〈a, b〉,
am = b2 = 1 und ba = am−1b . Die Charaktertafel von C ist
1 ar (1 ≤ r ≤ m−1
2
) b
1 1 1 1
α 1 1 -1
χt (1 ≤ t ≤
m−1
2
) 2 ζ tr + ζ−tr 0
Dabei ist ζ eine primitive m-te Einheitswurzel. Deweiteren ist kN = U1 ⊕ Uα ⊕⊕m−1
2
t=1 (Uχt ⊕ Uχt) eine Zerlegung von kN in unzerlegbare direkte Summanden. Die
Moduln U1 und Uα sind p
d-dimensional, Uχ mit χ = χt ist 2p
d-dimensional. Die
Kompositionsfaktoren von U1 sind F1, Fα, F1 . . . , F1, die Kompositionsfaktoren von
Uχ sind Fχ, Fχ, . . . , Fχ .
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Die p-hypoelementaren Untergruppen von G sind ein wichtiges Beispiel fu¨r Grup-
pen mit normaler p-Sylowgruppe (siehe Seite 17). Ist D ≤ P und c ∈ NG(D)p′ , so ist
〈D, c〉 eine p-hypoelementare Gruppe. Die Gruppe 〈D, c〉 ist metazyklisch , d.h. alle
Sylowuntergruppen von 〈D, c〉 sind zyklisch. Es gilt IBr(〈D, c〉) = Irr(〈c〉) = 〈χ〉 ,
wobei χ ein eindimensionaler Charakter mit ord(χ) = ord(c) ist. Ist D 6= 1 , so ist
α = χ
ord(c)
e′ mit e′ = (〈D, c〉 : C〈D,c〉(D)) . Eine Darstellung von 〈D, c〉 ist
〈D, c〉 = 〈x, y | x|D| = 1 = yord(c) , yxy−1 = xr〉
mit re
′
≡ 1 (mod p) . Die Urspru¨nge der Spezies von A(kG) sind p-hypoelementare
Untergruppen von G (siehe Bemerkung 1.21). Im na¨chsten Korollar wird deshalb
die Einschra¨nkung von kNG(D)-Moduln auf 〈D, c〉 untersucht. Fu¨r k〈D, c〉-Moduln
gelten die Aussagen von Korollar 2.20. Die unzerlegbaren k〈D, c〉-Moduln werden
mit
Zϕ,j , ϕ ∈ Irr(〈c〉) , 1 ≤ j ≤ |D|
bezeichnet. Die einfachen sowie die projektiven unzerlegbaren k〈D, c〉-Moduln wer-
den auch mit Fϕ bzw. Uϕ bezeichnet. Fu¨r eine Untergruppe H von 〈D, c〉 werden
die unzerlegbaren kH-Moduln wie die k〈D, c〉-Moduln bezeichnet.
Korollar 2.24. Es sei D ≤ P und c ∈ NG(D)p′ . Dann ist
res
NG(D)
〈D,c〉 Vϕ,j =
(
res
NG(D)
〈D,c〉 Vϕ,1
)
⊗k Z1,j (2.11)
fu¨r ϕ ∈ IBr(NG(D)/D) und 1 ≤ j ≤ |D| . Der kNG(D)-Modul Vϕ,j und die un-
zerlegbaren Summanden von res
NG(D)
〈D,c〉 Vϕ,j haben den selben Vertex. Es sei Q ≤ D ,
χ ∈ Irr(〈c〉) und j = (D : Q)m+ t mit 0 ≤ m ≤ |Q| und 0 ≤ t ≤ (D : Q) . Dann ist
res
〈D,c〉
〈Q,c〉 Zχ,j =
t⊕
i=1
Zχαi−1,m+1 ⊕
(D:Q)⊕
i=t+1
Zχαi−1,m .
Beweis. Es ist res
NG(D)
〈D,c〉 Uϕ =
⊕n
i=1 Uχi mit n ∈ N und χi ∈ Irr(〈c〉) . Wie im Beweis
von Satz 2.14 zeigt man, daß res
NG(D)
〈D,c〉 Vϕ,r =
⊕n
i=1 Zχi,r fu¨r alle r ∈ {1, . . . , |D|}
gilt. Also ist
res
NG(D)
〈D,c〉 Vϕ,j =
n⊕
i=1
Zχi,j =
( n⊕
i=1
Zχi,1
)
⊗k Z1,j =
(
res
NG(D)
〈D,c〉 Vϕ,1
)
⊗k Z1,j .
Außerdem haben Vϕ,j und Zχi,j den selben Vertex.
Es sei H ≤ 〈c〉 das normale Komplement von D in C〈D,c〉(D) . Ferner seien
〈D, c〉 = 〈D, c〉/H und 〈Q, c〉 = 〈Q, c〉/H (siehe Lemma 2.17). Die Idee des Bewei-
ses ist, den k〈D, c〉-Modul Z1,j als k〈D, c〉-Modul M1,j aufzufassen und dann Korol-
lar 2.19 anzuwenden. Ein k〈Q, c〉-Modul M ist genau dann ein direkter Summand
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von res
〈D,c〉
〈Q,c〉
M1,j , wenn inf
〈Q,c〉
〈Q,c〉
M ein direkter Summand von res
〈D,c〉
〈Q,c〉 inf
〈Q,c〉
〈Q,c〉
M1,j =
res
〈D,c〉
〈Q,c〉 Z1,j ist. Mit Lemma 2.4 und Korollar 2.19 bekommt man so eine Zerlegung
von res
〈D,c〉
〈Q,c〉 Z1,j . Da res
〈D,c〉
〈Q,c〉 Fχ = Fχ fu¨r alle χ ∈ Irr(〈c〉) gilt, ist das Korollar be-
wiesen.
Der kNG(D)-Modul Vϕ,1 hat triviale Quelle und Vertex D . Die Formel (2.11)
zeigt, daß die relativ D-projektiven kNG(D)-Moduln Vϕ,j auf eine gewisse Weise von
dem Trivial-Source-Modul Vϕ,1 und dem kD-Modul Tj abha¨ngen. Aus der Green-
korrespondenz, Satz 2.14 und Korollar 2.15 folgt
Satz 2.25. Die unzerlegbaren kG-Moduln werden repra¨sentiert durch
MD,ϕ,j , D ≤ P , ϕ ∈ IBr(NG(D)/D) , 1 ≤ j ≤ |D| , p - j .
Dabei ist MD,ϕ,j der Greenkorrespondent des unzerlegbaren kNG(D)-Moduls Vϕ,j .
Beispiel 2.26. Es sei G = S3 und p = 2 . Dann ist P = 〈(12)〉 eine p-Sylowgruppe
von G und N := NG(P ) = P . Die irreduziblen Brauercharaktere von G sind
(1) (123)
ϕ1 1 1
ϕ2 2 −1
Die unzerlegbaren projektiven Brauercharaktere sind η1 = 2ϕ1 und η2 = ϕ2 . Die
Charaktertafel der projektiven Brauercharaktere ist
(1) (123)
η1 2 2
η2 2 −1
Somit ist kG = U1⊕U2⊕U2 eine Zerlegung der Gruppenalgebra in unzerlegbare pro-
jektive Moduln, welche jeweils zweidimensional sind. Die unzerlegbaren kN -Moduln
sind T1 und T2 . Der Modul T1 hat Vertex P , T2 hat Vertex 1 . Der Greenkorrespon-
dent von T1 wird mit M1 bezeichnet. Es gilt ind
G
N T1 =M1 ⊕U2 und res
G
N M1 = T1 .
Beispiel 2.27. Es sei G = A5 und p = 5 . Dann ist P = 〈(12345)〉 eine p-
Sylowgruppe von G , N := NG(P ) = 〈(12345), (15)(24)〉 = D10 . Die irreduziblen
Brauercharaktere von G sind
1 τ ρ
ϕ1 1 1 1
ϕ2 3 −1 0
ϕ3 5 1 −1
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Hierbei ist τ = (15)(24) und ρ = (123) . Die unzerlegbaren projektiven Brauercha-
raktere von G sind η1 = 2ϕ1 +ϕ2 , η2 = ϕ1 + 3ϕ2 und η3 = ϕ3 . Daraus ergibt sich
die Tafel der projektiven Brauercharaktere
1 τ ρ
η1 5 1 2
η2 10 −2 1
η3 5 1 −1
Weiterhin ist kG = U1 ⊕
⊕3
i=1 U2 ⊕
⊕5
i=1 U3 .
Die unzerlegbaren kN -Moduln sind V1,j, Vα,j mit 1 ≤ j ≤ 5 (siehe auch Bei-
spiel 2.23). Die Moduln V1,5 und Vα,5 haben Vertex 1, alle anderen haben Vertex P .
Mit M1,j , Mα,j , 1 ≤ j ≤ 4 , werden die entsprechenden Greenkorrespondenten be-
zeichnet. Mit einem Computer wurden die folgenden zwei Tabellen berechnet:
V indGN V
V1,1 M1,1 ⊕ U3
V1,2 M1,2 ⊕ U3
V1,3 M1,3 ⊕ U3 ⊕ U3
V1,4 M1,4 ⊕ U2 ⊕ U3 ⊕ U3
Vα,1 Mα,1
Vα,2 Mα,2 ⊕ U3
Vα,3 Mα,3 ⊕ U2 ⊕ U3
Vα,4 Mα,4 ⊕ U2 ⊕ U3 ⊕ U3
M resGN M
M1,1 V1,1
M1,2 V1,2 ⊕ Vα,5
M1,3 V1,3 ⊕ Vα,5
M1,4 V1,4
Mα,1 Vα,1 ⊕ Vα,5
Mα,2 Vα,2 ⊕ Vα,5
Mα,3 Vα,3
Mα,4 Vα,4
Die Brauercharaktere der unzerlegbaren kG-Moduln sind:
M ϕM
M1,1 ϕ1
M1,2 ϕ1 + 2ϕ2
M1,3 ϕ2 + ϕ3
M1,4 ϕ1 + ϕ2
Mα,1 2ϕ2
Mα,2 ϕ1 + 2ϕ1
Mα,3 ϕ2
Mα,4 ϕ1 + ϕ2
Kapitel 3
Spezies und Idempotente
Es gelten die Voraussetzungen und Bezeichnungen aus Kapitel 2. Insbesondere sei
• (K,O, k) ein passendes p-modulares System
• P eine p-Sylowgruppe von G , |P | = pd
• α ∈ IBr(NG(D)) der auf Seite 38 definierte Charakter und e = ord(α) .
Dieses Kapitel bescha¨ftigt sich mit den Spezies und Idempotenten von A(kG) .
Dazu werden fu¨r jede Untergruppe D ≤ P die Spezies mit Vertex D berechnet.
Eine Spezies s mit Vertex D hat als Ursprung eine p-hypoelementare Gruppe H mit
maximaler normaler p-Untergruppe D (siehe Bemerkung 1.21). Es gilt also s = u ◦
resGH , wobei u eine Spezies von A(kH) ist. Um die Spezies von A(kG) zu berechnen,
genu¨gt es also, die Spezies von entsprechenden Greenringen A(kH) zu bestimmen.
Es stellt sich im ersten Unterkapitel heraus, daß die Spezies von A(kG) sich aus
den Spezies des Trivial-Source-Teilrings und den Spezies von A(kP ) zusammenset-
zen (Satz 3.4). Aus diesem Grund werden diese Ringe in den zwei darauffolgenden
Unterkapiteln studiert. Mit den dort gewonnenen Ergebnissen werden im letzten Un-
terkapitel die Spezies der Ringe A(kH) und schließlich die Spezies und Idempotente
von A(kG) angegeben (Satz 3.31 und Satz 3.35).
3.1 Die Spezies und Idempotente
von A(kG) (Teil I)
Im Kapitel 2 wurden fu¨r Untergruppen von G die unzerlegbaren Moduln konstruiert.
In diesem Kapitel werden die Moduln bzw. die Isomorphieklassen der Moduln als
Elemente eines Greenrings aufgefaßt. Auf die im Kapitel 1 eingefu¨hrte Kennzeich-
nung der Isomorphieklassen durch eckige Klammern wird verzichtet. Stattdessen
werden Isomorphieklassen stets mit Großbuchstaben bezeichnet.
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Es sei D eine Untergruppe von P . Nach Satz 2.14 und Korollar 2.15 ist
a(kNG(D), D) =
⊕
ϕ∈IBr(NG(D)/D)
|D|⊕
j=1
ZVϕ,j (3.1)
und
a(kNG(D),Triv, D) =
⊕
ϕ∈IBr(NG(D)/D)
⊕
D′≤D
ZVϕ,(D:D′) .
Diese beiden Z-Moduln sind Ideale von a(kNG(D)) bzw. a(kNG(D),Triv) (siehe
Seite 18). Fu¨r c ∈ NG(D)p′ ist
a(k〈D, c〉) =
⊕
ϕ∈Irr(〈c〉)
|D|⊕
j=1
ZZϕ,j .
Es sei D 6= 1 , H das normale Komplement von P in CG(D) (siehe Lemma 2.17)
und
b(kNG(D)) = inf
NG(D)
NG(D)/H
a(k(NG(D)/H)) .
So ist b(kNG(D)) ein Teilring von a(kNG(D)) und
b(kNG(D), D) =
e⊕
i=1
|D|⊕
j=1
ZVαi,j
(siehe Satz 2.18 und Korollar 2.20). Die Abbildung
res : b(kNG(D)) −→ b(kNG(P ))
ist ein Ringisomorphismus. Mit b(kNG(D)) wurde ein Teilring von a(kNG(D)) defi-
niert, dessen Struktur nicht von D abha¨ngt.
Es sei H ≤ G . Fu¨r 1 ≤ D′ < D und (D : D′) = p sei a′(kH,D) = a(kH,D′) . Ist
D = 1 , so sei a′(kH,D) = 0 . Es sei
a(kH,D) = a(kH,D)/a′(kH,D) .
Fu¨r x ∈ a(kH,D) sei x = x + a′(kH,D) . Der Quotient a(kH,D) ist ein freier Z-
Modul, der von den Vertretern der unzerlegbaren kH-Moduln mit Vertex D erzeugt
wird. Also ist
a(kG,D) =
⊕
ϕ∈IBr(NG(D))
⊕
j∈{1,...,|D|} ,p-j
ZMD,ϕ,j
und
a(kNG(D), D) =
⊕
ϕ∈IBr(NG(D))
⊕
j∈{1,...,|D|} ,p-j
ZVϕ,j
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(siehe Satz 2.25). Nach Greens Transfer Theorem (siehe Bemerkung 1.17) ist
a(kG,D) −→ a(kNG(D), D) , x 7−→ res x
ein Ringisomorphismus, welcher zwei in Greenkorrespondenz stehende Elemente auf-
einander abbildet. Der Greenkorrespondent von V ∈ a(kNG(D), D) mit Vertex D
wird mit greenG V bezeichnet. Wie bei a(kG) und A(kG) werden die mit C tenso-
rierten Z-Moduln mit Großbuchstaben bezeichnet.
Lemma 3.1. Es sei D ≤ P . Folgende Zahlen sind gleich:
(1) die Anzahl der unzerlegbaren kG-Moduln mit Vertex D
(2) die Anzahl der unzerlegbaren kNG(D)-Moduln mit Vertex D
(3) dimCA(kG,D)
(4) dimCA(kNG(D), D)
(5) die Anzahl der Spezies von A(kG) mit Vertex D
(6) die Anzahl der Spezies von A(kNG(D)) mit Vertex D
Beweis. Es sei I = A(kG,D) und J = A′(kG,D) . Dann ist J ⊂ I , I = C e1 ⊕
· · · ⊕ C en mit primitiven Idempotenten e1, . . . , en, n ∈ N . Ohne Einschra¨nkung ist
J = C e1 ⊕ · · · ⊕ C em mit m < n . Weiterhin seien s1, . . . , sn die zu den primitiven
Idempotenten geho¨renden Spezies von A(kG) . Nach Bemerkung 1.19 hat eine Spe-
zies s von A(kG) genau dann Vertex D , wenn s(I) 6= 0 und s(J) = 0 ist. Genau
dann ist s ∈ {sm+1, . . . , sn} . Damit ist die Gleichheit von (1), (3) und (5) gezeigt.
Ebenfalls sind (2), (4) und (6) gleich. Die Greenkorrespondenz liefert schließlich die
Gleichheit von (1) und (2).
Im Beweis von Lemma 3.1 wurde wieder ein Zusammenhang von Spezies, Idem-
potenten und Vertex hergestellt. Der Begriff Vertex soll auch fu¨r Idempotente ver-
wendet werden. Ein primitives Idempotent e hat Vertex D , falls die Spezies s mit
s(e) = 1 Vertex D hat.
Satz 3.2. Es sei D ≤ P . Dann gilt
Sp
(
A(kG), D
)
=
{
s ◦ resGNG(D) | s ∈ Sp
(
A(kNG(D)), D
)}
.
Fu¨r s, s′ ∈ Sp
(
A(kNG(D)), D
)
ist s ◦ resGNG(D) = s
′ ◦ resGNG(D) genau dann, wenn
s = s′ ist.
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Beweis. Es sei s eine Spezies von A(kNG(D)) mit Vertex D , s˜ = s ◦ res
G
NG(D)
,
I := A(kG,D) und J := A′(kG,D) . Dann ist resGNG(D) J ⊂ A
′(kNG(D), D) , also
s˜(J) = s(resGNG(D) J) = 0 . Es sei V ∈ A(kNG(D), D) mit Vertex D und s(V ) 6= 0,
und es sei M ∈ I der Greenkorrespondent von V . Da s Vertex D hat, ist dann
s˜(M) = s(V ) 6= 0 . Daher ist s˜(I) 6= 0 . Wegen s˜(I) 6= 0 und s˜(J) = 0 hat s˜ Vertex
D .
Es sei s′ eine weitere Spezies von A(kNG(D)) mit Vertex D. Ist s ◦ res
G
NG(D)
=
s′◦resGNG(D) , so ist nach dem eben gezeigten s(V ) = s
′(V ) fu¨r alle kNG(D)-Moduln V
mit Vertex D . Da auch s(V ) = 0 = s′(V ) gilt fu¨r alle kNG(D)-Moduln V , deren
Vertizes echte Untergruppen vonD sind, ist s(x) = s′(x) fu¨r alle x ∈ A(kNG(D), D) .
Also stimmen s und s′ auf dem Ideal A(kNG(D), D) u¨berein. Somit ist s = s
′ .
Deswegen gibt es
∣∣ Sp (A(kNG(D)), D)∣∣ Spezies von I der Form s ◦ resGNG(D) . Da
| Sp(I)| =
∣∣ Sp (A(kNG(D)), D)∣∣ ist (Lemma 3.1), sind dies alle Spezies von I .
Aus dem Beweis des Satzes folgt ein Kriterium zur Entscheidung, ob zwei Spezies
mit gleichem Vertex identisch sind:
Bemerkung 3.3. Es sei D ≤ P und s˜, t˜ seien Spezies von A(kG) mit Vertex D .
Es gilt s˜ = t˜ genau dann, wenn s˜(M) = t˜(M) fu¨r alle kG-Moduln M mit Vertex D
gilt.
Die Aussagen von Lemma 3.1, Satz 3.2 und Bemerkung 3.3 lassen sich auf den
Trivial-Source-Ring A(kG,Triv) u¨bertragen. Es gilt also
Sp
(
A(kG,Triv), D
)
=
{
s ◦ resGNG(D) | s ∈ Sp
(
A(kNG(D),Triv), D
)}
. (3.2)
Außerdem ist s◦ resGNG(D) = s
′ ◦ resGNG(D) genau dann, wenn s = s
′ ist. Einen alterna-
tiven Beweis von Satz 3.2 bekommt man mit Greens Transfer Theorem. Die Spezies
von A(kNG(D)) sind
s : A(kNG(D)) −→ C , x 7−→ s(x) .
Dabei durchla¨uft s die Menge der Spezies von A(NG(D)) mit Vertex D . Also sind
s˜ : A(kG,D) −→ A(kG,D) −→ A(kNG(D)) −→ C , x 7−→ x 7−→ (s ◦ res)(x)
die Spezies des Ideals A(kG,D) mit Vertex D . Da die Spezies eines Ideals sich
eindeutig auf den gesamten Ring fortsetzen lassen (siehe Seite 18), genu¨gt es, die
Spezies eines Ideals zu berechnen.
Satz 3.2 reduziert das Berechnen der Spezies von A(kG) auf das Berechnen
der Spezies von A(kNG(D)) mit Vertex D , wobei D alle Untergruppen von P
durchla¨uft. Zusa¨tzlich liefert der Satz eine auf der Greenkorrespondenz basierende
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Bijektion zwischen Spezies mit Vertex D von A(kG) und A(kNG(D)) . Die Spezies
von A(kNG(D)) mit Vertex D haben als Ursprung eine p-hypoelementare Gruppe
in der D maximaler p-Normalteiler ist (siehe Bemerkung 1.21). Solche Gruppen sind
genau
〈D, c〉 , c ∈ NG(D)p′ .
Fu¨r eine Spezies s mit Vertex D gilt also s = u ◦ res
NG(D)
〈D,c〉 , wobei u eine Spe-
zies von 〈D, c〉 ist. Kennt man die Spezies von 〈D, c〉 fu¨r alle c ∈ NG(D)p′ , so
bleiben noch die Fragen, welche Spezies von A(k〈D, c〉) Ursprung 〈D, c〉 haben
und ob fu¨r zwei Spezies u ∈ Sp
(
A(k〈D, c〉)
)
, u′ ∈ Sp
(
A(k〈D, c′〉)
)
die Gleich-
heit u ◦ res
NG(D)
〈D,c〉 = u
′ ◦ res
NG(D)
〈D,c′〉 gilt. Zur Beantwortung dieser Fragen kann man die
Spezies auf eine Unteralgebra einschra¨nken, deren Spezies man schon kennt. Aus
diesem Grund wird im na¨chsten Unterkapitel der Trivial-Source-Ring untersucht.
Eine weitere Verbindung zum Trivial-Source-Ring stellt der folgende Satz her.
Satz 3.4. Es sei D ≤ P , c ∈ NG(D)p′, u eine Spezies von A(k〈D, c〉) und s =
u ◦ res
NG(D)
〈D,c〉 . Dann ist
s(Vϕ,j) = s(Vϕ,1) · u(Z1,j)
mit ϕ ∈ IBr(NG(D)/D) und 1 ≤ j ≤ |D| .
Beweis. Aus Korollar 2.24 folgt
s(Vϕ,j) =
(
u ◦ res
NG(D)
〈D,c〉
)
(Vϕ,j) = u
(
(res
NG(D)
〈D,c〉 Vϕ,1)Z1,j
)
=
(
u ◦ res
NG(D)
〈D,c〉
)
(Vϕ,1) · u(Z1,j) = s(Vϕ,1) · u(Z1,j)
fu¨r alle ϕ ∈ IBr(NG(D)/D) und j ∈ {1, . . . , |D|} .
Der kNG(D)-Modul Vϕ,1 hat triviale Quelle und Vertex D . Satz 3.4 zeigt, daß die
Spezies von A(kNG(D)) mit Vertex D sich aus den Spezies von A(kNG(D),Triv, D)
und den Spezies von A(k〈D, c〉) zusammensetzen. Die Tensorproduktformel (2.10)
legt die Vermutung nahe, daß die Spezies von A(k〈D, c〉) von den Spezies von
A(kD) und dem Brauercharakter α abha¨ngen. In Kapitel 3.4 wird diese Vermu-
tung besta¨tigt.
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Der erste Satz dieses Unterkapitels gibt Auskunft u¨ber die Spezies und Idempotente
des Ideals A(kNG(D),Triv, D) . Es werden nicht nur die Spezies mit Vertex D son-
dern alle Spezies angegeben. Wendet man den Satz auf D = P an, so erha¨lt man
alle Spezies und Idempotente des Rings A(kNG(P ),Triv) .
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Satz 3.5. Es sei D ≤ P und N := NG(D) . Die Spezies von A(kN,Triv, D) sind
sQ,c : A(kN,Triv, D) −→ C , M 7−→
{
ϕM(c) falls Vertex von M ≥ Q
0 sonst
,
wobei Q ≤ D, c ∈ Np′, M ein unzerlegbarer Modul und ϕM der Brauercharakter von
M ist. Es gilt sQ,c = sQ′,c′ genau dann, wenn Q = Q
′ und c =N c
′ ist. Setze
λ(Q, c) :=
1
|CN/Q(cQ)|
∑
ϕ∈IBr(N)
ϕ(c−1)Vϕ,(D:Q) , c ∈ Np′ , 1 ≤ Q ≤ D .
Die primitiven Idempotente von A(kN,Triv, D) sind
e1,c = λ(1, c) , eQ,c = λ(Q, c)− λ(Q
′, c)
mit 1 ≤ Q′ < Q ≤ D , (Q : Q′) = p und c ∈ Np′ .
Beweis. Es seien R und R′ Untergruppen von D mit R ≤ R′ und es sei R ein Vertre-
tersystem der Doppelnebenklassen R′\N/R . Weiterhin seienM ,M ′ ∈ A(kN,Triv, D)
mit Vertex R bzw. R′ . Da R und R′ Normalteiler von N sind, ist gR′ ∩ R = R fu¨r
alle g ∈ N . Wegen Bemerkung 1.1, (i) und (ii), ist M ⊗kM
′ ein direkter Summand
von
(indNR T1)⊗k (ind
N
R′ T1) =
⊕
g∈R
indNgR′∩R T1 =
⊕
g∈R
indNR T1 .
Nach Bemerkung 1.12, (iii), (d), haben alle direkten Summanden von M ⊗k M
′
Vertex R . Somit gilt sQ,c(M ·M
′) = ϕM⊗kM ′(c) = ϕM(c)ϕM ′(c) = sQ,c(M) sQ,c(M
′)
falls R ≥ Q und sQ,c(M ·M
′) = 0 = sQ,c(M) = sQ,c(M) sQ,c(M
′) falls R < Q ist.
Damit ist gezeigt, daß sQ,c eine Spezies ist.
Offensichtlich ist sQ,c 6= sQ′,c′ falls Q 6= Q
′ und sQ,c = sQ,c′ falls c =N c
′ ist.
Da M := Vϕ,(D:R) Vertex R hat und R ein Normalteiler von N ist, kann M als
projektiver k(N/R)-Modul aufgefaßt werden (Bemerkung 1.12). Indem man auch
die irreduziblen Brauercharaktere von N als irreduzible Brauercharaktere von N/R
auffaßt (siehe Seite 36), erha¨lt man mit der zweiten Orthogonalita¨tsrelation fu¨r
Brauercharaktere (Bem. 1.8,(iii))
sQ,c(λ(R, c
′)) =
{
1 falls R ≥ Q und c =N c
′
0 sonst
.
Also ist sQ,c = sQ,c′ genau dann, wenn c =N c
′ ist und es ist gezeigt, daß eR,c′ ein
Idempotent mit sQ,c(eR,c′) = δQRδcc′ ist.
Da die Anzahl der irreduziblen Brauercharaktere von N mit der Anzahl der p′-
Konjugationsklassen von N u¨bereinstimmt (Bem. 1.7), sind dies alle Spezies. Ferner
sind die zugeho¨rigen Idempotente primitiv.
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Offensichtlich hat eine Spezies sQ,c von A(kNG(D),Triv) Vertex Q . Eine Spezi-
es s von A(kG) heißt Brauerspezies , falls s Vertex 1 hat. Gegebenenfalls ist s die
(einzige) Fortsetzung einer Spezies von A(kG, 1) . Da A(kG, 1) = A(AkG,Triv, 1)
ist, ist s die Fortsetzung von s1,c ∈ A(kG,Triv, 1) fu¨r ein c ∈ Gp′ . Also ist
s : A(kG) −→ C , M 7−→ ϕM(c) .
Korollar 3.6. Es sei D = P , c ∈ NG(P )p′ ,ϕ ∈ IBr(NG(P )) und Q,Q
′ ≤ P . Dann
ist
sQ,c(Wϕ,(P :Q′)) =


(P : Q′)ϕ(c) falls Q′ ≥ Q und c ∈ CG(P )
ϕ(c) falls Q′ ≥ Q und c /∈ CG(P )
0 falls Q′ < Q
.
Beweis. Es sei η =
∑(P :Q′)
i=1 α
i . Nach Korollar 2.21 ist η der Brauercharakter von
W1,j und ηϕ der Brauercharakter von Wϕ,j . Da α(c) eine e-te Einheitswurzel ist
und e ein Teiler von p− 1, gilt η(c) = (P : Q′) falls α(c) = 1 ist und η(c) = 1 falls
α(c) 6= 1 ist. Es ist α(c) = 1 genau dann, wenn c ∈ CG(P ) ist. Aus Satz 3.5 folgt
nun die Behauptung.
Beispiel 3.7. Fu¨r G = Cp2 ergibt sich die Speziestafel
T1 Tp Tp2
s0 1 p p
2
s1 1 p 0
s2 1 0 0
Die primitiven Idempotente sind
e0 :=
1
p2
Tp2 , e1 :=
1
p
Tp −
1
p2
Tp2 , e2 := 1−
1
p
Tp .
Beispiel 3.8. Ist p 6= 2 und G = D2p, also G = P o C mit C = C2 = 〈τ〉, so ist
F1 Fα U1 Uα
s1,1 1 1 p p
s1,τ 1 −1 1 −1
sP,1 1 1 0 0
sP,τ 1 −1 0 0
die Speziestafel von A(kG,Triv) . Die primitiven Idempotente sind
e1,1 =
1
2p
(U1 + Uα) ,
e1,τ =
1
2
(U1 − Uα) ,
eP,1 =
1
2
(F1 + Fα)−
1
2p
(U1 + Uα) ,
eP,τ =
1
2
(F1 − Fα)−
1
2
(U1 − Uα) .
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A¨hnlich wie Korollar 3.6 beweist man
Korollar 3.9. Es sei D ≤ P mit D 6= 1 , c ∈ NG(D)p′ und Q,Q
′ ≤ D sowie
s ∈ Sp
(
A(NG(D),Triv, D)
)
. Dann ist
sQ,c(V1,(D:Q′)) =


(P : Q′) falls Q′ ≥ Q und c ∈ CG(D)
1 falls Q′ ≥ Q und c /∈ CG(D)
0 falls Q′ < Q
.
Von den Spezies von A(kNG(D),Triv) werden nun die mit Vertex D untersucht.
Korollar 3.10. Es sei D ≤ P und c ∈ NG(D)p′ .
(i) Die Spezies von A(k〈D, c〉,Triv) mit Vertex D sind
uD,ci : A(k〈D, c〉,Triv) −→ C , M 7−→
{
ϕM(c
i) falls M einfach
0 sonst
.
Dabei ist 1 ≤ i ≤ ord(c) . Der Ursprung von uD,c ist 〈D, c〉 .
(ii) Es gilt sD,c = uD,c ◦ res
NG(D)
〈D,c〉 .
(iii) Fu¨r D > 1 ist
sD,c(V1,1) =
{
(P : D) falls c ∈ CG(D)
1 falls c /∈ CG(D)
.
Beweis. Ein k〈D, c〉-Modul hat Vertex D genau dann, wenn er einfach ist (Korol-
lar 2.21). Satz 3.5 impliziert die erste Aussage von Teil (i). Da die Spezies uD,c
Vertex D hat, ist ihr Ursprung eine Gruppe H mit D ≤ H ≤ 〈D, c〉 . Also ist uD,c =
uD,ci ◦ res
〈D,c〉
〈D,ci〉
fu¨r ein i ∈ {1, . . . , ord(c)} , welches ord(c) teilt. Da res
〈D,c〉
〈D,ci〉
Fχ = Fχi
fu¨r alle χ ∈ Irr(〈c〉) ist, ist dann uD,c(Fχ) = χ
i(c) fu¨r alle χ ∈ Irr(〈c〉) . Also ist
i = 1 .
Es sei M ein unzerlegbarer relativ D-projektiver kNG(D)-Modul. Nach Korol-
lar 2.24 haben M und die unzerlegbaren Summanden von res
NG(D)
〈D,c〉 M den gleichen
Vertex. Hat M Vertex D , so ist
sD,c(M) = ϕM(c) = ϕresNG(D)
〈D,c〉
M
(c) = uD,c
(
res
NG(D)
〈D,c〉 M
)
=
(
uD,c ◦ res
NG(D)
〈D,c〉
)
(M) .
Hat hingegenM einen Vertex kleinerD , so gilt sD,c(M) = 0 und uD,c
(
res
NG(D)
〈D,c〉 M
)
=
0 . Damit ist (ii) bewiesen. Teil (iii) folgt aus Korollar 3.9.
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Korollar 3.11. Es sei D ≤ P mit D 6= 1 , y := 1
e
∑e
i=1 Fαi−1 und
eD := V1,1 +
1
e
( 1
(P :D)
− 1)
e∑
i=1
Vαi−1,1 .
Dann ist eD = (1 + (
1
(P :D)
− 1)y)V1,1 und
A(kNG(D), D) = A(kNG(D)) eD ,
A(kNG(D),Triv, D) = A(kNG(D),Triv) eD .
Beweis. Offensichtlich ist eD in A(kNG(D), D) und A(kNG(D),Triv, D) enthalten.
Da Vαi−1,1 = Fαi−1 · V1,1 fu¨r i = 1, . . . , e gilt (Lemma 2.16), ist eD = (1 + (
1
(P :D)
−
1)y)V1,1 . Wegen Korollar 3.9 ist s(eD) = 1 fu¨r alle Spezies von A(kNG(D),Triv, D) .
Also ist eD das Einselement dieses Ideals. Ist s ∈ Sp
(
A(kNG(D), D)
)
, so ist s =
u ◦ res
NG(D)
〈D,c〉 mit c ∈ NG(D)p′ und u ∈ Sp
(
A(k〈D, c〉)
)
. Da u(Fα) eine e-te Einheits-
wurzel ist, ist s(eD) = s
′(eD) = 1 fu¨r eine Spezies s
′ von A(kNG(D),Triv, D) . Also
ist eD auch das Einselement von A(kNG(D), D) .
Die primitiven Idempotente von A(kG,Triv) werden aus den primitiven Idempo-
tenten von A(kNG(D),Triv, D) berechnet. Dazu sei CD ein Vertretersystem der p
′-
Konjugationsklassen von NG(D) und λ(D, c) ∈ A(kNG(D),Triv, D) wie im Satz 3.5
definiert. Ferner sei µ(D, c) = greenG(λ(D, c)) ∈ A(kG,Triv, D) , also
µ(D, c) =
1
|CNG(D)/D(cD)|
∑
ϕ∈IBr(NG(D))
ϕ(c−1)MD,ϕ,1 ,
und es seien
e˜1,c := e1,c , e˜1 :=
∑
c∈C1
e˜1,c
e˜D,c := (1− e˜D′)µ(D, c) , e˜D := e˜D′ +
∑
c∈CD
e˜D,c
mit 1 ≤ D′ < D ≤ P und (D : D′) = p .
Satz 3.12. Es gelten die Bezeichnungen von Satz 3.5 und Korollar 3.10. Die Spezies
von A(kG,Triv) sind
s˜D,c = sD,c ◦ res
G
NG(D)
= uD,c ◦ res
G
〈D,c〉 , D ≤ P , c ∈ NG(D)p′ .
Die primitiven Idempotente von A(kG,Triv) sind
e˜D,c , D ≤ P , c ∈ NG(D)p′ .
Die Spezies s˜D,c hat Ursprung 〈D, c〉 . Es gilt s˜D,c = s˜D′,c′ genau dann, wenn D = D
′
und c =NG(D) c
′ ist.
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Beweis. Die erste und letzte Behauptung folgt aus (3.2), Satz 3.5 und Korollar 3.10.
Die dritte Behauptung folgt aus Korollar 3.10.
Es sei D ≤ P und C ein Vertretersystem der p′-Konjugationsklassen von NG(D) .
Es sei c ∈ C . Induktiv wird gezeigt, daß e˜D,c ein primitives Idempotent vonA(kG,Triv)
mit s˜D,c(e˜D,c) = 1 ist. Fu¨r D = 1 ist G = NG(D) . Nach Satz 3.5 ist e˜1,c = e1,c ein
primitives Idempotent. Es sei D > 1 und D′ < D mit (D : D′) = p . Es wird nun
angenommen, daß die Behauptung des Satzes fu¨r alle echten Untergruppen von D
richtig ist. Es wird s˜Q,c′ mit Q ≤ P und c
′ ∈ NG(Q)p′ betrachtet . Ist Q < D, so
ist Q ≤ D′ . Nach Induktionsannahme ist dann s˜Q,c′(e˜D′) = s˜Q,c′(e˜Q,c′) = 1 , woraus
s˜Q,c′(e˜D,c) = 0 folgt. Es sei Q > D . Da µ(D, c) ∈ A(kG,Triv, D) ist und s˜Q,c′ Ver-
tex Q hat, ist s˜Q,c′(µ(D, c)) = 0 . Schließlich sei Q = D und ohne Einschra¨nkung
c′ ∈ C . Dann ist Q > D′ . Da e˜D′ ∈ A(kG,Triv, D
′) ist, ist s˜Q,c′(e˜D′) = 0 . Außerdem
ist s˜Q,c′(µ(D, c)) = sD,c′(λ(D, c)) = δcc′ . Damit ist s˜Q,c′(e˜D,c) = δQDδcc′ gezeigt.
Korollar 3.13. Es sei D ≤ P . Dann gilt
A(kG,D) = A(kG) e˜D ,
A(kG,Triv, D) = A(kG,Triv) e˜D .
Beweis. Offensichtlich gilt die zweite Gleichung. Wegen Bemerkung 1.18 gilt auch
die erste Gleichung.
In den na¨chsten zwei Korollaren wird die bekannte Tatsache formuliert, daß eine
Spezies von A(kG) und ihre Einschra¨nkung auf den Trivial-Source-Ring den gleichen
Ursprung und somit den gleichen Vertex haben ([BP],7.). Auf einen Beweis wird hier
nicht verzichtet, da er etwas u¨ber die Idempotente des Ideals indGH A(kH) fu¨r H ≤ G
aussagt.
Korollar 3.14. Es sei D ≤ P und s˜ eine Spezies von A(kG) . Folgende Aussagen
sind a¨quivalent.
(1) Die Spezies s˜ hat Vertex D .
(2) Es ist s˜|A(kG,Triv) = s˜D,c fu¨r ein c ∈ NG(D)p′ .
(3) Es gilt s˜(e˜D) = 1 und s˜(e˜D′) = 0 fu¨r alle D
′ < D .
Beweis. Bemerkung 1.19 und Korollar 3.13 .
Korollar 3.15. Es sei D ≤ P , c ∈ NG(D)p′ und s˜ eine Spezies von A(kG) . Fol-
gende Aussagen sind a¨quivalent.
(1) Die Spezies s˜ hat Ursprung 〈D, c〉 .
(2) Es ist s˜|A(kG,Triv) = s˜D,c .
(3) Es gilt s˜(e˜D,c) = 1 .
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Beweis. Die A¨quivalenz von (2) und (3) ist offensichtlich. Es sei H ≤ G . Nach
(1.2) sind die Spezies von indGH A(kH) genau die Spezies von A(kG), deren Ur-
sprung eine Untergruppe von H ist. Also sind {s˜Q,c′ | 〈Q, c
′〉 ≤ H} die Spe-
zies von indGH A(kH,Triv) . Deswegen ist ind
G
H A(kH,Triv) = A(kG,Triv) f mit
f =
∑
〈Q,c′〉≤H e˜Q,c . Es sei s eine Spezies von ind
G
H A(kH) . Dann gilt s = u ◦ res
G
H
mit einer Spezies u von A(kH) . Somit ist s|A(kG,Triv) =
(
u|A(kH,Triv)
)
◦ resGH
eine Spezies von indGH A(kH,Triv) . Also ist s(f) = 1. Damit ist gezeigt, daß
indGH A(kH) =
⊕
〈Q,c′〉≤H
A(kG) e˜Q,c′ (3.3)
ist.
Nach Bemerkung 1.20 hat die Spezies s˜ Ursprung 〈D, c〉 genau dann, wenn
indG〈D,c〉A(k〈D, c〉) 6⊂ ker s˜ und ind
G
H A(kH) ⊂ ker s˜ fu¨r alle H < 〈D, c〉 gilt. Nach
dem eben gezeigten ist genau dann s˜(e˜D,c) = 1 .
Ist H ≤ G , so ist A(kG) = indGH A(kH) ⊕ ker res
G
H eine Zerlegung in Ideale
(Bem. 1.15). Aus dem Beweis von Korollar 3.15 folgt
ker resGH =
⊕
〈Q,c〉6≤H
A(kG) e˜Q,c .
Beispiel 3.16. Es sei G = S3 und p = 2 . Das Beispiel 2.26 wird fortgefu¨hrt. Die
Speziestafel von A(kNG(P ),Triv) ist
T1 T2
s1,1 1 2
sP,1 1 0
Die Speziestafel fu¨r A(kG,Triv, 1) stimmt mit der Charaktertafel der projektiven
Brauercharaktere u¨berein.
U1 U2
s1,1 2 2
s1,τ 2 −1
Daraus ergibt sich die Speziestafel fu¨r A(kG,Triv)
M1 U1 U2
s˜1,1 = s1,1 1 2 2
s˜1,τ = s1,τ 1 2 −1
s˜P,1 = sP,1 ◦ res
G
NG(P )
1 0 0
Da A(kG) keinen weiteren unzerlegbaren Modul besitzt, ist dies auch die Speziestafel
fu¨r A(kG) .
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Beispiel 3.17. Es sei G = A5 und p = 5 . Dann ist NG(P ) = D10. Die Spe-
zies und Idempotente von A(kNG(P ),Triv) wurden im Beispiel 3.8 berechnet. Die
Speziestafel von A(kG,Triv, 1) stimmt mit der Charaktertafel der projektiven Brau-
ercharaktere u¨berein (siehe Beispiel 2.27). Sie hat demnach folgende Gestalt:
U1 U2 U3
s1,1 5 10 5
s1,τ 1 −2 1
s1,ρ 2 1 −1
Mit Hilfe der Tabellen aus Beispiel 2.27 bekommt man die Speziestafel fu¨rA(kG,Triv) :
M1,1 Mα,1 U1 U2 U3
s˜1,1 1 6 5 10 5
s˜1,τ 1 −2 1 −2 1
s˜1,ρ 1 0 2 1 −1
s˜P,1 = sP,1 ◦ res
G
NG(P )
1 1 0 0 0
s˜P,τ = sP,τ ◦ res
G
NG(P )
1 −1 0 0 0
3.3 Die Spezies und Idempotente von A(kP )
Wie im Kapitel 2 werden die Vertreter der j-dimensionalen kD-Moduln, wobei D ≤
P ist, mit Tj bezeichnet. Da a(kD) isomorph zu inf
P
P/Q a(P/Q) mit D
∼= P/Q ist
und infPP/Q a(P/Q) ein Teilring von a(kP ) ist, kann a(kD) als Teilring von a(kP )
aufgefaßt werden. Entsprechend wird A(kD) als Unteralgebra von A(kP ) angesehen.
Die Abbildung
〈. , .〉 : A(kP )×A(kP ) −→ C , (M,N) 7−→ dimk HomkP (M,N)
ist eine symmetrische, nicht ausgeartete Bilinearform. Da HomkP (M1⊗kM2,M3) ∼=
HomkP (M1,M2 ⊗k M3) fu¨r kP -Moduln M1, M2 und M3 ist, gilt 〈xy, z〉 = 〈x, yz〉
fu¨r x, y, z ∈ A(kP ) . Also ist A(kP ) eine symmetrische C-Algebra. Im Beweis von
Lemma 2.2 wird gezeigt, daß 〈Ti, Tj〉 = min{i, j} fu¨r 1 ≤ i, j ≤ p
d ist. Die Dualba-
sis zur C-Basis {T1, . . . , Tpd} bzgl. dieser Bilinearform erha¨lt man, indem man die
Matrix B := (min{i, j})i,j invertiert. Die Eintra¨ge der i-ten Spalte (oder Zeile) von
B−1 bilden das zu Ti duale Element Tˆi ∈ A(kP ). Beispielsweise fu¨r p = 7 und d = 1
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ist
B−1 =


2 −1 0 0 0 0 0
−1 2 −1 0 0 0 0
0 −1 2 −1 0 0 0
0 0 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 1


.
Der allgemeine Fall unterscheidet sich von diesem Beispiel nur durch die Gro¨ße der
Matrix. Die dualen Basiselemente sind also
Tˆi = 2Ti − Ti−1 − Ti+1 , Tˆpd = Tpd − Tpd−1 , 1 ≤ i < p
d .
Umgekehrt ist Tj =
∑pd
i=1〈Ti, Tj〉 Tˆi =
∑pd
i=1min{i, j} Tˆi . Ein wichtiges Element ist
z :=
pd∑
i=1
Tˆi · Ti ∈ a(kP ) .
Fu¨r s ∈ Sp(A(kP )) sei ηs = s(z) . Die oben eingefu¨hrte Bilinearform existiert auch
fu¨r den Greenring einer beliebigen endlichen Gruppe. Siehe dazu [BP] oder [CR],
Kap 81D. Auch die Gleichung (3.4) des folgenden Satzes la¨ßt sich verallgemeinern
(siehe [BP], 9.).
Satz 3.18. Es wird angenommen, daß s(a(kP )) ⊂ R fu¨r alle s ∈ Sp(A(kP )) ist.
(i) Es ist ηs > 0 fu¨r alle s ∈ Sp(A(kP )) .
(ii) Die primitiven Idempotente von A(kP ) sind
es :=
1
ηs
pd∑
i=1
s(Tˆi)Ti , s ∈ Sp(A(kP )) .
(iii) Es gilt
pd∑
i=1
s(Tˆi) t(Ti) =
{
ηs falls s = t
0 sonst
, s, t ∈ Sp(A(kP )) ,
und ∑
s∈Sp(A(kP ))
s(x) s(y)
ηs
= 〈x, y〉 , x, y ∈ A(kP ) . (3.4)
(iv) Es sei A die Speziestafel von A(kP ) , also A = (s(Tj))s,j ∈ Mat(p
d,R) mit
s ∈ Sp(A(kP )) und 1 ≤ j ≤ pd . Dann ist (detA)2 =
∏
s∈Sp(A(kP )) ηs .
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Beweis. Es ist
z = (Tpd − Tpd−1)Tpd +
pd−2∑
i=1
(2 Ti − Ti−1 − Ti+1)Ti = 1 +
pd∑
i=2
(Ti − Ti−1)
2 . (3.5)
Da Spezies reellwertig auf a(kP ) sind, ist s(z) > 0 fu¨r alle s ∈ Sp(A(kP )) .
Es sei s ∈ Sp(A(kP )) und es ∈ A(kP ) wie oben definiert. Dann ist s(es) = 1
und 〈es, Tˆj〉 =
s(Tˆj)
ηs
fu¨r 1 ≤ j ≤ pd . Folglich ist 〈es, x〉 =
s(x)
ηs
fu¨r alle x ∈ A(kP ) .
Deshalb ist 〈es
2, x〉 = 〈es, es x〉 =
s(es) s(x)
ηs
= s(x)
ηs
. Also ist es
2 = es . Es bleibt zu
zeigen, daß s(et) = δs,t fu¨r alle s, t ∈ Sp(A(kP )) gilt. Wa¨hle dazu s, t ∈ Sp(A(kP ))
mit s 6= t . Dann ist es 6= et , da sonst ηs = 〈es, 1〉
−1 = 〈et, 1〉
−1 = ηt und s(x) =
〈es, ηsx〉 = 〈et, ηtx〉 = t(x) fu¨r alle x ∈ A(kP ) gilt. Angenommen, es ist s(et) = 1.
Dann ist t(es) = ηt 〈et, es〉 = ηt 〈es, et〉 =
ηt
ηs
6= 0 , also t(es) = 1 . Somit gilt
〈es − et, x〉 = 〈e
2
s − e
2
t , x〉 = 〈es + et, (es − et)x〉
= 〈es, (es − et)x〉+ 〈et, (es − et)x〉 =
s(es − et) s(x)
ηs
+
t(es − et) t(x)
ηt
= 0
fu¨r alle x ∈ A(kP ) . Daraus folgt es = et, was im Widerspruch zum eben Gezeigten
steht. Also ist s(et) = 0 .
Die erste Behauptung von (iii) folgt unmittelbar aus (ii) . Es sei A wie in Teil (iv)
definiert, B := (〈Ti, Tj〉)1≤i,j≤pd ∈ Mat(p
d,C) und D := (diag(ηs))s∈Sp(A(kP )) ∈
Mat(pd,C) . Dann ist die erste Behauptung von (iii) gleichbedeutend mit AB−1AT =
D. Folglich ist B = ATD−1A . Also ist
∑
s∈Sp(A(kP ))
s(Ti) s(Tj)
ηs
= 〈Ti, Tj〉 , woraus die
zweite Behauptung von (iii) folgt. Da detB = 1 ist, ist (detA)2 = detD, also gilt
auch (iv).
Nun werden die Spezies von A(kP1) bestimmt. Es wird sich herausstellen, daß
die Spezies von A(kP ) sich aus denen von A(kP1) zusammensetzen. Ist p = 2, so ist
T1 T2
s1 1 2
s2 1 0
die Speziestafel von A(kP1) und
e1 =
1
2
T2 , e2 = 1−
1
2
T2
sind die primitiven Idempotente von A(kP1) . Nun sei p > 2 . Satz 2.9, (i), mit q = 1
besagt, daß
T2 · Tj = Tj−1 + Tj+1 , T2 · Tp = 2Tp , 1 ≤ j < p (3.6)
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ist. Der Ring A(kP1) wird also von T2 erzeugt. Eine Spezies s von A(kP1) ist somit
durch die komplexe Zahl s(T2) eindeutig bestimmt.
Es wird der C-Vektorraumendomorphismus
φ : A(kP1) −→ A(kP1) , x 7−→ T2 · x
und das Minimalpolynom f ∈ C[X] von φ bzw. T2 betrachtet (siehe Seite 21). Da
es genau p Spezies von A(kP1) gibt, die Bilder von T2 paarweise verschieden sind
und grad f ≤ p ist, ist
f(X) =
∑
s∈Sp(A(kP1))
(X − s(T2)) .
Um die Spezies zu bekommen, mu¨ssen demnach die Eigenwerte von φ bestimmt wer-
den. Die Abbildungsmatrix von φ bzgl. der Standardbasis {T1, . . . , Tp} von A(kP )
beispielsweise fu¨r p = 7 ist 

0 1 0 0 0 0 0
1 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 1 0 0
0 0 0 0 0 1 2


.
Die Eigenwerte von φ sind 2 und ±(ζ + ζ−1), wobei ζ die primitiven p-ten Einheits-
wurzeln von C durchla¨uft. Also ist
f(X) = (X − 2) ·minpolQ(ζ + ζ
−1) ·minpolQ(−(ζ + ζ
−1)) ∈ Z[X] .
Etwas kompakter formuliert, bestehen die Eigenwerte von φ aus den Elementen
γ + γ−1, wobei γ ∈ C eine 2p-te Einheitswurzel ungleich −1 ist. Die zugeho¨rigen
Spezies werden manchmal mit γ indiziert. Es ist also sγ(T2) = γ+γ
−1 . Weiterhin ist
sγ = sγ′ genau dann, wenn γ
′ = γ±1 ist. Die Werte s(Ti) fu¨r i ≥ 3 werden rekursiv
aus (3.6) gewonnen. So erha¨lt man
sγ(Tj) = γ
−j+1 + γ−j+3 + · · ·+ γj−1 , γ ∈ U2p\{−1} , 1 ≤ j ≤ p ,
wobei mit Un fu¨r n ∈ N\{0} die Gruppe der n-ten Einheitswurzeln von C bezeichnet
wird. Also ist
sγ(Tj) =
{
γj−γ−j
γ−γ−1
falls γ ∈ U2p\{±1}
j falls γ = 1
, 1 ≤ j ≤ p .
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Diese Formel zeigt, daß sγ(Tp) = 0 fu¨r γ 6= 1 ist. Die Zahl sγ(Tj) liegt im Ring der
ganzen Zahlen OL des Ko¨rpers L := Q(ζ + ζ−1) . Der Ko¨rper L ist der gro¨ßte reelle
Teilko¨rper von Q(ζ) . Bekanntlich ist OL = Z[ζ + ζ−1] (siehe etwa [Mar], Seite 48).
Fu¨r p ≤ 3 ist L = Q . Ist p ≥ 3, γ 6= 1 und 1 ≤ j < p, so ist sγ(Tj) γj−1 =
γ2j−1
γ2−1
=
τ(γ2−1)
γ2−1
fu¨r τ ∈ G(Q(ζ)/Q) mit τ(ζ) = ζj . Nach Hilberts Satz 90 ist dann sγ(Tj)
eine Einheit in OL . Die Formel fu¨r die Spezies ist auch im Fall p = 2 richtig. Dann
ist γ ∈ {±i, 1} und γ + γ−1 ∈ {0, 2} . Es gilt also
Satz 3.19. Es sei ζ ∈ C eine primitive p-te Einheitswurzel. Die Spezies von A(kP1) =
C[T2] sind
sγ : A(kP1) −→ C , T2 7−→ γ + γ−1 , γ ∈ U2p\{−1} .
Es gilt sγ = sγ′ genau dann, wenn γ
′ = γ±1 ist. Die Spezies sγ hat Vertex P1 genau
dann, wenn γ 6= 1 ist.
Beispiel 3.20. Die Speziestafel von A(kP1) fu¨r p = 3 ist
T1 T2 T3
s1 1 2 3
sζ 1 −1 0
s(−ζ) 1 1 0
Die primitiven Idempotente sind
e1 =
1
3
T3 , eζ =
1
6
(3 T1 − 3 T2 + T3) , e(−ζ) =
1
2
(T1 + T2 − T3) .
Korollar 3.21. Es gilt a(kP1) = Z[T2] =
⊕p−1
i=0 ZT2
i .
Beweis. Die Aussage ist offensichtlich richtig fu¨r p = 2 . Deshalb sei nun p > 2 . Da
das Minimalpolynom f von T2 aus Z[X] ist und grad f = p gilt, ist B := {T2i | 0 ≤
i < p} eine Z-Basis von Z[T2] ⊂ a(kP1) . Also gilt Z[T2] =
⊕p−1
i=0 ZT2
i . Nach (3.6)
ist Tj , 1 ≤ j ≤ p , eine Z-Linearkombination von Elementen aus Z[T2] . Somit ist
a(kP ) = Z[T2] .
Da die Spezies vonA(kP ) reellwertig sind, sind die Voraussetzungen von Satz 3.18
erfu¨llt. Dort werden die primitiven Idempotente von A(kP1) mit Hilfe der Spezies
und der Dualbasis berechnet. Das na¨chste Korollar liefert diese Idempotente in einer
anderen Form.
Korollar 3.22. Es sei f ∈ Z[X] das Minimalpolynom von T2 , L wie oben definiert
und A die Speziestafel von A(kP1) .
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(i) Zu s ∈ Sp(A(kP1)) sei gs(X) ∈ OL[X] gegeben durch die Gleichung
f(X) = (X − s(T2)) gs(X) .
Dann ist
es =
gs(T2)
f ′(s(T2))
,
wobei f ′ die formale Ableitung von f nach X ist.
(ii) Es gilt f
′(s(T2))
ηs
∈ O∗L und (detA)
2 = ±
∏
s∈Sp(A(kP1))
f ′(s(T2)) = (2p)
p−1 .
(iii) Es sei p 6= 2 und NL/Q : L −→ Q , x 7−→
∏
σ∈G(L/Q) σ(x) die Normabbildung.
Dann gilt
|NL/Q(ηsγ)| =


p
p−1
2 falls γ = 1
(2p)
p−1
2 falls γ ∈ Up\{1}
2
p−1
2 p
p−3
2 sonst
.
Beweis. Da f keine mehrfachen Nullstellen hat, ist f ′(s(T2)) 6= 0 . Es sei t ∈
Sp
(
A(kP )
)
. Dann ist
t(gs(T2)) = gs(t(T2)) =
{
f ′(t(T2)) falls s = t
0 falls s 6= t
.
Damit ist (i) bewiesen. Es sei C die U¨bergangsmatrix von der Standardbasis von
a(kP1) zur Basis {T2
i | 0 ≤ i < p} . Dann ist | detC| = 1 und A′ := AC = (s(T j2 ))s,j
mit s ∈ Sp(A(kP1)) und 0 ≤ j < p . Die Matrix A
′ ist eine Vandermondesche Matrix.
Ihre Determinante ist ±
∏
i<j(si(T2) − sj(T2)), wobei die Spezies von A(kP1) mit
Indizes von 1 bis p versehen sind. Also ist
(detA)2 = (detA′)2 =
∏
i<j
(si(T2)− sj(T2))
2 = ±
p∏
s=1
f ′(si(T2)) .
Die andere Gleichheit von (ii) wird am Ende des Beweises gezeigt. Da 〈es, 1〉 =
1
ηs
und gs(X) ∈ OL[X] ist, ist
f ′(s(T2))
ηs
= 〈es, f
′(s(T2))〉 = 〈gs(T2), 1〉 ∈ OL .
Da ±
∏
s f
′(s(T2)) = (detA)
2 =
∏
s ηs gilt (Satz 3.18, (iv)), ist
f ′(s(T2))
ηs
eine Einheit
in OL .
Beispiel 3.20 zeigt, daß die Aussage (iii) fu¨r p = 3 richtig ist. Deswegen sei p > 3 .
Ferner sei ζ eine primitive p-te Einheitswurzel, α = ζ+ζ−1 , h1 = minpolQ(α) ∈ Z[X]
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und h2 = minpolQ(−α) ∈ Z[X] . Außerdem sei s1 ∈ Sp(A(kP1)) mit s1(T ) = dimk T
fu¨r T ∈ A(kP1) . Dann ist f(X) = (X − 2) h1(X) h2(X) . Wegen (3.5) ist ηs1 =
s1(z) = p . Nach (ii) ist f
′(2) = f ′(s1(T2)) = ±ηs1 = ±p . Da f
′(2) = h1(2) h2(2) ist,
ist h1(2) = ±p und h2(2) = ±1 oder aber h1(2) = ±1 und h2(2) = ±p .
Es sei p ein Primideal von OL mit p ∈ p . Dann ist α ≡ 2 (mod p) . Also ist p
ein Teiler von NL/Q(2− α) . Da NL/Q(2− α) = h1(2) und NL/Q(2 + α) = h2(2) ist,
gilt NL/Q(2− α) = ±p und NL/Q(2 + α) = ±1 .
Es sei τ ∈ G(L/Q) mit τ(α) = ζ2 + ζ−2 und es sei σ ∈ G(L/Q) mit σ 6= 1 .
So ist α2 = τ(α) + 2 . Da G(L/Q) abelsch ist, ist α + σ(α) = α
2−σ(α2)
α−σ(α)
= τ(α−σ(α))
α−σ(α)
.
Also ist NL/Q(α + σ(α)) = 1 . Da α eine Einheit ist, ist NL/Q(α) = 1 . Somit ist
NL/Q(2α) = NL/Q(2)NL/Q(α) = 2
[L:Q] . Wegen h2(α) =
∏
σ∈G(L/Q)(α + σ(α)) gilt
dann
NL/Q(h2(α)) =
∏
σ∈G(L/Q)
NL/Q(α+ σ(α)) = NL/Q(2α)
∏
σ 6=1
NL/Q(α+ σ(α)) = 2
[L:Q] .
Es sei dL die Ko¨rperdiskriminante von L . Da h1 das Minimalpolynom des Erzeu-
gers α von OL ist, ist dL = |NL/Q(h1
′(α))| . Nach [Mar], Seite 48, ist dL = p
p−3
2 . Also
ist NL/Q(h1
′(α)) = p
p−3
2 .
Es gilt f ′(α) = (α − 2) h1
′(α) h2(α) und f
′(−α) = −(α + 2) h1(−α) h2
′(−α) .
Somit ist
NL/Q(f
′(α)) = NL/Q(α− 2)NL/Q(h1
′(α))NL/Q(h2(α))
= ±p · p
p−3
2 · 2
p−1
2 = ±(2p)
p−1
2 .
DaNL/Q(h1(−α)) = NL/Q(h2(α)) und NL/Q(h2
′(−α)) = NL/Q(h1
′(α)) gilt, bekommt
man NL/Q(f
′(−α)) = ±2
p−1
2 p
p−3
2 .
Fu¨r γ ∈ Up\{1} ist NL/Q(ηsγ) = NL/Q(f
′(γ + γ−1)) = NL/Q(f
′(α)) und fu¨r
γ ∈ U2p\Up ist NL/Q(ηsγ ) = NL/Q(f
′(γ+ γ−1)) = NL/Q(f
′(−α)) . Also gilt (iii). Zum
Schluß wird mit (iii) die zweite Gleichheit von (ii) gezeigt. Es ist
(detA)2 = ±
p∏
s=1
f ′(si(T2)) = ±f
′(2)
∏
σ∈G(L/Q)
f ′(σ(α))f ′(σ(−α))
= ±f ′(2)NL/Q(f
′(α))NL/Q(f
′(−α)) .
Man setzt die oben berechneten Faktoren ein und erha¨lt das gewu¨nschte Ergebnis.
Mit den Elementen ηs bescha¨ftigte sich auch P. J. Webb. In seiner Vero¨ffentli-
chung [Web] werden sie explizit angegeben ([Web], Thrm 4.4). Nach [Web], Lem-
ma 4.5, sind ηs algebraisch ganze Zahlen, welche 2p teilen. Dies folgt auch aus Ko-
rollar 3.22, (iii). Zwischenergebnisse des Beweises von (iii) werden spa¨ter verwendet
und deshalb hier festgehalten:
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Bemerkung 3.23. Es sei p > 3 , ζ eine primitive p-te Einheitswurzel, α = ζ + ζ−1
und σ ∈ G(L/Q) mit σ 6= 1 . Dann ist
|NL/Q(2− α)| = p , |NL/Q(2 + α)| = 1 , |NL/Q(α+ σ(α))| = 1 .
Als na¨chstes wird der Ring a(kPd) bzw. A(kPd) untersucht. Dabei wird induk-
tiv von A(kPd−1) auf A(kPd) geschlossen. Im folgenden sei q = p
d−1 . Ferner seien
t1, . . . , tq die Spezies von A(kPd−1) und s1, . . . , sp die Spezies von A(kP1) . Weiterhin
sei
w := (Tq+1 − Tq−1)(Tq − Tq−1) = 1− T2q−1 + T2q ∈ a(kP ) . (3.7)
Aus Satz 2.9 lassen sich folgende Formeln ableiten:
T(m+1)q = (Tq+1 − q + 1)Tmq − T(m−1)q
T(m+1)q+1 = Tmq+1(Tq+1 − Tq−1)− T(m−1)q+1
Tmq+j = Tmq+1 · Tj − (j − 1)Tmq
(3.8)
Dabei ist 1 ≤ j ≤ q und 1 ≤ m ≤ p − 1 . Bei der zweiten Formel muß zusa¨tzlich
m 6= p− 1 und q 6= 1 gelten.
Lemma 3.24. Es sei w wie in (3.7) definiert und wa := (Tpa+1 − Tpa−1)(Tpa −
Tpa−1) ∈ a(kPa) mit 0 ≤ a ≤ d− 1 . Dann ist
a(kP ) = a(kPd−1)[Tq+1] = Z[T2, Tp+1, Tp2+1, . . . , Tpd−1+1]
sowie
a(kP ) = a(kPd−1)[w] = Z[w0, w1, . . . , wd−1] .
Beweis. Wegen (3.8) ist T(m+1)q ∈ a(kPd−1)[Tq+1] fu¨r alle 1 ≤ m < p . Dann ist
auch T(m+1)q+1 ∈ a(kPd−1)[Tq+1] fu¨r alle 1 ≤ m < p − 1 . Schließlich ist Tmq+j ∈
a(kPd−1)[Tq+1] fu¨r alle 1 ≤ m < p und 1 ≤ j ≤ q . Also gilt a(kP ) = a(kPd−1)[Tq+1] .
Aus diesem Ergebnis und Korollar 3.22 folgt induktiv die na¨chste Gleichheit. Da
a(kP ) = a(kPd−1)[Tq+1] und Tq+1 = w (Tq − Tq−1) + Tq−1 ∈ a(kPd−1)[w] ist, ist
a(kP ) = a(kPd−1)[w] . Die andere Gleichheit ergibt sich ebenfalls induktiv.
Lemma 3.25. Es sei x ∈ a(kPd−1) und y ∈ Z[w] ⊂ a(kP ) . Dann ist
〈x, y〉 = 〈x, 1〉 · 〈1, y〉 .
Beweis. Es wird gezeigt, daß 〈Tj , y〉 = 〈1, y〉 fu¨r alle j ∈ {1, . . . , q} und y ∈ Z[w] ist.
IstM ein kPd−1-Modul und istm die Anzahl der unzerlegbaren direkten Summanden
von M , so ist dann 〈M, y〉 = m 〈1, y〉 = 〈M, 1〉〈1, y〉 . Da x ∈ a(kPd−1) sich in der
Form x = M − N mit kPd−1-Moduln M und N schreiben la¨ßt (Bem. 1.11) und
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{T1, . . . , Tq} eine Basis des Z-Moduls a(kPd−1) ist, gilt dann die Behauptung auch
fu¨r beliebige Elemente aus a(kPd−1) .
Satz 2.9 und Korollar 2.10 liefern die Formeln
Tq+1 · Tmq+1 = T(m−1)q+1 + T(m+1)q−1 + T(m+1)q+1 + (q − 2)Tmq
Tq+1 · T(p−1)q+1 = T(p−2)q+1 + 2Tpd + (q − 2)T(p−1)q
Tq+1 · Tmq−1 = T(m−1)q−1 + T(m−1)q+1 + T(m+1)q−1 + (q − 2)Tmq
Tq−1 · Tmq+1 = T(m+1)q−1 + (q − 2)Tmq
Tq−1 · Tmq−1 = T(m−1)q+1 + (q − 2)Tmq
In den Formeln ist 1 ≤ m ≤ p− 1 . Bei der ersten Formel ist außerdem m 6= p− 1,
bei der dritten ist m 6= 1 . Nach Lemma 2.5 und Lemma 2.6, (iii), gilt
Tq+1 · Tpd = (q + 1)Tpd Tq+1 · Tpd−1 = T(p−1)q−1 + q Tpd
Tq−1 · Tpd = (q − 1)Tpd Tq−1 · Tpd−1 = T(p−1)q+1 + (q − 2)Tpd
Es sei am := Tmq+1−Tmq−1 mit 1 ≤ m ≤ p− 1 . Ist p 6= 2 und 2 ≤ m ≤ p− 1 , so ist
a1
2 = 2 + a2 a1 · ap−1 = ap−2 + 2(Tpd − Tpd−1)
a1 · am = am−1 + am+1 a1 · (Tpd − Tpd−1) = ap−1
Ist p = 2 , dann ist
a1
2 = 2 + Tpd − Tpd−1 , a1 · (Tpd − Tpd−1) = a1 .
Per Induktion nach n ∈ N\{0} zeigt man, daß fu¨r alle p
a1
n =
{
r1 a1 + r3 a3 + · · ·+ rp−2 ap−2 + r
′(Tpd − Tpd−1) falls n ungerade
r0 + r2 a2 + · · ·+ rp−1 ap−1 + r
′(Tpd − Tpd−1) falls n gerade
mit ri, r
′ ∈ Z gilt.
Es sei j ∈ {1, . . . , q} . Dann ist 〈am, Tj〉 = 0 fu¨r m ≥ 2 und 〈Tpd−Tpd−1, Tj〉 = 0 .
Fu¨r x ∈ a(kPd−1) ist folglich 〈am, x〉 = 0 fu¨r m ≥ 2 und 〈Tpd − Tpd−1, x〉 = 0 .
Deshalb ist
〈a1
n, x〉 =
{
r1 〈a1, x〉 falls n ungerade
r0 〈1, x〉 falls n gerade
.
Außerdem ist 〈w, Tj〉 = 1 . Da (Tq − Tq−1)
2 = 1 ist, ist wn = a1
n fu¨r gerades n und
wn = a1
n (Tq − Tq−1) fu¨r ungerades n . Ist n ungerade, so ist
〈wn, Tj〉 = 〈a1
n, (Tq − Tq−1)Tj〉 = r1 〈a1, (Tq − Tq−1)Tj〉 = r1 〈w, Tj〉 = r1 .
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Ist n gerade, so ist
〈wn, Tj〉 = 〈a1
n, Tj〉 = r0 〈1, Tj〉 = r0 .
In beiden Fa¨llen ist also 〈wn, Tj〉 = 〈w
n, T1〉 = 〈w
n, 1〉 . Da der Z-Modul Z[w] von
den wn erzeugt wird, gilt 〈y, Tj〉 = 〈y, 1〉 fu¨r alle y ∈ Z[w] .
Satz 3.26. Die Abbildung
ϕ : a(kPd−1)⊗Z a(kP1) −→ a(kP ) , Tj ⊗ 1 7−→ Tj , 1⊗ T2 7−→ w , 1 ≤ j ≤ q ,
ist ein Ringisomorphismus. Es gilt also
a(kP ) = a(kPd−1)[w] ∼= a(kPd−1)⊗Z Z[w] ∼= a(kPd−1)⊗Z a(kP1) .
Beweis. Es ist zu zeigen, daß Z[w] −→ a(kP1), w 7−→ T2 ein Isomorphismus ist.
Dann ist a(kPd−1)⊗Z a(kP1) isomorph zu a(kPd−1)⊗Z Z[w] . Ferner stimmt der Z-
Rang von a(kPd−1) ⊗Z Z[w] mit dem von a(kPd−1)[w] u¨berein. Diese beiden Ringe
sind also isomorph. Da a(kPd−1)[w] = a(kP ) gilt (Lemma 3.24), ist schließlich ϕ ein
Isomorphismus.
Da resPP1 w = T2 ist, ist
ψ : Z[w] −→ a(kP1) , x 7−→ resPP1 x
ein surjektiver Ringhomomorphismus. Also ist der Grad des Minimalpolynoms von
w gro¨ßer oder gleich p . Es wird gezeigt, daß w eine Nullstelle des Minimalpoly-
noms f von T2 ist. Dann ist f auch auch das Minimalpolynom von w, d.h. ψ ist ein
Isomorphismus.
Es sei x ∈ a(kP ) . Da a(kP ) = a(kPd−1)[w] ist, ist {Tj w
n | 1 ≤ j ≤ q, 0 ≤ n < p}
eine Z-Basis von a(kP ) . Es kann also ohne Einschra¨nkung x = ab mit a ∈ a(kPd−1)
und b ∈ Z[w] angenommen werden. Mit Lemma 3.25 und Bemerkung 1.1, (iv), erha¨lt
man
〈1, f(w) b〉 = 〈Tq, 1〉〈1, f(w) b〉 = 〈Tq, f(w) b〉 = 〈ind
P
P1 T1, f(w) b〉
= 〈1, resPP1(f(w) b)〉 = 〈1, f(T2) res
P
P1
b〉 = 0
und
〈f(w), x〉 = 〈a, f(w) b〉 = 〈a, 1〉〈1, f(w) b〉 = 0 .
Da x beliebig gewa¨hlt war, ist f(w) = 0 .
Aus Satz 3.26 folgt
A(kP ) = A(kPd−1)⊗C C[w] , A(kP1) ∼= C[w] .
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Dieses Ergebnis la¨ßt sich auch aus [Gr62] ableiten. Die Tensorproduktformeln, die
dort berechnet wurden, implizieren A(kP ) = A(kPd−1)[Tq+1−Tq−1] ([Gr62], Thrm. 3).
Da fu¨r z = Tq − Tq−1 ∈ A(kPd−1) die Gleichungen w = (Tq+1 − Tq−1)z und
Tq+1 − Tq−1 = wz gelten, ist dann A(kP ) = A(kPd−1)[w] . Aus den Spezieswer-
ten von Tq+1−Tq−1 und z , welche in [Gr62], (2.10), berechnet wurden, folgt, daß die
Spezieswerte von w mit denen von T2 u¨bereinstimmen. Somit ist w eine Nullstelle
des Minimalpolynoms von T2 . Da res : C[w] −→ C[T2] ein Epimorphismus ist, gilt
A(kP1) = C[T2] ∼= C[w] und A(kP ) ∼= A(kPd−1)⊗C A(kP1) .
Lemma 3.27. Es sei D ≤ P und ID = A(kP,D) .
(i) Es gilt
ID = A(kP ) eD = ind
P
D A(kD) =
|D|⊕
m=1
CT(P :D)m
mit eD =
1
(P :D)
T(P :D) . Die Spezies von ID sind
u ◦ resPD : ID −→ C , T(P :D)m 7−→ (P : D) u(Tm) , u ∈ Sp(A(kD)) .
Es ist u ◦ resPD = u
′ ◦ resPD genau dann, wenn u = u
′ ist.
(ii) Es sei s ∈ Sp(A(kP )) . Folgende Aussagen sind a¨quivalent:
(1) Die Spezies s hat Vertex D .
(2) Es ist s | ID 6= 0 und s | IQ = 0 fu¨r alle Q < D .
(3) Es gilt s = u ◦ resPD mit u ∈ Sp(A(kD), D) .
(4) Es gilt s(T(P :D)) = (P : D) und s(T(P :Q)) = 0 fu¨r alle Q < D .
Beweis. Die erste Aussage von (i) ist eine Folgerung aus Lemma 2.5 und Korol-
lar 3.11. Die zweite Aussage von (i) folgt aus (1.2) und Lemma 2.4. Teil (ii) folgt
unmittelbar aus Teil (i) bzw. Korollar 3.13.
Im na¨chsten Lemma werden die Spezies und Idempotente von A(kD) mit Ver-
tex D explizit angegeben. Variiert man D , so bekommt man alle Spezies und Idem-
potente von A(kP ) (Satz 3.29).
Lemma 3.28. Es sei 1 ≤ D′ < D ≤ P mit (D : D′) = p, q = |D′| und w =
1− 2 T2q−1 + T2q ∈ A(kD) .
(i) Die Spezies von A(kD) sind
ut,γ : A(kD) −→ C , ut,γ|A(kD′) = t , ut,γ(w) = γ + γ−1
mit t ∈ Sp
(
A(kD′)
)
und γ ∈ U2p\{−1} . Die Spezies ut,γ hat genau dann
Vertex D , wenn t Vertex D′ hat.
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(ii) Es sei u := ut,γ eine Spezies von A(kD) mit Vertex D und β := γ + γ
−1 . So
ist
u(Tq+1) = (1− β) t(Tq−1)
u(Tmq+1) = −β t(Tq−1) u(T(m−1)q+1)− u(T(m−2)q+1) , 2 ≤ m ≤ p− 1
u(Tmq+j) = u(Tmq+1) t(Tj) , 1 ≤ m ≤ p− 1 , 1 ≤ j ≤ q
Insbesondere gilt fu¨r p = 2
u(Tq+j) =
{
t(Tj) falls β = 0
−t(Tj) falls β = 2
.
(iii) Es seien {et} und {fγ} die primitiven Idempotente von A(kD
′) bzw. C[w] . Die
primitiven Idempotente von A(kD) sind
eu := et,γ := et · fγ =
1
ηu
|D|∑
i=1
u(Tˆi)Ti , u := ut,γ ∈ Sp
(
A(kD)
)
.
Außerdem ist ηu = ηt · ηγ .
(iv) Es sei p 6= 2 und u eine Spezies von A(kD) mit Vertex D ,
xu :=
∑
i∈{1,...,|D|},p-i
u(Ti)Ti =
|D|∑
i=1
u(Ti)Ti =
p−1∑
m=0
u(Tmq+1)
q−1∑
j=0
t(Tj)Tmq+j
und
yu :=
( q∑
m=1
(u(Tmp−1) + u(Tmp+1))Tmp
)
+ u(Tpq−1)Tpq ∈ A(kD,D
′) .
Dann ist
eu =
1
ηu
((2− u(T2))xu − yu) .
Beweis. Da A(kD) = A(kD′)⊗C C[w] und C[w] ∼= A(kP1) ist, sind ut,γ die Spezies
und et · fγ die primitiven Idempotente von A(kD) . Die Spezies u := ut,γ hat genau
dann Vertex D , wenn u(Tp) = 0 ist. Genau dann ist t(Tp) = 0 . Genau dann hat t
Vertex D′ .
Es gelten die Voraussetzungen von Teil (ii). Da Tq+1 = (1 − w)Tq−1 + w Tq
und u(Tq) = 0 ist, ist u(Tq+1) = (1 − β) t(Tq−1) . Aus den Formeln (3.8) folgen die
Spezieswerte fu¨r Tmq+1 und Tmq+j .
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Teil (i) zeigt, daß die Spezieswerte von Ti, 1 ≤ i ≤ p
d, im Ring OL liegen
(siehe Seite 62). Damit sind die Voraussetzungen von Satz 3.18 zur Berechnung der
Idempotenten erfu¨llt. Wegen Satz 3.18 ist eu =
1
ηu
∑|D|
i=1 u(Tˆi)Ti . Nach Lemma 3.25
ist 1
ηu
= 〈eu, 1〉 = 〈et, fγ〉 = 〈et, 1〉〈1, fγ〉 =
1
ηtηγ
, also ηu = ηtηγ .
Es sei p 6= 2 und 1 ≤ i ≤ q−1 . Gilt p - i , so ist Tˆi = 2Ti−Ti−1−Ti+1 = (2−T2)Ti .
Wird i von p geteilt, so ist u(Ti) = 0 und u(Tˆi) = u(2 Ti−Ti−1−Ti+1) = −(u(Ti−1+
Ti+1)) . Außerdem ist u(Tˆpq) = u(Tpq − Tpq−1) = −u(Tpq−1) . Damit und mit Teil (ii)
wird (iv) bewiesen.
Satz 3.29. Es gelten die Bezeichnungen von Lemma 3.28 Die Spezies von A(kP )
sind
sD,u := sD,t,γ = ut,γ ◦ res
P
D , D ≤ P , u := ut,γ ∈ Sp(A(kD), D) .
Die primitiven Idempotente von A(kP ) sind
eD,u :=
1
(P :D)
indPD eu , D ≤ P , u ∈ Sp(A(kD), D) .
Beweis. Die Aussage u¨ber die Spezies folgt aus Lemma 3.27 und Lemma 3.28. Es
seien D,D′ Untergruppen von P , u ∈ Sp(A(kD), D) und u′ ∈ Sp(A(kD′), D′) . Da
indPD Tj = T(P :D)j relativ D-projektiv fu¨r alle 1 ≤ j ≤ |D| ist, ist sD′,u′(eD,u) = 0,
falls D′ > D ist. Es sei D′ ≤ D . Da resPD ind
P
D Tj = (P : D)Tj ist, gilt
resPD′ eD,u = (res
D
D′ ◦ res
P
D)(eD,u) = res
D
D′ eu .
Ist D′ = D , so ist sD′,u′(eD,u) = u
′(resPD′ eD,u) = u
′(eu) = δuu′ . Ist D
′ < D , so ist
eu 6∈ A(kD,D
′) = indD
′
D A(kD
′, D′) . Nach Bemerkung 1.15 ist eu ∈ ker res
D
D′ . Dann
ist sD′,u′(eD,u) = u
′(resPD′ eu) = u
′(resDD′ eu) = u
′(0) = 0 . Damit ist sD′,u′(eD,u) =
δDD′ δuu′ gezeigt.
Wie man sieht, werden die Spezies von A(kP ) rekursiv aus den Spezies von
Unteralgebren A(kD) konstruiert. Zwei verschiedene Arten der Parametrisierung
wurden vorgestellt. Bei Satz 3.29 zeigt der erste Parameter den Vertex der Spezies an
und der zweite eine Spezies einer Unteralgebra mit diesem Vertex. Bei Lemma 3.28
sind es zwei Spezies von A(kPd−1) und A(kP1) aus denen sich die Spezies von A(kP )
zusammensetzt. Im weiteren Verlauf der Arbeit wird jeweils die Parametrisierung
gewa¨hlt, die gu¨nstiger ist.
Beispiel 3.30. Es sei P = C9 . Die Speziestafel fu¨r D := P1 = C3 ist
T1 T2 T3
t1 1 2 3
tζ 1 −1 0
t(−ζ) 1 1 0
3.3 Die Spezies und Idempotente von A(kP ) 71
Ferner ist:
Tj res
P
D Tj
T1 T1
T2 2 T1
T3 3 T1
T4 2 T1 + T2
T5 T1 + 2T2
T6 3 T2
T7 2 T2 + T3
T8 T2 + 2T3
T9 3 T3
Mit diesen beiden Tabellen werden die Spezies mit Vertex kleiner P berechnet. Die
Spezies s = sP,t,γ wird mit den folgenden Formeln berechnet:
s(T4) = (1− β) t(T2)
s(T5) = s(T4) t(T2)
s(T7) = −β t(T2) s(T4)− 1
s(T8) = s(T7) t(T2)
mit β = γ + γ−1 .
Daraus ergibt sich die Speziestafel fu¨r P :
T1 T2 T3 T4 T5 T6 T7 T8 T9
s1 1 2 3 4 5 6 7 8 9
sD,1,ζ = tζ ◦ res
P
D 1 2 3 1 −1 −3 −2 −1 0
sD,1,−ζ = t(−ζ) ◦ res
P
D 1 2 3 3 3 3 2 1 0
sP,tζ ,1 1 −1 0 1 −1 0 1 −1 0
sP,tζ ,ζ 1 −1 0 −2 2 0 1 −1 0
sP,tζ ,−ζ 1 −1 0 0 0 0 −1 1 0
sP,t(−ζ),1 1 1 0 −1 −1 0 1 1 0
sP,t(−ζ),ζ 1 1 0 2 2 0 1 1 0
sP,t(−ζ),−ζ 1 1 0 0 0 0 −1 −1 0
Im Beispiel 3.20 wurden die primitiven Idempotente von A(kD) angegeben. Nach
Satz 3.29 sind dann
e1 =
1
9
T9
eD,1,ζ =
1
18
(3 T3 − 3 T6 + T9)
eD,1,−ζ =
1
6
(T3 + T6 − T9)
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die primitiven Idempotente von A(kP,D) . Es gilt
eD = e1 + eD,1,ζ + eD,1,−ζ =
1
3
T3 .
Die primitiven Idempotente mit Vertex P bekommt man mit Lemma 3.28 oder durch
Invertieren der Speziestafel von A(kP ) .
eP,tζ ,1 =
1
18
(3 T1 − 3 T2 + 3T4 − 3 T5 + 3T7 − 3 T8 + T9)
eP,tζ ,ζ =
1
36
(3 T1 − 3 T2 + 3T3 − 6 T4 + 6T5 − 3 T6 + 3T7 − 3 T8 + T9)
eP,tζ ,−ζ =
1
12
(3 T1 − 3T2 + T3 + T6 − 3 T7 + 3T8 − T9)
eP,t(−ζ),1 =
1
6
(T1 + T2 − T4 − T5 + T7 + T8 − T9)
eP,t(−ζ),ζ =
1
12
(T1 + T2 − 3 T3 + 2T4 + 2T5 − 3 T6 + T7 + T8 − T9)
eP,t(−ζ),−ζ =
1
4
(T1 + T2 − T3 + T6 − T7 − T8 + T9)
Die primitiven Idempotente von A(kD) mit Vertex D sind
eζ = eP,tζ ,1 + eP,tζ ,ζ + eP,tζ ,−ζ =
1
6
(3 T1 − 3 T2 + T3)
e(−ζ) = eP,t(−ζ),1 + eP,t(−ζ),ζ + eP,t(−ζ),−ζ =
1
2
(T1 + T2 − T3)
3.4 Die Spezies und Idempotente
von A(kG) (Teil II)
Aus den Spezies von A(kP ) und den Spezies des Trivial-Source-Rings werden nun die
Spezies von A(kG) zusammengesetzt. Zuna¨chst werden die Spezies von A(k〈D, c〉)
mit Vertex D ≤ P explizit angegeben (Satz 3.31). Aus ihnen werden die Spezies
und Idempotente von A(kNG(D)) mit Vertex D berechnet (Korollar 3.32). Daraus
werden schließlich die Spezies und Idempotente von A(kG) abgeleitet (Satz 3.35).
Es sei 1 6= D ≤ P und τ ∈ NG(P ) mit NG(D)/CG(D) = 〈τCG(D)〉 (siehe
Lemma 2.17) . Die Funktion β wird folgendermaßen definiert:
β : NG(D)p′ −→ C , τ 7−→
√
α(τ) , c 7−→ 1 , c ∈ CG(D) .
Dabei wird die Quadratwurzel beliebig gewa¨hlt. Ist τ ∈ CG(D) , so sei β(τ) = 1 .
Die Funktion β ist wohldefiniert, aber kein Homomorphismus. Denn sonst wa¨re
β die Inflation eines Charakters von NG(D)/CG(D) der Ordnung 2e . Da α ein
Gruppenhomomorphismus ist, ist
β(g)n ∈ {β(gn),−β(gn)}
fu¨r g ∈ NG(D)p′ und n ∈ N . Fu¨r D = 1 sei β der triviale Brauercharakter von G .
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Satz 3.31. Es sei D ≤ P und c ∈ NG(D)p′ . Die Spezies von A(k〈D, c〉) mit Ver-
tex D sind
uD,c′,t : A(k〈D, c〉) −→ C , Zϕ,j 7−→ ϕ(c′) β(c′)j−1 t(Tj) ,
wobei t eine Spezies von A(kD) mit Vertex D , c′ ∈ 〈c〉 , ϕ ∈ Irr(〈c〉) und 1 ≤ j ≤ |D|
ist. Es gilt
uD,c′,t | A(k〈D, c〉,Triv) = uD,c′ .
Beweis. Die zweite Behauptung ist offensichtlich richtig. Es sei t ∈ Sp(A(kD,D)) ,
c′ ∈ 〈c〉 und u := uD,c′,t wie oben definiert. Es soll gezeigt werden, daß u eine Spezies
ist. Im Unterkapitel 3.3 wurde gezeigt, daß die Multiplikation im Ring a(kP ) durch
die Relationen von Satz 2.9 vollsta¨ndig beschrieben wird. Es sei Tj · Tr =
∑j
i=1 Tλi
mit j ≤ r und λ1 ≥ λ2 ≥ · · · ≥ λj eine dieser Relationen. Nach Bemerkung 2.11
ist dann λi = j + r + 1− 2i , falls λi nicht von p geteilt wird. Wegen Korollar 2.19
ist Z1,j · Z1,r =
∑j
i=1 Zαi−1,λi . Da A(k〈D, c〉) von Z1,n mit 1 ≤ n ≤ |D| und Fϕ mit
ϕ ∈ Irr(〈c〉) erzeugt wird, genu¨gt es nachzuweisen, daß u(Z1,j)·u(Z1,r) = u(Z1,j ·Z1,r)
und u(Z1,n) · u(Fϕ) = u(Z1,n · Fϕ) fu¨r alle n ∈ {1, . . . , |D|} und ϕ ∈ Irr(〈c〉) gilt.
Nach Definition von u ist
u(Zαi−1,λi) = α(c
′)i−1 β(c′)λi−1 t(Tλi) = β(c
′)λi+2i−3 t(Tλi)
fu¨r 1 ≤ i ≤ j . Da t Vertex D hat, ist t(Tλi) = 0, falls λi von p geteilt wird. Wird
λi nicht von p geteilt, so ist wie oben erwa¨hnt wurde λi = j + r + 1− 2i . In beiden
Fa¨llen ist also
u(Zαi−1,λi) = β(c
′)j+r−2 t(Tλi)
fu¨r 1 ≤ i ≤ j . Weiterhin ist u(Z1,j)·u(Z1,r) = β(c
′)j+r−2 t(Tj) t(Tr) = β(c
′)j+r−2 t(Tj ·
Tr) . Daraus folgt
u(Z1,j) · u(Z1,r) = β(c
′)j+r−2 t(Tj · Tr) =
j∑
i=1
β(c′)j+r−2 t(Tλi)
=
j∑
i=1
u(Zαi−1,λi) = u(Z1,j · Z1,r) .
Ferner gilt u(Z1,n) · u(Fϕ) = u(Zϕ,n) = u(Z1,n · Fϕ) . Hiermit ist gezeigt, daß u eine
Spezies ist. Da t Vertex D hat, hat auch u Vertex D .
Es sei u′ = uD,c′′,t′ mit t
′ ∈ Sp(A(kD)) und c′′ ∈ 〈c〉 . Es sei u = u′ . Dann ist
ϕ(c′) = u(Fϕ) = u
′(Fϕ) = ϕ(c
′′) fu¨r alle ϕ ∈ Irr(〈c〉) . Also ist c′ = c′′ . Außerdem ist
t(Tj) = β(c
′)1−j u(Z1,j) = β(c
′′)1−j u′(Z1,j) = t
′(Tj) fu¨r alle 1 ≤ j ≤ |D| . Somit gilt
t = t′ . Also gibt es genau m := | ord(c)| · | Sp
(
A(kD), D
)
| Spezies von A(k〈D, c〉)
dieser Art. Da es genau m verschiedene k〈D, c〉-Moduln mit Vertex D gibt, sind dies
alle Spezies von A(k〈D, c〉) mit Vertex D .
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Die Quadratwurzel β(τ) =
√
α(τ) wurde beliebig gewa¨hlt. Wa¨hlt man stattdes-
sen β(τ) = −
√
α(τ) , so a¨ndert sich die Parametrisierung der Spezies von A(k〈D, c〉) .
Aus der Spezies uD,c′,t wird die Spezies uD,c′,t∗ , wobei t
∗ ∈ Sp
(
A(kD), D
)
die Be-
dingung
t∗(Tj) = (−1)
j−1t(Tj)
fu¨r 1 ≤ j ≤ |D| erfu¨llt.
Um die primitiven Idempotente vonA(kNG(D)) mit VertexD angeben zu ko¨nnen,
mu¨ssen einige Vorbereitungen getroffen werden. Es sei fD ∈ A(kNG(D),Triv) mit
A′(kNG(D), D) = A(kNG(D)) fD .
Ist D = 1 , so ist fD = 0 . Ist D > 1 , so ist A
′(kNG(D), D) = A(kNG(D), D
′) mit
D′ < D und (D : D′) = p . Aus Korollar 3.9 folgt
fD = V1,p +
1
e
( 1
(P :D′)
− 1)
e∑
i=1
Vαi−1,p
(vgl. Korollar 3.11). Ferner sei N = NG(D) und
λ(D, c, t) :=
1
ηt |CN/D(cD)|
∑
ϕ∈IBr(N)
∑
j∈{1,...,|D|},p-j
t(Tˆj)ϕ(c
−1) β(c)1−j Vϕ,j
mit c ∈ Np′ und t ∈ Sp
(
A(kD), D
)
. Fu¨r p 6= 2 ist
λ(D, c, t) =
2− t(T2)
ηt |CN/D(cD)|
∑
ϕ∈IBr(N)
|D|∑
j=1
t(Tj)ϕ(c
−1) β(c)1−j Vϕ,j .
(vgl. Lemma 3.28). Schließlich sei
eD,c,t = λ(D, c, t) (1− fD) .
Im Ring A(kNG(D), D) gilt also
eD,c,t = λ(D, c, t) .
Das na¨chste Korollar zeigt, daß die eD,c,t die primitiven Idempotente von A(kNG(D))
mit Vertex D sind.
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Korollar 3.32. Es sei D ≤ P und C ein Vertretersystem der p′-Konjugationsklassen
von NG(D) .
(i) Die Spezies von A(kNG(D)) mit Vertex D sind
sD,c,t = uD,c,t ◦ res
NG(D)
〈D,c〉 , c ∈ C , t ∈ Sp
(
A(kD), D
)
.
Es gilt sD,c,t = sD,c′,t′ genau dann, wenn c = c
′ und t = t′ ist. Außerdem ist
sD,c,t | A(kNG(D),Triv) = sD,c .
(ii) Es gilt
sD,c,t(Vϕ,j) = sD,c(Vϕ,1) · t(Tj) · β(c)
j−1
fu¨r ϕ ∈ IBr(NG(D)) und 1 ≤ j ≤ |D| .
(iii) Die primitiven Idempotente von A(kNG(D)) mit Vertex D sind
eD,c,t , c ∈ C , t ∈ Sp
(
A(kD), D
)
.
Beweis. Es sei s eine Spezies von A(kNG(D)) mit Vertex D . Dann gibt es ein c ∈ C,
so daß 〈D, c〉 ein Ursprung von s ist. Also gilt s = u◦resNG(D)〈D,c〉 mit einer Spezies u von
A(k〈D, c〉) mit Ursprung 〈D, c〉 . Nach Korollar 3.15 ist s|A(kNG(D),Triv) = sD,c
und u|A(k〈D, c〉,Triv) = uD,c . Nach Satz 3.31 ist u = uD,c,t fu¨r eine Spezies t von
A(kD) mit Vertex D . Aus Satz 3.4 und Satz 3.31 folgt (ii).
Die zweite Behauptung von (i) ist richtig fu¨r D = 1 . Es sei D > 1 , c′ ∈ C und
t′ ∈ Sp
(
A(kD), D
)
. Es gelte sD,c,t = sD,c′,t′ . Dann ist sD,c = sD,c′ , also c = c
′ . Da
sD,c(V1,1) 6= 0 ist (Korollar 3.10), ist
t(Tj) = sD,c,t(V1,j) sD,c(V1,1)
−1 β(c)1−j = sD,c′,t′(V1,j) sD,c′(V1,1)
−1 β(c′)1−j = t′(Tj)
fu¨r alle j ∈ {1, . . . , |D|} . Deshalb ist auch t = t′ .
Es sei s = sD,c,t und e = eD,c′,t′ mit t
′ ∈ Sp(A(kD), D) und c′ ∈ C . Es soll gezeigt
werden, daß e ein primitives Idempotent von A(kNG(D)) ist. Da e ∈ A(kNG(D), D)
und e · fD = 0 ist, hat e gegebenenfalls Vertex D und es genu¨gt zu zeigen, daß
s(e) = δcc′tt′ ist. Da t Vertex D hat, ist t(Tj) = 0 , falls j von p geteilt wird. Nach (ii)
ist dann
s(λ(D, c′, t′)) =
1
ηt |CN/D(c′D)|
∑
ϕ∈IBr(N)
ϕ((c′)−1) sD,c(Vϕ,1)
×
|D|∑
j=1
t′(Tˆj) t(Tj) (β(c
′) β(c)−1)1−j .
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Es sei λ(D, c) wie im Satz 3.5 definiert. Somit ist
s(λ(D, c′, t′)) =
1
ηt
sD,c(λ(D, c
′))
|D|∑
j=1
t′(Tˆj) t(Tj) (β(c
′) β(c)−1)1−j .
Ist c 6= c′ , dann ist sD,c(λ(D, c
′)) = 0 und somit s(λ(D, c′, t′)) = 0 . Es sei nun
c = c′ . Dann ist sD,c(λ(D, c
′)) = 1 und β(c′) β(c)−1 = 1 . Also ist
s(λ(D, c′, t′)) =
1
ηt
|D|∑
j=1
t′(Tˆj) t(Tj) = t(et′) = δtt′
(Lemma 3.28). Deshalb gilt s(λ(D, c′, t′)) = δcc′tt′ . Da s(fD) = 0 ist, ist s(e) =
s(λ(D, c′, t′)) = δcc′tt′ .
Korollar 3.33. Es seien Q ≤ D ≤ P ,c ∈ CG(D) und t ∈ Sp
(
A(kD), D
)
. Dann ist
(
uQ,c,t ◦ res
NG(D)
〈Q,c〉
)
(Vϕ,j) = sD,c(Vϕ,1) ·
(
t ◦ resDQ
)
(Tj) ,(
uQ,c,t ◦ res
〈D,c〉
〈Q,c〉
)
(Zχ,j) = χ(c) ·
(
t ◦ resDQ
)
(Tj)
fu¨r alle ϕ ∈ IBr(NG(D)/D) , χ ∈ Irr(〈c〉) und 1 ≤ j ≤ |D| .
Beweis. Nach Korollar 2.24 ist(
uQ,c,t ◦ res
NG(D)
〈Q,c〉
)
(Vϕ,j) =
(
uQ,c,t ◦ res
〈D,c〉
〈Q,c〉 ◦ res
NG(D)
〈D,c〉
)
(Vϕ,j)
=
(
uQ,c,t ◦ res
〈D,c〉
〈Q,c〉
)((
res
NG(D)
〈D,c〉 Vϕ,1
)
Z1,j
)
= uQ,c,t
(
res
NG(D)
〈Q,c〉 Vϕ,1)
)
· uQ,c,t
(
res
〈D,c〉
〈Q,c〉 Z1,j
)
.
Es sei V = Vϕ,1 . Da res
NG(D)
〈D,c〉 V halbeinfach ist und somit auch res
NG(D)
〈Q,c〉 V halbeinfach
ist, gilt uQ,c,t
(
res
NG(D)
〈Q,c〉 V
)
= ϕ
res
NG(D)
〈Q,c〉
V
(c) = ϕV (c) = sD,c(Vϕ,1) . Da c ∈ CG(D) ist,
ist uQ,c,t(Zχαn,m) = χ(c) t(Tm) fu¨r alle n ∈ N und 1 ≤ m ≤ |Q| (Satz 3.31). Aus
Korollar 2.24 folgt uQ,c,t
(
res
〈D,c〉
〈Q,c〉 Zχ,j
)
= χ(c) (t ◦ resDQ)(Tj) .
Beispiel 3.34. Es sei p = 3 und G = S3 = 〈σ, τ〉 mit σ
3 = 1 und τ 2 = 1 . Dann ist
P = 〈σ〉 = A3 , G = NG(P ) und NG(P )/CG(P ) = 〈τP 〉 . Also ist e = ord(α) = 2.
Außerdem ist IBr(G) = {1, α} . Die Spezies von A(kP ) und die Brauercharaktere
der nichteinfachen unzerlegbaren kG-Moduln werden in den folgenden zwei Tabellen
aufgefu¨hrt.
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T1 T2 T3
t1 1 2 3
tζ 1 −1 0
t(−ζ) 1 1 0
M ϕM
V1,2 1 + α
Vα,2 1 + α
U1 2 + α
Uα 1 + 2α
Aus der rechten Tabelle lassen sich die Brauerspezies ablesen. Die Spezies mit Ver-
tex P bekommt man mit Hilfe der linken Tabelle und Satz 3.31.
F1 Fα V1,2 Vα,2 U1 Uα
s1,1,id 1 1 2 2 3 3
s1,τ,id 1 −1 0 0 1 −1
sP,1,tζ 1 1 −1 −1 0 0
sP,1,t(−ζ) 1 1 1 1 0 0
sP,τ,tζ 1 −1 −i i 0 0
sP,τ,t(−ζ) 1 −1 i −i 0 0
Die primitiven Idempotente von A(kG, 1) sind
e1,1,id =
1
6
(U1 + Uα) , e1,τ,id =
1
2
(U1 − Uα)
(siehe Beispiel 3.8). Dann ist
e1 = e1,1,id + e1,τ,id =
2
3
U1 −
1
3
Uα .
Die primitiven Idempotente mit Vertex P erha¨lt man mit Korollar 3.32 oder durch
Invertieren der Speziestafel.
eP,1,tζ =
1
12
(3F1 + 3Fα − 3 V1,2 − 3 Vα,2 + U1 + Uα)
eP,1,t(−ζ) =
1
4
(F1 + Fα + V1,2 + Vα,2 − U1 − Uα)
eP,τ,tζ =
1
4
(F1 − Fα + i V1,2 − i Vα,2 − U1 + Uα)
eP,τ,t(−ζ) =
1
4
(F1 − Fα − i V1,2 + i Vα,2 − U1 + Uα)
Die primitiven Idempotente des Trivial-Source-Rings mit Vertex P sind
eP,1 = eP,1,tζ + eP,1,t(−ζ) =
1
2
(F1 + Fα)−
1
6
(U1 + Uα)
eP,τ = eP,τ,tζ + eP,τ,t(−ζ) =
1
2
(F1 − Fα)−
1
2
(U1 − Uα)
Die Idempotente von A(kG) werden aus den Idempotenten des Trivial-Source-
Rings und den Idempotenten von A(kNG(D)) mit Vertex D mit Hilfe der Greenkor-
respondenz zusammengesetzt. Dazu seiN = NG(D) und µ(D, c, t) = green
G(λ(D, c, t)) ,
also
µ(D, c, t) =
1
ηt |CN/D(cD)|
∑
ϕ∈IBr(N)
∑
j∈{1,...,|D|},p-j
t(Tˆj)ϕ(c
−1) β(c)1−jMD,ϕ,j
mit c ∈ Np′ und t ∈ Sp
(
A(kD,D)
)
.
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Satz 3.35. Es gelten die Bezeichnungen von Satz 3.31 und Korollar 3.32. Die Spe-
zies von A(kG) sind
s˜D,c,t = sD,c,t ◦ res
G
NG(D)
= uD,c,t ◦ res
G
〈D,c〉 ,
wobei D ≤ P , c ∈ NG(D)p′ und t ∈ Sp
(
A(kD), D
)
ist. Es gilt s˜D,c,t = s˜D′,c′,t′ genau
dann, wenn D = D′ , c =NG(D) c
′ und t = t′ ist. Es gilt
s˜D,c,t | A(kG,Triv) = s˜D,c .
Die primitiven Idempotente von A(kG) sind
e˜1,c,t = e1,c,t
e˜D,c,t = (1− e˜D′)µ(D, c, t) , 1 ≤ D
′ < D ≤ P , (D : D′) = p .
Beweis. Nach Satz 3.2 sind s ◦ resGNG(D) mit s ∈ Sp
(
A(kNG(D)), D
)
die Spezies
von A(kG) mit Vertex D . Nach Korollar 3.32 ist s = sD,c,t mit c ∈ NG(D)p′ und
t ∈ Sp(A(kD), D) . Außerdem gilt s ◦ resGNG(D) = s
′ ◦ resGNG(D) genau dann, wenn
s = s′ ist. Die weiteren Aussagen folgen aus Korollar 3.32.
Fu¨r D ≤ P sei CD ein Vertretersystem der p
′-Konjugationsklassen von NG(D) .
Nach Satz 3.35 ist
A(kG) =
⊕
D≤P
⊕
c∈CD
⊕
t∈Sp(A(kD),D)
C e˜D,c,t
eine Zerlegung von A(kG) in Ideale. Es ist
A(kG,D) =
⊕
c∈CD
⊕
t∈Sp(A(kD),D)
C e˜D,c,t =
⊕
c∈CD
⊕
t∈Sp(A(kD),D)
Cµ(D, c, t) .
Dann ist
A(kG) ∼=
⊕
D≤P
A(kG,D) ∼=
⊕
D≤P
A(kNG(D), D) .
Diese Isomorphie gilt auch fu¨r eine beliebige endliche Gruppe, wenn man u¨ber
ein Vertretersystem der Konjugationsklassen der p-Untergruppen summiert ([Fei],
Thrm IX 1.1). Da s˜D,c,t|A(kG,Triv) = s˜D,c ist, gilt
e˜D,c =
∑
t∈Sp(A(kD),D)
e˜D,c,t .
Ist H eine Untergruppe von G, so ist wegen (3.3)
indGH A(kH) =
⊕
〈D,c〉≤H
⊕
t∈Sp(A(kD),D)
C e˜D,c,t .
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Die Parametrisierung (D, c, t) der Spezies von A(kG) ha¨ngt von der Wahl der
p-Sylowgruppe P ab. Startet man mit einer anderen p-Sylowgruppe gP mit g ∈ G ,
so erha¨lt man eine Spezies
u(gD,gc,t) ∈ Sp
(
A(k(g〈D, c〉))
)
.
Dabei erfu¨llt t ∈ Sp(Ak(gD), gD) die Gleichheit t(gT ) = t(T ) fu¨r alle T ∈ A(k(gD)) .
Die zur Konstruktion von u(gD,gc,t) verwendete Funktion β : NG(
gD) −→ C soll so
gewa¨hlt werden, daß β(gτ) = β(τ) gilt. Fu¨r ϕ ∈ Irr(〈c〉) sei ϕ ∈ Irr(〈gc〉) mit
ϕ(gc) = ϕ(c) . Dann ist gZϕ,j = Zϕ,j ∈ A(k(
g〈D, c〉)) fu¨r 1 ≤ j ≤ |D| . Somit gilt
u(gD,gc,t)(
gZϕ,j) = ϕ(
gc)β(gc)j−1t(Tj) = ϕ(c)β(c)
j−1t(Tj) = u(D,c,t)(Zϕ,j) .
Fu¨r M ∈ A(kG) ist gM =M und
s˜(gD,gc,t)(M) = s˜(gD,gc,t)(M) = u(gD,gc,t)
(
resGg〈D,c〉
gM
)
= u(gD,gc,t)
(
g(resG〈D,c〉M)
)
= u(D,c,t)
(
resG〈D,c〉M
)
= s˜(D,c,t)(M) .
Also ist s˜(gD,gc,t) = s˜(D,c,t) .
Kapitel 4
Das Primspektrum
Bei den Untersuchungen im vorherigen Kapitel spielte der Wertebereich der Spe-
zies eine untergeordnete Rolle. Als Koeffiezientenring wurde deshalb C gewa¨hlt.
Nach den Ausfu¨hrungen im ersten Kapitel liegen die Spezieswerte der unzerlegba-
ren kG-Moduln in einem Ganzheitsring eines algebraischen Zahlko¨rpers F (siehe
Seite 21). Fu¨r einen solchen Ko¨rper F werden die Primideale und Idempotente
von AOF (kG) sowie die Zusammenhangskomponenten von Spec(AOF (kG)) berech-
net (Satz 4.19 und Korollar 4.21). Als Folgerung erha¨lt man die Primideale und
Idempotente von a(kG) (Satz 4.23 und Korollar 4.22).
Nach wie vor gelten die in Kapitel 2 und Kapitel 3 vereinbarten Voraussetzungen
und Bezeichnungen. Zusa¨tzlich sei
X := {(D, c, t) | D ≤ P , c ∈ NG(D)p′ , t ∈ Sp(A(kD), D)}
und
Y := {(D, c) | D ≤ P , c ∈ NG(D)p′} .
4.1 Das Primspektrum von a(kP )
Bevor sich dieses Unterkapitel dem Primspektrum von a(kP ) widmet, wird ein Lem-
ma bewiesen, welches auch im na¨chsten Unterkapitel verwendet wird. Dazu sei F ein
algebraischer Zahlko¨rper, der die Spezieswerte von a(kG) entha¨lt. Die Galoisgrup-
pe G(F/Q) operiert auf den Spezies von AOF (kG) = OF ⊗Z a(kG) folgendermaßen:
(σs)(x⊗ y) := x⊗ (σ ◦ s)(y)
mit σ ∈ G(F/Q) , s ∈ Sp(AOF (kG)) , x ∈ OF und y ∈ a(kG) .
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Lemma 4.1. Es sei {x1, . . . , xn} mit x1 = 1 eine Z-Basis von a(kG) .
(i) Die Primideale von AOF (kG) sind
P(p, s) = s−1(p) = p x1 ⊕
n⊕
i=2
OF (xi − s(xi) x1)
mit s ∈ Sp
(
AOF (kG)
)
und p ∈ Spec(OF ) .
(ii) Fu¨r σ ∈ G(F/Q) ist σ(P(p, s)) = P(σ(p), σs) .
Beweis. Nach Bemerkung 1.25 sind s−1(p) mit s ∈ Sp
(
AOF (kG)
)
und p ∈ Spec(OF )
die Primideale von AOF (kG) . Es sei x ∈ AOF (kG) . So ist x =
∑n
i=1 λi xi mit
eindeutig bestimmten λi ∈ OF . Dann ist x = s(x) x1 +
∑n
i=2 λi(xi − s(xi) x1) .
Daraus folgt die zweite Gleichheit von (i). Aus (i) folgt unmittelbar (ii).
Wie bisher sei auch in diesem Kapitel ζ ∈ C eine primitive p-te Einheitswurzel.
Ferner sei L = Q(ζ + ζ−1). Im Unterkapitel 3.3 wurde gezeigt, daß die Spezieswerte
von a(kP ) in OL liegen. Es gilt L = Q genau dann, wenn p ≤ 3 ist. Unter dem
Aspekt der Ko¨rpererweiterung L/Q spielen deshalb die Fa¨lle p = 2 und p = 3 eine
Sonderrolle.
Beispiel 4.2. Es sei p = 2 . Ferner seien {s1, s2} die Spezies von AZ(kP1) = a(kP1)
wie auf Seite 60 definiert. Die Primideale von a(kP1) sind
P(q, s1) = qZT1 ⊕ Z(T2 − 2 T1) ,
P(q, s2) = qZT1 ⊕ ZT2 ,
P(0, s1) = Z(T2 − 2 T1) ,
P(0, s2) = ZT1 ,
mit einer Primzahl q . Wie man sieht, gilt P(q, s1) = P(q, s2) genau dann, wenn
q = 2 ist.
Beispiel 4.3. Es sei p = 3 . Im Beispiel 3.20 wurden die Spezies von a(kP1) ange-
geben. Die Primideale von a(kP1) sind
P(q, s1) = q ZT1 ⊕ Z(T2 − 2 T1)⊕ Z(T3 − 3 T1) ,
P(q, sζ) = q ZT1 ⊕ Z(T2 + T1)⊕ ZT3 ,
P(q, s−ζ) = q ZT1 ⊕ Z(T2 − T1)⊕ ZT3 ,
P(0, s1) = Z(T2 − 2 T1)⊕ Z(T3 − 3 T1) ,
P(0, sζ) = Z(T2 + T1)⊕ ZT3 ,
P(0, s−ζ) = Z(T2 − T1)⊕ ZT3
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mit einer Primzahl q . Ist q = 2 , dann ist P(q, sζ) = P(q, s−ζ) . Ist q = 3 , so ist
P(q, s1) = P(q, sζ) . Fu¨r alle anderen Primzahlen q sind die Ideale verschieden. Nach
Bemerkung 1.26 gelangt man auch zu diesem Ergebnis, wenn man die Speziestafel
modulo q betrachtet.
mod 2 T1 T2 T3
s1 1 0 1
sζ 1 1 0
s−ζ 1 1 0
mod 3 T1 T2 T3
s1 1 2 0
sζ 1 1 0
s−ζ 1 2 0
Wie bereits im Kapitel 2 erwa¨hnt wurde, ist L der gro¨ßte reelle Teilko¨rper von
Q(ζ) . Die Primideale von OL sind durch die Zerlegung der Primzahlen q ∈ Z gege-
ben:
qOL = (p1 . . . pr)
e
mit paarweise verschiedenen Primidealen pi von OL . Dabei sind r und e natu¨rliche
Zahlen, welche die Bedingung p−1
2
= [L : Q] = r · e · f erfu¨llen. Hierbei ist f der
Grad der Ko¨rpererweiterung OL/p von Z/qZ, wobei p eines der Primideale p1, . . . , pr
ist. Die Primideale p1, . . . , pr sind genau die Primideale von OL , die q enthalten.
Die Galoisgruppe G := G(L/Q) operiert transitiv auf der Menge {p1 . . . , pr} . Der
Stabilisator eines Elementes p unter G ist die Zerlegungsgruppe
GZ = {σ ∈ G | σ(p) = p} .
Die Tra¨gheitsgruppe
G0 = {σ ∈ G | σ(β) ≡ β (mod p) fu¨r alle β ∈ OL}
ist eine Untergruppe on GZ . Diese Gruppen ha¨ngen nicht von der Wahl des Ideals p
ab. Es gilt
(G : GZ) = r , (GZ : G0) = f , (G0 : 1) = e .
Ferner ist e = p−1
2
, falls q = p und e = 1 , falls q 6= p ist. Siehe dazu [Neu], Kap I.10.
Nach Satz 3.19 sind die Spezies von AOL(kP1) gegeben durch
sγ : AOL(kP1) −→ OL , T2 7−→ γ + γ
−1 , γ ∈ U2p\{−1} .
Die Operation der Galoisgruppe auf der Menge der Spezies liefert fu¨r p 6= 2 drei
Bahnen, welche von s1, sζ und s−ζ repra¨sentiert werden. Fu¨r p = 2 sind es zwei
einelementige Bahnen. Gilt sγ′ =
σsγ fu¨r σ ∈ G , so ist γ
′ + γ′−1 = σ(γ + γ−1) .
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Satz 4.4. Es seien sγ und sγ′ Spezies von AOL(kP1) mit γ, γ
′ ∈ U2p\{−1} , γ
′ 6= γ±1
und γ′ 6= 1 . Ferner sei p ein Primideal von Spec(OL) . Es gilt sγ ≡ sγ′ (mod p)
genau dann, wenn eine der folgenden Bedingungen erfu¨llt ist.
(1) Es ist 2 ∈ p und γ′ = −γ .
(2) Es ist 2 ∈ p und p = 2 .
(3) Es gilt p ∈ p und γ′ + (γ′)−1 = σ(γ + γ−1) fu¨r ein σ ∈ G mit σ 6= 1 .
(4) Es ist p ∈ p , γ = 1 und γ′ ∈ Up\{1} .
Beweis. Die Aussage des Satzes ist richtig fu¨r p = 0 . Denn es ist sγ 6= sγ′ und fu¨r
p = 0 trifft keine der vier Bedingungen zu. Deshalb sei p 6= 0 . Die Beispiele 4.2 und
4.3 zeigen, daß die Behauptung fu¨r p ≤ 3 richtig ist. Es sei p > 3, s = sγ und t = sγ′ .
Da AOL(kP1) von T2 erzeugt wird, gilt s(x) ≡ t(x) (mod p) fu¨r alle x ∈ AOL(kP1)
genau dann, wenn s(T2) ≡ t(T2) (mod p) ist. Es sei α = s(T2) = γ + γ
−1 und
α′ = t(T2) = γ
′ + (γ′)−1 .
Gilt α′ = σ(α) fu¨r ein σ ∈ G mit σ 6= 1 , so ist α ≡ α′ (mod p) gleichbedeutend
mit α ≡ σ(α) (mod p) . Da OL = Z[ζ + ζ−1] = Z[α] ist, gilt genau dann σ ∈ G0 . Da
σ 6= 1 ist, ist genau dann G0 = G und p ∈ p .
Ist γ 6= 1 und α′ 6= σ(α) fu¨r alle σ ∈ G , so ist α′ = −(σ(α)) fu¨r ein σ ∈ G . Dann
ist α ≡ α′ (mod p) gleichbedeutend mit α ≡ −σ(α) (mod p) , also α + σ(α) ∈ p .
Die Fa¨lle σ = 1 und σ 6= 1 werden getrennt betrachtet. Es sei σ = 1 . Da α eine
Einheit in OL ist, ist α+σ(α) = 2α ∈ p genau dann, wenn 2 ∈ p ist. Nun sei σ 6= 1 .
Nach Bemerkung 3.23 ist α + σ(α) ∈ O∗L , also α + σ(α) /∈ p .
Es sei γ = 1 . Ohne Einschra¨nkung sei γ′ = ζ oder γ′ = −ζ . Im ersten Fall ist
α ≡ α′ (mod p) genau dann, wenn 2−α′ ∈ p ist. Da p in genau einem Primideal von
OL enthalten ist und |NL/Q(2−α
′)| = p gilt (Bem. 3.23), ist genau dann p ∈ p . Auf
a¨hnliche Weise zeigt man ebenfalls mit Bemerkung 3.23, daß der andere Fall nicht
auftritt. Also gilt s1 ≡ sγ′ (mod p) genau dann, wenn p ∈ p und γ
′ eine primitive
p-te Einheitswurzel ist.
Die Aussage des Satzes gilt auch fu¨r Primideale des Ganzheitsringes einer end-
lichen Ko¨rpererweiterung F/L . Ist na¨mlich P ein Primideal von OF und q eine
Primzahl, so gilt q ∈ P genau dann, wenn q ∈ P ∩ OL =: p ist. Ferner ist s ≡ t
(mod P) genau dann, wenn s ≡ t (mod p) gilt.
Korollar 4.5. Der topologische Raum Spec(AOL(kP1)) ist zusammenha¨ngend.
Beweis. Es seien p, q ∈ Spec(OL) mit p ∈ p und 2 ∈ q . Nach Satz 4.4 gilt
s1 ≡ sζ (mod p) , sζ ≡ s(−ζ) (mod q) , s(±ζ) ≡
σs(±ζ) (mod q)
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fu¨r alle σ ∈ G . Wegen Bemerkung 1.27 sind s1 und sζ zusammenha¨ngend (s1 ∼ sζ) .
Ebenfalls gilt sζ ∼ s(−ζ) und s(±ζ) ∼
σs(±ζ) fu¨r alle σ ∈ G . Dies zeigt, daß alle Spezies
von AOL(kP1) in der selben Zusammenhangsklasse liegen. Also ist Spec(AOL(kP1))
zusammenha¨ngend (siehe Seite 23).
Ausgehend von den Primidealen von AOL(kPd−1) werden die Primideale von
AOL(kPd) bestimmt. Da a(kP )
∼= a(kPd−1)⊗Z a(kP1) ist (Satz 3.26), gilt
AOL(kP ) = OL ⊗Z a(kP )
∼= OL ⊗Z (a(kPd−1)⊗Z a(kP1))
= (OL ⊗Z a(kPd−1))⊗OL (OL ⊗Z a(kP1))
= AOL(kPd−1)⊗OL AOL(kP1) .
Der Ring AOL(kP ) wird nun mit AOL(kPd−1)⊗OL AOL(kP1) gleichgesetzt. Die Spe-
zies von AOL(kP ) sind
st,γ : AOL(kP ) −→ OL , x⊗ 1 7−→ t(x) , 1⊗ T2 7−→ sγ(T2)
mit t ∈ Sp(AOL(kPd−1)) und sγ ∈ Sp(AOL(kP1)) (siehe Lemma 3.28).
Satz 4.6. (i) Die Primideale von AOL(kP ) sind
P(p, st,γ) = s
−1
t,γ (p) = P(p, t)⊗OL AOL(kP1) + AOL(kPd−1)⊗OL P(p, sγ)
mit p ∈ Spec(OL) , t ∈ Sp(A(kPd−1)) und sγ ∈ Sp(A(kP1)) .
(ii) Es gilt P(p, st,γ) = P(p, st′,γ′) genau dann, wenn t ≡ t
′ und sγ ≡ sγ′ (mod p)
gilt.
(iii) Das Spektrum von AOL(kP ) ist zusammenha¨ngend.
Beweis. Es sei s = st,γ , I = s
−1(p) , I1 = P(p, t) , I2 = P(p, sγ) , A1 = AOL(kPd−1)
und A2 = AOL(kP1) . Fu¨r (i) ist zu zeigen , daß I = I1 ⊗OL A2 + A1 ⊗OL I2 ist.
Da s(Ii) = p , s(Ai) = OL und s(Ii ⊗OL Ai) = s(Ii) · s(Ai) = p fu¨r i = 1, 2 ist,
ist I1 ⊗OL A1 + I2 ⊗OL A2 ⊂ I . Es sei w wie in der Gleichung (3.7) definiert. Um
die Notation zu vereinfachen, wird A2 mit OL[w] identifiziert. Dann ist {Tiw
j} mit
1 ≤ i ≤ pd−1 und 0 ≤ j ≤ p− 1 eine Z-Basis von A(kP ) . Nach Lemma 4.1 ist
I = p T1 +
pd−1∑
i=1
p−1∑
j=0
OL(Ti w
j − s(Ti) s(w
j)T1) .
Es ist p T1 ∈ I1 ⊗OL A2 . Außerdem ist Ti − s(Ti) = Ti − t(Ti) ∈ ker t ⊂ I1 und
wj − s(wj) ∈ I2 . So ist
Ti w
j − s(Ti) s(w
j) = (Ti − s(Ti)) s(w
j) + Ti(w
j − s(wj)) ∈ I1 ⊗OL A2 + A1 ⊗OL I2
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fu¨r alle 1 ≤ i ≤ pd−1 und 0 ≤ j ≤ p− 1 . Also gilt auch I ⊂ I1 ⊗OL A1 + I2 ⊗OL A2 .
Es sei s′ = st′,γ′ . Nach Bemerkung 1.26 ist P(p, st,γ) = P(p, st′,γ′) genau dann,
wenn s ≡ s′ (mod p) ist. Genau dann ist s(x) ≡ s′(x) fu¨r alle x ∈ AOL(kPd−1) und
s(w) ≡ s(w′) (mod p) . Genau dann ist t ≡ t′ und sγ ≡ sγ′ (mod p) .
Nach Korollar 4.5 ist AOL(kP1) zusammenha¨ngend. Es wird angenommen, daß
auch AOL(kPd−1) zusammenha¨ngend ist. Dann sind 0 und 1 die einzigen Idempo-
tente von AOL(kPd−1) und AOL(kP1) . Deshalb ist 1 ⊗ 1 das einzige Idempotent
von AOL(kP ) außer 0 . Also ist AOL(kP ) zusammenha¨ngend. Siehe dazu Bemer-
kung 1.28.
Korollar 4.7. Der Ring a(kP ) entha¨lt keine Idempotente außer 0 und 1 .
Beweis. Nach Satz 4.6 entha¨lt AOL(kP ) keine Idempotente außer 0 und 1 . Da die
Idempotente von a(kP ) auch Idempotente von AOL(kP ) sind, sind dies alle Idem-
potente von a(kP ) .
Die Operation der Galoisgruppe G auf den Spezies s = st1,t2 ∈ Sp(A(kP )) mit
t1 ∈ Sp(A(kPd−1)) und t2 ∈ Sp(A(kP1)) u¨bertra¨gt sich auf die Parameter t1 , t2 .
Fu¨r σ ∈ G ist σst1,t2 = sσt1,σt2 . Aus Bemerkung 1.26 und Lemma 4.1 folgt
Satz 4.8. Die Primideale von a(kP ) sind
I(p, s) = P(p, s) ∩ a(kP ) , p ∈ Spec(OL) , s ∈ Sp(A(kP )) .
Es gilt I(p, s) = I(q, t) genau dann, wenn P(q, t) = P(σ(p), σs) fu¨r ein σ ∈ G(L/Q)
ist.
4.2 Das Primspektrum von a(kG)
Die Spezieswerte der kG-Moduln mit trivialer Quelle liegen im |G|p′-ten Kreistei-
lungsko¨rper. Der Wertebereich der Funktion β aus Kapitel 3.4 ist der (2e)-te Kreis-
teilungsko¨rper. Es sei ξ eine (2 |G|p′)-te primitive Einheitswurzel und
F := L(ξ) = Q(ζ + ζ−1, ξ) .
Da e ein Teiler von |G|p′ ist, ist s(M) ∈ OF fu¨r alle Spezies s von A(kG) und alle
unzerlegbare kG-Moduln M (Satz 3.31 und Satz 3.35).
Der erste Satz dieses Unterkapitels hat die Primideale von AOF (kG,Triv) zum
Inhalt. Um ihn zu beweisen, werden weitere Kenntnisse u¨ber projektive Moduln
gebraucht. Es sei IBr(G) = {ϕ1, . . . , ϕn} , wobei ϕ1 der triviale Charakter ist, und
86 Kapitel 4. Das Primspektrum
IPr(G) = {η1, . . . , ηn} wie in Bemerkung 1.8. Die Matrix C = (cij)i,j ∈ Zn×n , deren
Koeffizienten durch die Gleichungen
ηi =
n∑
j=1
cij ϕj , 1 ≤ i ≤ n
gegeben sind, heißt Cartanmatrix. Ihre Determinante ist eine p-Potenz (siehe [CR],
Thrm 18.25). Ist q 6= p eine Primzahl und q ein Primideal von OF mit q ∈ q , so
gibt es zu jedem c ∈ Gp′ ein i ∈ {1, . . . , n} , so daß ηi(c) =
∑n
j=1 cij 6≡ 0 (mod q)
gilt. Denn es ist ϕ1(c) = 1 6≡ 0 (mod q) und detC 6≡ 0 (mod q) . Also gilt
Bemerkung 4.9. Es sei q 6= p eine Primzahl, q ∈ Spec(OF ) mit q ∈ q und es sei
c ∈ Gp′ . Dann ist ϕV (c) 6≡ 0 (mod q) fu¨r einen projektiven kG-Modul V .
Die folgende Bemerkung gibt die bestmo¨gliche untere Schranke fu¨r die p-Expo-
nenten der Brauercharakterwerte der projektiven kG-Moduln an (siehe [CR62],
84.14).
Bemerkung 4.10. Es sei c ∈ Gp′ und p ein Primideal von OL mit p ∈ p .
(i) Fu¨r jeden unzerlegbaren projektiven kG–ModulM ist vp(ϕM(c)) ≥ vp(|CG(c)|) .
(ii) Es existiert ein unzerlegbarer projektiver kG–Modul M
mit vp(ϕM(c)) = vp(|CG(c)|) .
M. Deiml untersuchte Brauerspezies des Greenrings einer beliebigen endlichen
Gruppe. In der na¨chsten Bemerkung wird [Dei], Lemma 4.3 zitiert.
Bemerkung 4.11. Es sei q eine Primzahl, q ein Primideal von OF mit q ∈ q
und c, d ∈ Gp′ . Außerdem seien sc, sd ∈ Sp(AOF (kG)) die Brauerspezies mit
sc(M) = ϕM(c) und sd(M) = ϕM(d) fu¨r alle unzerlegbaren kG-Moduln M . Fol-
gende Aussagen sind a¨quivalent.
(1) Es gilt sc(x) ≡ sd(x) (mod q) fu¨r alle x ∈ AOF (kG) .
(2) Es ist cq′ =G dq′ .
Die letzten drei Bemerkungen gelten fu¨r beliebige endliche Gruppen G. Zum
Beweis des Satzes u¨ber die Primideale des Trivial-Source-Rings werden noch einige
Lemmata beno¨tigt.
Lemma 4.12. Es seien D ≤ P und Q ≤ G zwei p-Gruppen mit D ≤ Q . Ferner
sei c ∈ CG(D)p′ und N = NG(D)/D . Es gilt Q/D ≤ CN(cD) genau dann, wenn
Q ≤ CG(c) ist. Insbesondere ist D genau dann eine p-Sylowgruppe von CG(c) , wenn
CN(cD) eine p
′-Gruppe ist.
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Beweis. Die Behauptung ist richtig fu¨r D = 1 . Deshalb sei D > 1 . Da D ≤ Q ist,
ist Q ≤ NG(Q) ≤ NG(D) . Also ist Q/D ≤ NG(D)/D = N . Es sei Q/D ≤ CN(cD) .
Dann ist cD ∈ CN(Q/D) . Somit ist c ∈ NG(Q) . Da CG(Q) = NG(Q) ∩ CG(D) gilt
(Lemma 2.17), ist c ∈ CG(Q) . Deshalb ist Q ≤ CG(c) . Ist umgekehrt Q ≤ CG(c) ,
dann ist Q ≤ CNG(D)(c) . Folglich ist Q/D ≤ CN(cD) .
Lemma 4.13. Es seien (D, c) , (D, c′) ∈ Y und q eine Primzahl sowie q ∈ Spec(OF )
mit q ∈ q . Außerdem sei s˜D,c ≡ s˜D,c′ (mod q) und s˜D,c(M) 6≡ 0 (mod q) fu¨r einen
kG-Modul M mit Vertex D und trivialer Quelle. Dann ist cq′ =NG(D) c
′
q′ .
Beweis. Es sei N = NG(D) und N = N/D . Es sei V ein unzerlegbarer projektiver
kN -Modul. Dann ist infN
N
V ein unzerlegbarer kN -Modul mit Vertex D und trivialer
Quelle (Bem. 1.12). Fu¨r den Greenkorrespondenten M von infN
N
V gilt
s˜D,c(M) = sD,c(inf
N
N V ) = ϕV (cD) . (4.1)
Da s˜D,c ≡ s˜D,c′ (mod q) vorausgesetzt wird, gilt ϕV (cD) ≡ ϕV (c
′D) (mod q) fu¨r
alle projektiven kN -Moduln V . Außerdem ist ϕW (cD) 6≡ 0 (mod p) fu¨r einen pro-
jektiven kN -Modul W .
Fu¨r die Brauerspezies scD und sc′D von AOF (kN) gilt also scD(x) ≡ sc′D(x)
(mod q) fu¨r alle x ∈ AOF (kN, 1) und scD(y) 6≡ 0 (mod q) fu¨r ein y ∈ AOF (kN, 1) .
Es sei z ∈ AOF (kN) . DaAOF (kN, 1) ein Ideal vonAOF (kN) ist, ist zy ∈ AOF (kN, 1) .
Also ist scD(z) = scD(zy) scD(y)
−1 ≡ sc′D(zy) sc′D(y)
−1 = sc′D(z) (mod q) . Nach
Bemerkung 4.11 ist dann cDq′ =N c
′Dq′ , woraus cq′ =NG(D) c
′
q′ folgt.
Der in (4.1) formulierte Zusammenhang zwischen den unzerlegbaren Moduln mit
Vertex D aus A(kG,Triv) bzw. A(kNG(D),Triv) und den unzerlegbaren projektiven
Moduln aus A(k(NG(D)/D),Triv) wird in den Beweisen von Satz 4.15 und Satz 4.19
einige Male verwendet.
Lemma 4.14. Es sei D ≤ P , (Q, c, t) ∈ X mit Q ≤ D und c ∈ CG(D) und es sei
p ein Primideal von OF mit p ∈ p . Ferner seien V ein kNG(D)-Modul und Z ein
k〈D, c〉-Modul, deren Vertizes echte Untergruppen von D sind. Dann gilt
(
uQ,c,t ◦ res
NG(D)
〈Q,c〉
)
(V ) ≡ 0 (mod p)(
uQ,c,t ◦ res
〈D,c〉
〈Q,c〉
)
(Z) ≡ 0 (mod p) .
Insbesondere ist
(
t ◦ resDQ
)
(T ) ≡ 0 (mod p) fu¨r alle kD-Moduln T , deren Vertizes
echte Untergruppen von D sind.
Beweis. Es sei V = Vχ,j mit χ ∈ IBr(NG(D)/D) und j ∈ {1, . . . , |D|} . Dann ist
j = (D : Q)m + r mit 0 ≤ m ≤ |Q| und 0 ≤ r < (D : Q) . Da der Vertex von
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V eine echte Untergruppe von D ist, ist j ≡ 0 (mod p) und somit r ≡ 0 (mod p) .
Ist Q = D , dann ist t(Tj) = 0 , da t Vertex D hat. Ist Q < D , dann gilt wegen
Lemma 2.4 die Gleichung resDQ Tj = ((D : Q) − r)Tm+1 + r Tm ≡ 0 (mod p) . Also
ist
(
t ◦ resDQ
)
(Tj) ≡ 0 . Aus Korollar 3.33 folgt die Behauptung.
Satz 4.15. Es seien (D, c) , (D′, c′) ∈ Y mit D ≤ D′ . Ferner sei q eine Primzahl
und q ein Primideal von OF mit q ∈ q . Es gilt s˜D,c ≡ s˜D′,c′ (mod q) genau dann,
wenn eine der folgenden Bedingungen erfu¨llt ist.
(1) D = D′ und cq′ =NG(D) c
′
q′ .
(2) D < D′ , q = p , {c, c′} ⊂ CG(D
′) und c =NG(D′) c
′ .
Beweis. Es gelte (1). Es sei M ein kG-Modul mit trivialer Quelle und einem Vertex
gro¨ßer gleich D und es sei resG〈D,c〉M = M1 +M2 , wobei die direkten Summanden
von M1 Vertex D und die von M2 Vertex kleiner D haben. Nach Bemerkung 4.11
ist dann
s˜D,c(M) = ϕM1(c) ≡ ϕM1(cq′) = s˜D,cq′ (M) (mod q) .
Analog gilt s˜D′,c′(M) ≡ s˜D′,c′q′ (M) (mod q) . Also ist s˜D,c ≡ s˜D,cq′ = s˜D′,c′q′ ≡ s˜D′,c′
(mod q) .
Es gelte (2) und außerdem c = c′ . Es seiM ein kG-Modul mit trivialer Quelle und
W := resG〈D′,c〉M . So existiert eine ZerlegungW = W1+W2 , wobei die unzerlegbaren
Summanden vonW1 Vertex D
′ haben und die vonW2 Vertex kleiner D
′ haben. Nach
Korollar 3.33 ist
(
uD,c ◦ res
〈D′,c〉
〈D,c〉
)
(W1) = ϕW1(c) . Wegen Lemma 4.14 ist
(
uD,c ◦
res
〈D′,c〉
〈D,c〉
)
(W2) ≡ 0 (mod q) . Dann ist
s˜D′,c(M) = uD′,c(W1) = ϕW1(c) ≡
(
uD,c ◦ res
〈D′,c〉
〈D,c〉
)
(W1 +W2) = s˜D,c(M) .
Es gelte nun (2) ohne weitere Einschra¨nkung. Nach dem eben gezeigten ist s˜D,c ≡
s˜D′,c (mod q) . Da c =NG(D′) c
′ ist, ist s˜D′,c = s˜D′,c′ . Also gilt s˜D,c ≡ s˜D′,c′ (mod q) .
Nun wird s˜D,c ≡ s˜D′,c′ (mod q) und D = D
′ vorausgesetzt. Ist q 6= p , so
gibt es einen projektiven k(NG(D)/D)-Modul V mit ϕV (c) 6≡ 0 (mod q) (Bemer-
kung 4.9). Fu¨r den Greenkorrespondenten M von inf
NG(D)
NG(D)/D
V gilt dann s˜D,c(M) =
sD,c(inf
NG(D)
NG(D)/D
V ) = ϕV (c) 6≡ 0 (mod q) . Nach Lemma 4.13 ist dann cq′ =NG(D)
c′q′ . Es sei q = p und c /∈ CG(D) . Dann ist D 6= 1 und wegen Korollar 3.10
ist s˜D,c(MD,1,1) = sD,c(V1,1) = 1 6≡ 0 (mod q) . Wiederum nach Lemma 4.13 ist
c =NG(D) c
′ .
Es sei nun q = p und c ∈ CG(D) . Dann ist auch c
′ ∈ CG(D) , da sonst D > 1 und
sD,c(V1,1) = 1 und sD,c′(V1,1) ≡ 0 (mod q) wa¨re. Es seien Q,Q
′ zwei p-Sylowgruppen
von CG(c) bzw. CG(c
′) mit D ≤ Q und D ≤ Q′ . Wegen (2) ist s˜D,c ≡ s˜Q,c (mod q)
und s˜D,c′ ≡ s˜Q′,c′ (mod q) . Nach Lemma 4.12 ist CNG(Q)/Q(cQ) eine p
′-Gruppe. Also
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existiert ein projektiver k(NG(Q)/Q)-Modul V mit ϕV (c) 6≡ 0 (mod q) (Bem. 4.10) .
Es sei M der Greenkorrespondent von inf
NG(Q)
NG(Q)/Q
V . So ist s˜Q′,c′(M) ≡ s˜Q,c(M) 6≡ 0
(mod q) . Da M Vertex Q hat, ist Q′ ≤G Q . Analog zeigt man, daß Q
′ ≥G Q
ist. Somit ist Q′ =G Q . Da Q und Q
′ zwei gleichma¨chtige p-Untergruppen von
NG(D) sind, ist Q
′ =NG(D) Q . Also ist Q
′ = gQ fu¨r ein g ∈ NG(D)p′ . Deswegen gilt
s˜Q,c ≡ s˜Q′,c′ = s˜gQ,c′ = s˜Q,g−1c′ (mod q) . Nach Lemma 4.13 ist dann c =NG(Q)
g−1c′ ,
also c =NG(D) c
′ .
Jetzt sei s˜D,c ≡ s˜D′,c′ (mod q) und D < D
′ sowie q 6= p . Es sei W ein projektiver
k(NG(D)/D)-Modul mit ϕW (c) 6≡ 0 (mod q) (siehe Bem. 4.9), V = inf
NG(D)
NG(D)/D
W
und M der Greenkorrespondent von V . Dann ist s˜D,c(M) = sD,c(V ) = ϕW (c) 6≡ 0 ,
also s˜D′,c′(M) 6≡ 0 (mod q) . Da M Vertex D und s˜D′,c′ Vertex D
′ > D hat, gilt
s˜D′,c′(M) = 0 . Also kann dieser Fall nicht auftreten.
Schließlich sei s˜D,c ≡ s˜D′,c′ (mod q) , D < D
′ und q = p . Da s˜D,c(M) ≡
s˜D′,c′(M) = 0 (mod q) fu¨r alle unzerlegbaren kG-Moduln M mit Vertex D ist,
gilt ϕV (c) = sD,c(inf
NG(D)
NG(D)/D
V ) ≡ 0 (mod q) fu¨r alle projektiven k(NG(D)/D)-
Moduln V und aus Korollar 3.10 folgt c ∈ CG(D) . Nach Bemerkung 4.10 ist dann
p ein Teiler von CN(cD) , wobei N = NG(D) ist. Es sei Q1 ≤ D
′ mit (Q1 : D) = p .
Dann ist g
−1
Q1/D ≤ CN(cD) fu¨r ein g ∈ N . Nach Lemma 4.12 ist
g−1Q1 ≤ CG(c) ,
also gc ∈ CG(Q1) . Da NG(D) = NG(P )CG(D) ist (Lemma 2.17) und c ∈ CG(D) ist,
kann g ∈ NG(P ) ≤ NG(Q1) angenommen werden. Also ist c ∈ CG(Q1) . Nach (2) ist
s˜D,c ≡ s˜Q1,c (mod q) . Im na¨chsten Schritt wa¨hlt man Q2 ≤ D
′ mit (Q2 : Q1) = p
und zeigt, daß c ∈ CG(Q2) und s˜Q1,c ≡ s˜Q2,c (mod q) ist. Man fa¨hrt auf diese Weise
fort und erha¨lt c ∈ CG(D
′) und s˜D,c ≡ s˜D′,c (mod q) . Dann ist s˜D′,c ≡ s˜D,c ≡ s˜D′,c′
(mod q) . Nach dem oben gezeigten ist c =NG(D′) c
′ und somit auch c′ ∈ CG(D
′) .
Also gilt (2).
Satz 4.15 entsprechende Sa¨tze gelten auch fu¨r beliebige endliche Gruppen ([Dei],
Satz 5.7 und Satz 5.11). Der Beweis des na¨chsten Korollars ist [Dei], Satz 5.14
entnommen.
Korollar 4.16. Das Spektrum von AOF (G,Triv) ist zusammenha¨ngend.
Beweis. Das Spektrum von AOF (G,Triv) ist zusammenha¨ngend, falls die Menge
Sp(AOF (kG,Triv)) nur aus einer Zusammenhangsklasse besteht. Es sei D ≤ P und
c ∈ NG(D)p′ . Es wird gezeigt, daß s˜D,c und s˜1,1 zusammenha¨ngend sind. Dazu seien
{p1, . . . , pn} die von p verschiedenen Primteiler von |G| und p1, . . . , pn Primideale
von OF mit pi ∈ pi fu¨r 1 ≤ i ≤ n . Ferner sei p ein Primideal mit p ∈ p und es sei
gi :=
∏i
j=1 cpj fu¨r 1 ≤ i ≤ n . Dann ist (g1)p1′ = 1 , (gi)pi′ = gi−1 fu¨r 2 ≤ i ≤ n und
es ist gn = c . Nach Satz 4.15 ist
s˜1,1 ≡ s˜D,1 (mod p) , s˜D,1 ≡ s˜D,g1 (mod p1) , s˜D,gi−1 ≡ s˜D,gi (mod pi)
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mit 2 ≤ i ≤ n . Wegen Bemerkung 1.27 sind dann P(p, s˜1,1) und P(p, s˜D,c) in
der selben Zusammenhangskomponente. Also sind die Spezies s˜1,1 und s˜D,c zu-
sammenha¨ngend. Da die Wahl von D, c beliebig war, sind je zwei Spezies von
AOF (kG,Triv) zusammenha¨ngend.
Beispiel 4.17. Es sei G = D2p mit p 6= 2 . Im Beispiel 3.8 wurde die Speziestafel
von A(kG,Triv) angegeben. Die Speziestafeln modulo q = 2 bzw. modulo q = p sind
mod 2 F1 Fα U1 Uα
s1,1 1 1 1 1
s1,τ 1 1 1 1
sP,1 1 1 0 0
sP,τ 1 1 0 0
mod p F1 Fα U1 Uα
s1,1 1 1 0 0
s1,τ 1 −1 1 −1
sP,1 1 1 0 0
sP,τ 1 −1 0 0
Lemma 4.18. Es sei D ≤ Q ≤ P und t, t′ ∈ Sp(AOF (kD)) . Außerdem sei p ein
Primideal von OF . Es gilt t ≡ t
′ (mod p) genau dann, wenn t ◦ resQD ≡ t
′ ◦ resQD
(mod p) gilt.
Beweis. Es sei m ∈ N mit |D| = pm+1 . Ohne Einschra¨nkung sei (Q : D) = p . Nach
Lemma 3.24 ist
a(kQ) = Z[w0, w1, . . . , wm] , a(kD) = Z[w0, w1, . . . , wm−1] ,
wobei die wi wie in jenem Lemma definiert sind. Es ist res
Q
D wi+1 = wi fu¨r 0 ≤ i ≤
m− 1 und resQD w0 = 2T1 .
Es sei
(
t ◦ resQD
)
(x) ≡
(
t′ ◦ resQD
)
(x) (mod p) fu¨r alle x ∈ AOF (kQ) . Dann ist
t(wi) =
(
t ◦ resQD
)
(wi+1) ≡
(
t′ ◦ resQD
)
(wi+1) = t
′(wi) (mod p)
fu¨r 0 ≤ i ≤ m− 1 . Also ist t(x) ≡ t′(x) (mod p) fu¨r alle x ∈ AOF (kD) . Die andere
Richtung ist offensichtlich.
Satz 4.19. Es seien (D, c, t) , (D′, c′, t′) ∈ X mit D ≤ D′ und q ein Primideal von
OF . Es gilt s˜D,c,t ≡ s˜D′,c′,t′ (mod q) genau dann, wenn s˜D,c ≡ s˜D′,c′ (mod q) und
t ◦ resD
′
D ≡ t
′ (mod q) gilt.
Beweis. Der Satz ist richtig, falls q = 0 oder D′ = 1 ist. Deshalb sei q 6= 0 und
D′ > 1 . Außerdem sei q die Primzahl mit q ∈ q .
Es sei s˜D,c,t ≡ s˜D′,c′,t′ (mod q) . Da A(kG,Triv) ein Teilring von A(kG) ist, gilt
dann s˜D,c ≡ s˜D′,c′ (mod q) . Es werden die Fa¨lle q = p und q 6= p unterschieden.
Zuerst sei q 6= p . Dann ist D = D′ und cq′ =NG(D) c
′
q′ (Satz 4.15). Da sD,c(V1,1) ∈
{1, (P : D)} ist (Korollar 3.10), ist sD,c(V1,1) 6≡ 0 (mod q) . Wegen cq′ =NG(D) c
′
q′ ist
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α(c) ≡ α(c′) (mod q) (Bemerkung 4.11). Also ist β(c) ≡ β(c′) oder β(c) ≡ −β(c′)
(mod q) . Dann ist
t(Tj) = β(c)
1−j · sD,c(V1,1)
−1 · s˜D,c,t(MD,1,j)
≡ ±β(c′)1−j · sD,c′(V1,1)
−1 · s˜D,c′,t′(MD,1,j) ≡ ±t
′(Tj) (mod q)
fu¨r alle j ∈ {1, . . . , |D|} mit p - j (siehe Korollar 3.32). Nach Satz 4.4 bzw. Satz 4.6
ist dann p = 2 . Also gilt t ≡ t′ (mod q) .
Nun sei s˜D,c,t ≡ s˜D′,c′,t′ (mod q) und q = p . Ist c /∈ CG(D) , so ist D = D
′
und c =NG(D) c
′ nach Satz 4.15. Dann ist s˜D′,c′,t′ = s˜D,c′,t′ = s˜D,c,t′ . Außerdem ist
sD,c(V1,1) = 1 . Wie oben zeigt man, daß t ≡ t
′ (mod q) ist. Es sei c ∈ CG(D) .
Nach Satz 4.15 ist dann {c, c′} ⊂ CG(D
′) und c =NG(D′) c
′ . Es sei Q eine p-
Sylowgruppe von CG(c) mit D
′ ≤ Q . Ferner sei G = NG(Q)/Q . Nach Lemma 4.12
ist CG(cQ) eine p
′-Gruppe. Wegen Bemerkung 4.10 existiert ein projektiver kG-
Modul V mit ϕV (cQ) 6≡ 0 (mod q) . Es sei ϕ ∈ IBr(G) mit Vϕ,1 = inf
NG(Q)
G
V .
Ferner sei j ∈ {1, . . . , |Q|} mit p - j , M := MQ,ϕ,j der Greenkorrespondent von
Vϕ,j und M
′ der NG(Q)-Modul mit res
G
NG(Q)
M = Vϕ,j +M
′ . Wegen Korollar 3.33
ist
(
uD,c,t ◦ res
NG(Q)
〈D,c〉
)
(Vϕ,j) = sQ,c(Vϕ,1) · (t ◦ res
Q
D)(Tj) . Nach Lemma 4.14 gilt(
uD,c,t ◦ res
NG(Q)
〈D,c〉
)
(M ′) ≡ 0 (mod q) . Also ist
s˜D,c,t(M) =
(
uD,c,t ◦ res
NG(Q)
〈D,c〉 ◦ res
G
NG(Q)
)
(M) =
(
uD,c,t ◦ res
NG(Q)
〈D,c〉
)
(Vϕ,j +M
′)
≡ sQ,c(Vϕ,1) ·
(
t ◦ resQD
)
(Tj) (mod q) .
Da c =NG(D′) c
′ ist, ist s˜D′,c′,t′ = s˜D′,c,t′ . Wie eben bekommt man
s˜D′,c,t′(M) ≡ sQ,c(Vϕ,1) ·
(
t′ ◦ resQD′
)
(Tj) (mod q) .
Da sQ,c(Vϕ,1) = ϕV (cQ) 6≡ 0 (mod q) ist, ist (t◦ res
Q
D)(Tj) ≡ (t
′ ◦ resQD′)(Tj) (mod q)
fu¨r alle j ∈ {1, . . . , |Q|} mit p - j . Fu¨r p | j gilt (t ◦ resQD)(Tj) ≡ 0 ≡ (t
′ ◦ resQD′)(Tj)
wegen Lemma 4.14. Also ist
(
t◦resD
′
D
)
◦resQD′ ≡ t
′◦resQD′ (mod q) . Nach Lemma 4.18
ist dann t◦ resD
′
D ≡ t
′ (mod q) . Damit ist eine Richtung der Behauptung des Satzes
bewiesen.
Es gelte s˜D,c ≡ s˜D′,c′ und t ◦ res
D′
D ≡ t
′ (mod q) . Nach Satz 4.6 ist dann
q = 2 oder q = p . Zuerst wird der Fall D = D′ behandelt. Dann ist t ≡ t′
(mod q) . Ist q = p , so ist c =NG(D) c
′ . Daher ist s˜D,c,t = s˜D,c′,t . Wegen uD,c′,t ≡
uD,c′,t′ (mod q) ist s˜D,c′,t ≡ s˜D,c′,t′ (mod q) . Somit gilt s˜D,c,t ≡ s˜D,c′,t′ = s˜D′,c′,t′
(mod q) . Es sei q = 2 und es wird angenommen, daß s˜D,c,t(M) 6≡ s˜D,c′,t′(M)
(mod q) fu¨r einen kG-Modul M gilt. Dann ist sD,c,t(W ) 6≡ sD,c′,t′(W ) (mod q)
fu¨r W := resGNG(D)M . Da AOF (kNG(D), D) ein Ideal von AOF (kNG(D)) ist, ist
z := W · V1,1 ∈ AOF (kNG(D), D) . Da sD,c,t(V1,1) = sD,c(V1,1) 6≡ 0 (mod q) und
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sD,c,t(V1,1) ≡ sD,c′,t′(V1,1) (mod q) ist, ist sD,c,t(z) 6≡ sD,c′,t′(z) (mod q) . Also ist
sD,c,t(V ) 6≡ sD,c′,t′(V ) (mod q) fu¨r einen unzerlegbaren Modul V ∈ A(kNG(D), D) .
Also ist V = Vϕ,j mit ϕ ∈ IBr(NG(D)) und 1 ≤ j ≤ |D| . Wegen q = 2 ist
β(c) ≡ β(c′) (mod q) . Nach Korollar 3.32 gilt dann
sD,c,t(V ) = sD,c(Vϕ,1) t(Tj) β(c)
j−1 ≡ sD,c′(Vϕ,1) t
′(Tj) β(c
′)j−1 = sD,c′,t′(V ) .
Dies ist ein Widerspruch. Also gilt s˜D,c,t ≡ s˜D,c′,t′ = s˜D′,c′,t′ (mod q) , falls D = D
′
ist.
Schließlich sei D < D′ . Dann ist q = p, c =NG(D′) c
′ und c, c′ ∈ CG(D
′)
(Satz 4.15) . Nach Korollar 3.33 gilt(
uD,c,t ◦ res
〈D′,c〉
〈D,c〉
)
(Zϕ,j) = ϕ(c) ·
(
t ◦ resD
′
D
)
(Tj) ≡ ϕ(c) · t
′(Tj) = uD′,c,t′(Zϕ,j)
fu¨r alle 1 ≤ j ≤ |D′| und ϕ ∈ Irr(〈c〉) . Da s˜D,c,t =
(
uD,c,t ◦ res
〈D′,c〉
〈D,c〉
)
◦ resG〈D′,c〉 und
s˜D′,c′,t = s˜D′,c,t′ = uD′,c,t′ ◦ res
G
〈D′,c〉 ist, ist s˜D,c,t ≡ s˜D′,c′,t′ (mod q) .
Beispiel 4.20. Es sei p = 3 und G = S3 . Das Beispiel 3.34 wird fortgefu¨hrt. Es
ist L = Q und F = Q(i), also OF = Z[i] . Die Primideale von OF , welche 2 und 3
enthalten, sind q = (1− i)OF und p = 3OF . In den Beispielen 4.3 und 4.17 wurde
gezeigt, daß fu¨r die Spezies von AOF (kP ) und AOF (kG,Triv)
tζ ≡ t−ζ (mod q) , s1,1 ≡ s1,τ (mod q) , sP,1 ≡ sP,τ (mod q)
und
t1 ≡ tζ (mod p) , s1,1 ≡ sP,1 (mod p)
gilt. Nach Satz 4.19 gilt dann fu¨r die Spezies von AOF (kG)
s1,1,id ≡ s1,τ,id (mod q)
sP,1,tζ ≡ sP,1,t(−ζ) (mod q)
sP,τ,tζ ≡ sP,τ,t(−ζ) (mod q)
sP,1,tζ ≡ sP,τ,tζ (mod q)
und
s1,1,id ≡ sP,1,tζ (mod p)
Dies wird durch die Speziestafeln modulo q und modulo p besta¨tigt.
mod q F1 Fα V1,2 Vα,2 U1 Uα
s1,1,id 1 1 0 0 1 1
s1,τ,id 1 1 0 0 1 1
sP,1,tζ 1 1 1 1 0 0
sP,1,t−ζ 1 1 1 1 0 0
sP,τ,tζ 1 1 i i 0 0
sP,τ,t−ζ 1 1 i i 0 0
mod p F1 Fα V1,2 Vα,2 U1 Uα
s1,1,id 1 1 2 2 0 0
s1,τ,id 1 2 0 0 1 2
sP,1,tζ 1 1 2 2 0 0
sP,1,t−ζ 1 1 1 1 0 0
sP,τ,tζ 1 2 2i i 0 0
sP,τ,t−ζ 1 2 i 2i 0 0
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Korollar 4.21. Das Spektrum von AOF (kG) ist zusammenha¨ngend.
Beweis. Es sei D ≤ P , p ∈ Spec(OF ) mit p ∈ p und t1 = id ◦ res
P
P0
die Brau-
erspezies von AOF (kD) . Per Induktion nach |D| soll gezeigt werden, daß es eine
Spezies u von AOF (kD) mit Vertex D und u ≡ t1 (mod p) gibt. Diese Aussage ist
richtig fu¨r |D| = 1 und |D| = p (siehe Satz 4.4) . Es sei Q < D mit (D : Q) = p
und t′ ∈ Sp
(
AOF (kQ), Q
)
mit t′(x) ≡ t1(x) (mod p) fu¨r alle x ∈ AOF (kQ) . Nach
Lemma 3.28 ist u := ut′,1 eine Spezies von A(kD) mit Vertex D . Außerdem ist
u(x) ≡ t1(x) (mod p) fu¨r alle x ∈ AOF (kD) .
Es sei c ∈ NG(D)p′ und t ∈ Sp(AOF (kD), D) . Es wird gezeigt, daß s˜D,c,t und
s˜1,1,id in der selben Zusammenhangsklasse von Sp(AOF (kG)) liegen. Da die Spektren
von AOF (kG,Triv) und AOF (kP ) zusammenha¨ngend sind (Korollar 4.5 und 4.16),
gilt s˜D,c ∼ s˜D,1 und t ∼ u . Nach Satz 4.19 ist dann s˜D,c,t ∼ s˜D,1,t und s˜D,1,t ∼ s˜D,1,u .
Da id ◦ resDP0 = t1 ≡ u (mod p) und s˜D,1 ≡ s˜1,1 (mod p) ist, gilt auch s˜D,1,u ∼
s˜1,1,id . Also ist s˜D,c,t ∼ s˜1,1,id . Da D, c, t beliebig gewa¨hlt wurden, wurde gezeigt,
daß Sp(AOF (kG)) nur eine Zusammenhangsklasse besitzt.
Aus Korollar 4.21 folgt
Korollar 4.22. Der Ring a(kG) besitzt außer 0 und 1 keine Idempotente.
Nun wird eine Operation der Galoisgruppe G(F/Q) auf der Menge der Spezies
von AOF (kG) definiert. Dazu seien (D, c, t) ∈ X . Ferner sei Irr〈c〉 = 〈χ〉 . Da χ(c)
und β(c) Einheitswurzeln inQ(ξ) sind, ist χ(c) = ξn und β(c) = ξm mit n,m ∈ N . Es
sei σ ∈ G(F/Q) . Dann ist σ(ξ) = ξa fu¨r ein a ∈ N . Also ist σ(χ(c)) = χ(c)a = χ(ca)
und σ(β(c)) = β(c)a = ±β(ca) . Nach Satz 3.31 ist
uD,c,t(Zϕ,j) = χ(c)
i β(c)j−1 t(Tj)
mit 1 ≤ i ≤ ord(c) . Somit ist
σ
(
uD,c,t(Zϕ,j)
)
= σ(χ(c))i σ(β(c))j−1 σ(Tj) = χ(c
a)i (±β(ca))j−1 σ(Tj) .
Durch σ(c) := ca ist eine Operation von G(F/Q) auf NG(D)p′ definiert. Die Spezies
t′ ∈ Sp(A(kD)) , fu¨r die
(±1)j−1(σt) = t′
gilt (siehe Seite 74), wird mit σ ? t bezeichnet. Auf diese Weise wird eine weitere
Operation von G(F/Q) auf Sp(A(kG)) definiert. Mit den neu eingefu¨hrten Bezeich-
nungen ist
σuD,c,t = uD,σ(c),σ?t .
Desweiteren ist
σs˜D,c,t =
(
σuD,c,t
)
◦ resG〈D,c〉 = uD,σ(c),σ?t ◦ res
G
〈D,c〉 = s˜D,σ(c),σ?t .
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Nach Lemma 4.1 ist dann
σ(P(p, s˜(D,c,t))) = P(σ(p), s˜(D,σ(c),σ?t)) .
Aus Bemerkung 1.29 folgt
Satz 4.23. Es gelten die Bezeichnungen von Satz 3.35.
(i) Die Primideale von a(kG) sind
I(p, s˜(D,c,t)) = P(p, s˜(D,c,t)) ∩ a(kG) = {x ∈ a(kG) | s˜D,c,t(x) ∈ p}
mit p ∈ OF , D ≤ P , c ∈ NG(D)p′ und t ∈ Sp(A(kP )) .
(ii) Fu¨r p, q ∈ Spec(AOF (kG)) und (D, c, t), (D
′, c′, t′) ∈ X gilt
I(p, s˜(D,c,t)) = I(q, s˜(D′,c′,t′))
genau dann, wenn es ein σ ∈ G(F/Q) mit
q = σ(p) und s˜D′,c′,t′ ≡ s˜D,σ(c),σ?t (mod q)
gibt.
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