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Resum 
 
La finalidad del proyecto es la implementación de una aplicación que realice el 
procesado de imágenes 3D de forma que puedan usarse como imágenes de 
entrenamiento en un sistema de reconocimiento facial. El sistema de 
reconocimiento estará basado en el algoritmo P2CA y combinará imágenes 2D 
y 3D durante la fase de reconocimiento.   
 
Para cumplir este objetivo, se utilizan las imágenes 3D procedentes de la base 
de datos GavabDB. Esta base de datos contiene imágenes frontales de 
profundidad sin textura y están en formato VRML.  
 
La estrategia para realizar el procesado de las imágenes consta de tres pasos 
diferenciados. El primero consiste en marcar en cada imagen las coordenadas 
de los puntos de interés (pupilas, comisuras y puntas de las orejas) que se 
usarán para normalizar las imágenes y para realizar el reconocimiento. En el 
segundo paso se utilizarán las coordenadas obtenidas por el primero para 
buscar un nuevo eje de coordenadas cuyo origen esté a un determinado 
ángulo (el ángulo lo determina el usuario) de ambas pupilas, de esta manera 
todas las imágenes estarán centradas y se corregirá su rotación y traslación 
adecuándolas al nuevo eje. Después la imagen se representará en 
coordenadas cilíndricas. En el tercero se alinearán los puntos marcados en 
una cara con los puntos de una cara de referencia mediante el cálculo de la 
homografía, usando el algoritmo DLT normalizado, y proyectando la imagen 
según la homografía obtenida.  
 
Todas las funciones de la aplicación que realiza este procesado fueron 
desarrolladas en Matlab y necesitan la versión de Matlab 7.1 R14 SP3, las 
versiones anteriores de Matlab tienen un error en la implementación de 
GUIDE, la aplicación de Matlab que permite el desarrollo de GUIs, que 
provoca errores en el código desarrollado. 
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Overview 
 
The aim of this project is to develop an application that process 3D images in 
order they can be used like training images in a facial recognition system. The 
face recognition system will be based in the P2CA algorithm and will combine 
2D and 3D images during the recognition phase.   
 
To achieve this objective, 3D images from the GavabDB are used. This 
database contains depth frontal images without texture and they are in VRML 
format.  
 
The strategy to process the images has three differentiated parts. The first one 
consists in marking the interest points (pupils, commissures and eartips) in 
each image, those will be used to normalise the images and fulfil the 
recognition. In the second step the coordinates obtained in the first one will be 
used to find a new coordinate axes which origin will be at one determined 
angle (the angle is settled by the user) from both pupils, so all the images will 
be centered and their rotation and translation will be corrected accordingly to 
the new axes. After the image will be graphically represented in cylindrical 
coordinates. Finally, in the third step the marked points in one face will be 
aligned with others from a reference face by means of calculating an 
homography, using the normalised DLT algorithm, and projecting the image 
according to the homography obtained.  
 
All the application’s functions that carry out the data processing were 
developed in Matlab. The version Matlab 7.1 R14 SP3 is needed to use this 
program because the previous versions have a bug that produces an error 
when GUIDE, the Matlab application that permits a graphical GUI 
development, is used.  
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CAPÍTULO 1. INTRODUCCIÓN 
 
 
El reconocimiento de imágenes faciales permite determinar la identidad de una 
persona, al comparar una imagen de su cara con imágenes de referencia 
almacenadas en una base de datos, en la que también se almacena la 
identidad de las personas asociadas a cada imagen de referencia. Esta 
comparación se realiza analizando elementos estructurales presentes en las 
caras.  
 
Se pueden imaginar múltiples aplicaciones para estos sistemas, desde 
seguridad hasta búsqueda de desaparecidos. Pero los sistemas de 
reconocimiento, aunque se están estudiando desde los años 60,  están lejos de 
ser funcionalmente perfectos y hay multitud de factores a tener en cuenta para 
que no se afecte negativamente al proceso de reconocimiento. Los elementos 
que más afectan el reconocimiento son pose, iluminación y variación de la 
expresión. Si tomamos como ejemplo las películas de Superman donde parecía 
extraño que alguien no reconociera a Superman en Clark Kent porque llevaba 
gafas y porque no tenía el pelo engominado, cuando se profundiza en el 
estudio de los sistemas de reconocimiento y en la eficiencia de funcionamiento 
conseguida, en muchos casos comprobamos que estos sistemas puede que 
tampoco lo reconociesen.   
 
 
 
 
 
 
 
 
 
 
 
Fig.1.1. Diferentes del actor conocido por su papel como Superman. 
 
Sin embargo, las personas tenemos las capacidad de reconocer a una persona 
aún cambiando la iluminación, su pose, su expresión e incluso podemos 
reconocerla aunque hayan pasado años y su rostro haya envejecido (basta 
mirar las imágenes de la fig.1.1). Esta capacidad es la que se quiere que 
tengan los sistemas de reconocimiento y todavía está lejos de conseguirse. Por 
este motivo es tan interesante la investigación en este campo, hay muchas 
propuestas que hacer y evaluar. 
 
Este proyecto es menos ambicioso y lo único que se intenta es procesar las 
imágenes 3D de una base de datos para que puedan utilizarse en un sistema 
de reconocimiento donde se compararán con imágenes 2D. Sin embargo, a 
continuación se verá que este proceso no es tan sencillo como pueda parecer. 
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1.1. Contexto 
 
El estudio del reconocimiento facial se inició en los años 60, pero no fue hasta 
mediados de la década de los 90 cuando se produjo un renovado interés en 
desarrollar nuevos métodos para el reconocimiento facial automático. Este 
interés fue impulsado por los avances en las técnicas de computación visual, 
diseño computacional, diseño de sensores y la utilidad de los sistemas de 
reconocimiento de caras.  Estas técnicas quieren reducir la tasa de error en los 
sistemas de reconocimiento y para ello hubo iniciativas que las promovieron, 
como FRGC y FRVT en Estados Unidos.  
 
Los sistemas de reconocimiento facial 3D utilizan bases de datos de imágenes 
3D para identificar a las personas capturando su imagen 3D. Con los sistemas 
2D los cambios en la iluminación y en la pose reducen la efectividad y con 3D 
se reduce este efecto, ya que se dispone además de la información de 
profundidad de la imagen.  Como la forma de profundidad de la cara no 
cambia, en 3D se obtienen mejores resultados. Sin embargo, para obtener la 
imagen 3D de un sujeto se requiere su colaboración y un escenario controlado, 
situación bastante improbable en la práctica durante la fase de reconocimiento. 
 
Debido a la mejorable efectividad de los sistemas 2D y a la dificultad de usar 
los sistemas 3D, surgió la idea de combinar imágenes 2D y 3D en los sistemas 
de reconocimiento. En estos sistemas se busca flexibilidad para utilizar datos 
en 3D para la descripción de las imágenes en la base de datos de la fase de 
entrenamiento y poder utilizar imágenes en 2D o 3D, según se disponga, en la 
fase de reconocimiento.  
 
 
1.2. Objetivos  
 
El propósito del proyecto es permitir combinar imágenes 3D y 2D para realizar 
un reconocimiento facial automático. Para ello se procesarán las imágenes 3D 
de profundidad sin textura de la base de datos GavabDB para posteriormente 
utilizarlas como imágenes de entrenamiento en un sistema de reconocimiento 
facial que emplee el algoritmo de P2CA (Partial Principal Components 
Analysis). Las imágenes 3D se procesarán, mediante unos editores 
programados en Matlab, de manera que finalmente se representen en 
coordenadas cilíndricas de manera normalizada y eso permita su comparación 
con imágenes 2D en la fase de reconocimiento.  
 
Mediante el estudio del procesado de las imágenes se comprenderán los 
principales problemas que limitan la efectividad de los sistemas de 
reconocimiento (como se verá principalmente son: pose, iluminación y variación 
de la expresión) y las estrategias más eficaces. También se estudian los 
principales algoritmos de reconocimiento facial y se profundiza en la 
comprensión de P2CA. 
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Además se estudiarán los diferentes tipos de bases de datos más utilizados 
actualmente, los métodos de captura de imágenes y el estado del arte de los 
sistemas de reconocimiento facial. 
 
 
1.3. Propuesta 
 
La base de datos que se utilizará para las imágenes de entrenamiento es 
GavabDB, que contiene 427 imágenes en formato VRML de mallados 3D con 
las superficies faciales correspondientes a 61 individuos (45 hombres y 16 
mujeres de raza caucásica), y cuenta con 9 imágenes distintas por cada 
persona. Se procesarán, mediante Matlab, las imágenes frontales de la base 
de datos GavabDB de manera que se obtenga una representación cilíndrica 
normalizada y se puedan comparar con imágenes 2D en un sistema de 
reconocimiento facial basado en el algoritmo P2CA.  
 
El procesado de las imágenes se realizará mediante un programa formado por 
3 editores realizados en Matlab que permitirán la obtención de la imagen a 
comparar con la imagen 2D a reconocer. Cada uno de los editores realizará un 
paso para la obtención de la imagen final. El primer editor será el “editor vrml”, 
el segundo editor será el “editor cilíndrico” y el tercero será el “editor 
alineación”.  
 
 
 
 
 
 
 
 
 
Fig.1.2. Diagrama general del funcionamiento de los editores. 
 
 
El primero permitirá marcar en cada imagen las coordenadas de los puntos de 
interés (pupilas, comisuras y puntas de las orejas) que se usarán para 
normalizar las imágenes y para realizar el reconocimiento.  
 
 
 
 
 
 
 
Fig.1.3. Diagrama general del funcionamiento del editor VRML. 
 
 
El segundo utilizará las coordenadas obtenidas por el primero para buscar un 
nuevo eje de coordenadas cuyo origen esté a un determinado ángulo de ambas 
Archivo VRML
EDITOR 
VRML
EDITOR 
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EDITOR 
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pupilas, de esta manera todas las imágenes estarán centradas y se corregirá 
su rotación y traslación adecuándolas al nuevo eje.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.4. Diagrama general del funcionamiento del editor cilíndrico. 
 
 
El tercer editor alineará los puntos marcados en una cara con los puntos de 
una cara de referencia mediante el cálculo de la homografía, usando el 
algoritmo DLT normalizado, y proyectando la imagen según la homografía 
calculada.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.5. Diagrama general del funcionamiento del editor alineación. 
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1.4. Visión general del documento 
 
Para facilitar la consulta del documento, a continuación se describe brevemente 
el contenido que se encontrará en cada capítulo. 
 
En el capítulo 2 se resume brevemente la historia del reconocimiento facial, se 
explican los principales tipos de imágenes 2D y 3D que se emplean y se 
introducen los algoritmos de reconocimiento PCA y P2CA. 
 
En el capítulo 3 se comentan las principales bases de datos que se utilizan en 
grupos de investigación de reconocimiento facial y se exponen los principales 
problemas de las imágenes procedentes de éstas. También se detalla el tipo de 
imágenes que se utilizarán para el sistema de reconocimiento de este proyecto 
y la base de datos a la que pertenecen, así como sus características y los 
visores que se pueden utilizar para ver su representación. 
 
En el capítulo 4 se introduce el proceso de tratamiento, mejora y normalización 
al que deben someterse las imágenes para poder se empleadas en un sistema 
de reconocimiento basado en P2CA.  
 
El capítulo 5 complementa al anterior en el sentido de que profundiza en los 
procesos matemáticos para desarrollar las distintas fases del procesado 
explicadas en el capítulo cuarto. 
 
En el capítulo 6 se explica el funcionamiento y características de las interfaces 
de usuario y las funciones que desarrollan el procesado de las imágenes 
explicado en los dos capítulos anteriores.   
 
El capítulo 7 expone los resultados obtenidos a partir del procesado de las 
imágenes y las conclusiones a las que se ha llegado. Se comentan  también las 
líneas de trabajo futuro y el impacto medioambiental. Además se evalúan las 
consideraciones éticas y sociales que se derivan de los sistemas de 
reconocimiento facial.  
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CAPÍTULO 2. SISTEMAS DE RECONOCIMIENTO 
FACIAL  
 
Los sistemas para el reconocimiento facial se diferencian, básicamente, por 
dos factores: el método en que son adquiridas las imágenes, y que determina 
el tipo de imágenes con que se trabajará, y por el algoritmo de reconocimiento 
que se empleará en la fase de reconocimiento.  
 
En este capítulo se resume brevemente la historia del reconocimiento facial, se 
explican los principales tipos de imágenes 2D y 3D que se emplean y se 
introducen los algoritmos de reconocimiento PCA y P2CA. 
 
2.1. Historia del reconocimiento facial 
 
El reconocimiento facial automatizado es un concepto que se introdujo en los 
años 60. Fue entonces cuando se desarrolló el primer sistema semiautomático 
para reconocimiento facial, que requería del administrador para localizar rasgos 
(ojos, orejas, nariz y boca) en las fotografías antes de que este calculara la 
distancia a puntos de referencia comunes y se comparasen los datos. En los 
años 70 Goldstein, Harmon, & Lesk, usaron 21 marcadores subjetivos 
específicos tales como el color del cabello y  el grosor de labios para 
automatizar el reconocimiento facial, pero los marcadores seguían requiriendo 
un proceso manual. En 1988 se produjo un hito cuando Kirby & Sirovich 
aplicaron el análisis de componentes principales (PCA), una técnica estándar 
del álgebra lineal, al problema del reconocimiento facial y demostraron que se 
necesitaban menos de 100 valores para codificar la imagen de una cara 
convenientemente alineada y normalizada. En 1991 Turk & Pentland, utilizando 
las técnica de eigenfaces, como se llamó al método de Kirby & Sirovich, 
demostraron que el error residual podía ser utilizado para detectar caras en las 
imágenes, un descubrimiento que permitió desarrollar sistemas de 
reconocimiento fiables en tiempo real. Si bien la aproximación era un tanto 
forzada por factores ambientales, creó sin embargo un interés significativo en 
posteriores desarrollos de éstos sistemas. 
 
La tecnología capturó por primera vez la atención del gran público a partir de la 
reacción de los medios a una prueba de implementación en la Super Bowl en 
enero de 2001. La prueba consistió en la captura de imágenes de vigilancia y la 
comprobación en una base de datos de fotoarchivos digitales relativos a 
delincuentes. Esta demostración propició el análisis sobre cómo usar la 
tecnología para satisfacer necesidades gubernamentales, sin olvidar las 
preocupaciones sociales y de privacidad del público. Hoy la tecnología de 
reconocimiento facial está siendo utilizada para combatir el fraude de 
pasaportes, soporte al orden público, identificación de personas desaparecidas,  
y minimizar el fraude en las identificaciones.  
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2.2. Captura de imagen en los sistemas de reconocimiento 
 
En el estudio del reconocimiento facial podemos observar dos enfoques 
predominantes: el geométrico (basado en rasgos) y el fotométrico (basado en 
lo visual). Debido a las investigaciones desarrolladas han surgido distintos 
sistemas y algoritmos para intentar el reconocimiento; y se distinguen 
principalmente por el proceso de captura de imágenes que necesitan y por el 
procesado posterior que se realiza con ellas.  
 
En los apartados siguientes se explican las diferencias debidas al método de 
captura de imágenes durante la fase de entrenamiento del sistema y la fase de 
reconocimiento.  
 
2.2.1. Sistemas de reconocimiento facial 3D 
 
Existe gran variedad de métodos para el reconocimiento facial que utilizan 
imágenes de intensidad en 2D (las fotos normales que hemos visto siempre), 
pero el problema principal para su correcto funcionamiento es común y se debe 
a tres causas: pose, iluminación y variación de la expresión. Cualquier cambio 
en estos tres elementos puede causar la degradación del funcionamiento del 
sistema de reconocimiento. El cambio de pose puede variar drásticamente la 
apariencia de una cara, y en algunos casos la diferencia puede ser mayor que 
la que haya respecto a la cara de otra persona, por lo tanto el reconocimiento 
se puede complicar mucho. Lo mismo ocurre en el caso de la iluminación y del 
cambio de la expresión facial. 
 
Algunas técnicas intentan solventar el problema a través de una perspectiva 
3D. La mayoría intenta reconstruir modelos faciales 3D a través de múltiples 
imágenes de la misma persona adquiridas con un sistema multicámara o 
directamente con dispositivos 3D como lásers y escáners. La ventaja de usar 
datos 3D (representación de imágenes de 180º en coordenadas cilíndricas) es 
que además de la textura, disponemos de información de profundidad y el 
sistema de reconocimiento es más robusto frente a los cambios de iluminación, 
pose y expresión ya que la profundidad no cambia aunque estos aspectos de la 
imagen si lo hagan.  
 
Sin embargo el principal inconveniente de estos métodos es la adquisición de 
datos en 3D en la fase de reconocimiento. La exactitud de los algoritmos de 
reconstrucción 3D está relacionada con los parámetros de adquisición, por lo 
tanto, se necesita un escenario controlado donde sus componentes estén bien 
calibrados y sincronizados, además de la cooperación del individuo a 
reconocer. Estas condiciones pueden tenerse en la fase de entrenamiento, 
cuando la base de datos se construye o extiende, pero no durante la fase de 
reconocimiento. La mayoría de las aplicaciones de seguridad y control de 
acceso presentan escenarios sin control donde sólo disponemos de una foto o 
imagen en 2D del sujeto a reconocer.  
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2.2.2. Sistemas de reconocimiento facial combinando 2D y 3D 
 
Con la finalidad de evitar los inconvenientes en la captura de la fase de 
reconocimiento de los algoritmos 3D, surgieron los sistemas de reconocimiento 
que combinan 2D y 3D.   
 
En estos sistemas se busca flexibilidad para utilizar datos en 3D para la 
descripción de las imágenes en la base de datos de la fase de entrenamiento y 
poder utilizar imágenes en 2D o 3D, según se disponga, en la fase de 
reconocimiento. Además, la comparación de datos 2D con datos 3D puede 
considerarse un uso de información parcial, ya que debe proyectarse una 
imagen 2D en el espacio 3D.  
 
 
2.3. Algoritmos para el reconocimiento facial 
 
Durante los años de investigación del reconocimiento facial, ha surgido un gran 
número de algoritmos diferentes. Entre ellos destacan PCA [12], LDA [15] y  
EBGM [17]. Sin embargo, para la comprensión de este proyecto basta con 
introducir PCA y P2CA [10], que es algoritmo que se utiliza en el sistema de 
reconocimiento donde se realizarán las pruebas, y esto es lo que se propone 
en los siguientes apartados.   
 
2.3.1. Análisis de los componentes principales (PCA) 
 
PCA se conoce también como el uso de eigenfaces y es la técnica impulsada 
por Kirby & Sirovich en 1988. Con PCA, las imágenes de prueba y las de la 
base de datos para el reconocimiento deben ser del mismo tamaño y deben 
normalizarse previamente para alinear los ojos y bocas de los sujetos. Después 
se reduce la dimensión de los datos por medio de fundamentos de compresión 
de datos y se revela la estructura más efectiva de baja dimensión de los 
patrones faciales. Esta reducción en las dimensiones prescinde de información 
que no es útil y descompone de manera precisa la estructura facial en 
componentes ortogonales (no correlativos) conocidos como eigenfaces.  Cada 
imagen facial puede representarse como una suma ponderada (vector de 
rasgo) de los eigenfaces, y almacenarse en un conjunto 1D. Entonces, una 
imagen de prueba se compara con la galería de imágenes disponible, midiendo 
la distancia entre sus respectivos vectores de rasgos. Para utilizar PCA se 
requiere la representación de la cara frontal completa, de otra forma la imagen 
dará un resultado de bajo rendimiento. La ventaja principal de esta  técnica es 
que puede reducir los datos necesarios para identificar el individuo respecto a 
los datos presentados en una proporción del 1/1000 [16]. 
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Fig.2.1. Los vectores de los rasgos son derivados utilizando eigenfaces. 
 
2.3.2. Análisis parcial de los componentes principales (P2CA) 
 
El objetivo de P2CA es implementar un sistema de reconocimiento facial que 
combine 2D y 3D donde se puedan utilizar imágenes en 2D o 3D en la fase de 
reconocimiento. Sin embargo, requieren imágenes 3D para la base de datos de 
que se usa en la fase de entrenamiento. Para comprender todo el proceso 
matemático tras el algoritmo puede consultarse [10]. A efectos prácticos basta 
comentar que la gran diferencia respecto a PCA es que la información de la 
imagen se almacena en una matriz 2D en lugar de en un vector 1D y por lo 
tanto las imágenes se proyectarán de distinta manera.  
 
Para comprenderlo mejor, a continuación se muestran ejemplos con una 
representación gráfica. En primer lugar, se representa una imagen 3D de la 
base de datos de la fase de entrenamiento en coordenadas cilíndricas. 
 
 
 
Fig. 2.2. Representación de imagen 3D (con información de profundidad y 
textura) en coordenadas cilíndricas 
 
La ventaja de representar de esta forma las imágenes 3D es que podremos 
compararlas con información parcial, como imágenes 2D, que obtengamos en 
la fase de reconocimiento. Como puede observarse en la siguiente figura, la 
imagen de la izquierda tendrá una alta correlación con la parte izquierda de la 
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representación cilíndrica y la imagen de la derecha tendrá una alta correlación 
con la zona central. 
 
 
 
Fig. 2.3. Comparación de la representación cilíndrica de la imagen 3D con 
imágenes 2D. 
 
Finalmente, sólo comentar que como se demuestra en [10], P2CA es un 20% 
más robusto que PCA frente a cambios de pose y un 15% más preciso si 
también varía la iluminación. Además se consigue el objetivo de poder usar 
imágenes 2D y 3D en la fase de reconocimiento.  
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CAPÍTULO 3. BASES DE DATOS DE IMÁGENES 
FACIALES 
 
 
En este capítulo se introducirán las principales bases de datos que se utilizan 
en grupos de investigación de reconocimiento facial. Además se comentarán 
los principales problemas de las imágenes procedentes de estas bases de 
datos, ya que hay que filtrarlas, limpiarlas y modificar las coordenadas de los 
puntos para adecuarlas al sistema de referencia que se usará. Puede que este 
procesado de imagen parezca a primera vista trivial, pero no lo es y su estudio 
da para realizar muchos proyectos, como es el caso.  
 
También en los siguientes apartados, se detalla el tipo de imágenes que se 
utilizarán para el sistema de reconocimiento de este proyecto y la base de 
datos a la que pertenecen, así como sus características y los visores que 
podemos utilizar para ver su representación. 
 
3.1. Bases de datos de imágenes faciales 
 
Hay diferentes tipos de bases de datos con imágenes faciales. Se diferencian 
por la forma en la que fueron adquiridas las imágenes, mediante qué tipo de 
dispositivos, y por la información que aportan. Las hay que contienen imágenes 
de textura 2D, imágenes de profundidad 3D con textura y sin textura y otras 
con mallados tridimensionales. A continuación se comentan algunas de las 
bases de datos 3D más populares. 
 
Una base de datos importante es la de la Universidad de Notre Dame. La 
última versión de esta base de datos [7] es del año 2003. Consta de imágenes 
faciales en 2D  y 3D. Las 2D capturadas mediante una cámara digital de alta 
resolución (1600x1200 pixels o  2272x1704 pixels) y las 3D mediante un 
escáner Minolta Vivid 900. Contiene imágenes frontales de 277 individuos, 
habiendo entre 3 y 10 imágenes de cada persona tomadas en diferentes 
épocas y con variación de peinado. De esta manera se pretende estudiar la 
identificación teniendo en cuenta el paso del tiempo.  
 
Por otro lado, el proyecto europeo VISNET que fue creado para propiciar el 
desarrollo de grupos de investigación de tecnologías audiovisuales, dispone de 
una base de datos de imágenes faciales llamada IPW 3D Face Database [14] 
que contiene 148 imágenes capturadas mediante un láser y en formato 
cyberware. 
 
Otra base de datos es la  de la Universidad de Florida [13], llamada USF, que 
contiene 333 imágenes 3D de textura, capturadas mediante un scanner entre 
2000 y 2001. En la siguiente figura se puede ver un par de ejemplos de estas 
imágenes. 
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Fig. 3.1. Ejemplo de imagen adquirida en la base de datos USF e imagen 
limpiada para su uso en el proceso de reconocimiento. 
 
 
En este proyecto se utiliza la base de datos GavaDB [8] que se comenta en 
profundidad en el apartado 3.2.  Para más información sobre diferentes bases 
de datos, consultar [5]. 
 
3.1.1. Bases de datos más utilizadas 
 
A continuación se presenta en la siguiente tabla un listado de las bases de 
datos más utilizadas y los algoritmos de reconocimiento en los que suelen 
emplearse.    
 
Tabla 3.1.  Bases de datos para reconocimiento facial más importantes. 
 
Base de datos Grupo de investigación Algoritmos  
 
XM2VTS database 
 
 
Center for Vision, Speech and Signal 
Processing of the Surrey University 
 
LDA 
 
3D_RMA 
 
Signal and Image Center of Brussels 
 
LDA, ICPA 
 
3D face database 
 
York University 
 
DPCA, ICPA 
 
Biometrics Database 
 
Notre Dame Universitity 
 
Bijective Mappings, 
PCA 
 
IPW 3D Face database 
 
VISNET 
 
PCA, P2CA 
 
USF 
 
University of South Florida 
 
LDA, PCA, P2CA 
 
GavabDB 
 
Departamento de ciencias de la 
computación de la URJC de Madrid 
 
LDA, PCA, P2CA 
 
MPI face database 
 
Max Planck Institute for Biological 
Cybernetics 
 
SVD 
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3.1.2. Face Recognition Grand Challenge 
 
En el apartado anterior se han mencionado las bases de datos más 
importantes y los algoritmos que se utilizan. Una forma de elegir las mejores y 
comprobar la eficacia de los resultados de los investigaciones era el FRGC. 
 
Se trataba de un foro organizado por el gobierno de EE.UU. para promover el 
avance tecnológico para el reconocimiento facial [9]. Este foro estaba abierto a 
investigadores del reconocimiento facial en empresas, universidades y centros 
de investigación de todo el mundo y en él se desarrollaron nuevas técnicas de 
reconocimiento y prototipos de sistemas.  
 
Participar en él suponía tratar de superar pruebas de dificultad progresiva en 
cuanto a reconocimiento facial a partir de unas bases de datos y de un 
equipamiento hardware que se proporcionaban a los participantes. Una vez se 
obtenían los resultados de todos los algoritmos participantes, se publicaban y 
se difundían con la finalidad de potenciar los más prometedores. 
 
La duración del proyecto fue de marzo de 2004 a mayo de 2006. Aunque 
actualmente está cerrado, proporciona la información obtenida a los 
investigadores que lo soliciten.  
 
 
3.2. Descripción de la base de datos utilizada 
 
Las imágenes que se utilizan proceden de la base de datos GavabDB [8] 
realizada por el Grupo de Algorítmica para la Visión Artificial y la Biometría 
perteneciente al Departamento de Ciencias de la Computación de la 
Universidad Rey Juan Carlos. GavabDB contiene 427 imágenes de mallados 
3D de las superficies faciales correspondientes a 61 individuos (45 hombres y 
16 mujeres), y cuenta con 9 imágenes distintas por cada persona. El conjunto 
total de los individuos es de raza blanca (caucásica) y sus edades están 
comprendidas entre los 18 y los 40 años. Cada imagen consiste en un mallado 
tridimensional, desprovisto de la información del color (sin textura) de la 
superficie de la cara. En la base de datos aparecen variaciones sistemáticas de 
pose y expresión facial de los sujetos. En particular, hay 2 imágenes frontales y 
4 imágenes con leves rotaciones, sin expresiones faciales, y 3 imágenes 
frontales que presentan diferentes expresiones faciales. 
  
Para la obtención de imágenes, se usó un escáner Minolta VI-700 con sensor 
láser que captura la imagen con información de color en menos de 1 segundo. 
Cada imagen se obtuvo mediante una única captura del láser, es decir, no se 
utilizaron varias imágenes desde diferentes puntos de vista del escáner para 
promediarlas y construir una definitiva. No se controló la iluminación durante la 
captura, pero predominaba la luz solar y artificial. Los individuos se colocaron a 
una distancia de 1.5 ± 0.5 m respecto al escáner, sentados en una silla con 
altura regulable que se adecuaba de manera que el escáner captase su 
cabeza. Para que la orientación de su cabeza cambiara, se les indicaba que 
mirasen a diferentes marcas en la sala de captura. La fig.3.2 muestra un 
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ejemplo del escenario de captura y la fig. 3.3 muestra las imágenes obtenidas 
en la captura.  
 
 
 
Fig. 3.2. Escenario de captura de las imágenes de la base de datos GavaDB. 
 
 
 
 
Fig. 3.3. Capturas: imagen 2D de la cara que captura el escáner (a), imagen 
3D con información de textura captada por el escáner (b), imagen 3D sin 
información de textura (c) y la misma imagen sin textura y rotada (d). 
 
 
Junto con el escáner se  proporciona un software llamado VIVID, que contiene 
entre otras, las funciones para exportar las imágenes capturadas a archivos 
con diferentes formatos. Cada imagen se exportó a formato VRML con 
resolución 1/1 sin información de color y se rellenaron los agujeros en zonas de 
la cara que hubiesen podido no ser muestreadas (con la función filled holes de 
VIVID). Eliminando la información de textura, las imágenes se redujeron a 
0.7Mb respecto a su tamaño original de 2.7Mb. 
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3.2.1. Formato VRML 
 
Como se ha comentado en el apartado anterior, las imágenes de profundidad 
de GavabDB están en formato  VRML v1.0 en código ASCII.  
 
VRML (Virtual Reality Modeling Language) tiene como objetivo la 
representación de gráficos interactivos tridimensionales. Se trata de un 
lenguaje de descripción de escenas en el que cada escena se compone de un 
número de objetos. Los objetos pueden ser formas sólidas situadas y 
orientadas de determinada forma u elementos intangibles que afectan a la 
escena, tales como luces, sonido y  distintos puntos de vista. Para crear estos 
mundos de realidad virtual se utilizan ficheros de texto, cuya extensión será 
siempre “.wrl”, los cuales pueden ser desarrollados mediante cualquier editor o 
procesador de textos. Además existe la posibilidad de utilizar programas de 
diseño gráfico que generan automáticamente ficheros VRML. 
 
En el Anexo 1 se explica en detalle el formato VRML centrándose en la 
comprensión de los archivos de GavaDB. Sin embargo, para la comprensión 
del proyecto basta con que se tenga en cuenta que el archivo VRML contiene 
la información de todos los puntos que forman la imagen. Esto es que contiene 
las coordenadas de los puntos y el orden en el que están unidos.  
 
 
Fig. 3.4. Sistema de coordenadas del formato VRML. 
 
 
Por otro lado, también es importante para la correcta interpretación de las 
imágenes, la comprensión de los programas y su funcionamiento, conocer el 
sistema de coordenadas VRML que se representa en la fig. 3.4. 
 
3.2.2. Visualización de las imágenes 
 
Conocer el formato de las imágenes sirve para identificar los datos que son de 
utilidad y para asociarlos con las coordenadas espaciales. Además, podemos 
saber qué editores emplear para visualizarlas y poder así hacerse una idea 
visual de qué es exactamente lo que contienen estas imágenes. 
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Para la visualización de estas imágenes se empleó Cortona 4.0 VRML viewer, 
Blaxxun Contact 4.4 y V-Realm builder 2.0 de Matlab. Se encontró que el más 
intuitivo y con el que mejor se visualizan las imágenes es V-Realm Builder 2.0, 
que además tiene la ventaja de que está incorporado en Matlab, que es el 
entorno en el que se iban a realizar los programas de soporte para este 
proyecto. A continuación podemos ver una imagen VRML, procedente de la 
base de datos citada, vista con V-Realm Builder 2.0. 
 
 
 
 
Fig. 3.5. Imagen VRML visualizada mediante V-Realm Builder. 
 
 
 
Fig. 3.6. Diferentes vistas de la imagen VRML con V-Realm Builder. 
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En la visualización podemos apreciar la ausencia de información de textura 
(color) y corroborar que las imágenes que usaremos serán de profundidad. 
 
3.2.3. Diferencia entre la representación gráfica de VRML y Matlab 
 
Para la comprensión del proceso de tratamiento de imágenes que se lleva a 
cabo en el proyecto y que se desarrolla mediante Matlab, debe tenerse en 
cuenta la diferencia básica entre las representaciones gráficas en VRML y el 
mismo.  El sistema de coordenadas de VRML es diferente del de Matlab. VRML 
usa el sistema de coordenadas en el que el eje y apunta hacia arriba y el eje z 
sitúa a los objetos más cerca o lejos de la pantalla.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.7. Diferencia entre el sistema de coordenadas de VRML y de Matlab. 
 
 
Los ángulos de rotación en VRML se definen mediante la ley de la mano 
derecha. Las distancias y los ángulos se miden en metros y radianes, 
respectivamente.   
 
Estas diferencias harán que las representaciones gráficas deban pensarse de 
manera que cuando se hagan mediante una función de Matlab deberán ser 
coherentes con las vistas que se tendrían del archivo VRML. 
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CAPÍTULO 4. TRATAMIENTO, MEJORA Y 
NORMALIZACIÓN DE IMÁGENES FACIALES EN 3D 
 
 
Para poder utilizar el algoritmo de reconocimiento facial P2CA hay que procesar 
las imágenes. Este proceso supone el tratamiento, la mejora y la normalización 
de las mismas. Tal como se ha comentado en el capítulo 2, las imágenes de la 
fase de reconocimiento (las que normalmente serían 2D) y las de la base de 
datos de entrenamiento (las que serían 3D) deben tener el mismo tamaño y 
normalizarse previamente para alinear los ojos y bocas de los sujetos. Este 
proceso es necesario para después en la fase de reconocimiento poder 
comparar la imagen capturada con las de la base de datos de manera correcta 
y obtener así resultados fiables. Además de este detalle, hay otros aspectos de 
las imágenes que hay que ajustar para poder utilizarlas como base de datos 
para el reconocimiento, y esto es lo que se explica en los siguientes apartados. 
Sin embargo, el procedimiento es complicado y en este capítulo la explicación 
se centrará en una presentación intuitiva del proceso; no será hasta el siguiente 
capítulo donde se encontrarán los pormenores matemáticos del procesado. De 
esta manera se intenta tener una idea clara del objetivo que se busca antes de 
profundizar en cómo se realizará. 
 
 
4.1. Una visión general 
 
En los siguientes apartados se muestra, sin entrar en consideraciones 
matemáticas, una visión de todo el proceso al que hay que someter a las 
imágenes antes de utilizarlas en el sistema de reconocimiento. Este proceso 
puede dividirse en las siguientes etapas: 
 
1) Representación de la imagen VRML en Matlab. 
 
2) Marcaje en la cara de los puntos de interés mediante los que se 
evaluará el sistema de reconocimiento. 
 
3) Elección de un nuevo origen de coordenadas según un criterio que se 
aplicará a todas las imágenes. 
 
4) Representación de la imagen en coordenadas cilíndricas. 
 
5) Normalización de las imágenes mediante la elección de una imagen de 
referencia y proyección de la homografía. 
 
A simple vista parece que el proceso a seguir está claro y es sencillo, pero 
cada uno de los pasos a realizar introduce una problemática que debe ser 
resuelta de manera que la imagen siga siendo válida para el sistema de 
reconocimiento.  A continuación se exponen los principales detalles. 
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4.1.1. Representación de la imagen VRML en Matlab 
 
El fichero VRML contiene los valores numéricos de los puntos que describen la 
imagen. Estos valores no se han obtenido mediante un muestreo uniforme y 
además la mayoría de imágenes tienen más de 16.000 puntos, que son 
demasiados para poder realizar un procesado rápido de la imagen.  
 
Para representar la imagen en Matlab, se utilizan las funciones mesh e imshow, 
pero no se representan directamente todos los puntos que describe el fichero 
VRML. Se realiza una interpolación de los valores del fichero VRML para que 
todas las imágenes estén descritas por el mismo número de puntos y además 
estos estén muestreados uniformemente. 
 
á 
 
 
 
 
 
 
 
 
 
 
Fig. 4.1. Ejemplo de muestreo no uniforme y uniforme. 
 
 
De este modo, obtendremos una representación de los puntos de la imagen tal 
como muestra la (fig. 4.1). También hay que tener en cuenta que el grado de 
detalle de la imagen será inferior después de la interpolación, pero con 300 
puntos podemos representar correctamente una cara y el procesado será más 
rápido y eficiente. En la siguiente figura se puede ver la diferencia entre la 
representación en Matlab de la imagen original con más de 16.000 puntos y  la 
imagen interpolada con 300 muestras. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2. Comparación entre la imagen VRML original y la interpolada. 
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4.1.2. Obtención de los puntos de interés 
 
Una vez obtenida la representación de la imagen, se deben obtener las 
coordenadas de los puntos a partir de los cuales se calculará el nuevo eje de 
coordenadas y según los que se alinearán todas las caras. En total serán 6 
puntos que corresponden a: las pupilas, las puntas de las orejas y las 
comisuras de los labios.    
 
 
 
 
 
 
 
 
 
Fig. 4.3. Puntos de interés en una imagen. 
 
4.1.3. Elección de un origen de coordenadas  
 
Cada imagen de la base de datos está representada en el sistema de 
coordenadas VRML, pero la cara no está centrada respecto a los ejes de 
coordenadas. Se evitará que cada cara esté en una posición diferente, 
calculando un origen de coordenadas de manera que sea igual para todas las 
imágenes de la base de datos.  
 
Para entenderlo mejor, se explica gráficamente. Inicialmente tenemos dos  
imágenes VRML representadas como muestra la siguiente figura. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.4. Ejemplo de representación de dos imágenes VRML. 
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Como se puede observar, las imágenes no ocupan la misma posición respecto 
al eje de coordenadas y no están centradas.  
 
Para que estén centradas, se buscará un nuevo origen de coordenadas. En 
concreto, se considerará como origen de coordenadas el punto que describa un 
ángulo β respecto a ambas pupilas. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.5. Determinación del nuevo origen de coordenadas de imágenes VRML. 
 
 
En la siguiente figura se puede ver cómo varían los ejes de coordenadas, 
siendo los nuevos ejes el triedro ortogonal (x’,y’,z’). 
 
 
 
 
 
 
 
 
 
Fig. 4.6. Diferencia entre los ejes de coordenadas iniciales y los nuevos. 
 
 
Por lo tanto, se tiene que marcar la posición de las pupilas y de las comisuras 
de los labios, porque están aproximadamente en el mismo plano, y determinar 
un plano. El nuevo origen de coordenadas pasará por el punto medio entre las 
pupilas, describiendo un ángulo β con cada una y siendo perpendicular al plano 
 
y’
x’
z’
β β
Nuevo origen de coordenadas
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calculado. Una vez hallado el nuevo origen, hay que hacer un cambio de 
coordenadas para que la imagen esté centrada. En la siguiente figura se puede 
ver la diferencia entre una imagen interpolada inicialmente y la misma imagen 
orientada según su nuevo eje de coordenadas. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.7. Representación de la imagen original y la imagen orientada según el 
nuevo eje de coordenadas. 
 
 
La cara está ligeramente inclinada hacia un lado como consecuencia del nuevo 
origen de coordenadas, pero este efecto no dificulta el proceso de 
reconocimiento porque después se alinearán todas las caras según una cara 
de referencia. 
 
4.1.4. Representación en coordenadas cilíndricas 
 
Con la finalidad de poder comparar las imágenes 3D de la base de datos de 
entrenamiento con las imágenes 2D a reconocer, se representará la imagen 3D 
en coordenadas cilíndricas de manera que veamos los 180º de la imagen 
desplegada. Se debe notar que el cambio de coordenadas cilíndricas se 
aplicará a las nuevas coordenadas según el eje de coordenadas que hace que 
la imagen esté centrada.  
  
Fig. 4.8. Ejemplo de imagen interpolada e imagen en coordenadas cilíndricas. 
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4.1.5. Normalización de las imágenes mediante homografía 
 
Una de las condiciones para utilizar el algoritmo de reconocimiento facial P2CA 
es que se alineen los ojos y las bocas de todas las imágenes de la base de 
datos.  
 
En este proyecto, concretamente, se alinean las pupilas, las comisuras de los 
labios y la punta de las orejas de todos los individuos. Para realizar esta 
alineación, se escoge una cara de la base de datos como referencia y se 
proyectan las otras caras según las coordenadas de los puntos que indican los 
elementos a alinear. Hay que notar que cuando proyectemos una cara según la 
cara de referencia, ésta se deformará. Sin embargo, la deformación de la cara 
de la base de datos no afecta negativamente a la fase de reconocimiento ya 
que la misma deformación se aplicará a la imagen que se capture para intentar 
asociarla a una de la base de datos. 
 
 
 
Fig. 4.9. Alineación de imágenes. Ejemplo de dos imágenes a alinear.  
 
 
En las imágenes de la (Fig. 4.9) deberían coincidir los puntos (a1,t1) ↔(a’1,t’1) y 
(a1,t2) ↔(a’1,t’2) en cuanto a las puntas de las orejas, pero también se alinearán 
las pupilas y comisuras. El algoritmo para realizar la proyección alineada que 
se utiliza es DLT normalizado, los detalles matemáticos se exponen en el 
siguiente capítulo. 
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CAPÍTULO 5. TÉCNICAS PARA EL PREPROCESADO E 
IMPLEMENTACIÓN DE PARTIAL PCA    
 
 
En el capítulo anterior se ha explicado de manera sencilla la necesidad inicial 
de procesar las imágenes de la base de datos para poder utilizarlas en el 
sistema de reconocimiento facial. En este capítulo se explican en detalle los 
procedimientos matemáticos que se emplean para realizar las distintas etapas 
del preprocesado, desde su disponibilidad como archivo VRML hasta su 
representación adecuada para la aplicación del algoritmo P2CA. Este capítulo 
es también un nexo con el siguiente, que explica las interfaces de usuario 
programadas en Matlab para realizar el procesado, ya que se asocia cada 
procedimiento matemático a la función programada que se emplea. 
 
 
5.1. Desarrollo de las técnicas para implementar P2CA  
 
El procesado de las imágenes para su uso en el sistema de reconocimiento se 
desarrolla mediante unos editores programados en Matlab. Estos editores 
contienen funciones que desarrollan ciertos procedimientos matemáticos, que 
se explican en los siguientes apartados. 
 
5.1.1. Interpolación de imágenes VRML 
 
Con la finalidad de representar las imágenes de la base de datos de forma que 
todas tengan el mismo número de puntos (o lo que es lo mismo, de pixels) y 
que los puntos sean resultado de un muestreo uniforme, se realizará una 
interpolación tal como se explica a continuación. 
 
En el fichero VRML original tenemos las coordenadas de los puntos ordenados 
de mayor a menor según su coordenada y. Se leerán las coordenadas de todos 
los puntos y se almacenarán en 3 vectores columna que corresponden a las 
coordenadas x, y, z.  Después se buscará cual es el valor mínimo y el máximo 
de cada vector. Se calcularán 2 nuevos vectores, con las coordenadas x e y 
interpoladas, que tengan una cantidad de valores, por ejemplo 300,  
comprendidos entre sus máximos y mínimos respectivos. Vemos el cálculo en 
las siguientes expresiones: 
 
 
max( ) min( )
vxi=min ( ) + 
1
vx vx
vx k
m
−  −      donde 1, 2,..299k =  y   300m =       (5.1) 
 
 
 donde 1, 2,..299k =  y   300m =       (5.2) 
 
 
min( ) max( )
vyi=max ( ) + 
1
vy vy
vy k
m
−  − 
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Debe notarse que los valores de vxi estarán ordenados de menor a mayor, es 
decir vxi(1,1) será el valor menor y vxi(k,1) será el valor mayor, mientras que en 
el caso de vyi estarán ordenados de mayor  a menor, es decir vyi(1,1) será el 
valor mayor y vyi(k,1) será el valor menor. Es importante notar esto para 
interpretar correctamente la imagen interpolada. 
 
Seguidamente se calculará el vector z interpolado (que en nuestro caso será 
una matriz para facilitar la representación gráfica en Matlab con mesh e 
imshow) buscando para cada pareja de valores x e y interpolados su valor z 
más próximo según los valores originales en el fichero VRML. El valor de z se 
escogerá siempre que esté dentro de un umbral, para evitar que en la imagen 
interpolada aparezcan puntos ficticios, es decir, elementos que en realidad no 
están en la imagen original. Este umbral se fija según los valores de la 
coordenada x y sigue la siguiente expresión: 
 
 
          donde  300m =              (5.3) 
 
 
 
Si se supera el umbral de la expresión, el valor de z que se le adjudica al punto 
es igual al mínimo valor de z de la imagen menos 20. En la siguiente figura se 
puede ver la diferencia de la interpolación de una imagen sin tener en cuenta el 
umbral y la de una imagen donde se evitan los puntos ficticios. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.1. Comparación de imágenes interpoladas. La primera imagen tiene 
puntos ficticios y la segunda no. 
 
 
En el inicio del proyecto, se utilizaba el primer tipo de interpolación y esto 
provocaba errores en el marcaje de los puntos de interés y en las siguientes 
etapas del procesado de la imagen. La función desarrollada en Matlab que 
realiza la interpolación correcta es interpol_coord.m. 
 
max ( ) - min( )
umbral=8 vx vy
m
 ⋅  
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5.1.2. Cálculo de un nuevo origen del sistema de coordenadas 
 
Se buscará un nuevo origen de los ejes de coordenadas para que las imágenes 
estén centradas. Como se ha explicado en el capítulo anterior, el criterio que se 
utilizará es que el origen del eje de coordenadas sea el punto que describa un 
ángulo beta, por ejemplo 15º, respecto a ambas pupilas. Para lograr esto, se 
marcarán los puntos de las pupilas y las comisuras de los labios. Cabe 
comentar que en la imagen interpolada también se marcarán los puntos que 
indican las puntas de las orejas, que aunque no es necesario para calcular el 
nuevo eje, se utilizará para más adelante calcular la proyección alineada de 
todas las caras. Por otro lado, los puntos que se marcan en la imagen 
interpolada pueden no pertenecer a uno de los puntos no interpolados y por 
eso aproximaremos el punto marcado al punto real (perteneciente al archivo 
VRML) más cercano. 
 
En una cara, la profundidad de los globos oculares y de las comisuras es 
parecida y servirá para determinar un plano. En concreto se utilizarán los 
puntos de las pupilas y el punto medio entre comisuras para determinar un 
plano en 3D. Después se calculará el punto medio entre las pupilas y se 
calculará una recta perpendicular al plano que pase por allí. El punto que forme 
un ángulo beta con las pupilas estará en esta recta. A continuación se detalla el 
proceso matemático.  
 
Se tienen las coordenadas de los dos puntos de las pupilas: 
 
 
1 1 11 ( , , )P x y z=       donde P1 indica la pupila derecha                   (5.4) 
2 2 22 ( , , )P x y z=      donde P2 indica la pupila izquierda                 (5.5) 
 
 
Entonces se calcula el punto medio entre las pupilas y también la distancia 
geométrica: 
 
1 2 1 2 1 2
, ,
2 2 2
x x y y z zPm  + + +      =                                                 (5.6) 
 
 
  
2 2 2
1 2 1 2 1 2( ) ( ) ( )d x x y y z z= − + − + −                                     (5.7) 
 
 
Además se dispone del punto medio entre las comisuras. 
 
 
3 3 33 ( , , )P x y z=      donde P3 indica el punto medio entre comisuras             (5.8) 
 
 
Entonces con P1, P2 y P3 podemos calcular los vectores directores que 
definen el plano que forman estos tres puntos.  
 
( 1 2)v P P= − −                                                            (5.9) 
Técnicas para el preprocesado e implementación de Partial PCA   27 
( 3)u Pm P= −                                                    (5.10) 
 
 
Es importante notar que el cálculo de los vectores directores debe seguir la 
dirección de los ejes de coordenadas que se buscan. En este caso, v sería el 
vector director con dirección el eje x, según el sistema de coordenadas VRML,  
y u tiene la dirección del eje y.  Además v y u deben ser vectores normalizados. 
 
En realidad el vector u no tiene exactamente la dirección del eje y, por lo tanto 
no es perpendicular a v y no puede utilizarse directamente para calcular el 
vector que determinará el nuevo eje de coordenadas z.  Para solucionar este 
problema, se calcula la proyección de u sobre v de manera que el nuevo vector 
u’ sea perpendicular a v.  
 
( )T' ( )u u v u v = − − × ×                                         (5.11) 
 
 
Se obtiene el vector normal al plano, que deberá apuntar en la dirección del eje 
z de VRML, mediante el producto vectorial de los dos vectores directores v y u’. 
 
'n v u= ×                                                           (5.12) 
 
 
Igual que todos los vectores anteriores, este vector debe normalizarse para que 
su módulo sea unitario. 
 
'
n
n
n
 =    
                                                             (5.13) 
 
 
Después, se calcula la distancia desde las pupilas hasta un punto que forme un 
ángulo de beta grados con ambas pupilas. 
 
2
tan  
beta
d
d β
      =    
                                                        (5.14) 
 
Entonces, el centro del nuevo eje de coordenadas estará a distancia dbeta, pero 
seguirá la dirección del vector normal y se calculará como sigue. 
 
 
( ' )centro betaP Pm n d= + ⋅                                                  (5.15) 
 
 
Después de evaluar el punto central obtenido con la expresión (5.15), se 
observa que  se obtiene en el sentido contrario, según el eje z, respecto al que 
debería tener. En la (Fig. 5.2) se muestra el esquema para comprender el 
problema que esto supone. Tal como se calcula en (5.15) el origen del nuevo 
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eje de coordenadas está delante de las pupilas en lugar de atrás, tal como se 
necesita. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.2. Representación del origen de coordenadas hallado con la expresión 
(5.15) y el encontrado con la expresión (5.16).  
 
 
Debido a esto se calcula un nuevo centro, llamado centro’, a partir del punto 
hallado en la expresión (5.15). El centro correcto tiene las mismas coordenadas 
x e y. Su coordenada z es la que cambia de signo, como puede verse en 
(5.16).  
 
       
'Pcentro PcentroZ Z= −                                            (5.16) 
 
La función desarrollada en Matlab que busca el nuevo origen de coordenadas 
es punto_xrad.m. 
 
 
5.1.3. Cambio de coordenadas según el nuevo origen  
 
Disponer del origen del eje de coordenadas calculado en el apartado anterior 
nos servirá para calcular el cambio de coordenadas. Debemos buscar el vector 
de traslación y la matriz de rotación de los ejes de coordenadas.  
 
El vector de traslación será:  
 
( , , )centro c c cVT P x y z= =                                                 (5.17) 
 
La matriz de rotación se calculará por filas en función de la rotación en los ejes 
x,y,z.  Puede verse en las tres expresiones que siguen. 
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1 2 ( , , )
1 2
R xr xr xr
P PX x y z
P P
 −= =  − 
                                        (5.18) 
 
3 ( , , )
3
R yr yr yr
Pm PY x y z
Pm P
 −= =  − 
                                        (5.19) 
 
' ( , , )R zr zr zrZ n x y z= =                                                   (5.20) 
 
 
Resultando la matriz de rotación siguiente. 
 
 
xr xr xr
yr yr yr
zr zr zr
x y z
MR x y z
x y z
  =    
                                                  (5.21) 
                                       
 
Ahora ya se puede hacer el cambio de coordenadas según los nuevos ejes 
calculados. Para comenzar aplicaremos el vector de traslación punto por punto. 
 
' ( )
' ( )
' ( )
i i c
i i c
i i c
x x x
y y y
z z z
= − = − = − 
     0,...,i k∀ =                                    (5.22) 
 
 
Seguidamente multiplicaremos el vector fila con los valores anteriores por la 
matriz de rotación.  
 
( '  '  ')
xr xr xr e
i i i yr yr yr e
zr zr zr e
x y z x
x y z x y z y
x y z z
      =         
i                                   (5.23) 
 
De esta forma se obtiene el nuevo punto como un vector columna. Las 
funciones en Matlab que realizan el proceso descrito son punto_xrad2.m y 
nuevas_coord.m. 
 
 
5.1.4. Cambio a coordenadas cilíndricas  
 
Una vez obtenidas las coordenadas de la imagen según el eje que hace que su 
representación esté centrada, hay que realizar un cambio a coordenadas 
cilíndricas. Cuando se represente la imagen en coordenadas cilíndricas, 
facilitará el proceso de comparar la imagen 3D de la base de datos con 
imágenes 2D. 
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Tomando como referencia los ejes de coordenadas VRML, para el paso a 
coordenadas cilíndricas se utilizan las siguientes expresiones: 
 
 
2 2
1tan
a y
r x z
x
z
θ −
=
= +
 =   
                                                 (5.24) 
  
La siguiente figura muestra las coordenadas cilíndricas aplicadas a un punto de 
la imagen. 
 
 
 
 
 
 
 
 
 
 
Fig. 5.3. Representación del cambio a coordenadas cilíndricas. 
 
 
La función del código realizado en Matlab que realiza el cambio a coordenadas 
cilíndricas es coord_cil.m. 
 
5.1.5. Interpolación de coordenadas cilíndricas  
 
La finalidad de disponer de las coordenadas cilíndricas de la imagen es realizar 
la representación gráfica en este sistema. Sin embargo, la interpolación no será 
igual a la que inicialmente se ha aplicado a los valores del archivo VRML. La 
interpolación de los valores cilíndricos se hará de forma que ningún píxel de la 
representación esté en blanco, es decir, todo píxel tendrá un valor. 
 
Para conseguir que todos los píxels tengan un valor, se interpolarán los valores 
de teta y a teniendo un número de muestras a indicar por el usuario, por 
ejemplo 361. De esta manera se tiene teta de -90º a 90º con una resolución de 
0.5º y 361 valores de a entre el valor máximo y el mínimo. Para cada pareja de 
valores (a, teta) se buscará el valor más cercano de r de entre todos los puntos 
que se tienen en coordenadas cilíndricas. De esta forma rellenando uno a uno 
los píxels se evitan los huecos sin valor. En la (Fig. 5.4) la pareja de valores es 
(a1,θ1) y se busca su valor r1 correspondiente. Este proceso se lleva a cabo 
mediante la función interpol_coord1.m, pero tiene el inconveniente de que tarda 
unos 3 minutos en ejecutarse para 361 muestras. 
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Fig. 5.4. Representación del resultado del cambio a coordenadas cilíndricas. 
 
 
Como se quiere que la aplicación sea más eficiente, se usa una estrategia más 
complicada pero mucho más rápida. Se proyectan rectas para cada punto del  
los ejes de coordenadas a y cubriendo los ángulos entre -90º y 90º, se calcula 
el punto más cercano a esta recta que pertenece a la imagen y se elige su 
valor de r para la profundidad del punto que se evalúa. Un esquema de esta 
solución está representado en la (Fig. 5.5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.5. Representación para la comprensión de la interpolación de las 
coordenadas cilíndricas. 
 
 
El procedimiento matemático es el siguiente. Se tienen 3 puntos P, Q y R.  
 
(0,0, )eP a=                                                     (5.25) 
(1, , )e eQ aθ=                                                     (5.26) 
1 1 1( , , )R r aθ=                                                     (5.27) 
 
El punto P es un punto del eje de coordenadas a. El punto Q es un punto a la 
misma altura y con un ángulo determinado. Nos interesa calcular la profundidad 
del punto con las coordenadas ae y θe del punto Q. Para ello compararemos 
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con todos los puntos R que estén a una altura similar a la indicada por ae 
dentro de un umbral. El primer paso es construir una recta con P y Q. La 
ecuación vectorial de la cual será: 
 
  ( , , ) (0, ,0) (sin ,0,cos )e e er x y z a λ θ θ≡ = +                             (5.28) 
 
Después se busca la ecuación del plano pi que contiene el punto R y es ⊥  a la 
recta r. 
  
sin cose ex z Dpi θ θ≡ ⋅ + ⋅ +
                                       (5.29) 
 
Sabiendo que R está contenido en pi, se obtiene:  
 
( ) ( )2 21 1sin cose eD r rθ θ = − ⋅ + ⋅                                         (5.30) 
 
Después se calcula la intersección de la recta r con el plano pi y se obtiene Ri,  
la proyección del punto R sobre la recta r. Así se halla λ y después se calcula la 
distancia de R a Ri. 
 
                         
2 2 2
1 1 1 1 1( sin ) ( ) ( cos )i i id x r y a z rθ θ= − ⋅ + − + −                       (5.31) 
 
El valor mínimo de esta distancia determinará la profundidad r del punto 
(re,θe,ae). Punto a punto se construirá la imagen interpolada Matlab medfilter2 
se reducirá el ruido en la imagen. Este proceso se lleva a cabo en 
interpol_coord2.m. 
 
 
5.1.6. Cálculo de la homografía  
 
Cuando se tienen todas las imágenes en coordenadas cilíndricas, el único paso 
que falta es que los ojos, las comisuras y las puntas de las orejas de todos los 
individuos estén en unos puntos con las mismas coordenadas. Con este 
objetivo se escogerá una imagen de referencia y se alinearán todas las demás 
según las coordenadas de sus puntos mediante la proyección de una 
homografía. Para el cálculo de la homografía se utiliza el algoritmo DLT 
normalizado. 
 
Para comenzar empecemos por definir en qué consiste una homografía 2D. 
Dado un conjunto de puntos xi en 2D y un conjunto de puntos x’i en 2D se 
quiere calcular la matriz que hace que la transformación proyectiva de x’i 
coincida con xi. La matriz no singular 3x3 que permite la correspondencia entre 
los puntos de las dos imágenes es la homografía H. La relación se define de la 
siguiente forma: 
 
 
      'i ix H x= ⋅        de manera que    'i ix x↔                                    (5.32) 
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Una de las primeras cuestiones a considerar es cuántos puntos son necesarios 
para estimar la matriz H. Es posible calcular una cota inferior teniendo en 
cuenta los grados de libertad de la matriz H y el número de restricciones. Por 
un lado, es evidente de la propia ecuación de correspondencia que cada pareja 
de puntos en correspondencia proporciona tres ecuaciones en los parámetros 
de la matriz H, pero de estas solo dos son linealmente independientes ya que 
un punto 2D solo tiene dos grados de libertad, sus coordenadas. Por lo tanto, 
cada correspondencia de puntos fija dos restricciones sobre la matriz H. Por 
otro lado, la matriz H tiene 9 parámetros pero está definida salvo un factor de 
escala, por lo que solo tiene 8 parámetros independientes. En conclusión, se 
puede establecer que 4 correspondencias de puntos son suficientes para 
calcular H. 
 
En nuestro caso se tienen 6 correspondencias (2 pupilas, 2 comisuras y 2 
orejas), por lo tanto el sistema está sobredimensionado. Además todas las 
medidas son ruidosas, por lo tanto no siempre se podrá establecer una matriz 
H válida para todos los puntos. Entonces el problema se abordará de manera 
que se encuentre la mejor transformación H a partir de los datos dados. 
Escoger la mejor solución H se hará mediante la minimización de una función 
coste sobre los parámetros que calculamos. 
 
Una vez hallada la matriz H se seguirá el proceso mostrado en la siguiente 
figura para realizar la proyección punto por punto. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.6. Representación del proceso de proyección homográfica.  
 
 
A partir de las coordenadas del punto en la imagen inicial (a1,θ1) se proyecta 
mediante H el nuevo punto (a2,θ2). Después se calcula la proyección 
holográfica inversa del punto (a2,θ2) y se busca el valor de la profundidad para 
ese punto según esta proyección inversa. 
 
El cálculo de la matriz H (la homografía 2D) a partir de 4 puntos, se realiza 
mediante el algoritmo DLT normalizado. En el siguiente apartado se explica 
brevemente, para profundizar puede consultarse [6]. 
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5.1.6.1. Algoritmo DLT normalizado 
 
Para comenzar, hay que interpretar correctamente la expresión (5.24) teniendo 
en cuenta que está definida para coordenadas homogéneas y por tanto quiere 
decir “ambas expresiones son iguales salvo una constante de 
proporcionalidad”. Es decir, las coordenadas de los vectores x’ y H·x pueden 
diferir en una constante de proporcionalidad. Para evitar esta constante de 
proporcionalidad, expresaremos la ecuación de la siguiente forma que nos 
permitirá calcular H, xi’x Hxi=0, para todo i. 
 
Si se considera hjT la j-ésima fila de la matriz H, se puede escribir  
 
1
2
3
T
i
T
i i
T
i
h x
Hx h x
h x
  =    
                                                              (5.33) 
 
Notar que todos los vectores son columna y que cuando están traspuestos son 
fila. Siguiendo con la explicación, si se escribe xi’=(xi’,yi’,wi’)T, el producto 
cruzado puede expresarse como 
 
' 3 ' 2
' 1 ' 3
' 2 ' 1
'
T T
i i i i
T T
i i i i i i
T T
i i i i
y h x w h x
x Hx w h x x h x
x h x y h x
 − × = −  − 
                                        (5.34) 
 
Teniendo en cuenta que hjTxi=xiThj para todo j=1,..,3 e igualando a cero esta 
ecuación se obtiene un  conjunto de tres ecuaciones en los parámetros de H 
que se puede expresar de la siguiente manera 
 
1' '
' ' 2
' ' 3
0
0 0
0
T T T
i i i i
T T T
i i i i
T T T
i i i i
hw x y x
w x x x h
y x x x h
  −   − =    −  
                           (5.35) 
 
Estas ecuaciones tienen la forma Aih=0, donde A es una matriz 3x9 y h es el 
vector h=(h1T,h2T,h3T)T, compuesto por los elementos de H.                                      
 
Tal como se explica en [6] para calcular H se utiliza el algoritmo DLT 
normalizado, que consiste en el procedimiento siguiente: 
 
1. Normalización de las coordenadas en cada una de las imágenes de 
forma independiente. Las coordenadas de la imagen a proyectar son x y 
se reemplazarán por x=Tx . Análogamente, las coordenadas de la 
imagen de referencia son x’ y se reemplazarán por x'=T'x' . 
2. Para cada correspondencia xi↔xi’ calcular la matriz Ai con dos 
ecuaciones. 
3. Construir la matriz A (2nx9) a partir de las n matrices Ai. 
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4. Obtener la descomposición en valores singulares de la matriz A. El 
vector singular unidad asociado al menor valor singular será la solución 
h. 
5. La matriz H se determina a partir de h por filas. 
6. Estimar H invirtiendo la transformación de normalización H=T’-1 H T 
 
La función realizada en Matlab que desarrolla la búsqueda de la homografía 
mediante DLT es homography2d.m. 
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CAPÍTULO 6. INTERFACES DE USUARIO PARA LA 
EDICIÓN DE IMÁGENES 
 
 
En este capítulo se comentan los interfaces de usuario y las funciones que 
desarrollan el procesado de las imágenes explicado en los capítulos 4 y 5.  Se 
comenta brevemente su funcionamiento y los resultados que obtendremos, 
pero no se entra en detalle debido a que los programas tienen un útil menú de 
ayuda que indica paso a paso cómo utilizarlos.  
 
Por otro lado, es importante advertir que todo el código debe ejecutarse en un 
entorno Windows con Matlab 7.1 R14 SP3, las versiones anteriores de Matlab 
tienen un error en la implementación de GUIDE, la aplicación de Matlab que 
permite el desarrollo de GUIs, que provoca errores en el código desarrollado. 
 
 
6.1. Programas 
 
Hay 3 editores realizados en Matlab que permiten la obtención de la imagen a 
comparar con la imagen 2D a reconocer. El primer editor es el “editor vrml”, el 
segundo editor es el “editor cilíndrico” y el tercero es el “editor alineación”. Se 
detallan a continuación: 
 
• Editor VRML: permite marcar en cada imagen las coordenadas de los 
puntos de interés (pupilas, comisuras y puntas de las orejas) que se 
usarán para normalizar las imágenes y para realizar el reconocimiento. 
• Editor cilíndrico: utiliza las coordenadas obtenidas por el primero para 
buscar un nuevo eje de coordenadas cuyo origen esté a un determinado 
ángulo de ambas pupilas, de esta manera todas las imágenes estarán 
centradas y se corregirá su rotación y traslación adecuándolas al nuevo 
eje.  
• Editor alineación: alinea los puntos marcados en una cara con los puntos 
de una cara de referencia mediante el cálculo de la homografía, usando 
el algoritmo DLT normalizado, y proyectando la imagen según la 
homografía calculada. 
 
En los siguientes apartados podremos ver capturas, diagramas del 
funcionamiento de los editores y el esquema de las funciones que componen 
cada uno de ellos. 
 
 
6.2. Menú Inicial 
 
Se ha llamado al programa PIAF (Procesado de Imágenes para Análisis 
Facial), el menú inicial permite acceder a los distintos editores, se entra en él 
ejecutando la función PIAF.m.  
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Fig. 6.1. Menú inicial de la aplicación PIAF.  
 
Basta con pulsar los botones del menú para ejecutar las acciones que se 
indican y abrir los distintos editores.  
 
 
6.3. Editor VRML 
 
Puede entrarse en el editor VRML a partir del menú inicial o puede ejecutarse 
editor_vrml.m. A continuación se muestra el aspecto de la GUI del editor 
VRML. 
 
 
 
 Fig. 6.2. GUI del editor VRML de la aplicación PIAF.  
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En la (Fig.6.2) se observa la representación de una de las imágenes 
interpoladas con las pupilas, comisuras y uno de los extremos de una oreja 
marcados. Debe notarse que todos los valores que se muestran en las 
ventanas bajo los botones que indican los puntos de interés se refieren al eje 
de coordenadas VRML original. 
 
En el siguiente esquema UML pueden observarse con más detalle el 
funcionamiento del editor VRML.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.3. Diagrama UML de actividad del editor VRML de la aplicación PIAF. 
 
 
Para comenzar se introduce el nombre del archivo VRML y luego se interpola la 
imagen para que tenga 300 puntos. No se representan los archivos originales 
porque tienen más de 16000 puntos y el procesado sería muy lento. Una vez 
interpolada la imagen, se representa y se marcan los puntos de interés. Los 
puntos obtenidos se guardan en un archivo “.xls” para usarlos en los siguientes 
editores. 
 
 
6.4. Editor cilíndrico 
 
El editor cilíndrico se abre mediante el menú inicial o ejecutando en Matlab la 
función editor_cilindricas.m. En la siguiente figura puede verse el aspecto de la 
su GUI. 
 
Archivo VRML
Interpolar imagen
Mostrar error
archivo erróneo
Representación
OK?
Marcar puntos de interés
Guardar puntos de interés
Cerrar
ptosint.xls
SI
NO
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Fig. 6.4. GUI del editor cilíndrico de la aplicación PIAF. 
 
 
En el diagrama UML puede observarse de manera sencilla el funcionamiento 
del editor cilíndrico. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.5. Diagrama UML de actividad del editor cilíndrico de la aplicación PIAF. 
Archivo VRML
Selección puntos interés
Mostrar error
Representación
OK?
Guardar coordenadas
ptosint.xls
Indicar ángulo respecto origen
Cálculo nuevo origen coordenadas
Cambio coordenadas cilíndricas
Cambio de coordenadas
Interpolación
Guardar referencia
aci.xls
tci.xls
rci1.xls
rci2.xls
ptosref.xlsptosalin.xls
NO
SI
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Como puede deducirse del esquema UML (Fig. 6.5), el editor cilíndrico es más 
complicado que el editor VRML. De hecho es el editor que más complejidad 
tiene de los tres e interactúa con más ficheros .xls externos. 
 
El funcionamiento es el siguiente, se introduce el archivo a representar en 
coordenadas cilíndricas y se busca el nuevo eje de coordenadas según el 
ángulo que se indique. Después se hace un cambio de coordenadas según 
este nuevo origen de coordenadas y posteriormente se realiza el cambio a 
coordenadas cilíndricas. Se puede observar en el diagrama UML que los datos 
de las coordenadas cilíndricas se guardan en los archivos excel aci.xls, tci.xls, 
y de rci1.xls a rci4.xls dependiendo del número de muestras, en cada archivo 
rciX.xls se almacenan 256 muestras y el número máximo de muestras a 
interpolar es 1024. Estos archivos servirán para implementar el editor de 
alineación. Otro aspecto que cabe resaltar es que las coordenadas cilíndricas 
de los puntos de interés se guardan como coordenadas de referencia (en 
ptosref.xls) o como coordenadas de una imagen a alinear (en ptosalin.xls) en el 
tercer editor. 
 
 
6.5. Editor de alineación  
 
Para acceder al editor de alineación, igual que en los otros casos puede usarse 
el menú inicial o ejecutarse editor_alineacion.m. En la siguiente figura se 
muestra su aspecto. 
 
 
 
 
Fig. 6.6. GUI del editor de alineación de la aplicación PIAF. 
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A continuación se muestra el diagrama UML de actividad del editor de 
alineación. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.7. Diagrama UML de actividad del editor de alineación de PIAF. 
 
 
Puede observarse que en este editor usamos los datos obtenidos en el editor 
cilíndrico para alinear una imagen respecto a otra que tomamos como 
referencia. Lo más destacado de este editor es la proyección de la imagen 
alineada mediante el cálculo de la homografía siguiendo el método DLT 
normalizado para ajustar sus valores. 
 
Selecciona puntos referencia
Proyección cilíndrica
Cálculo de homografía
Archivo VRML
Cerrar
Guardar datos
aci.xls
tci.xls
rci1.xls
rci2.xls
ptosref.xls ptosalin.xls
Selecciona puntos a alinear
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CAPÍTULO 7. RESULTADOS EXPERIMENTALES Y 
CONCLUSIONES 
 
 
Este capítulo presenta los resultados obtenidos durante las pruebas de la 
aplicación para procesar las imágenes. También se muestran las conclusiones 
extraídas ya que se considera que mostrar resultados y conclusiones ayuda a 
la comprensión de ambos.  
 
Por otro lado, se evalúa el impacto medioambiental del despliegue de sistemas 
de reconocimiento facial y a las consideraciones sociales, éticas y morales que 
entraña, dedicando a este aspecto un apartado a parte debido a la importancia 
que cobra la privacidad en el uso de sistemas biométricos. 
 
Finalmente se exponen las líneas que se considera que deberían seguir los 
trabajos futuros y las conclusiones generales que se han extraído durante la 
realización del proyecto. 
 
 
7.1. Resultados experimentales 
 
En este apartado se comentan los resultados obtenidos en las pruebas de 
funcionamiento de la aplicación PIAF.m. Cuando se comenta el tiempo de 
procesado, debe tenerse en cuenta que el equipo para realizar las pruebas fue 
un ordenador portátil con procesador Intel Pentium M 7125, 40GB de HD y 512 
MB DDR RAM. El SO es Windows XP Professional y la versión de Matlab 7.1 
R14 SP3.   
 
7.1.1. Resultados del editor vrml 
 
La edición del archivo VRML se obtiene de forma correcta, tal como se puede 
intuir en la (Fig.4.2), a partir de la lectura del fichero VRML de origen. En este 
editor la función principal es la que desarrolla la interpolación de la imagen, ya 
que se reduce de más de 16000 muestras al número de muestras que 
indicamos.  
 
Fig. 7.1. Comparación de imágenes interpoladas con 100, 200, 300 y 400 
muestras (de izquierda a derecha). 
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En la (Fig.7.1) se  muestra el aspecto de cuatro imágenes según el número de 
muestras que se escoge. Cuanto mayor es el número de muestras, más nítido 
es la imagen que se obtiene, pero también se tarda más tiempo en procesarse 
la interpolación. A continuación se muestra una tabla y una gráfica donde se 
puede observar el tiempo de ejecución de la interpolación según el número de 
muestras que se indique.  
 
 
 
Fig. 7.2. Gráfica y tabla del tiempo necesario para el cálculo de la interpolación 
del fichero VRML según el número de muestras. 
 
 
Para realizar las pruebas que pueden consultarse en el Anexo 3, se utiliza una 
interpolación de 300 muestras, ya que sino el tiempo de procesado resulta 
excesivo.  
 
7.1.2. Resultados del editor cilíndricas 
 
El primer paso clave de editor de coordenadas cilíndricas es encontrar el origen 
del nuevo eje de coordenadas de manera que las pupilas describan respecto a 
él un ángulo indicado por el usuario.  
 
 
Tabla 7.1. Ejemplo del cálculo del ángulo descrito por las pupilas respecto al 
nuevo origen de coordenadas. 
 
Archivo VRML Ángulo Pupila Dcha (deg) Ángulo Pupila Izqda (deg) Error Pupila Dcha (deg) Error Pupila Izqda (deg)
cara1_frontal1 14,53 -15,44 0,47 0,44
cara2_frontal2 14,09 -15,74 0,91 0,74
cara4_frontal2 15,78 -14,03 -0,78 -0,97
cara5_frontal1 14,68 -15,67 0,32 0,67
cara6_frontal1 15,32 -14,59 -0,32 -0,41
Error Medio Pupila Dcha Error Medio Pupila Izqda
0,12 0,094
 
 
 
44                                                                                                     Reconocimiento facial combinando técnicas 2D y 3D  
 
En la tabla 7.1 se puede ver un ejemplo del ángulo que describen las pupilas 
cuando se selecciona un ángulo de 15 º y el error que se produce en el cálculo. 
Como puede observarse el error no es superior a 1º en ninguno de los casos.   
 
Otro de los pasos clave es la rotación y traslación de la imagen una vez se 
encuentra el nuevo origen de coordenadas. Podemos ver en la (Fig.7.3) la 
diferencia entre la imagen interpolada y la imagen rotada y trasladada.   
 
 
 
 
 
 
 
 
Fig. 7.3. Diferencia entre la imagen interpolada y la imagen interpolada rotada y 
trasladada según el nuevo origen de coordenadas. 
 
Si se comprueba para cada imagen la matriz de rotación y el vector de 
traslación que se han calculado puede comprobarse que el cambio que se 
aplica es correcto.  
 
Finalmente, se evalúan los parámetros que determinan cómo se obtendrá la 
representación cilíndrica de la imagen es el número de muestras y el ángulo 
que se indica. El número de muestras determina la  precisión de la imagen y el 
ángulo determina qué se mostrará en la imagen, es decir, el ángulo de cada 
rasgo y como de “estirada” estará la imagen. A continuación se muestran 
algunos ejemplos variando el ángulo y escogiendo siempre 300 muestras. 
 
 
 
 
 
 
 
Fig. 7.4. Representación cilíndrica de una imagen con el nuevo eje de 
coordenadas que describe un ángulo respecto a las pupilas de 10º, 12.5º y 15º. 
 
 
Puede observarse en la (Fig.7.4) como un pequeño cambio angular afecta a la  
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visualización de la representación cilíndrica. Durante las pruebas se llegó a la 
conclusión de que el ángulo que permite la presentación más adecuada es 
11.5º, que evita que perdamos la información que proporcionan las orejas 
como ocurre en las imágenes con 12.5º y 15º. La imagen anterior representada 
con un ángulo de 11.5º puede verse en la siguiente figura: 
 
 
 
 
Fig. 7.5. Representación cilíndrica de una imagen con el nuevo eje de 
coordenadas que describe un ángulo respecto a las pupilas de 11.5º. 
 
 
La proyección de todas las imágenes con las que se han realizado pruebas 
puede verse en el Anexo3. 
 
7.1.3. Resultados del editor alineación 
 
El punto esencial del editor de alineación es el cálculo de la homografía 
mediante DLT normalizado. Se elige el archivo cara1_frontal1.wrl como imagen 
de referencia y el resto de imágenes se alinean según sus puntos de interés.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.6. Imagen de referencia en el editor cilíndrico e imagen de referencia 
alineada consigo misma en el editor de alineación. 
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Los puntos que se utilizan para calcular la homografía son pupilas y comisuras, 
ya que con 4 correspondencias de puntos es suficiente y según las pruebas 
realizadas se obtienen mejores resultados que con 6 puntos cuando los 2 
puntos añadidos son los lóbulos de las orejas, basta observar la (Fig.7.8). Se 
considera que son puntos difíciles de identificar e incluyen un grado de error 
elevado.     
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.7. Imagen en el editor cilíndrico e imagen alineada con la imagen de 
referencia en el editor de alineación calculando la homografía con 4 puntos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.8. Comparación de imágenes alineadas mediante el cálculo de una 
homografía con 6 y 4 puntos.  
 
 
Aunque en este apartado sólo se comentan los resultados de la alineación de 2 
imágenes, en el Anexo 3 pueden encontrarse los resultados de más de 30 
alineaciones. 
 
 
7.2. Evaluación de los objetivos conseguidos 
 
El objetivo principal del proyecto era crear una aplicación que permitiese la 
edición de imágenes en formato VRML para posteriormente utilizarlas en un 
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sistema de reconocimiento que combine imágenes 2D y 3D y utilice el 
algoritmo P2CA. Como puede deducirse de los resultados presentados, se ha 
conseguido el objetivo. Además se ha realizado una aplicación flexible que 
permite la utilización de la misma para la edición de imágenes procedentes de 
diferentes bases de datos a la empleada ya que permite que el usuario 
introduzca parámetros clave a través de la GUI. 
 
Otros de los objetivos planteados y conseguidos eran conocer y comprender el 
proceso de reconocimiento facial, así como los algoritmos más populares y las 
bases de datos más utilizadas por los investigadores. Se ha profundizado en el 
funcionamiento del algoritmo P2CA y se han estudiado algoritmos de 
proyección homográfica, como DLT y DLT normalizado, y algoritmos de ajuste 
de datos, como RANSAC. 
 
 
7.3. Impacto medioambiental 
 
Debido al aumento de la concienciación y sensibilización actual, el impacto 
medioambiental de un proyecto puede ser decisivo para permitir o denegar su 
despliegue.  
 
En el caso de este proyecto, al tratarse de un sistema formado por elementos 
hardware y software, es difícil cuantificar su impacto en el medioambiente. Para 
facilitar esta evaluación, a continuación se explican los aspectos negativos y 
positivos que se obtendrían usando sistemas de reconocimiento facial. 
 
Aspectos negativos 
 
• Contaminación por ondas electromagnéticas: el uso de ordenadores, 
escáneres y otros dispositivos provocan la presencia de diversas formas 
de energía electromagnética, que por su magnitud y tiempo de 
exposición puede producir riesgo, daño o molestia a las personas y 
ecosistemas. Según los estudios consultados, la radiación de un 
ordenador es de 150 a 20000 nT a 25cm de distancia. 
 
• Energía: la aplicación está pensada para funcionar sobre ordenadores y 
éstos consumen energía. El impacto medioambiental de esta energía 
tendrá que evaluarse en función de la procedencia de la misma. Si se 
obtiene mediante un método ecológico o no, decidirá el grado del 
impacto. 
 
• Despliegue de cámaras: para el funcionamiento eficaz de los sistemas 
de reconocimiento facial se necesitan cámaras con una definición y una 
resolución elevadas. Probablemente muchas de las instaladas 
actualmente estarán anticuadas y deberán desecharse. Deberán 
reciclarse los componentes de las cámaras antiguas. También deberá 
planificarse cuidadosamente el despliegue de las nuevas cámaras de 
manera que se cubra el máximo espacio, así se necesitarán menos 
cámaras, y se obtenga la calidad de imagen necesaria. 
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• Procesadores: cuanto más potente sea el procesador del ordenador, 
más rápido será el procesado de imagen y por lo tanto más veloz el 
reconocimiento facial. Cuando se actualicen los componentes de los 
ordenadores, deberán reciclarse o tratarse adecuadamente ya que hay 
varios componentes peligrosos para el ser humano. Uno de ellos es la 
tarjeta donde se ubican los semiconductores y chips, porque está hecha 
de sustancias altamente contaminantes como el berilio, el cadmio o el 
mercurio. Además hay otros componentes como el cromo anticorrosivo 
de la CPU, y los plásticos de cables y armazones.    
 
 
Aspectos positivos 
 
• Ahorro de papel, plástico y metales: la implantación de los sistemas de 
reconocimiento facial podrían evitar el uso de documentos, carnés, 
tarjetas y llaves. Esto supondría un ahorro considerable de material que 
además en algunos casos es de difícil desintegración.  
 
 
Por lo tanto, aparentemente hay más aspectos negativos que positivos, pero 
creo que no hay que menospreciar el ahorro de materiales que puede suponer 
el uso de estos sistemas. Además, la mayoría de los entornos donde se 
instalarían los sistemas de reconocimiento (aeropuertos, bancos, hoteles, 
estadios,…etc.) disponen actualmente de elementos que causan un impacto 
ambiental equiparable y eso puede inclinar la balanza a favor de un impacto 
positivo.  
 
 
7.4. Consideraciones éticas y sociales 
 
Los aspectos éticos, sociales y morales que involucra la implantación de 
sistemas de reconocimiento facial podrían ser incluidos como aspectos 
medioambientales, pero son tan complejos que ha preferido dedicarse un 
apartado a parte.  
 
Desde el inicio del estudio de los sistemas de reconocimiento biométrico se han 
pronunciado opiniones encontradas. Hallar un sistema infalible e inequívoco 
para reconocer personas es el objetivo último de la biometría y este hecho 
propicia un serio debate entre seguridad y privacidad. 
 
Desde el punto de vista más conservador, el cuerpo humano se transforma en 
una gran “password” y en instrumento útil para interactuar en la sociedad de la 
información, pero nadie desea ser tratado como un código de barras humano 
por parte de las autoridades y de los demás. El dato biométrico es 
inevitablemente un dato personal, como tal, objeto de varias y no exclusivas 
cautelas; se piensa, además en la indefectible obligación de mantener los datos 
tratados al nivel aceptable de una dimensión confidencial y controlada. Se 
argumenta pues, que no todo lo que es tecnológicamente posible es además 
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socialmente deseable, éticamente aceptable y  jurídicamente legítimo. Se 
prometen nuevos niveles de seguridad física y comercial, pero también 
amenazan la privacidad y libertad. 
 
Teniendo en cuenta las inquietudes que pueda tenerse a cerca de la 
conservación de la privacidad, sólo queda una opción ¿sacrificar o no datos 
personales para obtener mayor seguridad?  
 
Desde mi punto de vista hay tres factores clave: educación, proporcionalidad y 
legalidad.  Respecto a la educación, creo que cuando la gente conoce por qué 
se usa, la aceptan. Creo que no aceptarían una vigilancia indiscriminada en las 
calles. Pero si uno va a un aeropuerto, o a un negocio, la expectativa de 
privacidad no es tan alta. Y la gente está más preocupada por la seguridad que 
por la privacidad, por lo tanto el sacrificio de datos personales puede ser 
proporcional a la seguridad que se obtiene. Aclarados los dos primeros puntos, 
respecto a la legalidad creo que se necesita un marco técnico y legal con el 
cual juzgar la utilización de la biometría, para distinguir entre usos apropiados e 
inapropiados.  
 
7.5. Líneas futuras 
 
Una propuesta a desarrollar está ligada con el hecho de que la aplicación 
desarrollada funciona únicamente con bases de datos de imágenes faciales en 
formato VRML, sería interesante que en el futuro se realizase una aplicación 
que permitiese el uso de bases de datos con otros formatos. Además también 
podría estudiarse el uso de imágenes de profundidad con textura, las que se 
usan en este proyecto son sólo de profundidad, de esta manera podría 
aprovecharse la información que añade el color. 
 
Otro tema relacionado sería desarrollar una aplicación que discriminase entre 
las expresiones faciales y la orientación de la cara. Así podrían elegirse 
imágenes de entrenamiento a partir de la pose de la imagen obtenida durante 
la fase de reconocimiento y de esta manera facilitar el proceso debido a que 
sería mucho más fácil obtener imágenes aceptadas por el sistema.  
 
Más ambiciosamente podría realizarse una aplicación que permitiese el 
tratamiento de las imágenes de manera que se obtengan parámetros que 
puedan utilizarse en varios algoritmos de reconocimiento. Quizá combinando 
simultáneamente los resultados de varios algoritmos de reconocimiento se 
mejorarían los resultados del sistema. 
 
7.6. Conclusiones generales 
 
A lo largo del tiempo que he empleado realizando este proyecto he 
comprendido parte de la complejidad y la problemática que suponen los 
sistemas de reconocimiento facial. A pesar de las dificultades, considero que 
en la sociedad actual existe una necesidad del uso del reconocimiento facial 
con fines identificativos y de seguridad.  
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De hecho este interés se está plasmando en propuestas actuales muy 
interesantes. Durante estos últimos dos años, el grupo de Reconocimiento 
Facial y Visión Artificial la URJC de Madrid ha estudiado el funcionamiento de 
un sistema de reconocimiento facial en el aeropuerto de Madrid Barajas. 
También la entidad financiera BBVA presentó en el pasado SIMO un prototipo, 
de reconocimiento facial que en el futuro servirá para acreditarse ante cajeros 
automáticos y como una fórmula amigable de firma electrónica. Otra aplicación 
es la que hacen las cámaras de fotos Nikon en las que hay un sistema que 
permite detectar las caras y hacer foco en ellas. 
 
También cabe resaltar que la identificación de características faciales ha 
recibido un fuerte impulso gracias al cambio en la tecnología de vídeo 
multimedia. Esto ha propiciado un aumento de cámaras en los lugares de 
trabajo y en el hogar. Por el contrario, se necesitan sistemas con mucha 
memoria y gran tiempo de cómputo, dos características fundamentales para 
acortar los tiempos de ejecución y en este aspecto queda mucho trabajo por 
hacer.  
 
Sin embargo que el uso del reconocimiento facial se pueda aplicar en temas de 
seguridad, control de accesos edificios públicos, cajeros, automáticos, agencias 
del gobierno, laboratorios de investigación, como clave secreta de acceso para 
el uso de ordenadores personales y más aplicaciones todavía por imaginar, 
propicia su investigación en el futuro.  
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ANEXO 1. TURORIAL: VRML EN LA BASE DE DATOS  
GavabDB 
 
 
1. Objetivo del tutorial 
 
El objetivo de este tutorial es comprender el código VRML que aparece en 
los archivos de la base de datos GavabDB del Grupo de Algorítmica para la 
Visión Artificial y la Biometría. Estos archivos son 427 imágenes de 
profundidad que representan las caras de 61 individuos (45 hombres y 16 
mujeres).  
 
 
2. Documentos VRML 
VRML es un lenguaje de descripción de escenas en el que cada escena se 
compone de un número de objetos. Los objetos pueden ser formas sólidas 
situados y orientados de determinada forma u elementos intangibles que 
afectan a la escena como luces, sonido y  distintos puntos de vista. Para crear 
estos mundos de realidad virtual se utilizan ficheros de texto, cuya extensión 
será siempre .wrl, los cuales pueden ser desarrollados mediante cualquier 
editor o procesador de textos. Además existe la posibilidad de utilizar 
programas de diseño gráfico, los cuales generan automáticamente ficheros en 
formato VRML.  
Todo documento VRML está compuesto por los siguientes elementos:  
• Cabecera 
• Comentarios  
• Nodos 
   
 
2.1. Cabecera   
 
 La cabecera de todo fichero VRML sigue siempre la misma forma: 
 
Ejemplo1: #VRML V2.0 utf8   
 Ejemplo2: #VRML V1.0 ascii 
 
donde VRML V2.0 indica el estándar empleado y utf8 autoriza el uso de 
caracteres internacionales.  Es importante resaltar que no debe existir ningún 
espacio en blanco entre el símbolo "#" y la palabra "VRML". 
 
 
2.2. Comentarios   
 
En VRML un comentario se escribe en una sola línea, la cual comienza con el 
símbolo #. Se pueden tener tantas líneas de comentarios como se desee. 
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2.3. Nodos   
 
Un nodo es la estructura mínima indivisible de un fichero VRML y tiene como 
misión la de definir las características de un objeto o bien las relaciones entre 
distintos objetos. La mayoría de los nodos pueden repetirse tantas veces como 
sea necesario en una escena, salvo una serie de nodos especiales como los 
que definen la niebla o la panorámica del mundo virtual que aparecen una sola 
vez. Por otra parte, no todos los nodos afectan al aspecto visual del mundo. 
Por ejemplo, existen nodos que actúan como sensores que detectan acciones 
del usuario e informan de ellas a otros objetos y otros que se encargan de 
modelar los sonidos.   
   
Los nodos a su vez contienen campos que describen propiedades. Todo 
campo tiene un tipo determinado y no se puede inicializar con valores de otro 
tipo. De este modo, cada tipo de nodo tiene una serie de valores 
predeterminados para todos sus campos, de forma que cuando lo utilicemos en 
una escena sólo debemos indicar aquellos campos que se quieran modificar.   
 
Los campos pueden ser simples o campos que indiquen a vectores u otros 
nodos. 
 
  
2.4. Estilo de escritura de los programas    
 
Se siguen las siguientes convenciones:   
 
• VRML es un lenguaje sensible a mayúsculas y minúsculas, lo cual ha de 
ser tenido en cuenta a la hora de asignar nombres.  
• Todos los nodos han de comenzar siempre con letra mayúscula. 
• Los campos de los nodos deben comenzar siempre con letra minúscula. 
• Los números se escriben en punto flotante. 
• Utilizar una línea distinta para cada nodo, para cada campo y para cada 
valor de cada campo. 
• Indentar cada línea, según su jerarquía. 
• Colocar cada símbolo de cierre en el nivel de indentación que le 
corresponda. 
• Poner las líneas de comentario necesarias al mismo nivel que lo que se 
comenta. 
• Poniendo nombres propios a los nodos. 
 
 
 
3. Formato de los archivos VRML en GavaDB 
Las imágenes de profundidad de la BDD Gavab están en formato  VRML V1.0 
en código ASCII que sigue la siguiente estructura: 
VRML V1.0 ascii 
# VIVID-S 
# (C)Copyright 1997 Minolta Co.,Ltd. All rights reserved. 
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# Object name : cara6_arriba 
Separator { 
       Transform { 
     translation 0 0 0 
     scaleFactor 0.5 0.5 0.5 
       } 
       Group { 
    Group { 
        Separator { 
     Transform { 
         translation 0 0 0 
     } 
     Coordinate3 { 
         point [  
-10.67 108.94 -1130.03, 
….. 
    ] 
       } 
               ShapeHints { 
                       vertexOrdering 
COUNTERCLOCKWISE 
                       shapeType      
UNKNOWN_SHAPE_TYPE 
                      faceType       CONVEX 
                       creaseAngle    0.52 
               } 
     IndexedFaceSet { 
         coordIndex [  
0, 16, 17, 1, -1, 
…. 
         ] 
     } 
    } 
    } 
} 
} 
 
Tener clara esta estructura nos servirá para ver la función de los nodos y 
objetos del lenguaje VRML. 
 
 
4. Nodos y objetos en los archivos VRML de GavabDB 
En los siguientes puntos se describen los nodos y objetos que aparecen en la 
estructura de los archivos VRML. 
 
4.1. Nodo Separator 
Los nodos se organizan en estructuras jerárquicas llamadas scene graphs. 
Estas estructuras son más que una colección de nodos, define un orden en el 
efecto de los nodos. La scene graph tiene noción de estado, los nodos que 
aparecen primero en la escena tienen efecto sobre los nodos que aparecen 
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después. Por ejemplo, un nodo Rotation o Material afectará a los nodos que 
aparezcan después. Hay un mecanismo para delimitar el efecto de las 
propiedades de los nodos, el nodo Separator, que permite el aislamiento 
de partes de la escena.  
 
 
4.2. Nodo Transform  
Por defecto todos los objetos (Shapes) se construyen en el centro del 
escenario virtual. El nodo Transform nos va a permitir evitar esto, indicando la 
posición, orientación y tamaño de los diferentes objetos que va a crear. 
 Sintaxis: 
Transform{   
   translation  Eje_X  Eje_Y  Eje_Z   
    rotation      Eje_X  Eje_Y  Eje_Z  Ángulo   
   scale          Eje_X  Eje_Y  Eje_Z   
   children[...]   
}   
 
Cada grupo creado mediante el nodo Transform va a poseer su propio 
sistema de coordenadas, cuyos atributos se determinan a través de los 
campos translation, rotation y scale, los cuales son optativos. 
 
 
4.2.1. El campo translation  
Permite indicar la posición del origen del nuevo sistema de coordenadas 
perteneciente al grupo dentro del sistema de coordenadas de nodo que lo 
engloba (nodo padre). A través del siguiente ejemplo esta idea quedará más 
clara: 
Ejemplo:   
Transform{   
    #Ejes:         X   Y   Z   
    translation 2.0 0.0 0.0   
    children [...]   
}   
  
 
Mediante este ejemplo se consigue que el grupo creado tenga un sistema de 
coordenadas idéntico a sistema de coordenadas principal, con la única 
salvedad de que su origen se encontraría desplazado dos unidades sobre el 
eje X del sistema principal. También es posible apreciar en este ejemplo que 
sólo se han de contemplar los campos que interesen, ignorándose el 
resto. Gráficamente los pasos serían los siguientes:   
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I) Partimos del sistema de coordenadas del nodo padre: 
   
 
    
 
II) Realizamos la translación del sistema de coordenadas del grupo:   
   
 
    
       
Un ejemplo sería el siguiente:     
 
 
   
 
4.2.2. El campo rotation  
Nos permite girar el sistema de coordenadas del grupo alrededor de uno de los 
ejes del sistema de coordenadas del nodo padre. Para ello, además de indicar 
sobre que eje se desea realizar el giro, se ha de hacer referencia al grado de 
inclinación de dicho giro (en radianes). 
Ejemplo: 
Transform{   
#Ejes:     X   Y   Z    Ángulo   
rotation 0.0 0.0 1.0   0.52   
children [...]   
}   
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Con este ejemplo se pretende hacer girar el sistema de coordenadas del grupo 
sobre el eje Z 0.52 radianes. Nótese que solamente uno de los ejes puede 
tomar un valor (que ha de ser forzosamente la unidad) mientras el resto ha de 
permanecer a cero. De esta forma sólo hay tres combinaciones posibles con 
las que rellenar los ejes del campo rotation: 
Rotación sobre el eje X 1.0 0.0 0.0 
Rotación sobre el eje Y 0.0 1.0 0.0 
Rotación sobre el eje Z 0.0 0.0 1.0 
   
 
  Gráficamente los pasos serían los siguientes:   
 
   I) Partimos del sistema de coordenadas del nodo padre:   
   
 
     II) Realizamos la rotación del sistema de coordenadas del grupo:   
 
   
   Un ejemplo sería el siguiente:    
 
 
4.2.3. El campo scale 
A través del campo scale podemos aumentar o reducir el tamaño de los ejes 
del sistema de coordenadas del grupo utilizando factores de escala que toman 
como referencia los ejes de coordenadas del sistema del nodo padre. De esta 
forma aumentamos o disminuimos el tamaño de los objetos que se crean.     
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Ejemplo: 
Transform{   
#Ejes:    X   Y   Z    
scale      0.5 0.5 0.5   
children [...]   
}   
El ejemplo anterior hace que los ejes del sistema de coordenadas del grupo 
sean un 50% (0.5) más pequeños que los ejes del sistema principal y por lo 
tanto el objeto diseñado en estos ejes reducirá su tamaño a la mitad. Si se 
hubiese querido que fuesen el doble de grandes, el ejemplo hubiese sido el 
siguiente:     
Ejemplo:  
Transform{   
#Ejes:    X   Y   Z    
scale      2     2    2   
children [...]   
}  
  
      
Gráficamente los pasos serían los siguientes:   
 
 
I) Partimos del sistema de coordenadas del nodo padre:   
   
 
   
II) Realizamos la translación del sistema de coordenadas del grupo:     
 
   
Un ejemplo sería el siguiente:     
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4.3. Nodo Group 
El nodo Group permite unir un conjunto de nodos de forma que actúen como 
una entidad única, pero sin efectuar ninguna transformación en ellos. La 
principal característica de este tipo de grupo es que los objetos son creados 
todos en el mismo punto (en el centro del escenario de realidad virtual). 
Sintaxis:  
    Group {   
           children [ ... ]   
        } 
 
El campo children contiene la lista de los objetos que se quieren agrupar, 
representados por sus nodos Shape respectivos: 
Ejemplo:   
    Group {   
         children [   
                 Shape { ... },   
                 Shape { ... },   
                 ...   
         ]   
           } 
   
     Ejemplo:   
   
 #VRML V2.0 utf8   
 #Ejemplo de agrupación de una caja y un cono   
 Group {   
     children [   
         #Aquí empieza la caja:   
         Shape {   
             appearance Appearance {   
                 material Material {   }   
             }   
             geometry Box {   
                 size 2.0 0.5 3.0   
             }   
         },   
         #Aquí empieza el cono:   
         Shape {   
             appearance Appearance {   
                 material Material {   }   
             }   
             geometry Cone {   
                 height 3.0   
                 bottomRadius 0.75   
             }    
         }   
     ]   
 } 
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4.4. Nodo Coordinate3 
Sirve para especificar el conjunto de puntos  3-D  a ser unidos. Cada punto se 
describe mediante tres coordenadas enteras separadas por comas. 
Sintaxis:   
Coordinate3 {   
        point [   
             Eje_x  Eje_Y  Eje_Z,   
             Eje_x  Eje_Y  Eje_Z,   
             ...   
             Eje_x  Eje_Y  Eje_Z   
        ]   
    } 
 
El campo point puede poseer varios puntos, cuyas coordenadas están 
separadas por comas.    
 
Ejemplo:   
     Ejemplo 1: Indicar seis puntos en el espacio 3-D 
 Coordinate3 { 
         point [ 
              0 75 25,                     #0 
             12.5 62.5 12.5,           #1 
             12.5 62.5 37.5,           #2 
             -12.5 62.5 37.5,          #3 
             -12.5 62.5 12.5,          #4 
              0 50 25,                     #5 
                  ] 
        } #Coordinate3 
 
 
4.5. Nodo ShapeHints 
Este nodo indica que los IndexedFaceSet están bien formados (solid), 
contienen vértices ordenados o contienen caras convexas. Esto permite a las 
implementaciones de VRML optimizar ciertas características del renderizado. 
Las optimizaciones que pueden ser llevadas a cabo incluyen la puesta en 
marcha del "ocultamiento de las caras posteriores (back-face Culling)" y el 
"DISABLING TWO-SIDED LIGHTING". Por ejemplo, si un objeto es un sólido y 
tiene los vértices ordenados, una implementación podrá encender el 
ocultamiento de caras y apagar el "TWO-SIDED LIGHTING". Si el objeto no es 
un sólido pero tiene ordenados los vértices, se apagara el ocultamiento de 
caras y se encenderá el "TWO-SIDED LIGHTING".  
El nodo ShapeHints también afecta a como las normales por defecto son 
generadas. Cuando un IndexedFaceSet tiene que generar las normales por 
defecto, usa el campo creaseAngle (ángulo de pliegue) para determinar que 
arista debería ser más suavemente "SHADED" y cuales deberían tener un 
"SHAP CREASE". El creaseAngle es el ángulo entre normales de caras en 
polígonos adyacentes. Por ejemplo un creaseAngle de 0.5 radianes (este valor 
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es el valor por defecto) significa que la arista entre dos caras poligonales 
adyacentes será suavemente "SHADED" si las normales a las dos caras 
forman un ángulo que es menor que 0.5 radianes (30 grados). De otra manera 
será "FACETED".  
#Definicion del nodo ShapeHints 
ShapeHints { 
    #Definiciones de campos 
    fields [ 
          SFEnum vertexOrdering, #UNKNOWN_ORDERING 
  #CLOCKWISE 
  #COUNTERCLOCKWISE 
 
         SFEnum shapeType, #UNKNOWN_SHAPE_TYPE 
  #SOLID 
 
        SFEnum faceType, #UNKNOWN_FACE_TYPE 
  #CONVEX 
        SFFloat creaseAngle 
    ] 
    #Valores por defecto de los campos 
    vertexOrdering COUNTERCLOCKWISE 
    shapeType SOLID 
    faceType CONVEX 
    creaseAngle 0.5 
} 
 
 
 
Los valores que pueden tomar los campos son los siguientes: 
 
 
VERTEX ORDERING ENUMS 
        UNKNOWN_ORDERING    Ordering of vertices is unknown 
        CLOCKWISE           Face vertices are ordered clockwise 
                          (from the outside) 
        COUNTERCLOCKWISE    Face vertices are ordered counterclockwise (from the   
outside) 
 
 
   SHAPE TYPE ENUMS 
        UNKNOWN_SHAPE_TYPE   Nothing is known about the shape 
        SOLID               The shape encloses a volume 
 
   FACE TYPE ENUMS 
        UNKNOWN_FACE_TYPE   Nothing is known about faces 
        CONVEX              All faces are convex 
 
 
 
4.6. IndexedFaceSet  
Establece qué puntos conforman una cara o dicho de otro modo, permite unir 
los diferentes puntos especificados en su campo coordinate3 mediante caras 
poligonales. 
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Utiliza los índices de su campo coordIndex para especificar las caras 
poligonales. Un índice con valor -1 indica que ha finalizado la cara actual y 
comienza la siguiente.  
Sintaxis: 
IndexedFaceSet{    
    coord Coordinate {   
           point [ . . . ]   
     }   
    coordIndex  [...]    
    colorPerVertex     valor_lógico   
    color Color {   
           color [ . . . ]   
     }   
    colorIndex   [...]   
 }  
  Ejemplo: Construir ocho caras triangulares en el espacio 
   IndexedFaceSet { 
          coordIndex [ 
                0, 1, 2, -1,     #A 
                0, 1, 4, -1,     #B 
                0, 4, 3, -1,     #C 
                0, 2, 3, -1,     #D 
               5, 1, 2, -1,     #E 
               5, 1, 4, -1,     #G 
               5, 3, 4, -1,     #H 
               5, 2, 3, -1,     #I 
            ] 
       } #IndexedFaceSet 
 
Observese que  el -1  se  utiliza  para  indicar  el  fin  de  cada  cara 
geométrica en lo concerniente a su numero de bordes. De  esta  forma, se 
pueden describir caras con cualquier  número  de  bordes. Cada uno de los 
valores separados por  comas  que  describen  una  cara  debe  haber 
sido registrado previamente en el nodo Coordinate3. Resulta indispensable 
para caras de más de tres bordes que los puntos se registren en orden según 
la secuencia en que se dibuja la cara. 
 
5. Ejemplos 
Para comprobar que lo hemos comprendido hagamos 2 ejemplos: dibujamos 
un rombo y una pirámide. 
 
5.1. Construir un rombo (rombo.wrl) 
 
#VRML V1.0 ascii 
# Object name : rombo 
Separator { 
    Transform { 
  translation 0 0 0 
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  scaleFactor 0.5 0.5 0.5 
    } 
    Group { 
 Group { 
     Separator { 
  Transform { 
      translation 0 0 0 
  } 
  Coordinate3 { 
      point [  
-5.00 0.00 0.00, 
0.00 -5.00 0.00, 
5.00 0.00 0.00, 
0.00 5.00 0.00 
] 
 
    } 
            ShapeHints { 
                    vertexOrdering COUNTERCLOCKWISE 
                    shapeType      UNKNOWN_SHAPE_TYPE 
                    faceType       CONVEX 
                    creaseAngle    0.52 
            } 
  IndexedFaceSet { 
      coordIndex [  
0, 1, 2, 3, -1 
    ] 
  } 
 } 
 } 
} 
} 
 
 
 
5.2. Construir una pirámide (piramide.wrl) 
 
#VRML V1.0 ascii 
# Object name : piramide 
Separator { 
    Transform { 
  translation 0 0 0 
  scaleFactor 2.0 2.0 2.0 
    } 
    Group { 
 Group { 
     Separator { 
  Transform { 
      translation 0 0 0 
  } 
  Coordinate3 { 
      point [  
0.00 5.00 0.00, 
0.00 0.00 5.00, 
5.00 0.00 0.00, 
-5.00 0.00 0.00, 
0.00 0.00 -5.00 
 
] 
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    } 
            ShapeHints { 
                    vertexOrdering COUNTERCLOCKWISE 
                    shapeType      UNKNOWN_SHAPE_TYPE 
                    faceType       CONVEX 
                    creaseAngle    0.5 
            } 
  IndexedFaceSet { 
      coordIndex [  
0, 1, 2, -1,  #cara1 
0, 1, 3, -1,  #cara2 
0, 2, 4, -1,   #cara3 
0, 3, 4, -1,   #cara4 
1, 2, 4, 3, -1 #base priramide 
 
    ] 
  } 
 } 
 } 
} 
} 
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ANEXO 2. CÓDIGO DE LA APLICACIÓN 
DESARROLLADA EN MATLAB 
 
 
Esquema jerárquico de las funciones de Matlab que forman la aplicación PIAF: 
 
 
 
 
 
 PIAF.m 
 
% NOMBRE DE LA FUNCION : PIAF (Preprocesado de Imágenes para Análisis 
Facial) 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Realiza el preprocesado de ficheros de imagen con formato 
VRML v1.0  
%            para usarlas en un sistema de reconocimiento facial que 
emplee el  
%            algoritmo P2CA. Programa realizado como parte del PFC 
"Reconocimiento  
%            facial combinando técnicas 2D y 3D" dirigido por Francesc 
Tarrés y Toni Rama.  
%                        
% Version / Fecha : 1.0   / 15-10-07 
%%********************************************************************
**************/ 
  
function varargout = PIAF(varargin) 
PIAF.m 
editor_vrml.m 
interpol_coord.m 
xcorrecta_i1.m 
ycorrecta_i1.m 
editor_vrml.m 
coord_reales.m 
punto_xrad.m 
nuevas_coord.m 
coord_cil.m 
vectores_vrml.m read_vrml.m 
interpol_coord2.m 
orden_mame.m 
nuevas_vcoord1.m 
editor_alineacion.m 
pro_at.m 
homography2d.m 
pro_r.m 
normalise2dpts.m 
vectores_vrml.m read_vrml.m 
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% PIAF M-file for PIAF.fig 
%      PIAF, by itself, creates a new PIAF or raises the existing 
%      singleton*. 
% 
%      H = PIAF returns the handle to a new PIAF or the handle to 
%      the existing singleton*. 
% 
%      PIAF('CALLBACK',hObject,eventData,handles,...) calls the local 
%      function named CALLBACK in PIAF.M with the given input 
arguments. 
% 
%      PIAF('Property','Value',...) creates a new PIAF or raises the 
%      existing singleton*.  Starting from the left, property value 
pairs are 
%      applied to the GUI before PIAF_OpeningFunction gets called.  An 
%      unrecognized property name or invalid value makes property 
application 
%      stop.  All inputs are passed to PIAF_OpeningFcn via varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows 
only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Copyright 2002-2003 The MathWorks, Inc. 
  
% Edit the above text to modify the response to help PIAF 
  
% Last Modified by GUIDE v2.5 10-Oct-2007 18:31:13 
  
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @PIAF_OpeningFcn, ... 
                   'gui_OutputFcn',  @PIAF_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before PIAF is made visible. 
function PIAF_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to PIAF (see VARARGIN) 
  
% Choose default command line output for PIAF 
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handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% UIWAIT makes PIAF wait for user response (see UIRESUME) 
% uiwait(handles.figure1); 
  
  
% --- Outputs from this function are returned to the command line. 
function varargout = PIAF_OutputFcn(hObject, eventdata, handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
%*********************************************************************
****% 
%************************** CODIGO MENU INICIAL 
**************************% 
%*********************************************************************
****% 
im_original=imread('logo_piaf.bmp'); 
  
%set(handles.axes2,'HandleVisibility','OFF'); 
set(handles.axes1,'HandleVisibility','ON'); 
axes(handles.axes1); 
image(im_original); 
axis equal; 
axis tight; 
axis off; 
set(handles.axes1,'HandleVisibility','OFF'); 
  
%set(handles.axes2,'HandleVisibility','ON'); 
%**************************** EDITOR_VRML 
********************************% 
% --- Executes on button press in editor_vrml. 
function editor_vrml_Callback(hObject, eventdata, handles) 
% hObject    handle to editor_vrml (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
editor_vrml 
  
  
%**************************** EDITOR_CIL 
*********************************% 
% --- Executes on button press in editor_cil. 
function editor_cil_Callback(hObject, eventdata, handles) 
% hObject    handle to editor_cil (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
editor_cilindricas 
  
%**************************** EDITOR_CIL 
*********************************% 
% --- Executes on button press in editor_alin. 
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function editor_alin_Callback(hObject, eventdata, handles) 
% hObject    handle to editor_alin (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
editor_alineacion 
  
%********************************* CERRAR 
********************************% 
% --- Executes on button press in cerrar. 
function cerrar_Callback(hObject, eventdata, handles) 
% hObject    handle to cerrar (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
close all; 
  
%********************************* INFO 
********************************% 
% --- Executes on button press in Info. 
function Info_Callback(hObject, eventdata, handles) 
% hObject    handle to Info (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
msgbox('"PIAF.m" realiza el preprocesado de imágenes en formato VRML 
v1.0 para emplearlas en un sistema de reconocimiento facial que 
utilice el algoritmo P2CA. Programa realizado como parte del PFC 
"Reconocimiento facial combinando técnicas 2D y 3D" dirigido por 
Francesc Tarrés i Toni Rama. La aplicacion funciona en un entorno 
Windows con Matlab 7.1 R14 SP3. Versión 1.0 finalizada en Diciembre de 
2007 por Montse González.','Info'); 
  
%********************************* AYUDA 
********************************% 
% --- Executes on button press in Ayuda. 
function Ayuda_Callback(hObject, eventdata, handles) 
% hObject    handle to Ayuda (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
helpdlg('Seleccionar los pasos consecutivos para realizar el 
preprocesado de una imagen con formato VRML v1.0 para emplearla en un 
sistema de reconocimiento facial basado en P2CA.','Ayuda'); 
%%********************************************************************
****/ 
  
 
 editor_vrml.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : editor_vrml 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Permite la lectura de archivos de imagen con formato VRML 
v1.0 para  
%            marcar en ellas sus componentes principales. Se utilizará 
en un sistema  
%            de reconocimiento facial que emplee el algoritmo P2CA. 
Programa realizado  
%            como parte del PFC "Reconocimiento facial combinando 
técnicas 2D y 3D"  
%            dirigido por Francesc Tarrés y Toni Rama.  
%                        
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% Version / Fecha : 1.0   / 15-10-07 
%%********************************************************************
****/ 
  
function varargout = editor_vrml(varargin) 
% EDITOR_VRML M-file for editor_vrml.fig 
%      EDITOR_VRML, by itself, creates a new EDITOR_VRML or raises the 
existing 
%      singleton*. 
% 
%      H = EDITOR_VRML returns the handle to a new EDITOR_VRML or the 
handle to 
%      the existing singleton*. 
% 
%      EDITOR_VRML('CALLBACK',hObject,eventData,handles,...) calls the 
local 
%      function named CALLBACK in EDITOR_VRML.M with the given input 
arguments. 
% 
%      EDITOR_VRML('Property','Value',...) creates a new EDITOR_VRML 
or raises the 
%      existing singleton*.  Starting from the left, property value 
pairs are 
%      applied to the GUI before editor_vrml_OpeningFunction gets 
called.  An 
%      unrecognized property name or invalid value makes property 
application 
%      stop.  All inputs are passed to editor_vrml_OpeningFcn via 
varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows 
only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Copyright 2002-2003 The MathWorks, Inc. 
  
% Edit the above text to modify the response to help editor_vrml 
  
% Last Modified by GUIDE v2.5 07-Dec-2007 21:15:55 
  
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @editor_vrml_OpeningFcn, ... 
                   'gui_OutputFcn',  @editor_vrml_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
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% --- Executes just before editor_vrml is made visible. 
function editor_vrml_OpeningFcn(hObject, eventdata, handles, varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to editor_vrml (see VARARGIN) 
  
% Choose default command line output for editor_vrml 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% UIWAIT makes editor_vrml wait for user response (see UIRESUME) 
% uiwait(handles.figure1); 
  
  
% --- Outputs from this function are returned to the command line. 
function varargout = editor_vrml_OutputFcn(hObject, eventdata, 
handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
%*********************************************************************
****% 
%************************** CODIGO EDITOR VRML 
***************************% 
%*********************************************************************
****% 
  
im_original=imread('logo_piaf.bmp'); 
  
set(handles.axes2,'HandleVisibility','OFF'); 
set(handles.axes1,'HandleVisibility','ON'); 
axes(handles.axes1); 
image(im_original); 
axis equal; 
axis tight; 
axis off; 
set(handles.axes1,'HandleVisibility','OFF'); 
  
set(handles.axes2,'HandleVisibility','ON'); 
  
%********************** INTRODUCIR ARCHIVO WRL 
***************************% 
function archivoabrir_Callback(hObject, eventdata, handles) 
% hObject    handle to archivoabrir (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
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% Hints: get(hObject,'String') returns contents of archivoabrir as 
text 
%        str2double(get(hObject,'String')) returns contents of 
archivoabrir as a double 
usr_string = get(hObject,'String'); 
  
% --- Executes during object creation, after setting all properties. 
function archivoabrir_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to archivoabrir (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc 
    set(hObject,'BackgroundColor','white'); 
else 
    
set(hObject,'BackgroundColor',get(0,'defaultUicontrolBackgroundColor')
); 
end 
  
%********************** INTRODUCIR Nº DE MUESTRAS 
***************************% 
function muestras_Callback(hObject, eventdata, handles) 
% hObject    handle to muestras (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of muestras as text 
%        str2double(get(hObject,'String')) returns contents of 
muestras as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function muestras_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to muestras (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
%************************** INTERPOLA IMAGEN 
*****************************% 
% --- Executes on button press in Interpola. 
function Interpola_Callback(hObject, eventdata, handles) 
% hObject    handle to Interpola (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
image_file = get(handles.archivoabrir,'String');  
  
muestras=str2double(get(handles.muestras,'String')); 
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tic;[vxi,vyi,matriz,maxx,minx,maxy,miny] = 
interpol_coord(image_file,muestras);toc; 
  
handles.interpola.vx=vxi; 
handles.interpola.vy=vyi; 
handles.interpola.mz=matriz; 
handles.interpola.maxx=maxx; 
handles.interpola.minx=minx; 
handles.interpola.maxy=maxy; 
handles.interpola.miny=miny; 
  
guidata(hObject,handles); 
  
%******************************** MESH 
***********************************% 
% --- Executes on button press in mimesh. 
function mimesh_Callback(hObject, eventdata, handles) 
% hObject    handle to mimesh (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
%respresento -mz porque el eje VRML z va en sentido contrario al eje 
de 
%Matlab que corresponde (y) (MATLAB y=-z VRML) 
  
colormap hsv;   %con este colormap se ve mejor la imagen 
light('Position',[1 1 1],'Style','infinite'); 
hold all; 
mesh (-handles.interpola.mz);  
hold all; 
view (0,-90); 
  
%*********************** MARCAR PUPILA DERECHA 
***************************% 
% --- Executes on button press in pupiladcha. 
function pupiladcha_Callback(hObject, eventdata, handles) 
% hObject    handle to pupiladcha (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
maxx=handles.interpola.maxx; 
minx=handles.interpola.minx; 
maxy=handles.interpola.maxy; 
miny=handles.interpola.miny; 
m=str2double(get(handles.muestras,'String')); 
  
[xsi,ysi] = ginput(1)    %ginput devuelve coord x,y según las 
coordenadas VRML 
  
%calculo la x correcta 
[x] = xcorrecta_i1(maxx,minx,xsi,m) 
  
%calculo la y correcta 
[y] = ycorrecta_i1(maxy,miny,ysi,m) 
  
%Guardo los handles 
handles.pupiladcha.x=x; 
handles.pupiladcha.y=y; 
guidata(hObject,handles); 
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%Marco el punto en el mesh representado 
hold all; 
plot(xsi,ysi, 'k*') 
  
%Muestro las coordenadas del punto por pantalla 
set(handles.coordXdcha,'String',x); 
set(handles.coordYdcha,'String',y); 
  
%*********************** MARCAR PUPILA 
IZQUIERDA**************************% 
% --- Executes on button press in pupilaizqda. 
function pupilaizqda_Callback(hObject, eventdata, handles) 
% hObject    handle to pupilaizqda (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
maxx=handles.interpola.maxx; 
minx=handles.interpola.minx; 
maxy=handles.interpola.maxy; 
miny=handles.interpola.miny; 
m=str2double(get(handles.muestras,'String')); 
  
[xsi,ysi] = ginput(1)    %ginput devuelve coord x,y según las 
coordenadas VRML 
  
%calculo la x correcta 
[x] = xcorrecta_i1(maxx,minx,xsi,m) 
  
%calculo la y correcta 
[y] = ycorrecta_i1(maxy,miny,ysi,m) 
  
%Guardo los handles 
handles.pupilaizqda.x=x; 
handles.pupilaizqda.y=y; 
guidata(hObject,handles); 
  
%Marco el punto en el mesh representado 
hold all; 
plot(xsi,ysi, 'k*') 
  
%Muestro las coordenadas del punto por pantalla 
set(handles.coordXizqda,'String',x); 
set(handles.coordYizqda,'String',y); 
  
%*********************** MARCAR COMISURA DERECHA 
*************************% 
% --- Executes on button press in comidcha. 
function comidcha_Callback(hObject, eventdata, handles) 
% hObject    handle to comidcha (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
maxx=handles.interpola.maxx; 
minx=handles.interpola.minx; 
maxy=handles.interpola.maxy; 
miny=handles.interpola.miny; 
m=str2double(get(handles.muestras,'String')); 
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[xsi,ysi] = ginput(1)    %ginput devuelve coord x,y según las 
coordenadas VRML 
  
%calculo la x correcta 
[x] = xcorrecta_i1(maxx,minx,xsi,m) 
  
%calculo la y correcta 
[y] = ycorrecta_i1(maxy,miny,ysi,m) 
  
%Guardo los handles 
handles.comidcha.x=x; 
handles.comidcha.y=y; 
guidata(hObject,handles); 
  
%Marco el punto en el mesh representado 
hold all; 
plot(xsi,ysi, 'k*') 
  
set(handles.comiXdcha,'String',x); 
set(handles.comiYdcha,'String',y); 
  
  
%********************** MARCAR COMISURA IZQUIERDA 
************************% 
% --- Executes on button press in comiizqda. 
function comiizqda_Callback(hObject, eventdata, handles) 
% hObject    handle to comiizqda (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
maxx=handles.interpola.maxx; 
minx=handles.interpola.minx; 
maxy=handles.interpola.maxy; 
miny=handles.interpola.miny; 
m=str2double(get(handles.muestras,'String')); 
  
[xsi,ysi] = ginput(1)    %ginput devuelve coord x,y según las 
coordenadas VRML 
  
%calculo la x correcta 
[x] = xcorrecta_i1(maxx,minx,xsi,m) 
  
%calculo la y correcta 
[y] = ycorrecta_i1(maxy,miny,ysi,m) 
  
%Guardo los handles 
handles.comiizqda.x=x; 
handles.comiizqda.y=y; 
guidata(hObject,handles); 
  
%Marco el punto en el mesh representado 
hold all; 
plot(xsi,ysi, 'k*') 
  
set(handles.comiXizqda,'String',x); 
set(handles.comiYizqda,'String',y); 
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%********************** MARCAR OREJA DERECHA 
*****************************% 
% --- Executes on button press in orejadcha. 
function orejadcha_Callback(hObject, eventdata, handles) 
% hObject    handle to orejadcha (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
maxx=handles.interpola.maxx; 
minx=handles.interpola.minx; 
maxy=handles.interpola.maxy; 
miny=handles.interpola.miny; 
m=str2double(get(handles.muestras,'String')); 
  
[xsi,ysi] = ginput(1)    %ginput devuelve coord x,y según las 
coordenadas VRML 
  
%calculo la x correcta 
[x] = xcorrecta_i1(maxx,minx,xsi,m) 
  
%calculo la y correcta 
[y] = ycorrecta_i1(maxy,miny,ysi,m) 
  
%Guardo los handles 
handles.orejadcha.x=x; 
handles.orejadcha.y=y; 
guidata(hObject,handles); 
  
%Marco el punto en el mesh representado 
hold all; 
plot(xsi,ysi, 'k*') 
  
set(handles.puntaXdcha,'String',x); 
set(handles.puntaYdcha,'String',y); 
  
%********************** MARCAR OREJA IZQUIERDA 
***************************% 
% --- Executes on button press in orejaizqda. 
function orejaizqda_Callback(hObject, eventdata, handles) 
% hObject    handle to orejaizqda (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
maxx=handles.interpola.maxx; 
minx=handles.interpola.minx; 
maxy=handles.interpola.maxy; 
miny=handles.interpola.miny; 
m=str2double(get(handles.muestras,'String')); 
  
[xsi,ysi] = ginput(1)    %ginput devuelve coord x,y según las 
coordenadas VRML 
  
%calculo la x correcta 
[x] = xcorrecta_i1(maxx,minx,xsi,m) 
  
%calculo la y correcta 
[y] = ycorrecta_i1(maxy,miny,ysi,m) 
  
%Guardo los handles 
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handles.orejaizqda.x=x; 
handles.orejaizqda.y=y; 
guidata(hObject,handles); 
  
%Marco el punto en el mesh representado 
hold all; 
plot(xsi,ysi, 'k*') 
  
set(handles.puntaXizqda,'String',x); 
set(handles.puntaYizqda,'String',y); 
  
%********************************* GUARDAR 
*******************************% 
% --- Executes on button press in guardar. 
function guardar_Callback(hObject, eventdata, handles) 
% hObject    handle to guardar (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
v0=get(handles.archivoabrir,'String'); 
v1=handles.pupiladcha.x; 
v2=handles.pupiladcha.y; 
v3=handles.pupilaizqda.x; 
v4=handles.pupilaizqda.y; 
v5=handles.comidcha.x; 
v6=handles.comidcha.y; 
v7=handles.comiizqda.x; 
v8=handles.comiizqda.y; 
v9=handles.orejadcha.x; 
v10=handles.orejadcha.y; 
v11=handles.orejaizqda.x; 
v12=handles.orejaizqda.y; 
  
v13=((v5+v7)/2); 
v14=((v6+v8)/2); 
  
A={v0, v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11, v12,v13,v14}; 
xlswrite('ptosint.xls', A, 'Hoja1', 'a2'); 
  
B={'Archivo VRML','X Pupila Dcha', 'Y Pupila Dcha', 'X Pupila Izda', 
'Y Pupila Izda', 'X Comisura Dcha', 'Y Comisura Dcha', 'X Comisura 
Izda', 'Y Comisura Izda', 'X Oreja Dcha', 'Y Oreja Dcha', 'X Oreja 
Izqda','Y Oreja Izqda','X Mitad Comisuras', 'Y Mitad Comisuras'}; 
xlswrite('ptosint.xls', B, 'Hoja1', 'a1'); 
xlsread('ptosint.xls', -1) 
  
%Funciones utiles 
%xlsread('ptosint.xls', -1);  
                %Instruccion para leer el archivo donde guardamos 
                %los puntos marcados. Se abre Excel. 
%[ndata, headertext]= xlsread('libro.xls');   
                %Instruccion para leer el archivo en Matlab y ver el 
texto  
                %de las columnas y el valor numerico. 
%xlswrite('libro.xls', A); 
                %Instruccion para escribir el contenido de A en el 
Excel. 
  
%********************************* CERRAR 
********************************% 
% --- Executes on button press in cerrar. 
78                                                                                                     Reconocimiento facial combinando técnicas 2D y 3D  
 
function cerrar_Callback(hObject, eventdata, handles) 
% hObject    handle to cerrar (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
close all; 
  
%********************************* AYUDA 
********************************% 
% --- Executes on button press in Ayuda. 
function Ayuda_Callback(hObject, eventdata, handles) 
% hObject    handle to Ayuda (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
helpdlg('Funcionamiento del editor de imágenes VRML:                               
1. Introducir en el recuadro nombrado "Archivo VRML de entrada" el 
archivo (con extensión .wrl) de imagen que se quiere utilizar.                    
2. Introducir en el recuadro nombrado "Numero de muestras" la cantidad 
de muestras que quieren tenerse en la imagen interpolada.                    
3. Las coordenadas del archivo .wrl de entrada no siguen una 
distribución uniforme. Cuando se pulsa el botón "Interpola Imagen" las 
coordenadas del archivo .wrl quedarán interpoladas de manera que se 
tendrán valores equiespaciados porque se realiza un muestreo uniforme.                    
4. Cuando se pulsa el botón "Mesh Imagen" se representan las 
coordenadas interpoladas del archivo de entrada.                                        
5. Cuando se pulsan los botones "Marcar pupila D", "Marcar pupila I", 
"Marcar comisura D", "Marcar comisura I", "Marcar punta oreja D" o 
"Marcar punta oreja I" se obtienen las coordenadas x e y de estos 
componentes (los componentes principales que se usarán para el 
reconocimiento facial) en la imagen de enrtrada.                                                                   
6. Al pulsar "Guardar datos" se guardan los puntos marcados en una 
hoja excel nombrada "ptosint.xls"                                                  
7. Pulsar el botón "Paso 2: Proyeccion cilindrica" se va a la 
siguiente etapa del preprocesado: conseguir la representación 
cilíndrica del archivo de imagen de entrada.                                                        
NOTA: Para mayor compresión de la posición de los ejes de coordenadas, 
consultar en la ayuda de MATLAB la diferencia entre los ejes de 
coordenadas de MATLAB y de VRML.  ','Ayuda'); 
  
%********************************* INFO 
********************************% 
% --- Executes on button press in Info. 
function Info_Callback(hObject, eventdata, handles) 
% hObject    handle to Info (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
msgbox('"editor_vrrml.m" permite la lectura de archivos de imagen con 
formato VRML v1.0 para marcar en ellas sus componentes principales. Se 
utilizará en un sistema de reconocimiento facial que emplee el 
algoritmo P2CA. Programa realizado como parte del PFC "Reconocimiento 
facial combinando técnicas 2D y 3D" dirigido por Francesc Tarrés y 
Toni Rama. Versión 1.0 finalizada en Diciembre de 2007 por Montse 
González.','Info'); 
  
%******************************* IR A PASO 2 
*****************************% 
% --- Executes on button press in paso2. 
function paso2_Callback(hObject, eventdata, handles) 
% hObject    handle to paso2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
editor_cilindricas 
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%%********************************************************************
****/ 
  
   
 interpol_coord.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : interpol_coord 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Lee un archivo VRML v1.0 y guarda las coordenadas de los  
%            puntos en diferentes vectores (usando vectores_vrml.m).  
%            Después se interpolan los valores según el número de 
muestras  
%            indicado en la variable "muestras". 
% 
% 
% VARIABLES/PARAMETROS:  
%  input     filename   nombre del archivo vrml  
%            m          numero de muestras que devuelve la 
interpolacion 
% 
%  output    vxi     vector con los valores interpolados de la 
coordenada X           
%            vyi     vector con los valores interpolados de la 
coordenada Y 
%            matriz  matriz con los valores interpolados de la 
coordenada Z 
%            maxx    valor maximo de la coordenada x 
%            minx    valor minimo de la coordenada x 
%            maxy    valor maximo de la coordenada y 
%            miny    valor minimo de la coordenada y 
%                 
%                        
% Version / Fecha: 2.0 / 07-11-07 
%*********************************************************************
****/ 
function [vxi,vyi,matriz,maxx,minx,maxy,miny] = 
interpol_coord(filename,m) 
  
[vx, vy, vz] = vectores_vrml(filename); 
  
%m=300; %numero de muestras 
total=length (vx); 
k=m-1; 
  
%Busco los valores max y min de los vectores x, y, z 
  maxx=max(vx); 
  maxy=max(vy); 
  maxz=max(vz); 
  minx=min(vx); 
  miny=min(vy); 
  minz=min(vz); 
   
  minzb=minz-20; 
  
 %Interpolo los valores del vector x   
 vxi(1:m,1)= minx + (((0:k)*(maxx-minx))/k);   %vxi(0) es el valor 
mínimo 
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 %Interpolo los valores del vector y  
 %vyi(1:m,1)= miny + (((0:k)*(maxy-miny))/k);  
 vyi(1:m,1)= maxy + ((miny-maxy)*(0:k)/(k));   %vyi(0) es el valor 
máximo 
  
 %Interpolo los valores de z construyendo la matriz Z   
 %cox  contador del vector vxi 
 %coy  contador del vector vyi 
  
 for cox=1:m  
    evalx=minx + (maxx-minx)*(cox-1)/(m-1); 
    %valor de x interpolado del que buscaremos el valor no interpolado  
    %más próximo  
         
    for coy=1:m 
            evaly=maxy + (miny-maxy)*(coy-1)/(m-1);  
            %valor de y interpolado del que buscaremos el valor no  
            %interpolado más próximo 
     
            restax(1:total, 1) = abs(evalx - vx(1:total, 1)); 
            restay(1:total, 1) = abs(evaly - vy(1:total, 1)); 
            restat(1:total, 1) = restax(1:total, 1)+restay(1:total, 
1);  
               
            [C,I]=min(restat); 
            matriz(coy,cox)=vz(I);  
            %matriz con los valores de la coordenada z  
            %Para evitar pixels ruidosos(valores de z que no 
corresponden a 
            %la realidad) 
            if(C>= 8*(maxx - minx)/m)  
               %si la coordenada x más cercana está fuera del umbral, 
z=0 
                matriz(coy,cox)=minzb; 
            end 
         
        end 
 end 
 
%*********************************************************************
***/ 
 
 
 vectores_vrml.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : vectores_vrml 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Lee un archivo VRML v1.0 (mediante read_vrml) y guarda 
las  
%            coordenadas de los puntos en diferentes vectores. 
% 
% VARIABLES/PARAMETROS:  
%  input     filename   nombre del archivo vrml   
% 
%  output    vectorx    vector con los valores de la coordenada X           
%            vectory    vector con los valores de la coordenada Y 
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%            vectorz    vector con los valores de la coordenada Z 
%                                                       
%                        
% Version / Fecha: 1.0 / 18-04-07 
% 
% Nota: Esta función utiliza read_vrml.m realizada por G. Akroyd y  
%       encontrada en MatlabFileExchange  
%       http://www.mathworks.com/matlabcentral/files/3583/read_vrml.m 
%*********************************************************************
****/ 
function [vectorx, vectory, vectorz] = vectores_vrml(filename) 
  
[a, b, c]= read_vrml (filename); 
Punts=b(1).pts; 
tamany = size (Punts); 
i=tamany(1); 
  
%Se ponen las coordenadas en vectores de X,Y,Z 
 vectorx(1:i,1)=Punts(1:i,1);   
 vectory(1:i,1)=Punts(1:i,2); 
 vectorz(1:i,1)=Punts(1:i,3); 
%*********************************************************************
***** 
 
 
 read_vrml.m 
 
%FUNCTION FOUND IN  
%http://www.mathworks.com/matlabcentral/files/3583/read_vrml.m 
% 
%/********************************************************************
***** 
% FUNCTION NAME : read_vrml 
% AUTHOR        : G. Akroyd 
% PURPOSE  : reads a VRML or Inventor file and stores data points and  
%            connectivity in arrays ready for drawing wireframe 
images. 
% 
% VARIABLES/PARAMETERS:  
%  i/p  filename       name of vrml file  
%  o/p  nel            number of geometry parts (elements) in file 
%  o/p  w3d            geometry structure ;- 
%                      w3d.pts   array of x y z values for each 
element                       
%                      w3d.knx   array of connection nodes for each 
element 
%                      w3d.color color of each element 
%                      w3d.polynum number of polygons for each element 
%                      w3d.trans  transparency of each element 
% 
% Version / Date : 3.0   / 23-9-02 
%                 removed triang optn & replaced face array Nan 
padding 
%                 with 1st value padding to correct opengl display 
prob. 
% Version / Date : 2.0   / 17-7-00 
%                 changed output to a structure rather than separate 
arrays 
%                 to use less memory. 
%                 1.0   / 21-6-99 
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%                 original version 
%*********************************************************************
****/ 
function [nel,w3d,infoline] = read_vrml(filename) 
  
keynames=char('Coordinate3','point','coordIndex'); 
  
  fp = fopen(filename,'r'); 
  if fp == -1 
      fclose all; 
      str = sprintf('Cannot open file %s \n',filename); 
      errordlg(str); 
      error(str); 
  end 
  
%* initialise arrays & counters */ 
  fv = zeros(1,3); 
  foundkey=zeros(1,3); %* flags to determine if keywords found */ 
  endpts=0; %/* flag set when end of co-ord pts reached for an element 
*/ 
  npt=0; %/* counter for num pts or conections */ 
  npol=1; % counter for number of polygons in an element 
  nel=1; %/* counter for num of elements */ 
  color(1,1:3) = [0.5 0.55 0.5]; % default color 
  maxnp = 0; 
  tempstr = ' '; 
  lastel = 1; 
  lnum = 1; 
  w3d(1).name = 'patch1'; 
  infoline = '#'; 
  trnsp(1) = 1; % transparency array - one val per element 
  
  %/* start of main loop for reading file line by line */ 
  while ( tempstr ~= -1) 
     tempstr = fgets(fp); % -1 if eof  
     if tempstr(1) == '#' & lnum == 2, 
        infoline = tempstr; 
     end  
     lnum = lnum +1; % line counter 
     if ~isempty(findstr(tempstr,'DEF')) & ~endpts, 
        w3d(nel).name = sscanf(tempstr,'%*s %s %*s %*s'); 
     end 
      
     if ~isempty(findstr(tempstr,'rgb')) | 
~isempty(findstr(tempstr,'diffuseColor')) % get color data  
         sp = findstr(tempstr,'['); 
         if isempty(sp), sp = 12 + findstr(tempstr,'diffuseColor'); 
end 
         nc = 0; 
         if ~isempty(sp) 
            sp = sp +1;                           
            [cvals,nc]=sscanf(tempstr(sp:length(tempstr)),'%f %f 
%f,'); 
         end 
         if nc >= 3 
            if nel > lastel+1  
               for m = lastel+1:nel-1 
                  color(m,1:3) = color(1,1:3); % if color not set then 
make equal to 1st  
               end  
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            end  
            % if multi colors set then populate color matrix, this is 
an inventor feature 
            for s = 1:fix(nc/3)  
                  color(s+nel-1,1:3) = cvals(3*s-2:3*s)';  
               lastel = s+nel-1; 
            end     
         end  
     end  
     if ~isempty(findstr(tempstr,'transparency')), % get transparency 
level 
         sp = findstr(tempstr,'trans'); 
         [tvals,nc]=sscanf(tempstr(sp+12:length(tempstr)),'%f'); 
         if nc > 0, trnsp(nel) = tvals(1); end 
     end  
  
     for i=1:3  %/* check for each keyword in line */ 
        key = deblank(keynames(i,:)); 
        if ~isempty(findstr(tempstr,key)) & 
isempty(findstr(tempstr,'#'))  
           %/* if key found again before all found there is a problem 
           %  so reset flag for that key */ 
           if ~foundkey(i), foundkey(i)=1;else foundkey(i)=0; end 
           if(i>1 & ~foundkey(i-1)) foundkey(i)=0; end %/* previous 
key must exist first ! */ 
        end 
     end 
     if(foundkey(1) & foundkey(2)) %/* start of if A  first 2 keys 
found */ 
         if foundkey(3) %/* scan for connectivity data */ 
            tempstr = [tempstr,' #']; %/* last word marker for end of 
line */ 
            skip = ''; 
            %/* loop puts integer values in a line into connection 
array */ 
            word = ' '; 
            while(word(1) ~= '#') 
               format = sprintf('%s %%s#',skip); 
               [word,nw] = sscanf(tempstr,format); 
               skip = [skip,'%*s']; 
               [node,nred] = sscanf(word,'%d,'); 
               if nred>0  
                  for p = 1:nred 
                     if node(p) ~= -1  
                        npt = npt +1;  
                        % increment node value as matlab counts from 
1, vrml 0 
                        w3d(nel).knx(npol,npt) = node(p)+1; 
                     else 
                        if npt > maxnp(nel), maxnp(nel) = npt; end  
                        npt = 0; 
                        npol = npol + 1;  
                     end 
                  end 
               end               
            end 
  
            if ~isempty(findstr(tempstr,']')) %/* End of data block 
marker */ 
               polynum(nel)=npol-1; %/* store num of polygons in this 
element */ 
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               endpts=0; %/* reset flag ready for next element search 
*/ 
               npt=0; 
               npol=1; 
               foundkey = zeros(1,4); %/* reset keyword flags for next 
search */ 
               nel = nel+1; %/* now looking for next element so 
increment counter  
               maxnp(nel) = 0; 
               w3d(nel).name = sprintf('patch%d',nel); % name next 
block 
            end 
         end %/* end of scan for connectivity */ 
  
         %/* got 1st 2 keys but not 3rd and not end of co-ords data */ 
         if(foundkey(2) & ~foundkey(3) & ~endpts) %/* scan for pts 
data */ 
            sp = findstr(tempstr,'['); 
            if isempty(sp) 
               %/* points data in x y z columns */ 
               [fv,nv]=sscanf(tempstr,'%f %f %f,'); 
            else 
               %/* if block start marker [ in line - need to skip over 
it to data  
               %   hence pointer to marker incremented */ 
               sp = sp +1; 
               [fv,nv]=sscanf(tempstr(sp:length(tempstr)),'%f %f 
%f,'); 
            end 
            if(nv>0) 
               if mod(nv,3) ~= 0 
                  fclose(fp); 
                  error('Error reading 3d wire co-ordinates: should be 
x y z, on each line'); 
               end  
               nov = fix(nv/3); 
           
               for p = 1:nov 
                  npt = npt+1; 
                  w3d(nel).pts(npt,1:3)=fv(3*p-2:3*p); 
               end 
            end                   
            if ~isempty(findstr(tempstr,']')) %/* end of pts data 
block */ 
               endpts=1; %/* flag to stop entry to pts scan while 
reading connections */ 
               npt=0; 
            end 
         end %/* end of scan for data pts */ 
     end %/* end of if A */      
  end %/* end of main loop */ 
  
 if nel == 0 
        fclose(fp); 
        error('Error reading 3d file: no data found'); 
 end 
 nel = nel -1;  
  
 % if not same number of verticies in each polygon we need to fill 
 % out rest of row in array with 1st value 
 nc = size(color);  
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 ts = size(trnsp); 
  
 for i = 1:nel  
   facs = w3d(i).knx; 
   ind1 = find(facs==0); [rown,coln] = ind2sub(size(facs),ind1); 
   facs(ind1) = facs(rown); 
   w3d(i).knx = facs; 
   if i > 1 & i > nc(1), color(i,1:3) = color(1,1:3); end % extend 
color array to cover all elements  
   w3d(i).color = color(i,1:3); 
   w3d(i).polynum = polynum(i); 
   if i > ts(2) | trnsp(i)==0,  
       trnsp(i) = 1;  
   end % extend transparency array to cover all elements  
   w3d(i).trans = trnsp(i); 
 end 
   
 fclose(fp); 
   
%  END OF FUNCTION read_vrml 
%*********************************************************************
***** 
 
 
 xcorrecta_i1.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : xcorrecta_i1 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Calcula el valor correcto de la coordenada x a partir del 
%            valor que devuelve ginput. Este valor es el que se 
muestra en  
%            editor_vrml.m 
% 
% VARIABLES/PARAMETROS:  
%  input     maxx   valor maximo de las coordenadas x 
%            minx   valor minimo de las coordenadas x 
%            xg     valor de x devuelto por ginput 
%            m      numero de muestras de la imagen interpolada 
% 
%  output    x      valor correcto de la coordenada x que se muestra 
en  
%                   editor_vrml                                
%                        
% Version / Fecha: 2.0 / 07-11-07 
%*********************************************************************
****/ 
function [x] = xcorrecta_i1(maxx,minx,xg,m) 
  
%Interpolo los valores del vector x   
 x= minx + (((xg)*(maxx-minx))/(m-1));   
  
end  
 
%*********************************************************************
***/ 
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 ycorrecta_i1.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : ycorrecta_i1 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Calcula el valor correcto de la coordenada y a partir del 
%            valor que devuelve ginput. Este valor es el que se 
muestra en  
%            editor_vrml.m 
% 
% VARIABLES/PARAMETROS:  
%  input     maxy  valor maximo de las coordenadas y 
%            miny  valor minimo de las coordenadas y 
%            yg     valor de y devuelto por ginput 
%            m      numero de muestras de la imagen interpolada 
% 
%  output    y      valor correcto de la coordenada x que se muestra 
en  
%                   editor_vrml                                
%                        
% Version / Fecha: 2.0 / 07-11-07 
%*********************************************************************
****/ 
function [y] = ycorrecta_i1(maxy,miny,yg,m) 
  
%Interpolo los valores del vector x   
 y= maxy + ((miny-maxy)*(yg-1)/(m-1)); 
  
end  
 
%*********************************************************************
***/ 
 
 
 editor_cilindricas.m 
 
% NOMBRE DE LA FUNCION : editor_cilindricas 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Permite la lectura de archivos de imagen con formato VRML 
v1.0 para  
%            representar la imagen en coordenadas cilíndricas. Se 
utilizará en un  
%            sistema de reconocimiento facial que emplee el algoritmo 
P2CA. Programa  
%            realizado como parte del PFC "Reconocimiento facial 
combinando técnicas  
%            2D y 3D" dirigido por Francesc Tarrés y Toni Rama.  
%                        
% Version / Fecha : 1.0   / 15-10-07 
%%********************************************************************
**************/ 
  
function varargout = editor_cilindricas(varargin) 
% EDITOR_CILINDRICAS M-file for editor_cilindricas.fig 
%      EDITOR_CILINDRICAS, by itself, creates a new EDITOR_CILINDRICAS 
or raises the existing 
%      singleton*. 
% 
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%      H = EDITOR_CILINDRICAS returns the handle to a new 
EDITOR_CILINDRICAS or the handle to 
%      the existing singleton*. 
% 
%      EDITOR_CILINDRICAS('CALLBACK',hObject,eventData,handles,...) 
calls the local 
%      function named CALLBACK in EDITOR_CILINDRICAS.M with the given 
input arguments. 
% 
%      EDITOR_CILINDRICAS('Property','Value',...) creates a new 
EDITOR_CILINDRICAS or raises the 
%      existing singleton*.  Starting from the left, property value 
pairs are 
%      applied to the GUI before editor_cilindricas_OpeningFunction 
gets called.  An 
%      unrecognized property name or invalid value makes property 
application 
%      stop.  All inputs are passed to editor_cilindricas_OpeningFcn 
via varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows 
only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Copyright 2002-2003 The MathWorks, Inc. 
  
% Edit the above text to modify the response to help 
editor_cilindricas 
  
% Last Modified by GUIDE v2.5 07-Dec-2007 19:32:32 
  
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @editor_cilindricas_OpeningFcn, 
... 
                   'gui_OutputFcn',  @editor_cilindricas_OutputFcn, 
... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before editor_cilindricas is made visible. 
function editor_cilindricas_OpeningFcn(hObject, eventdata, handles, 
varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
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% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to editor_cilindricas (see 
VARARGIN) 
  
% Choose default command line output for editor_cilindricas 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% UIWAIT makes editor_cilindricas wait for user response (see 
UIRESUME) 
% uiwait(handles.figure1); 
  
  
% --- Outputs from this function are returned to the command line. 
function varargout = editor_cilindricas_OutputFcn(hObject, eventdata, 
handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
  
  
%*********************************************************************
****% 
%*********************** CODIGO EDITOR CILINDRICO 
************************% 
%*********************************************************************
****% 
im_original=imread('logo_piaf.bmp');        %cargo imagen logotipo 
  
set(handles.axes2,'HandleVisibility','OFF'); 
set(handles.axes1,'HandleVisibility','ON'); 
axes(handles.axes1); 
image(im_original); 
axis equal; 
axis tight; 
axis off; 
set(handles.axes1,'HandleVisibility','OFF');%desactivo eje de imagen 
axes1 
  
set(handles.axes2,'HandleVisibility','ON'); %activo eje de imagen 
axes2 
  
%********************** INTRODUCIR ARCHIVO WRL 
***************************% 
function archivoabrir_Callback(hObject, eventdata, handles) 
% hObject    handle to archivoabrir (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of archivoabrir as 
text 
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%        str2double(get(hObject,'String')) returns contents of 
archivoabrir as a double 
  
% El string introducido corresponde al archivo VRML de entrada 
  
% --- Executes during object creation, after setting all properties. 
function archivoabrir_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to archivoabrir (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc 
    set(hObject,'BackgroundColor','white'); 
else 
    
set(hObject,'BackgroundColor',get(0,'defaultUicontrolBackgroundColor')
); 
end 
  
%********************** SELECCIÓN PUNTOS INTERES 
*************************% 
% --- Executes on button press in ptosinteres. 
function ptosinteres_Callback(hObject, eventdata, handles) 
% hObject    handle to ptosinteres (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
[num,text] = xlsread('ptosint.xls', -1) 
  
archivoi = get(handles.archivoabrir,'String'); 
texti=char(text); 
  
px1=num(1,1);     handles.ptosinteres.px1=px1;  %coordx pupila dcha 
py1=num(1,2);     handles.ptosinteres.py1=py1;  %coordy pupila dcha   
px2=num(1,3);     handles.ptosinteres.px2=px2;  %coordx pupila izqda 
py2=num(1,4);     handles.ptosinteres.py2=py2;  %coordy pupila izqda  
px3=num(1,5);     handles.ptosinteres.px3=px3;  %coordy comisura dcha 
py3=num(1,6);     handles.ptosinteres.py3=py3;  %coordx comisura izqda 
px4=num(1,7);     handles.ptosinteres.px4=px4;  %coordy comisura izqda  
py4=num(1,8);     handles.ptosinteres.py4=py4;  %coordy comisura izqda 
px5=num(1,9);     handles.ptosinteres.px5=px5;  %coordx oreja dcha  
py5=num(1,10);    handles.ptosinteres.py5=py5;  %coordy oreja dcha  
px6=num(1,11);    handles.ptosinteres.px6=px6;  %coordx oreja izqda 
py6=num(1,12);    handles.ptosinteres.py6=py6;  %coordy oreja izqda  
px7=num(1,13);    handles.ptosinteres.px7=px7;  %coordx mitad comisura 
py7=num(1,14);    handles.ptosinteres.py7=py7;  %coordy mitad comisura  
  
guidata(hObject,handles); 
  
%***************** INDICO ANGULO RESPECTO AL EJE EN DEG 
******************% 
function beta_Callback(hObject, eventdata, handles) 
% hObject    handle to beta (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of beta as text 
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%        str2double(get(hObject,'String')) returns contents of beta as 
a double 
  
% --- Executes during object creation, after setting all properties. 
function beta_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to beta (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc 
    set(hObject,'BackgroundColor','white'); 
else 
    
set(hObject,'BackgroundColor',get(0,'defaultUicontrolBackgroundColor')
); 
end 
  
%******************** CÁLCULO DEL NUEVO EJE DE COORD 
*********************% 
% --- Executes on button press in nuevo_eje. 
function nuevo_eje_Callback(hObject, eventdata, handles) 
% hObject    handle to nuevo_eje (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
%archivo de entrada 
archivoi = get(handles.archivoabrir,'String'); 
  
%Busco las coordenadas reales asociadas a los puntos de interés  
vx1=handles.ptosinteres.px1;  %coordx pupila dcha 
vy1=handles.ptosinteres.py1;  %coordy pupila dcha   
vx2=handles.ptosinteres.px2;  %coordx pupila izqda 
vy2=handles.ptosinteres.py2;  %coordy pupila izqda  
vx3=handles.ptosinteres.px3;  %coordy comisura dcha 
vy3=handles.ptosinteres.py3;  %coordx comisura izqda 
vx4=handles.ptosinteres.px4;  %coordy comisura izqda  
vy4=handles.ptosinteres.py4;  %coordy comisura izqda 
vx5=handles.ptosinteres.px5;  %coordx oreja dcha  
vy5=handles.ptosinteres.py5;  %coordy oreja dcha  
vx6=handles.ptosinteres.px6;  %coordx oreja izqda 
vy6=handles.ptosinteres.py6;  %coordy oreja izqda  
vx7=handles.ptosinteres.px7;  %coordx mitad comisura 
vy7=handles.ptosinteres.py7;  %coordy mitad comisura  
  
[xr1, yr1, zr1] = coord_reales(archivoi, vx1, vy1);     
[xr2, yr2, zr2] = coord_reales(archivoi, vx2, vy2); 
[xr3, yr3, zr3] = coord_reales(archivoi, vx3, vy3); 
[xr4, yr4, zr4] = coord_reales(archivoi, vx4, vy4); 
[xr5, yr5, zr5] = coord_reales(archivoi, vx5, vy5); 
[xr6, yr6, zr6] = coord_reales(archivoi, vx6, vy6); 
[xr7, yr7, zr7] = coord_reales(archivoi, vx7, vy7); 
  
%Pongo en vectores las coordenadas de los puntos  
p1=[xr1 yr1 zr1]; %coords pupila dcha 
p2=[xr2 yr2 zr2]; %coords pupila izqda 
p3=[xr7 yr7 zr7]; %coords punto medio entre las comisuras 
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%El ángulo de entrada es en grados, lo paso a radianes  
betad=str2double(get(handles.beta,'String')); 
betar=((betad*pi)/180); 
  
%Calculo el punto a beta grados de las dos pupilas 
[centro,VT,MR]=punto_xrad(betar,p1,p2,p3) 
  
handles.nuevo_eje.pX=centro; 
  
%Calculo el nuevo origen de coordenadas 
a=centro(1,1); 
b=centro(1,2);  
c=centro(1,3); 
origen=[a b c]; %NUEVO ORIGEN DE COORDENADAS 
set(handles.neje,'String',origen); %Muestro el nuevo eje de 
coordenadas en la GUI 
  
%Guardo las matrices de traslación y rotación 
handles.nuevo_eje.VT=VT; 
handles.nuevo_eje.MR=MR; 
  
%Guardo las coordenadas reales para usarlas luego 
handles.nuevo_eje.x1=xr1;   %coordx real pupila dcha 
handles.nuevo_eje.y1=yr1;   %coordy real pupila dcha   
handles.nuevo_eje.z1=zr1;   %coordz real pupila dcha 
handles.nuevo_eje.x2=xr2;   %coordx real pupila izqda  
handles.nuevo_eje.y2=yr2;   %coordy real pupila izqda  
handles.nuevo_eje.z2=zr2;   %coordz real pupila izqda  
handles.nuevo_eje.x3=xr3;   %coordx real comisura dcha  
handles.nuevo_eje.y3=yr3;   %coordy real comisura dcha  
handles.nuevo_eje.z3=zr3;   %coordz real comisura dcha  
handles.nuevo_eje.x4=xr4;   %coordx real comisura izqda 
handles.nuevo_eje.y4=yr4;   %coordy real comisura izqda 
handles.nuevo_eje.z4=zr4;   %coordz real comisura izqda 
handles.nuevo_eje.x5=xr5;   %coordx real oreja dcha  
handles.nuevo_eje.y5=yr5;   %coordy real oreja dcha  
handles.nuevo_eje.z5=zr5;   %coordz real oreja dcha  
handles.nuevo_eje.x6=xr6;   %coordx real oreja izqda  
handles.nuevo_eje.y6=yr6;   %coordy real oreja izqda  
handles.nuevo_eje.z6=zr6;   %coordz real oreja izqda  
  
guidata(hObject,handles); 
  
%******************** CÁLCULO COORD SEGÚN NUEVO EJE 
**********************% 
% --- Executes on button press in coord_eje. 
function coord_eje_Callback(hObject, eventdata, handles) 
% hObject    handle to coord_eje (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
archivoi = get(handles.archivoabrir,'String'); 
VT=handles.nuevo_eje.VT; 
MR=handles.nuevo_eje.MR; 
  
%Calculo las coordenadas según el nuevo eje de coordenadas 
[vxe, vye, vze] = nuevas_coord(archivoi,VT,MR); 
  
%PRUEBA%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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%Representación de la imagen según las nuevas coordenadas 
%[vxi,vyi,matriz] = interpol_coord2(vxe,vye,vze); 
%[vxii] = orden_mame(vxi); 
%[vyii] = orden_mame(vyi); 
%mesh(vxii,vyii,matriz) 
%hold all; 
%view(0,90); 
%hold all; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Guardo handles 
handles.coord_eje.vxe=vxe; 
handles.coord_eje.vye=vye; 
handles.coord_eje.vze=vze; 
guidata(hObject,handles); 
  
%*********************** CÁLCULO COORD CILINDRICAS 
***********************% 
% --- Executes on button press in cil. 
function cil_Callback(hObject, eventdata, handles) 
% hObject    handle to cil (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
vx=handles.coord_eje.vxe; 
vy=handles.coord_eje.vye; 
vz=handles.coord_eje.vze; 
  
%Hago el cambio a coordenadas cilíndricas 
[a,teta,r] = coord_cil(vx, vy, vz); 
  
handles.cil.a=a; 
handles.cil.teta=teta; 
handles.cil.r=r; 
guidata(hObject,handles); 
  
%***************** Nº DE MUESTRAS PARA LA INTERPOLACION 
******************% 
function muestras_Callback(hObject, eventdata, handles) 
% hObject    handle to muestras (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of muestras as text 
%        str2double(get(hObject,'String')) returns contents of 
muestras as a double 
  
% --- Executes during object creation, after setting all properties. 
function muestras_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to muestras (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
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%************************** INTERPOLACION IMAGEN 
*****************************% 
% --- Executes on button press in interpolacion. 
function interpolacion_Callback(hObject, eventdata, handles) 
% hObject    handle to interpolacion (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
va=handles.cil.a; 
vt=handles.cil.teta; 
vr=handles.cil.r; 
  
m=str2double(get(handles.muestras,'String')); 
  
%Calculo la interpolación de las coordenadas cilíndricas 
%[vai,vti,mri] = interpol_coord1(va,vt,vr,m); 
  
%Opcion 2 de interpolación de las coordenadas cilíndricas 
[vai,vti,mri] = interpol_coord2(va,vt,vr,m); 
  
%Guardar coordenadas cilíndricas interpoladas de la imagen para 
usarlas en editor_alineacion 
xlswrite('aci.xls', vai, 'Hoja1', 'a1'); 
xlswrite('tci.xls', vti, 'Hoja1', 'a1'); 
        %Tengo que guardar la matriz r en nhojas de excel porque Excel 
sólo tiene capacidad 
        %para guardar 256 columnas y 65536 filas, y tenemos una matriz 
de mxm 
        %como maximo se admite una matrizde 1024x1024 muestras         
  
nhojas=ceil(m/256); 
  
if m>256 
    mri1=mri(1:m, 1:256); 
    xlswrite('rci1.xls', mri1 , 'Hoja1', 'a1'); 
else 
    mri1=mri(1:m, 1:m); 
    xlswrite('rci1.xls', mri1 , 'Hoja1', 'a1'); 
end 
  
a=(m-256); 
b=256+a; 
if a>1 
    if m>512 
        mri2=mri(1:m, 257:512); 
        xlswrite('rci2.xls', mri2 , 'Hoja1', 'a1'); 
    else 
        mri2=mri(1:m, 257:b); 
        xlswrite('rci2.xls', mri2 , 'Hoja1', 'a1'); 
    end 
end 
  
c=(m-512); 
d=512+c; 
if c>1 
    if m>768 
        mri3=mri(1:m, 513:768); 
        xlswrite('rci3.xls', mri3 , 'Hoja1', 'a1'); 
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    else 
        mri2=mri(1:m, 513:d); 
        xlswrite('rci3.xls', mri3 , 'Hoja1', 'a1'); 
    end 
end 
  
e=(m-768); 
f=512+c; 
  
if e>1 
    mri4=mri(1:m, 768:m); 
    xlswrite('rci4.xls', mri4 , 'Hoja1', 'a1'); 
end 
  
handles.interpolacion.vai=vai; 
handles.interpolacion.vti=vti; 
handles.interpolacion.mri=mri; 
  
guidata(hObject,handles); 
  
%*************************** PROYECCION CILINDRICA 
***********************% 
% --- Executes on button press in mimesh. 
function mimesh_Callback(hObject, eventdata, handles) 
% hObject    handle to mimesh (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
ai=handles.interpolacion.vai; 
ti=handles.interpolacion.vti; 
mri=handles.interpolacion.mri; 
  
[aii] = orden_mame(ai); 
  
mesh (ti,aii,-mri) 
hold all 
view(0,90); 
medfilt2(-mri); 
  
%*********************** GUARDA COORD COMO REFERENCIA 
********************% 
% --- Executes on button press in coord_ref. 
function coord_ref_Callback(hObject, eventdata, handles) 
% hObject    handle to coord_ref (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
archivo=get(handles.archivoabrir,'String'); 
VT=handles.nuevo_eje.VT; 
MR=handles.nuevo_eje.MR; 
  
%Cargo las coordenadas reales de los puntos de interés 
xr1=handles.nuevo_eje.x1;   %coordx real pupila dcha 
yr1=handles.nuevo_eje.y1;   %coordy real pupila dcha   
zr1=handles.nuevo_eje.z1;   %coordz real pupila dcha 
xr2=handles.nuevo_eje.x2;   %coordx real pupila izqda  
yr2=handles.nuevo_eje.y2;   %coordy real pupila izqda  
zr2=handles.nuevo_eje.z2;   %coordz real pupila izqda  
xr3=handles.nuevo_eje.x3;   %coordx real comisura dcha  
yr3=handles.nuevo_eje.y3;   %coordy real comisura dcha  
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zr3=handles.nuevo_eje.z3;   %coordz real comisura dcha  
xr4=handles.nuevo_eje.x4;   %coordx real comisura izqda 
yr4=handles.nuevo_eje.y4;   %coordy real comisura izqda 
zr4=handles.nuevo_eje.z4;   %coordz real comisura izqda 
xr5=handles.nuevo_eje.x5;   %coordx real oreja dcha  
yr5=handles.nuevo_eje.y5;   %coordy real oreja dcha  
zr5=handles.nuevo_eje.z5;   %coordz real oreja dcha  
xr6=handles.nuevo_eje.x6;   %coordx real oreja izqda  
yr6=handles.nuevo_eje.y6;   %coordy real oreja izqda  
zr6=handles.nuevo_eje.z6;   %coordz real oreja izqda  
  
vx=[xr1;xr2;xr3;xr4;xr5;xr6]; 
vy=[yr1;yr2;yr3;yr4;yr5;yr6]; 
vz=[zr1;zr2;zr3;zr4;zr5;zr6]; 
  
%calculo las coordenadas según el nuevo origen de coordenadas 
[vxe, vye, vze] = nuevas_vcoord1(vx,vy,vz,VT,MR) 
  
%Paso a cilíndricas las coord de los puntos de interés 
[a,t,r] = coord_cil(vxe, vye, vze) 
  
a1=a(1,1); a2=a(2,1); a3=a(3,1); a4=a(4,1); a5=a(5,1); a6=a(6,1); 
t1=t(1,1); t2=t(2,1); t3=t(3,1); t4=t(4,1); t5=t(5,1);t6=t(6,1); 
r1=r(1,1); r2=r(2,1); r3=r(3,1); r4=r(4,1); r5=r(5,1);r6=r(6,1); 
  
%Guardo las coordenadas cilíndricas de los puntos de interés 
A={archivo, a1, t1, r1, a2, t2, r2, a3, t3, r3, a4, t4, r4, a5, t5, 
r5, a6, t6, r6}; 
xlswrite('ptosref.xls', A, 'Hoja1', 'a2'); 
  
B={'Archivo VRML','a Pupila Dcha', 't Pupila Dcha', 'r Pupila Dcha', 
'a Pupila Izda', 't Pupila Izda', 'r Pupila Izda','a Comisura Dcha', 
't Comisura Dcha', 'r Comisura Dcha', 'a Comisura Izda', 't Comisura 
Izda', 'r Comisura Izda', 'a Oreja Dcha', 't Oreja Dcha', 'r Oreja 
Dcha', 'a Oreja Izqda','t Oreja Izqda','r Oreja Izqda' }; 
xlswrite('ptosref.xls', B, 'Hoja1', 'a1'); 
xlsread('ptosref.xls', -1) 
  
%*********************** GUARDA COORD DE LA IMAGEN 
====*******************% 
% --- Executes on button press in pushbutton19. 
function pushbutton19_Callback(hObject, eventdata, handles) 
% hObject    handle to pushbutton19 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
archivo=get(handles.archivoabrir,'String'); 
VT=handles.nuevo_eje.VT; 
MR=handles.nuevo_eje.MR; 
  
%Cargo las coordenadas reales de los puntos de interés 
xr1=handles.nuevo_eje.x1;   %coordx real pupila dcha 
yr1=handles.nuevo_eje.y1;   %coordy real pupila dcha   
zr1=handles.nuevo_eje.z1;   %coordz real pupila dcha 
xr2=handles.nuevo_eje.x2;   %coordx real pupila izqda  
yr2=handles.nuevo_eje.y2;   %coordy real pupila izqda  
zr2=handles.nuevo_eje.z2;   %coordz real pupila izqda  
xr3=handles.nuevo_eje.x3;   %coordx real comisura dcha  
yr3=handles.nuevo_eje.y3;   %coordy real comisura dcha  
zr3=handles.nuevo_eje.z3;   %coordz real comisura dcha  
xr4=handles.nuevo_eje.x4;   %coordx real comisura izqda 
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yr4=handles.nuevo_eje.y4;   %coordy real comisura izqda 
zr4=handles.nuevo_eje.z4;   %coordz real comisura izqda 
xr5=handles.nuevo_eje.x5;   %coordx real oreja dcha  
yr5=handles.nuevo_eje.y5;   %coordy real oreja dcha  
zr5=handles.nuevo_eje.z5;   %coordz real oreja dcha  
xr6=handles.nuevo_eje.x6;   %coordx real oreja izqda  
yr6=handles.nuevo_eje.y6;   %coordy real oreja izqda  
zr6=handles.nuevo_eje.z6;   %coordz real oreja izqda  
  
vx=[xr1;xr2;xr3;xr4;xr5;xr6]; 
vy=[yr1;yr2;yr3;yr4;yr5;yr6]; 
vz=[zr1;zr2;zr3;zr4;zr5;zr6]; 
  
%calculo las coordenadas según el nuevo origen de coordenadas 
[vxe, vye, vze] = nuevas_vcoord1(vx,vy,vz,VT,MR) 
  
%Paso a cilíndricas las coord de los puntos de interés 
[a,t,r] = coord_cil(vxe, vye, vze) 
  
a1=a(1,1); a2=a(2,1); a3=a(3,1); a4=a(4,1); a5=a(5,1); a6=a(6,1); 
t1=t(1,1); t2=t(2,1); t3=t(3,1); t4=t(4,1); t5=t(5,1);t6=t(6,1); 
r1=r(1,1); r2=r(2,1); r3=r(3,1); r4=r(4,1); r5=r(5,1);r6=r(6,1); 
  
%Guardo las coordenadas cilíndricas de los puntos de interés 
A={archivo, a1, t1, r1, a2, t2, r2, a3, t3, r3, a4, t4, r4, a5, t5, 
r5, a6, t6, r6}; 
xlswrite('ptosalin.xls', A, 'Hoja1', 'a2'); 
  
B={'Archivo VRML','a Pupila Dcha', 't Pupila Dcha', 't Pupila Dcha', 
'a Pupila Izda', 't Pupila Izda', 'r Pupila Izda','a Comisura Dcha', 
't Comisura Dcha', 'r Comisura Dcha', 'a Comisura Izda', 't Comisura 
Izda', 'r Comisura Izda', 'a Oreja Dcha', 't Oreja Dcha', 'r Oreja 
Dcha', 'a Oreja Izqda','t Oreja Izqda','r Oreja Izqda' }; 
xlswrite('ptosalin.xls', B, 'Hoja1', 'a1'); 
xlsread('ptosalin.xls', -1) 
  
%********************************* CERRAR 
********************************% 
% --- Executes on button press in cerrar. 
function cerrar_Callback(hObject, eventdata, handles) 
% hObject    handle to cerrar (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
close all; 
  
%********************************* AYUDA 
********************************% 
% --- Executes on button press in Ayuda. 
function Ayuda_Callback(hObject, eventdata, handles) 
% hObject    handle to Ayuda (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
helpdlg('Funcionamiento del editor de proyección cilíndrica:                               
1. Introducir en el recuadro nombrado "Archivo VRML de entrada" el 
archivo (con extensión .wrl) de imagen que se quiere utilizar.                    
2. Pulsar "Seleccion puntos de interes" para seleccionar las 
coordenadas de los puntos de interés (marcadas mediante editor_vrml.m) 
de la hoja excel ptosint.xls.                                                             
3. En el recuadro "Angulo respecto a eje (DEG)" indicar en grados la 
mitad del ángulo que debe formar el eje del nuevo origen de 
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coordenadas respecto a la posición de las pupilas.                                              
4. Pulsar "Calculo nuevo eje" para obtener el nuevo eje de coordenadas 
según los datos introducidos. Se muestra el origen del nuevo eje de 
coordenadas en el recuadro titulado "Origen nuevo eje de coord"             
5. Pulsar "Calculo nuevas coord" para calcular las coordenadas del 
archivo VRML de entrada según el nuevo origen de coordenadas.                    
6. Pulsar "Coord cilindricas" para pasar de coordenadas cartesianas a 
coordenadas cilíndricas.                                                  
7.Introucir en "Muestras a interpolar" el numero de muestras que 
quieren obtenerse en la interpolacion de la imagen. El numero maximo 
de muestras permitidas es 1024.                                                         
8. Las coordenadas del archivo .wrl de entrada no siguen una 
distribución uniforme y tampoco las coordenadas cilíndricas 
calculadas. Cuando se pulsa el botón "Interpola Imagen" las 
coordenadas del archivo cilíndricas quedarán interpoladas de manera 
que se tendrán valores equiespaciados porque se realiza un muestreo 
uniforme. Las coordenadas interpoladas de la imagen se guardan en los 
excel aci.xls, tci.xls y de rci1.xls a rci4.xls según el número de 
muestras que se haya elegido. En cada fichero rciX.xls hay 256 
muestras. Estos archivos se utilizarán en editor_alineacion.                                   
9. Cuando se pulsa el botón "Proyeccion cilindrica" se representan las 
coordenadas cilíndricas interpoladas del archivo de entrada.                 
10. Pulsar "Guardar coord" para guardar las coordenadas cartesianas 
reales de los puntos de interés según el nuevo eje calculado, en el 
caso que la imagen no sea la imagen de referencia a partir de la cual 
se alinearán todas las otras. Los datos se guardan en ptosalin.xls.                                                               
11. Pulsar "Guardar coord ref" para guardar las coordenadas 
cartesianas reales de los puntos de interés según el nuevo eje 
calculado, en el caso que la imagen sea la imagen de referencia. Los 
datos se guardan en ptosref.xls.                                                                                                           
12. Pulsar el botón "Paso 3: Editor alineacion" para ir a la siguiente 
etapa del preprocesado: realizar la proyección cilíndrica de la imagen 
alineada con la imagen de referencia (es decir la homografia de la 
imagen en estudio con los puntos de la imagen de 
referencia)','Ayuda'); 
  
%********************************* INFO 
********************************% 
% --- Executes on button press in Info. 
function Info_Callback(hObject, eventdata, handles) 
% hObject    handle to Info (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
msgbox('"editor_cilindricas.m" permite la lectura de archivos de 
imagen con formato VRML v1.0 y su representación en coordenadas 
cilíndricas. Se utilizará en un sistema de reconocimiento facial que 
emplee el algoritmo P2CA. Programa realizado como parte del PFC 
"Reconocimiento facial combinando técnicas 2D y 3D" dirigido por 
Francesc Tarrés y Toni Rama. Versión 1.0 finalizada en Diciembre de 
2007 por Montse González.','Info'); 
  
%*************************** IR A PASO 3 
********************************% 
% --- Executes on button press in epro. 
function epro_Callback(hObject, eventdata, handles) 
% hObject    handle to epro (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
editor_alineacion 
 
%********************************************************************* 
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 coord_reales.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : coord_reales 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Introducimos el nombre de un fichero vrml v1.0 y 1 punto  
%            (x,y,z) que hemos calculado. Nos tiene que devolver las  
%            coordenadas del punto no interpolado más parecidos al 
punto  
%            introducido. 
% 
% VARIABLES/PARAMETROS:  
%  input     filename   nombre del archivo vrml  
%            vx1        coordenada x del primer punto 
%            vy1        coordenada y del primer punto 
%             
%  output    xr1        coordenada x real del primer punto           
%            yr1        coordenada y real del primer punto 
%            zr1        coordenada z real del primer punto 
%                                                           
%                        
% Version / Fecha: 1.0 / 30-05-07 
%*********************************************************************
****/ 
function [xr1, yr1, zr1] = coord_reales(filename, vx1, vy1) 
  
[vx, vy, vz] = vectores_vrml(filename); 
  
total=length (vx); 
  
%Busco el valor de X más parecido al valor introducido en vx1, vx2 y 
vx3 
    rx1(1:total,1)=abs (vx(1:total,1)-vx1);  
    %calculo la distancia de vx1 a todos los puntos vx 
    
%Calculo la coord Y más cercana a los puntos introducidos 
    ry1(1:total,1)=abs (vy(1:total,1)-vy1);  
    %calculo la distancia de vy1 a todos los puntos vy 
     
%Calculo las coord X e Y más cercanas a las introducidas 
    restat1(1:total,1)=rx1(1:total,1)+ry1(1:total,1); 
     
%Obtengo las coordenadas reales del primer punto introducido 
[C1,I1]=min(restat1); 
xr1=vx(I1);  
yr1=vy(I1);  
zr1=vz(I1);  
  
%*********************************************************************
****/ 
 
 
 punto_xrad.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : punto_xrad 
% AUTORA   : Montse Gonzalez 
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% PROPOSITO: Busca las coordenadas del punto que describe un ángulo 
beta  
%            radianes respecto a cada pupila. Este punto determinará 
el  
%            nuevo eje de coordenadas. 
% 
% VARIABLES/PARAMETROS:  
%  input  beta ángulo en radianes 
%         p1   vector 1x3 con las coordenadas reales de la pupila 
derecha             
%         p2   vector 1x3 con las coordenadas reales de la pupila 
izquierda    
%         p3   vector 1x3 con las coordenadas reales del punto medio 
entre  
%              comisuras   
%         (el orden de los puntos de entrada  SI importa) 
% 
%  output                
%         centro   punto que indica el origen del nuevo eje de 
coordenadas 
%         VT       vector de traslacion para cambiar a los nuevos ejes  
%         MR       matriz de rotacion para cambiar a los nuevos ejes  
% 
% Version / Fecha : 1.0   / 17-06-07 
%%********************************************************************
****/ 
function [centro1,VT,MR]=punto_xrad(beta,p1,p2,p3) 
  
%Calulo el punto medio entre las pupilas 
xm=(p1(1,1)+p2(1,1))/2; 
ym=(p1(1,2)+p2(1,2))/2; 
zm=(p1(1,3)+p2(1,3))/2;  
pmp=[xm,ym,zm]; 
  
%Calulo la distancia euclidea entre el punto de la pupila dcha y la 
izqda 
dep=sqrt((p1(1,1)-p2(1,1))^2+(p1(1,2)-p2(1,2))^2+(p1(1,3)-p2(1,3))^2); 
  
%Calulo los vectores directores del plano que definen los 3 puntos de  
%entrada 
v1=[(p1(1,1)-p2(1,1)),(p1(1,2)-p2(1,2)),(p1(1,3)-p2(1,3))]; %eje x 
v1e=-(v1/norm(v1));  
  
v2=[(pmp(1,1)-p3(1,1)),(pmp(1,2)-p3(1,2)),(pmp(1,3)-p3(1,3))]; %eje y 
v2n=(v2/norm(v2)); 
%v1 y v2 no son vectores ortogonales, hay que calcular su proyección 
  
v2b=v2n-((v1e*v2n')*(v1e)); 
v2e=-(v2b/norm(v2b)); 
  
%Producto vectorial de v1 y v2 
n=cross(v1e,v2e); %eje z 
  
%Normalizo el vector normal 
modn=norm(n); 
nnor=(n/modn); 
  
%Distancia de las pupilas a un punto que esté a 30º de ambas pupilas 
tbeta=tan(beta);   %resultado de la tangente del ángulo beta en rad 
dbeta=((dep/2)/tbeta); 
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%El centro del nuevo eje de coordenadas estará a distancia dbeta, pero 
%siguiendo la dirección del vector normal 
centro=(pmp+(nnor*dbeta)); %cambiado a -1 
  
a1=pmp(1,3)-centro(1,3); 
c1z=pmp(1,3)+a1; 
centro1=[centro(1,1), centro(1,2),c1z]; 
  
  
%Calculo el vector de traslación 
nuevaxt=(centro1(1,1)); 
nuevayt=(centro1(1,2)); 
nuevazt=(centro1(1,3));   
  
  
VT=[nuevaxt;nuevayt;nuevazt]; %traslación es un vector 
  
%Calculo la matriz de rotación 
nuevaxro=v1e; 
nuevayro=v2e; 
nuevazro=nnor; 
  
MR=[nuevaxro; nuevayro; nuevazro]; 
  
%*********************************************************************
****/ 
 
 
 nuevas_coord.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : nuevas_coord 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Introducimos el nombre de un fichero vrml v1.0, VT y MR 
%            calculadas en punto_xrad.m en un vector fila y nos 
devuelve  
%            las nuevas coordenadas según el nuevo eje. 
% 
% VARIABLES/PARAMETROS:  
%  input     filename   nombre del archivo vrml  
%            VT         vector de traslacion 
%            MR         matriz de rotacion 
%                        
%  output    vxe        coordenadas x según el nuevo eje de 
coordenadas           
%            vye        coordenadas y según el nuevo eje de 
coordenadas 
%            vze        coordenadas z según el nuevo eje de 
coordenadas 
%               
% Version / Fecha: 1.0 / 20-06-07 
%*********************************************************************
***** 
%********/ 
function [vxe, vye, vze] = nuevas_coord(filename,VT,MR) 
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%Pongo las coordenadas del archivo vrml en vectores separados 
[vx, vy, vz] = vectores_vrml(filename); 
long=length (vx); 
  
for i=1:long 
    vxet=vx(i,1)-VT(1,1); 
    vyet=vy(i,1)-VT(2,1); 
    vzet=vz(i,1)-VT(3,1); 
     
    pt=[vxet,vyet,vzet]*MR; 
     
    vxe(i,1)=pt(1,1); 
    vye(i,1)=pt(1,2); 
    vze(i,1)=pt(1,3); 
end 
%*********************************************************************
***** 
 
 
 coord_cil.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : coord_cil 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Transforma los puntos en coordenadas cartesianas a 
coordenadas  
%            cilíndricas.  
% 
% VARIABLES/PARAMETROS:  
%  input     vx     vector de coordenadas x cartesianas  
%            vy     vector de coordenadas y cartesianas  
%            vz     vector de coordenadas z cartesianas 
% 
%  output    a      vector de coordenadas radiales cilíndricas            
%            teta   vector de coordenadas acimutales cilíndricas 
%            r      vector de coordenadas verticales cilíndricas 
%               
% Version / Fecha: 1.0 / 30-06-07 
%*********************************************************************
***** 
function [a,teta,r] = coord_cil(vx, vy, vz) 
  
%Como utilizo las coordenadas referidas al nuevo eje, el eje es el 
punto  
%(0,0,0) 
long=length (vx); 
  
%Valores del vector a 
a(1:long,1)=(vy(1:long,1)); 
  
%Valores del vector r 
for k=1:long 
   uno=vx(k,1); 
   dos=vz(k,1); 
   r(k,1)= sqrt((uno^2)+(dos^2)); 
end 
  
%Valores del vector teta 
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for k=1:long 
   x=vx(k,1); 
   z=vz(k,1); 
    
   if x==0 %antes x 
       teta(k,1)=0; 
   end 
   if z==0 
       teta(k,1)=0; 
   end 
    
   %if ((x>0)||(x<0)) 
    %   teta(k,1)=atan2(x/z)*(180/pi) 
   %end 
  
   if x>0 %antes x 
       teta(k,1)=((abs((atan(x/z)))*180)/pi)*(-1); %Angulos entre 0º y 
-180º 
   end 
   if x<0 %antes x 
       teta(k,1)=((abs((atan(x/z)))*180)/pi);     %Angulos entre 0º y 
+180º 
   end 
  
end        
%*********************************************************************
****/        
    
 interpol_coord2.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : interpol_coord2 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: interpolacion de las coordenadas cilindricas. 
% 
% 
% VARIABLES/PARAMETROS:  
%  input     a       coordenadas a de la imagen 
%            t       coordenadas a de la imagen 
%            r       coordenadas a de la imagen 
%            m       numero de muestras que se interpolarán 
% 
%  output    vxi     vector con los valores interpolados de la 
coordenada X           
%            vyi     vector con los valores interpolados de la 
coordenada Y 
%            matriz  matriz con los valores interpolados de la 
coordenada Z 
%                                                       
%                        
% Version / Fecha: 2.0 / 11-12-07 
%*********************************************************************
****/ 
function [ai,ti,mri] = interpol_coord2(a,t,r,m) 
  
total=length (a); 
%m; %numero de muestras es un parámetro de entrada 
k=m-1; 
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%Busco los valores max y min de los vectores a,t 
maxa=max(a); 
mina=min(a); 
maxt=max(t); 
mint=min(t); 
minrb=min(r)-20; 
   
%Interpolo los valores del vector t 
ti(1:m,1)=(-90+(180/m)*(0:k));                  %ti(0) es el valor 
mínimo 
%Interpolo los valores del vector a  
ai(1:m,1)= maxa +((mina-maxa)*(0:k)/(k));     %ai(0) es el valor 
máximo 
%Ahora construyo el vector de 3 columnas con todos los datos de los 
puntos  
p=[a,t,r]; 
%Ordeno los puntos segun la columna de "a"  
p1=sortrows(p); 
   
for coa=1:m 
    aeval=ai(coa,1); %este es el valor de a que evalúo 
    dista=abs(p1(1:total,1,1)-aeval); 
    %Busco los puntos que tienen a de un rango (a-0.2, a+0.2) 
    n=1; 
  
    for i=1:total 
        if dista(i,1)<=2.5 
           p2a(n,1)=p1(i,1); 
           p2t(n,1)=p1(i,2); 
           p2r(n,1)=p1(i,3); 
           n=n+1; 
        end 
    end 
    %Se ha hecho un grupo "p2" con los puntos con una "a" dentro del 
umbral 
            
    for cot=1:m 
        teval=ti(cot,1);  
        %Ahora tengo la a y la t del punto que busco. 
        %========= Calculo la recta respecto a la que evaluaré teta 
======= 
         
        %vector director de la recta 
        ux=sin((teval*pi)/180); 
        uy=0; 
        uz=cos((teval*pi)/180); 
         
        total2=length(p2a); 
         
        for j=1:total2 
          %coordenadas del punto R 
          rx=p2r(j,1)*sin((p2t(j,1)*pi)/180); 
          ry=p2a(j,1); 
          rz=p2r(j,1)*cos((p2t(j,1)*pi)/180); 
           
          %distancia del punto a la recta 
          D=(-((rx*ux)+(rz*uz))); 
          L=-D; 
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          %punto que intersecta con la recta=Ri  
          rix=L*ux; 
          riy=aeval; 
          riz=L*uz; 
           
          %distancia de R a Ri 
          drrix=rix-rx; 
          drriy=riy-ry; 
          drriz=riz-rz; 
           
          %distancia de R a la recta 
          dist(j,1)=sqrt((drrix^2)+(drriy^2)+(drriz^2)); 
        end 
        
%================================================================= 
        [C,I]=min(dist); 
        mri(coa,cot)=p2r(I); 
  
        %Para evitar pixels erroneos (ruidosos) 
        if(C>= 8*(maxt - mint)/m)  
            mri(coa,cot)=minrb; 
        end 
    end 
end    
%*********************************************************************
*************/  
 
 orden_mame.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : orden_mame 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: ordena los valores del vector de entrada de mayor a 
menor. 
% 
% VARIABLES/PARAMETROS:  
%  input     v   vector con los valores a ordenar  
% 
%  output    vo  vector con los valores ordenados                                                         
%                        
% Version / Fecha: 2.0 / 07-11-07 
%*********************************************************************
****/ 
function [vo] = orden_mame(v) 
  
total=length(vxi); 
  
for i=1:total 
    a=total+1-i; 
    vxii(i,1)=vxi(a,1); 
end 
 
%*********************************************************************
***/ 
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 nuevas_vcoord1.m 
 
%/********************************************************************
************* 
% NOMBRE DE LA FUNCION : nuevas_vcoord1 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Cambio los puntos introducidos en los vectores de entreda  
%            según el vector de traslacion y la matriz de rotacion 
%            introducida. 
% 
% VARIABLES/PARAMETROS:  
%  input     vx   coordenadas x de los puntos a cambiar  
%            vy   coordenadas y de los puntos a cambiar  
%            vz   coordenadas z de los puntos a cambiar  
%            VT   vector de traslacion 
%            MR   matriz de rotacion 
%                        
%  output    vxe        coordenadas x según el nuevo eje de 
coordenadas           
%            vye        coordenadas y según el nuevo eje de 
coordenadas 
%            vze        coordenadas z según el nuevo eje de 
coordenadas 
%               
% Version / Fecha: 1.0 / 20-06-07 
%*********************************************************************
***** 
%********/ 
function [vxe, vye, vze] = nuevas_vcoord1(vx,vy,vz,VT,MR) 
  
%MR descompuesto por fila 
%MX=[1,0,0;0,MR(2,2),MR(2,3);0,MR(3,2),MR(3,3)]; 
%MY=[MR(1,1),0,MR(1,3);0,1,0;MR(3,1),0,MR(3,3)]; 
%MZ=[MR(1,1), MR(1,2),0; MR(2,1), MR(2,2),0;0,0,1]; 
  
%Pongo las coordenadas del archivo vrml en vectores separados 
long=length (vx); 
  
for i=1:long 
     
    %Para comrpobar la traslacion 
    %vxe(i,1)=vx(i,1)-VT(1,1); 
    %vye(i,1)=vy(i,1)-VT(2,1); 
    %vze(i,1)=vz(i,1)-VT(3,1); 
    
    %Para comprobar la rotacion 
    vxet=vx(i,1)-VT(1,1); 
    vyet=vy(i,1)-VT(2,1); 
    vzet=vz(i,1)-VT(3,1); 
     
    pt=[vxet,vyet,vzet]*MR; 
     
    vxe(i,1)=pt(1,1); 
    vye(i,1)=pt(1,2); 
    vze(i,1)=pt(1,3); 
end 
%*********************************************************************
***** 
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 editor_alineacion.m 
 
% NOMBRE DE LA FUNCION : editor_alineacion 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Realiza la proyección mediante homografia 2D de un 
archivo de imagen 
%            con formato VRML v1.0 sobre una imagen de referencia. 
Conociendo 6  
%            puntos de la imagen a alinear y 6 de la imagen de 
referencia, se puede  
%            calcular la matriz de cambio de coordenadas para hacer la 
proyección.  
%            Se utilizará en un sistema de reconocimiento facial que 
emplee el  
%            algoritmo P2CA. Programa realizado como parte del PFC 
"Reconocimiento  
%            facial combinando técnicas 2D y 3D" dirigido por Francesc 
Tarrés y Toni Rama.  
%                        
% Version / Fecha : 1.0   / 15-10-07 
%%********************************************************************
**************/ 
  
function varargout = editor_alineacion(varargin) 
% EDITOR_ALINEACION M-file for editor_alineacion.fig 
%      EDITOR_ALINEACION, by itself, creates a new EDITOR_ALINEACION 
or raises the existing 
%      singleton*. 
% 
%      H = EDITOR_ALINEACION returns the handle to a new 
EDITOR_ALINEACION or the handle to 
%      the existing singleton*. 
% 
%      EDITOR_ALINEACION('CALLBACK',hObject,eventData,handles,...) 
calls the local 
%      function named CALLBACK in EDITOR_ALINEACION.M with the given 
input arguments. 
% 
%      EDITOR_ALINEACION('Property','Value',...) creates a new 
EDITOR_ALINEACION or raises the 
%      existing singleton*.  Starting from the left, property value 
pairs are 
%      applied to the GUI before editor_alineacion_OpeningFunction 
gets called.  An 
%      unrecognized property name or invalid value makes property 
application 
%      stop.  All inputs are passed to editor_alineacion_OpeningFcn 
via varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows 
only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Copyright 2002-2003 The MathWorks, Inc. 
  
% Edit the above text to modify the response to help editor_alineacion 
  
% Last Modified by GUIDE v2.5 14-Dec-2007 16:53:21 
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% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @editor_alineacion_OpeningFcn, 
... 
                   'gui_OutputFcn',  @editor_alineacion_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before editor_alineacion is made visible. 
function editor_alineacion_OpeningFcn(hObject, eventdata, handles, 
varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to editor_alineacion (see 
VARARGIN) 
  
% Choose default command line output for editor_alineacion 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% UIWAIT makes editor_alineacion wait for user response (see UIRESUME) 
% uiwait(handles.figure1); 
  
  
% --- Outputs from this function are returned to the command line. 
function varargout = editor_alineacion_OutputFcn(hObject, eventdata, 
handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
  
%*********************************************************************
****% 
%*********************** CODIGO EDITOR ALINEACION 
************************% 
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%*********************************************************************
****% 
im_original=imread('logo_piaf.bmp'); 
  
set(handles.axes3,'HandleVisibility','OFF'); 
set(handles.axes1,'HandleVisibility','ON'); 
axes(handles.axes1); 
image(im_original); 
axis equal; 
axis tight; 
axis off; 
set(handles.axes1,'HandleVisibility','OFF'); 
set(handles.axes3,'HandleVisibility','ON'); 
  
%********************** INTRODUCIR ARCHIVO REF 
***************************% 
function aref_Callback(hObject, eventdata, handles) 
% hObject    handle to aref (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of aref as text 
%        str2double(get(hObject,'String')) returns contents of aref as 
a 
%        double 
  
% --- Executes during object creation, after setting all properties. 
function aref_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to aref (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc 
    set(hObject,'BackgroundColor','white'); 
else 
    
set(hObject,'BackgroundColor',get(0,'defaultUicontrolBackgroundColor')
); 
end 
  
%********************* SELECCIÓN PUNTOS REFERENCIA 
***********************% 
% --- Executes on button press in ptosref. 
function ptosref_Callback(hObject, eventdata, handles) 
% hObject    handle to ptosref (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
%Carga las coordenadas cilíndricas de los puntos de interés de la 
imagen de 
%referencia. Estas coordenadas están en ptosref.xls 
  
[num,text] = xlsread('ptosref.xls', -1) 
  
apr1=num(1,1);     handles.ptosref.apr1=apr1;  %coord a pupila dcha 
ref 
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tpr1=num(1,2);     handles.ptosref.tpr1=tpr1;  %coord teta pupila dcha 
ref 
apr2=num(1,4);     handles.ptosref.apr2=apr2;  %coord a pupila izda 
ref 
tpr2=num(1,5);     handles.ptosref.tpr2=tpr2;  %coord teta pupila izda 
ref 
apr3=num(1,7);     handles.ptosref.apr3=apr3;  %coord a comisura dcha 
ref 
tpr3=num(1,8);     handles.ptosref.tpr3=tpr3;  %coord teta comisura 
dcha ref 
apr4=num(1,10);    handles.ptosref.apr4=apr4;  %coord a comisura izda 
ref 
tpr4=num(1,11);    handles.ptosref.tpr4=tpr4;  %coord teta comisura 
izda ref 
%apr5=num(1,13);    handles.ptosref.apr5=apr5;  %coord a oreja dcha 
ref 
%tpr5=num(1,14);    handles.ptosref.tpr5=tpr5;  %coord teta oreja dcha 
ref 
%apr6=num(1,16);    handles.ptosref.apr6=apr6;  %coord a oreja izda 
ref 
%tpr6=num(1,17);    handles.ptosref.tpr6=tpr6;  %coord teta oreja izda 
ref 
  
%Se crea la matriz para calcular la homografia 
%mref=[apr1 apr2 apr3 apr4 apr5 apr6; tpr1 tpr2 tpr3 tpr4 tpr5 tpr6; 1 
1 1 1 1 1] 
mref=[apr1 apr2 apr3 apr4; tpr1 tpr2 tpr3 tpr4; 1 1 1 1]; 
handles.ptosref.mref=mref; 
  
guidata(hObject,handles); 
  
%********************* INTRODUCIR ARCHIVO ALINEAR 
************************% 
function aalin_Callback(hObject, eventdata, handles) 
% hObject    handle to aalin (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of aalin as text 
%        str2double(get(hObject,'String')) returns contents of aalin 
as a double 
  
% --- Executes during object creation, after setting all properties. 
function aalin_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to aalin (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns 
called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc 
    set(hObject,'BackgroundColor','white'); 
else 
    
set(hObject,'BackgroundColor',get(0,'defaultUicontrolBackgroundColor')
); 
end 
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%********************* SELECCIÓN PUNTOS A ALINEAR 
************************% 
% --- Executes on button press in ptosalin. 
function ptosalin_Callback(hObject, eventdata, handles) 
% hObject    handle to ptosalin (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
%Carga las coordenadas cilíndricas de los puntos de interés de la 
imagen de 
%referencia. Estas coordenadas están en ptosalin.xls 
  
[num,text] = xlsread('ptosalin.xls', -1) 
  
apa1=num(1,1);     handles.ptosref.apa1=apa1;  %coord a pupila dcha 
ref 
tpa1=num(1,2);     handles.ptosref.tpa1=tpa1;  %coord teta pupila dcha 
ref 
apa2=num(1,4);     handles.ptosref.apa2=apa2;  %coord a pupila izda 
ref 
tpa2=num(1,5);     handles.ptosref.tpa2=tpa2;  %coord teta pupila izda 
ref 
apa3=num(1,7);     handles.ptosref.apa3=apa3;  %coord a comisura dcha 
ref 
tpa3=num(1,8);     handles.ptosref.tpa3=tpa3;  %coord teta comisura 
dcha ref 
apa4=num(1,10);    handles.ptosref.apa4=apa4;  %coord a comisura izda 
ref 
tpa4=num(1,11);    handles.ptosref.tpa4=tpa4;  %coord teta comisura 
izda ref 
%apa5=num(1,13);    handles.ptosref.apa5=apa5;  %coord a oreja dcha 
ref 
%tpa5=num(1,14);    handles.ptosref.tpa5=tpa5;  %coord teta oreja dcha 
ref 
%apa6=num(1,16);    handles.ptosref.apa6=apa6;  %coord a oreja izda 
ref 
%tpa6=num(1,17);    handles.ptosref.tpa6=tpa6;  %coord teta oreja izda 
ref 
  
%creo el vector que servira para calcular la homografia 
%malin=[apa1 apa2 apa3 apa4 apa5 apa6; tpa1 tpa2 tpa3 tpa4 tpa5 tpa6; 
1 1 1 1 1 1] 
malin=[apa1 apa2 apa3 apa4; tpa1 tpa2 tpa3 tpa4; 1 1 1 1]; 
handles.ptosalin.malin=malin; 
  
guidata(hObject,handles); 
  
%*************************** CALCULO HOMOGRAFIA 
**************************% 
% --- Executes on button press in homografia. 
function homografia_Callback(hObject, eventdata, handles) 
% hObject    handle to homografia (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
mref=handles.ptosref.mref 
malin=handles.ptosalin.malin 
  
[H]=homography2d(malin, mref) 
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%H es la matriz con la que calcularemos la nueva proyeccción de la 
imagen 
  
handles.homografia.H=H; 
guidata(hObject,handles); 
  
%*************************** CALCULO PROYECCION 
**************************% 
% --- Executes on button press in proyeccion. 
function proyeccion_Callback(hObject, eventdata, handles) 
% hObject    handle to proyeccion (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
%Cargo la matriz para calcular la proyección 
H=handles.homografia.H; 
  
%Calculo los puntos de la proyeccion segun H a partir de las 
coordenadas  
%cilíndricas de la imagen a alinear  
[vap,vtp] = pro_at(H); 
[mrp] = pro_r(H,vap,vtp); 
  
handles.proyeccion.vap=vap; 
handles.proyeccion.vtp=vtp; 
handles.proyeccion.mrp=mrp; 
guidata(hObject,handles); 
  
%**************************** PROYECCION CILINDRICA 
**********************% 
% --- Executes on button press in proyec. 
function proyec_Callback(hObject, eventdata, handles) 
% hObject    handle to proyec (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
vap=handles.proyeccion.vap; 
vtp=handles.proyeccion.vtp; 
mrp=handles.proyeccion.mrp; 
  
  
va(1:361,1)=(1:361); 
vt(1:361,1)=(-90+(0.5)*(0:360));  
  
mesh(vt,va,mrp); 
%mesh(mrp) 
hold all; 
view(0,90); 
  
%********************************* CERRAR 
********************************% 
% --- Executes on button press in cerrar. 
function cerrar_Callback(hObject, eventdata, handles) 
% hObject    handle to cerrar (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
close all; 
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%********************************* AYUDA 
********************************% 
% --- Executes on button press in Ayuda. 
function Ayuda_Callback(hObject, eventdata, handles) 
% hObject    handle to Ayuda (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
helpdlg('Funcionamiento del editor de alineación:                                       
1. Introducir en el recuadro nombrado "Archivo VRML de referencia" el 
archivo (con extensión .wrl) de la imagen de referencia.                    
2. Pulsar "Puntos Imagen de Referencia" para seleccionar los puntos de 
la imagen de referencia en la hoja de excel ptosref.xls                                                          
3. Introducir en el recuadro nombrado "Archivo VRML a alinear" el 
archivo (con extensión .wrl) de la imagen a alinear.                              
4. Pulsar "Puntos Imagen a Alinear" para seleccionar los puntos de la 
imagen a alinear en la hoja de excel ptosalin.xls                                  
5. Pulsar "Calculo homografia" para calcular la matriz de cambio de 
coordenadas para proyectar la imagen a alinear de manera que los 
puntos de interés ocupen los mismos puntos que ocupan los de la imagen 
de referencia. La matriz de cambio de coordenadas se calcula mediante 
DLT.                                                                     
6. Pulsar "Calculo proyeccion" para obtener las coordenadas de la 
imagen a alinear, según el nuevo eje calculado en editor_cilindricas, 
y multiplicarlas por la matriz de cambio de coordenadas.                             
7. Pulsar "Proyeccion cilindrica" para representar las coordenadas 
cilíndricas proyectadas según la homografia calculada respecto a la 
imagen de referencia.                                                                      
8. Pulsar el botón "Paso 1: Editor vrml" o  "Paso 2: Editor 
cilindrico" para ir a los pasos anteriores.','Ayuda'); 
  
%********************************* INFO 
********************************% 
% --- Executes on button press in Info. 
function Info_Callback(hObject, eventdata, handles) 
% hObject    handle to Info (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
msgbox('El "editor_alineacion" realiza la proyección mediante 
homografia 2D de un archivo de imagen con formato VRML v1.0 sobre una 
imagen de referencia. Se utilizará en un sistema de reconocimiento 
facial que emplee el algoritmo P2CA. Programa realizado como parte del 
PFC "Reconocimiento facial combinando técnicas 2D y 3D" dirigido por 
Francesc Tarrés y Toni Rama. Versión 1.0 finalizada en Diciembre de 
2007 por Montse González.','Info'); 
  
%*************************** IR A PASO 1 
********************************% 
% --- Executes on button press in paso1. 
function paso1_Callback(hObject, eventdata, handles) 
% hObject    handle to paso1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
editor_vrml 
  
%*************************** IR A PASO 2 
********************************% 
% --- Executes on button press in paso2. 
function paso2_Callback(hObject, eventdata, handles) 
% hObject    handle to paso2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
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editor_cilindricas 
%%********************************************************************
****/ 
 
 pro_at.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : pro_at 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Calcula la proyección de las coordenadas a y t a partir 
de la  
%            homografia 2D calculada. La matriz H se calcula mediante 
el  
%            algoritmo DLT que se explica en "Multiple View Geometry 
in  
%            Computer Vision" por Hartley and Zisserman. 
% 
% VARIABLES/PARAMETROS:  
%  input  H      Matriz H calculada a partir del algoritmo DLT  
% 
%  output vap     vector con las coordenadas a proyectadas según H          
%         vtp     vector con las coordenadas t proyectadas según H 
% 
% Version / Fecha : 1.0   / 10-10-07 
%%********************************************************************
****/ 
function [vap,vtp] = pro_at(H) 
  
va = xlsread('aci.xls'); 
vt = xlsread('tci.xls'); 
  
%longitud 
n=length(va); 
  
for i=1:n 
    a=va(i,1); 
    t=vt(i,1); 
    p=[a;t;1]; 
    pp=H*p;   %punto proyectado 
    uno=pp(1,1)*(1/pp(3,1)); 
    dos=pp(2,1)*(1/pp(3,1)); 
    vap(i,1)=uno; 
    vtp(i,1)=dos; 
end 
  
%%********************************************************************
****/ 
 
 
 pro_r.m 
 
%/********************************************************************
***** 
% NOMBRE DE LA FUNCION : pro_r 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Calcula la proyección de las coordenadas a y t a partir 
de la  
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%            homografia 2D calculada. La matriz H se calcula mediante 
el  
%            algoritmo DLT que se explica en "Multiple View Geometry 
in  
%            Computer Vision" por Hartley and Zisserman. 
% 
% VARIABLES/PARAMETROS:  
%  input  H      Matriz H calculada a partir del algoritmo DLT  
%         vap    vector con las coordenadas a proyectadas según H          
%         vtp    vector con las coordenadas t proyectadas según H 
%  output mrp    matriz r con las coordenadas r proyectadas según H          
% 
% Version / Fecha : 1.0   / 10-10-07 
%%********************************************************************
****/ 
function [mrp] = pro_r(H,vap,vtp) 
  
%Cargo los valores en coordenadas cilindricas antes de hacer la 
alineación 
va=xlsread('aci.xls'); 
vt=xlsread('tci.xls'); 
  
%mr1=xlsread('rci1.xls'); 
%mr2=xlsread('rci2.xls'); 
%mr=[mr1,mr2]; 
  
tam=length(va); 
num=ceil(tam/256); %num indica el numero de hojas excel que almacenan 
la  
                   %matriz r 
if num==1 
   mr1=xlsread('rci1.xls'); 
   mr=[mr1]; 
end 
if num==2 
   mr1=xlsread('rci1.xls'); 
   mr2=xlsread('rci2.xls'); 
   mr=[mr1,mr2]; 
end 
if num==3 
   mr1=xlsread('rci1.xls'); 
   mr2=xlsread('rci2.xls'); 
   mr3=xlsread('rci3.xls'); 
   mr=[mr1,mr2,mr3]; 
end 
if num==4 
   mr1=xlsread('rci1.xls'); 
   mr2=xlsread('rci2.xls'); 
   mr3=xlsread('rci3.xls'); 
   mr4=xlsread('rci4.xls'); 
   mr=[mr1,mr2,mr3,mr4]; 
end 
  
%longitud 
n=length(vap); 
  
%calculo la inversa de los valores calculados 
for ca=1:n 
pa=vap(ca,1); 
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    for ct=1:n 
        pt=vtp(ct,1); 
        p1=[pa;pt;1]; 
  
        %calculo el punto por la matriz H inversa 
        p2=(H^(-1))*p1;  
        ai=p2(1,1)*(1/p2(3,1)); 
        ti=p2(2,1)*(1/p2(3,1)); 
         
        %Para estos valores ai y ti es para los que tengo que buscar 
el 
        %valor de r 
        restaai(1:n,1) = abs(ai - va(1:n,1)); 
        [cai,iai]=min(restaai); %iai es el indice de la fila de r 
        restati(1:n,1) = abs(ti - vt(1:n,1)); 
        [cti,iti]=min(restati); %iti es el indice de la columna de r 
         
        mrp(ca,ct)=round(mr(iai,iti)); 
        %mrp(ca,ct)=(mr(iai,iti)); 
    end 
        
end 
  
%%********************************************************************
****/ 
 
 
 homography2d.m 
 
%/********************************************************************
************* 
% NOMBRE DE LA FUNCION : homography2d 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Calcula la homografia 2D a partir del algoritmo DLT que 
se explica en  
%            "Multiple View Geometry in Computer Vision" por Hartley 
and Zisserman. 
%            Dados dos vectores con puntos de entrada de manera que la 
correspondencia  
%            sea x1 <--> x2 calcula la homografia en 2D. Los vectores 
de entrada son  
%            vectores columna 3 valores. El tercer valor siempre será 
1 y corresponde 
%            al factor de escala.  
% 
%VARIABLES/PARAMETROS:  
%  input   x1    3xN grupo de puntos homogéneos 
%          x2    3xN grupo de puntos homogéneos tales que x1<-->x2 
%          
%  output  H      Homografia 2D (matriz 3x3) tal que x2= H*x1                                               
%                        
% Version / Fecha : 1.0   / 15-10-07 
% 
%%********************************************************************
**************/ 
% HOMOGRAPHY2D - computes 2D homography 
% 
% Usage:   H = homography2d(x1, x2) 
%          H = homography2d(x) 
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% 
% Arguments: 
%          x1  - 3xN set of homogeneous points 
%          x2  - 3xN set of homogeneous points such that x1<->x2 
%          
%           x  - If a single argument is supplied it is assumed that 
it 
%                is in the form x = [x1; x2] 
% Returns: 
%          H - the 3x3 homography such that x2 = H*x1 
% 
% This code follows the normalised direct linear transformation  
% algorithm given by Hartley and Zisserman "Multiple View Geometry in 
% Computer Vision" p92. 
% 
  
% Peter Kovesi 
% School of Computer Science & Software Engineering 
% The University of Western Australia 
% pk at csse uwa edu au 
% http://www.csse.uwa.edu.au/~pk 
% 
% May 2003  - Original version. 
% Feb 2004  - Single argument allowed for to enable use with RANSAC. 
% Feb 2005  - SVD changed to 'Economy' decomposition (thanks to Paul 
O'Leary) 
  
function H = homography2d(varargin) 
     
    [x1, x2] = checkargs(varargin(:)); 
  
    % Attempt to normalise each set of points so that the origin  
    % is at centroid and mean distance from origin is sqrt(2). 
    [x1, T1] = normalise2dpts(x1); 
    [x2, T2] = normalise2dpts(x2); 
     
    % Note that it may have not been possible to normalise 
    % the points if one was at infinity so the following does not 
    % assume that scale parameter w = 1. 
     
    Npts = length(x1); 
    A = zeros(3*Npts,9); 
     
    O = [0 0 0]; 
    for n = 1:Npts 
    X = x1(:,n)'; 
    x = x2(1,n); y = x2(2,n); w = x2(3,n); 
    A(3*n-2,:) = [  O  -w*X  y*X]; 
    A(3*n-1,:) = [ w*X   O  -x*X]; 
    A(3*n  ,:) = [-y*X  x*X   O ]; 
    end 
     
    [U,D,V] = svd(A,0); % 'Economy' decomposition for speed 
     
    % Extract homography 
    H = reshape(V(:,9),3,3)'; 
     
    % Denormalise 
    H = T2\H*T1; 
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%---------------------------------------------------------------------
----- 
% Function to check argument values and set defaults 
  
function [x1, x2] = checkargs(arg); 
     
    if length(arg) == 2 
    x1 = arg{1}; 
    x2 = arg{2}; 
    if ~all(size(x1)==size(x2)) 
        error('x1 and x2 must have the same size'); 
    elseif size(x1,1) ~= 3 
        error('x1 and x2 must be 3xN'); 
    end 
     
    elseif length(arg) == 1 
    if size(arg{1},1) ~= 6 
        error('Single argument x must be 6xN'); 
    else 
        x1 = arg{1}(1:3,:); 
        x2 = arg{1}(4:6,:); 
    end 
    else 
    error('Wrong number of arguments supplied'); 
    end 
     
     
 normalise2dpts.m 
 
%/********************************************************************
************* 
% NOMBRE DE LA FUNCION : normalise2dpts 
% AUTORA   : Montse Gonzalez 
% PROPOSITO: Normaliza puntos 2D homogéneos de manera que su centroide 
es el origen  
%            de coordenadas y la distancia de todos los puntos a su 
centroide es  
%            sqrt(2). Método para aplicar DLT según "Multiple View 
Geometry 
%            in Computer Vision" por Hartley and Zisserman.  
% 
%Nota: Si hay puntos en el infinito la transformación normalizada se 
calculo sólo con  
%      los puntos finitos.  
% 
%VARIABLES/PARAMETROS:  
%  input   pts     vector 3XN de coordenadas 2D homogéneas 
%          
%  output  newpts  vector 3xN de coordenadas 2D homogéneas 
transformadas 
%          T       matriz de transformaión 3x3, newpts = T*pts 
% 
% Version / Fecha : 1.0   / 15-10-07 
% 
% Nota: Esta función incluye la mejora de Peter Kovesi para tratar 
puntos que estén en el infinito. 
-% 
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% Peter Kovesi (School of Computer Science & Software Engineering) 
% The University of Western Australia http://www.csse.uwa.edu.au/~pk 
% 
%%********************************************************************
**************/ 
function [newpts, T] = normalise2dpts(pts) 
  
    if size(pts,1) ~= 3 
        error('Los vectores deben ser 3xN'); 
    end 
     
    % Find the indices of the points that are not at infinity 
    finiteind = find(abs(pts(3,:)) > eps); 
     
    if length(finiteind) ~= size(pts,2) 
        warning('Cuidado: Algunos puntos están en el infinito'); 
    end 
     
    %Se comprueba que los vectores de coordenadas tienen factor de 
escala 1 
    pts(1,finiteind) = pts(1,finiteind)./pts(3,finiteind); 
    pts(2,finiteind) = pts(2,finiteind)./pts(3,finiteind); 
    pts(3,finiteind) = 1; 
     
    %Cálculo de la varianza 
    c = mean(pts(1:2,finiteind)')';  %Centroide de los puntos            
     
    %Cambio para que el centroide sea el origen de coordenadas 
    newp(1,finiteind) = pts(1,finiteind)-c(1);  
    newp(2,finiteind) = pts(2,finiteind)-c(2); 
     
    meandist = mean(sqrt(newp(1,finiteind).^2 + 
newp(2,finiteind).^2)); 
     
    scale = sqrt(2)/meandist; 
     
    %Matriz T 
    T = [scale   0   -scale*c(1) 
         0     scale -scale*c(2) 
         0       0      1      ]; 
     
    %Nuevos puntos según el producto con la matriz T 
    newpts = T*pts; 
 
%*********************************************************************
***/    
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ANEXO 3. RESULTADOS DEL PROCESADO DE LAS 
IMÁGENES 
 
 
Las siguientes imágenes muestran un ejemplo de los resultados de la 
aplicación. Se representan con los siguientes valores para los parámetros: 
- Interpolación de imagen VRML: 300 muestras 
- Interpolación de coordenadas cilíndricas: 361 
- Imagen de referencia “cara1_frontal1.wrl”  
-  
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cara1_frontal1 
 
 
 
 
 
 
 
 
 
cara2_frontal2 
 
 
 
 
 
 
 
 
 
cara4_frontal2 
 
 
 
 
 
 
 
 
cara7_frontal1 
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cara9_frontal1 
 
 
 
 
 
 
 
 
 
cara13_frontal2 
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cara17_frontal1 
 
 
 
 
 
 
 
 
 
cara18_frontal2 
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cara22_frontal1 
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cara27_frontal1 
 
 
 
 
 
 
 
 
 
 
cara29_frontal2 
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cara30_frontal2 
 
 
 
 
 
 
 
 
 
cara33_frontal2 
 
 
 
 
 
 
 
 
 
cara35_frontal1 
 
 
 
 
 
 
 
 
 
cara38_frontal2 
 
 
 
 
 
 
 
 
 
cara39_frontal1 
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cara40_frontal2 
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cara44_frontal1 
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cara46_frontal1 
 
 
 
 
 
 
 
 
 
cara51_frontal1 
 
 
 
 
 
 
 
 
 
cara52_frontal2 
 
 
 
 
 
 
 
 
 
cara55_frontal1 
 
 
 
 
 
 
 
 
 
cara57_frontal2 
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cara58_frontal1 
 
 
 
 
 
 
 
 
 
cara60_frontal2 
 
 
Obtención de la cara media 
 
Una vez se obtienen todas las homografías, puede calcularse la cara media 
tomando los datos de cada imagen. La forma de la cara media sería la 
siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Puede observarse la posición aproximada de las orejas y  nariz. Es más difícil 
identificar la boca y los ojos. El resultado es muy poco exacto, ya que las 
imágenes originales son muy ruidosas. 
 
