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1 INTRODUCTION
1.1 Background
Wireless communications have experienced a rapid growth in the past decades.
The demands for providing high-rate and high-quality services have been increas-
ing. In order for coping with these demands, various new wireless communication
technologies have been emerging, for instance, fourth generation (4G) cellular
networks and beyond, wireless Ad Hoc networks, software-defined radio, wireless
regional area networks (WRANs). All the wireless communications need radio
spectrum as the medium for transmission. The electromagnetic radio spectrum is
a precious natural resource, which currently is regulated by the government agen-
cies, such as the Federal Communications Commission (FCC) in the United States
and the Electronic Communications Committee (ECC) in Europe. The frequency
use of the wireless systems, e.g. cellular systems, are characterized by statistic
spectrum allocations. As a consequence, one serious problem is arising that there
is a spectrum scarcity at usable bands. The FCC’s frequency allocation chart indi-
cates that most of the available spectrum are allocated (NTIA 2003). However, the
recent studies by the FCC’s Spectrum Policy Task Force showed that large portions
of the licensed bands remain unused temporally and geographically for as much
as 85% (FCC 2002). In order to utilize these spectrum “white spaces” and “sparse
use spaces”, the FCC in (2003b) has issued a Notice of Proposed Rule Making and
Order (ET Docket No. 03-322) advancing cognitive radio (CR) technology as a
candidate to implement opportunistic spectrum sharing. The CR technology also
makes new and improved communication services available to the public. In ad-
dition, CR is a promising green technology for human being (Grace et al. 2009).
We use Figure 1 to illustrate the current command-and-control spectrum alloca-
tion strategy. Although, there are some free parking slots, they are reserved. The
concept of CR coined by Mitola emerged from the application of software-defined
radio (Mitola 2000). Since then cognitive radio has received much research in-
terest, such as dynamic spectrum access, spectrum sensing, information-theoretic
analysis. There are a few slightly different versions of the definition of cognitive
radio in several classic and highly-cited publications on CR, for instance, (Akyildiz
et al. 2006; Goldsmith et al. 2009; Haykin 2005; Mitola 2000; Mitola & Maguire
1999), as following:
2 Acta Wasaensia
Figure 1. An illustration of current spectrum allocation using a parking lot.
“The term cognitive radio identifies the point at which wireless
personal digital assistants (PDAs) and the related networks are suffi-
ciently computationally intelligent about radio resources and related
computer-to-computer communications to: a) detect user communi-
cations needs as a function of use context, and b) to provide radio
resources and wireless services most appropriate to those needs.” (Mi-
tola 2000).
“Cognitive radio is an intelligent wireless communication system
that is aware of its surrounding environment (i.e., outside world), and
uses the methodology of understanding-by-building to learn from the
environment and adapt its internal states to statistical variations in the
incoming RF stimuli by making corresponding changes in certain op-
erating parameters (for instance, transmit-power, carrier-frequency,
and modulation strategy) in real-time, with two primary objectives
in mind: a) highly reliable communications whenever and wherever
needed, b) efficient utilization of the radio spectrum.” (Haykin 2005).
“A cognitive radio is a wireless communication system that intel-
ligently utilizes any available side information about the a) activity, b)
channel conditions, c) codebooks, or d) messages of other nodes with
which it shares the spectrum.” (Goldsmith et al. 2009).
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Although the above definitions are slightly different, the common key points are
that the CR systems/devices should be smart, adaptive, able to utilize the diver-
sities as many as possible without causing harmful interference to the primary
users. In (Mitola 2000; Mitola & Maguire 1999), the concept and the architec-
ture are developed in details. (Haykin 2005) provides and develops the details
of cognitive radio based on the signal-processing and adaptive procedures, where
a modified basic cognitive cycle is proposed focusing on three fundamental co-
gnitive tasks: 1) radio environment estimation including interference estimation
and spectrum sensing, 2) channel estimation and capacity prediction, 3) transmit
power control/allocation and dynamic spectrum management. In (Akyildiz et al.
2006), the authors survey the dynamic spectrum access protocols and present a
definition, functions and some research challenges of the DARPAs approach on
Dynamic Spectrum Access network, the so-called NeXtGeneration (xG) program
(Ramanathan & Partridge 2005). In (Goldsmith et al. 2009), the survey is mainly
from the information-theoretic point of view that the cognitive radios may improve
their achievable transmission rate. This thesis provides guidelines for analyzing
and designing the promising technology for mitigating the spectrum scarcity.
Therefore, some new methods need to be defined for cognitive radios on managing
and qualifying the interference to the primary users caused by the secondary users.
The reason is that the traditional method for controlling interference is based on
the transmitter operations. However, for spectrum sharing networks between the
licensed users, or primary users, and the unlicensed users, or secondary users,
the approach for assessing the interference should take into consideration both
the transmitters and receivers. From the information-theoretic point view, Gastpar
pointed out in (Gastpar 2007) that interference constraints at the transmitter side
and the receiver side can be much different. The FCC established an interference
temperature metric in ’Notice of Inquiry and Notice of Proposed Rulemaking (ET
Docket No. 03-237)’ to quantify and manage interference and to expand available
unlicensed operation in certain fixed, mobile and satellite frequency bands (FCC
2003a). The interference temperature introduced by the FCC is depicted in Figure
2 for measuring interference. This interference temperature could be beneficial
to the licensed users through providing some transmission opportunities to the
unlicensed users if the aggregated interference plus noise is well controlled.
From Figure 2, it is shown that the interference temperature limit provides a maxi-
mum cap, or worst case, on the cumulative interference plus noise. Stemmed from
4 Acta Wasaensia
Figure 2. Interference Temperature (FCC 2003a).
the concept of interference temperature, other interference constraints for the sec-
ondary users have been proposed in literature, for instance, average interference
power, primary outage probability constraint, and primary user capacity loss. We
will study the influence of these constraints on the performance of the secondary
users in the following chapters of this thesis.
1.2 Cognitive Radios Network Paradigms
There are three cognitive radio paradigms in literature: underlay, overlay, and In-
terweave (Goldsmith et al. 2009). This classification is based on the available
network side information and the regulations.
In underlay paradigm (Goldsmith et al. 2009), the secondary and primary users
could transmit simultaneously, if the interference caused by the secondary users to
the licensed users is below a predefined threshold. This paradigm assumes that the
secondary user has the channel state information (CSI) of the interference channel
from the secondary transmitter to the primary receiver, which can be gathered by
the spectrum manager, primary receiver or a third-party device and then fed back
to the secondary transmitter (Peha 2009). Of course, this CSI can be assumed
to be perfect for simplicity. However, in practice it is always imperfect due to,
such as, fading, Doppler, limited feedback channel, and measurement error. The
interference can be regulated by the interference temperature.
Acta Wasaensia 5
In overlay paradigm (Goldsmith et al. 2009), the secondary users need to assist
the primary users in maintaining or improving performance through using sophis-
ticated signal processing and coding techniques in order to obtain some resources
from the primary users for their own transmission. Therefore this paradigm re-
quires that the cognitive users have the codebook side information and the message
of the primary users, e.g. the secondary users may use some of the transmit power
to relay the primary users’ message.
Interweave paradigm (Goldsmith et al. 2009), on the other hand, is different from
the previous two paradigms that the secondary users require accurate information
of the spectrum use. In other words, the secondary users opportunistically transmit
exploiting spectrum holes in time, space, or frequency.
Figure 3 graphically illustrates the three paradigms.
1.3 Challenges in Cognitive Radio Networks
The improvement of spectrum underutilization problem by cognitive radio tech-
nology comes at the price of causing additional interference to licensed users. In
the underlay scenario, under some constraints what is the performance that the
secondary network can achieve. In addition, for interweave paradigm cognitive ra-
dio network, how accurate a secondary user monitors and detects spectrum holes.
For overlay cognitive radio networks, how the secondary users assist the primary
communication, and the proper resource allocation schemes. In this dissertation,
we focus on the fundamental performance analysis of underlay CRs.
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Figure 3. Cognitive radio network paradigms
1.4 Contributions of the Thesis
This thesis focuses on the fundamental analysis of cognitive-shared networks in
terms of ergodic capacity, effective capacity, and optimal power allocation. These
fundamental research tasks are essentially important for practical use, e.g. system
design, and understanding of this new promising technology. The research tasks
of this dissertation are associated to the chapters from 3 to 7, which are illustrated
as the following contributions.
In the first instance, we in Chapter 3 (Duan et al. 2010a) studied the capacity of
the spectrum sharing cognitive radio (CR) with maximal ratio combining (MRC)
diversity at the secondary receiver (SR) under asymmetric fading, where the chan-
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nel from secondary transmitter (ST) to primary receiver (PR) suffers Nakagami-m
fading while the one from secondary transmitter to its receiver follows Rayleigh
multipath fading. The closed-form expression of the ergodic capacity was derived
along with the optimal power allocation scheme. Our mathematical analysis and
numerical results show that higher capacity can be achieved with MRC combining
diversity at the SR. In addition, when the ST-PR channel has less severe fading
which strongly affects the capacity of the CR channel, utilizing MRC combining
technique for CR systems could reduce the capacity loss of the SU because of the
strong interference to the PR.
Second, in Chapter 4 (Duan et al. 2010b), we studied the capacity of the spec-
trum sharing CR with MRC at the SR under Rayleigh fading. Particularly, the
secondary user does not have perfect instantaneous channel information of the ST-
PR link, where the estimation error is considered. The closed-form expression of
the ergodic capacity was derived along with the optimal power allocation scheme.
Our mathematical analysis and numerical results depict not only that with MRC
combining diversity at the secondary receiver higher capacity is achieved, but also
that the estimation error could be compensated. For instance, we show that even
when the estimation error variance is large, for example s2 = 0:8, to increase the
degrees of MRC combining diversity, for instance L = 8, is able to achieve more
capacity than in estimation error free case s2 = 0.
Third, in Chapter 5 we investigated the performance of a cognitive-shared system
that employs generalized selection combining under primary outage probability
in Rayleigh fading. The closed-form expressions of the ergodic capacity and the
symbol error probability of a cognitive-shared channel have been proposed. The
results show that the channel from the secondary transmitter to the primary receiver
is of prominence on the performance of the secondary user.
In the fourth contribution presented in Chapter 6, we investigated the effective ca-
pacity of a cognitive-shared channel with implementing transmit antenna selection
at the secondary transmitter and maximal ratio combining at the secondary re-
ceiver under different transmit antenna selection schemes: minimum interference
selection, maximum secondary composite channel gain selection, and the maxi-
mum channel ratio selection. Closed-form expressions for the effective capacity
have been presented and validated through simulations.
Finally, we proposed an multiobjective distributed power control algorithm for
spectrum sharing cognitive radios (MODPCCR). As we know from literature that
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for spectrum sharing cognitive radios the most important factor is the strict limited
interference caused to the primary users. Our proposed MODPCCR algorithm is
able to achieve certain SINR under the strict interference power constraint to pri-
mary users. On this problem, we assumed that there was no perfect channel state
information (CSI) of the ST-PR links to be provided to the secondary transmitters.
Implementing MODPCCR algorithm on the secondary users could protect the pri-
mary users and achieve certain signal to noise and interference ratio (SINR) for
the secondary users.
In the aforementioned contributions, the author of this dissertation, Ruifeng Duan,
was the first and corresponding author, and the work have been done under the
supervision of the co-authors.
1.5 Structure and Organization of the Thesis
The rest of the thesis is organized as follows. We start in Chapter 2 to review some
important concepts related to cognitive radio, for instance, ergodic capacity, and
optimal power allocation. In Chapter 3, we study the optimal power allocation of
the secondary user in order to maximize the ergodic capacity with maximal ratio
combing technique at the secondary receiver over fading channels. In Chapter 4,
the ergodic capacity and the optimal power allocation of the SU are investigated
with the consideration of imperfect channel estimation and the MRC technique
at the secondary receiver. Chapter 5 investigates the performance of the SU in
terms of the ergodic capacity and the average symbol error rate under the primary
outage probability when the generalized selection combining is implemented at
the secondary receiver. The effective capacity of the SU is studied with transmit
antenna selection and maximal ratio combing techniques implemented at the sec-
ondary transmitter and the receiver, respectively. In Chapter 7, we propose a novel
and practical multiobjective power control algorithm for cognitive radios. The last
chapter concludes this dissertation along with a discussion of further research.
1.6 General Assumptions and Terminology
1.6.1 General assumptions
• Channel fading: we adopted block fading or quasi-static fading, where the
channel state does not change during each block, and the channel states
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are uncorrelated between blocks. The block fading environment has been
adopted widely in the literature (Caire et al. 1999; Ozarow et al. 1994; Tse
& Viswanath 2005). In addition, we omit the channel state variables in the
representations of the channel gains. For instance, we use gss in stead of
gss(n) to denote the instantaneous channel power gain of ST-SR at state n .
• We assumed that the primary user(s) are located far away from the secondary
receiver so that there is no significant interference to the secondary user
(Ding et al. 2011; Ghasemi & Sousa 2007; Lee et al. 2011; Musavian &
Aissa 2009b; Zhong et al. 2011). In addition, the interference from the pri-
mary user to the secondary user could be considered being absorbed into the
noise if the random Gaussian codebooks are applied at the primary transmit-
ters (Duong et al. 2012; Etkin et al. 2007; Kim et al. 2012).
1.6.2 Terminology:
In this dissertation, we use primary user, noncognitive user for the licensed user,
interchangeably; secondary user, cognitive user, for the unlicensed user.
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2 POWER ALLOCATION FOR COGNITIVE
RADIOS: A SURVEY
As we know from the introduction chapter that power allocation is of great im-
portance in managing the interference in spectrum sharing networks, maximizing
the spectrum reuse, increasing communication capacity, and making our living en-
vironment greener (Goldsmith & Varaiya 1997; Knopp & Humblet 1995; Yates
1995). In this chapter we review the most important and up-to-date results of the
power allocation approaches proposed in literature from an information-theoretic
perspective. Therefore, we will take a look at the optimal power allocation of the
secondary users in order to maximize their ergodic capacity and effective capacity
over fading channels. This survey improves the understanding of ultimate perfor-
mance limits of the cognitive radios and the cognitive radio systems design.
2.1 Introduction
Spatial considerations for frequency reuse have been extensively studied in cellular
systems. However, these systems differ from the cognitive radio (CR) case in a
number of significant ways (Hoven & Sahai 2005). As the command-and-control
structure of frequency allocation for traditional wireless communications, most of
the interference in these systems is caused by the terminals operating with the same
operator, this is so-called within-system interference. This kind of interference can
be well controlled through planning. For these systems, power control has been
studied in SIR-based, e.g. (Chiang et al. 2008), and information-theoretic contexts
for fading and non-fading channels, for instance (Goldsmith & Varaiya 1997; Kaya
& Ulukus 2004; Knopp & Humblet 1995; Yates 1995). However, in cognitive
radio networks, the interference is caused not only by the secondary users (SUs), or
cognitive users, sharing the same spectrum, but also by the primary users (PUs), or
licensed users, who share the spectrum. Additionally, the secondary users should
not cause unacceptable interference to the primary users. In this thesis we focus on
the information-theoretic approaches, i.e., reviewing the optimal power allocation
approaches for the SUs to maximize the achievable rate under certain constraints.
The framework employed to evaluate the power allocation schemes and the other
performance matrices is mainly based on information theory (Cover & Thomas
2006).
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There is a growing body of literature on power control/allocation in CR systems.
In (Chen et al. 2008) and (Srinivasa & Jafar 2010), power control for one pair of
secondary users coexisting with one pair of primary users is considered. In (Chen
et al. 2008), the secondary transmitter adjusts its transmission power to maximize
its data rate without increasing the outage probability at the primary receiver. The
authors in (Srinivasa & Jafar 2010) proposed the optimal power control schemes
based on the soft sensing information, and the capacity of the secondary user was
maximized under a peak power constraint at the primary receiver. Power control
for opportunistic spectrum access (OSA) in TV bands is investigated in (Islam
et al. 2008) and (Qian et al. 2007), where the primary users transmit all the time
and spatial (rather than temporal) spectrum opportunities are exploited by sec-
ondary users. For the interference control of the secondary users over television
white spaces, the author proposed the power density and deployment based trans-
mit power control of the secondary users such that the quality of the TV services
is not violated by the aggregated interference (Koufos et al. 2011).
Gastpar (2004; 2007) investigated the ergodic capacity of different non-fading
addit-ive-white-Gaussian noise (AWGN) channels. The transmit power of the SU
is regulated by the average interference power received at a third-party receiver.
The author illustrated that the received-signal constraints can lead to substantially
different results as compared to transmitted-signal constraints. There are some im-
portant discovers which are different from a conventional point-to-point commu-
nication. Without fading the author showed that in the point-to-point case, the
transmit and received-power constraints are largely equivalent. While in network
cases, they can lead to quite different conclusions, for example, multiple access
channels with dependent sources and feedback, and collaborative communication
scenarios. Ghasemi and Sousa (2007) showed that in many cases significant capac-
ity gains may be achieved if the channels are varying due to fading and shadowing
under either the average or the peak interference power constraint. In (Suraweera
et al. 2010), the authors extended the work in (Ghasemi & Sousa 2007) by inves-
tigating the achievable capacity gains in asymmetric fading environments. Musa-
vian and Aïssa in (2009b) studied the capacity gains offered by the spectrum-
sharing approach in a Rayleigh fading environment subject to both average and
peak received-power constraints at the primary receiver. Kang et al. (2009) studied
the optimal power allocation strategies to achieve the ergodic, delay-limited, and
outage capacities of a secondary fading channel subject to a diverse combinations
of peak/average transmit and/or peak/average interference power constraints. The
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authors observed that fading of the channel from secondary transmitter to primary
receiver can be a good phenomenon for maximizing the capacity of SU fading
channel. Zhang (2009) concluded that the average-interference-power (AIP) con-
straint can be more advantageous over the peak-interference-power for minimizing
the resultant capacity loss of the primary fading channel, and AIP should be used
for the purposes of both protecting the PR communications as well as maximiz-
ing the CR capacity. Therefore, we review the channel model and the concepts
of capacity in the following, and then survey the main results of optimal power
allocation approaches for cognitive radios.
2.2 Channel Model and Concepts of Capacity
In this section we introduce the channel model, and review two important concepts,
i.e., ergodic capacity and effective capacity. We consider independent and iden-
tically distributed additive white Gaussian noise (AWGN) block-fading channels.
The block-fading, or quasi-static, channel model was introduced in (Ozarow et al.
1994) and has been commonly used in the literature for studying wireless com-
munications systems over slowly-varying fading channels (Biglieri et al. 1998;
Ozarow et al. 1994), through which a codeword spans only a certain number of
fading blocks. During each fading block, the channel gain remains constant while
varying from block to block. The interference from the primary user to the sec-
ondary is neglected according to the assumptions presented in Section 1.6.
For imperfect channel information scenarios, we adopt the following channel esti-
mation methods for measuring the channel gain of ST-PR link, which has been
widely used in literature, e.g. (Musavian & Aissa 2009b). For Rayleigh fad-
ing channels, the complex channel gain from the secondary transmitter to the
primary receiver, cps, is zero mean circularly symmetric complex Gaussian dis-
tributed variable with the imaginary and real parts having variances of 0.5. How-
ever, the CR transmitter is only provided with partial channel information of cps,
namely c˜ps, where cps and c˜ps are jointly ergodic and stationary Gaussian pro-
cesses. The secondary user performs minimum mean square error estimation
(MMSE) of cps given c˜ps, such that cˆps[n] =E

cps[n] j c˜ps[n]; c˜ps[n 1]; :::
	
, where
[n] denotes the time index. The MMSE estimation error can be presented as
c˘ps[n] = cps[n]  cˆps[n], and c˘ps[n] and cˆps[n] are zero mean circularly symmetric
complex Gaussian distributed variables with variances 1 s
2
2 and
s2
2 respectively.
So the associated channel power gain can be presented as g =
cps2, gˆ = cˆps2,
Acta Wasaensia 13
and the channel power gain estimation error by g˘ =
c˘ps2. The probability den-
sity function of estimated channel power gain, gˆ, is characterized by (Musavian &
Aissa 2009a):
(2.1) fgˆ(gˆ) =
1
1 s2 e
  gˆ
1 s2 ; gˆ 0
2.2.1 Ergodic Capacity
This subsection reviews the ergodic capacity formulation of the secondary user.
With perfect channel state information (CSI) of the secondary link (ST-SR) and
the secondary transmitter to the primary receiver (ST-PR), the ergodic capacity of
the secondary user is given in (Ghasemi & Sousa 2007) by
(2.2) Ergodic capacity: Egss;gps

log

1+
ps(gss;gps)gss
N1B

where ps(gss;gps) is the transmit power of the secondary transmitter, gss and gps
denote the channel power gains of ST-SR and ST-PR, respectively. N1 represents
the additive white noise density at the secondary receiver. log() denotes the nat-
ural logarithm operator, and Ex denotes the expectation operator over x in this
thesis. The secondary user chooses the optimal transmit power to maximize the
achievable rate according to the instantaneous CSI of the two channels instead of
only its own CSI as in the traditional wireless communications systems. The maxi-
mization is over power allocation functions that are being discussed later in certain
problems.
2.2.2 Effective Capacity
From literature, we know that the ergodic capacity has no transmission delay limi-
tation, while the outage capacity does not allow any delay (Tse & Hanly 1998). In
order to study the delay performance, the concept of effective capacity (EC) was
developed in (Wu & Negi 2003; 2004) to define the maximum arrival data rate
that can be supported by the channel subject to the required communication de-
lay. It is a link-layer channel model and can be interpreted as the dual of effective
bandwidth (Chang & Thomas 1995). The quality of service (QoS) is represented
by a term, named QoS exponent q 2 R++. The EC bridges the ergodic capacity
and the outage capacity. When the QoS exponent q ! 0, it means that there is no
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delay limitation, and the EC equals the ergodic capacity. On the other hand, the
link cannot tolerate any delay as q !¥. This concept has received much attention
in the point-to-point communication scenarios, e.g., (Tang & Zhang 2007a;b), as
well as in cognitive radios, e.g., (Akin & Gursoy 2010; Musavian & Aissa 2010)
and references therein. The effective capacity along with energy efficiency was
also investigated in (Gursoy et al. 2009).
Let q(x) be the queue length of a stationary ergodic arrival and service process.
The probability that q(x) exceeds a certain threshold Tq decays exponentially as a
function of Tq, and the delay QoS exponent is defined in (Wu & Negi 2003) as
(2.3) q =  lim
Tq!¥
log(Pr

q(¥)> Tq
	
)
Tq
:
It is worth noting that q ! 0 indicates that the system has no delay constraint,
while q !¥ implies a stringent delay constraint. The effective capacity is defined
in (Wu & Negi 2003: eqn. (12)) by
(2.4) EC(q) =  lim
t!¥
1
q t
log
h
E

e q å
t
i=0R[i]
i
; t  0
where fR[i]; i= 1;2; :::g denotes a discrete-time service process of the maximum
achievable instantaneous service rate of time [i], which is assumed to be ergodic
and stationary. For a block fading channel, the EC can be reduced to (Tang &
Zhang 2007b),
(2.5) EC(q) =  1
q
log
h
E

e qR[i]
i
:
The maximum achievable instantaneous service rate R[i] of block i can be ex-
pressed as R[i] = TB log(1+ g[i]), where T denotes the block length duration, B is
the channel bandwidth, and g [i] is the instantaneous SINR of block i.
2.3 Ergodic Capacity
This section reviews the optimal power allocation policies of the secondary user in
order to maximize its ergodic capacity (maximum achievable rate) under various
constraints categorized as short-term and long-term constraints. In the literature,
many results have been proposed for cognitive radios. Ghasemi and Sousa (2007)
studied the optimal power allocation strategies for the secondary user through
Acta Wasaensia 15
showing that with the same limit on the received power level, the channel ergodic
capacity for a range of fading models (e.g., Rayleigh, Nakagami-m and log-normal
fading) exceeds that of the non-fading AWGN channel.
The remainder of this section review some main results in terms of the ergodic
capacity of the SU under the short-term constraints, long-term constraints, or the
combination of short-term and long-term constraints. The constraints are catego-
rized as follows. 1) short-term constraints: peak transmit power, peak interference
power, and outage probability at certain channel state; 2) long-term constraints:
average transmit power, and average interference power. Intuitively, the short-term
constraints are more stringent than the long-term ones. The following results hold
in (Ghasemi & Sousa 2007; Musavian & Aissa 2009a;b; Suraweera et al. 2010;
Wang et al. 2009; Zhang 2009). We omit the proofs which can be found in the
associated papers.
2.3.1 Short Term Constraints
In this subsection, we review the optimal power allocation strategies for cognitive
radio in order to maximize its ergodic capacity constrained on various combina-
tions of short-term constraints, i.e., peak transmit power (PTP) denoted as Pmax,
peak interference power (PIP) denoted as Qpk. One formulation of the optimiza-
tion problem is given by
O1 : maximize
ps(gss;gps)0
E

log

1+
ps(gss;gps)gss
N1B

(2.6)
C11 : ps(gss;gps)gps  Qpk(2.7)
C21 : ps(gss;gps) Pmax(2.8)
where C11 and C
1
2 denote the PIP constraint and PTP constraint, respectively, asso-
ciated to the objective function O1. Intuitively, the SU transmits using the power
of min(Pmax;
Qpk
gps
), which is also given in (Kang et al. 2009). In this scenario, the
SU transmitter exploits only the interference channel state information (CSI).
The fading of the ST-PR channel determines the ergodic capacity of the SU. In
consequence, given Pmax the SU achieves higher ergodic capacity when ST-PR
channel experiences sever fading, e.g. Rayleigh, than the case that ST-PR is an
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Figure 4. Ergodic capacity of the secondary user with different values of peak
interference constraints over AWGN and/or Rayleigh fading channels.
AWGN without fading or Rician channel. Such that the fade state of ST-PR is a
good phenomenon for maximizing the capacity of the SU. The challenging issue
for this scheme is to provide the accurate CSI of ST-PR at the secondary trans-
mitter. The instantaneous CSI can be fed back to the secondary transmitter (Kang
et al. 2009; Peha 2009).
Figure 4 illustrates the achieved ergodic capacity of the secondary user versus
various peak transmit powers along with different values of the peak interference
power, where we assumed that all the mean values of the channel power gains are
1. We can observe that when the PIP constraint is dominant, i.e. Pmax  Qpk, the
secondary user may simply transmit at the maximum power to achieve its ergodic
capacity. Additionally, under Pmax  Qpk, the fades of gps are not beneficial to
the ergodic capacity of the SU. This is because over Rayleigh fading the SU is
not able to exploit some transmission opportunities due to its peak transmit power
constraint.
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2.3.1.1 Mean Value-based Power Allocation
The optimal power strategy discussed in previous subsection requires the instanta-
neous CSI of the ST-PR link. In this subsection, we review the mean-value based
power allocation (MVPA) and the ergodic capacity of a cognitive-share radio un-
der the outage probability constraint of the interference power to the primary user
(Lim et al. 2012). This means that the secondary user has only the statistical in-
formation of the channel ST-PR. The ergodic capacity optimization problem based
on MVPA can be formulated as (Lim et al. 2012)
C =maximize
gps;gss
Z ¥
0
log

1+
gssps(gps;gss)
N1B

fgss(gss)dgss:(2.9)
s.t. Pr

gpsps(gps;gss) Qpk
	 PthO(2.10)
where B denotes the bandwidth, gps represents the mean value of gps that is as-
sumed to be known at the secondary transmitter, ps(gps;gss) denotes the trans-
mit power of the ST, fgss(gss) is the probability density function of gss which is
the channel power gain of the ST-SR link, and PthO denotes the predefined outage
probability threshold that the instantaneous interference is allowed to exceed the
predefined peak interference power constraint Qpk. For Rayleigh fading, which is
assumed in this subsection, fgss(gss) =
1
gss
exp
n
 gssgss
o
, and N1 is the additive white
Gaussian noise density at the SR. log denotes natural logarithm operation.
The ergodic capacity of the SU with MVPA can be achieved through employing
a frame work presented by Zouheir Rezki and Mohamed-Slim Alouini in (Rezki
& Alouini 2012). According to (Rezki & Alouini 2012), the interference outage
probability constraint in the above optimization problem is equivalent to
(2.11) ps(gss;gps)
Qpk
F 1gps (1 PthO )
where F 1gps (1 PthO ) denotes the inverse c.d.f. of gps. For Rayleigh fading sce-
narios, the probability density function of the channel power gain is continuous
and not null so that F 1gps () exists. This new transformed constraint is called a
variable peak transmit power constraint in (Rezki & Alouini 2012). In MVPA the
secondary transmitter has the statistical information in stead of the instantaneous
ST-PR channel state information. In addition, F 1gps (1 PthO ) takes a fixed value
(Rezki & Alouini 2012). This means that the secondary user uses fixed transmit
power which is not variant with respect to gss. Based on the setting that gps is
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exponentially distributed with a mean of gps, i.e., F
 1
gps (1 PthO ) = gps log

1
PthO

.
Consequently, the fixed transmit power for the secondary transmitter is
(2.12) ps(gss;gps)
Qpk
gps log

1
PthO

where we may use the notation ps(gps) rather than ps(gss;gps). We can obtain the
ergodic capacity of the SU exploiting MVPA as following
C =
Z ¥
0
log

1+
gssps(gps)
N1B

fgss(gss)dgss:
=
Z ¥
0
log

1+
gssps(gps)
N1B

1
gss
e 
gss
gss dgss:
= e
N1B
gss ps(gps)Ei

  N1B
gssps(gps)

(2.13)
where in the last two steps we have the help of (Gradshteyn & Ryzhik 2007: 4.337-
2), and Ei(x) =
R x
 ¥
et
t dt;x < 0 denotes the exponential integral function (Grad-
shteyn & Ryzhik 2007: 8.211-1). This result also was shown in (Lim et al. 2012)
using a different method of proof. The ergodic capacity versus Qpk and PthO are
plotted in Figure 5 and in Figure 6, respectively. We have to point out that in the
discussed environment if PthO ! 0, the secondary user needs to stop transmission.
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Figure 5. Ergodic capacity of the SU versus Qpk for different values of PthO and
r = gps=gss.
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2.3.2 Long Term Constraints
We consider the long-term constraints are as follows: average transmit power con-
straint (ATP) and average interference power constraint (AIP) at the primary user.
One formulation of the optimization problem is given by
O2 : maximize
ps(gss;gps)0
E

log

1+
ps(gss;gps)gss
N1B

(2.14)
C12 : E

ps(gss;gps)gps
	 Qav(2.15)
C22 : E

ps(gss;gps)
	 Pav(2.16)
whereC12 and C
2
2 denote the AIP constraint and ATP constraint, respectively, asso-
ciated to objective functionO2. Qav represents the predefined average interference
power caused by the SU at the primary receiver, and Pav denotes the average trans-
mit power.
Here we have to point out that besides the mentioned long-term constraints above
there is another constraint called primary capacity loss constraint (PCLC) pro-
posed in (Zhang 2008). This method was shown to be better than the common
ones, e.g. the average and/or peak interference power constraints, in terms of
achievable ergodic capacities of both the primary and the secondary links. It pro-
tects the primary transmission by ensuring that the maximum ergodic capacity loss
of the primary link, due to the secondary transmission, is no greater than some pre-
defined value. However, to enable the scheme, not only the CSI of the secondary
fading channel and the fading channel from the secondary transmitter to the pri-
mary receiver, but also the CSI of the primary direct link. For details please refer
to (Zhang 2008).
2.3.2.1 AIP constraint only with perfect CSI
In this scenario, the secondary user aims to maximize its ergodic capacity under
the average interference power (AIP) constraint predefined by the primary user.
This problem is denoted as (O2;C12). The optimal power allocation scheme is
waterfilling, which is given in (Ghasemi & Sousa 2007) by
(2.17) ps (gss;gps) =

1
lgps
  N1B
gss
+
;
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Table 1. Ergodic Capacity of the SU with perfect SCI under AIP constraint.
gss gps Ergodic Capacity (nats/s/Hz)
AWGN AWGN log

1+ QavN1B

Lognormal (s2) Lognormal (s2) logg02
h
1+ erf

logg0
2s
i
+ spp exp

  log2 g04s2

Exponential (1) Exponential (1) log(1+ g0)
Nakagami (m= 2) Nakagami (m= 2) log(1+ g0)  g0(1+g0)2
* g0 = 1=lN1B
where [x]+ = max(x;0), and gss and gps denote the channel power gains from the
secondary transmitter to the secondary receiver (ST-SR) and primary receiver (ST-
PR), respectively. N1 is the noise density at the SR, B denotes the bandwidth, and
l  0 is the Lagrangian multiplier satisfying the AIP constraint given by (2.15).
From the power allocation strategy, it is obvious that when the secondary link is
in a good condition, the secondary user may not transmit if the interference link
is also in a good condition, which is dislike the conventional waterfilling strategy
in (Cover & Thomas 2006). The authors in (Ghasemi & Sousa 2007) named this
strategy as a 2-dimensional waterfilling. The ergodic capacity is given by
(2.18)
C = E
"
log
 
1+

gss
lN1Bgps
 1
+!#
=
ZZ
gss
lN1Bgps
1
log

gss
lN1Bgps

dgssdps
Table 1, which holds in (Ghasemi & Sousa 2007), illustrates expressions of the
ergodic capacity of the SU given the channel distributions. Figure 7 depicts the
ergodic capacity. Fading is beneficial to the cognitive radios. In the low Qav
(normalized by N1B) regime, with fading the CR achieves mush better ergodic
capacity than the AWGN case. On the other hand, in high Qav (normalized by
N1B) regime, all the ergodic capacity approaches to the AWGN ergodic capacity.
For some ranges of Qav (normalized by N1B), the fading degrades the ergodic
capacity. This can be explained as that the CR can not utilize all the transmission
opportunities because of the average interference power constraint.
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Figure 7. Ergodic capacity of the SU with perfect CSI under AIP constraint in
different fading scenarios.
The above considers the perfect CSI. However, as we know that the channel gains
may be obtained through measurements which suffers estimate errors. Therefore,
the following illustrates the effects of imperfect CSI on the power allocation and
ergodic capacity of the secondary user.
2.3.2.2 AIP constraint with imperfect CSI
The previous strategy considers the perfect channel state information. However,
there may have estimate errors on the channel gains. According to the channel
estimate mode reviewed in Section 2.2, the optimization problem and the OPA for
the SU in fading environments with imperfect channel information of interference
link has been presented in (Musavian & Aissa 2009b) as follows.
O3 : maximize
ps(gss;gˆps)0
E

log

1+
gssps(gss; gˆps)
N1B

(2.19)
C13 : Egss;gˆps [ps(gss; gˆps)gˆps]+s
2
eEgss;gˆps [ps(gss; gˆps)] Qav(2.20)
where gˆps denotes the estimated channel power gain of the ST-PR link, and s2e
represents the variance of the channel power gain estimation error. In addition,
Egss;gˆps[] defines the expectation over joint probability density function of gss and
gˆps. We can see that there is a penalty on the transmission power of the secondary
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user because of the imperfect channel estimation. Then Using the Lagrangian
method, the optimal power allocation can be directly obtained as
(2.21) ps (gss; gˆps) =max

0;
1
l (gˆps+s2e )
  N1B
gss

where the Lagrangian multiplier l  0 satisfies the average interference power
constraint, and maxf0; g operator guarantees nonnegative transmit power.
The analytic results with/without perfect CSI are illustrated in Figure 8. The SU
loses its capacity because of the channel estimate error that the SU has to lower
its transmit power to satisfy the AIP constraint. In addition, it is worth noting that
at higher values of AIP constraint, the ergodic capacity of the SU with estimate
error under Rayleigh fading is less than the one under AWGN, since the SU has
to use less transmit power in order to satisfy the AIP constraint so that loses some
opportunities for transmission. Therefore, it is important to study the ergodic ca-
pacity with other techniques for mitigating the influence of the estimation error,
e.g., diversity technique. The diversity technique is an efficient means to increase
the channel capacity (Alouini & Goldsmith 1999; Brennan 2003; Telatar 1999).
We will study the OPA strategy of the secondary user under the imperfect CSI
and receiving MRC diversity, and the resultant ergodic capacity in the following
chapters.
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Figure 8. The ergodic capacity of the SU under AIP constraint for AWGN, and
Rayleigh fading with/without estimation errors of ST-PR.
2.3.2.3 ATP and AIP Constraints
Under average transmit power constraint and average interference power constraint
predefined by the primary user, the optimization problem is given by (O2, C12, C
2
2)
in (2.14), (2.15), and (2.16), respectively. The associated optimal power allocation
scheme for the secondary user to maximize the ergodic capacity is given in (Kang
et al. 2009) by
(2.22) ps (gss;gps) =

1
m+lgps
  N1B
gss
+
;
where m and l are the nonnegative Lagrangian variables associated with the aver-
age transmit power constraint in (2.16) and average interference power constraint
in (2.15), respectively. We can see that this scheme is also waterfilling. How-
ever, the water lever is related to not only the interference channel condition, but
also the average transmit power. Intuitively, even having enough power budget for
transmission and the CR link has a very good condition, the secondary user may
not able to transmit if the interference channel in a very good condition. To solve
this problem (O2, C12, C
2
2) we used ellipsoid method (Bland et al. 1981; Boyd &
Vandenberghe 2004), shown in Table 2.
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Table 2. Ellipsoid Method: Pseudocode.
1) Initialization: (subscript or superscript, k, denotes the kth loop)
l1: Lagrangian multiplier associated to AIP.
m1: Lagrangian multiplier associated to ATP.
A1: a 22 positive-definite matrix. An Ellipsoid, Ek, can be defined as
Ek(xk;Ak) =
(
lk
mk

:

lk
mk

  xk
T
A 1k

lk
mk

  xk

 1
)
, where
xk is the center of Ek.
2) repeatf
a) calculate p(k)s using (2.22).
b) calculate the subgradients at

lk
mk

using
sg=
24Qpk Enp(k)s (gss;gps)gpso
Pav E
n
p(k)s (gss;gps)
o 35
and normalized subgradients s˜g= sg=
p
sgTAksg
c) update the multipliers and the ellipsoid by
lk+1
mk+1

=

lk
mk

  Ak s˜g2+1 .
Ak+1 = 2
2
(2+1)2 1
 
Ak  22+1Aks˜gs˜gTAk

.
g until E
n
p(k)s (gss;gps)gps
o
 Qpk  0, E
n
p(k)s (gss;gps)
o
 Pav  0,
and
p
sgTAksg< e , where e is the desired accuracy.
We show the simulation results in the Figure 9 and in Figure 10, where we illus-
trate the ergodic capacity of the SU using bits/s/Hz instead of nats/s/Hz only for a
purpose of comparison with the original results shown in (Kang et al. 2009). We
can see from the figures that at low Pav case the ergodic capacity is mainly affected
by the average transmit power constraint, in other words, ATP dominates AIP. On
the other hand, at high Pav regime, AIP dominates ATP.
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Figure 9. The ergodic capacity of the SU under AIP and ATP constraints.
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Figure 10. The ergodic capacity of the SU under AIP and ATP constraints.
2.3.2.4 AIP constraint with imperfect CSI and receive MRC
The optimal power allocation schemes and the associated ergodic capacity of the
SU with receive MRC and imperfect ST-PR channel state information under the
AIP constraint are presented in detail in Chapter 4.
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From previous analysis, we can see that under the long-term constraints the opti-
mal power allocation approaches are (modified) waterfilling, and the water-level is
jointly decided by the long-term constraints. In the following, we will take a look
at how the combined constraints, long-term and short-term, influence the power
allocation and the ergodic capacity.
2.3.3 Combined Long-term and Short-term Constraints
This section reviews the optimal power allocation schemes and the ergodic capac-
ity of the secondary user under the combined long-term and short-term constraints,
which is pretty different from the long-term constraints cases (Khojastepour &
Aazhang 2004). The optimization problem may be formulated as
O4 : maximize
ps(gss;gps)0
E

log

1+
gssps(gss;gps)
N1B

(2.23)
C14 : ps(gss;gps)gps  Qpk(2.24)
C24 : ps(gss;gps) Ppk(2.25)
C34 : E

ps(gss;gps)gps
	 Qav(2.26)
C44 : E

ps(gss;gps)
	 Pav(2.27)
where (2.24) represents the peak interference power (PIP) constraint, (2.25) is the
peak transmit power (PTP) constraint indicating the maximal transmit power of the
SU, (2.26) and (2.27) are the average interference power (AIP) constraint and the
average transmit power (ATP) constraint, respectively. The optimization problem
can be solved by using Lagrangian method. The numerical results can be obtained
through using bisection method.
2.3.3.1 PIP and AIP Constraints
Under the PIP and AIP constraints predefined by the primary user, the optimization
problem is given by (O4;C14;C
3
4) in (2.23), (2.24), and (2.26). The resultant opti-
mal power allocation for the secondary user holds in (Musavian & Aissa 2009a)
by
(2.28) p(gss;gps) =
8>>><>>>:
Qpk
gps
;
gps
gss
< l0N1B
1
l1gps
  N1Bgss ;
l0
N1B
 gpsgss 
l1
N1B
0; otherwise
28 Acta Wasaensia
−10 −8 −6 −4 −2 0 2 4 6 8 10
10−1
100
Er
go
di
c 
Ca
pa
cit
y 
of
 th
e 
SU
 (n
ats
/se
c/H
z)
Q
av
/(N1B) in dB
 
 
AWGN, no PIP
Rayleigh, ρ=0.5
Rayleigh, ρ=1
Rayleigh, ρ=1.5
Rayleigh, no PIP
Figure 11. Ergodic capacity of the SU under average and peak interference con-
straints for AWGN and Rayleigh fading with different values of r =
Qpk
Qav
.
where the Lagrangian multipliers l0  0 and l1  0 are associated to the PIP
constraint given by (2.24) and AIP constraint by (2.26), respectively. We can see
that the optimal power control to achieve the secondary maximum ergodic capacity
under joint peak and average interference power constraints at the primary receiver
is a function of the channel state information of the secondary user and of the link
ST-PR. Compared to the case that there is only AIP constraint, this strategy is a
combination of channel inversion and water-filling. The ratio of the channel gains,
gps
gss
, plays a key role in this case. In Figure 11, the ergodic capacity of the SU
is plotted for AWGN and Rayleigh fading with different ratios of r = QpkQav . In
addition, for r > 1 the figure states that at higher values of Qav=(N1B), the PIP
constraint can be ignored. Moreover, when r < 1 the secondary user loses some
opportunities for transmission resulting in lower ergodic capacity than the AWGN
case at higher regime of Qav=(N1B).
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Figure 12. Ergodic capacity of the SU under different values of PTP and AIP con-
straints over Rayleigh fading.
2.3.3.2 PTP and AIP Constraints
The optimization problem under peak transmit power constraint (PTP) and aver-
age interference power constraint is given by (O4;C24;C
3
4) in (2.23), (2.25), and
(2.26). The optimal power allocation for the secondary user to maximize the er-
godic capacity holds in (Kang et al. 2009) as
(2.29) ps (gss;gps) =
8>>>>><>>>>>:
Ppk; gps  1
l

Ppk+
N1B
gss

1
lgps  
N1B
gss
; 1
l

Ppk+
N1B
gss
 < gps < gsslN1B
0; gsslN1B  gps
The Lagrangian multiplier l satisfies the following KTT condition
(2.30) Egss;gps [gpsp

s (gss;gps)] = Qav
The optimal power allocation scheme is a combination of the fixed power trans-
mission and the water filling approach. Figure 12 depicts the simulation results.
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If there is no interference power constraint, the secondary user transmits by using
its maximal transmit power. With the combination of PTP and AIP constraints,
if the value of the AIP constraint is smaller compared to the value of the PTP,
the secondary user looses some opportunities to transmit. This corresponds to the
AIP-dominant regime. On the other hand, if the PTP is dominant, the ergodic
capacity is unbounded by the ergodic capacity with the ATP constraint. This is
because that the SU has a lot of chances to transmit, but the PTP limits the ergodic
capacity.
2.3.3.3 ATP and PIP Constraints
Under the average transmit power constraint and peak interference power con-
straint, the optimization problem is formulated by (O4;C14;C
4
4) in (2.23), (2.24),
and (2.27). The resultant optimal power allocation for the secondary user holds in
(Kang et al. 2009) as
(2.31) ps (gss;gps) =
8>>>><>>>>:
Qpk
gps
; gps  Qpk1
l 
N1B
gss
;gss > lN1B
1
l   N1Bgss ; gps <
Qpk
1
l 
N1B
gss
;gss > lN1B
0; gss  lN1B
It is intuitive that the power allocation scheme is a combination of channel inverse
and waterfilling. The waterfilling reflects the average transmit power constraint
and the channel inverse reflects the peak interference power constraint. The simu-
lation results are shown in Figure 13. The ergodic capacity of the SU is capped by
log

1+ QpkgpsN1Bgss

. In the low-ATP regime, the ergodic capacity is dominated by
the ATP constraint, while in the high-ATP regime the ergodic capacity is limited
by the PIP. These can be explained as follows: In the low-ATP regime, the power
allocation scheme is mainly the water-filling, and in in the high-ATP regime the
power allocation scheme is performed as the channel inversion.
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Figure 13. Ergodic capacity of the SU under different values of ATP and PIP Con-
straints over Rayleigh fading.
2.3.4 Summary
We can see that the strategies how the secondary user allocates the optimal trans-
mit power to maximize the ergodic capacity are decided by the types of constraints.
When the constraint is the peak interference constraint, the OPA is the channel in-
version with respect to the interference channel from the secondary transmitter
to the primary receiver (ST-PR). If the constraint is the average interference con-
straint, the OPA is the water-filling scheme, where the water level is decided by
the interference channel, ST-PR, power gain. For the combined long-term and/or
short-term constraints, the OPA schemes are combined channel inversion and wa-
ter filling or two-dimensional water filling. As we know that in the analysis of
ergodic capacity, the delay limit is not considered which means that it can be ap-
proaching to infinity. In the successive section, we review the effective capacity
which takes the delay into consideration.
2.4 Effective Capacity
The concept of effective capacity (EC) has been reviewed in subsection 2.2.2. This
section reviews some results of optimal power allocation strategies and effective
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capacity of the secondary user over block fading channels. The objective function
and possible constraints are listed in the following,
O5 : maximize
ps(q ;gss;gps)0
  1
q
log

E

e qTB log

1+ ps(q ;gss;gps)gssN1B

(2.32)
Constraints:
C15 : ps(q ;gss;gps)gps  Qpk(2.33)
C25 : ps(q ;gss;gps) Ppk(2.34)
C35 : E

ps(q ;gss;gps)gps
	 Qav(2.35)
C45 : E

ps(q ;gss;gps)
	 Pav(2.36)
where T denotes the block length duration, B is the channel bandwidth, q is the
delay exponent, Ppk denotes the maximum allowed peak transmit power, Pav de-
notes the average transmit power constraint, and Qpk and Qav represent the peak
and average interference power threshold, respectively. We can use Lagrangian
method to solve the optimization problems with different combinations of con-
straints. Without loss of generality we assume that TB= 1 and N1B= 1 in follow-
ing simulations.
2.4.1 Short-term Constraint
The same as in the previous sections that the short-term constraints include the
peak transmit power constraint and the peak interference power constraint.
2.4.1.1 PTP and PIP Constraints
The optimization problem is given by (O5;C15;C
3
5) in (2.32), (2.33), and (2.34).
The power allocation strategy is straightforward obtained that the SU transmits
using the power of min

Ppk;
Qpk
gps

. Then the effective capacity can be obtained as
(2.37) EC =  1
q
log
8><>:E
264
0@1+ min

Ppk;
Qpk
gps

gss
N1B
1A qTB
375
9>=>;
Given the distributions of the fading channels, the expression of the EC can be
obtained numerically, since, to the best of our knowledge, there are no closed-
form expressions for the common fading scenarios, e.g., Rayleigh and Nakagami-
m. Thus we derive the upper bound expression, i.e. without considering the peak
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transmit power constraint, under independent Rayleigh fading for the effective
capacity of this case as a verification. Let h denote the ratio of two independent
exponential variables gssgps , and h¯ be the mean ratio of gss=gps. Then we have the
p.d.f. of h by using (Papoulis & Pillai 2002: 5-15) as
(2.38) f (h) =
h 
h+h
2
ECub =  1
q
log
(
E
"
1+
Qpkgss
gpsN1B
 qTB#)
=  1
q
log
8>>>><>>>>:E
"
1+
Qpkh
N1B
 qTB#
| {z }
C1
9>>>>=>>>>;
where
C1 =
Z ¥
0

1+
Qpkh
N1B
 qTB h 
h+h
2dh
=B(1;1+qTB)2F1

qTB;1;qTB+2;1  Qh
N1B

where, in the last step, we have used (Gradshteyn & Ryzhik 2007: 3.197-1),
2F1 (a;b;c;d) is hypergeometric function (Gradshteyn & Ryzhik 2007: 9.14), and
B(a;b) denotes the beta function (Gradshteyn & Ryzhik 2007: 8.38).
Then we have
(2.39) ECub =  1
q
log

B(1;1+qTB)2F1

qTB;1;qTB+2;1  Qh
N1B

Figures 14 and 15 illustrate the effective capacity of the SU versus different val-
ues of the delay component along with the different ratios of PIP and PTP over
Rayleigh fading. In the simulation we assume that the mean value of the channel
power gains are 1, and the AWGN power at the receiver is 1. First, it is intuitive
that when the value of Qpk decreases, i.e. r decreases, the effective capacity of the
SU decreases. Second, when the value of r is bigger than 1 , for instance, r = 1
and r = 100, the effective capacity of the SU increases slowly and will converge.
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This is because the peak transmit power constraint becomes to dominate. In the
two figures, we also show the upper bounds given by Eq. (2.39), i.e. no peak
transmit power constraint, for Qpk = 5dB and Qpk = 5dB.
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Figure 14. Effective capacity of the SU under different values of q over Rayleigh
fading with Ppk = 5dB, where r = Qpk=Ppk.
2.4.2 Long-term Constraints
In the following, we review the optimal power allocation strategies and the simu-
lation results of the effective capacity of the SU under long-term constraints.
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Figure 15. Effective capacity of the SU under different values of q over Rayleigh
fading with Ppk = 5dB, where r = Qpk=Ppk.
2.4.2.1 AIP Constraint
Under average interference power constraint and secondary QoS constraint, the
optimization problem is given by (O5;C35) in (2.32) and (2.34). The resultant
optimal power allocation for the secondary user to maximize effective capacity
holds in (Musavian & Aissa 2010) by
(2.40) ps (q ;gss;gps) =
8>><>>:
N1B
"
b
1
1+a
g
1
1+a
ps g
a
1+a
ss
  1gss
#+
; gps  bgss
0; otherwise
where [x]+ = max(0;x), a = qTB, b = alN1B , and l is the non-negative La-
grangian variable associated with the average interference power constraint. Based
on the above optimal power allocation scheme, the closed-form expression of the
effective capacity of the SU over Nakagami-m fading channels was derived in
(Musavian & Aissa 2010). Here we show the simulations over i.i.d. Rayleigh
fading channels.
36 Acta Wasaensia
−5 −4 −3 −2 −1 0 1 2 3 4 5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Q
av
 (in dB)
Ef
fe
ct
ive
 c
ap
ac
ity
 o
f t
he
 S
U 
(na
ts/
s/H
z)
 
 
θ=0.001
θ=0.01
θ=0.1
θ=1
θ=10
θ=20
θ=50
θ=100
Figure 16. Effective capacity of the SU under different values of q over Rayleigh
fading.
From the simulation shown in Figure 16 we can see that when the delay is stringent
(q has large values), the average interference power constraint sightly influences
the effective capacity of the SU. This is because the SU needs to transmit at very
low rate in order to fulfill the delay requirement. This is, the delay component
dominates the effective capacity of the SU. On the other hand, q is small, the AIP
has dramatic influence on the effective capacity. The reason is that in lower AIP
regime the SU has very limited amount of opportunities to transmit; however, in
higher AIP regime, the SU could utilize almost all the opportunities for its trans-
mission. Now the AIP dominates the effective capacity of the SU.
2.4.2.2 ATP and AIP Constraints
The results of the effective capacity under the average interference power and av-
erage transmit power constraints along with the QoS constraint, to the best of our
knowledge, have not been proposed in literature. In following we show our results.
The optimization problem is given by (O5;C35;C
4
5) in (2.32), (2.35), and (2.36).
The resultant optimal power allocation for the secondary user to maximize effec-
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Figure 17. Effective capacity of the SU over Rayleigh fading.
tive capacity can be obtained by using Lagrangian method as
(2.41) ps (q ;gss;gps) = N1B
24 a 11+a
(N1B(lgps+m))
1
1+a g
a
1+a
ss
  1
gss
35+
where a = qTB, and l and m are the non-negative Lagrangian variables associ-
ated with the AIP constraint in (2.35) and ATP constraint in (2.36), respectively.
To the best of our knowledge, with the above optimal power allocation scheme
there is no closed-expression of the effective capacity. Here we show the simula-
tions in Figure 17 for i.i.d. Rayleigh fading channels. The optimal power can be
obtained applying the pseudocode in Table 2 by using proper transmit power and
interference constraints. From the Figure, one thing we need to point out is that in
the low ATP, Pav =  5dB, the ATP constraint dominates the effective capacity of
the secondary user. This suggests us that when ATPAIP, the secondary user can
ignore the average interference constraint.
2.4.3 Combined Long- and Short-Term Constraints
To the best of our knowledge, the results of the effective capacity under the com-
bined long-term and short-term constraints have not been proposed in literature.
In following we show our results.
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Figure 18. Effective capacity of the SU over Rayleigh fading under PIP and ATP
constraints.
2.4.3.1 ATP and PIP Constraints
Under average transmit power and peak interference power constraints, and delay
constraint, the optimization problem is given by (O5;C15;C
4
6) in (2.32), (2.33) and
(2.36). Using Lagrangian method, the resultant optimal power allocation for the
secondary user to maximize effective capacity is obtained as
(2.42) ps (q ;gss;gps) =
8>><>>:
min
(
Qpk
gps
;N1B

b
1
1+a
g
a
1+a
ss
  1gss
+)
; 1 bgss
0; otherwise
where a = qTB, b = alN1B , and l is the non-negative Lagrangian variable associ-
ated with the average transmit power constraint. This power allocation is a water-
filling scheme but capped by the peak interference power constraint. Therefore,
the water level is defined by these two constraints. To the best of our knowledge,
there is no closed-form expression for the effective capacity for this case. Here we
show the simulations for i.i.d. Rayleigh fading channels in Figure 18.
In Figure 18, we can discover two differences from the previous case which is
under AIP and ATP constraints. First, in low ATP, Pav =  5dB, cases, the values
of the effective capacity for Qpk =  5dB and Qpk = 5dB are slightly different.
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When the value of the delay component q is small, i.e. the delay is not stringent,
the higher Qpk value, the larger effective capacity. However, when q is big, the
EC has lower values when Qpk = 5dB than Qpk =  5dB. Second, in the case
that Pav = 5dB, the gap of the effective capacity of the two cases, Qpk = 5dB
and Qpk =  5dB, increases. The effect of the Qpk is similar in the lower and
higher value regimes of q . The phenomenon can be explained as follows: when
q is small, the secondary user is able to utilize higher power to transmit when the
opportunities appear with the average transmit power budget; however, when delay
requirement is stringent, the secondary user needs to maintain a constant rate as
possible not to use a higher power to obtain a higher instantaneous transmission
rate. In later case, the secondary user has more opportunities than the former case
for transmission.
2.4.3.2 PTP and AIP Constraints
Under peak transmit power and average interference power constraints, and delay
constraint, the optimization problem is given by (O5;C25;C
3
5) in (2.32), (2.34) and
(2.35). Using Lagrangian method, the resultant optimal power allocation for the
secondary user to maximize effective capacity is obtained as
(2.43) ps (q ;gss;gps) =
8>><>>:
min
(
Ppk;N1B
"
b
1
1+a
g
1
1+a
ps g
a
1+a
ss
  1gss
#+)
; gps  bgss
0; otherwise
where a = qTB, b = alN1B , and l is the non-negative Lagrangian variable associ-
ated with the average interference power constraint. This power allocation scheme
is capped by the peak transmit power. Thus the water level of the water filling
algorithm is different from the AIP-only case and the ATP-PIP scenario that the
water level is changing from block to block. To the best of our knowledge, there
is no closed-form expression for the effective capacity for this case. In Figure 19
we show the simulations for i.i.d. Rayleigh fading channels.
From Figure 19 we can see that when the average interference power constraint is
low, Qav = 5dB, higher peak transmit power threshold is not an advantage at the
higher Ppk regime. In addition, the effective capacity of the case of Qav = 5dB and
Pav= 5dB is supreme over the case ofQav= 5dB and Pav = 5dB at the stringent
delay regime. This can be explained as that when q is large, the secondary user
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Figure 19. Effective capacity of the SU over Rayleigh fading under AIP and PTP
constraints.
needs to maintain the rate as constant as possible, and in lower Qav and higher Ppk
case the SU has much less opportunities to transmit than the case of higher Qav
and lower Ppk. Moreover, when the PTP constraint is lower and not bigger than
Qav, Ppk = 5dB, the AIP constraint can be ignored.
2.5 Conclusion
In this chapter, we reviewed the main results of the optimal power allocation
schemes for cognitive radios under different constraints and objectives.
The optimal power allocation schemes mainly can be categorized as following:
• Channel inversion: when only the peak interference power constraint is ap-
plied, i.e. short-term constraint.
• Two-dimensional waterfilling: when the average transmit and/or interference
power constraints are applied, i.e. long-term constraints.
• Capped two-dimensional waterfilling: when the average/peak transmit power
constraint and peak/average interference power constraint are considered,
i.e. combined long- and short-constraints.
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The ergodic capacity is mainly influenced by the interference channel from the
secondary transmitter to the primary receiver. In addition, the effective capacity is
affected by the delay component besides the interference channel. Especially, the
short-term constraints, i.e. peak transmit power and peak interference power con-
straints, have different influences on the effective capacity over lower and higher
delay component regimes.
In order to improve the performance of the secondary system, we present the re-
sults of applying multiple antenna techniques at the secondary transmitter or re-
ceiver. The optimal power allocation schemes, ergodic capacity, effective capacity
are studied in the specific chapters.
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3 ERGODIC CAPACITY OF A
COGNITIVE-SHARED SYSTEMWITH MRC
UNDER ASYMMETRIC FADING*
3.1 Introduction
In this chapter we study the ergodic capacity of a spectrum sharing cognitive ra-
dio (CR) with Maximal Ratio Combining (MRC) diversity at the secondary re-
ceiver under asymmetric fading. We consider that the channel from secondary
transmitter to primary receiver, ST-PR, suffers Nakagami-m fading while the one
from the secondary transmitter to its receiver, ST-SR, experiences Rayleigh fad-
ing. This asymmetric scenario is practical because the interference channel from
the secondary transmitter to the primary receiver (ST-PR) can be different from
the one from the secondary transmitter to the secondary receiver (ST-SR) in real-
ity (Suraweera et al. 2009). In addition, the Nakagami-m gives great flexibilities
to study different scenarios, i.e. m = 1 Nakagami-m becomes Rayleigh, m! ¥,
it approaches the Gaussian distribution, and Rician can be obtained by choosing
proper values of 1 < m < ¥. Moreover, the ST-PR channel plays a key role on
the achievable rate of the secondary user (Kang et al. 2009; Peha 2009). In this
chapter we demonstrate through mathematical analysis and numerical simulation
that exploiting MRC at the secondary receiver the secondary user is able to achieve
higher ergodic capacity than using single receive antenna, and reduces the effect
of the ST-PR channel when it is in less severe fading, i.e. m has bigger values,
which strongly affects the capacity of CR channel.
From the previous chapters, it is clear that the electromagnetic radio spectrum is
a precious natural resource regulated by the government agencies. The cognitive
radio technology enables utilizing the scarce spectrum in a more efficient manner
(Haykin 2005; Mitola 2000). This technology has been promoted by the Federal
of Communications Commission (FCC) in the United States and by the Electronic
Communications Committee (ECC) in Europe. Research on the capacity of spec-
trum sharing cognitive radio have attracted many researchers due to that the tra-
ditional capacity study of fading channels is under transmitter-centred constraints,
*Reprinted with permission from “Capacity for Spectrum Sharing Cognitive Radios with MRC Di-
versity at the Secondary Receiver under Asymmetric Fading” by Ruifeng Duan, M. Elmusrati, R.
Jäntti and R. Virrankoski, In Proc. IEEE Global Telecommunications Conference, pp. 1-5, Copy-
right [2010] by the IEEE.
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while it is not suitable for cognitive radio since we have to protect the primary
users. The received-signal constraints can lead to substantially different results as
compared to transmitted-signal constraints (Gastpar 2004). For instance, Gastpar
(2004) proved, for a point-to-point AWGN non-fading channel, that the ergodic
capacity under the transmit and the received-power constraints are largely equiv-
alent. In network cases, however, they can lead to quite different conclusions,
for example, multiple access channels with dependent sources and feedback, and
collaborative communication scenarios.
Ghasemi and Sousa (2007) rightly pointed out that in many cases significant ca-
pacity gains can be achieved if the channels are varying due to fading under either
the average or the peak interference power constraint through studying the ergodic
capacity of the secondary user under Rayleigh, Nakagami-m and Log-normal fad-
ing. In (Suraweera et al. 2008), the authors extended the work in (Ghasemi &
Sousa 2007) by investigating the achievable capacity gains in asymmetric fading
environments. Musavian and Aïssa (2009b) revealed the capacity gains offered by
the spectrum-sharing approach in a Rayleigh fading environment subject to both
average and peak received-power constraints at the primary receiver. In (Zhang
2009), Zhang has drawn attention to the fact that the average-interference-power
(AIP) constraint can be more advantageous over the peak-interference-power in
order for minimizing the resultant capacity loss of the primary fading channel.
The mentioned research work above paid attention to the single receive antenna
scenarios. The benefits in term of ergodic capacity of exploiting multiple receive
antennas have been investigated in (Alouini & Goldsmith 1999) for a Rayleigh
fading channel under the average transmit power constraint. In this chapter, we
aim to investigate the ergodic capacity of a cognitive-shared block fading channel
with receive MRC at the secondary receiver under asymmetric fading. This is due
to the fact that in some scenarios there may have different spectral activities in
the vicinity of the primary user and in the vicinity of the secondary receiver, such
that these two links, ST-PR and ST-SR, could experience different fading (Jafar &
Srinivasa 2007). The ergodic capacity of the secondary user for different m val-
ues and different combining diversities are analyzed mathematically and validated
numerically. The results indicated that the receive MRC contributes more ergodic
capacity even for non-severe fading ST-PR channel (in our simulation m = 10)
than using a single receive antenna. This states that when the ST-PR link condition
is getting better, for instance, m is increasing, the capacity of CR will decrease.
However, by using more diversity for CR, we obtain higher capacity.
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Figure 20. A cognitive-shared System model.
The remainder of this chapter is organized as follows. The channel and system
model are proposed in Section 3.2. The ergodic capacity of a spectrum sharing
cognitive radio with receives MRC is investigated in Section 3.3. Section 3.4 vali-
dates the analytical results through simulations. Finally, the last section concludes
this chapter.
3.2 System and Channel Models
In this section we describe the channel and system models. A widely used system
is consider in this chapter (Ghasemi & Sousa 2007), which is depicted in Figure
20. The CR transmission system block diagram of the MRC receiver is illustrated
in Figure 21 (Alouini & Goldsmith 1999; Jakes 1994). We assume a block-fading
environment (Caire et al. 1999; Ozarow et al. 1994). The ST-SR link experiences
Rayleigh fading with unit mean, and the secondary receiver (refers to the receiver
of the secondary user) is equipped with a L-branch MRC combiner, which are
independent to each other. So that the composite channel power gain, gss, is char-
acterized by the Chi-square (c2) distribution with 2L degrees of freedom, and the
related probability density function of gss is given as follows (Jakes 1994; Proakis
& Salehi 2008):
(3.1) fgss(gss) =
gL 1ss e gss
(L 1)! ; gss  0
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Figure 21. Transmission System Block Diagram of MRC.
where the noise at each branch is assumed to be uncorrelated additive white Gaus-
sian noise (AWGN). The ST-PR link experiences Nakagami-m fading with unit
mean value, such that the channel power gain, gps, is characterized by Gamma
distribution given by (Nakagami 1960):
(3.2) fgps(gps) =
mmgm 1ps
G(m)
e mgps ; gps  0
where without loosing generality we assume that the average channel power gain
is one.
From the literature, performing MRC requires the perfect knowledge of the branch
amplitudes and phases which is so-called perfect combining. In addition, with per-
fect combining the MRC technique achieves the optimal diversity that offers the
maximal capacity improvement compared to other combining techniques, for ex-
ample scanning diversity, selective diversity, equal-gain diversity (Alouini & Gold-
smith 1999; Brennan 2003; Jakes 1994). In this chapter we assume that perfect
channel state information (CSI) of the two links is known at both the transmitter
and the receiver of the secondary user.
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3.3 Ergodic Capacity of MRC Under AIP
The channel ergodic capacity of a point-to-point Rayleigh fading channel with re-
ceive MRC has been studied in (Alouini & Goldsmith 1999), where the authors
revealed the capacity gains obtained by using MRC diversity combining. In this
section, we study a cognitive-shared channel that the average interference power
constraint caused to the primary user is considered for an asymmetric fading sce-
nario. The expression of the ergodic capacity per Hz of a cognitive radio channel
is given in (Ghasemi & Sousa 2007) by
(3.3)
C
B
= Egss;gps

log

1+
gssp(gss;gps)
N1B

where B [Hz] is the channel bandwidth, p(gss;gps) is a mapping from the joint in-
stantaneous fading state (gss;gps) to a non-negative real set, and N1 is the AWGN
noise power spectral density at the secondary receiver. The two channels, gss,gps,
are assumed to be independent to each other. Then the ergodic capacity maximiza-
tion problem can be expressed as
maximize
p(gss;gps)0
E

log

1+
gssp(gss;gps)
N1B

(3.4)
subject to Egss;gps [p(gss;gps)gps] Qav(3.5)
where Qav is the average interference power constraint at the primary receiver.
The solution of the above optimization problem can be obtained by using La-
grangian optimization approach (Boyd & Vandenberghe 2004) as following
(3.6) p(gss;gps) =

1
lgps
  N1B
gss
+
where []+ denotes max(:;0), and l is the nonnegative dual variables correspond-
ing to the constraint (3.5) satisfying the following complementary slackness con-
ditions (Boyd & Vandenberghe 2004):
(3.7) Egss;gps [p(gss;gps)gps] Qav = 0
Given an AIP constraint, after a few mathematical manipulation, see Appendix 1
for details, the ergodic capacity with MRC of the secondary user using optimal
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power and rate adaptation is obtained by substituting (3.1) and (3.2) into (3.4) as
C
B
= Egss;gps
"
log
 
1+

1
lgps
  N1B
gss
+ gss
N1B
!#
=
Z ¥
0
Z ¥
gps
g0
log

g0gss
gps

mmgm 1ps e mgps
G(m)
gL 1ss e gss
(L 1)! dgssdgps
=
mm 1gm0
G(m)
L 1
å
k=0
G(m+ k)
(1+mg0)m+kk!
 2F1

1;m+ k;m+1;
mg0
1+mg0

(3.8)
where g0 = 1=lN1B, G(x) denotes the Gamma function defined as
(3.9) G(x) =
Z ¥
0
tx 1e tdt
and 2F1(a;b;c;z) is the Gauss’s hypergeometric function (Abramowitz & Stegun
1964).
We now simplify the average received interference power constraint by inserting
(3.1) and (3.2) into (3.5). After a few mathematical manipulation we obtain,
Qav
N1B
= Egss;gps

p(gss;gps)gps
N1B

(3.10)
=
Z ¥
0
Z g0gss
0

g0  gpsgss

mmgm 1ps e mgps
G(m)
 g
L 1
ss e
 gss
(L 1)! dgpsdgss
=
mm 1gm+10 G(L+m)
(1+mg0)L+mG(m)(L 1)!


2F1

1;L+m;m+1;
mg0
1+mg0

  m
1+m2
F1

1;L+m;m+2;
mg0
1+mg0

where G(x) denotes the Gamma function, and 2F1(a;b;c;z) is the Gauss’s hyperge-
ometric function (Abramowitz & Stegun 1964). The poof is shown in Appendix 1.
3.4 Numerical Results
In this section, we show the numerical results for the mathematical analysis. Fig-
ures 22, 23 and 24 compare the ergodic capacity of the secondary user per unit
bandwidth versus Qav=(N1B) (dB), called a in (Ghasemi & Sousa 2007), un-
der the average received power constraint and different combining diversities (L
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Figure 22. The ergodic capacity of the SU without receive MRC, i.e. L= 1, under
AIP constraint and different Nakagami-m fading of ST-PR link.
branches) and different ST-PR Nakagami-m fading (different m values). We can
observe that given L the ergodic capacity of the SU decreases when the m value
increases. Intuitively, when the ST-PR link is getting less severe, the interference
to the primary system is increasing. In addition, with the same Nakagami-m fad-
ing (same m value), the more degrees of diversity the SU has, the higher ergodic
capacity is obtained. Let us compare Figures 22 and 24, we could see that given
the Qav=N1B= 20dB, the case of L= 8;m= 10 has the similar ergodic capacity
to that of L = 1;m = 1. This means we could mitigate the ergodic capacity loss
caused by the strong interference on ST-PR channel through providing more de-
grees of diversity for the SU. As a validation, in this simulation L = 1 and m = 1
yields the result in (Ghasemi & Sousa 2007).
Figure 25 and Figure 26 compare the ergodic capacity of the SU for different
degrees of diversity when m is given. The results are consistent with previous
illustration that increasing the degrees of diversity provides higher capacity. In
addition, for a less fading case, e.g. m = 10, the increase of degrees of diversity,
for instance L= 8, provides more benefits than the case of L= 1;m= 1.
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Figure 23. The ergodic capacity of the SU with receive MRC, L = 4, under AIP
constraint and different Nakagami-m fading of ST-PR link.
3.5 Conclusion
This chapter studies the ergodic capacity of a cognitive-shared system with the
maximal ratio combining technique at the secondary receiver in an asymmetric
fading scenario, where the channel from the secondary transmitter to the primary
receiver suffers Nakagami-m fading while the one from the secondary transmitter
to its receiver experiences Rayleigh fading. Our mathematical analysis and nu-
merical results indicate that with MRC at the secondary receiver, the secondary
user achieves higher ergodic capacity than using the single antenna receiver. In
addition, when the of the ST-PR channel has less severe fading which strongly
affects the capacity of CR channel, exploiting the MRC technique for a cognitive
system could compensate the capacity loss caused by the interference power con-
straint predefined by the primary user. In this chapter, the secondary transmitter
is provided the perfect channel information of link from the secondary transmitter
to the primary receiver through feedback. However, the channel measurement can
have some errors, i.e., the secondary transmitter obtains the erratic channel infor-
mation. This is also an important factor that causes the ergodic capacity loss to
the secondary user. We will investigate this fundamental problem in the coming
chapter.
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Figure 24. The ergodic capacity of the SU with receive MRC, L = 8, under AIP
constraint and different Nakagami-m fading of ST-PR link.
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Figure 25. Comparison of the ergodic capacity of the SU versus the average inter-
ference power constraint, where the diversity order L = 1;2;4;8, and
m= 1 of the ST-PR link.
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Figure 26. Comparison of the ergodic capacity of the SU versus the average inter-
ference power constraint, where the diversity order L = 1;2;4;8, and
m= 10 of the ST-PR link.
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4 ERGODIC CAPACITY OF A COGNITIVE
SYSTEMWITH RECEIVE MRC AND
IMPERFECT CHANNEL INFORMATION*
In this chapter we study the ergodic capacity of a cognitive-shared system with
maximal ratio combining (MRC) technique equipped at the secondary receiver
in Rayleigh fading environment. The secondary user (SU) does not have perfect
channel information of the link between the secondary transmitter and the primary
receiver (ST-PR), where the estimation error is considered. We investigate the er-
godic capacity of the SU through mathematical analysis and numerical simulation.
The results show that beside the feature of employing the MRC technique at the
secondary receiver to enhance the ergodic capacity, it can also compensates the ca-
pacity degradation caused by the imperfect channel estimation of the ST-PR link.
For instance, we show that even the estimation error variance is large, for example
s2e = 0:8, to increase the degrees of MRC combining diversity, for instance L= 8,
is able to achieve higher capacity than in the estimation error free case without
MRC.
4.1 Introduction
Aswe know from previous chapters that the study on ergodic capacity of a spectrum-
sharing cognitive radio has attracted many researchers due to that the traditional
capacity study of fading channels is not suitable for the cognitive radio. Suraweera
et al. (2008) extended the work in (Ghasemi & Sousa 2007) by investigating the
achievable capacity gains in asymmetric fading environments. In (Musavian &
Aissa 2009a), the authors analysed the capacity gains of opportunistic spectrum-
sharing channels in fading environments with imperfect channel state information
(CSI) of the ST-PR link. The results show that the ergodic capacity of the SU
decreases when the estimation errors exist so that the SU has to reduce the trans-
mit power to fulfil the average interference power constraint predefined by the
primary user. Then we investigated the ergodic capacity of the SU with receive
MRC in asymmetric fading scenario in the previous chapter (published in part in
*Reprinted with permission from “Capacity for Spectrum Sharing Cognitive Radios with MRC Di-
versity and Imperfect Channel Information from Primary User” by Ruifeng Duan, R. Jäntti, M.
Elmusrati, and R. Virrankoski, In Proc. IEEE Global Telecommunications Conference, pp. 1-5,
Copyright [2010] by the IEEE.
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Figure 27. System model of a cognitive-shared network.
(Duan et al. 2010a)). The MRC technique does help the SU to improve its ergodic
capacity.
In this chapter, we investigate the ergodic capacity of the SU with receive MRC,
and the SU transmitter is provided the imperfect CSI of the ST-PR link. The ana-
lytical analysis is conducted and validated through simulations, for different esti-
mation error variances, s2e = 0;0:1;0:3;0:8, and different degrees of diversity. The
results show that the receive MRC not only improves the ergodic capacity of the
SU, but also compensates the effects of imperfect channel information caused by
erratic channel estimation.
The remainder of this chapter is organized as follows. The channel and system
models are proposed in Section 4.2. The ergodic capacity of a cognitive-shared
channel with receive MRC and imperfect channel information is investigated in
Section 4.3. Section 4.4 validates the analytical results through simulations. Fi-
nally, the last section concludes this chapter.
4.2 System and Channel Model
This section describes the channel and system models. A common spectrum shar-
ing system model, which is also used in previous chapter, is adopted that is shown
in Figure 27. The cognitive radio (CR) transmission system block diagram of
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maximal ratio combining (MRC) is illustrated in Figure 28 (Alouini & Goldsmith
1999; Jakes 1994).
We assume that the wireless channels are slowly-varying block fading the same
as in the previous chapter. The ST-SR link is a Rayleigh fading channel, and the
secondary receiver is equipped with a L-branch MRC combiner. Each branch of
the combiner is independent to each other. So that the channel power gain, gss, is
characterized by Chi-square (c2) distribution with 2L degrees of freedom, and the
related probability density function of gss with unit mean is given by (Jakes 1994;
Proakis & Salehi 2008)
(4.1) fgss(gss) =
gL 1ss e gss
(L 1)! ; gss  0
where without loosing generality we assume that the average channel power gain
of the link from the secondary transmitter to each branch is one, and the noise at
each branch is assumed to be uncorrelated additive white Gaussian noise (AWGN).
In this chapter we adopt the channel estimation model presented in (Musavian
& Aissa 2009a) for the following channel formulation. The ST-PR link expe-
riences Rayleigh fading, whose complex channel gain, denoted as cps, is zero
mean circularly symmetric complex Gaussian distributed variable with the imag-
inary and real parts having variances of 0:5. However, the SU transmitter is only
provided with the partial channel information of cps, i.e. c˜ps, where cps and c˜ps
are jointly ergodic and stationary Gaussian processes. The secondary user per-
forms minimum mean square error estimation (MMSE) of cps given c˜ps, such that
cˆps[n] = E

cps[n] j c˜ps[n]; c˜ps[n 1]; :::
	
, where [n] denotes the time index. The
MMSE estimation error can be presented as c˘ps[n] = cps[n]  cˆps[n], and c˘ps[n] and
cˆps[n] are zero mean circularly symmetric complex Gaussian distributed variables
with variances 1 s
2
e
2 and
s2e
2 respectively. So the associated channel power gain can
be presented as gps =
cps2, gˆps = cˆps2, and the channel power gain estimation
error by g˘ps =
c˘ps2. The probability density function of estimated channel power
gain, gˆps, is characterized by (Musavian & Aissa 2009a):
(4.2) fgˆps(gˆps) =
1
1 s2e
exp

  gˆps
1 s2e

; gˆps  0:
As we know from literature that MRC technique, performing perfect combining,
requires perfect knowledge of the channel amplitudes and phases. Such that MRC
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Figure 28. Transmission System Block Diagram of MRC.
provides the optimal diversity and offers the maximal capacity improvement com-
pared to other combining techniques, for example scanning diversity, selective
diversity, equal-gain diversity (Alouini & Goldsmith 1999; Brennan 2003; Jakes
1994). In this chapter we assume that perfect channel state information (CSI) of
the ST-SR link is known at both the secondary transmitter and the secondary re-
ceiver.
4.3 Ergodic Capacity of MRC Under AIP and Imperfect
CSI
The channel ergodic capacity of a Rayleigh fading with receive MRC at the re-
ceiver for single communication link has been studied in (Alouini & Goldsmith
1999), where the authors illustrated the ergodic capacity gains obtained by us-
ing MRC. We also, in the previous chapter, investigated the ergodic capacity of a
cognitive-shared channel with receive MRC under asymmetric fading and average
interference power (AIP) constraint at the primary receiver. In this section, we
study the ergodic capacity and the optimal power allocation having a same system
structure, however, with imperfect channel information, i.e., the secondary user
only has partial information of the ST-PR link. The constraint is set to be the AIP
constraint predefined at the primary receiver.
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In (Musavian & Aissa 2009a), the authors showed that the average interference
power constraint at the primary receiver with the estimated channel gain can be
defined as
(4.3) Egss;gˆps [ps(gss; gˆps)gˆps]+s
2
e P¯ Qav
where ps(gss; gˆps) denotes the transmit power of the secondary transmitter, which
is a mapping from the joint fading state (gss; gˆps) to a non-negative real set. P¯ =
Egss;gˆps [ps(gss; gˆps)] denotes the average transmit power of the secondary user. In-
tuitively the SU has to reduce its transmit power to satisfy the average interference
power constraint due to the imperfect channel estimation. This motivated us to
study the performance in terms of ergodic capacity of the secondary user through
exploiting receive MRC to mitigate the capacity degradation.
The ergodic capacity of a cognitive radio channel has been defined in (Ghasemi &
Sousa 2007) by
(4.4)
C
B
= Egss;gˆps

log

1+
gssps(gss; gˆps)
N1B

where B [Hz] is the channel bandwidth , and N1 is the AWGN noise power spectral
density at the secondary receiver. The two channels, gˆps, gss, are assumed to be
independent to each other. Then the ergodic capacity maximization problem for
the SU can be expressed as
maximize
ps(gss;gˆps)
E

log

1+
gssps(gss; gˆps)
N1B

(4.5)
subject to Egss;gˆps [ps(gss; gˆps)gˆps]+s
2
e P¯ Qav(4.6)
where Qav is the predefined average interference power constraint at the primary
receiver. The solution of the above optimization problem can be obtained by using
Lagrangian optimization approach (Boyd & Vandenberghe 2004).
(4.7) ps (gss; gˆps) =

1
l (gˆps+s2e )
  N1B
gss
+
where []+ denotes max(:;0) and l is the nonnegative dual variables correspond-
ing to the constraint (4.6), which satisfy the following complementary slackness
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condition (Boyd & Vandenberghe 2004):
(4.8) Egss;gˆps [p

s (gss; gˆps)gˆps]+s2e P¯ Qav = 0
Since all the transmission power should be nonnegative, the power allocation strat-
egy (4.7) can be represented as
(4.9) ps (gss; gˆps) =
8<:
1
l (gˆps+s2e )
  N1Bgss ; 0 gˆps 
gss
lN1B
 s2e
0; otherwise
We may simplify the average interference power constraint expression by inserting
(4.1) and (4.2) into (4.6). And 0  gˆps  gsslN1B  s2e in (4.9) is equivalent to
gˆps  gsslN1B  s2e and gss  lN1Bs2e . After a few mathematical manipulation (see
Appendix 2 for details), we obtain
Qav
N1B
= Egss;gˆps

ps(gss; gˆps)gˆps
N1B

+
s2e P¯
N1B
(4.10)
=
Z ¥
s2e
g0
Z g0gss s2e
0

g0  gˆps+s
2
e
gss

1
1 s2e
e
  gˆps
1 s2e
gL 1ss e gss
(L 1)! dgˆpsdgss
=
1
(L 1)!

g0G

L;
s2e
g0

 G

L 1; s
2
e
g0

+
(1 s2e )Le
s2e
1 s2e
(1+ g0 s2e )L 1
G

L 1; s
2
e
1 s2e
+
s2e
g0
375
where g0 = 1=(lN1B), and G(a;x) denotes the incomplete gamma function de-
fined as (Abramowitz & Stegun 1964)
(4.11) G(a ;x) =
Z ¥
x
ta 1e tdt
As a validation, with the help of G(0;x) =  Ei( x); 8x > 0 and G(1;x) = e x,
when L= 1, (4.10) yields the result in (Musavian & Aissa 2009a: Eqn. 11), i.e.,
(4.12)
Qav
N1B
= g0e
s2e
g0 +Ei

 s
2
e
g0

  (1 s2e )e
s2e
1 s2e Ei

  s
2
e
1 s2e
  s
2
e
g0

where Ei(x) is the exponential integral function defined by Ei(x) =  R ¥ x e tt dt in
(Abramowitz & Stegun 1964).
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Given an average interference power constraint, after a few mathematical manip-
ulation (see Appendix 2), the ergodic capacity of the SU with receive MRC over
Rayleigh fading is obtained by substituting (4.1) and (4.2) into (4.5),
C
B
= Egss;gˆps

log

g0gss
gˆps+s2e

(4.13)
=
Z ¥
0
Z ¥
gˆps+s2e
g0
log

g0gss
gˆps+s2e

e
  gˆps
1 s2e
1 s2e
gL 1ss e gss
(L 1)! dgssdgˆps
=
L 1
å
k=0
1
k!
"
G

k;
s2e
g0

  e
s2e
1 s2e

1 s2e
1 s2e + g0
k
G

k;
s2e
g0
+
s2e
1 s2e
#
When L= 1, (4.13) yields the result in (Musavian & Aissa 2009a: Eqn. (13))
(4.14)
C
B
= e
s2e
1 s2e Ei

 s
2
e
g0
  s
2
e
1 s2e

 Ei

s2e
g0

4.4 Simulation Results
In this section, we validate analytical analysis through numerical simulations. Fig-
ure 29 illustrates the comparison of the ergodic capacity of the SU per unit band-
width versus Qav=(N1B) (dB), for example in (Ghasemi & Sousa 2007) called
a , under the average interference power constraint at the primary receiver and
different degrees of combining diversities, i.e. different values of L, and differ-
ent variances of channel estimation error of ST-PR link. The values of the vari-
ance are chosen as s2e = 0;0:1;0:3;and 0:8. As a validation, when L = 1 and
s2e = 0, it yields the result shown in (Ghasemi & Sousa 2007). And for L= 1 and
s2e = 0:1;0:3;0:8, it gives the results in (Musavian & Aissa 2009a). We can see
that given L the ergodic capacity of the SU decreases while s2e increases. This is
obvious that when the ST-PR link has more estimation errors, the secondary trans-
mitter has to lower its transmit power to satisfy the average interference power
constraint. Such that the ergodic capacity degrades. The simulation results also
indicate that increasing the degrees of receive MRC will improve the ergodic ca-
pacity and compensate the capacity loss caused by imperfect channel estimation.
Furthermore, when the number of MRC branches is large enough, the SU is able
to achieve higher ergodic capacity under imperfect channel estimation than in es-
timation error free case s2 = 0.
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Figure 29. Ergodic capacity of the SU with different degrees of MRC diversity
under AIP constraint and different estimation error variances of ST-PR
link.
Figures 30, 31 and 32 depict how the ergodic capacity of the SU behaves toward
the degrees of MRC and AIP constraint given the estimation error variance. Again
the more diversity the SU has, the higher ergodic capacity is obtained. In addition,
with a looser AIP constraint, for example Qav=(N1B) is large, the SU achieves
more improvement on ergodic capacity.
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Figure 30. Ergodic capacity comparison with different degrees of MRC diversity
at the SU Receiver, L=1, 2, 4, 8, under the AIP constraint and perfect
channel estimation of ST-PR link, i.e. s2e = 0.
4.5 Conclusion
This chapter studies the ergodic capacity of a cognitive-shared channel with max-
imal ratio combining at the secondary receiver in a Rayleigh fading environment.
The secondary user does have the perfect channel information of the ST-PR link,
where the estimation error is considered. Our analytical analysis and numerical
results show that with receive MRC equipped at the secondary receiver, the er-
godic capacity is improved. In addition, the estimation error degrades the ergodic
capacity of the ST-SR channel. Furthermore, the MRC technique is able to com-
pensate the channel estimation error. We illustrate that when the estimation error
variance is large, for example s2e = 0:8, increasing the degrees of MRC diversity,
for instance L = 8, is able to achieve higher ergodic capacity than the estimation
error free case.
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Figure 31. Ergodic capacity comparison with different degrees of MRC diversity
at the SU Receiver, L=1, 2, 4, 8, under the AIP constraint and imperfect
channel estimation of ST-PR link, i.e. s2e = 0:3.
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Figure 32. Ergodic capacity comparison with different degrees of MRC diversity
at the SU Receiver, L=1, 2, 4, 8, under the AIP constraint and imperfect
channel estimation of ST-PR link, i.e. s2e = 0:8.
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5 PERFORMANCE ANALYSIS WITH GSC
DIVERSITY UNDER PRIMARY OUTAGE
PROBABILITY*
This chapter focuses on a cognitive-shared system that employs generalized se-
lection combining in Rayleigh block fading. The closed-form expressions of the
ergodic capacity and the symbol error probability of a cognitive-shared channel
are proposed. The results show that the channel from the secondary transmitter to
the primary receiver is of prominence on the performance of the secondary user.
5.1 Introduction
The radio spectrum is one of the most important resources for wireless commu-
nication. For accessing the spectrum, the secondary users (SUs) may be allowed
to coexist in the shared bands. However, the SUs need to regulate the transmit
power in order to satisfy the interference constraints imposed by the primary users
while trying to maximize their own maximum achievable rate. Thereafter, many
research, e.g. (Gastpar 2007; Ghasemi & Sousa 2007; Kang et al. 2009), have been
done to study the ergodic capacity of the secondary user in a fading environment.
In order to improve the performance, multiple-antenna technology has been con-
sidered for communication systems (Telatar 1999). Duan et al. in (2010a) analyzed
the ergodic capacity of the secondary system where the maximal ratio combining
(MRC) diversity technique was considered at the secondary receiver. The perfor-
mance in terms of ergodic capacity of implementing the transmit antenna selection
(TAS) and the MRC techniques has been studied in (Blagojevic & Ivanis 2012).
Generalized selection combining (GSC) has received considerable attention in lit-
erature (Eng et al. 1996; Simon & Alouini 2005; Win & Winters 2001; Wu et al.
2012). The GSC combines coherently K branches with the largest signal to noise
ratios (SNR) of total M branches, so that it enhances the accuracy of the channel
estimation (Simon & Alouini 2005). Moreover, through changing the number of
selected antenna branches, one can tradeoff performance for receiver complexity,
*Reprinted with permission from “Performance Analysis of a Cognitive-shared channel with GSC
Diversity under Primary Outage Probability” by Ruifeng Duan and M. Elmusrati, to appear in
Proc. International Conference on Computing, Networking and Communications (ICNC), pp. 1-5,
Copyright [2014] by the IEEE.
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and reduce the power consumption and the cost of the radio frequency part at the
receiver (Win & Winters 2001).
In this chapter we study the ergodic capacity and the symbol error probability
(SEP) of a cognitive-shared channel with GSC under the constraint of the primary
outage probability. This means that the transmission power of the secondary trans-
mitter is regulated in order to maintain the outage probability of the primary user
below a predefined threshold. The outage probability of the primary user is de-
fined as the probability that the received signal to noise ratio (SNR) drops below
a threshold. Recently, Wu et al in (Wu et al. 2012) studied the effective capacity
of cognitive radio systems with GSC diversity under imperfect channel knowledge
under the peak interference power constraint at the primary receiver. To the best of
our knowledge, the closed-form expressions of the ergodic capacity and the SEP
of a spectrum-sharing channel with GSC diversity under the primary outage prob-
ability have not been investigated in the literature. We present those results in this
chapter.
The remainder of this chapter is organized as follows. In Section 5.2, we illus-
trate the system and channel models. The composite channel probability density
function (p.d.f.) of the cognitive channel is also reviewed. In Section 5.3, we
first derive the p.d.f. of the signal-to-noise ratio at the secondary receiver. Then a
closed-form expression of the ergodic capacity of the secondary user is obtained.
Analytical and simulated results are then presented in Section 5.5. The last section
concludes this chapter.
We use log() to denote the natural logarithm in this chapter, Pp denotes the trans-
mit power of the primary transmitter, Ps represents the transmit power of the ST,
N0 is the additive white Gaussian noise (AWGN) power density at the PR, B0 de-
notes the bandwidth of the primary user, N1 is the AWGN power density at the SR,
B1 denotes the bandwidth of the secondary user, Rp is the required rate of the PU,
and ep is the predefined outage probability of the PU.
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Figure 33. System Model: K branches are selected at the secondary transmitter.
5.2 System and Channel Model
This chapter focuses on the spatial diversity scheme for a cognitive-shared channel
shown in Fig. 33. At the secondary receiver (SR), the GSC technique is consid-
ered, where the SR is equipped withM branches of which K branches with largest
SNR are combined coherently using maximal ratio combining (MRC). The per-
fect channel state information is assumed to be available at the secondary receiver.
However, the ST is provided only the channel statistics about the secondary link
(ST-SR) and the channel from the ST to the primary receiver (PR). The ST is
equipped with single antennas and the primary receiver (PR) has one antenna. We
assume that the channels from the secondary transmitter to the ith branch of the
secondary receiver are identical and independent (i.i.d.) Rayleigh block fading,
while the ST-PR channel is independent from the secondary channels. Let gpp
denote the channel power gain from the primary transmitter (PT) to the PR, gps
represent the channel power gain from the ST to the PR, and gss;i be the chan-
nel power gain of the link from the ST to the ith antenna element at the SR. The
wireless channels experience block Rayleigh fading assumed to be ergodic. Thus,
the channel state does not change during each block, and the channel states are
uncorrelated between blocks (Ozarow et al. 1994). In Rayleigh fading the channel
power gain follows exponential distribution. Let gpp, gps, and gss denote the aver-
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age values of gpp, gps, and gss;i; i= 1;    ;M, respectively. Here we use gss instead
of gss;i to denote the average value of gss;i since we assume that the channels from
the secondary transmitter to the ith branch of the SR are i.i.d.. For an exponen-
tial distributed random variable X with mean x, the probability density function
(p.d.f.), fX(x), is given by
(5.1) fX(x) =
1
x
e x=x; x 0
The corresponding cumulative distribution function (c.d.f.) is
(5.2) FX(x) = 1  e x=x; x 0
For a general selection combining scheme (GSC), the best K diversity branches
at the SR with the largest instantaneous SNR’s are selected and then coherently
combined with a maximal ratio combiner, where K M and M is the total num-
ber of diversity branches available at the SR. We first arrange the channel power
gain from the ST to each branch at the SR, fgss;i:MgMi=1, in a decreasing order
that gss;1:M  gss;2:M  gss;M:M. Then the combined channel gain, gGSC;K , with K
selected branches to be coherently combined through the MRC combiner can be
represented as
(5.3) gGSC;K =
K
å
k=1
gss;k:M
Therefore, the corresponding p.d.f. of gGSC;K is given by (Alouini & Simon 2000;
Wu et al. 2012)
fgGSC;K(g) =
 
M
K
!(
gK 1
gKss(K 1)!
exp

  g
gss

(5.4)
+
1
gss
M K
å
n=1
( 1)K+n 1
 
M K
n
!
K
n
K 1
exp

  g
gss


"
exp

  ng
Kgss

 
K 2
å
m=0
1
m!

  ng
Kgss
m#)
where
 
M
K
!
= M!K!(M K)! denotes the binomial coefficient.
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In order to share the same spectrum with the primary user, the interference by the
secondary user to the primary user must be regulated (Haykin 2005). In this chap-
ter we consider the primary user outage probability constraint, where the outage
probability is defined that the instantaneous achievable rate of the primary user
is less than the predefined threshold. The outage probability of the primary user
without the interference from the secondary user is given by
(5.5) Pr

log

1+
Ppgpp
N0B0

< Rp

 e0
where Pp is the transmit power of the primary user which is assumed to be fixed,
gpp denotes the channel power gain of PT-PR, N0 is the AWGN power density at
the primary receiver, B0 denotes the bandwidth of the primary receiver, Rp repre-
sents the required instantaneous achievable rate, and e0 defines the threshold. Then
considering the maximum allowed outage probability and gpp is exponentially dis-
tributed, we have
(5.6) e0 = 1  exp

  e
Rp 1
Ppgpp=N0B0

Let Ps be the transmit power of the secondary user, and then the primary user
outage probability with the interference of the secondary user can be represented
as
(5.7) Pr

log

1+
Ppgpp
Psgps+N0B0

< Rp

 ep
where ep  e0 is a new threshold that the primary may accept in order to share
the spectrum to the secondary user. The expression for the transmission power of
the SU can be obtained over Rayleigh fading as (Rezki & Alouini 2012; Zou et al.
2010)
(5.8) Ps 
gppPp
gps
 
eRp 1

1
1  ep exp

  e
Rp 1
gppPp=N0B0

 1

The transmit power should be positive, and then we write the maximum transmit
power of the ST as follows
(5.9) Ps =
 
gppPp
gps
 
eRp 1

1
1  ep exp

  e
Rp 1
gppPp=N0B0

 1
!+
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From this expression we can observe that the secondary transmitter will transmit
using fixed power. In addition, the SU is able to transmit if the average SNR of the
PU without interference from the SU satisfies
gppPp
N0B0
 eRp 1  log(1 ep) . We define the
outage probability increment as De = ep  e0. We admit that the secondary user
could achieve higher capacity if it has the channel information of ST-PR, where
the SU is able to exploit opportunistic transmission. Thus the transmit power of
the SU obtained here is the maximum transmit power the SU can adopt with the
mean value of the interference channel. We leave the opportunistic transmission
with the instantaneous interference channel information and with the interference
of the primary user as our future work.
5.3 Closed-form Expression of Ergodic Capacity
In this section we derive the ergodic capacity of the secondary user, where the
transmit power of the ST is given by (5.9). First we derive the p.d.f. expression of
the received SNR, fgGSC;K(g), at the secondary receiver as follows
fgGSC;K(g) = fgGSC;K

g=
gN1B1
Ps

=
Ps
N1B1
(5.10)
=
 
M
K
!
KK
(
gK 1
gK(K 1)! exp

 Kg
g

+
1
g
M K
å
n=1
( 1)K+n 1
 
M K
n
!
1
n
K 1
exp

 Kg
g


"
exp

 ng
g

 
K 2
å
m=0
1
m!

 ng
g
m#)
where g =K gssPsN1B1 denotes the average SNR of the MRC combiner at the secondary
receiver.
In order to obtain the closed-form of the ergodic capacity of the SU, we use an
alternative expression of log(1+ z) (Gradshteyn & Ryzhik 2007: eqn. 9.121-6)
(5.11) log(1+ z) = z2F1(1;1;2; z)
where 2F1(a ;b ;s ; z) is the Hypergeometric function (Gradshteyn & Ryzhik
2007: ch. 9.1). The MacRobert’s function, E

a1;:::;ap
b1;:::;bq
z, and the relation to
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the Meijer-G function is given by (Erdélyi et al. 1953: 5.6 (2))
(5.12) E

a1;:::;ap
b1;:::;bq
z= G p;1q+1; p1;b1;:::;bqa1;:::;ap z
Theorem 5.1. The ergodic capacity of a cognitive-shared channel with GSC di-
versity at the secondary receiver shown in Fig. 33 over Rayleigh fading under the
primary outage probability constraint is given by, (see Appendix 3 for details),
C =
 
M
K
!
g
K!
G3;12;3

1;2
1;1;K+1
 Kg

+KKg
M K
å
n=1
( 1)K+n 1
 
M K
n
!
1
n
K 1(5.13)

24G3;12;3

1;2
1;1;2
 K+ng 
(K+n)2
 
K 2
å
m=0
1
m!
( n)m
G3;12;3

1;2
1;1;m+2
 Kg 
Km+2
359=;
where g = K gssPsN1B1 .
Proof.
ForM = K = 1, the expression (5.13) can be simplified as
(5.14) CM=1 = gG3;12;3

1;2
1;1;2
 1g

= G3;12;3

0;1
0;0;1
 1g

= G2;11;2

0
0;0
 1g

which is identical to the result of the direct derivation of the ergodic capacity over
Rayleigh fading channel, i.e.,
(5.15) CM=1 =
Z ¥
0
log(1+ g)
1
g
e 
g
g dg = e
1
g G

0;
1
g

= G2;11;2

0
0;0
 1g

where we are with the help of (Gradshteyn & Ryzhik 2007: eqn. (4.337-2), eqn.
(8.359-1), eqn. (9.301), and eqn. (9.31-5)).
5.4 SEP Analysis
A general symbol error probability (SEP) expression for all general modulation
formats with respect to the received SNR, g , was provided in (McKay et al. 2007)
that
(5.16) Pe = Eg
h
aQ
p
2bg
i
=
a
2
Eg
h
erfc
p
bg
i
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where Q() is the Gaussian Q-function, and a and b are modulation format based,
for instance, binary phase-shift keying (BPSK), a= 1 and b= 1; binary frequency-
shift keying (BFSK) with orthogonal signaling, a = 1 and b = 0:5; M-ary pulse
amplitude modulation (PAM), a= 2(M 1)=M and b= 3=(M2 1);M-ary phase-
shift keying (PSK), a = 2 and b = sin2(p=M). We use an alternative expression
erfc(
p
x) =
p
p 1G2;01;2

1
0;1=2
x (Wolfram 2014: eqn. 06.27.26.0006.01), and the
average symbol error probability can be expressed as follows,
(5.17) Pe =
a
2
p
p
Eg
h
G2;01;2

1
0;1=2
bgi
In our case we replace g with gGSC;K , and then substituting the p.d.f. of gGSC;K
(5.10) into (5.17), after some manipulations we obtain the closed-form of the sym-
bol error probability as follows
Pe =
aKK
2
p
p
 
M
K
!(
1
gK 1K!bK 1
G2;12;2

0;K
K 1;K 1=2
 bgK

(5.18)
+
M K
å
n=1
( 1)K+n 1
 
M K
n
!
1
n
K 1


1
K+n
G2;12;2

0;1
0;1=2
 bgK+n

 
K 2
å
m=0
1
m!Kbm

 n
g
m
G2;12;2

0;m+1
m;m+1=2
 bgK
#)
:
Proof. The details are shown in Appendix 3.
ForM = K = 1, the expression can be simplified as
(5.19) Pe;M=1 =
a
2
p
p
G2;12;2

0;1
0;1=2
bg
5.5 Simulation Results
This section presents the analytical and simulation results for the ergodic capac-
ity, where K of total M = 6 antennas are selected for the MRC combiner at the
secondary receiver. We assume that Rayleigh block fading channels. In the sim-
ulation we aim to illustrate the effect of the mean channel gain ratio r = gpsgss
and the allowed outage increment De of the primary user on the performance
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Figure 34. Ergodic capacity of the SU versus ep.
of the secondary user. Without loss of generality, the simulation parameters are
N0B0 = 1, N1B1 = 1, gpp = 1, gss = 1, and the required rate for the primary user
RP = 0:1nats/sec/Hz.
Fig. 34 depicts the analytically derived and simulated ergodic capacity of the SU
versus the primary user outage probability defined by (5.5). As we discussed in
previous section, the secondary user is not allow to transmit when the primary user
the target can not be achieved. In addition, the GSC improves the ergodic capac-
ity of the SU dramatically through comparing the results with the single antenna
scenario (M = K = 1). In Fig. 35, the ergodic capacity of the SU is plotted versus
the increment of the primary user outage probability. From the obtained results,
we can see that the ergodic capacity of the SU is influenced dramatically by the
interference channel of ST-PR, which is consistent with the results drawn in (Kang
et al. 2009).
Fig. 36 shows the analytically derived and simulated ergodic capacity of the SU
versus the channel mean ratio defined by r = gpsgss . We can see again the improve-
ment of using GSC at the SR. The ergodic capacity of the SU decreases while the
mean value of the interference channel from the ST to PR is increasing, for in-
stance, the secondary transmitter is approaching the primary receiver. In Fig. 37,
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Figure 35. Ergodic capacity of the SU versus the increment of the primary user
outage probability, De .
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Figure 36. Ergodic capacity of the SU versus r given ep = 0:15.
the ergodic capacity of the SU is plotted versus r for different values of the incre-
ment of the primary user outage probability. When the increment of the primary
outage probability is fixed, the values of r have different influence on the ergodic
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Figure 37. Ergodic capacity of the SU versus r for De = 0:01 and De = 0:1.
capacity. In the small value range of r , the ergodic capacity is sensitive to r; in
the large value range of r , the ergodic capacity is sensitive to it.
In Fig. 38 we show analytical results of the symbol error probability for 8-PSK
modulation of the secondary user versus primary user outage probability for dif-
ferent number of selected branches. In this case, a= 2 and b= sin2
 p
8

. The SEP
is dramatically improved by implementing GSC through comparing to the case of
M = K = 1. Fig. 39 illustrates the SEP versus the increment of the primary user
outage probability. Once more the ST-PR channel influences the SEP dramatically.
5.6 Conclusion
In this chapter, we have studied and derived an expression for the ergodic capacity
of a cognitive-shared channel with generalized selection combining diversity under
the primary outage probability in Rayleigh block fading environment. Closed-
form expressions of the ergodic capacity and the symbol error probability for the
proposed model are obtained. The results are verified analytically and through
simulations.
Acta Wasaensia 73
0.08 0.1 0.12 0.14 0.16 0.18 0.2
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
εp
SE
P 
of
 th
e 
SU
8−PSK, M=6
 
 
K = 1
K = 2
K = 6
K = M = 1, ρ = 0.01
K = M = 1, ρ = 0.1
ε0
SU no
transmission
ρ = 0.1
ρ = 0.01
Figure 38. Symbol error probability versus primary user outage probability. e0 is
given by (eqn. 5.6).
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6 EFFECTIVE CAPACITY OF COGNITIVE
RADIOS WITH TAS AND MRC
We investigate the effective capacity of a cognitive-shared channel with imple-
menting transmit antenna selection at the secondary transmitter and maximal ra-
tio combining at the secondary receiver under different transmit antenna selection
schemes, minimum interference selection (Sel (1)), maximum secondary compos-
ite channel gain selection (Sel (2)), and the maximum channel ratio selection (Sel
(3)). Closed-form expressions for the effective capacity are presented and vali-
dated through simulations.
6.1 Introduction
As what we have seen from previous chapters and references therein that the er-
godic capacity has no transmission delay limitation, while the outage capacity does
not allow any delay. To this point, the concept of effective capacity (EC) was de-
veloped in (Wu & Negi 2003) to define the maximum arrival data rate that can
be supported by the channel subject to the required communication delay. It is a
link-layer channel model and can be interpreted as the dual of effective bandwidth
(Chang & Thomas 1995). The quality of service (QoS) is represented by a term,
named QoS exponent. When the QoS exponent q ! 0, it means that there is no
delay limitation, and the effective capacity equals the ergodic capacity. On the
other hand, the link cannot tolerate any delay as q !¥. This concept has received
much attention in the point-to-point case, e.g., (Tang & Zhang 2007a;b), as well
as in cognitive radio, e.g., (Akin & Gursoy 2010; Musavian & Aissa 2010) and
references therein.
A combined transmitter antenna selection and receiver maximal ratio combing
sche-me was proposed in (Thoen et al. 2001). The authors investigated the sys-
tem performance in terms of the average bit-error rate, and proved that the diver-
sity order of the product of the number of transmit and receive antennas could be
achieved, so that this scheme significantly improves the diversity. On one hand,
this combined scheme provides not only the diversity gain as the selection combin-
ing at the transmitter and the selection combining at the receiver (SC/SC) but also
provides the combining gain which the SC/SC does not have. On the other hand,
using the SC at the transmitter reduces the complexity of the transmitter and trans-
mit power so that it is suitable in the uplink communication (Thoen et al. 2001).
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Thereafter, the transmit antenna selection (TAS) and the maximal ratio combining
(MRC) techniques have been extensively studied in the literature for traditional
wireless communication systems, e.g. (Chen et al. 2009; 2005; Hung et al. 2010).
In (Chen et al. 2009; 2005), the authors investigated the outage probability and
bit error rate of TAS/MRC in Rayleigh and Nakagami-m fading channels, respec-
tively. In (Hung et al. 2010), the authors proposed the expressions of the outage
probability of multiuser diversity for a TAS/MRC system in independent and iden-
tically distributed Nakagami-m channels. The full diversity is achieved at high
SNR regime.
Recently, the authors in (Blagojevic & Ivanis 2012) studied the ergodic capacity
of a spectrum sharing secondary user link with TAS/MRC, in the Rayleigh fading
environment. The closed-form expression of the ergodic capacity of the secondary
user with peak interference power constraint was derived, while the case with ad-
ditional peak transmit power for the SU was simulated. The ergodic capacity de-
pends only on the product of the numbers of transmit and receive antennas and the
product of the peak signal-to-noise ratio (SNR) and the mean channel power gain
ratio. To the best of our knowledge, the EC of a cognitive-shared channel with
TAS/MRC in a Rayleigh fading environment and the comparison of the EC with
different transmit antenna selection schemes have not been studied in the literature.
We investigate this problem under different selection schemes in this chapter.
The remainder of this chapter is organized as follows. In Section 6.2, we present
the system and channel model, and the transmit selection schemes investigated
in this chapter, as well as the probability density function (p.d.f) and cumulative
distribution function (c.d.f) of the SNR at the secondary receiver. In Section 6.3,
the EC of the SU under peak interference power (PIP) constraint is studied with
different antenna selection techniques. In Section 6.4, the EC of the secondary
user under average interference power (AIP) constraint is analyzed. The results
are then depicted in Section 6.5. The last Section concludes this chapter.
6.2 System and Channel Model
The spatial diversity scheme for a cognitive-shared channel investigated in this
chapter is depicted in Figure 40. This model forms a combination of transmit
antenna selection (TAS) at the secondary transmitter (ST) and maximal ratio com-
bining (MRC) at the secondary receiver (SR). The ST is equipped withM antennas
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Figure 40. System Model: the ith transmit antenna is selected.
and the SR employs L receiving branches that are assumed to be independent from
each other. The primary receiver (PR) has one antenna. We assume that the sec-
ondary system is far away from the primary transmitter (PT), so that the interfer-
ence from the PT to the SR is ignored. This pattern has been adopted widely in the
research of performance analysis of cognitive radio (Ghasemi & Sousa 2007; Jovi-
cic & Viswanath 2009; Kang et al. 2009; Musavian & Aissa 2009b; 2010; Peha
2009; Suraweera et al. 2010; Zhang et al. 2010). In this scenario, the secondary
transmitter aims to maximize its effective capacity, where the interference caused
at the primary receiver must be regulated by the predefined interference constraint.
Therefore, the ST will select one of its transmit antennas by using proper transmit
power to maximize its effective capacity. in order to see how the different transmit
antenna selection schemes influence the capacity, we study three scenario: mini-
mum interference selection (Sel (1)), maximum secondary composite channel gain
selection (Sel (2)), and the maximum channel ratio selection (Sel (3)).
Let g(il)ss , which is assumed to be i.i.d 8l = 1;    ;L, be the channel power gain from
the ith antenna element of the ST to the lth antenna element of the SR with mean
gss, g
(i)
ss denote the composite channel power gain from the ith antenna element of
the ST to the SR, and g(i)ps represents the channel power gain from the ith antenna
element of the ST to the PR. In our analysis, we assume that the wireless channels
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experience block Rayleigh fading assumed to be ergodic and stationary. Thus, the
channel state does not change during each block, and the channel states are uncor-
related between blocks (Ozarow et al. 1994). Let T denote the time duration of a
block. In consequence, in a Rayleigh fading the channel power gain g(i)ps follows
exponential distribution with mean value gps. The compound channel power gain
g(i)ss is characterized by a Chi-square distribution with 2L degrees of freedom, and
the corresponding p.d.f. and c.d.f. of g(i)ss are given as follows (Proakis & Salehi
2008):
f
g(i)ss
(h) =
hL 1 exp( h=gss)
gLss(L 1)!
; h 0; 1 iM(6.1)
F
g(i)ss
(h) =
1
(L 1)!g

L;
h
gss

= 1  exp

  h
gss
L 1
å
l=0
1
l!

h
gss
l
(6.2)
where the noise at each branch is assumed to be uncorrelated additive white Gaus-
sian noise (AWGN). The p.d.f. of g(i)ps is represented by
(6.3) f
g(i)ps
(g) =
1
gps
e g=gps; g 0; 1 iM:
The MRC technique requires perfect knowledge of the branch amplitudes and
phases, and provides the optimal diversity. Hence, it offers the maximal capac-
ity improvement relative to other linear combining techniques (Brennan 2003).
The transmit power of the secondary transmitter is regulated by peak interference
power (Qpk) constraint or the average interference power (Qav) constraint at the
primary receiver. We investigate the following three schemes of transmit antenna
selection of the secondary transmitter:
• Minimum interference selection (Sel (1)): the antenna element at the sec-
ondary transmitter is selected which causes minimum interference to the
primary user. In other words, the interference channel (from the secondary
transmitter to the primary receiver, ST-PR) power gain is the minimum. In
this case the ST uses only the interference channel information for making
selection.
• Maximum secondary composite channel gain selection (Sel (2)): the antenna
element is selected to maximize the data rate of the secondary user. That is,
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the antenna element which has maximum channel gain to the secondary re-
ceiver is selected (from the secondary transmitter to the secondary receiver,
ST-SR).
• Maximum channel ratio selection (Sel (3)): the antenna element is selected
at the secondary transmitter which has the maximal channel gain ratio of
g(i)ss =g
(i)
ps .
For deriving the expressions of the effective capacity of the secondary user, we
first investigate the related p.d.f. and c.d.f. expressions in the following.
6.2.1 Minimum interference selection
The transmit antenna which minimizes the interference to the primary is selected,
i.e., the channel from the selected antenna to the primary user has the minimal
channel gain among all antennas.
(6.4) k = arg8imin
n
g(i)ps
o
; 1 iM:
Using order theorem (David & Nagaraja 2003), the c.d.f. and the p.d.f. of g(k)ps are
given by
(6.5) F
g(k)ps
(g) = 1 

exp

  g
gps
M
and
(6.6) f
g(k)ps
(g) =M

exp

  g
gps
M 1 exp  g=gps
gps
=
M
gps

exp

  g
gps
M
Now we derive the probability distribution of the ratio, g(k)ss =g
(k)
ps . Let z= g
(k)
ss =g
(k)
ps
and w= g(k)ps . The Jacobian is given by
(6.7) Jz;w = det
w z0 1
= w
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The joint p.d.f. of z and w.
fz;w = fg(k)ss ;g(k)ps
(h= zw;g= w)w(6.8)
=
M
gps

exp

  w
gps
M (zw)L 1e zw=gss
gLss(L 1)!
w
The p.d.f. of z.
fz(z) =
Z ¥
0
fz;w(z;w)dw(6.9)
=
MzL 1
gpsgLss(L 1)!
Z ¥
0
wL exp

 Mw
gps
  zw
gss

dw
=
MLrzL 1
(z+Mr)L+1
where r = gss=gps. The last step is with the help of (Gradshteyn & Ryzhik 2007:
eqn. 3.351-1)
The c.d.f. of z.
(6.10) Fz(z) =
Z z
0
fz(x)dx=
Z z
0
MLrxL 1
(x+Mr)L+1
dx=

z
z+Mr
L
6.2.2 Maximum secondary composite channel gain selection
The transmit antenna which has maximal channel gain of ST-SR is selected, i.e.,
the channel from the selected antenna to the secondary receiver has the maximal
composite channel gain among all antennas.
(6.11) k = arg8imax
n
g(i)ss
o
; 1 iM:
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Using order theorem (David & Nagaraja 2003), the c.d.f. of the maximum channel
gain, g(k)ss , can be represented as
F
g(k)ss
(x) =
M
Õ
l=1
Fhl(x) =
M
Õ
l=1

1
(L 1)!g

L;
x
gss

(6.12)
=
M
Õ
l=1
"
1  e  xgss
L 1
å
kl=0
1
kl!

x
gss
kl#
= å
n2qM
M
Õ
l=1
( 1)nl
"
e 
x
gss
L 1
å
kl=0
1
kl!

x
gss
kl#nl
= å
n2qM
M
Õ
l=1
( 1)nle  xgss nl
"
L 1
å
kl=0
1
kl!

x
gss
kl#nl
= å
n2qM
e 
x
gss
åMl=1 nl
M
Õ
l=1
( 1)nl
L 1
å
kl=0
Lnl 1
(kl!)nl

x
gss
klnl
= å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
e 
x
gss
åMl=1 nlxå
M
l=1 klnl
M
Õ
l=1
 1
kl!
nl Lnl 1
gklnlss
= å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;ke xBnxAn;k
where qM is defined as the binary number set with M elements
Kn;k =
M
Õ
l=1
 1
kl!
nl Lnl 1
gklnlss
(6.13)
Bn =
1
gss
M
å
l=1
nl(6.14)
An;k =
M
å
l=1
klnl(6.15)
The above proof follows the Lemma in (Yilmaz et al. 2011) and (Yilmaz et al.
2013). The p.d.f. can be obtained as following
f
g(k)ss
(x) =
d
dx
Fhmax(x)(6.16)
= å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;ke xBnxAn;k 1

An;k  xBn

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Let z= g(k)ss =g
(k)
ps and w= g
(k)
ps . The Jacobian is given by
(6.17) Jz;w = det
w z0 1
= w
The joint p.d.f. of z and w can be obtained by
fz;w = fg(k)ss ;g(k)ps
(h= zw;g= w)w(6.18)
=
1
gps
e w=gps å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;ke zwBn(zw)An;k 1

An;k  zwBn

w
The p.d.f. of z can be expressed as
fz(z) =
Z ¥
0
fz;w(z;w)dw
(6.19)
=
1
gps
å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kzAn;k 1
Z ¥
0
e w=gps zwBnwAn;k

An;k  zwBn

dw
= å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kgAn;k

 
An;kG(An;k+1)zAn;k 1 
1+Bngpsz
An;k+1   BngpsG(An;k+2)zAn;k 1+BngpszAn;k+2
!
where in the last step we have used (Gradshteyn & Ryzhik 2007: eqn. 3.381-4).
It is obvious that if Bn = 0, i.e. n 2 0M we also have An;k = 0, then fz(z) = 0. In
the following, without loss of generality we assume that n 2 qM represents n 2 qM
and n 6= 0M, where 0M is binary set with M zero elements.
6.2.3 Maximum channel ratio selection
The transmit antenna which maximizes zi , g
(i)
ss
g(i)ps
is selected, i.e.,
(6.20) k = arg8imax
(
g(i)ss
g(i)ps
)
; 1 iM:
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The p.d.f. of zi can be obtained as follows.
(6.21) fzi(x) =
LrxL 1
(x+r)L+1
where r = gss=gps.
Proof. Let zi =
g(i)ss
g(i)ps
and w= g(i)ps . Then the Jacobian, J(zi;w), is given by
(6.22) Jzi;w(z;w) = det
w z0 1
= w
fzi;w(z;w) = fg(i)ss
(h= zw) f
g(i)ps
(g= w)w
=
(zw)L 1e zw=gss
gLss(L 1)!
1
gps
e w=gpsw
Then the marginal distribution of zi can be obtained by integrating fz;w(z;w) over
w.
fzi(z) =
Z ¥
0
fzi;w(z;w)dw=
Z ¥
0
(zw)L 1e zw=h
h
L
(L 1)!
1
g
e w=gwdw
=
LrzL 1
(z+r)L+1
The c.d.f. can be obtained as
(6.23) Fzi(z) =
Z z
0
fzi(x)dx=
Z z
0
LrxL 1
(x+r)L+1
dv=

z
z+r
L
Then according to the order theorem the p.d.f. of zk can be obtained as
(6.24) fzk(z) =M(Fzi(z))
M 1 fzi(z) =MLr
zML 1
(z+r)ML+1
6.3 Effective Capacity Under PIP Constraint
In this section we study the effective capacity of the secondary user under peak
interference power (PIP) constraint for different transmit antena selection schemes.
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First, we again briefly review the concept of the effective capacity and derive a
closed-form expression for the EC. The probability of the queue length q(x) of
a stationary ergodic arrival and service process exceeding a certain threshold Tq
decays exponentially as a function of Tq (Tang & Zhang 2007b). The delay QoS
exponent is defined as
(6.25) q =  lim
Tq!¥
log(Pr

q(¥)> Tq
	
)
Tq
:
It is worth noting that q ! 0 indicates that the system has no delay constraint,
while q !¥ implies a stringent delay constraint. The effective capacity is defined
in (Wu & Negi 2003: Eqn. (12)) as follows,
(6.26) EC(q) =  lim
t!¥
1
q t
log
h
E

e q å
t
i=0R[i]
i
; t  0
where fR[i]; i= 1;2; :::g denotes a discrete-time service process, which is assumed
to be ergodic and stationary. For a block fading channel, the EC can be reduced to
(Tang & Zhang 2007b),
(6.27) EC(q) =  1
q
log
h
E

e qR[i]
i
:
The maximum achievable instantaneous service rate R[i] of block i can be ex-
pressed as R[i] = TB log

1+ ps(q ;g
(k)
ss ;g
(k)
ss )g
(k)
ss
N1B

, where the superscript k denotes
the kth transmit antenna branch is selected, ps(q ;g
(k)
ss ;g
(k)
ps ) is the transmit power
of the secondary transmitter, T denotes the block length duration, N1 denotes the
AWGN power density at the , and B is the channel bandwidth. In the following we
derive the expressions of the effective capacity of the secondary user in different
scenarios.
Notations: Let B(x;y) denote the Beta function given by
R 1
0 t
x 1(1  t)y 1dt,
and 2F1(a;b;c;z) be the Gauss’s hypergeometric function (Abramowitz & Stegun
1964). For convenience, let a = qTB.
6.3.1 Minimum interference selection
In this case, the p.d.f. of the channel power gains, zk, is given by (6.9). The resul-
tant effective capacity of the secondary user is given by the following theorem.
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Figure 41. Effective capacity of the SU versus QoS exponent under PIP constraint
and minimum interference selection, where the mean channel power
gain ratio r = 1, N1B= 1, and Qpk = 5dB.
Theorem 6.1. The effective capacity of the cognitive-shared channel of Figure
40 under peak interference power constraint over Rayleigh fading with minimum
interference selection scheme is given by
(6.28) EC(q) =  1
q
log

LB(L;1+a)2F1

a ;L;L+1+a;1  QpkMr
N1B

Proof.
EC(q) =  1
q
log
"
Ezk
 
e
 a log

1+
zQpk
N1B
!#
=  1
q
log
"Z ¥
0

1+
zQpk
N1B
 a MLrzL 1
(z+Mr)L+1
dz
#
=  1
q
log

LB(L;1+a)2F1

a;L;L+1+a;1  QpkMr
N1B

where in the last step, we have used Eqn. (3.197-1) in (Gradshteyn & Ryzhik
2007).
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In Fig. 41 we show the effective capacity of the secondary user when the SU
chooses the transmit antenna element having the minimum channel gain from the
secondary transmitter to the primary receiver over different transmit and receive
degrees of diversity. Without loss of generality, N1B = 1. First, it is obvious that
the TAS/MRC improves the achievable effective capacity over a large range of
the QoS exponent. Second, the performance of using multiple receive antennas
surpasses the one using multiple transmit antennas, e.g. the performance of M =
1;L= 2 is better than the one of M = 2;L= 1, and M = 1;L= 4 is better than the
one of M = 4;L = 1. Third, in this case using M = 2 and L = 2 can not achieve
the full diversity, because we only utilize partial channel information, i.e. only the
interference channel information. Forth, at high q regime,M = 1;L= 2 is slightly
better thanM = 4;L= 1. This can be explained as that the benefit of using TAS is
not able to compensate the capacity loss caused by the channel deep fading.
6.3.2 Maximum secondary composite channel gain selection
In this case, the p.d.f. of zk is given by (6.19). The resultant effective capacity of
the secondary user is given by the following theorem.
Theorem 6.2. The effective capacity of the cognitive-shared channel of Figure
40 under peak interference power constraint over Rayleigh fading with maximum
secondary composite channel gain selection is given by
EC(q) =  1
q
log
(
å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;k
B
An;k
n
[C1+C2]
)
(6.29)
where C1 for Bn 6= 0 and C2 for Bn = 0 are given by
C1 =

An;kG
 
An;k+1

B(An;k;a+1)
 2F1

a ;An;k;An;k+a+1;1 
Qpk
N1BgpsBn
(6.30)
and
C2 =

 G An;k+2B(An;k+1;a+1)
2F1

a;An;k+1;An;k+a+2;1 
Qpk
N1BgpsBn
(6.31)
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Proof.
EC(q) =  1
q
log
"Z ¥
0

1+
Qpk
N1B
z
 a 1
gps
å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;k
B
An;k+1
n

0B@An;kG(An;k+1)zAn;k 1
z+ 1Bngps
An;k+1   G(An;k+2)zAn;k
z+ 1Bngps
An;k+2
1CAdz
375
=  1
q
log
"
1
gps

Qpk
N1B
 a
å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;k
B
An;k+1
n
Z ¥
0

N1B
Qpk
+ z
 a

0B@An;kG(An;k+1)zAn;k 1
z+ 1Bngps
An;k+1   G(An;k+2)zAn;k
z+ 1Bngps
An;k+2
1CAdz
375
then we have the result in (6.29) by implying (Gradshteyn & Ryzhik 2007: Eqn.
(3.197-1)) to the above integration.
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Figure 42. Effective capacity of the SU versus QoS exponent under PIP constraint
and maximumMRC channel gain, where the mean channel power gain
ratio r = 1, N1B= 1, and Qpk = 5dB.
In Fig. 42 we show the effective capacity of the secondary user when the SU
chooses the transmit antenna element having the maximum ST-SR channel gain
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over different transmit and receive degrees of diversity. First, it is obvious that
the TAS/MRC improves the achievable effective capacity over a large range of the
QoS exponent. Second, in this case using more receiving antennas always (over
the simulated range of q ) is superior using more transmit antennas given the same
value of M L. This is different from the case of Sel (1) scheme at the high
q regime. Third, the larger value of M L, the better performance the SU has.
However, the performance of the scenario of M = 1;L = 4 surpasses the one of
M = 2;L= 2. This is because the former cased can use the full diversity while the
later does not according to the antenna selection method.
6.3.3 Maximum Channel Ratio Selection
In this case the channel information of ST-PR and ST-SR are used to make the
selection. Thus the secondary user utilizes the full diversity of multiple antennas
which can be seen from the following theorem and the simulation.
Theorem 6.3. The effective capacity of the cognitive-shared channel of Figure 40
with exploiting maximum channel ratio selection scheme under peak interference
power constraint over Rayleigh fading is given by
EC(q) =  1
q
log

MLB(ML;a+1)2F1

a ;ML;a+ML+1;1  Qpkr
N1B
(6.32)
Proof.
  1
q
log
"
Ezk
 
e
 a log

1+
Qpk
N1B
z
!#
=  1
q
log
"Z ¥
0

1+
Qpk
N1B
z
 a
MLr
zML 1
(z+r)ML+1
dz
#
=  1
q
log

MLB(ML;a+1)2F1

a;ML;a+n+1;1  Qpkr
N1B

where in the last step, we have used (Gradshteyn & Ryzhik 2007: Eqn. (3.197-
1)).
It is proved that the EC depends on the diversity order ML, the QoS exponent
q , the product of the channel bandwidth and the channel coherence time (dura-
tion of fading block), the interference power constraint, the noise power and the
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Figure 43. Effective capacity of the SU versus QoS exponent under PIP constraint
and maximum channel radio selection, where the mean channel power
gain ratio r = 1, N1B= 1, and Qpk = 5dB.
mean channel power gain ratio. The simulated results are plotted in Fig. 43.
We have investigated the performance of the secondary user in terms of the ef-
fective capacity under the peak interference power constraint. Next, we study the
performance under average interference power constraint for the different antenna
selection schemes.
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6.4 Effective Capacity under AIP Constraint
In this section we study the effective capacity of the secondary user where the
interference to the primary user is limited by the average interference power, Qav.
We may formulate the following optimization problem.
maximize   1
q
E
264e a log
 
1+
g(k)ss ps(q ;g
(k)
ps ;g
(k)
ss )
N1B
!375(6.33)
subject to
E
h
g(k)ps ps(q ;g
(k)
ps ;g
(k)
ss )
i
 Qav(6.34)
ps(q ;g
(k)
ps ;g
(k)
ss ) 0(6.35)
This optimization problem can be equivalently written as
minimize E
24 1+ g(k)ss ps(q ;g(k)ps ;g(k)ss )
N1B
! a35(6.36)
subject to (6.34); (6.35)
The power allocation can be obtained through using Lagrangian method as
(6.37) ps(q ;g
(k)
ps ;g
(k)
ss ) = N1B
24 b 11+a
g(k)ss
a
1+a g(k)ps
1
1+a
  1
g(k)ss
35+
where a = qTB, b = alN1B , and l is the Lagrangian multiplier associated to (6.34).
6.4.1 Minimum Interference Selection
In this case, the p.d.f. of the channel power gains, zk = g
(k)
ss =g
(k)
ps , is given by (6.9).
Although this case is not practical that the SU does not utilize all the channel state
information (CSI) for making transmitter antenna selection, we here just study
the impact of using CSI of ST-PR only on the effective capacity and the power
adaptation uses all the CSI. The resultant effective capacity of the secondary user
is given by the following theorem.
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Theorem 6.4. The effective capacity of the cognitive-shared channel of Figure
40 with exploiting minimum interference channel ratio selection scheme under
average interference power constraint over Rayleigh fading is given by
EC(q) =  1
q
log

1
(Mrb )L 2
F1

L+1;L;L+1;  1
Mrb

+
MLrb (1+a)
1+2a 2
F1

L+1;1+
a
1+a
;2+
a
1+a
; Mrb
#
(6.38)
Proof.
  1
q
log

Ezk

e a log

1+psg
(k)
ss =N1B

=  1
q
log
"Z ¥
0

1+
h
b
1
1+a z
1
1+a  1
i+ a MLrzL 1
(z+Mr)L+1
dz
#
=  1
q
log
Z 1=b
0
MLrzL 1
(z+Mr)L+1
dz+
Z ¥
1=b
b 
a
1+a z 
a
1+a
MLrzL 1
(z+Mr)L+1
dz

we then have the result by using (Gradshteyn & Ryzhik 2007: Eqn. (3.194-1) and
(3.194-2)) to the integrals.
The Lagrangian multiplier satisfies the following condition
Qav =
MLrN1Bb 2
2

2+2a
1+2a 2
F1

L+1;1+
a
1+a
;2+
a
1+a
; Mrb

  2F1 (L+1;2;3; Mrb )
(6.39)
Proof.
Qav =E
h
g(k)ps ps(q ;g
(k)
ps ;g
(k)
ss )
i
=
Z ¥
0
N1B
"
b
1
1+a
z
a
1+a
  1
z
#+
fzk(z)dz
=
Z ¥
1=b
N1B
"
b
1
1+a
z
a
1+a
  1
z
#
MLrzL 1
(z+Mr)L+1
dz
=N1BMLr
"
b
1
1+a
Z ¥
1=b
zL 
a
1+a 1
(z+Mr)L+1
dz 
Z ¥
1=b
zL 2
(z+Mr)L+1
dz
#
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we then have the result by employing (Gradshteyn & Ryzhik 2007: Eqn. (3.194-
2)) to the last step.
10−2 10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
1.2
1.4
θ
Ef
fe
ct
ive
 c
ap
ac
ity
 o
f t
he
 S
U 
(na
ts/
s/H
z)
 
 
M=1, L=1
M=2, L=1
M=4, L=1
M=1, L=2
M=1, L=4
M=2, L=2
Figure 44. Effective capacity of the SU versus QoS exponent under AIP constraint
and minimum interference selection, where the mean channel power
gain ratio r = 1, N1B= 1, and Qav = 5dB.
In Fig. 44 we show the effective capacity of the secondary user when the SU
chooses the transmit antenna element having the minimum channel gain from the
secondary transmitter to the primary receiver over different transmit and receive
degrees of diversity. First, it is obvious that the TAS/MRC improves the achiev-
able effective capacity over a large range of the QoS exponent. Second, the per-
formance of using multiple receive antennas slightly surpasses the one using mul-
tiple transmit antennas at the range of small values of q , e.g. the performance of
M = 1;L = 2 is better than the one of M = 2;L = 1, and M = 1;L = 4 is better
than the one of M = 4;L= 1. However, the gap rises when q increases. This phe-
nomenon is different from the one under PIP constraint. Third, in this case using
M = 2 and L= 2 can not achieve the full diversity, because we only utilize partial
channel information, i.e. only the interference channel information. Forth, at high
q regime,M = 1;L= 2 is slightly better thanM = 4;L= 1. This can be explained
as that the benefit of using TAS is not able to compensate the capacity loss caused
by the channel deep fading.
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6.4.2 Maximum Secondary Composite Channel Gain Selection
In this case, the p.d.f. of the channel power gains, zk, is given by (6.19). The same
as in previous subsection that the SU uses the CSI of ST-SR for making transmitter
antenna selection, however, the power adaptation uses all the CSI. The resultant
effective capacity of the secondary user is given by the following theorem.
Theorem 6.5. The effective capacity of the cognitive-shared channel of Figure
40 with exploiting maximum secondary composite channel gain selection scheme
under average interference power constraint over Rayleigh fading is given by
EC(q) =  1
q
log
(
å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kg
An;k
ps [I1+ I2]
)
Proof.
EC(q)
=  1
q
log
"Z ¥
0

1+
h
b
1
1+a z
1
1+a  1
i+ a
å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kg
An;k
ps
 An;kG(An;k+1)z
An;k 1 
1+Bngpsz
An;k+1   BngpsG(An;k+2)zAn;k 1+BngpszAn;k+2| {z }
G
dz
377775
=  1
q
log
8>>><>>>: ån2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kgps
An;k
26664
Z 1=b
0
Gdz| {z }
I1
+
Z ¥
1=b
b 
a
1+a z 
a
1+a Gdz| {z }
I2
37775
9>>>=>>>;
where for An;k 6= 0
I1 =
G(An;k+1)
bAn;k 2
F1

An;k+1;An;k;An;k+2; 
gpsBn
b

  BnG(An;k+1)gps
bAn;k+1 2
F1

An;k+2;An;k+1;An;k+2; 
gpsBn
b

I2 =
G(An;k+1)b (1+a) 
gpsBn
An;k+1 (1+2a)

An;k 2F1

An;k+1;1+
a
1+a
;2+
a
1+a
;  b
gpsBn

  (An;k+1)2F1

An;k+2;1+
a
1+a
;2+
a
1+a
;  b
gpsBn

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and for An;k = 0
I1 = Bngb 2F1

2;1;2; gpsBn
b

I2 =  b (1+a)gpsBn (1+2a)

2F1

2;1+
a
1+a
;2+
a
1+a
;  b
gpsBn

in the above we have used (Gradshteyn &Ryzhik 2007: Eqn. (3.194-1) and (3.194-
2)) and G(1+ x) = xG(x).
The Lagrangian multiplier satisfies the following condition
(6.40) Qav = N1B å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kg
An;k
ps [Q1 Q2]
where Q1 is given by (6.41) and (6.43), and Q2 is given by (6.42) and (6.44).
Proof.
Qav = E
h
g(k)ps ps(q ;g
(k)
ps ;g
(k)
ss )
i
=
Z ¥
0
N1B
"
b
1
1+a
z
a
1+a
  1
z
#+
fzk(z)dz
=
Z ¥
1=b
N1B
"
b
1
1+a
z
a
1+a
  1
z
#
å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kg
An;k
ps

 
An;kG(An;k+1)zAn;k 1 
1+Bngpsz
An;k+1   BngpsG(An;k+2)zAn;k 1+BngpszAn;k+2
!
dz
= N1B å
n2qM
L 1
å
k1=0
  
L 1
å
kM=0
Kn;kg
An;k
ps

8>>>><>>>>:b
1
1+a G(An;k+1)
Z ¥
1
b
"
An;kzAn;k 
a
1+a 1 
1+Bngpsz
An;k+1   Bngps(An;k+1)zAn;k+
1
1+a 1 
1+Bngpsz
An;k+2
#
dz| {z }
Q1
 
"
G(An;k+1)
Z ¥
1=b
An;kzAn;k 2 
1+Bngpsz
An;k+1   Bngps(An;k+1)zAn;k 1 1+BngpszAn;k+2 dz
#
| {z }
Q2
9>>>>=>>>>;
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For An;k 6= 0, we by using (Gradshteyn & Ryzhik 2007: Eqn. (3.194-2)) have
Q1 =
b 2G(An;k+1)(1+a) 
gpsBn
An;k+1 (1+2a)(6.41)


An;k 2F1

An;k+1;1+
a
1+a
;2+
a
1+a
;  b
gpsBn

 (An;k+1)2F1

An;k+2;1+
a
1+a
;2+
a
1+a
;  b
gpsBn

Q2 =
b 2G(An;k+1)
2
 
gpsBn
An;k+1

An;k 2F1

An;k+1;2;3;  bgpsBn

(6.42)
  (An;k+1)2F1

An;k+2;2;3;  bgpsBn

and for An;k = 0
Q1 = b
2 (1+a)
gpsBn 2
F1

2;1+
a
1+a
;2+
a
1+a
;  b
gpsBn

(6.43)
Q2 =  b
2
2gpsBn
2F1

2;2;3;  b
gpsBn

(6.44)
in the above we have used (Gradshteyn & Ryzhik 2007: Eqn. (3.194-2)) and
G(1+ x) = xG(x).
We depict the results in Fig. 45. Besides the improvement through using multiple
antennas, the performance of the scenario ofM1;L= 2 is not superior to the one of
M = 4;L = 1 as in the cases using Sel (1) scheme. Moreover, the performance of
the cases with larger value ofML surpasses the ones with lower value ofML.
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Figure 45. Effective capacity of the SU versus QoS exponent under AIP constraint
and maximumMRC channel selection, where the mean channel power
gain ratio r = 1, N1B= 1, and Qav = 5dB.
6.4.3 Maximum Channel Ratio Selection
This scheme uses the all the channel state information for transmit antenna selec-
tion and for transmit power adaptation.
Theorem 6.6. The effective capacity of the cognitive-shared channel of Figure 40
with exploiting maximum channel ratio selection scheme under peak interference
power constraint over Rayleigh fading is given by
EC(q) =  1
q
log
"
1
rb
ML
2F1

ML+1;ML;1+ML;  1
rb

+
MLrb
1+ a1+a
2F1

ML+1;1+
a
1+a
;2+
a
1+a
; rb
#(6.45)
96 Acta Wasaensia
Proof.
EC(q) =  1
q
log
24Ezk
0@e a log

1+ psg
(k)
ss
N1B
1A35
=  1
q
log
"Z ¥
0

1+
h
b
1
1+a z
1
1+a  1
i+ a MLrzML 1
(z+r)ML+1
dz
#
=  1
q
log
Z 1=b
0
MLrzML 1
(z+r)ML+1
dz+
Z ¥
1=b
b 
a
1+a z 
a
1+a
MLrzML 1
(z+r)ML+1
dz

Then we obtain the expression by using (Gradshteyn & Ryzhik 2007: Eqn. (3.194-
1) and (3.194-2)) to the above integrals.
It is obviously that the EC depends on the diversity orderML, the QoS exponent
q , the product of the channel bandwidth and the channel coherence time (duration
of fading block), the interference power constraint, the noise power and the mean
channel power gain ratio. Fig. 46 depicts the results. The Lagrangian multiplier
satisfies the following condition
Qav =
MLrN1Bb 2
2

2+2a
1+2a 2
F1

ML+1;1+
a
1+a
;2+
a
1+a
; rb

  2F1 (ML+1;2;3; rb )
(6.46)
Proof.
Qav =E
h
g(k)ps ps(q ;g
(k)
ps ;g
(k)
ss )
i
=
Z ¥
0
N1B
"
b
1
1+a
z
a
1+a
  1
z
#+
fzk(z)dz
=
Z ¥
1=b
N1B
"
b
1
1+a
z
a
1+a
  1
z
#
MLrzML 1
(z+r)ML+1
dz
=N1BMLr
"
b
1
1+a
Z ¥
1=b
zML 
a
1+a 1
(z+r)ML+1
dz 
Z ¥
1=b
zML 2
(z+r)ML+1
dz
#
we then have the result by employing (Gradshteyn & Ryzhik 2007: Eqn. (3.194-
2)) to the last step.
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Figure 46. Effective capacity of the SU versus QoS exponent under AIP constraint
and maximum channel radio selection, where the mean channel power
gain ratio r = 1, and Qav = 5dB.
6.5 Simulation Results
This section presents simulation results for the EC by comparison. The same as
in previous simulations, we assume Rayleigh block fading channels, TB= 1, and
additive white Gaussian noise power N1B= 1.
Fig. 47 and Fig. 48 compare the EC of three selection schemes versus q under
peak interference power (PIP) constraint with diversity order ML = 2 and M
L = 2, respectively. From Fig. 47 we can see that Sel (1) scheme is superior to
Sel (2) at the low range of delay component q which represents delay-insensitive
regime. However, along with increasing the value of q , Sel (2) becomes better
than Sel (1). Moreover, The effective capacity is capped by using full diversity
order. Fig. 48 shows the similar phenomenon as in Fig. 47. We may conclude
that at the stringent case, i.e. lager values of q , with the same diversity order the
receiving diversity is superior to the transmit diversity.
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Figure 47. Effective capacity comparison under PIP constraint and different TAS
schemes, where,ML= 2, the mean channel power gain ratio r = 1,
and Qpk = 5dB.
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Figure 48. Effective capacity comparison under PIP constraint and different TAS
schemes, where,ML= 4, the mean channel power gain ratio r = 1,
and Qpk = 5dB.
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Fig. 49 and Fig. 50 show the results under average interference power constraint
with diversity orderML= 2 andML= 4, respectively. The significant differ-
ence in terms of effective capacity from the cases under peak interference power
constraint is the improvement by using multiple antennas at the high q regime.
In sum, we can see that the EC increases as the number of TAS/MRC antennas
increases. And for given interference power constraint at the primary receiver, the
more stringent the QoS requirement, e.g., q !¥, the less the effective capacity is.
This is because of the delay limitation. Different selection schemes have different
amount of advantages at various range of the delay exponent q .
6.6 Conclusion and Discussion
In this chapter, we have studied and derived an expression for the effective ca-
pacity of a cognitive-shared channel with transmit antenna selection and maximal
ratio combining under peak or average interference power constraint. The results
are compared for using different transmit antenna selection strategies, minimum
interference selection, maximum secondary channel gain selection, and maximum
channel gain ratio selection. The multiple antenna techniques improve the commu-
nication quality significantly.
However, we have more work to do in the future. In the previous study, we con-
sidered only the perfect channel state information cases. Thus the influence on the
effective capacity of being provided imperfect channel state information, e.g. de-
layed channel information, channel information with measurement errors, or both,
are also important for understanding cognitive radio systems. Moreover, we need
to investigate the multiple users scenarios, for instance, multiple primary users,
multiple secondary users, or both. Furthermore, some new selection schemes are
needed to be developed and studied if we only have the channel statistics infor-
mation without the instantaneous channel state information, for instance, mean
values. We will leave these as our future work.
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Figure 49. Effective capacity comparison under AIP constraint and different TAS
schemes, where,ML= 2, the mean channel power gain ratio r = 1,
and Qav = 5dB.
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Figure 50. Effective capacity comparison under AIP constraint and different TAS
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7 MULTIOBJECTIVE DISTRIBUTED POWER
CONTROL FOR COGNITIVE RADIOS*
We have discussed the optimal power allocation schemes which are information-
theoretic based. In this chapter we propose an multiobjective distributed power
control algorithm for spectrum-sharing cognitive radios (MODPCCR). As we know
from literature that for spectrum sharing cognitive radios the most important fac-
tor is the strict limited interference caused to the primary users. Our proposed
MODPCCR algorithm is able to achieve certain signal to interference and noise
ratio (SINR) under the interference power constraint to primary users. On this
problem, we assume that there is no perfect channel state information (CSI) of
the secondary-primary (ST-PR) links to be provided to the secondary transmitters.
Implementing MODPCCR algorithm on the secondary users could protect the pri-
mary users and achieve certain SINR for the secondary users.
7.1 Introduction
Power control scheme is an efficient approach to manage the interference problem,
which have been extensively studied for code division multiple access (CDMA)
networks. However, many new challenges exist on power control of cognitive ra-
dio networks. In (Zayen et al. 2008), a scheme based on outage probability of the
primary system was proposed. The outage probability can be broadcasted to the
secondary user (SU), and the SU makes the decision before starting the commu-
nication. In (Wang et al. 2007), an optimal power control problem was modeled as
a concave minimization problem, where the authors investigated the optimal power
control with and without interference temperature constraints based on the Shan-
non capacity. However, in (Wang et al. 2007) no SU is allowed to transmit before
receiving authorization from the manager, thus heavy signaling is really possible.
In (Qian et al. 2007), the power control scheme for cognitive radio ad hoc networks
was studied using a genie-aided distributed power control scheme to maximize the
energy efficiency of the SUs. The quality of service (QoS) of both PUs and SUs
were guaranteed. In (Im et al. 2008), a fully distributed power control algorithm
was presented without an additional process for the CR network. Specifically, the
*Reprinted with permission from “Multi-objective Distributed Power Control for Spectrum-sharing
Cognitive Radios” by Ruifeng Duan and Mohammed Elmusrati, 2011, Proc. of the 7th Interna-
tional Wireless Communications and Mobile Computing Conference, Istanbul, Turkey, July 5-8,
2011, Copyright [2011] by the IEEE.
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sum interference constraint on the PU by all SUs in the network is replaced by a
new individual constraint limiting the individual transmission power. Multiobjec-
tive (MO) distributed power control algorithm for CDMAwireless communication
systems was extensively studied in (Elmusrati et al. 2008; 2007), where the authors
formulated the power control issue as an optimization problemwith multiple possi-
bly conflicted objectives, for instance, minimizing the transmit power, minimizing
the outage, and maximizing the throughput. In this chapter we extend the mul-
tiobjective distributed power control algorithm for cognitive radio (MODPCCR)
networks.
The remainder of this chapter describes the MODPCCR algorithm analytically and
through simulations.
7.2 MODPCCR Algorithm
Generally, a multiobjective optimization problem consists of a set of objective
functions which are usually different and conflicted. Each function represents a
decision vector, which can be formulated as (Miettinen 1999):
(7.1) minimize
x2S
f f1(x); f2(x); :::; fk(x)g
where k is the amount of objective functions, and x is the feasible decision vector
belonging to set S. The objectives are possibly conflicted. Here our goal is to
simultaneously minimize all the objectives. The MO optimization technique pro-
vides Pareto optimal solutions, where a decision vector x 2 S is Pareto optimal if
there is no another decision vector x2 S such that fi(x) fi(x*) for all i= 1;2; :::;k
and f j(x)< f j(x*) for at least one index j (Elmusrati et al. 2007; Miettinen 1999).
The decision maker could choose one solution from Pareto optimal solution set. In
order to solve the MO optimization problem, we utilize the method of “Weighted
Metrics” which is also adopted in (Elmusrati et al. 2008; 2007). Then the multiple
objectives can be transformed into a single objective function, where the weights
are normalized, i.e. åki=1li = 1 (Miettinen 1999).
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For the known objectives, the optimization problem (7.1) can be rewritten as fol-
lows (Elmusrati et al. 2007), which is the weighted Lp-problem for minimizing
distance (Miettinen 1999):
minimize
 
k
å
i=1
li j fi(x)  zi jp
!1=p
(7.2)
subject to x 2 S(7.3)
where 1 p¥, zi is the desired solution associated to objective i, and the trade-
off factors satisfy
(7.4) li  0; 8i= 1;2; :::;k; and
k
å
i=1
li = 1
The power control problem for cognitive radio networks is more complex than that
for traditional wireless systems, for example cellular networks. Here we should not
only consider the required signal to interference-plus-noise ratio (SINR) and the
transmit power, but also limit the interference power received at the primary users
which usually is the most important factor for developing power control schemes
for spectrum-sharing cognitive radios. In this chapter, a power control approach
for the cognitive users is presented consisting of three objectives: minimizing the
transmit power, keeping the SINR as close as possible to the target SINR, and
limiting the instantaneous interference power at the primary receiver to some pre-
defined constraint (here it is referred to the peak interference power constraint).
These objectives of user i can be interpreted mathematically by the following error
function:
ei(t) =li;1 jPi(t) Pminj+li;2
Gi(t) GTi +li;3 Pi(t)g0i  QpkM
 ; 8i(7.5)
where the trade-off factors, li;k;k = 1;2;3, satisfy 0  li;k  1 and å3k=1li;k = 1,
Pmin is the minimum transmit power, Pi(t) is the transmit power of user i at time
slot t, g0i is the channel power gain from the secondary transmitter i to the primary
receiver, GTi is the target SINR of the ith SU,
Qpk
M is the received interference power
constraint for each user, M is the total amount of secondary users, and Gi(t) is the
SINR of user i at time slot t which can be formulated as:
(7.6) Gi(t) =
Pi(t)gii
å j 6=iPj(t)gi j+n1
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Figure 51. Autoregressive Model of Power Control
where gi j is the channel gain from secondary transmitter j to secondary receiver
i, and n1 is the additive noise power. The channel information of g0i may be fed
back to the secondary user i by the licensee or indirectly through a band manager
(Ghasemi & Sousa 2007; Peha 2009).
We formulate the following optimization problem finding the power vector, P =
[P1;P2; :::;PM], to minimize the following cost function (Elmusrati et al. 2007):
(7.7) C(P) =
M
å
i=1
e2i (t)
whereM is the total amount of secondary users, and ei(t);8i are given by (7.5).
We assume that the power Pi(t) is described by an autoregressive model shown in
Figure 51, and then the transmission power can be represented as (Elmusrati et al.
2007),
(7.8) Pi(t) =
n
å
k=1
wi(k)Pi(t  k)
where n is the number of taps shown in Figure 51.
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We could solve the optimization problem (7.7) for one tap, and obtain the follow-
ing power control algorithm for the secondary users (see Appendix 4 for details):
(7.9) Pi(t+1) =
li;1Pmin+li;2GTi +li;3
Qpk
M
li;1Pi(t)+li;2Gi(t)+li;3g0iPi(t)
Pi(t)
In practice, the transmission power should be bounded by the maximum transmis-
sion power, Pmax, and the minimum transmission power, Pmin. Let li;1 = li;2 = 0
in (7.9), we have Pi(t + 1) =
Qpk
Mg0i
, which is the allowed maximum transmission
power for secondary user i. Consequently, the MODPCCR algorithm becomes
(7.10) Pˆi(t+1) =max(Pmin;min(Pmax;Pi(t+1)))
By setting different values to the tradeoff factors, li;k;k= 1;2;3, we obtain associ-
ated Pareto optimum solutions. If we set li;1 = li;3 = 0, the MODPCCR algorithm
becomes the distributed power control (DPC) algorithm proposed in (Grandhi et al.
1994). And let li;1 = 1;li;2 = li;3 = 0, the proposed algorithm becomes a non-
power controlled algorithm, where user i transmits at the minimum power. In
addition, for li;1 = li;2 = 0;li;3 = 1, we obtain the power control approach for
the scenario that only the interference constraint is considered. The decision mak-
ers could choose the trade-off factors for certain requirements, or the values of
trade-off factors can be dynamically adjusted.
7.3 Numerical Study
In this chapter we formulate the channels from the secondary transmitters to the
primary receiver and from secondary transmitters to the corresponding receivers
as fading channels, where the path loss and shadowing fading are considered.
Also the shadowing is formulated in a discrete-time way as a Gauss-Markov pro-
cess (Liang & Haas 2003; Stüber 2001) based on Gudmundson’s model (Gud-
mundson 1991), saying S(k+ 1) = rS(k)+
p
1 r2W (k), where r is the corre-
lation coefficient and W (k) has a normal distribution with mean zero and vari-
ance s2. In addition, we consider the channel estimation error which means
that there is no perfect channel information for the secondary transmitters of the
SUi;tx-PUrx links. The CR transmitters are only provided with partial channel in-
formation of complex channel gain ci;ps, namely c˜i;ps, where ci;ps and c˜i;ps are
jointly ergodic and stationary Gaussian processes. The secondary user performs
106 Acta Wasaensia
5 10 15 20 25 30 35 40
100
Time Slot
Tr
an
sm
it 
Po
w
er
 o
f S
ec
on
da
ry
 U
se
rs
 
 
SU1, MODPCCR
SU1, MODPCCR
SU1, MODPCCR
SU1, DPC
SU2, DPC
SU3, DPC
2 4 6 8
10−0.22
10−0.17
10−0.12
 
 
2 3 4 5
10−0.76
10−0.61
 
 
Figure 52. Average transmission power of the SUs with tradeoff factors l1 = 0:01,
l2 = 0:0001, l3 = 0:9899, and s2e = 1dB.
minimum mean square error estimation (MMSE) of ci;ps given c˜i;ps, such that
cˆi;ps[n] = E

ci;ps[n] j c˜i;ps[n]; c˜i;ps[n 1]; :::
	
, where [n] denotes the time index.
The MMSE estimation error can be presented as c˘ps[n] = cps[n]  cˆps[n], where
c˘i;ps[n] and cˆi;ps[n] are zero mean circularly symmetric complex Gaussian dis-
tributed variables with variances 1 s
2
2 and
s2
2 respectively. So the associated chan-
nel power gain can be presented as g0i =
ci;ps2, gˆ0i = cˆi;ps2, and the channel
power gain estimation error by g˘0i =
c˘i;ps2.
In the following simulations, 105 channel realizations are used. The variance of the
shadowing is 6 dB, and the time correlation is 0.94. And the variance of channel
estimation error s2e = 1dB in scenarios 1 and 2, and s2e = 4dB in case 3.
Case 1: The three tradeoff factors are l1 = 0:01, l2 = 0:0001, and l3 = 0:9899.
Figure 52 depicts the average transmit power of the secondary transmitters. Fig-
ure 53 illustrates the corresponding average received SINR at secondary receivers.
Figure 54 and Figure 55 show the average interference power at the primary user
and the related distribution function. In this scenario, we compare the proposed
MODPCCR algorithm to the well known DPC algorithm proposed in (Grandhi
et al. 1994). From these figures, we can see that our algorithm uses lower trans-
mission power compared to DPC and achieves similar SINR, then consequently
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Figure 53. Average received SINR of the SUs with tradeoff factors l1 = 0:01,
l2 = 0:0001, l3 = 0:9899, and s2e = 1dB.
the interference caused to the PU is under the predefined constraint which is set in
our simulation as 0.01. Also, from Figure 55 it is intuitive that the probabilities of
the interference under the constraint (saying 0.01) are approximately 0.85 and 0.2
for MODPCCR and DPC, respectively.
Case 2: The three tradeoff factors are l1 = 0:0001, l2 = 0:0001, and l3 = 0:9998,
which means that we have less limitation on transmit power as in Case 1. Figures
56, 53, 54, and 55 show the average transmit power, the average received SINR of
secondary users, and the average interference power and the empirical distribution
function respectively. Compared to Case 1, from our simulation in this scenario
the secondary users use a little higher average transmission power as expected than
that in scenario 1. In consequence, the SUs achieve a little bit better average SINR
compared to previous case and the resulted average interference to primary user is
slightly over the constraint, saying 0.01 which is the same as in Case 1. Moreover,
the probability of the interference under the constraint is approximately 0.5 which
is higher than 0.85, however, it is still superior to that of using the DPC algorithm.
Case 3: In this case we keep the same tradeoff factors as in Case 1, l1 = 0:01, l2 =
0:0001, and l3 = 0:9899. However, we increase the estimation error variance to
108 Acta Wasaensia
0 5 10 15 20 25 30 35 40
10−2
10−1
Time Slot
Av
er
ag
e 
In
te
rfe
re
nc
e 
Po
we
r t
o 
Pr
im
ar
y 
Us
er
 
 
MODPCCR
DPC
Constraint
Figure 54. Average interference power at the PU with tradeoff factors l1 = 0:01,
l2 = 0:0001, l3 = 0:9899, and s2e = 1dB.
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Figure 55. Cumulative distribution function of the received interference power
with tradeoff factors l1 = 0:01, l2 = 0:0001, l3 = 0:9899, and s2e =
1dB.
4dB. The average transmit power of the secondary transmitters, the corresponding
average received SINR, the average interference power to the primary user, and the
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Figure 56. Average transmission power of the SUs with tradeoff factors l1 =
0:0001, l2 = 0:0001, l3 = 0:9998, and s2e = 1dB.
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Figure 57. Average received SINR of the SUs with tradeoff factors l1 = 0:0001,
l2 = 0:0001, l3 = 0:9998, and s2e = 1dB.
relative distribution function are shown in Figures 60, 61, 62, and 63, respectively.
Compared to Case 1, there is a slight difference in transmission power, quite small
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Figure 58. Average interference power at the primary user with tradeoff factors
l1 = 0:0001, l2 = 0:0001, l3 = 0:9998, and s2e = 1dB.
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Figure 59. c.d.f. of the received interference power at the PU with tradeoff factors
l1 = 0:0001, l2 = 0:0001, l3 = 0:9998, and s2e = 1dB.
reduce in SINR, and increase in interference. Although the probability that the
interference power is over the constraint increases around 5 percent by comparison
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Figure 60. Average transmission power of the SUs with tradeoff factors l1 = 0:01,
l2 = 0:0001, l3 = 0:9899, and s2e = 4dB.
between Figure 55 and Figure 63, compared to the c.d.f. of DPC algorithm it shows
that our MODPCCR algorithm is still superior.
7.4 Conclusion
In this chapter, we proposed a new distributed power control algorithm for spectrum-
sharing cognitive radios, called multiobjective distributed power control algorithm
for spectrum-sharing cognitive radios (MODPCCR). From our analysis and sim-
ulations, we could draw the conclusion that the MODPCCR algorithm is able to
achieve certain SINR under the interference power constraint to primary users.
We also studied the cases that there are estimation errors of the channels from sec-
ondary transmitters to the primary receiver. Implementing MODPCCR algorithm
on secondary users could protect primary users.
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Figure 61. Average received SINR of the SUs with tradeoff factors l1 = 0:01,
l2 = 0:0001, l3 = 0:9899, and s2e = 4dB.
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Figure 62. Average interference power at the primary user with tradeoff factors
l1 = 0:01, l2 = 0:0001, l3 = 0:9899, and s2e = 4dB.
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Figure 63. c.d.f. of the received interference power at the PU with tradeoff factors
l1 = 0:01, l2 = 0:0001, l3 = 0:9899, and s2e = 4dB.
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8 CONCLUSIONS AND FUTURE WORKS
In this dissertation, we investigated fundamental performance, e.g. ergodic capac-
ity, effective capacity, and optimal power allocation, of underlay cognitive radios
under certain interference constraints. Where the maximal ratio combining and
generalized selection combining techniques were also considered at the secondary
receiver. In chapter 2, we first reviewed the main results of the optimal power allo-
cation schemes to achieve the ergodic capacity or effective capacity for cognitive
users. We categorized the constraints of the optimization problems as long-term,
short-term, or combined long- and short-constraints in this survey chapter. To im-
prove the achievable rate of the cognitive radio, we investigated the optimal power
allocation schemes and the ergodic capacity together with maximal ratio combin-
ing techniques implemented at the secondary receiver in the following chapters,
i.e. chapter 3 and chapter 4. In chapter 3 we first considered a cognitive-shared
channel with MRC under asymmetric fading environment. In chapter 4, we stud-
ied the case that the secondary transmitter has imperfect channel information of the
interference channel, the channel from the secondary transmitter to the primary re-
ceiver. The receiving diversity techniques have not only enhanced the performance
of cognitive users, but also mitigated the impact of the imperfect channel estima-
tion. In chapter 5, we studied the ergodic capacity of a cognitive-shared channel
with generalized selection combining diversity under the primary outage probabil-
ity in Rayleigh block fading environment. Closed-form expressions of the ergodic
capacity and the symbol error probability for the proposed model were obtained.
The above chapters investigated the performance of the cognitive radios in terms
of the ergodic capacity. In order to consider the delay factor, we studied the effec-
tive capacity of the cognitive radios with implementing transmit antenna selection
at the secondary transmitter and the MRC at the secondary receiver. The expres-
sion for the effective capacity of the cognitive radio was obtained. In addition,
for different transmit power constraints, the effective capacity was also evaluated
numerically using simulations. It was proved that the QoS exponent, the diver-
sity order, and the interference power constraints influenced the effective capacity
gains. Finally, we proposed a multi-objective distributed power control algorithm
for cognitive radios, which is practical and easy to be implemented, with com-
parison with the classic distributed power control algorithm and considering the
imperfect channel estimation.
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Although, we have studied the fundamentals of the cognitive radios in terms of
optimal power allocation, ergodic capacity, and effective capacity, there are still
many issues for the future work, for instance:
• Firstly, we need to answer the following questions of a cognitive-shared
channel (single primary and secondary user): what are the optimal power
allocation methods for delay-sensitive applications, both primary and sec-
ondary users? Given some QoS requirement for the secondary users (SU),
what is the outage probability that the primary user will have? For different
modulations, what are the bit error probabilities?
• Secondarily, we need to further investigate the fundamental performance
of the spectrum-sharing systems taking multiple primary users and/or sec-
ondary users into consideration. The results will be compared to the ones of
the former cases.
• Thirdly, The previous work mainly focus on the analysis from the secondary
uses’ point of view. Therefore, the research from the primary users’ point of
view should also be conducted.
• Last but not least, the applications of cognitive radios together with other
technologies, for instance, ad hoc, mobile communications, smart grid, and
vehicular technology.
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APPENDICES
Appendix 1 Proofs for Chapter 3
Proof of the Ergodic Capacity Equation
We derive the ergodic capacity per Hz of the secondary user given in the section
3.3 for the case that the of the ST-PR link experience Nakagami-m fading and the
ST-SR link amplitude follows Rayleigh distribution. The secondary receiver is
equipped with a L-branch MRC receiver.
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where the last step is with the help of (Gradshteyn & Ryzhik 2007: 6.455), and
g0 = 1=lN1B. Jn(x) is defined in (Alouini & Goldsmith 1999) as
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where G(a;x) denotes the incomplete gamma function given by (Gradshteyn &
Ryzhik 2007: 8.35-1)
G(a ;x) =
Z ¥
x
ta 1e tdt
Proof of the Constraint Equation
We derive the constraint Qav=(N1B) in terms of g0 = 1=lN1B provided in the sec-
tion 3.3.
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where g(a;x) =
R x
0 e
 tta 1dt is the incomplete gamma function, and 2F1(a;b;c;z)
denotes Gauss’s hypergeometric function (Abramowitz & Stegun 1964).
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Appendix 2 Proofs for Chapter 4
We derive the ergodic capacity per Hz of the secondary user given in the section 4.3
for the case with imperfect channel information of the ST-PR link in a Rayleigh
fading environment. The secondary receiver is equipped with a L-branch MRC
receiver.
Proof of the Constraint Equation
We derive the constraintQav=(N1B) in terms of g0 = 1=lN1B shown in section 4.3.
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where G(a ;x) denotes the incomplete gamma function defined in (Abramowitz &
Stegun 1964) as
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Acta Wasaensia 129
Proof of the Ergodic Capacity Equation
We derive the CR capacity per Hz shown in section 4.3.
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Appendix 3 Proofs for Chapter 5
Proof of the Ergodic Capacity
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where the second last step is with the help of (Gradshteyn & Ryzhik 2007: eqn.
(7.522-1)), and the last step is with the help of eqn. (5.12).
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Proof of the SEP
The symbol error probability expression is proved as follows.
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where the last step is with the help of (Gradshteyn & Ryzhik 2007: eqn. (7.813-1)),
and (Gradshteyn & Ryzhik 2007: eqn. (9.31-5))
zkGm;np;q
ap
bq
z= Gm;np;q ap+kbq+k z:
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Appendix 4 Proofs for Chapter 7
The error function Eqn.(7.5) can be modified as
ei(t) = li;1 (Pi(t) Pmin)+ lˆi;2
 
Gi(t) GTi

+ lˆi;3

Pi(t)g0i  QM

where lˆi;2 = li;2  sign
 
Gi(t) GTi

; lˆi;3 = li;3  sign

Pi(t)g0i  QM

,
and sign(x) =
8<:+1; x 0 1; x< 0 is the sign function.
We assume that the power Pi(t) is described by an autoregressive model shown in
Figure 51, and here we consider the one-tap case (see (Elmusrati et al. 2008; 2007)
for multi-tap case derivation), then the transmission power can be represented as,
Pi(t) = wiPi(t 1)
Then we obtain the following error function
ei(t) =li;1 (wiPi(t 1) Pmin)+ lˆi;2

wiPi(t 1)
Iˆi(t)
 GTi

+ lˆi;3

wiPi(t 1)g0i  QM

=li;1wiPi(t 1) li;1Pmin+ lˆi;2wiPi(t 1)Iˆi(t)
  lˆi;2GTi + lˆi;3wiPi(t 1)g0i
  lˆi;3 QM
=atwiPi(t 1) li;1Pmin  lˆi;2GTi   lˆi;3
Q
M
where at = li;1+
lˆi;2
Iˆi(t)
+ lˆi;3g0i. Let L= e2i (t).
Minimizing the cost function with respect to Pi is transformed into another mini-
mization problem with respect to the weight parameter wi. The necessary condi-
tion should satisfy (Boyd & Vandenberghe 2004):
¶L
¶w
= 2ei(t)
¶ei(t)
¶w

atwiPi(t 1) li;1Pmin  lˆi;2GTi   lˆi;3
Q
M

= 0
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Then we have
atwiPi(t 1) = li;1Pmin+ lˆi;2GTi + lˆi;3
Q
M
Further, we obtain the equation for weight wi,
wi(t) =
li;1Pmin+ lˆi;2GTi + lˆi;3
Q
M
atPi(t 1)
Finally, the transmit power of secondary user i at time slot t becomes
Pi(t) =
li;1Pmin+ lˆi;2GTi + lˆi;3
Q
M
atPi(t 1) Pi(t 1)
=

li;1Pmin+ lˆi;2GTi + lˆi;3
Q
M

Pi(t 1)
li;1Pi(t 1)+ lˆi;2Iˆi(t)Pi(t 1)+ lˆi;3g0iPi(t 1)
=

li;1Pmin+ lˆi;2GTi + lˆi;3
Q
M

Pi(t 1)
li;1Pi(t 1)+ lˆi;2Gi(t 1)+ lˆi;3g0iPi(t 1)
Here only positive values of lˆi;2 and lˆi;3 are considered (Elmusrati et al. 2007),
i.e. lˆi;2 = li;2 and lˆi;3 = li;3. As pointed out in (Elmusrati et al. 2007) that though
this simplification only slightly degrades the convergence speed, it considerably
reduces the complexity of the algorithm. Finally, the algorithm becomes
Pi(t) =

li;1Pmin+li;2GTi +li;3
Q
M

Pi(t 1)
li;1Pi(t 1)+li;2Gi(t 1)+li;3g0iPi(t 1)
