, are determined for a large class of self-similar sets F in R d . They arise as weak limits of the appropriately rescaled classical Lipschitz-Killing curvature measures C k (Fε, ·) from geometric measure theory of parallel sets Fε for small distances ε. Due to self-similarity the limit measures appear to be constant multiples of the normalized Hausdorff measures on F , and the constants agree with the corresponding total fractal curvatures C f k (F ). This provides information on the 'second order' geometric fine structure of such fractals.
Introduction
Classical Lipschitz-Killing curvatures are well-known from convex geometry (Minkowski's quermassintegrals for convex bodies), differential geometry (integrals of mean curvatures for compact submanifolds with boundary) and geometric measure theory (Federer's curvature measures for sets of positive reach and additive extensions). They are intrinsically determined (cf. [1] , [2] ) and form a complete system of certain Euclidean invariants (see [17] ). Fractal counterparts have first been introduced in [15] for self-similar sets with polyconvex ε-neighborhoods. Extensions to the random case with rather general parallel sets may be found in [18] . Whereas in the latter paper only global curvatures are treated, the former contains also local refinements to fractal curvature measures. The aim of the present work is to introduce such measures for the general deterministic case from [18] . As before we approximate the compact (fractal) sets K by their ε-neighborhoods
We denote the closure of the complement of a compact set K by K. A distance ε ≥ 0 is called regular for the set K if K ε has positive reach in the sense of Federer [4] and the boundary ∂K ε is a Lipschitz manifold. In view of Fu [8] , in space dimensions d ≤ 3 this is fulfilled for Lebesgue almost all ε. (For general d, a sufficient condition for this property is that ε is a regular value of the distance function of K in the sense of Morse theory, cf. [8] .) For regular ε the Lipschitz-Killing curvature measures of order k are determined by means of Federer's versions for sets of positive reach:
where the surface area (k = d − 1) is included and the volume measure C d (K ε , · ) is added for completeness. For more details and some background on classical singular curvature theory we refer to [18] and [15] . The total curvatures of K ε are denoted by
We recall now the main properties of curvature measures required for our purposes: By an associated Gauss-Bonnet theorem the Gauss curvature C 0 (K ε ) coincides with the Euler-Poincaré characteristic χ(K ε ). The curvature measures are motion invariant, i.e., (1.3) C k (g(K ε ), g( · )) = C k (K ε , · ) for any Euclidean motion g , the k-th measure is homogeneous of degree k, i.e.,
(1.4) C k (λK ε , λ · ) = λ k C k (K ε , · ) , λ > 0 , and they are locally determined, i.e.,
(1.5)
where K ε and K ′ ε ′ are both parallel sets such that the closures of their complements have positive reach. Finally, for sufficiently large distances the parallel sets are always regular and the curvature measures may be estimated by those of a ball of almost the same size:
In the present paper we consider self-similar sets F in R d with Hausdorff dimension D satisfying the open set condition. Under some regularity condition on their ε-neighborhoods we prove (Theorem 2.3) that the rescaled curvature measures ε D−k C k (F ε , · ) in a Cesáro average weakly converge to some fractal limit measure C f k (F, ·) as ε → 0. Due to the self-similarity the limit is a constant multiple of the normalized D-dimensional Hausdorff measure on F and the constant agrees with the corresponding limit for the kth total curvatures from [15] and [18] . If the contraction ratios of the similarities generating F are non-arithmetic, the same result holds true for non-averaged essential limits as ε → 0. The constants, i.e. the total fractal curvatures C f k (F ), can be calculated in terms of integrals of the curvatures measures for small ε-neighborhoods. Explicit numerical values for special examples may be found in [15] . Moreover, this paper also contains a discussion concerning the correct choice of the scaling exponent -in case the limit vanishes the exponent D − k is not always appropriate.
Main results
For N ∈ N and i = 1, . . . , N , let S i : R d → R d be a contracting similarity with contraction ratio 0 < r i < 1. Let F ⊂ R d be the self-similar set generated by the function system {S 1 , . . . , S N }. That is, F is the unique nonempty, compact set invariant under the set mapping S( · ) := i S i ( · ), cf. [10] . The set F (or, more precisely, the system {S 1 , . . . , S N }) is said to satisfy the open set condition (OSC) if there exists a non-empty, open and bounded subset O of R d such that
The strong open set condition (SOSC) holds for F (or {S 1 , . . . , S N }), if there exist a set O as in the OSC which additionally satisfies O ∩ F = ∅. It is well known that in R d OSC and SOSC are equivalent, cf. [14] , i.e., for F satisfying OSC, there exists always such a set O with O ∩ F = ∅.
It is well known that for self-similar sets F satisfying OSC, D coincides with Minkowski and Hausdorff dimension of F . Further, a self-similar set F is called arithmetic (or lattice), if there exists some number h > 0 such that − ln r i ∈ hZ for i = 1, . . . , N , i.e. if {− ln r 1 , . . . , − ln r N } generates a discrete subgroup of R. Otherwise F is called non-arithmetic (or non-lattice). Let Σ * := ∞ j=0 {1, . . . , N } j be set of all finite words over the alphabet {1, . . . , N } including the emtpy word. For ω = ω 1 . . . ω n ∈ Σ * we denote by |ω| the length of ω (i.e., |ω| = n) and by ω|k := ω 1 . . . ω k the subword of the first k ≤ n letters. We abbreviate r ω := r ω1 . . . r ωn and S ω := S ω1 • . . . • S ωn . Furthermore, let r min := min{r i : 1 ≤ i ≤ N }. For a given self-similar set F , we fix some constant R = R(F ) such that
(to be able to apply (1.6) ) and some open set O = O(F ) satisfying SOSC. Note that the choice of R and the set O are completely arbitrary. We fix both of them, because many of the sets and constants defined below depend on this choice. For 0 < ε ≤ R, let Σ(ε) be the family of all finite words ω = ω 1 . . . ω n ∈ Σ * such that
and let
The words ω in Σ(ε) describe those cylinder sets S ω F which are approximately of size ε and the words in Σ b (ε) only those which are also 2ε-close to the boundary of the set SO, the first iterate of the set O under the set mapping S = N i=1 S i . Note that the family {S ω F : ω ∈ Σ(ε)} is a covering of F for each ε, which is optimal in that none of the sets can be removed. It is an easy consequence of the equation
For convenience, we set C k (K ε , · ) := 0 whenever this measure is not defined otherwise, i.e., for non-regular ε and k ≤ d − 2. (For k = d − 1 and k = d, these measures can always be interpreted in terms of surface area and volume, respectively.) The most general known global results on the limiting behaviour of curvature measures have been obtained in [18] including random self-similar sets. We recall this result for the special case of deterministic sets. 
there is a constant c k such that for almost all ε ∈ (0, R) and all σ ∈ Σ b (ε)
The numbers C f k (F ) are refered to as the fractal curvatures of the set F . For k = d, the limits in (2.7) and (2.8) specialize to the average Minkowski content and the Minkowski content, respectively, and the result is due to Lapidus and Pomerance [12] , Falconer [3] (for d = 1) and Gatzouras [9] (for general d). The case k = d − 1 has been treated in [13] . In both cases the essential limits can be replaced by limits and the limits are always positive. For the special case of polyconvex parallel sets, where the assumptions (i) and (ii) are not needed, see [15] . Formula (2.7) in Theorem 2.1 should in particular be understood to imply that the integral on the right hand side exists and thus the fractal curvatures are finite. This follows indeed from the proof in [18] . It is also directly seen from Theorem 2.2 below. To state it, let N ⊂ (0, R) be the set of values ε which are not regular for F . By condition (i) in Theorem 2.3, N is a Lebsgue null set. Since critical values of the distance function of a compact set can not be larger than the diameter of the set, cf. (1.6), and thus for F not larger than R, it is clear that N contains all non-regular values of F . Furthermore, let N ′ ⊂ (0, R) be the null set for which the estimate (2.5) in condition (ii) of Theorem 2.3 does not hold. We set (2.9)
Observe that N * ⊂ (0, R) and that it is a Lebesgue null set. Moreover, for each ε ∈ Reg(F ), not only ε but also r −1 σ ε is regular for F for each σ ∈ Σ * . Consequently, ε ∈ Reg(F ) is regular for S σ F for each σ ∈ Σ * , which follows from the relation (S σ F ) ε = S σ (F ε/rσ ). This implies in particular that the curvature measures C k (F ε , · ) and
Theorem 2.2. Let F be a self-similar set in R d satisfying the hypotheses of Theorem 2.1 and let k ∈ {0, . .
Note that for k ∈ {d − 1, d} the corresponding statement is an obvious consequence of Theorem 2.1, since in these cases the measure C k (F ε , · ) is positive and hence the total variation is just the measure itself. The proof of Theorem 2.2 is given in Section 4, see page 8. Now we want to discuss our main result, the existence of (essential) weak limits of the suitably rescaled curvature measures of the parallel sets F ε (as ε → 0) for selfsimilar sets. Let k ∈ {0, . . . , d}. Since weak convergence implies the convergence of the total masses of the measures, the measures C k (F ε , · ) have to be rescaled with the factor ε D−k just as their total masses in Theorem 2.1. Therefore, for each ε ∈ Reg(F ), we define the k-th rescaled curvature measure ν k,ε of F ε by (2.10)
In general, the (essential) weak limit of these measures as ε → 0 need not exist. Often already the total masses
and also to avoid taking essential limits, we define averaged versions ν k,ε of the rescaled curvature measures ν k,ε : For each 0 < ε < 1, let
Note that ν k,ε is well defined, since the set N is assumed to be a null set. For k = d and k = d − 1, the measures ν k,ε and ν k,ε are positive, while for k < d − 1, they are totally finite signed measures in general. In the sequel we want to study the (essential) weak limits of the measures ν k,ε and ν k,ε as ε → 0. We will write wlim ε→0 µ ε and esswlim ε→0 µ ε for the weak limit and the essential weak limit, respectively, of a family of measures {µ ε } ε∈(0,ε0) as ε → 0. Here weak limit as ε → 0 means that the convergence takes place for any null sequence {ε n } n∈N and essential weak limit means that there exist a set Λ ⊂ (0, ε 0 ) of Lebesgue measure zero such that the weak convergence takes place for any null sequence {ε n } n∈N avoiding the set Λ. It will be clear from the proof that for the essential weak limits below the set Λ to be avoided is the set N * defined in (2.9). Our main result on the existence and structure of fractal curvature measures can now be formulated as follows.
Theorem 2.3. Let k ∈ {0, 1, . . . , d} and let F be a self-similar set in R d satisfying OSC and conditions (i) and (ii) of Theorem 2.1. Then
To verify the curvature bound condition (ii), it is necessary to look at all cylinder sets S σ F close to the "boundary" of SO and to determine for each of these sets S σ F the curvature (of F ε ) in the intersection of the boundaries of (S σ F ) ε and the union of all other cylinder sets sufficiently close S σ F . These intersections are typically very small. Some concrete examples are discussed in [16] . They show in particular, that the results obtained in [18] (for the total fractal curvatures) and here (for the fractal curvature measures) go clearly beyond the polyconvex setting in [15] .
Remark 2.4. It is not difficult to see that
and therefore, since the curvature measures (of order k ≤ d− 1) are concentrated on the boundary of F ε , condition (ii) can equivalently be formulated with the boundary symbols in (2.5) omitted. Several other equivalent formulations of this condition are presented in [16] , which illuminate the geometric meaning of condition (ii) and simplify its verification.
The remainder of the paper is organized as follows. In order to prepare the proof of the main results, we derive a number of estimates in the next section. The proof of Theorem 2.2 is given in Section 4, and the proof of Theorem 2.3 in Section 5.
Some estimates
The most important result in this section is Lemma 3.1, while the main purpose of the other statements is to prove this lemma. However, Lemma 3.3 will be used again in Section 4. For r > 0, let
Lemma 3.1. Let k ∈ {0, . . . , d} and let F be a self-similar set in R
Note that, for k ∈ {d − 1, d}, this estimate holds for all ε not only those in Reg(F ).
The regularity is not required in these cases provided
. This is consistent with the definition given above. Lemma 3.1 follows immediately by combining the Lemmas 3.3 and 3.4 below. For the proof of Lemma 3.3 we require the following statement. For ε ∈ (0, R) and σ ∈ Σ(ε), let
Lemma 3.2. Under the hypotheses of Theorem 2.3, there is a constant c > 0 such that, for all ε ∈ Reg(F ) ∩ (0, R) (all ε ∈ (0, R), if k ∈ {d − 1, d}) and all σ ∈ Σ(ε), 
there is nothing to prove, since the intersection in (3.2) is empty. Otherwise let 1 ≤ n < m be the index such that
With the notation σ ′ := σ 1 . . . σ n and σ
and therefore, by locality in the open set (
The last inequality is again due to condition (2.5), taking into account that σ ′′ ∈ Σ b (ε/r σ ′ ) and that equation (2.14) in Remark 2.4 holds. This completes the proof of Lemma 3.2.
For a closed set B ⊆ R d and ε ∈ (0, R), let 
Since ε/r σ ∈ (R, R/r min ] for all σ ∈ Σ(ε), in case k = d, the monotonicity of the volume implies that 
]).
For k ≤ d − 2 and ε ∈ Reg(F ) ∩ (0, R), we use the sets A σ,ε defined in (3.1) to split the terms in the above sum as follows:
Since ε ∈ Reg(F ) is regular for F and S σ F , the locality property allows to replace F ε by (S σ F ) ε in the first term. Hence this term is bounded by
Since ε/r σ > R, we infer from (1.6) the existence of a constant c ′ (independent of σ and ε) such that C
To the second term on the right of (3.6) we apply Lemma 3.2, which ensures that this term is bounded by c ′′ ε k for some constant c ′′ (independent of ε and σ). Putting the bounds for the first and the second term in (3.6) back together and summing up over all σ ∈ Ω(B, ε), the assertion follows immediately for the constant c := c ′ + c ′′ .
It remains to show that for the choice B = (O(r) c ) δ , the cardinality of the sets Ω(B, ε) is bounded as required. This follows easily from a similar result in [15] . 
(Observe that the notation in [15] is slightly different to ours, due to a necessary extra constant R in the definition of Σ(ε). More precisely, the sets Σ(ε) and O(r) here coincide with Σ(R −1 ε) and O(R −1 r) there and ourρ is the ρ in [15] . The sets Σ(B, ε) and the constant γ are the same.) Therefore it suffices to show that
for some constant c ′ . Indeed this is true for any closed set
where the last inequality is due to the fact that ε/r σ >ρ for each σ ∈ Σ(B, ε) and that the cardinality of Σ(r) is monotone decreasing. Sinceρ is fixed, c ′ := #Σ(ρ) is just a constant, proving (3.7). Hence the assertion of the lemma holds with c :=cc ′ , ρ := R −1ρ and γ as above. 
Proof of Theorem 2.2
Now we have all the ingredients to prove Theorem 2.2. In particular, we will make use of Lemma 3.1 and Lemma 3.3 above. In fact, we will only need the following simple consequence of Lemma 3.3. 
Proof. Apply Lemma 3.3, with B := R d so that Σ(B, ε) = Σ(ε) and observe that c#Σ(ε)ε k is bounded from above by c
Proof of Theorem 2.2. Let k ∈ {0, . . . , d − 2}. First we will show that, for ε ∈ Reg(F ) and 0 < r ≤ R,
For fixed ε and r as above, let U := v,ω∈Σ(r) (S v F ) ε ∩(S ω F ) ε and B ω := (S ω F ) ε \U for ω ∈ Σ(r). Then F ε = U ∪ ω∈Σ(r) B ω and thus,
c ) ε and so the inequality (4.1) follows. Now fix some r < 1 and setr := Rr. Applying Lemma 3.1 and the equality C
, we infer from (4.1) that, for all ε ∈ Reg(F ) with ε < ρr,
′ and conclude that (by enlarging the constant c, if necessary) inequality (4.2) holds, in fact, for all ε ∈ Reg(F )
. We have to show that sup{g(ε) : ε ∈ Reg(F ) ∩ (0, R]} is bounded by some positive constant M . By (4.2), the function g satisfies, for ε ∈ Reg(F ) ∩ (0, 1],
For n ∈ N set I n := Reg(F ) ∩ (r n , 1] and M 1 := max{sup ε∈I1 g(ε), c}. Note that M 1 < ∞ is ensured by Corollary 4.1 above. We claim that for n ∈ N,
which we show by induction. For n = 1, the statement is obvious. So assume that (4.4) holds for n = k. Then for ε ∈ I k , we have g(ε) ≤ M k ≤ M k+1 and for ε ∈ I k+1 \ I k we have ε/r ω ≥ ε/r ≥ r k , i.e. ε/r ω ∈ I k for all ω ∈ Σ(r). Hence, by (4.3) and (2.4),
proving (4.4) for n = k + 1 and hence for all n ∈ N. Now observe that the sequence (M n ) n∈N is bounded. Hence g(ε) is bounded in (0, R], completing the proof of Theorem 2.2. Now we apply Lemma 3.1 and Theorem 2.2, to derive some further technical estimates. We write C + k (F ε , · ) and C − k (F ε , · ) for the positive and negative variation measure of C k (F ε , · ) (and, as before, C var k (F ε , · ) for the total variation). Lemma 4.2. Let k ∈ {0, 1, . . . , d} and let F be a self-similar set in R d satisfying OSC and conditions (i) and (ii) of Theorem 2.1. Let ρ and γ as in Lemma 3.1 and let ω ∈ Σ * . Then there exists a positive constant c = c(ω) such that for all ε ∈ Reg(F ) and δ with 0 < ε ≤ δ ≤ ρr ω and for • ∈ {+, −, var}
The proof is analogous to the one of [15, Lemma 6.2.1, p.56] and therefore omitted. The main idea for the first estimate (4.5) is to decompose (S ω O) δ = (S ω O) −δ ∪ (∂S ω O) δ and apply the locality to the first set and Lemma 3.1 to the second one. A similar argument works for (4.6).
In the sequel, we will write ν(f ) := R d f dν for the integral of a function f with respect to a (signed) measure ν. For ω ∈ Σ * and δ > 0, let f (i) For all ε ∈ Reg(F ) and δ such that 0 < ε ≤ δ ≤ ρr ω , we have
(ii) For all ε and δ such that 0 < ε ≤ δ ≤ ρr ω , we have
We omit the proof, since the arguments are analogous to those in the proofs of [ For a self-similar set F , let
where
It is shown in [15, Lemma 6.1.1] that the set family A F is an intersection stable generator of B d . Therefore, the above uniqueness theorem applies to A F . Now we are ready to give a proof of Theorem 2.3. We start with the non-lattice case and compute the essential weak limit of the ν k,ε in (2.13). Let F be a non-lattice self-similar set satisfying the hypotheses of Theorem 2.3 and let k ∈ {0, . . . , d}. According to condition (i) in Theorem 2.3, the set N ⊂ (0, ∞) of ε that are not regular for F is a Lebesgue null set. Recall the definition of N * and Reg(F ) from (2.9). First observe that the families {ν Proof of (5.1). Fix ω ∈ Σ * and set r := r ω . We approximate the measure of S ω O by the integrals of the functions f ω δ (defined in (4.7)) and use Lemma 4.3. Since the sequence (ε n ) avoids the set N * , by Lemma 4.3(i), we have for all n and δ such that ε n ≤ δ ≤ ρr
Keeping δ fixed and letting n → ∞, the weak convergence implies ν k,εn (f Since g δ ≤ 1 (O(r) c ) δ , by Lemma 3.1, for all ε n ≤ δ ≤ ρr,
Keeping δ fixed and letting n → ∞, the weak convergence implies that ν We have now completed the proof of (2.13) in Theorem 2.3. It remains to provide a proof of (2.12). However, the arguments are now almost the same as in the proof of (2.13). Let F be an arbitrary self-similar set satisfying the hypotheses in Theorem 2.3. It is easily seen that the families {ν + k,ε : ε ∈ (0, 1)} and {ν − k,ε : ε ∈ (0, 1)} are tight. Hence, by Prokhorov's Theorem, they are relatively compact. Let {ε n } be a null sequence such that This is easily derived from (5.6) (which holds for all ε not just ε n ) and Theorem 2.2.
