Abstract. Let G be an exceptional algebraic group, X a maximal rank reductive subgroup and P a parabolic subgroup. This paper classifies when X nG=P is finite. Finiteness is proven using a reduction to finite groups and character theory. Infiniteness is proven using a dimension criterion that involves root systems.
Classification theorem
The results in this paper are part of a program to classify certain families of finite double coset collections. In other words, we wish to classify when X nG=P is finite, where X and P are subgroups of G. Equivalently, we wish to classify when the single G-orbit G=P splits into finitely many X -orbits.
An interesting family of cases occurs where G is a simple a‰ne algebraic group defined over an algebraically closed field (of arbitrary characteristic p), P is a parabolic subgroup and X is a reductive subgroup. For example, X is a spherical subgroup if X nG=B is finite, where B is a Borel subgroup. Thus, if X is spherical, we have that X nG=P is finite for all parabolics P. In the spherical case, but not in general, finiteness is equivalent to the property that X have a dense orbit in G=B (see [3] , [29] ; the dense orbit property is often taken as the definition of spherical). The maximal rank, reductive, spherical subgroups have been classified in [4] , [6] , [14] , [17] , and those that are in the exceptional groups, in all characteristics, are shown in Table 1 (we explain the notation after Theorem 1). Theorem 1 o¤ers a classification of certain finite double coset collections and complements the results in [7] , which covered the case where G was of classical type. Theorem 1. Let G be an exceptional algebraic group, X a maximal rank reductive subgroup and P 0 G a parabolic subgroup. Then X nG=P is finite if and only if X is spherical or one of the following holds:
(i) G ¼ E 6 , X A fA 5 T 1 ; A 1 A 4 T 1 ; A 2 A 2 A 2 ; D 4 T 2 g and P A fP 1 ; P 6 g;
(ii) G ¼ E 7 , X A fD 6 T 1 ; A 1 D 5 T 1 ; A 6 T 1 ; A 2 A 5 g and P ¼ P 7 ;
(iii) G ¼ F 4 , ðX ; PÞ A fðL 1 ; P 4 Þ; ðL 4 ; P 1 Þg.
If
g X and h P are conjugates of X and P respectively, then there is a bijection between X nG=P and g X nG= h P. Thus, we may fix a maximal torus T and Borel subgroup B I T, and assume that X and P both contain T, and that P contains B. This shows that we can specify X by giving only its Lie type. For instance, the notation X ¼ A 5 T 1 means that X can be any subgroup of type A 5 with a central, one dimensional torus T 1 . The notation P i means a parabolic subgroup, containing B, obtained by crossing o¤ the node i from the Dynkin diagram of G (we label the nodes as in [2] ) and L i is its Levi subgroup. Thus, the simple roots of L i are the simple roots a j of G for j 0 i. In this paper, 'Levi subgroup' will always mean the Levi factor of a parabolic subgroup.
A number of the cases in Theorem 1, as well as those in [7] , can be concisely described using information from root systems. Let G be any simple algebraic group. Fix a maximal torus T, a root system F, a Dynkin diagram D and root groups U a , a A F. Let e D D be the extended Dynkin diagram of G; i.e. D together with Àd where d is the highest root. Let L be a subgroup of G containing T. We say that L is a pseudoLevi subgroup if L ¼ hT; U a j a A F 0 i where F 0 is a closed root subsystem generated by D 0 for some D 0 J e D D (see [20] for more information about pseudo-Levi subgroups). Note that each Levi subgroup is also a pseudo-Levi subgroup. Write the high root d of F as P a A D n a a, and set n d ¼ 1. Given a pseudo-Levi subgroup L and corresponding subset D 0 J e D D, we define the pseudo-height of L to be
n a :
In other words, the pseudo-height is À1 plus the sum of the coe‰cients of the crossed o¤ nodes. If L is a Levi subgroup, or P is a parabolic subgroup, there is a related notion of height, where htðLÞ is the sum of the crossed o¤ coe‰cients [1] . Note that if L is a Levi subgroup then phtðLÞ ¼ htðLÞ. X c G with X spherical in G
A 1 e A A 1 c G 2
Theorem 2. Let G be a simple algebraic group and X a pseudo-Levi subgroup.
(1) phtðX Þ c 1 if and only if X nG=P is finite for all parabolics P.
(2) If phtðX Þ c 2 and htðPÞ c 1 then X nG=P is finite.
(3) If G 0 A n and phtðX Þ d 3 then X nG=P is infinite.
The finiteness theorem
In this section we prove a theorem that will be used to show that X nG=P is finite in all cases of Theorem 1. We will use group schemes X, G, P such that the algebraic groups X , G and P described above are given by the points XðkÞ, GðkÞ and PðkÞ over an algebraically closed field k. Let G, X and P be group schemes that are reduced and finite type over Z. We assume that G is split and reductive. We assume that P is a standard parabolic, in particular that it is smooth, and contains a fixed Borel and a fixed split maximal torus. Finally, we assume that X is flat and smooth, and that for each algebraically closed field k we have that XðkÞ is maximal rank and reductive in GðkÞ. The point of all these assumptions on the group schemes is to allow us to discuss algebraic groups of the same type defined over di¤erent fields, especially of di¤erent characteristics. However, there is only one place at which we make essential use of scheme-theoretic algebraic geometry: for the proof of Lemma 4 where we need that the number of connected components of the intersection of XðF p Þ and g PðF p Þ is bounded independently of p. We let W be the Weyl group of the root system of G. We let F p n denote the field of characteristic p with p n elements, and let F p be an algebraic closure of F p n . Elements of an algebraic group denoted by s and u will always be semisimple and unipotent respectively. For g A GðF p Þ we let GðF p Þ g denote the centralizer of g in GðF p Þ, similarly for XðF p Þ g and PðF p Þ s , and we let ðGðF p Þ=PðF p ÞÞ g denote the collection of GðF p Þ-conjugates of PðF p Þ that contain g. In the statement below, we let MC denote the set of semisimple elements of XðF p Þ such that GðF p Þ s is maximal in the collection of centralizers formed using noncentral semisimple elements.
Theorem 3. Let G, X and P be group schemes and W a Weyl group, as described above. Let k be any algebraically closed field.
Suppose that the following two conditions hold.
(1) There exists C, such that for all p > 0, w A W , s A MC as described above, we have
Then jXðkÞnGðkÞ=PðkÞj < y.
When this theorem is applied to various parts of Theorem 1, condition (1) allows for an inductive argument in the following sense. The groups that appear as GðF p Þ s are smaller than GðF p Þ, whence results that we have proven previously for GðF p Þ s can be used. In this paper we will start with a simple group of type E 6 , in which case the subgroups GðF p Þ s are classical groups in [7] . Verifying condition (2) is a little more tedious, but the dimension calculations that are involved are fairly standard (see Proposition 13) .
The rest of this section comprises the proof of Theorem 3.
Lemma 4. To prove Theorem 3 it su‰ces to show that jXðF p n ÞnGðF p n Þ=PðF p n Þj is bounded independently of p or n.
Proof. Through the remainder of this section we will be working over F p for a fixed p, therefore we abbreviate our notation and write X , G and P instead of XðF p Þ, GðF p Þ, PðF p Þ. As mentioned after Theorem 1, we may assume that X and P share a common maximal torus, T. We may also assume that G is simply connected. Otherwise, we let G be the simply connected group of the same type as G, let X and P be subgroups of G corresponding to X and P respectively. Then the isogeny G ! G shows that X nG=P is finite if and only if X nG=P is as well. This assumption on G is used in Definition 8 to make centralizers of semisimple elements connected, following a result of Steinberg [5, (3.5.6) ]. Also, to be unambiguous, we assume that X is connected (needed in Corollary 12). We let s : G ! G be a standard Frobenius morphism. We write G s for the set of s-fixed points in G, so that G s ¼ GðF p n Þ for some n. We assume that X and P are s-stable. We write ðG=PÞ s for the s-fixed conjugates of P. We also combine notations, so that X s; u , for example, denotes the points in X fixed by both s and u.
Definition 5. Define an equivalence relation on semisimple elements in X s as follows: s and t are equivalent if G s; s and G s; t are conjugate under X s . Choose a set S s H T of representatives of these equivalence classes; we assume that the identity 1 is one of the elements of S s . Finally let Zðs; sÞ equal the set ft A G j G s; t ¼ G s; s g. 
The stabilizer in G s of e P P A Pðs; sÞ equals G s V e P P ¼ e P P s . Thus, the G s -orbit of e P P may be identified with G s = e P P s , and by Definition 8 we have where each sum is taken over the elements s A S s , the representatives u of the unipotent classes ½u J X s; s , and e P P A Pðs; sÞ.
The following result is probably well known, but we include it here due to lack of a suitable reference.
Lemma 11. Let G be any connected, reductive linear algebraic group, and M a maximal rank subgroup. Let W be the Weyl group of G. Then jM=M j c jW j.
Proof. We prove that M=M is isomorphic to a subquotient of W . Let T be a maximal torus in G, N G ðTÞ its normalizer, and W ¼ N G ðTÞ=T. 
The next result is where we need our standing assumption that X is connected.
Corollary 12. The number of terms in the sums in Corollary 10 is bounded above by a finite constant C that depends only upon the root system FðGÞ. In particular it does not depend upon p or n.
Proof. By Lemma 7 we have that jPðs; sÞj, the number of s-stable G s -orbits in ðG=PÞ s , is at most jW j. By [19] the number of unipotent classes in X s is at most jW X jðrankðX Þ þ 1Þ.
To finish the proof we show that jS s j is also bounded. This has two steps: we show that the conjugation action of X on the set fG s j s A X g has a bounded number of orbits, and then show that each orbit splits into a bounded number of X s -orbits acting on s-fixed points. Every X -orbit can be represented by G s with s A T. Each such G s can be described using root system data, and Weyl group elements [5, (3.5. 3)], whence the number of orbits is bounded by a constant C 1 that depends only upon FðGÞ. Lemma 11 shows that for each s A X , the number of connected components of N X ðG s Þ, is at most jW j. Combining this with the Lang-Steinberg theorem [27, (2.7)] shows that each X -orbit in the set fG s j s A X g splits into at most jW j orbits of X s acting on s-fixed points. Combining with the bound C 1 on the number of X -orbits, we see that jS s j c C 1 jW j. r
We now finish the proof of Theorem 3. By Lemma 4, Corollaries 10 and 12, we may fix s A S s , u A X s; s , w A W , e P P A Pðs; sÞ, and show that jZðs; sÞj jX s; s; u j 1
is bounded above, independently of p and n (where s is a p n Frobenius map). Our argument has two cases: s 0 1 and s ¼ 1.
Suppose that s 0 1. Note that G s has not been assumed to be maximal among centralizers of semisimple elements, but that the hypotheses of Theorem 3 involve centralizers that are maximal in this sense. Take t A T such that G t is a maximal centralizer subgroup of G with G s c G t . By hypothesis, X t nG t = w P t is finite and bounded independently of p. The essential idea for finishing this case is to show that the quantity in Expression (3) can be bounded by a similar quantity obtained by reducing X t nG t = w P t to finite groups, as in Lemma 4 through Corollary 12. Let G ¼ G t , X ¼ X t , P ¼ w P t , s A X and define Z G ðs; sÞ, etc. Note that P is a parabolic in G and that X is of maximal rank and reductive. We apply Equation (1) in Lemma 4 through Corollary 12 to X nG=P to get
where all quantities are finite and bounded independently of p and n. One of the terms we have just obtained for X nG=P, corresponds to s ¼ s A X ,
Some of the quantities here are the same as the corresponding quantities for the s term in X nG=P:
Also it is easy to show that Z G ðs; sÞ H Z G ðs; sÞ. Combining these observations we have We are done since C 1 and jW j are bounded independently of p and n. [10, (3.10) , (3.15) ]. For p A f2; 3; 5g, we apply the Lang-Weil bound on the number of rational points of a variety over a finite field [15] , which shows that jðG=PÞ s; u j c c p q d 2 for some constant c p , possibly dependent upon p. Now, we can choose c 1 su‰ciently large so that jðG=PÞ s; u j c c 1 q d 2 for all primes p and values of n. This shows that 1 jX s; u j jðG=PÞ s; u j c 1
which is bounded provided that
This finishes the proof of Theorem 3.
Comparing dimensions of fixed points of unipotent elements
The following result records most of the calculations we will use for dimðG=PÞ u . Quantities of the form ðG=BÞ u and ðG=PÞ u are identified with the collection of conjugates of B or P that contain u.
Proposition 13. Let G be a connected reductive group, B a Borel subgroup, P a parabolic subgroup containing B, and u A G a unipotent element.
(1) Consider the map j : ðG=BÞ u ! ðG=PÞ u taking g B to g P. 
(4) Let g be the Lie algebra of G, let u and v be as in part (3) and let c g ðuÞ and c g ðvÞ be the centralizers of u and v in g. Then dim c g ðuÞ c dim c g ðvÞ.
Proof.
(1) (a) Surjectivity is in [28, (2. 3)]. The quotient maps G ! G=B and G ! G=P are open, whence G=B ! G=P is open. Since G=B is complete, this last map is closed as well. Now j is the restriction of this map to the closed subset ðG=BÞ u , from which one can prove that j is open and closed as well.
(1) (b) The assertion in this part is well known for irreducible varieties (cf. [13, (4. 3)]), so we will sketch how to reduce our problem to the irreducible case. The crucial properties are that j is surjective, open and closed, and that all irreducible components of ðG=BÞ u have the same dimension (for this last fact, see [25] ). Using these properties, one can show that it su‰ces to prove the result for the restriction of j to an irreducible component of ðG=BÞ u and an irreducible component of maximal dimension in ðG=PÞ u .
(1) (c) It is easy to show that the fibre of j over g P equals the g P-conjugates of g B that contain u.
(2) This is proven for all characteristics in [26 (4) Let Z be the central torus of L. View g as a Q-module. There is a filtration 0 ¼ F 0 c F 1 c Á Á Á c F n ¼ g with Q acting trivially on each factor F i =F iÀ1 and Z having distinct weights on distinct factors F i =F iÀ1 (cf. [1] ). This filtration splits as a Z-module, and since Z is central in L we have that it splits as an L-module. We claim that
The first equality follows from the fact that the filtration splits with respect to v; the second from the fact that u ¼ vq and q acts trivially upon each factor; the inequality follows from general principles. r
Comments. To use part (3) of this result, we need to be able to take a unipotent element u A P, and produce a list of possible projections v A L. From part (4), the possibilities for v are those elements that are represented in L and that have at least as many Jordan blocks as u in the action on g. These possibilities can be easily listed by using the tables in [18] .
Finiteness in E 6
In this section we will prove that X nG=P is finite for all cases in Theorem 1 where G ¼ E 6 . We deal with cases involving G ¼ E 7 and G ¼ F 4 in the next section, but with fewer details. We start by verifying that condition (1) in Theorem 3 holds. To verify this condition, we wish to compare how big X s and w P s are in G s to how big X and P are in G. For this, we use ht, pht, defined earlier, and a related concept, nilp, that we will define now. For a parabolic subgroup P we define nilpðPÞ to be the nilpotency class of the unipotent radical of P
where equality holds if ðG; pÞ B fðB n ; 2Þ; ðC n ; 2Þ; ðF 4 ; 2Þ; ðG 2 ; 3Þg; see [1] . If G is reductive we define pht, ht, nilp to be the maximal values obtained by restricting to a simple factor of G.
Since G ¼ E 6 and G s is maximal among subgroups that equal the centralizer of a semisimple element, we have that G s is a classical group. By [7] we may conclude that Theorem 2 holds for G s .
Let
If X is a Levi subgroup of G, then X s is a Levi subgroup of G s , whence
In a similar manner pht 
Suppose for the moment that the characteristic is not 2 or 3. Then G s is the centralizer of an involution in G, whence X s is the centralizer of an involution in X , and this gives the possibilities for X s . If G s ¼ A 1 A 5 , suppose for contradiction that one of the A 1 factors for X s equals the A 1 factor for G s . This A 1 factor is contained in one of the A 2 factors of X . Then the second and third A 2 factors in X commute with this A 1 , and so they are contained in the A 5 factor of G s . This would show that
, then we use the fact that X is the centralizer in G of a semisimple element of order 3, whence X s is the centralizer in G s of a semisimple element of order 3. The only possibility for this that is also a subsystem of X is A 2 T 1 D 2 . Finally, if the characteristic is 2 or 3, then the conclusions that we have just made about G s and X s still hold. This can be verified in more than one way, for instance by showing that the intersection of X with G s is determined by elements of Weyl groups, or by showing that the arguments we have given are equivalent to intersecting closed subsystems of the root system of G. For example, one can say that in an E 6 root system, the intersection of an A 1 þ A 5 closed subsystem and an A 2 þ A 2 þ A 2 closed subsystem, is one of the possibilities
Thus, in all characteristics, G s and X s satisfy our claims.
The claims just proven about G s and X s show that in each case we have pht G s ðX s Þ c 2. We showed above that pht G s ð w P s Þ c 1, whence X s nG s = w P s is finite by Theorem 2 (as applied to the classical groups).
This finishes our verification of (1) of Theorem 3 for all cases of Theorem 1 where G ¼ E 6 . Now we turn to condition (2) in Theorem 3.
To compare unipotent classes in X and in G we use the Bala-Carter theorem (note that this holds for G ¼ E 6 and for X ¼ D 4 T 2 in all characteristics [8] ). For each unipotent class in X (with one exception described presently), the Bala-Carter theorem gives the same label to the unipotent class in X and the corresponding class in G. The exception is the regular class in X ¼ A 2 A 2 A 2 . In X this class is labelled as
Extending this class to a unipotent class in G gives the class labelled as D 4 ða 1 Þ in G. To see this, note that N G ðX Þ contains the symmetric group on three letters S 3 , which permutes the factors of X . Thus the centralizer in G of a regular element in X contains S 3 , which implies (by examination of the centralizer groups given in [22] ) that the class is D 4 ða 1 Þ.
We note that in many cases we can show that dim X u d dimðG=PÞ u without using all parts of Proposition 13. For instance, if dim X u d dim G=P or if dim X u d dimðG=BÞ u , then dim X u d dimðG=PÞ u follows.
In Table 2 we list various dimension calculations. We have organized the table by unipotent classes in G, using the Bala-Carter label, but have indicated with the notation ' Á ' that X has no unipotent elements of a given class. To calculate the dimensions, one translates Bala-Carter labels to sizes of Jordan blocks, and then uses dimension formulas as in [5] , [12] . The notation '10y' indicates that two possibilities for the dimension exist, the smaller of which is 10. Finally, the quantities in the table need to be verified twice, once for the case p 0 2 and once for the case p ¼ 2 (for p ¼ 2 see also [21] ).
We have dim G=P ¼ 16, and so all cases in the first three rows of the table satisfy dim X u d dim G=P d dimðG=PÞ u . By Proposition 13, if dðX ; uÞ c 0, then dim X u d dimðG=BÞ u d dimðG=PÞ u , which takes care of another 18 cases in the table. For the remaining 10 cases, by Proposition 13, it su‰ces to show that dðX ; uÞ c 1 2 ðdim L v À 6Þ where v is the projection of u to L (the Levi factor of P) and L v is the centralizer in L of v.
We illustrate this final step for the unipotent class of type A 1 A 1 A 1 . If u is of type A 1 A 1 A 1 then u has 38 or 40 Jordan blocks in its action on g; see [18] . By Proposition 13, and the comments that follow it, we see that v has at least 38 Jordan blocks on g. Again using the tables in [18] , we see that the unipotent class of v has label 1, We leave the remaining cases in E 6 to the reader. (Note that the six cases where dðX ; uÞ ¼ 1 are relatively simple: it su‰ces to show that v is not regular in L.)
Finiteness in G F E 7 and G F F 4
In this section we will prove that X nG=P is finite when G is of type E 7 or F 4 and X and P are as listed in Theorem 1. The approach is essentially the same as for G ¼ E 6 , so we will leave some of the calculations to the reader. We start by verifying condition (1) in Theorem 3. We have that G s is a classical group or E 6 , so we can use Theorem 2.
Suppose that
In each case X is a Levi subgroup, and we can apply the same argument as we did for the case G ¼ E 6 to show that have pht G s ðX s Þ c 2. Similarly, w P s is a parabolic in G s with abelian unipotent radical, so pht G s ð w P s Þ ¼ 1. Therefore Theorem 2, applied to subgroups of E 6 or classical groups, shows that X s nG s = w P s is finite. Now we verify condition (2) in Theorem 3 for G ¼ E 7 . We have dim G=P ¼ 27, and we are done with those cases where dim X u d 27 or where
For the remaining cases it su‰ces to show that 1 2 ðdim L v À 7Þ d dimðX ; uÞ where v is the projection of u to L. Again, all the cases where dðX ; uÞ ¼ 1 can be handled by the Table 2 . Dimension of unipotent fixed points in E 6 . 
observation that no v can be regular in L. In the end one needs to calculate dim L v for only a handful of possibilities for v. The types of these possibilities are: 1,
We o¤er a few comments to clarify two cases in X ¼ A 2 A 5 . The regular class A 2 A 5 and the class A 2 A 2 A 2 need to be translated into Bala-Carter labels as applied to E 7 . We claim that these are the classes E 7 ða 5 Þ and D 4 ða 1 Þ respectively. The analysis in E 6 shows that A 2 A 2 A 2 @ D 4 ða 1 Þ. Similarly, the component group of the A 2 A 5 class has an element of order 3 (because the center of A 2 A 5 has an element of order 3), and E 7 ða 5 Þ is the only remaining class in E 7 with the same property. Now we make a few comments about how these calculations change in characteristic 2. The only changes occur when p ¼ 2, as the Bala-Carter theorem still holds in all other characteristics [8] , and the dimensions of the centralizers do not change. The biggest change in characteristic 2 is the existence of one extra unipotent class in E 7 . This extra class has received various labels in the literature:
2 in [18] ; A 3 þ A 2 in [22] . As shown in [9, (5.4) ], it is distinguished in a D 6 T 1 Levi subgroup and is not represented in either A 6 T 1 or A 1 D 5 T 1 . In the same reference one finds information about its Jordan blocks, leading to the calculation dim X u ¼ 17. In [22] we find that the dimension of G u is 35. Thus dðX ; uÞ ¼ Besides this change, one must re-check the calculations for the dimension of centralizers. However, for centralizers in E 7 the only change occurs for the A 6 class, whose centralizer structure changes, but which still has the same dimension, 19, as when the characteristic is not 2. The dimensions of X u do not change for X ¼ A 6 T 1 . For the cases A 1 D 5 T 1 and D 6 T 1 one needs to repeat the calculations for dim X u .
For the remainder of the section we assume that G ¼ F 4 , ðX ; PÞ equals ðL 1 ; P 4 Þ or ðL 4 ; P 1 Þ. Notice that the roles of X and the Levi factor of P are symmetric. Therefore, a number of the arguments below will be applied to both of these subgroups. For condition (1) of Theorem 3 we need to consider the cases G s A fB 4 ; A 1 C 3 ; e A A 1 A 3 ; A 2 e A A 2 g (we use the convention that e A A i has short roots, whereas A i has long roots). We start by finding the possibilities for X s and w P s in each case. Lemma 14. Let G ¼ F 4 , let s A T and w A W . The following assertions hold. Proof. Suppose, for the moment, that the characteristic of the underlying field is not 2. Recall that for a Levi subgroup L we have defined nilpðLÞ to be the nilpotency class of the unipotent radical of an associated parabolic (see the discussion near the beginning of Section 4).
(1) and (2) We have nilp
To obtain the groups in (1) and (2) one lists those Levi subgroups of G s that are also Levi subgroups of L and that satisfy this bound. The remaining assertions in (1) follow from the fact that A 3 T 1 must be the Levi factor of a parabolic in B 4 but in B 3 T 1 the only group of type A 3 T 1 is SO 2 SO 6 .
(3) The assertion for ð w L 1 Þ s follows from considering nilp G s ðð w L 1 Þ s Þ as in parts (1) and (2) . For the assertions regarding ð w L 4 Þ s , let F l ðGÞ, F l ðG s Þ, and F l ðL 4 Þ be the long root subsystems of G, G s and L 4 respectively. Then we have that A similar argument applies to FðL 1 Þ, where all a 1 -coe‰cients equal 0, G1. Now we discuss the cases p ¼ 2. As was the case for E 6 , we claim that the conclusions here do not require p 0 2, although the arguments involving centralizers of did. Again, one can show that the intersection of X with G s is determined by elements of Weyl groups. Alternatively, one can show that the conclusions are equivalent to intersecting closed subsystems of the root system of G. For example, one can say that in an F 4 root system, the intersection of a closed root system of type e A A 1 þ A 3 and a closed root system of type B 3 must contain a closed root system of type A 2 or 
If we let R denote one of the factors of G s , it will sometimes be necessary to describe w P s V R. In such a case we will write P R i for the parabolic subgroup of R obtained by crossing o¤ node i from the Dynkin diagram of R.
Suppose now that G s ¼ A 1 C 3 . Then ðX s V A 1 ÞnA 1 =ð w P s V A 1 Þ is finite since even the maximal torus is spherical in A 1 ; see [6] . The possibilities for ðL 1 Þ s V C 3 are all spherical in C 3 whence the second collection is finite when X ¼ L 1 . The possibilities for ðL 4 Þ s V C 3 are fB 2 T 1 , A 2 T 1 , A 1 e A A 1 T 1 g. The first two are spherical in C 3 so it remains to treat the last. The possibilities for ð w P 1 Þ s V C 3 are fC 3 ; P C 3
1 ; P C 3 3 g. We see that A 1 e A A 1 T 1 is finite on all of these possibilities by the results in the classical groups; see [7] (where the group that we denote here by e
A A 1 appears as
Since a maximal torus in e A A 1 is spherical, we have that are both finite. It is now easy to check, using the results in [7] for the classical group A n , that all the double cosets are finite. r Now we verify condition (2) in Theorem 3, for G ¼ F 4 . We have dim G=P ¼ 15, and we are done with those cases where dim X u d 15 or where
In the remaining cases one shows that dðX ; uÞ c 1 2 ðdim L v À 4Þ where L is the Levi factor of P and v is the projection of u to L. As before, the cases where dðX ; uÞ ¼ 1 are relatively easy. This leaves only the case ðX ; PÞ ¼ ðL 1 ; P 4 Þ, u the unipotent class labelled by A 1 , and dðX ; uÞ ¼ 2. We find that v can be the identity, or a unipotent element labeled as
If v is labelled as A 1 then dim L v ¼ 12 and dðX ; uÞ c Now we o¤er a few comments about G ¼ F 4 in bad characteristics. First, in characteristic 3 there are no substantial changes as Bala-Carter still holds for G, and the dimension formulas in X do not change. In characteristic 2, there is a graph automorphism of G that interchanges short and long roots. Therefore jL 1 nF 4 =P 4 j is finite if and only if jL 4 nF 4 =P 1 j is finite. So we now assume that X ¼ L 4 ¼ D 3 T 1 , P ¼ P 1 . In this characteristic F 4 has four extra classes, but only two of these can be represented in X ; see [9, (5.3) ]. One of these is distinguished in the B 2 T 2 Levi subgroup, and one is distinguished in X . These classes are denoted by e A A
and B
2 respectively in [18] . Using the information in [9, (5. 3)] we see that dim X u ¼ 12, and from [24, Theorem 2.1] we see that dim G u ¼ 30 whence dðX ; uÞ ¼ 1. As before, we let L be the Levi factor of P 1 , let v be the projection u to L, and it su‰ces to show that v is not regular in L. Since u has 31 Jordan blocks in its action on g from [18] , we see that v has at least 31 Jordan blocks as well, whence it is the identity, or labelled as A 1 or e A A 1 in G. None of these is the regular class in L, and therefore we are done.
Similarly, if u the class labelled as B
2 then we have dim X u ¼ 6 and dim G u ¼ 16, so dðX ; uÞ ¼ 0 and we are done.
Infiniteness
In this section we prove that X nG=P is infinite if X is not spherical and not contained in the list of Theorem 1.
Throughout this section, L denotes a Levi factor of P. We begin by stating a result that shows that X nG=P is infinite in many cases. By an end node parabolic we mean one of the form P i where a i is an end node of the Dynkin diagram and a i has been crossed o¤ for the root system of P.
Theorem 16 ([6, Theorem 1.3]). Let G be a simple algebraic group, X a maximal rank reductive subgroup, and P a parabolic subgroup with Levi factor L. If G is of type F 4 suppose that P is not an end node parabolic. If X nG=P is finite then X is spherical or L is spherical.
To finish the proof of infiniteness in Theorem 1 it su‰ces, by Theorem 16, to consider only those P such that L is spherical. Suppose that we have fixed such a P. Then it su‰ces to prove infiniteness for those X that are maximal subject to the condition that X is not spherical and X nG=P is not listed in Theorem 1. It also su‰ces to prove infiniteness after replacing X or P by a conjugate, or replacing both X and P by tðX Þ and tðPÞ where t is a graph automorphism.
Combining these observations, it su‰ces to prove infiniteness in the following cases (in what follows the notation e L L i denotes the pseudo-Levi subgroup obtained by crossing o¤ node i from the extended Dynkin diagram of G). 
In particular infiniteness holds in the following cases:
(1) F 1 , F 2 are each of type A 2 , have the same length, To describe one of the root subsystems F i we will explicitly give roots b 1 ; b 2 ; . . . , that generate F i . Each b i will be described by giving its coe‰cients with respect to the simple roots, arranged as they appear on the Dynkin diagram (labelled as in [2] ). For example, if a 1 ; . . . ; a 7 are the simple roots of E 7 , then the notation
We will construct F 1 and F 2 satisfying Theorem 17 (3). Let F 2 be the closed subsystem generated by Finally, consider the case X ¼ A 1 A 1 A 3 T 1 . Let X ¼ e L L 3; 5 , the pseudo-Levi subgroup obtained by crossing o¤ a 3 and a 5 from the extended Dynkin diagram of E 6 . Then FðX Þ consists of all those roots in FðE 6 Þ with a 3 -coe‰cient equal to 0 or G2 and a 5 -coe‰cient equal to 0 or G2. We let F 1 be the closed root subsystem generated by then there exist A 2 subsystems satisfying Theorem 17 (1) . All of the remaining cases involve P ¼ P 1 , and we will be describing root systems satisfying Theorem 17 (4) . In all remaining cases (except the p ¼ 2 case), let F 1 ¼ F 2 be the system generated by we note that FðX Þ V F 1 ¼ A 1 is a closed subsystem formed of long roots, and the only such subsystem in a C 3 root system has type A 1 . If X ¼ e A A 1 D 3 , then we describe FðX Þ explicitly. As above, we write roots by giving their coe‰cients with respect to the root base of F 4 . Thus, we let a 1 ; . . . ; a 4 be a base for F 4 , labelled as in [2] . Then the notation 0 1 2 2 describes the root a 2 þ 2a 3 þ 2a 4 . Then we can take a base of FðX Þ given by 0 0 1 0 (this gives the e A A 1 ) and À2 3 4 2, 1 0 0 0, 0 1 2 2. The final case is G ¼ F 4 , p ¼ 2 and X ¼ B 2 B 2 . We will construct F 1 and F 2 satisfying Theorem 17 (2). First we describe X . In characteristic 2 one may extend the Dynkin diagram for F 4 by attaching the (negative) high short root to a 4 . Crossing o¤ a 1 gives a C 4 subsystem. One can extend this C 4 subsystem with its high root, which equals the high root of 
