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Abstract: Recognizing expressions is a key part of human social interaction, and processing of 
facial expression information is largely automatic for humans, but it is a non-trivial task for a 
computational system. The purpose of this work is to develop computational models capable of 
differentiating between a range of human facial expressions.  Raw face images are examples of 
high dimensional data, so here we use two dimensionality reduction techniques: Principal 
Component Analysis and Curvilinear Component Analysis.  We also preprocess the images with a 
bank of Gabor filters, so that important features in the face images may be identified.  
Subsequently the faces are classified using a Support Vector Machine.  We show that it is possible 
to differentiate faces with a prototypical expression from the neutral expression.  Moreover we can 
achieve this with data that has been massively reduced in size: in the best case the original images 
are reduced to just 5 components. We also investigate the Effect size on face images, a concept 
which has not been reported previously on faces. This enables us to identify those areas of the face 
that are involved in the production of a facial expression.  
Keywords: Expressions, Image Analysis, Classification, Dimensionality 
Reduction. 
1. Introduction 
According to Ekman and Friesen [1] there are six easily discernible facial expressions: anger, 
happiness, fear, surprise, disgust and sadness, apart from neutral. Moreover these are readily and 
consistently recognized across different cultures [2]. In the work reported here we show how a 
computational model can identify facial expressions from simple facial images.   
 
   Data presentation plays an important role in any type of recognition. High dimensional data is 
normally reduced to a manageable low dimensional data set. We perform dimensionality reduction 
using Principal Component Analysis (PCA) and Curvilinear Component Analysis (CCA).  PCA is 
a linear projection technique and it may be more appropriate to use a non linear Curvilinear 
Component Analysis (CCA) [3].  The Intrinsic Dimension (ID) [4], which is the true dimension of 
the data, is often much less than the original dimension of the data.  To use this efficiently, the 
actual dimension of the data must be estimated.  We use the Correlation Dimension to estimate the 
Intrinsic Dimension. We compare the classification results of these methods with raw face images 
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and of Gabor Pre-processed images [5, 6]. The features of the face (or any object for that matter) 
may be aligned at any angle. Using a suitable Gabor filter at the required orientation, certain 
features can be given high importance and other features less importance. Usually, a bank of such 
filters is used with different parameters and later the resultant image is a L2 max norm (at every 
pixel the maximum of feature vector obtained from each of the filters of the filter bank) 
superposition of the outputs from the filter bank. 
 Examining the effect size of each pixel allows us to show the encoding face, which shows those 
pixels on the face that are involved in the production of an expression. 
 
2. Background 
We perform feature extraction with Gabor filters and then use dimensionality reduction techniques 
such as Principal Component Analysis (PCA) and Curvilinear Component Analysis (CCA) 
followed by a Support Vector Machine (SVM) [7] based classification technique. We also 
implement the Effect size and all these methods are described below.   
2.1 Gabor filters 
A Gabor filter can be applied to images to extract features aligned at particular orientations. 
Gabor filters possess the optimal localization properties in both spatial and frequency domains, 
and they have been successfully used in many applications [8]. A Gabor filter is a function 
obtained by modulating a sinusoidal with a Gaussian function.  The useful parameters of a Gabor 
filter are orientation and frequency. The Gabor filter is thought to mimic the simple cells in the 
visual cortex.  The various 2D receptive field profiles encountered in populations of simple cells in 
the visual cortex are well described by an optimal family of 2D filters [9].  In our case a Gabor 
filter bank is implemented on face images with 8 different orientations and 5 different frequencies 
as it captures all the features necessary that may be significant [10]. 
 
Recent studies on modeling of visual cells [11] suggest a tuned band pass filter bank structure. 
Formally, the Gabor filter is a Gaussian (with variances Sx and Sy along x and y axes respectively) 
modulated by a complex sinusoid (with centre frequencies U and V along x and y axes 
respectively) and is described by the following equation:-  
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  The variance terms Sx and Sy dictates the spread of the band pass filter centered at the 
frequencies U and V in the frequency domain. This filter has real and imaginary parts. 
 
  A Gabor filter can be described by the following parameters:  The Sx and Sy of the Gaussian 
define the shape of the base (circle or ellipse), frequency (f) of the sinusoid, orientation (ϴ) of the 
applied sinusoid.  Figure 1 shows examples of various Gabor filters. Typically in face processing, 
5 scales and 8 orientations are used [10]. Figure 2 b) shows the effect of applying a variety of 
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Gabor filters shown in Figure 1 to the sample image shown in Figure 2 a).  Note how the features 
at a particular orientation are exaggerated.   
 
 
 
 
 
 
 
Figure 1: Gabor filters - Real part of the Gabor kernels at five scales and eight orientations 
 
An augmented Gabor feature vector is created of a size far greater than the original data for the 
image. Every pixel is then represented by a vector of size 40 and demands dimensionality 
reduction before further processing.  So a 63 × 63 image is transformed to size 63 × 63 × 5 × 8.  
Thus, the feature vector consists of all the information extracted from different frequencies, 
orientations and from all locations, and hence could be useful for expression recognition. 
 
 
              
         
(a)                                                                           (b) 
 
Figure 2:  a) Original face image 63 × 63 (3969 dimensions). b) Forty Convolution outputs of Gabor filters. 
 
Once the feature vector is formed, it can be handled in various ways. We reduce the image to its 
original size by taking the L2 max norm, over the 40 convolutions, for each pixel in the feature 
vector.  So that the final value of a pixel is the maximum value found by any of the filters for that 
pixel. 
 
The L2 max norm Superposition principle is used on the outputs of the filter bank and the Figure 
3 b) shows the output for the original image of Figure 3 a). 
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(a)                              (b) 
 
Figure 3 a): Original Image used for the Filter bank b) Superposition output (L2 max norm) 
 
2.2 Curvilinear Component Analysis 
Curvilinear Component Analysis (CCA) is a non-linear projection method that preserves 
distance relationships in both input and output spaces. CCA is a useful method for redundant and 
non linear data structure representation and can be used in dimensionality reduction.  CCA is 
useful with highly non-linear data, where PCA or any other linear method fails to give suitable 
information [3]. The D – dimensional input X should be mapped onto the output d - dimensional 
space Y.  Their d - dimensional output vectors {yi} should reflect the topology of the inputs {xi.} 
In order to do that, Euclidean distances between the xi’s are considered.  Corresponding distances 
in the output space yi’s is calculated such that the distance relationship between the data points is 
maintained. 
 
 
 
         
(a)                                           (b)                                    (c) 
 
Figure 4: (a) 3D horse shoe dataset (b) 2D CCA projection (c) dy-dx plot. 
 
CCA puts more emphasis on maintaining the short distances than the longer ones.  Formally, this 
reasoning leads to the following error function:  
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where di, jX and di, jY  are the Euclidean distances between the points i and j in the input space X 
and the projected output space Y respectively and N is the number of data points. Fλ di, j
Y 
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 
  is the 
neighbourhood function, a monotonically decreasing function of distance.  In order to check that 
the distance relationship is maintained a plot of the distances in the input space and the output 
space (dy-dx plot) is produced. For a well maintained topology, dy should be proportional to the 
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value of dx at least for small values of dy’s.  Figure 4 shows CCA projections for the 3D data 
horse shoe data. The dy-dx plot shown is good in the sense that the smaller distances are very well 
matched [3]. 
 
2.3 Intrinsic Dimension 
One problem with CCA is deciding how many dimensions the projected space should occupy, and 
one way of obtaining this is to use the Intrinsic Dimension (ID) of the data manifold. The ID can 
be defined as the minimum number of free variables required to define the data without any 
significant information loss. Due to the possibility of correlations among the data, both linear and 
nonlinear, a D-dimensional dataset may actually lie on a d-dimensional manifold (d ≤ D). The ID 
of such data is then said to be d.  There are various methods of calculating the ID; here we use the 
correlation Dimension [8] to calculate the ID of face image dataset. 
 
2.4 Classification Using Support Vector Machines 
A number of classifiers could be used in the final stage for classification. We have concentrated 
on the Support Vector Machine since this is commonly used in the face processing recognition 
[12].   Support Vector Machines (SVM) are a set of related supervised learning methods used for 
classification and regression.  SVM’s are used extensively for many classification tasks such as: 
handwritten digit recognition [13] or Object Recognition [14].   A  SVM implicitly transforms the 
data into a higher dimensional data space (determined by the kernel) which allows the 
classification to be accomplished more easily.  We have used the LIBSVM tool [7]. 
 
The SVM is trained in the following way: 
 
1.  Transform the data to a format required for using the                      
 SVM software package - LIBSVM -2.83 [7]. 
 
2. Perform simple scaling on the data so that all the    
   features or attributes are in the range [-1, +1]. 
 
3. Choose a kernel. We used the RBF kernel,  
    k x, y( )= e−γ x−y( )2 . 
 
4. Perform fivefold cross validation with the specified     
   kernel to find the best values of the cost parameter C and γ . 
 
5. By using the best value of C and γ , train the model    
   and finally evaluate the trained classifier using the     
   test sets.  
 
2.5 Effect Size and Encoding face 
Effect size is a way of expressing the difference between two groups. Here two groups:  a 
prototypical expression and Neutral are used. The Effect size is obtained by finding the difference 
between the means of the two groups and dividing it  by the standard deviation of either group and 
is denoted by d [15].  This can be explained by Equation (3). 
d = 1µ − 2µ
σ
                                                 (3) 
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 1µ  and 2µ  the means of two groups and σ  is the standard deviation of the whole population.  
The ‘Encoding face’ is obtained by finding the Effect size of each pixel in the two sets of images.  
In other words for example, which pixels discriminate most between the smiling and neutral faces 
can be seen and the result of this analysis is reported here. 
3. Experiments 
3.1 Dataset description 
We experimented on 616 faces (308 female and 308 male face images) of 88 individuals with 
seven basic expressions: happiness, angry, sadness, surprise, fear, disgust and neutral. Apart from 
neutral all other expressions were selected with the highest degree of intensity for that expression.  
The classification was done between neutral and one of the expressions at a time. For example: the 
model classified a test face image as neutral or happy if the classifier was trained for neutral and 
happy face image classification.  Considering one of the six basic expressions (say for example 
angry) along with neutral, the dataset of 176 images (88 images of angry and 88 images of neutral 
set)  was divided into 4 equal subsets of 44 images, balanced in terms of gender and expression. 
The SVM classifier was then trained with 3 subsets at a time and the left out set was used as the 
test set.   A total of 22 male and 22 female face images was used in each set and was balanced, i.e., 
a person pictured in the neutral set was also present in the angry expression set.  Hence at any 
time, the training set had 132 images.  The accuracy was obtained by calculating the average of the 
classification accuracy for all four subsets used as test sets (when three subsets were used for 
training, the left out set was used as test set).  
 
The images are from the BINGHAMTON dataset [16]  of 100 subjects and some examples are 
shown in Figure 5.  Each row corresponds to the expressions of one of the subjects. They are 
displayed from left to right in the order: neutral, happy, angry, fear, sad, surprise and disgust.  
 
 
 
 
Figure 5: Examples face images from the BINGHAMTON BU-3DFE dataset. Each row is a subject showing 
various expression (left to right) neutral (NE), happy (HA), angry (AN), fear (FE), sad (SA), surprise (SU) 
and disgust (DI). 
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To make images suitable for the experiments, these images had to be reduced from their original 
size to size 64 x 64 using an image editing tool named Irfanview [17]. The images were also 
converted into grey scale to lower the computational complexity.   
3.2 Method 
A total of six experiments were performed with six computational models. Each experiment 
involved two expressions: one of them was neutral and the other was one of the six basic 
expressions. The six models that were tested are: 
 
• RAW: - Raw face images without any pre-processing or dimensionality reduction 
• RAW+PCA: - Raw face images without any pre-processing but reduced in              
dimensionality with PCA. 
• RAW+CCA: - Raw face images without any pre-processing but reduced in 
dimensionality with CCA. 
• GAB: - Gabor pre-processed face images with no dimensionality reduction. 
• GAB+PCA: - Gabor pre-processed face images reduced by PCA. 
• GAB+CCA: - Gabor pre-processed face images reduced by CCA. 
 
All these models used an SVM for classification.  
 
4 Results 
4.1 Principal Component Analysis 
For PCA reduction we always select the first principal components which collectively account 
for 95% of the total variance of the data, and project the data onto these principal components - we 
call this is our standard PCA reduction. Figure 6 shows the Eigenfaces obtained by the PCA 
technique with raw faces (Happy with Neutral set and Angry with Neutral set). 
 
 
 
(a)                             
 
 
(b) 
Figure 6: a) The first 5 eigenfaces of the neutral and happy data set. B) The first 5 eigenfaces of the neutral 
and angry data set. 
 
The number of components to which the PCA reduced the original data is detailed in the Table 
1.  
 
8 
Table 1: Comparison of number of components used with PCA for raw and Gabor pre-processed face images 
for all expressions. 
 
Number of components 
Reduced by PCA 
Raw face images Gabor pre-processed 
face images 
Angry 97 22 
Happy 100 23 
Fear 99 23 
Sad 96 22 
Surprise 103 23 
Disgust 101 23 
 
It is interesting to note that the GABOR processed images do not need as many components for 
95% variance to be captured. 
4.2 Curvilinear Component Analysis 
 As CCA does not provide any measure of captured variance we need a way of deciding an 
appropriate dimensionality for the projection space.  As already discussed in Section 2.3 we 
estimate the Intrinsic Dimensionality of both the raw faces images and the Gabor pre-processed 
face images. The results are given in Table 2. A large reduction in dimensionality can be achieved 
using CCA. The best has just 5 components required for almost all of the Gabor pre-processed face 
images. 
 
Table 2: Comparison of  estimated ID for raw and Gabor pre-processed face images for all expressions. 
 
 
ID of Dataset 
 
Raw face images 
Gabor pre-processed 
face images 
Angry 5 6 
Happy 6 5 
Fear 6 5 
Sad 7 5 
Surprise 6 5 
Disgust 5 5 
 
4.3 Encoding face and Effect size 
The encoding face was obtained by applying the effect size to the pixels of the face image. Two 
classes were considered at a time: one of the basic expressions and the other being the neutral 
expression. The discriminating pixels for varying expressions are different. This result supports the 
evidence of variations in the facial appearance and movements of the facial muscle in response to 
the expression and in particular, emphasizes those parts of the face corresponding to each of the 
basic expression [18]. The colored images are shown on the right as they are clearer than their 
grey scales on the left. The research literature results are in the description given first followed by 
a comparison of these with the computational model. Figure 7 and 8 show the encoding face for 
expressions angry and happy respectively.  
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The encoding face in Figure 7 shows which pixels of the face discriminate most between the 
angry and neutral classes. Note the changes in the forehead, above and in between the eyebrows 
and changes in the lip and mouth area. Lowered eyebrows, which may be pulled together forming 
wrinkles in the skin of the forehead, tension in lips and mouth, all characterize the anger 
expression. Also, some people have their lowered eyelids tensed and the eyebrows pulled down 
and may have a glaring look. Others who have a closed mouth form of the angry expression will 
have a pushing up of the chin [19, 20]. All these areas described are indeed the parts of the angry 
encoding face that are highlighted showing that the effect size is emphasizing the same areas. 
 
 
 
             
Figure 7: Angry encoding face 
 
Figure 8 shows the happy encoding face. Note the changes in the cheeks and the lips. A happy 
face is normally recognizable with the smile. There is also normally an oblique raising of the lip 
corners and a wrinkling and creasing of the cheeks. These are defined as the characteristics of the 
happy expression [19, 20]. In addition to these there is a narrowing of the eyelids, crowfeet 
wrinkling at the corners of the eye and a raising of the upper areas of the cheeks indicating actual 
happiness. It may well be that since the dataset that is used here are posed expressions and are not 
spontaneous expressions; these areas are not very well highlighted. 
 
 
 
Figure 8: Happy encoding face 
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4.4 Classification by Support Vector Machines 
SVM classification was performed by using a 5 fold cross validation on each of the four subsets 
(described earlier in Section 3.1) and the average accuracy is calculated.  All the raw faces and 
Gabor pre-processed face images have a dimension of size 3969 (63 × 63); whereas the PCA and 
CCA dimensionality reductions have lesser dimensions, the details of which are in Tables 1 and 2.  
 
Table 3 shows the accuracy obtained for each expression and also the average accuracy of each 
model across all the expressions; for example - the average accuracy for RAW models of all 
expressions is considered.  Figure 9 plots the average classification results detailed in Table 3. 
 
 
 
Table 3: Average SVM classification accuracy for all models across all basic expressions 
 
 
% 
Accuracy Angry Happy Fear Sad Surprise Disgust 
 
Average 
RAW 84.09% 99.43% 83.52% 77.27% 94.89% 90.34% 
 
88.26% 
RAW+PCA  70.45% 89% 82.39% 74.43% 89.20% 80% 
 
80.91% 
RAW+CCA 63.64% 87.50% 73% 62.50% 93.75% 69.89% 
 
75.05% 
GAB 75.57% 89.77% 75.00% 70.45% 95.45% 73.30% 
 
79.92% 
GAB+PCA 72.16% 86.93% 79.55% 71.02% 90.34% 76.68% 
 
79.45% 
GAB+CCA 66.48% 61.36% 55% 58.52% 84.09% 60.80% 
 
64.38% 
Average 72.07% 85.67% 74.74% 69.03% 91.29% 75.17%  
 
 
 
 
Figure 9:  Average classification percentages (last column of Table 3) for each of the six models: RAW, 
RAW+PCA, RAW+CCA, GAB, GAB+PCA, GAB+CCA for all expressions 
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The average classification accuracy of the RAW model has an outstanding performance in 
comparison to the rest of them.  The RAW model performs best with the happy dataset (99.43%) 
and the least with expression sad (77.27%).  An average of 88.26% for the RAW model is the best 
in comparison with the other models; GAB+CCA being the worst (64.38%).  The point here to be 
noted is that the RAW model did well as predicted due to the high dimensionality and no 
information loss, unlike other models that have undergone pre-processing (Gabor filtering) and 
dimensionality reduction (PCA or CCA).  In all cases, the PCA reduces the dimensionality of raw 
faces between 96 and 103 (least for sad and maximum for surprise) whilst the CCA has the most 
reduction to a mere 5 components (for both angry and disgust).  
The other way to look at the results is to compare expressions.  Here it can be seen that surprise 
has been particularly easy for all the models to identify.  Conversely sad has been difficult for all 
the models to correctly classify.  It is also interesting that the expression fear produces a wide 
variation in the performance of the varying models.  The RAW model and the RAW+PCA model 
do relatively well, but the GAB+CCA model is only just above chance.  In fact it appears that the 
problem here is probably the CCA projection – perhaps the ID of this data set has been incorrectly 
estimated. 
 
4.5 Discussion 
The recognition rates of this system seem to be really encouraging in comparison with other 
results by various researchers over the past few years [21-25]. Unfortunately, these results cannot 
be directly compared because there have been large differences in the datasets used, the methods 
adopted for feature extraction, dimensionality reduction and also the type of classifier used. The 
lack of literature on similar models to that used here makes the comparisons even more difficult. 
 
The accuracy obtained by the RAW model here is the best of all the models.  The accuracy 
obtained from other computational models such as RAW+PCA, GAB and GAB+PCA have 
intermediate results. All classification accuracies are above chance.  
 
From a direct comparison of the classification accuracy, the GAB model seems to perform 
exceptionally well with the expression surprise but no so well with other expressions. Overall the 
classification of the surprise expression, with all models, is extremely good.  Although the 
GAB+CCA model uses just 5 components, the accuracy result is as high as 84.09%. This 
expression seems to be different from others in that it can be easily detected by any of the models 
and with very good accuracy. 
 
 Comparing the average classification accuracy of raw face images and Gabor pre-processed 
images that are reduced in dimensionality with PCA, it can be noted that the PCA on Gabor 
images reduces the dimensionality considerably; but the classification results are similar (80.91% 
and 79.45% respectively).  Comparing the performances of the models with respect to expression 
shows that surprise and happy expressions appear easier to identify than other expressions.  
 
Figure 10 shows some of the misclassifications in each class. From these examples, it is not 
clear which feature has caused the misclassification.  These experiments will be further extended 
to compare the performance of human subjects in the classification process. 
 
 
12 
 
 
Figure 10:  Examples of some of the misclassified faces. The top row shows an example from each of the 
prototypical expressions that were incorrectly classified as neutral.  The bottom row shows neutral faces 
wrongly classified as the expression labeled above it. (HA - happy, AN - angry, FE - fear, SA - sad, SU - 
surprise, DI - disgust) 
 
 
The main point to be noted is that the dimensionality reduction methods used here such as the 
PCA and CCA in combination with Gabor pre-processing can reduce the original image 
dimensions to just a few components in comparison to the RAW models.  This saves a lot of 
computational time and also memory space when handling larger databases. Although the raw 
images have managed to do better in classification accuracy this should be obvious as there has 
been no dimensionality reduction which could result in information loss. However, when the 
number of images increases dimensionality reduction will be a necessity and hence methods such 
as CCA with Gabor pre-processing may become more useful. 
 
 
5 Conclusions 
Identifying facial expressions is a challenging and interesting task. Our experiment shows that 
identification from raw images can be performed well with all six expressions used here.  
However, with a larger data set, it may be computationally intractable to use the raw images.  It 
may therefore be important to reduce the dimensionality of the data.  The dimensionality reduction 
methods do fairly well. A linear method such as PCA does not appear to be sufficiently tunable to 
identify features that are relevant for all facial expression characterization.  However, performing 
Gabor pre-processing on the images increases the classification accuracy of the data after 
performing PCA. This, however, does not apply to images that are subjected to dimensionality 
reduction with CCA. Gabor pre-processed PCA data is capable of performing well in comparison 
to the raw images reduced with PCA. The Gabor pre-processed CCA images, however, with just 5 
components does not yield such comparable results. Though the results of the classification for 
PCA and CCA processed raw images are comparable, it can be noted that Gabor pre-processing 
has managed to provide good classification with PCA reduced data and with CCA with just 23 and 
6 components respectively. These experiments will now be extended to study the performance of 
human subjects and compared with the performance of the computational models. In these 
experiments, the SVM has been a preferable choice based on the performance with other 
classifiers [12]. It will also be interesting to pursue similar work using other Artificial Neural 
Networks (ANN). 
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