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Abstract
Process theory started in the 1970’s with an emphasis on giving an algebraic treatment of its fundamental
concepts. In the 1990’s, with the rapid introduction of advanced features (data, time, mobility, probability,
stochastics), the algebraic line was largely abandoned. I believe that a thorough abstract algebraic treatment
adds a degree of mathematical maturity and elegance to the theory. In this note I discuss what is algebraic
in process theory, and what is not (yet).
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1 Prologue
In mathematics, sometimes two kinds of algebra are distinguished: elementary and
abstract. Elementary algebra records the properties of the real number system,
mostly in the form of equations using symbols to denote constants (particular real
numbers) and variables (ranging over all real numbers). Elementary algebra is
concrete in the sense that it is about one particular kind of object: the real number.
Abstract algebra (also known as modern algebra) is concerned with the study of (the
properties of) the fundamental operations of arithmetic in more generality, e.g., no
longer talking about addition of real numbers only, but talking about addition of
anything that might be worth adding. The generality is usually achieved by deﬁning
the fundamental operations axiomatically.
For an example of an axiomatic deﬁnition, consider a theory of two binary op-
erations deﬁned by postulating that the ﬁrst operation is commutative, associative
and idempotent, and that the second operation distributes from the right over the
ﬁrst and is also associative. A ring theorist may tell you that this comes close to
a deﬁnition of the theory of idempotent semirings, except that a few axioms are
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surely missing. Most notably, the ring theorist remarks, an axiom expressing that
the second operation also distributes from the left over the ﬁrst ought to be in-
cluded. A process theorist, however, will recognize that this axiom has been left
out on purpose, for what we have here is a deﬁnition of the theory of alternative
and sequential composition of processes. This particular version of the theory was
proposed by Bergstra and Klop in 1982 (see [4,6]); they presented it as a set of
formal equations.
2 Algebraic process theory
Algebraic process theory started in the 1970’s, with the introduction of CSP by
Hoare [7,11,12] and of CCS by Milner [15,16]. What is algebraic about CSP and
CCS? It is the fact that the emphasis is on studying the properties of a collection
of fundamental operations on processes. CSP and CCS for the bigger part agree on
what are those fundamental operations, both including sequencing, nondeterministic
choice, and parallel composition. Moreover, these constructs turned out to satisfy
very similar properties. The main diﬀerence between CSP and CCS lies in to what
is viewed as the appropriate mathematical representation of the notion of process:
in CSP a process is mathematically represented as a set of failures 2 , whereas in
CCS it is an element of the set of labelled transition systems modulo observation
equivalence.
Deﬁning a language of ﬁrst-order operations on a domain of processes and prov-
ing properties of these operations is algebra in the elementary sense of the word.
With their seminal paper [10], Hennessy and Milner made an important step in the
direction of a more abstract approach, providing a ground-complete 3 equational ax-
iomatisation of observation equivalence in the context of recursion-free CCS. Their
axioms could in principle be taken as an abstract algebraic deﬁnition. A genuine
abstract algebraic approach was ﬁrst explicitly proposed by Bergstra and Klop [4,6].
One of their methodological concerns when introducing ACP was to present “ﬁrst a
system of axioms for communicating processes [...] and next study its models” (see
[6, p. 112]).
Let me try to avoid a misunderstanding here as to why Bergstra and Klop’s
theory is algebraic in the sense of abstract algebra. It is not (or at least not merely)
the fact that it uses equational axioms to deﬁne the operations. The equations
are just a means to realise the real desideratum of abstract algebra, which is to
abstract from the nature of the objects under consideration. In the same way as the
mathematical theory of rings is about arithmetic without relying on a mathematical
deﬁnition of number, Bergstra and Klop’s proposal deals with process theory without
relying on a mathematical deﬁnition of process.
2 A failure is a sequence of events in which a process may engage together with a set of events that it
subsequently refuses to engage in.
3 We call an axiomatisation ground-complete if any two behaviourally equivalent closed process expressions
are provably equal.
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Algebraic achievements
In the second half of the 1980’s the algebraic approach in process theory received
quite some attention. We brieﬂy mention three categories of algebraic results (see
Aceto’s paper [1] for a more elaborate overview with the appropriate references):
Expressiveness: Several results were obtained showing that certain combinations
of fundamental process theoretic operations are more expressive than others. For
instance, it was shown that the behaviour of a stack can be speciﬁed by means
of a ﬁnite recursive speciﬁcation using alternative composition and sequential
composition, while this is not possible if sequential composition is replaced by
preﬁx multiplication [5].
Axiomatisability: A lot of eﬀort was put into providing satisfactory equational ax-
iom systems for certain combinations of process theoretic operations, and showing
that satisfactory equational axiom systems do not exist for other combinations.
Here satisfactory usually meant ﬁnite and ground-complete with respect to some
notion of behavioural congruence.
Unique decomposition: For several versions of parallel composition it has been
established that every process can be uniquely expressed as a parallel composition
of parallel prime processes up to a certain behavioural equivalence. The ﬁrst such
result was obtained by Milner and Moller in [17].
Most of the abovementioned results are algebraic in the same way as elementary
algebra is algebraic: they record properties of a collection of operations deﬁned
on a predetermined mathematical model of processes (usually, labelled transition
systems modulo a behavioural equivalence). The ω-completeness results presented
by Moller [18] in his excellent PhD thesis can be considered an exception; they
are more abstract algebraic since they are about the quality of the axiom systems
themselves and do not rely on a particular predetermined mathematical model of
processes.
In a recent paper [14], the author together with Vincent van Oostrom showed
that the story of unique decomposition results can be retold in the abstract algebraic
setting of commutative monoids. The predominant technique, discovered by Mil-
ner, to prove unique decomposition results in process theory was generalised along
abstract algebraic lines to the abstract algebraic setting of commutative monoids,
yielding a complete axiomatisation of the class of commutative monoids with unique
decomposition. The great advantage is that to prove unique decomposition with
respect to some version of parallel composition up to some behavioural equivalence,
it now suﬃces to establish that the induced monoid satisﬁes the axioms that make
the general proof go through.
Not yet algebraic
In the 1990’s, attention shifted towards the introduction in process theory of
sophisticated features such as data, time, mobility, probability and stochastics [2],
and less eﬀort was put into providing an algebraic treatment. (A notable exception
is the work on recursive operations, see the recent survey [3]). Most of the process
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theoretic treatments of these features involved the use of variable binding operations.
For instance, the formal process speciﬁcation language μCRL [8], which combines
process theoretic operations from ACP with abstract data types, involves choice
quantiﬁers
∑
d. The intuition is that if p(d) is a formal μCRL expression with a
free variable d ranging over the values of some datatype, then
∑
d p(d) denotes an
alternative composition with a summand p(v) for every value v of the datatype.
The construction can be used to express value-passing.
The choice quantiﬁers of μCRL, and binding operations in general, are not al-
gebraic. The reason is that they rely for their deﬁnition on the syntactic nature
of the objects on which they act, for they are supposed to bind a variable in the
objects. Recall the desideratum of abstract algebra: the intrinsic nature of the
objects should not matter. Thus, saying that μCRL is algebraic amounts to saying
that a process is an expression, which of course it isn’t. In [13] it is shown that it
is possible to provide an abstract algebraic treatment of choice quantiﬁcation much
in the same way as existential quantiﬁcation is treated in algebraic logic [9].
3 In conclusion
I believe that a thorough abstract algebraic treatment will add a degree of mathe-
matical maturity and elegance to the ﬁeld of process theory. Therefore I think that
we should further develop the abstract algebraic side of process theory, by giving
abstract algebraic treatments of advanced process theoretic concepts (e.g., mobil-
ity, time, stochastics) and by considering fundamental process theoretic results and
constructions from an algebraic perspective.
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