Abstract: In this paper, a statistical approximation learning (SAL) method is proposed for a new type of neural networks, simultaneous recurrent networks (SRNs). The SRNs have the capability to approximate non-smooth functions which cannot be approximated by using conventional multi-layer perceptrons (MLPs). However, the most of the learning methods for the SRNs are computationally expensive due to their inherent recursive calculations. To solve this problem, a novel approximation learning method is proposed by using a statistical relation between the time-series of the network outputs and the network configuration parameters. Simulation results show that the proposed method can learn a strongly nonlinear function efficiently.
INTRODUCTION
In the field of supervised learning, the most popular form of the feedforward neural networks, the multilayer perceptrons (MLPs) (Andrew Barron, 1994) , have been proven to approximate smooth functions very well, then many application problems use the MLPs as a model for identifying and controlling nonlinear complex dynamic systems (Narendra and Parthasarathy, 1990) . However there are many practical and difficult applications, e.g., a brain-like intelligent control and planning, where the functions to be approximated are not smooth. In these cases, the MLPs cannot approximate the non-smooth functions accurately (Werbos, 1994) .
In general, since the recurrent neural networks have some brain-like complex feedback connections, they can provide very complex dynamics. Indeed, in the state space of the dynamic neural system, using the basin which separates the initial state vectors from each other according to the corresponding final state vectors, a new type of neural networks, simultaneous recurrent networks (SRNs), has the capability to approximate non-smooth functions (Werbos, 1995) .
There are several learning methods to train the SRNs. However, the most of these methods including the well-known backpropagation through time (BPTT) algorithm are computationally expensive due to calculation of the final state (Werbos, 1994) . Also the recursive calculation of the gradients diverges when SRNs learns the strongly nonlinear function by these methods. To solve these problems, an approximation method, called the truncation method, has been proposed (Fausett, 1994) . In this method, the recursive terms are simply truncated (assumed to be 0). Therefore, this non-recursive method often leads to wrong learning directions.
In this paper, to improve the approximation accuracy without much increase of the computational time, a novel approximation learning method, a statistical approximation learning (SAL) method, is proposed. The proposed method can approximate the gradient by using a statistical relation between the networks dynamics and the parameters of the SRNs. Simulation results show that the proposed SAL method can efficiently learn a strongly nonlinear function which cannot be learned by the conventional methods. Also, due to the non-recursive formulation of the approximation, it is shown that the SAL method can provide a practical computational time compared with that of the conventional BPTT method. 
SIMULTANEOUS RECURRENT NETWORKS
where, « is a gain coefficient of the sigmoid function.
The neural outputs in the output layer, Ý ´ µ, ½ ¾ ¡ ¡ ¡ Ñ , are defined as 
The network outputs of the SRN are given as
where, À is the number of iterations. In this paper let À be 10 instead of ½. Note that the conventional MLPs are only a special case of the SRNs with a configurations as À ½ and Ý 1 µ ¼ .
LEARNING METHODS FOR SRN
Supervised learning for the neural networks is the task of learning a nonlinear function in which several sample inputs and outputs of the function are given.
be the set of desired input-output pairs, the changes of parameters, AEÔ, are given by the learning methods based on a backpropagation algorithm as (Rumelhart et al., 1986) AEÔ
where
¾ is a square error and is a positive coefficient. If the gradients Ý´Ø µ Ô are obtained, the change of parameters AEÔ can be calculated. In the following, the calculations of the Ý Ô by conventional methods, i.e., the backpropagation through time (BPTT) method and the truncation method are described briefly.
Backpropagation through time method
The backpropagation through time (BPTT) method is a general method which calculates the gradients exactly. From (3) and (4), the gradients Ý Ô and
where ¡ Ô´Ú µ is defined by
By (1) and (2), Ü ´ µ Ô and × ´ µ Ô are calculated as
Here letting Ý ´¼µ Ô be ¼ as initial values, × ´½µ Ô are given by (10), then Ý ´½µ Ô are calculated by (7) (9). Finally the gradients Ý Ô´ Ý ´Àµ Ôµ are obtained by calculating Ý ´ µ Ô recursively.
Truncation method
The truncation method is probably the most popular method used to adapt SRNs even though the people who use it mostly just call it ordinary backpropagation. To calculate the gradients Ý Ô, the method uses only one simple pass of backpropagation through the last iteration of the model by truncating Ý ´À ½µ Ô ¼ . Therefore the method is the simplest approximation and the least expensive method.
STATISTICAL APPROXIMATION LEARNING METHOD

Basic strategy for a statistical approximation
The gradients Ý Ô calculated by the truncation method are not accurate. Therefore it often fails to learn the strongly nonlinear models. To improve the accuracy, a statistical approximation learning (SAL) method is proposed. In the proposed method, the truncation, Ý ´À ½µ Ô ¼ are redefined using a statistical approximation. That is, the recursive gradients Ü ´ µ Ô in (7) are approximated by using the expectation of Ü , Ü , as
Then, from (7) Ý ´À ½µ
To calculate the gradients of the expectation, Ü Ô, since the SRNs are only a special case of the fully connected recurrent networks, an equivalent notation of the SRNs to the fully connected recurrent networks is developed. In the fully connected recurrent networks, the expectation Ü is represented by a function of a key parameter ¾ , which implies a variance of the inputs × in (1) (Sakai et al., 2001) . Using the equivalent notation and the statistical relation between the expectation Ü and the key parameter ¾ , the gradients Ü Ô can be approximated by 
Calculation of
Ü ¾
From (2), the sigmoid function is given as a following power series representation (Sakai et al., 2001) .
where Å ½ is a suitable natural number and¯is a positive constant. The probability density ´× ¼ ¾ µ of the expectation of the input × can be given as a power series representation (Sakai et al., 2001) .
where Å ¾ is a suitable natural number and ¬ is a positive constant. Supposing Å ½ ¾ Å ¾ to avoid much complicated representation, Ü can be given by a power series representation as
where is a positive constant. From the above arrangements the Ü ¾ can be calculated by (23) and (24) easily. Thus Ý ´À ½µ Ô in (12) can be calculated by (13) and (18). Finally, using the truncation algorithm and the Ý ´À ½µ Ô as the initial values, the gradients Ý Ô can be calculated.
SIMULATION RESULTS
The three neural learning methods, the multi-layer perceptrons (MLPs) trained by the backpropagation (BP) method which is equivalent to the truncation method, the simultaneous recurrent networks (SRNs) trained by the backpropagation through time (BPTT) method and the truncation method, have been tested on a design task which requires the networks to learn a following non-smooth function (Fig.2) .
In this task, the networks with Ñ ½ Ò ¿ ¼ Ö ¾ « ½ ¼ were employed, and the constants and the coefficient were decided experimentally: Å ¾ , ¾ , ¬ ¾ , ½ ¾ and ¼ ¼¼¼¾. The connecting weights of the networks were initialized randomly, then changed by the learning methods. The number of learning iteration was ¼¼¼ and the number of training data was Ì ½¾½ (½½ ¢ ½½ mesh data in
The solid curve in Fig.3 shows the simulation result using the MLP with the BP method, and the inputoutput function of the MLP trained by the BP method (after 5000 learning iterations) is shown in Fig. 4 . Note that the MLP with the BP method cannot learn the target model accurately: the non-smooth parts of the target model are approximated by the smooth functions.
The dashed curve in Fig.3 shows the simulation result using the SRN with the BPTT method, and the inputoutput function of the SRN trained by the BPTT method is shown in Fig. 5 . Note that the SRN with the BPTT method fails to learn the target model because the recursive calculations of the gradients diverged.
The dotted curve in Fig.3 shows the simulation result using the SRN with the truncation method, and the input-output function of the SRN trained by the truncation method is shown in Fig. 6 . Note that the SRN with the truncation method can learn the target model better than the MLP with BP method. However, in the other simulation trials, the networks with different values of the initial states and connecting weights often fail to learn the target model. The typical failure is shown in Fig.7 (the dotted curve) and Fig.8 (the trained input-output function). Note that the SRN trained by the truncation method converges to the unsuitable local optimal solution. This is because of the inexact approximation of the truncation method.
On the other hand, the solid curve in Fig.7 shows the simulation result using the SRN with the SAL method, where the initial network states and parameters of the network are taken to be equal to those of SRN giving the input-output function in Fig.8 trained by the truncation method. The trained input-output function is shown in Fig. 9 . As compared with Figs. 4 6 and Fig. 9 , note that the SRN with the SAL method can learn the target more accurately than the three conventional methods. condition. In addition, for 4 trials out of 32 trials, the SRN trained by the truncation method fails to get a practical solution within 10,000 iterations. On the other hand, for all the 32 trials, the SAL method always leads to a good solution illustrated such as in Fig. 9 . In brief, the accuracy of the SAL method is better than that of the truncation method. Also note that the SAL method can provide a practical computational time compared with that of the BPTT method. £ The number of the convergence to a local optimal solution 6. CONCLUSIONS
In this paper, a statistical approximation learning (SAL) method for the simultaneous recurrent networks (SRNs) has been proposed. In a simulation study, the proposed SAL method was tested. This simulation results showed that the proposed SAL method can efficiently learn the target model consisting of strongly nonlinear and non-smooth functions which cannot be learned by the conventional methods. Also, due to the non-recursive formulation of the approximation, it was shown that the SAL method can provide a practical computational time compared with that of the conventional BPTT method. Further applications using this method are in progress. 
