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Abstract
The main aim of the paper is to present a combinatorial algorithm
that, applying Littlewood-Richardson tableaux with entries equal to
1, computes generic extensions of semisimple invariant subspaces of
nilpotent linear operators. Moreover, we discuss geometric properties
of generic extensions and their connections with combinatorics.
1 Introduction
The paper is motivated by results presented in [12, 13], where there are
investigated relationships between Littlewood-Richardson tableaux and ge-
ometric properties of invariant subspaces of nilpotent linear operators. It
is observed there that these relationships are deep and interesting. On the
other hand, in [16], the existence of generic extensions for Dynkin quivers is
proved and their connections with Hall algebras are investigated. Moreover,
by results presented in [4, 5, 6, 16] generic extensions of nilpotent linear op-
erators exist and the operation of taking the generic extension provides the
set of all isomorphism classes of nilpotent linear operators with a monoid
E-mail addresses: kanies@mat.umk.pl (M.Kaniecki) justus@mat.umk.pl
(J.Kosakowska)
structure. There are many results concerning this monoid and its properties
(see [5, 6, 7, 11, 16]).
In the paper we investigate generic extensions of semisimple invariant
subspaces of nilpotent linear operators. We show how combinatorial prop-
erties of Littlewood-Richardson tableaux are connected with geometric and
algebraic properties of semisimple invariant subspaces. In particular, we
present a combinatorial algorithm that, applying operations on Littlewood-
Richardson tableaux with entries equal to 1, computes generic extensions of
semisimple invariant subspaces of nilpotent linear operators.
Let k be an algebraically closed field. By a nilpotent linear operator
we mean a pair (X2, ϕ), where X2 is a finite dimensional k-linear space and
ϕ : X2 → X2 is a nilpotent k-linear endomorphism. An invariant sub-
space of a nilpotent linear operator X2 = (X2, ϕ) is a triple (X1, X2, f),
where X1 is a linear space and f : X1 → X2 is a k-monomorphism such
that ϕ(f(X1)) ⊆ f(X1). An invariant subspace (X1, X2, f) is said to be
semisimple, if ϕ(f(X1)) = 0.
Let a and b be the k-dimensions of X1 and X2, respectively. Fix linear
bases ofX1 and X2. An invariant subspace X = (X1, X2, f) one can interpret
as the point X = (f, ϕ) of the affine variety Mb×a(k)×Mb(k), where Mb×a(k)
is the set of b × a matrices with coefficients in k, Mb(k) = Mb×b(k) and
ϕ, f are the matrices of ϕ and f in the bases fixed above (we use the same
character for a map and its matrix). We also use the same character X
for an invariant subspace and for its corresponding point in the associated
variety. Let aV b ⊆Mb×a(k)×Mb(k) be the subset consisting of all points that
correspond to semisimple invariant subspaces of nilpotent linear operators.
The sets aV b are locally closed subsets of Mb×a(k) ×Mb(k) invariant under
the action of the algebraic group G = Gl(a, b) = Gl(a) × Gl(b), see Section
3 for details. Given a semisimple invariant subspace X = (X1, X2, f) denote
by OX the orbit of X in
aV b under the action of G.
Given subsets X ⊆ aV b, Y ⊆ cV d, following [16], we define a subset
E(X ,Y) ⊆ a+cV b+d
of all extensions of X ∈ X by Y ∈ Y .
One of the main results of the paper is the following theorem.
Theorem 1.1. (1) Given two semisimple invariant subspaces X, Y , the set
E(OX ,OY ) contains a dense orbit OX∗Y . In particular OX∗Y = E(OX ,OY ),
where OX denotes the Zariski closure of OX .
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(2) E(OX ,OY ) = E(OX ,OY ) = OX∗Y .
(3) The set E(OX ,OY ) is irreducible.
The invariant subspace X∗Y is called the generic extension ofX by Y .
We present the proof in Sections 4 and 5. The condition (1) of Theorem 1.1 is
true for algebras of finite representation type, see [4, 16], while the conditions
(2), (3) in general fail for this class of algebras, see [16] for a counterexample.
Therefore one can use the results of [4, 16] to prove the statement (1) easily.
However, our proof of (1) is combinatorial and provides an algorithm that
givenX, Y applying operations on Littlewood-Richardson tableaux computes
X ∗ Y .
In Section 4.1 we give a formula for dimension of an orbit OX , for given
semisimple invariant subspace X . More precisely, we prove the following.
Theorem 1.2. Let X ∈ aV b and let (α, β, γ) be the triple of partitions
defining X, see Section 4.1 for details. We have
dimOX = b
2 + a2 − n(α)− n(β)− n(γ)− b,
where for a partition λ we set n(λ) =
∑
i λi(i− 1).
The paper is organized as follows.
• In Section 2 we recall basic definitions, notation and facts concerning
invariant subspaces.
• Section 3 contains description of three partial orders (i.e. ≤dom, ≤hom
and ≤deg) defined on the set of isomorphism classes of semisimple in-
variant subspaces. In Theorem 3.5 we prove that these orders are equiv-
alent. This result is one of tools used in the proof of Theorem 1.1.
• In Section 4 we discuss geometric properties of the set E(M,N ). In
particular, we prove Theorems 1.1 and 1.2.
• In Section 5 we present a combinatorial algorithm that computes generic
extensions, illustrate it by examples and prove that the operation of
taking the generic extension is associative.
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2 Notation and definitions
2.1 Invariant subspaces
Let k be an arbitrary field and let k[T ] be the k-algebra of polynomials with
one variable. It is well-known that a nilpotent linear operator (X2, ϕ) can be
identified with the nilpotent k[T ]-module X2 via T · v = ϕ(v) for all v ∈ X2,
see [1, Chapter I, Example 2.6]. In the paper we will use this identification.
Let α = (α1 ≥ . . . ≥ αn) be a partition. We identify a partition with the
corresponding Young diagram (parts of the partition corresponds to columns
of its Young diagram). Denote by |α| = α1 + . . . + αn length of α and by
α the partition conjugated to α, i.e. α is given by the Young diagram that
is the transposition of the Young diagram of α. Given partitions α ,β we
denote by α ∪ β the union of these partitions, i.e. the multiset of parts of
α ∪ β is the union of multisets of parts of α and β.
For a partition α = (α1 ≥ . . . ≥ αn) we denote by Nα = Nα(k) the
nilpotent linear operator of type α, i.e. the finite dimensional k[T ]-module
Nα = Nα(k) = k[T ]/(T
α1)⊕ . . .⊕ k[T ]/(T αn).
Note that the function α 7→ Nα defines a bijection between the set of all
partitions and the set of all isomorphism classes of nilpotent linear operators.
Since T α1Nα = 0, the module Nα(k) has the natural k[T ]/(T
α1)-module
structure.
Consider the k-algebra
Λ =
(
k[T ] k[T ]
0 k[T ]
)
and denote by mod(Λ) the category of all finite dimensional right Λ-modules,
and by mod0(Λ) the full subcategory of mod(Λ) consisting of all modules for
which the element T =
(
T 0
0 T
)
acts nilpotently. It is well known that ob
jects of mod0(Λ) may be identified with systems (Nα, Nβ, f), where α, β are
partitions and f : Nα → Nβ is a k[T ]-homomorphism. Let X = (Nα, Nβ, f),
Y = (Nα′ , Nβ′ , f
′) be objects of mod0(Λ). A morphism Ψ : X → Y is a pair
(ψ1, ψ2), where ψ1 : Nα → Nα′ , ψ2 : Nβ → Nβ′ are homomorphisms of
k[T ]-modules such that f ′ψ1 = ψ2f , see [1, A.2, Example 2.7].
Denote by S or S(k) the full subcategory of mod0(Λ) consisting of all
objects N = (Nα, Nβ, f), where f is a monomorphism. Note that objects of
S may be identified with invariant subspaces of nilpotent linear operators.
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For a natural number n, let Sn = Sn(k) be the full subcategory of S
consisting of all systems (Nα, Nβ, f) such that α1 ≤ n.
It is easy to see that the objects in S1 are semisimple invariant subspaces.
We will denote by Sba the full subcategory of S1 consisting of all objects
(Nα, Nβ, f) such that |α| = a, |β| = b. It is easy to see any object of Sba can
be identified with a Λb-module, where
Λb =
(
k[T ]/(T ) k[T ]/(T b)
0 k[T ]/(T b)
)
.
2.2 Pickets
The category S1(k) is of particular interest for us in this paper. It has the
discrete representation type (i.e. for any d ∈ N there is only finitely many
isomorphism classes of objects of dimension d). Each indecomposable object
is isomorphic to a picket that is, it has the form
Pm0 = (0, N(m), 0)
or
Pm1 = (N(1), N(m), ι)
where ι(1) = T (m−1), see [2]. Whenever we want to emphasize the dependence
on the field k, we will write Pmℓ = P
m
ℓ (k). It follows that for all natural
numbers a, b the category Sba ⊆ S1 has finite representation type, i.e. there
exists only finitely many isomorphism classes of objects in Sba.
Thanks to this classification we can associate with any object X of S1(k)
the LR-tableau Γ(X) with entries equal to 1. Let (α, β, γ) be a partition
triple such that α1 ≤ 1. An LR-tableau of type (α, β, γ) is a skew diagram of
shape β \ γ with |α| entries all equal to 1 and such that β \ γ is a horizontal
strip, i.e. γi ≤ βi ≤ γi+1 for all i. Note that an LR-tableau of type (α, β, γ)
and with entries equal to one is uniquely determined by the partitions β, γ. In
the following table we list corresponding LR-tableaux for indecomposables.
LR-tableaux for the indecomposable objects of S1
X Pm0 P
m
1
Γ(X) m


... m


...
1
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Let X,X ′ be objects of S1 and let β, γ and β ′, γ′ be partitions determining
Γ(X) and Γ(X ′), respectively. The LR-tableau of the direct sum X ⊕X ′ is
given by β ∪ β ′, γ ∪ γ′.
Example 2.1. The object X = P 70 ⊕P
7
1 ⊕P
5
1 ⊕P
2
1 ⊕P
2
1 ⊕P
1
0 has the following
LR-tableau
Γ(X) =
1 1
1
1
Note that the type of Γ(X) is (α, β, γ), where α = (1, 1, 1, 1), β = (7, 7, 5, 2, 2, 1)
and γ = (7, 6, 4, 1, 1, 1).
Remark 2.2. 1. The association X 7→ Γ(X) establishes a bijection be-
tween the set of all semisimple invariant subspaces and the set of all
Littlewood-Richardson tableaux with entries equal to 1.
2. The invariant subspace X is uniquely determined by a pair of partitions
γX ⊆ βX , where βX is defined by the Young diagram of all boxes of
Γ(X) and γX is given by the Young diagram of all empty boxes of
Γ(X).
3. If X is given by γX ⊆ βX, then the number of indecomposable direct
summands of X is equal to β1.
For each pair (X, Y ) of indecomposable objects in S1(k) we determine in
the table below the dimension of the k-space HomS(X, Y ) of all S-homomor-
phisms from X to Y , see [19, Lemma 4] and [12].
Dimensions of spaces HomS(X, Y )
X Y = Pm0 P
m
1
P ℓ0 min{ℓ,m} min{ℓ,m}
P ℓ1 min{ℓ− 1, m} min{ℓ,m}
3 Some partial orders in the category S1
Results of this section are used in the proof of Theorem 1.1.
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Definition 3.1. Let X, Y ∈ Sab be given by partitions γ
X ⊆ βX and γY ⊆ βY ,
respectively.
• We say that X, Y are in the dominance order, in symbols X ≤dom Y,
if partitions βX , γX and βY , γY are in the natural partial order, i.e.
βX ≤nat βY and γX ≤nat γY (we say that partitions λ and µ of the
same length are in the natural order λ ≤nat µ if for any k there is
k∑
i=1
λi ≤
k∑
i=1
µi, where λ denotes the conjugate of λ).
• We say that X, Y are in the hom order, in symbols X ≤hom Y, if
[Z,X ] ≤ [Z, Y ]
for any object Z in S(k). Here we write [X, Y ] = dimk HomS(X, Y )
for S-modules X, Y .
Proposition 3.2. Let k be an arbitrary field and let X, Y be objects of Sba(k).
The following conditions are equivalent:
(1) X ≤dom Y ,
(2) [Z,X ] ≤ [Z, Y ] for any object Z in S1(k),
(3) X ≤hom Y ,
(4) [Z,X ] ≤ [Z, Y ] for any Λb+1-module Z,
(5) [X,Z] ≤ [Y, Z] for any Λb+1-module Z,
(6) [Z,X ] ≤ [Z, Y ] for any Λ-module Z.
Proof. By [12, Lemma 3.3], the conditions (3) and (6) are equivalent. Obvi-
ously, the condition (6) implies the conditions (2) and (4).
By [3, page 648], (4) and (5) are equivalent and by [13, Proposition 4.3],
(3) implies (1) and (1) implies (2).
We prove that (4) implies (2). Assume that [Z,X ] ≤ [Z, Y ] for any Λb+1-
module Z. We prove that [Z,X ] ≤ [Z, Y ] for any object Z in S1. It is enough
to prove this for indecomposable objects Z = Pm0 and Z = P
m
1 . Applying
formulae for dimensions of homomorphisms spaces presented in Section 2.2
it is easy to see that for i = 1, 0 and m > b we have [Pmi , X ] = [P
b+1
i , X ].
This proves our claim, because P b+1i is a Λ
b+1-module for i = 0, 1.
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Next we show (2) implies (3). Assume that [Z ′′, X ] ≤ [Z ′′, Y ] for any
object Z ′′ in S1. We prove that [Z ′, X ] ≤ [Z ′, Y ] for any object Z ′ in S. Let
Z ′ = (Z ′1, Z
′
2, h
′) ∈ S and Y = (Y1, Y2, f) ∈ S1, so T · Y1 = 0. Consider the
object Z ′′ = (Z ′′1 , Z
′′
2 , h
′′) ∈ S1, where Z ′′1 = Z
′
1/(T · Z
′
1), Z
′′
2 = Z
′
2/h
′(T · Z ′1)
and h′′ : Z ′′1 → Z
′′
2 is the map induced by h
′. Since h′ is a monomorphism,
so is h′′. Let can = (can1, can2) : Z
′ → Z ′′ be the canonical map. We show
that a morphism a = (a1, a2) : Z
′ → Y factors over can. Since T · Y1 = 0, we
have T ·Z ′1 ⊆ Ker a1, so a1 factors over can1. We write a1 = a
′′
1 ◦ can1. Since
h′(T · Z ′1) ⊆ Ker a2, the map a2 factors over can2 : Z
′
2 → Z
′′
2 , i.e. there is a
′′
2
with a2 = a
′′
2 ◦ can2. Since can1 is onto, the pair a
′′ = (a′′1, a
′′
2) is a morphism
from Z ′′ to Y in S satisfying a = a′′ ◦ can.
We have seen that can : Z ′ → Z ′′ is a left approximation for Z ′ in S1.
Since can is onto, it follows that [Z ′, Y ] = [Z ′′, Y ].
We are done.
Assume that k is an algebraically closed field. For natural numbers a ≤ b
we consider the affine variety
Mb×a(k)×Mb(k),
where Mb×a(k) is the set of b×a matrices with coefficients in k and Mb(k) =
Mb×b(k). We work with the Zariski topology and with the induced topology
for all subsets of Mb×a(k)×Mb(k). We define
aV b as a subset of Mb×a(k)×
Mb(k) consisting of all points X = (f, ϕ), such that ϕ
b = 0, ϕ · f = 0 and f
has maximal rank. On aV b the algebraic group G = Gl(a, b) = Gl(a)×Gl(b)
acts via (g, h) · (f, ϕ) = (hfg−1, hϕh−1), where Gl(a) is the general linear
group of all invertible a× a matrices. For a point X ∈ aV b, denote by OX
the orbit of X under the action of G.
Remark 3.3. 1. If k is an algebraically closed field, then the set of points
of aV b is in bijection with the set of isomorphism classes of objects of
Sba. This bijection is given by
X = (Nα, Nβ, f) −→ X = (f, ϕβ),
where Nβ = (k
|b|, ϕβ). We will identify an object X of Sba with the
corresponding point X of aV b.
2. Note that the G - orbits in aV b are in 1− 1 - correspondence with the
isomorphism classes of objects in Sba.
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Definition 3.4. Let X = (Nα, Nβ, f) and Y = (Nα˜, Nβ˜, g) be objects in
Sba(k). The relation X ≤deg Y holds if OY ⊆ OX in
aV b(k), where OX is
the closure of OX .
Theorem 3.5. Let k be an algebraically closed field and assume that X, Y ∈
Sba(k). The following conditions are equivalent
1. X ≤dom Y ,
2. X ≤deg Y ,
3. X ≤hom Y .
Proof. Let X, Y ∈ Sba(k). Then X, Y are Λ
b-modules.
If k is an algebraically closed field, then by [20] we have
X ≤deg Y ⇐⇒ X ≤hom Y
because the category Sba(k) (and the algebra Λ
b) is of finite representation
type. Since by Proposition 3.2,
X ≤dom Y ⇐⇒ X ≤hom Y
we are done.
4 Generic extensions - geometry
Fix subsets X ⊆ aV b, Y ⊆ cV d and X = (f, ϕ) ∈ X , Y = (g, φ) ∈ Y . Let
Z(X, Y ) =
{
(h, ν) ∈Md×a ×Md×b ;
([
g h
0 f
]
,
[
φ ν
0 ϕ
])
∈ a+cV b+d
}
and
Z(X ,Y) =
{([
g h
0 f
]
,
[
φ ν
0 ϕ
])
;
X = (f, ϕ) ∈ X , Y = (g, φ) ∈ Y , (h, ν) ∈ Z(X, Y ) } .
Let
πX ,Y : Z(X ,Y)→ X × Y
9
be the projection defined by([
g h
0 f
]
,
[
φ ν
0 ϕ
])
7→ ((f, ϕ), (g, φ)).
It follows that the set Z(OX ,OY ) is closed, because OX ×OY is closed and
πOX ,OY is a morphism of varieties.
Let
E(X ,Y) = Gl(a+ c, b+ d) · Z(X ,Y) ⊆ a+cV b+d.
Note that E(X ,Y) is the set of all extensions Z of some X ∈ X by some
Y ∈ Y , i.e. there exists a short exact sequence
0→ Y → Z → X → 0.
We claim that the set E(OX ,OY ) is closed. Indeed, Z(OX ,OY ) is stable
under the action of the parabolic subgroup[
Gl(a) ∗
0 Gl(c)
]
×
[
Gl(b) ∗
0 Gl(d)
]
of the group Gl(a + c, b + d). Moreover Z(OX ,OY ) is closed. Therefore by
[14, Proposition 6.6] the set E(OX ,OY ) = Gl(a + c, b + d) · Z(OX ,OY ) is
closed.
The following lemma was proved in [15, Lemma 4.5] for an arbitrary finite
dimensional K-algebra (its proof one can find also in [10]). We present it in
the version for invariant subspaces.
Lemma 4.1. Let X ⊆ aV b, Y ⊆ cV d be irreducible, Gl(a, b) -invariant
(resp. Gl(c, d) -invariant) subsets. If
dimK HomS(X, Y )− dimK Ext
1
S(X, Y )
is constant on X ×Y, then the projection πX ,Y : Z(X ,Y)→ X×Y is a vector
bundle. In particular the sets Z(X ,Y), E(X ,Y) are irreducible.
For a group G acting on a variety X and for y ∈ X , we denote by G.y
the stabilizer of y in G.
Proposition 4.2. Given semisimple invariant subspaces X, Y ∈ S1, there
exists a unique (up to iso) extension Z ∈ S1 of X by Y with minimal dimen-
sion of its endomorphism ring.
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Proof. By Lemma 4.1, the set E(OX ,OY ) is irreducible. Moreover in a+cV b+d
there is only finitely many Gl(a+ c, b+ d)-orbits. It follows that there exists
a dense orbit OZ in E(OX ,OY ). The invariant subspace Z has the endomor-
phism ring of minimal dimension because dimOZ = dimGl(a + c, b + d) −
dimGl(a+ c, b+d).Z = dimGl(a+ c, b+d)−dimAut(Z) = dimGl(a+ c, b+
d)− dimK EndS(Z), where dimZ is the variety dimension. This finishes the
proof.
In view of Proposition 4.2 we define the generic extension X ∗ Y of X
by Y to be a unique (up to iso) extension of X by Y with minimal dimension
of its endomorphism ring.
Proof of Theorem 1.1. Let X ∈ aV b, Y ∈ cV d.
(1) By Proposition 4.2 and its proof there exists the dense orbit OX∗Y in
E(OX ,OY ). As an immediate consequence we get OX∗Y = E(OX ,OY ).
(2) We prove that E(OX ,OY ) ⊆ OX∗Y . Let Z be an extension of X ′ by Y ′
such that X ′ ∈ OX and Y ′ ∈ OY . It means that X ≤deg X ′ and Y ≤deg Y ′.
By Lemma 5.10 and (1), we have X ∗ Y ≤deg X ′ ∗ Y ′ ≤deg Z. Therefore
Z ∈ OX∗Y .
Consequently, we have E(OX ,OY ) ⊆ E(OX ,OY ) ⊆ OX∗Y . Since the
set E(OX ,OY ) is closed and OX∗Y = E(OX ,OY ), we get E(OX ,OY ) =
E(OX ,OY ) = OX∗Y .
(3) Since the group Gl(a, b) is irreducible for all a, b, the sets OX , OX are
irreducible for all X . By (2) we are done.
4.1 Dimensions of orbits
We shortly recall results and notation given in [12].
Let α, β be partitions and let Hβα(k) = Homk(Nα(k), Nβ(k)) be the affine
variety consisting of all |β| × |α|−matrices with coefficients in k. On Hβα(k)
we consider the Zariski topology and on all subsets of Hβα(k) we work with
the induced topology. Let V βα,γ(k) be the subset of H
β
α(k) consisting of all
matrices that define a monomorphism f : Nα → Nβ in the category N (k)
with Coker f ≃ Nγ , where N (k) is the category of nilpotent linear operators.
On V βα,γ(k) acts the algebraic group AutN (Nα(k))×AutN (Nβ(k)) via (g, h) ·
f = hfg−1. Orbits of this action correspond bijectively to isomorphism
classes of objects in Sβα,γ . For a map f : Nα(k) → Nβ(k), denote by Gf the
orbit of f in V βα,γ(k).
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We present theorem which yields information about dimension of orbits
in V βα,γ(k). This theorem was proved in [12].
Theorem 4.3. Let k be an algebraically closed field, and let α, β, γ be parti-
tions such that α1 ≤ 1. If X = (Nα, Nβ, f) ∈ V βα,γ(k), then
dimGf = deg h
β
α,γ + deg aα,
where deg hβα,γ = n(β) − n(α) − n(γ) is the degree of the Hall polynomial
hβα,γ(q) and deg aα = |α|+ 2n(α) is the degree of the polynomial aα(q) which
counts the automorphisms of Nα(Fq) for finite fields Fq.
Proof of Theorem 1.2. Let X = (Nα, Nβ, f) ∈ Sba and let X = (f, ϕ) ∈
aV b.
It is well known that
dimOX = dimGl(a, b)− dimGl(a, b).X. (4.4)
Moreover
dimAut(X) = dimGl(a, b).X. (4.5)
Similarly
dimGf = dimAutN (Nα(k))×AutN (Nβ(k))−dim(AutN (Nα(k))×AutN (Nβ(k))).f
(4.6)
and
dimAut(X) = dim(AutN (Nα(k))× AutN (Nβ(k))).f. (4.7)
Substituting 4.5 into 4.4 we obtain
dimOX = dimGl(a, b)− dimAut(X) (4.8)
and similarly for 4.6 we have
dimGf = dimAutN (Nα(k))× AutN (Nβ(k))− dimAut(X). (4.9)
Formulae 4.8 with 4.9 yield
dimOX = dimGl(a, b)− (dimAutN (Nα(k))× AutN (Nβ(k))− dimGf)
Finally from Theorem 4.3 we get
dimOX = b
2 + a2 − n(α)− n(β)− n(γ)− b.
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5 Generic extensions - an algorithmic approach
Let X, Y ∈ S1. An object Z ∈ S1 is an extension of Y by X if there exists
a short exact sequence of the form:
0→ X → Z → Y → 0.
Note that the subcategory S1 ⊆ S is not closed under extensions. In this
paper we are interested only in the extensions that are objects of S1.
5.1 Algorithm
The following algorithm computes the generic extension in the category S1.
For an object X ∈ S1, by γX ⊆ βX we denote the pair of partitions uniquely
defining X . We identify X with the pair (γX , βX).
Algorithm 5.1. Input. X, Y ∈ S1.
Output. The generic extension Z = Y ∗X ∈ S1 of Y by X .
1. γZ = γX + γY
2. set n = 0
3. for any i = 1, . . . ,min{βX1 , β
Y
1 }, do
(a) put βZi = β
X
i + γ
Y
i
(b) if βYi 6= γ
Y
i , then put n = n+ 1
4. if βX1 > min{β
X
1 , β
Y
1 }, then for i = min{β
X
1 , β
Y
1 }+ 1, . . . , β
X
1 put
βZi = β
X
i ,
else for i = min{βX1 , β
Y
1 }+ 1, . . . , β
Y
1 we set
βZi = β
Y
i + 1{γ
Y
i = β
Y
i andn > 0},
n = n− 1{γYi = β
Y
i andn > 0},
where by 1{X} we denote the characteristic function of a set X .
13
5. We set
βZ = βZ ∪ α
where α = (1, 1, . . . , 1) is a partition with n copies of 1.
Lemma 5.2. Let X, Y ∈ S1 be defined by (γX , βX) and (γY , βY ), respec-
tively. The algorithm constructs the object Z = Y ∗X having the following
properties
(1) βZi = β
X
i + γ
Y
i , for i = 1, . . . , β
X
1 ,
(2)
∑k
i=1 β
Y ∗X
i =
∑k
i=1(γ
Y
i + β
X
i ) + min{k − β
X
1 ,
∑k
i=1(β
Y
i − γ
Y
i )}, for all
k > βX1 .
Proof. The statement (1) follows from the Steps 3 and 4 of Algorithm 5.1
and the fact that βYi = γ
Y
i = 0 for i = min{β
X
1 , β
Y
1 }+ 1, . . . , β
X
1 .
The statement (2) we prove inductively. We have only consider the case
βY1 > β
X
1 . Let k = β
X
1 + 1. We have β
X
k = 0 and
k∑
i=1
βY ∗Xi =
βX
1∑
i=1
(γYi + β
X
i ) + β
Y
k + 1{γ
Y
k = β
Y
k andn > 0}
Note that
min{k−βX1 ,
k∑
i=1
(βYi −γ
Y
i )} = min{1, n+β
Y
k −γ
Y
k } =
{
1 if n > 0 or βYk > γ
Y
k
0 otherwise
It follows that γYk +β
X
k +min{1, n+β
Y
k −γ
Y
k } = β
Y
k +1{γ
Y
k = β
Y
k andn > 0}.
In the induction step we apply similar arguments.
We illustrate this algorithm by the following examples.
Example 5.3. Let X = P 40 ⊕P
4
1 ⊕P
3
1 and Y = P
4
1 ⊕P
3
0 ⊕P
2
0 ⊕P
2
1 ⊕P
1
0 ⊕P
1
0 .
Note that
Γ(X) = 1
1
Γ(Y ) = 1
1
and βX = (4, 4, 3), γX = (4, 3, 2), βY = (4, 3, 2, 2, 1, 1), γY = (3, 3, 2, 1, 1, 1).
The Step 1 of Algorithm 5.1 gives
γZ = γX + γY = (7, 6, 4, 1, 1, 1).
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In our case min{βX1 , β
Y
1 } = 3 and therefore, for i = 1, 2, 3, the Step 3 of
Algorithm 5.1 sets βZi = β
X
i + γ
Y
i . We have
βZ1 = 7, β
Z
2 = 7, β
Z
3 = 5.
Note that n = 1.
For i > 3 = βX1 = min{β
X
1 , β
Y
1 } the Step 4 of the algorithm gives
βZi = β
Y
i + 1{γ
Y
i = β
Y
i andn > 0} , n = n− 1{γ
Y
i = β
Y
i andn > 0}.
For i = 4 we have:
βZ4 = β
Y
4 = 2 and n = 1 , because γ
Y
4 6= β
Y
4 ,
and for i = 5:
βZ5 = β
Y
5 + 1 = 2 and n = 0 , because γ
Y
5 = β
Y
5 .
Now n = 0, and therefore for i = 6 we get:
βY6 = 1.
Finally, we get βZ = (7, 7, 5, 2, 2, 1) and γZ = (7, 6, 4, 1, 1, 1), then
Z = P 70 ⊕ P
7
1 ⊕ P
5
1 ⊕ P
2
1 ⊕ P
2
1 ⊕ P
1
0
and LR-tableau of Z has the form (by the gray colour we marked part of the
diagram corresponding to the object Y ):
Γ(Z) =
1 1
1
1
Example 5.4. Let X = P 41 ⊕P
3
0 ⊕P
2
0 ⊕P
2
1 ⊕P
1
0 ⊕P
1
0 and Y = P
4
0 ⊕P
4
1 ⊕P
3
1 .
Then βX = (4, 3, 2, 2, 1, 1), γX = (3, 3, 2, 1, 1, 1) and βY = (4, 4, 3), γY =
(4, 3, 2) and min{βX1 , β
Y
1 } = 3. The Step 1 of Algorithm 5.1 gets
γZ = γX + γY = (7, 6, 4, 1, 1, 1).
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For i = 1, 2, 3, the Step 3 of the Algorithm sets βZi = β
X
i + γ
Y
i so we have
βZ1 = 8, β
Z
2 = 6, β
Z
3 = 4,
moreover n = 2.
For βX1 ≥ i > 3 = β
Y
1 = min{β
X
1 , β
Y
1 } the Step 4 of the Algorithm sets
βZi = β
X
i .
We have:
βZ4 = 2, β
Z
5 = 1, β
Z
6 = 1.
Parts of the partition βZ for i = 1, 2, . . . ,max{βX1 , β
Y
1 } are constructed,
but n = 2 6= 0. Therefore the Step 5 of Algorithm 5.1 gives βZ = βZ ∪ (1, 1).
Finally, we get βZ = (8, 6, 4, 2, 1, 1, 1, 1) and γZ = (7, 6, 4, 1, 1, 1), so
Z = P 81 ⊕ P
6
0 ⊕ P
4
0 ⊕ P
2
1 ⊕ P
1
0 ⊕ P
1
0 ⊕ P
1
1 ⊕ P
1
1
and LR-tableau of Z has the following form (by the gray colour we marked
part of the diagram corresponding to the object Y ):
Γ(Z) =
1 1
1
1
Lemma 5.5. Let X, Y ∈ S1. The object Z constructed by Algorithm 5.1 is
an extension of module Y by X.
Proof. For natural numbers m, r, k such that m ≥ 1 and r > k let
E1(m, r, k) : 0→ P
m
0 → P
m+r−1
0 ⊕ P
k+1
1 → P
r
1 ⊕ P
k
0 → 0
denotes the following short exact sequence:
0 // N(m)
[
T r−1
−T k
]
// N(m+r−1,k+1)
[
1 T r−k−1
0 1
]
// N(r,k) // 0
0
OO
// N(1)
[
0
T k
] OO
[ 1 ]
// N(1)
[
T r−1
0
] OO
// 0
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and let
E2(m, r, k) : 0→ P
m
1 → P
m+r−1
1 ⊕ P
k+1
1 → P
r
1 ⊕ P
k
0 → 0
for m ≥ 2 denotes the following short exact sequence
0 // N(m)
[
T r−1
−T k
]
// N(m+r−1,k+1)
[
1 T r−k−1
0 1
]
// N(r,k) // 0
0 // N(1)
[Tm−1 ]
OO
[ 10 ] // N(1,1)
[
Tm+r−2 0
0 T k
] OO
[ 0 1 ]
// N(1)
[
T r−1
0
] OO
// 0
and for m = 1 the following one
0 // N(1)
[
0
T k
]
// N(r,k+1)
[ 1 00 1 ] // N(r,k) // 0
0 // N(1)
[ 1 ]
OO
[ 01 ] // N(1,1)
[
T r−1 0
0 T k
] OO
[ 1 0 ]
// N(1)
[
T r−1
0
] OO
// 0
We fix X, Y ∈ S1. Consider the following cases.
Case 1. Assume that βX1 = β
Y
1 , i.e. the objects X and Y have the
same number of indecomposable direct summands. Note that in this case
the Step 4 of the algorithm does not hold (because the loops start from
min{βX1 , β
Y
1 } + 1). Moreover since X, Y ∈ S1, for any i: if β
∗
i > γ
∗
i , then
β∗i = γ
∗
i + 1, where ∗ ∈ {X, Y }.
It is easy to see that in this case the object Z constructed by the algorithm
is the direct sum of the middle terms of the following short exact sequences
(i = 1, . . . ,min{βX1 , β
Y
1 }):
0→ P
βXi
0 → P
βXi +β
Y
i
0 → P
βYi
0 → 0,
if βXi = γ
X
i and β
Y
i = γ
Y
i ;
0→ P
βXi
1 → P
βXi +β
Y
i
1 → P
βYi
0 → 0,
if βXi > γ
X
i and β
Y
i = γ
Y
i ;
E1(β
X
i , β
Y
i , 0) : 0→ P
βXi
0 → P
βXi +γ
Y
i
0 ⊕ P
1
1 → P
βYi
1 → 0,
if βXi = γ
X
i and β
Y
i > γ
Y
i ;
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E2(β
X
i , β
Y
i , 0) : 0→ P
βXi
1 → P
βXi +γ
Y
i
1 ⊕ P
1
1 → P
βYi
1 → 0,
if βXi > γ
X
i and β
Y
i > γ
Y
i .
Case 2. Assume that βX1 > β
Y
1 , i.e. the object X has more indecompos-
able direct summands than Y . It is easy to see that in this case the module
Z constructed by the algorithm is the direct sum of the middle terms of the
short exact sequences given in Case 1 for i = 1, . . . ,min{βX1 , β
Y
1 } and the
short exact sequences (for i = min{βX1 , β
Y
1 }+ 1, . . . , β
X
1 ):
0→ P
βXi
1 → P
βXi
1 → 0→ 0.
if βi > γi; and
0→ P
βXi
0 → P
βXi
0 → 0→ 0
if βi = γi.
Case 3. Assume that βX1 < β
Y
1 , i.e. the objectX has less indecomposable
direct summands than Y .
Let
I = {i ∈ {1, . . . , βX1 } ; β
Y
i > γ
Y
i } = {i1, . . . , in}
J = {j = βX1 + 1, . . . , β
Y
1 ; β
Y
j = γ
Y
j } = {j1, . . . , j|J |}
and we set the numeration as follows ji < ji+1 for all i.
Let I = {i1, . . . , imin{n,|J |}}.
In this case the module Z constructed by the algorithm is the direct sum of
the middle terms of the following short exact sequences (i = 1, . . . ,min{βX1 , β
Y
1 }):
0→ P
βXi
0 → P
βXi +β
Y
i
0 → P
βYi
0 → 0,
if βXi = γ
X
i and β
Y
i = γ
Y
i ;
0→ P
βXi
1 → P
βXi +β
Y
i
1 → P
βYi
0 → 0,
if βXi > γ
X
i and β
Y
i = γ
Y
i ;
E1(β
X
is
, βYis , β
Y
js
) : 0→ P
βXi
0 → P
βZi +γ
Y
i
0 ⊕ P
βYjs+1
1 → P
βYi
1 ⊕ P
βYjs
0 → 0,
if βXi = γ
X
i , β
Y
i > γ
Y
i and i = is ∈ I;
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E2(β
X
is
, βYis , β
Y
js
) : 0→ P
βXi
1 → P
βZi +γ
Y
i
1 ⊕ P
βYjs+1
1 → P
βYi
1 ⊕ P
βYjs
0 → 0,
if βXi > γ
X
i , β
Y
i > γ
Y
i and i = is ∈ I;
The following two cases holds if the number n is reduced to 0 in the Step
4 of Algorithm 5.1:
0→ 0→ P
βYi
1 → P
βYi
1 → 0,
if βi > γi and i > βX1 ;
0→ 0→ P
βYi
0 → P
βYi
0 → 0,
if βi = γi and i ∈ {jmin{n,|J |}+1, . . . , j|J |}.
Otherwise the 5th Step of Algorithm is execute, the following two cases
illustrated this situation:
E1(β
X
i , β
Y
i , 0) : 0→ P
βXi
0 → P
βZi +γ
Y
i
0 ⊕ P
1
1 → P
βYi
1 → 0,
if βXi = γ
X
i , β
Y
i > γ
Y
i and i ∈ I \ I;
E2(β
X
i , β
Y
i , 0) : 0→ P
βXi
1 → P
βZi +γ
Y
i
1 ⊕ P
1
1 → P
βYi
1 → 0,
if βXi > γ
X
i , β
Y
i > γ
Y
i and i ∈ I \ I.
The lemma is proved.
5.2 Technical facts
Lemma 5.6. Let X = (NαX , NβX , fX), Y = (NαY , NβY , fY ) ∈ S1. If a mod-
ule Z ∈ S1 is an extension of Y by X, then Z is also an extension of Y˜ by
X˜, where X˜ = (NαX ⊕NαY , NβX ⊕NαY , fX × idNαY ) and Y˜ = (0, NγY , 0) for
γY such that CokerfY ≃ NγY .
Proof. If Z is an extension of Y by X , then there exists a commutative
diagram with exact rows:
0 // NβX
hXZ // NβZ
hZY // NβY // 0
0 // NαX gXZ
//
fX
OO
NαZ gZY
//
fZ
OO
NαY //
fY
OO
0
19
Since the morphisms fX , fX , fY are injective, this diagram induces the
following commutative diagram with exact rows and columns.
0 0 0
0 // NγX jXZ
//
OO
NγZ jZY
//
OO
NγY //
OO
0
0 // NβX
hXZ //
f ′X
OO
NβZ
hZY //
f ′Z
OO
NβY //
f ′Y
OO
0
0 // NαX gXZ
//
fX
OO
NαZ gZY
//
fZ
OO
NαY //
fY
OO
0
0
OO
0
OO
0
OO
Since we are working in the category S1 the bottom row splits (because it
contains only semisimple objects). Therefore there exists g′ZY : NαY → NαZ
such that gZY ◦ g′ZY = idNαY . We consider the following diagram:
0 // NβX ⊕NαY
[hXZ ,fZ◦g
′
ZY ]// NβZ
f ′Y ◦hZY// NγY // 0
0 // NαX ⊕NαY [gXZ ,g′ZY ]
//
fX×idN
αY
OO
NαZ //
fZ
OO
0
OO
// 0
It is straightforward to check that this diagram is commutative. Since
NαX ⊕ NαY and NαZ are semisimple nilpotent operators with the same di-
mension, the bottom row is exact. Moreover hZY ◦fZ ◦ g
′
ZY = fY is injective.
It follows that 0 = (fZ ◦ g′ZY (NαX )) ∩ KerhZY = (fZ ◦ g
′
ZY (NαX )) ∩ ImhXZ .
Now, it is easy to prove that the morphism [hXZ , fZ ◦ g′ZY ] is injective and
the top row is exact. This finishes the proof.
The following fact is proved in [11, Lemma 3.3].
Lemma 5.7. Let σ, ν, µ be partitions. If there exists a short exact sequence:
0→ Nν → Nσ → Nµ → 0,
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then for any m ≥ 1 :
m∑
i=1
σi ≤
m∑
i=1
λi,
where λ = ν + µ.
Lemma 5.8. If Z˜ is the extension of Y by X constructed by Algorithm 5.1,
then for any extension Z of Y by X and for any j ≥ 1 we have
j∑
i=1
γZ˜j ≥
j∑
i=1
γZj
and
i∑
j=1
βZ˜j ≥
i∑
j=1
βZj .
Proof. Let Z be an arbitrary extension of Y by X . It induces short exact
sequences:
0→ NβX → NβZ → NβY → 0
0→ NγX → NγZ → NγY → 0
Applying Algorithm 5.1 to X and Y we compute Z˜. Note that γZ˜ =
γX + γY . By Lemma 5.7, for all i, we get:
i∑
j=1
γZj ≤
i∑
j=1
γZ˜j .
To prove the second part of lemma we consider Z as an extension of
Y˜ = (0, NγY , 0) by X˜ = (NαX ⊕ NαY , NβX ⊕ NαY , fX˜). It is possible by
Lemma 5.6.
For all i = 1, . . . ,min{βX1 , β
Y
1 }, by the Step 3 (a) of Algorithm 5.1, we
have βZ˜i = β
X
i + γ
Y
i . Since the number of indecomposable direct summands
of NβX is equal to β
X
1 and it is less than or equal to the number of indecom-
posable direct summands of NβX ⊕NαY , we get
βZ˜i = β
X
i + γ
Y
i = β
X˜
i + β
Y˜
i (5.9)
for all i = 1, . . . ,min{βX1 , β
Y
1 }. By Lemma 5.7 we get:
i∑
j=1
βZj ≤
i∑
j=1
(βX˜j + β
Y˜
j ) =
i∑
j=1
βZ˜j ,
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for all i = 1, . . . ,min{βX1 , β
Y
1 }. If β
X
1 = β
Y
1 , we are done.
Assume that βX1 > β
Y
1 and i > m = min{β
X
1 , β
Y
1 }. In this case β
Y
i =
γYi = 0. By Steps 4 and 5 of Algorithm 5.1, we get β
Z˜
i = β
X˜
i . Lemma 5.7
and the inequalities given just above imply:
i∑
j=1
βZj ≤
i∑
j=1
(βX˜j + β
Y˜
j ) ≤
m∑
j=1
βZ˜j +
i∑
j=m+1
(βX˜j + β
Y˜
j ) =
=
m∑
j=1
βZ˜j +
i∑
j=m+1
βX˜j =
m∑
j=1
βZ˜j +
i∑
j=m+1
βZ˜j
for all i and we are done.
Assume that βY1 > β
X
1 . For i > m = min{β
X
1 , β
Y
1 }, by Step 4 of Algo-
rithm 5.1, we have
βZ˜i = β
Y
i + 1{γ
i
Y = β
i
Y andn > 0}
Consider two cases:
• Assume that n > 0 for i. Note that n > 0 for all m ≤ j < i. Steps 4
and 5 of Algorithm 5.1 gives
βZ˜i = γ
Y
i + 1,
because for γYi 6= β
Y
i we have β
Y
i = γ
Y
i +1 (we are working in category
S1) and otherwise the value of characteristic function is equal to 1. By
the definition of X˜ and Y˜ we get
γYi + 1 = β
Y˜
i + β
X˜
i
and by 5.9 we get βZ˜j = β
Y˜
j + β
X˜
j for all j ≤ i. By Lemma 5.7 applied
to partitions βY˜ , βX˜ , βZ we obtain:
i∑
j=1
βZj ≤
i∑
j=1
(βX˜j + β
Y˜
j ) =
i∑
j=1
βZ˜j .
• Assume that n = 0 for i. Applying Steps 3 and 4 of Algorithm 5.1, it
is easy to deduce that
i∑
j=1
βZ˜j =
i∑
j=1
βXj +
i∑
j=1
βYj .
22
By Lemma 5.7 applied to partitions βY , βX and βZ we obtain:
i∑
j=1
βZj ≤
i∑
j=1
βXj +
i∑
j=1
βYj =
i∑
j=1
βZ˜j .
Lemma 5.10. Let Y, Y ′ ∈ Sba for some natural numbers a, b and let Y ≤deg
Y ′. For any X ∈ S1 following condition holds:
1. Y ∗X ≤deg Y ′ ∗X,
2. X ∗ Y ≤deg X ∗ Y ′.
Proof. Let Y, Y ′ ∈ Sba and Y ≤deg Y
′. By Theorem 3.5 the inequality Y ≤dom
Y ′ holds. Therefore for any natural k we have
k∑
i=1
λYi ≥
k∑
i=1
λY
′
i , (5.11)
where λ ∈ {β, γ}. By Step 1 of Algorithm 5.1 we have γY ∗X = γX + γY .
Therefore
k∑
i=1
γY ∗Xi =
k∑
i=1
(γYi + γ
X
i ) ≥
k∑
i=1
(γY
′
i + γ
X
i ) =
k∑
i=1
γY
′∗X
i
for any k. It follows that γY ∗X ≤nat γ
Y ′∗X and similarly γX∗Y ≤nat γ
X∗Y ′ .
By Lemma 5.2 and the inequality 5.11, for k ≤ βX1 we have
k∑
i=1
βY ∗Xi =
k∑
i=1
(γYi + β
X
i ) ≥
k∑
i=1
(γY
′
i + β
X
i ) =
k∑
i=1
βY
′∗X
i
and for k > βX1
k∑
i=1
βY ∗Xi =
k∑
i=1
(γYi + β
X
i ) + min{k − β
X
1 ,
k∑
i=1
(βYi − γ
Y
i )}.
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If min{k − βX1 ,
∑k
i=1(β
Y
i − γ
Y
i )} = k − β
X
1 then
k∑
i=1
βY ∗Xi =
k∑
i=1
(γYi + β
X
i ) + k − β
X
1 ≥
k∑
i=1
(γY
′
i + β
X
i ) + k − β
X
1 ≥
k∑
i=1
(γY
′
i + β
X
i ) + min{k − β
X
1 ,
k∑
i=1
(βY
′
i − γ
Y ′
i )} =
k∑
i=1
βY
′∗X
i ,
otherwise
k∑
i=1
βY ∗Xi =
k∑
i=1
(γYi + β
X
i ) +
k∑
i=1
(βYi − γ
Y
i ) =
k∑
i=1
(βXi + β
Y
i ) ≥
k∑
i=1
(βXi + β
Y ′
i ) =
k∑
i=1
(γY
′
i + β
X
i ) +
k∑
i=1
(βY
′
i − γ
Y ′
i ) ≥
k∑
i=1
(γY
′
i + β
X
i ) + min{k − β
X
1 ,
k∑
i=1
(βY
′
i − γ
Y ′
i )} =
k∑
i=1
βY
′∗X
i .
Therefore βY ∗X ≤nat β
Y ′∗X and Y ∗X ≤dom Y
′ ∗X . Again by Theorem 3.5
we obtain Y ∗X ≤deg Y ′ ∗X .
Since βY1 ≤nat β
Y ′
1 (or equivalently β
Y
1 ≥nat β
Y ′
1 ) In the same way we can
see that X ∗ Y ≤dom X ∗ Y ′ for any X ∈ S.
The associative property of ∗ is established by our next lemma.
Lemma 5.12. If X, Y, Z ∈ S1, then X ∗ (Y ∗ Z) = (X ∗ Y ) ∗ Z.
Proof. We follow the arguments given in [16]. Consider the following diagram
0 0
↓ ↓
0 → Z → T → Y → 0
‖ ↓ ↓
0 → Z → (X ∗ Y ) ∗ Z → X ∗ Y → 0
↓ ↓
X = X
↓ ↓
0 0
24
where the top row is a pull-back of the bottom. It follows from Theorem 1.1
(1) and Lemma 5.10 that Y ∗Z ≤deg T and X ∗T ≤deg (X ∗Y )∗Z. Therefore
X ∗ (Y ∗ Z) ≤deg (X ∗ Y ) ∗ Z.
Dually, applying push out we get (X ∗ Y ) ∗ Z ≤deg X ∗ (Y ∗ Z). This
finishes the proof (because ≤deg is a partial order).
Remark 5.13. We can consider the associative monoid
M = (M, [0], ∗),
where M is the set of isomorphism classes of objects in S1, [0] is the iso-
morphism class of the zero object and ∗ is the operation of taking the generic
extensions: [X ] ∗ [Y ] = [X ∗ Y ]. In [8] we present properties of this monoid
and its connections with Hall algebras.
Lemma 5.14. The monoid M is generated by the set
{[P 11 ], [(P
1
0 )
⊕n] for n ≥ 1}.
Proof. Note that
• [Pm0 ] = [P
1
0 ]
∗m for all m ≥ 1,
• [Pm1 ] = [P
1
0 ]
∗(m−1) ∗ [P 11 ] for all m ≥ 1,
• [(P 11 )
⊕m] = [P 11 ]
∗m for all m ≥ 1,
• [(P 10 )
⊕n ⊕ (P 11 )
⊕m] = [P 11 ]
∗m ∗ [P 10 ]
⊕n for all m,n ≥ 1.
Finally, let m1, . . . , ms ≥ 2, ms+1 = . . . = mt = 1 and εi ∈ {0, 1} for all
i = 1, . . . , s+ t. We get
[
s+t⊕
i=1
Pmiεi ] = [(P
1
0 )
⊕s ⊕
t⊕
i=s+1
P 1εi] ∗ [
s⊕
i=1
Pmi−1εi ].
By induction we are done.
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