Theoretically the market-wide implied cost of capital (ICC ) is a good proxy for time-varying expected returns. We find that the implied risk premium, computed as ICC minus one-month T-bill yield, strongly predicts future excess market returns ranging from one month to four years.
Introduction
The implied cost of capital (ICC ) is the expected return that equates a stock's current price to the present value of its expected future free cash flows where, empirically, the free cash flows are estimated using a combination of short-term analyst earnings forecasts, long-term growth rates projected from the short-term forecasts, and historical payout ratios. 2 If markets are efficient, the ICC represents the true expected return; if not, it also captures mispricing. The ICC has historically been used to estimate the unconditional equity premium, compute individual firm cost of equity, and address various other cross-sectional asset pricing issues. 3 Pastor, Sinha, and Swaminathan (2008) use the ICC in a time-series setting and show theoretically that the aggregate market-wide ICC can be a good proxy of time-varying expected returns. They use the aggregate ICC to examine the inter-temporal asset pricing relationship between expected returns and volatility and find a positive relationship between the two. 4
In this paper, we examine whether the aggregate ICC can also predict future returns on the market, specifically, whether high ICC predicts high returns. This has implications for both the ICC literature and the predictability literature. A key requirement for the usefulness of the ICC is to show that the ICC (positively) predicts future returns. Existing cross-sectional studies on the ICC have been unable to conclusively establish such a positive relationship (see Richardson, Tuna, and Wysocki (2010) , Hou, van Dijk, and Zhang (2010) , and Plumlee, Botosan, and Wen (2011) ). The absence of this evidence, however, might be more due to the noise in computing individual firm ICC s under the various methods used in the literature than due to any theoretical issues with the ICC approach (see Lee, So, and Wang (2010) ). The aggregate ICC is likely to be less noisy (since it is computed by averaging individual firm ICC s) and, therefore, might be more successful in predicting future returns. The success of the aggregate ICC in detecting the positive inter-temporal mean-variance relationship (as discussed earlier) is certainly encouraging in this regard.
The ICC also introduces a new measure to the predictability literature, one that is based on a 2 See the next section for details on our implementation. 3 There is a large literature on the ICC. For example, the ICC has been used to study the unconditional equity premium (Claus and Thomas (2001) and Fama and French (2002) ), test theories on betas (Kaplan and Ruback (1995) , Botosan (1997) , Gebhardt, Lee, and Swaminathan (2001) , Gode and Mohanram (2003) , Brav, Lehavy, and Michaely (2005) , and Easton and Monahan (2005) ), international asset pricing (Lee, Ng, and Swaminathan (2009) ), default risk (Chava and Purnanandam (2010) ), asset anomalies (Wu and Zhang (2011) ), cross-sectional expected returns (Hou, van Dijk, and Zhang (2010) ), stock return volatility (Friend, Westerfield, and Granito (1978) ), and the cost of equity (Hail and Leuz (2006) , Botosan and Plumlee (2005) , Hughes, Liu, and Liu (2009) , and Lee, So, and Wang (2010) ). Chen, Da, and Zhao (2012) use the ICC as the measure of discount rate, and examine the relative importance of discount rate news and cash flow news in driving stock price movements. 4 Tests based on realized returns have been inconclusive (see Pastor, Sinha, and Swaminathan (2008) ).
theoretically justifiable valuation model that takes into account future growth opportunities that are ignored by traditional valuation ratios such as the dividend yield and the earnings yield. The predictability literature, historically, has had difficulty identifying forecasting variables that can predict future returns both in sample and out-of-sample (see Welch and Goyal (2008) ). 5 Clearly, it would be of interest to know whether the ICC performs better.
We estimate the aggregate ICC as follows. First, we estimate the ICC for each stock in the S&P 500 index each month (based on membership in the S&P 500 as of that month). Next, we value-weight the individual ICC s to obtain the aggregate ICC. Finally, since the aggregate ICC is in nominal terms, we subtract the one-month T-bill yield from the ICC to compute the implied risk premium, IRP. 6 We use IRP as our primary measure to forecast future excess market returns.
Using monthly data from January 1977 to December 2011, we find that the implied risk premium is a strong predictor of excess market returns over the next four years, with adjusted R 2 ranging from 6.6% at the 1-year horizon to 30.5% at the 4-year horizon. Specifically, high IRP predicts high excess returns. The predictive power of IRP remains strong even after we control for widely-used valuation ratios such as the earnings-to-price ratio, dividend-to-price ratio, book-to-market ratio, and the payout yield, business cycle variables such as the term spread, default spread, consumption-towealth ratio, and the investment-to-capital ratio, and other forecasting variables such as measures of investor sentiment, the net equity issuance, inflation, stock market variance, long-term government bond yield, and lagged stock returns. 7 In contrast, most of the existing forecasting variables including valuation ratios and business cycle variables perform poorly during this sample period.
Since long horizon forecasting regressions are rife with small sample biases, we use rigorous
Monte Carlo simulations to assess the statistical significance of our regression statistics. 8 The 5 For recent debate on the existence of aggregate stock market predictability see, among others, Stambaugh (1986 Stambaugh ( , 1999 , Fama and French (1988a) , Bekaert and Hodrick (1992) , Nelson and Kim (1993) , Lamont (1998) , Lee, Myers, and Swaminathan (1999) , Goyal and Welch (2003) , Lewellen (2004) , Ang and Bekaert (2007) , Boudoukh, Michaely, Richardson, and Roberts (2007) , Boudoukh, Richardson, and Whitelaw (2008) , Cochrane (2008) , Lettau and Nieuwerburgh (2008) , Rytchkov (2008) , Brennan and Taylor (2010) , and Kelly and Pruitt (2011) .
6 The predictions about time-varying expected returns are really about real expected returns. We have two choices: either predict real returns using real ICC or predict excess returns using excess ICC, i.e., the implied risk premium. We follow the latter procedure to be consistent with the prior literature. However, we also report robustness tests using real ICC to predict real returns where we simply subtract the monthly inflation rates from monthly nominal ICC s to compute monthly real ICC s.
7 A partial list of references include, for valuation ratios: Fama and Schwert (1977) , Campbell (1987) , Campbell and Shiller (1988) , French (1988a, 1989) , Kothari and Shanken (1997) , Lamont (1998) , Pontiff and Schall (1998) , and Boudoukh, Michaely, Richardson, and Roberts (2007) ; for term spread and default spread: Campbell (1987) and Fama and French (1989) ; net equity issuance (Baker and Wurgler (2000) ); inflation: Nelson (1976) , Fama and Schwert (1977) and Campbell and Vuolteenaho (2004) ; stock market variance : French, Schwert, and Stambaugh (1987) and Guo (2006) ; long-term government bond yield: Campbell (1987) and Keim and Stambaugh (1986) ; lagged stock returns (Fama and French (1988b) ); consumption-to-wealth ratio (Lettau and Ludvigson (2001) ); investmentto-capital ratio (Cochrane (1991) ), and the sentiment measures (Baker and Wurgler (2006) ).
8 See, among others, Richardson and Stock (1989) , Hodrick (1992) , Nelson and Kim (1993) , Cavanagh, Elliott, and predictive power of IRP remains strong even under these stringent simulated p-values. We use alternate standard errors that are less biased in small samples (see page 361, Hodrick (1992) and Ang and Bekaert (2007) ) and corresponding simulated p-values to evaluate the statistical significance of IRP and find that IRP continues to significantly predict future returns. Our findings are also robust to a host of other checks, including alternative ways of constructing IRP and reasonable perturbations in the forecasting horizons of the free cash flow model. 9 Several studies find that analyst earnings forecasts tend to be optimistic. We construct an aggregate measure of the growth rate implicit in analysts' two-year ahead and one-year ahead earnings forecasts and use it as a proxy of time-varying analyst optimism bias. Our results show that IRP continues to predict future returns significantly even after controlling for the aggregate implied growth rate. 10 Recently, out-of-sample forecasting tests have received much attention in the literature. Notably, Welch and Goyal (2008) show that estimates of U.S. equity premium based on a simple historical average perform better than a range of widely used predictors in out-of-sample forecasts.
We perform a variety of out-of-sample tests and find that IRP is also an excellent out-of-sample predictor of future market excess returns. During 1998 During -2011 During and 2003 During -2011 (the two periods we use to evaluate the out-of-sample performance), IRP delivers higher and more economically meaningful out-of-sample R 2 than its competitors and provides positive utility gains of more than 4% a year to a mean-variance investor. Rapach, Strauss, and Zhou (2010) argue that it is important to combine individual predictors in the out-of-sample setting. We further conduct a forecasting encompassing test, which provides strong evidence that IRP contains distinct information above and beyond that contained in existing predictors.
There are two key reasons for IRP 's superior performance: (a) IRP is estimated from a theoretically justifiable discounted cash flow valuation model that takes into account future growth opportunities that are ignored by traditional valuation ratios, and (b) empirically IRP is strongly mean-reverting and hence a better proxy of time-varying expected returns (unit root tests strongly reject the null of a unit root in IRP but not in the traditional valuation measures). In our empirical analysis, we show that IRP is also superior to the forecasted earnings-to-price ratio, which is constructed based on analyst forecasts but does not contain growth beyond the first year. This Stock (1995) , Stambaugh (1999) , Torous, Valkanov, and Yan (2004) , Campbell and Yogo (2006) , Polk, Thompson, and Vuolteenaho (2006) , Ang and Bekaert (2007) , and Boudoukh, Richardson, and Whitelaw (2008) . 9 We try including and excluding share repurchases, create equal-weighted instead of value-weighted IRP, include all stocks instead of just S&P 500 index stocks, subtract the 30-year treasury yield instead of the 1-month T-bill yield, and use Easton (2004) method to construct IRP. Our results are robust to these alternative specifications. See Section 4.2.4 for more discussions.
10 Also, we use median analyst forecasts as opposed to mean forecasts in estimating the ICC to reduce the influence of outlier forecasts.
shows that there is additional information in the long-term growth rates that are projected from the short-term earnings forecasts to estimate the ICC.
Overall, our paper makes three key contributions to the literature: (a) we provide strong evidence in favor of aggregate stock market predictability, (b) we introduce a new forecasting variable, the ICC, which forecasts future returns better than existing forecasting variables both in sample and out-of-sample, and (c) we validate the usefulness of the ICC approach by showing that the ICC can positively predict future returns.
Finally, our paper also sheds some light on the risk vs. mispricing debate on the predictability of returns. The ICC measures the discount rate implicitly used by the market to arrive at the current price. As discussed earlier, if markets are not efficient, the ICC can also contain a mispricing component. Our multivariate tests show that IRP strongly predicts future returns even after controlling for a host of business cycle proxies including the consumption-to-wealth ratio. This suggests that at least some of the predictive power of IRP could be due to mispricing, i.e., IRP is low when the market is overvalued and high when the market is undervalued.
Our paper proceeds as follows. We describe the methodology for constructing the aggregate ICC and IRP in Section 2. Section 3 provides the data source and summary statistics. Section 4
and Section 5 present the in-sample and out-of-sample return predictions, respectively. Section 6 concludes the paper.
Empirical Methodology
In this section, we first explain why the implied cost of capital is a good proxy for expected returns.
We then describe the construction of the implied cost of capital.
ICC as a Measure of Expected Return
The implied cost of capital is the value of r e that solves the infinite horizon dividend discount model:
where P t is the stock price and D t is the dividend at time t.
Campbell, Lo, and MacKinlay (1996)(7.1.24) provide a log-linear approximation of the dividend discount model which allows us to express the log dividend-price ratio as:
where r t is the log stock return at time t, d t is the log dividends at time t, and ρ = 1/(1+exp(d − p), k = log(ρ) − (1 − ρ) log(1/ρ − 1), and d − p is the average log dividend-to-price ratio. From equation
(2), it is natural to define the ICC as the value of r e,t that solves
and thus
Therefore, the ICC contains information about both the dividend yield and future dividend growth. Pastor, Sinha, and Swaminathan (2008) show theoretically that ICC is an excellent proxy of timevarying expected returns and use it empirically to detect the inter-temporal asset pricing relationship between expected returns and volatility.
Construction of the Firm-Level ICC
We compute the firm-level ICC as the internal rate of return that equates the present value of future dividends/free cash flows to the current stock price, following the approach of Pastor, Sinha, and Swaminathan (2008) . We use the term "dividends" interchangeably with free cash flows to equity (FCFE) to describe all cash flows available to equity.
There are two key assumptions in our empirical implementation of the free cash flow model: (a)
short-run earnings growth rates converge in the long-run to the growth rate of the overall economy and (b) competition will drive economic profits on new investments to zero in the long-run (the marginal rate of return on investment-the ROI on the next dollar of investment-will converge to the cost of capital). As explained below, we use these assumptions to forecast earnings growth rates and free cash flows during the transition from the short-run to the long-run steady-state.
To implement equation (1), we need to explicitly forecast free cash flows for a finite horizon.
We do this in two parts: i) the present value of free cash flows up to a terminal period t + T , and ii) a continuing value that captures free cash flows beyond the terminal period. We estimate free cash flows up to year t + T , as the product of annual earnings forecasts and one minus the plowback rate:
where F E t+k and b t+k are the earnings forecasts and the plowback rate forecasts for year t + k, respectively.
We forecast earnings up to year t + T in three stages. (i) We explicitly forecast earnings (in dollars) for year t + 1 using analyst forecasts. I/B/E/S analysts supply earnings per share (EPS)
forecasts for the next two fiscal years, F Y 1 , and F Y 2 respectively, for each firm in the I/B/E/S database. We construct a 12-month ahead earnings forecast F E 1 using the median F Y 1 and F Y 2 forecasts such that
where w is the number of months remaining until the next fiscal year-end divided by 12. We use median forecasts instead of mean in order to alleviate the effects of extreme forecasts especially on the optimistic side by individual analysts.
(ii) We then use the growth rate implicit in F Y 1 and F Y 2 to forecast earnings for t + 2; that is,
, and the two-year-ahead earnings forecast is given by F E 2 = F E 1 (1 + g 2 ).
Constructing F E 1 and F E 2 in this way ensures a smooth transition from F Y 1 to F Y 2 during the fiscal year and also ensures that our forecasts are always 12 months and 24 months ahead from the current month. 11 Firms with growth rates above 100% (below 2%) are given values of 100% (2%).
(iii) We forecast earnings from year t + 3 to year t + T + 1 by assuming that the year t + 2 earnings growth rate g 2 mean-reverts exponentially to steady-state values by year t + T + 2. We assume that the steady-state growth rate starting in year t + T + 2 is equal to the long-run nominal GDP growth rate, g, computed as a rolling average of annual nominal GDP growth rates. Specifically, earnings growth rates and earnings forecasts using the exponential rate of mean reversion are computed for years t + 3 to t + T + 1 as follows (k = 3, ..., T + 1):
The exponential rate of mean-reversion is just linear interpolation in logs and provides a more rapid rate of mean reversion for very high growth rates. We forecast plowback rates using a two-stage approach. (i) We explicitly forecast plowback rate for years t + 1 as one minus the most recent years dividend payout ratio. We estimate the dividend payout ratio by dividing actual dividends from the most recent fiscal year by earnings over the same time period. 12 In our primary approach, we exclude share repurchases and new equity issues due to the practical problems associated with determining the likelihood of their recurrence in future periods. Payout ratios of less than zero 11 In addition to F Y1 and F Y2, I/B/E/S also provides the analysts forecasts' of the long-term earnings growth rate (Ltg). An alternative way of obtaining g2 is to use Ltg. In untabulated results, we show that g2 = F Y2/F Y1 − 1 is a better measure than g2 = Ltg, because the former is a better predictor of the actual earnings' growth rate in year t + 2.
12 If earnings are negative, the plowback rate is computed as the median ratio across all firms in the corresponding industry-size portfolio. The industry-size portfolios are formed each year by first sorting firms into 49 industries based on the Fama-French classification and then forming three portfolios with an equal number of firms based on their market cap within each industry.
(greater than one) are assigned a value of zero (one). (ii) We assume that the plowback rate in year t + 1, b 1 , reverts linearly to a steady-state value by year t + T + 1 computed from the sustainable growth rate formula. This formula assumes that, in the steady state, the product of the return on new investments and the plowback rate ROE * b is equal to the growth rate in earnings g. We further impose the condition that, in the steady state, ROE equals r e for new investments, because competition will drive returns on these investments down to the cost of equity.
Substituting ROE with cost of equity r e in the sustainable growth rate formula and solving for plowback rate b provides the steady-state value for the plowback rate, which equals the steady-state growth rate divided by the cost of equity g/r e . The intermediate plowback rates from t + 2 to t + T (k = 2, ..., T ) are computed as follows:
The terminal value T V is computed as the present value of a perpetuity, which is equal to the ratio of the year t + T + 1 earnings forecast divided by the cost of equity:
where F E t+T +1 is the earnings forecast for year t + T + 1. 13 It is easy to show that the Gordon growth model for T V will simplify to equation (6) when ROE equals r e .
Substituting equations (3) to (6) into the infinite-horizon free cash flow valuation model in equation (1) provides the following empirically tractable finite horizon model:
Following Pastor, Sinha, and Swaminathan (2008) , we use a 15-year horizon (T = 15) to implement the model in (7) and compute r e as the rate of return that equates the present value of free cash flows to the current stock price. To be consistent, the stock price is also obtained from the I/B/E/S database as of the same date as the I/B/E/S earnings forecasts. The resulting r e is the firm-level ICC measure used in our empirical analysis.
Construction of the Aggregate ICC
Each month, the value-weighted aggregate ICC is constructed as follows:
where i indexes firm, and t indexes time. v i,t is the market value for firm i at time t, and ICC i,t is the ICC for firm i at time t. We construct the value-weighted aggregate ICC using firms in the S&P 500, but we also conduct a variety of robustness checks in Section 4.2.4 based on ICC s constructed using the firms in the Dow Jones Industrial Average (DJIA) or all firms in NYSE/AMEX/Nasdaq.
To mitigate the impact of outliers, each month we delete extreme ICC s which lie outside the five standard deviations of their monthly cross-sectional distributions. However, the results are robust to not trimming outliers.
In predicting future returns there are two choices: (a) use real ICC to predict real returns, or (b) use excess ICC, i.e., the implied risk premium (IRP ) which is ICC minus the risk-free rate to predict excess returns. In this paper, consistent with prior literature, we forecast excess returns using the IRP. The IRP is computed by subtracting the one-month T-bill yield (T billyield) from the aggregate ICC :
We also perform robustness tests in Section 4.2.4 based on a IRP computed by subtracting the 30-year treasury yield.
Data and Summary Statistics
We compute the aggregate ICC and IRP at the end of every month from January 1977 to December 2011 using all firms that belong to the S&P 500 index as of the given month. We obtain market capitalization and return data from CRSP, accounting data such as common dividends, net income, book value of common equity, and fiscal year-end date from COMPUSTAT, and analyst earnings forecasts and share price from I/B/E/S. To ensure we only use publicly available information, we obtain accounting data items for the most recent fiscal year ending at least 3 months prior to the month-end when the ICC is computed. Data on nominal GDP growth rates are obtained from the Bureau of Economic Analysis. Our GDP data begins in 1930. Each year, we compute the steady-state GDP growth rate as the historical average of the GDP growth rates using annual data up to that year.
We use the CRSP NYSE/AMEX/Nasdaq value-weighted returns including dividends from WRDS as our primary measure of aggregate market returns (Vwretd ). 14 We compare the performance of IRP to a long list of forecasting variables that have been proposed in the literature. The most important group represents the traditional valuation ratios: dividend-to-price-ratio (D/P ), earnings-to-price ratio (E/P ), and book-to-market ratio (B/M ). Whether these valuation ratios predict future returns, especially after taking into account various econometric issues with predictive regressions (e.g., Boudoukh, Richardson, and Whitelaw (2008) , Cochrane (2008)) , is still open to debate. In addition to standard valuation ratios, we also consider other commonly used predictors which are listed below. Just like the ICC, all monthly predictors are computed as of the end of the month.
• Dividend-to-price-ratio (D/P ) is the value-weighted average of firm-level dividend-to-price ratios for the S&P 500 firms, where the firm-level D/P is obtained by dividing the total dividends from the most recent fiscal year end (ending at least 3 months prior) by market capitalization at the end of the month. 15
• Earnings-to-price ratio (E/P ) is the value-weighted average of firm-level earnings-to-price ratios for the S&P 500 firms, where the firm-level E/P is obtained by dividing earnings from the most recent fiscal year end (ending at least 3 months prior) by market capitalization at the end of the month.
• Book-to-market ratio (B/M ) is the value-weighted average of firm-level ratio of book value to market value for the S&P 500 firms, where the firm-level B/M is obtained by dividing the total book value of equity from the most recent fiscal year end (ending at least 3 months prior) by market capitalization at the end of the month.
• Payout Yield (P/Y ) is the sum of dividends and repurchases divided by contemporaneous year-end market capitalization (Boudoukh, Michaely, Richardson, and Roberts (2007) ), obtained from Michael R. Roberts' website.
• Default spread (Default) is the difference between BAA and AAA rated corporate bond yields, obtained from the economic research database at the Federal Reserve Bank at St. Louis (FRED).
• Term spread (Term) is the difference between AAA rated corporate bond yields and the one-month T-bill yield, where the one-month T-bill yield is the average yield on one-month Treasury bill obtained from WRDS.
• T-bill rate (Tbill) is the one-month T-bill rate obtained from Kenneth French's website.
• Long-term treasury yield (Yield) is the 30-year treasury yield obtained from WRDS.
• Net equity expansion (ntis) is the ratio of new equity issuance to the sum of new equity and debt issuance (Baker and Wurgler (2000) ), with data obtained from Jeffrey Wurgler's website.
14 Results based on other measures of the aggregate market return such as the S&P 500 return yield similar results. 15 Fama and French (1988a) construct D/P based on the value-weighted market return with and without dividends. This alternative measure of D/P has a correlation of 0.96 with our constructed measure, and yields very similar results.
• Inflation (infl) is the change in CPI (all urban consumers) obtained from FRED.
• Stock variance (svar) is the sum of squared daily returns on the S&P 500 index with data obtained from WRDS.
• Lagged excess market returns (Lagged Vwretd ) is the lagged value-weighted market return including dividends from WRDS subtracting the one-month T-bill rate.
• Sentiment index (senti ) is the first principal component of six sentiment proxies (Baker and Wurgler (2006) ), with data obtained from Jeffrey Wurgler's website. 16
• Consumption-to-wealth ratio (cay) is the cointegrating residual from a regression of log consumption on log asset (nonhuman) wealth, and log labor income (Lettau and Ludvigson (2001) ), with data obtained from Martin Lettau's website.
• Investment-to-capital ratio (i/k) is the ratio of aggregate (private nonresidential fixed) investment to aggregate capital for the entire economy (Cochrane (1991) In contrast, the valuation ratios E/P, D/P, and B/M are much more persistent, with first-order autocorrelations between 0.98 and 0.99 that hover above 0.40 even after 60 months. Appendix A shows that unit root tests strongly reject the null of a unit root for IRP, but not for the valuation ratios. Clearly, IRP is a much more stationary process that exhibits faster mean reversion. Panel A shows that the ex post risk premium computed from value-weighted excess market returns (this is not continuously compounded; we use continuously compounded returns only in the regressions), Vwretd, is 6.66% which is comparable to the average IRP of 7.07%. The sum of autocorrelations at long horizons are negative for Vwretd which suggests there is long-term mean reversion in stock returns.
16 The six sentiment proxies include the closed-end fund discount, NYSE share turnover, the number of IPOs, the average first-day IPO returns, the share of equity issuance, and the dividend premium. There is a second sentiment index which is the principal component of the six sentiment proxies orthoganalized to variables measuring business cycles. The correlation between the two sentiment indices is 0.96, and they yield very similar results. So we only include the first index in our analysis.
17 Although our data on Lagged Vwretd end in December 2011, we use the data from January 1977 to December 2010 to be consistent with the length of svar in our multivariate regression (see Section 4.2.3).
In Panel B, IRP is positively correlated with each of the valuation ratios, which suggests that they share common information about time-varying expected returns. IRP is also significantly positively correlated with Term and Default, which suggests that IRP also varies with the business cycle. The high negative correlation (−0.66) between IRP and i/k (Panel D) suggests that the aggregate investment in the economy drops as the cost of capital rises. This is intuitive and as expected. Overall, the summary statistics in Table 1 
In-sample Return Predictions

Forecasting Regression Methodology
We begin with the multiperiod forecasting regression test in French (1988a,b, 1989) :
where r t+k is the continuously compounded excess return per month defined as the difference between the monthly continuously compounded return on the value-weighted market return including dividends from WRDS and the monthly continuously compounded one-month T-bill rate (i.e., continuously compounded Vwretd ). 18 Quarterly returns are defined in the same way. X t is a 1 × k row vector of explanatory variables (excluding the intercept), b is a k × 1 vector of slope coefficients, K is the forecasting horizon, and u t+K,t is the regression residual.
We conduct these regressions for different horizons: in monthly regressions, K = 1, 12, 24, 36, and 48 months, and in quarterly regressions, K = 1, 4, 8, 12, and 16 quarters. One problem with this regression test is the use of overlapping observations, which induces serial correlation in the regression residuals. Specifically, under both the null hypothesis of no predictability and the alternative hypotheses that fully account for time-varying expected returns, the regression residuals are autocorrelated up to lag K − 1. As a result, the regression standard errors from ordinary least squares (OLS) would be too low and the t-statistics too high. Moreover, the regression residuals are likely to be conditionally heteroskedastic. We correct for both the induced autocorrelation and the conditional heteroskedasticity following Hansen (1982) . Under generalized method of moments,
, with x t = (1 X t ) , and S 0 is the spectral density evaluated at frequency zero of ω t+K = u t+K,t x t . Under the null hypothesis that returns are not predictable,
In our main empirical analysis, we estimate S 0 using the Newey-West correction (Newey and West (1987) ) with K − 1 moving average lags.
We call the resulting test statistic the asymptotic Z-statistic. Since the forecasting regressions use the same data at various horizons, the regression slopes will be correlated. It is, therefore, not correct to draw inferences about predictability based on any one regression. To address this issue, Richardson and Stock (1989) propose a joint test based on the average slope coefficient. Following their paper, we compute the average slope statistic, which is the arithmetic average of regression slopes across different horizons, to test the null hypothesis that the slopes at different horizons are jointly zero. To compute the statistical significance of the average slope estimate, we conduct Monte Carlo simulations, the details of which are described below.
While the asymptotic Z-statistics are consistent, they potentially suffer from small sample biases for the following reasons. First, while the independent variables in the OLS regressions are predetermined they are not necessarily exogenous. This is especially the case when we use valuation 18 The continuously compounded Vwretd and the discretely compounded Vwretd have a correlation of 0.9989, and our results are robust to using Vwretd. ratios, since valuation ratios are a function of current price. Stambaugh (1986 Stambaugh ( , 1999 shows that in these situations the OLS estimators of the slope coefficients are biased in small samples. Secondly, while the GMM standard errors consistently estimate the asymptotic variance-covariance matrix, Richardson and Smith (1991) show that they are biased in small samples due to the sampling variation in estimating the autocovariances. Lastly, as demonstrated by Richardson and Smith (1991) , the asymptotic distribution of the OLS estimators may not be well behaved if K is large relative to T , i.e., the degree of overlap is high relative to the sample size.
To account for these issues, we generate finite sample distributions of Z(b) and the average slopes under the null of no predictability and calculate the p-values based on their empirical distributions.
Monte Carlo experiments require a data-generating process that produces artificial data whose time-series properties are consistent with those in the actual data. Therefore, we generate artificial data using a Vector Autoregression (VAR), and our simulation procedure closely follows Hodrick (1992), Swaminathan (1996) and Lee, Myers, and Swaminathan (1999) . Appendix B describes the details of our simulation methodology. 19
Forecasting Regression Results
In this section we discuss the results from our forecasting regressions involving IRP. We first compare IRP to various valuation ratios, and then compare IRP to a long list of forecasting variables that have been used to predict returns in the literature. Finally, we conduct a variety of robustness checks.
Regression Results with Valuation Ratios
Univariate Regression Results In this section, we examine the univariate forecasting power of IRP and other commonly used valuation ratios, by setting X = IRP , D/P, E/P, B/M, or P/Y in equation (8). High IRP represents high ex-ante risk premium, and hence we expect high IRP to predict high excess market returns. Prior literature has shown that high valuation ratios (E/P, D/P, B/M ) predict high stock returns. Boudoukh, Michaely, Richardson, and Roberts (2007) show that Payout Yield (P/Y ) is a better forecasting variable than the dividend yield and that it positively predicts future returns. Thus, for all regressions, a one-sided test of the null hypothesis 19 In our reported results below, the variables in the VAR vary with each regression. For example, in the univariate regression of (8) with only one predictive variable in Xt, the VAR contains two variables, namely, rt and the predictive variable Xt. In a multivariate regression with two predictive variables in Xt, the VAR contains three variables, namely, rt and the two predictive variables in Xt. In unreported results, for predictive variables with the same sample size, we also run a single VAR containing all variables and obtain similar results. We observe that as expected, all variables have positive slope coefficients. Because a one-sided test is appropriate, the conventional 5% critical value is 1.65. Using this cut-off, IRP is statistically significant at all horizons with the smallest Z(b) being 1.849 at the 1-month horizon. Among the valuation ratios, only D/P and P/Y have Z(b) larger than 1.65 in any of the horizons. The adjusted R 2 of IRP is also much larger than that of the valuation ratios: IRP explains 1% of future market returns at the 1-month horizon, and 30.5% at the 4-year horizon. For all variables, the adjusted R 2 increases with horizons. As pointed out by Cochrane (2005) , the increase in the magnitude of the adjusted R 2 with forecasting horizon is due to the persistence of the regressors.
However, when judged by simulated p-values, D/P is no longer significant, and its simulated p-values are all above 0.22. Since D/P is not statistically significant at any individual horizons, it is not surprising that it is not significant in the joint horizon test either, with a simulated p-value for the average slope estimate of just 0.349. This finding is consistent with our discussion in Section 4.1 on the importance of using simulated p-values to assess the statistical significance of forecasting variables. That D/P does not predict future market returns is also consistent with recent studies (e.g., Ang and Bekaert (2007) ; Boudoukh, Richardson, and Whitelaw (2008) ).
Unlike the traditional valuation measures, IRP is statistically significant based on both conventional critical values and simulated p-values (at the 10% significance level or better) at all horizons.
Not surprisingly, the average slope statistic of 1.748 is highly significant with a simulated p-value of 0.020. This suggests that on average, an increase of 1% in IRP in the current month is associated with an annualized increase of 1.748% in the excess market return over the next four years which is economically quite significant. Among all the valuation ratios, the payout yield P/Y, performs the best in univariate tests with some forecasting power at the 3-year and 4-year forecasting horizons.
The average slope, however, is not significant (p-value 0.156).
Bivariate Regression Results
Because IRP is positively correlated with traditional valuation ratios, it is important to know whether IRP still forecasts future market returns in their presence.
Given the high correlations among these valuation ratios (see Table 1 ), to avoid multicollinearity issues, we run bivariate regressions with IRP as one of the regressors and one of the valuation ratios as the other regressor. Based on equation (8), X is one of the following four sets of regressors: (1) IRP and D/P, (2) IRP and E/P, (3) IRP and B/M, and (4) IRP and P/Y. Again, we expect the slope coefficients of all forecasting variables to be positive, and therefore, one-sided tests of the null of no predictability are appropriate.
[ INSERT TABLE 3 HERE] The slope coefficients of IRP are significant at most horizons and the average slope coefficients (in the range of 1.503 to 1.627) are all highly significant with simulated p-values ranging from 0.043 to 0.051. In contrast, traditional valuation measures have little or no predictive power in the presence of IRP. The slope coefficients are insignificant at all horizons and not surprisingly, the average slope statistics are also insignificant. The results provide strong evidence that IRP is a better predictor of future returns than traditional valuation measures. We next turn to evaluating the forecasting performance of IRP in the presence of (countercyclical) forecasting variables that proxy for the business cycle. Fama and French (1989) find that business cycle variables such as the default spread and term spread predict stock returns. Given the high positive correlation between IRP and default and term spreads, it is important to determine whether IRP has the ability to forecast future excess returns in the presence of these variables. Ang and Bekaert (2007) show that the short rate negatively predicts future returns at shorter horizons, and while dividend yield does not have predictive power per se, it predicts future market returns in a bivariate regression with the short rate. Therefore, we also examine the predictive power of IRP in the presence of the one-month T-bill rate (Tbill ).
Regression Results with Business Cycle Variables
Finally, we also control for the 30-year treasury yield (Yield ).
Panels F-I of Table 2 presents univariate regression results for Term, Default, Tbill, and Yield.
Since Term, Default and Yield move countercyclically with the business cycle, we expect positive signs for these variables. For Tbill, we expect a negative sign at shorter horizons. Thus, for these regressions, a one-sided upper or lower tail test of the null hypothesis is appropriate.
The regression results indicate that Term is a strong predictor of future market returns. It has statistically significant predictive power beyond the 2-year horizon based on simulated p-values, and the average slope coefficient is also significant (p-value 0.067). Default, however, is not a statistically significant predictor of future returns. Slope coefficients of Tbill and Yield both have the expected signs although none of them are statistically significant. Table 3 present the bivariate regression results with X = (IRP, Term), (IRP, Default), (IRP, Tbill ) and (IRP, Yield ), respectively. Note that in all these regressions, IRP strongly and positively predicts future market returns. In the presence of Term, IRP is statistically significant at the 1-month and 4-year horizons (p-values 0.009 and 0.039), and the average slope statistic is still highly significant (p-value 0.019). Term, on the other hand, is unable to predict future market returns in the presence of IRP. In fact, the slope coefficients corresponding to Term turn negative. Given the high correlation of 0.80 between IRP and Term (see Table 1 , Panel B), it appears that the information common to the two variables is being absorbed by IRP. IRP remains highly significant at all horizons in the presence of Default, Tbill or Yield, and its average slope remains highly significant with p-values ranging from 0.010 to 0.021. In contrast, none of these variables is significant in the presence of IRP. The slope coefficients corresponding to Default turn negative while those of Tbill turn positive (Panels F and G). The slope coefficients corresponding to Yield remain mostly positive but only marginally significant at the 4-year horizon. Overall, the results provide strong evidence that the predictive power of IRP is not subsumed by the information in the business cycle variables.
Panels E-H of
Regression Results with Other Variables
We now examine whether IRP forecasts future returns in the presence of several other forecasting variables that have been examined in the literature. The first group of variables includes net equity issuance (ntis), inflation (infl ), stock variance (svar ), lagged excess market returns (Lagged Vwretd ), and the sentiment measure (senti ) (January 1977-December 2010); and the second group of variables includes consumption-to-wealth ratio (cay) and investment-to-capital ratio (i/k ) (1977.Q1-2008.Q4 (2000) show that ntis is a strong predictor of future market returns between 1928 and 1997. In particular, firms issue relatively more equity than debt just before periods of low market returns. So we expect negative coefficients for ntis. Baker and Wurgler (2006) suggest that when sentiment is high, subsequent returns tend to be low, so we expect a negative sign for senti.
We should note, however, that the construction of senti uses ex post information which makes it hard to interpret senti as an ex ante forecasting variable. For infl and svar, we expect negative signs. For Lagged Vwretd, we expect a positive sign within a year and a negative sign afterwards.
Since we do not have a consistent sign for Lagged Vwretd, the average slope coefficient for Lagged Vwretd is not very informative. We nevertheless report it together with its p-value calculated based on the assumption that we expect a positive sign for Lagged Vwretd. Lettau and Ludvigson (2001) propose cay as a measure of time-varying expected returns with high cay predicting high returns. Since cay also uses ex post information, it is not really an ex ante forecasting variable either. We nevertheless want to know how IRP predicts future returns in its presence. Based on Cochrane (1991), we expect a negative sign for i/k. IRP strongly predicts future returns even in the presence of the sentiment measure (which uses ex-post information in its construction). The slope coefficients corresponding to IRP are highly significant at all horizons, and the average slope coefficient is also highly significant (p-value 0.024).
The sentiment measure is significant only at the 1-month horizon. Panel D shows that IRP predicts future returns strongly even after controlling for cay and i/k. The individual slope coefficients are significant at the 2-year, 3-year, and 4-year horizons and the average slope coefficient is significant at the 10% level. cay and i/k are not significant in the presence of IRP. The superior forecasting power of IRP even in the presence of variables with ex post information is quite impressive. The finding that IRP strongly predicts future returns even in the presence of cay (and other business cycle variables) suggests that IRP may also contain information about aggregate market mispricing.
Further Analysis of IRP
The Role of Growth Forecast Section 2.1 shows that the ICC (and thus IRP ) contains information about both dividend yield and future dividend/earnings growth. In this section, we investigate the role of information about future growth rates in the superior forecasting power of IRP. Specifically, for each firm, we use F E 1 /P as an alternative measure of expected return based on the no growth perpetuity valuation model which assumes that earnings do not grow beyond the first year. We then value-weight firm-level F E 1 /P s to obtain an aggregate F E 1 /P . If growth beyond the first year is an important ingredient of IRP, we would expect IRP to outperform F E 1 /P in predicting future market returns.
[ INSERT TABLE 5 HERE] Panel A1 of Table 5 provides the univariate regression result of (8) with X = F E 1 /P . We find that F E 1 /P has a positive sign at all horizons but is not statistically significant at any horizon.
Panel A2 provides the bivariate regression of (8) with X = (IRP, F E 1 /P ). The results show that IRP remains a strong predictor of future returns even in the presence of F E 1 /P . This suggests that the earnings growth forecasts embedded in IRP beyond the first year is important in predicting future returns.
Alternative Model Specifications
We conduct a variety of robustness checks in this section.
First, we estimate IRP using free cash flow models with finite horizons of T = 10 and T = 20 (recall our main approach uses T = 15 in equation (7)). While the horizons affect the average risk premium (the mean of IRP is 5.32% for T = 10 and 8.05% for T = 20), the regression results are unaffected, both in univariate and in multivariate regressions. Panel B of Table 5 presents the univariate regression results for IRP when they are estimated from T = 10 and for T = 20, respectively. In both regressions, IRP is statistically significant in all forecasting horizons, and its slope coefficient across all horizons is also significant (p-value 0.012 if T = 10, and p-value 0.027 if
Due to difficulty of determining the likelihood of recurrence for repurchases and new equity issues, our main measure of IRP excludes repurchases and new equity issues. As another robustness check, we construct IRP by incorporating repurchases and new equity issues, and provide the univariate regression on this alternative IRP measure (IRP repurchase) in Panel B of Table 5 .
IRP repurchase still positively forecasts future returns and is significant at all horizons, and it is also significant in the joint horizon test (p-value 0.017).
So far, our measure of implied risk premium is obtained by value-weighting the firm-level ICC s for the S&P 500 index firms to obtain the aggregate ICC, and then subtracting the one-month T-bill yield from the aggregate ICC. We now consider three alternative ways of constructing the implied risk premium. First, we equally-weight the firm-level ICC s for the S&P 500 firms to obtain the aggregate ICC, and then subtract the one-month T-bill yield to construct an equally-weighted implied risk premium measure (IRP equal ). Secondly, rather than use the firms in the S&P 500 index, we compute the value-weighted ICC using all firms in the sample. The implied risk premium (IRP all ) is then obtained by subtracting the one-month T-bill yield from the aggregate ICC based on all firms. 20 Finally, we value-weight the firm-level ICC s to obtain the aggregate ICC. Rather than subtract the one-month T-bill yield from the aggregate ICC, we instead subtract the 30-year treasury yield to obtain the implied risk premium (IRP yield ). Note that in this case, we should ideally use the excess of market returns over 30-year bond returns as the dependent variable.
Nevertheless, for comparability, we still use the excess of market returns over T-bill returns as the dependent variable. Table 5 provides the univariate regression results for the three alternative measures of IRP. The results show that all three measures of implied risk premium positively predict future market returns at all forecasting horizons. In particular, IRP all provides very similar results to IRP : it is significant at every individual horizon as well as in the joint horizon test. IRP equal is significant at all horizons except the 1-year horizon. IRP yield has statistical significance at the 1-month and 4-year horizons. The average slope statistic is highly significant for all three measures, with p-values being 0.015, 0.038, and 0.033 for IRP all, IRP equal, and IRP yield. In addition to the methodology used in this paper, there are several other procedures used in the literature to compute ICC. Rather than going through all of them, we pick a procedure recommended by Easton (2004) that directly computes the aggregate ICC using a regression approach. Panel B of Table 5 reports results using IRP from this alternate approach. The evidence suggests that this alternate IRP also predicts future returns strongly.
Panel B of
So far, we have used IRP to predict future excess market returns. We now investigate the power of real ICC to predict future real returns, where the real ICC is the difference between the aggregate ICC and the one-month inflation rate (based on CPI for all urban consumers), and the real market returns are the difference between monthly continuously compounded nominal returns and the one-month inflation rate. Panel B of Table 5 provides the results for real ICC using 20 We also show that our results robust to constructing IRP using the firms in the Dow Jones Industrial Index. These results are available upon request.
monthly data from January 1977 to August 2011. We find that the real ICC is a strong predictor of future real market returns: it is significant at all horizons at the 5% level, and the average slope has a p-value of 0.000.
Analyst Forecast Optimism Our calculation of IRP uses analysts' forecast of future earnings, which might be biased. Notably, several studies find that analyst forecasts tend to be optimistic.
We are interested in time variation in this optimism bias and the role, if any, it might play in the predictive power of IRP. Optimistic analyst forecasts, all else equal, should lead to higher estimates of IRP. In order for analyst optimism to explain our findings, high optimism should predict high returns. We use the growth rate implicit in the F Y 2 and F Y 1 forecasts, g 2 = F Y 2 /F Y 1 − 1 as our measure of time-varying analyst optimism. 21 If the growth rate is higher than average then analysts are likely to be more optimistic than usual. Note that the time-variation in the implied growth rate could also be due to the business cycle. We are agnostic as to what causes this time-variation and are only interested in examining whether this time-variation adversely affects the predictive power of IRP. For each firm, each month, we compute the implied growth rate g 2 and then value-weight the firm-level growth rates to obtain the aggregate growth rate. Panel C1 of Table 5 Nevertheless, we conduct a robustness check using the standard errors suggested by Hodrick (1992) to confirm that our results are not sensitive to the choice of standard errors. 22 When estimating S 0 in (9), rather than use the Newey-West standard errors which sum up future autocovariance matrices, we adopt the procedure in Hodrick (1992) by summing up x t x t−j into the past:
where
[
INSERT TABLE 6 HERE]
Panel A of Table 6 Table 2 ). This shows that the predictive power of IRP is very strong, and is not sensitive to the use of a particular standard error.
Panel C of Table 6 provides the bivariate regression results based on Z(b) hd . Consistent with the results reported in Panels A-C of Table 3 , while IRP remains statistically significant in the presence of these valuation ratios, none of the other valuation ratios are significant in the presence of IRP.
Out-of-Sample Return Predictions
Recently, evaluating the out-of-sample performance of return prediction variables has received much attention in the literature (see Spiegel (2008) and Welch and Goyal (2008) , for more extensive survey of the vast literature on return predictability). Most notably, Welch and Goyal (2008) show that a long list of predictors used in the literature is unable to deliver consistently superior out-of-sample forecasts of the U.S. equity premium relative to a simple forecast based on the historical average.
In this section, we evaluate the performance of IRP in out-of-sample forecast tests.
Econometric Specification
We start with the following predictive regression model:
where r t+1 is the continuously compounded excess return per month defined as the difference between the monthly continuously compounded return on the value-weighted market return including dividends from WRDS and the monthly continuously compounded one-month T-bill rate (i.e., continuously compounded Vwretd ), x i,t is the ith monthly forecasting variable: IRP t , D/P t , E/P t , B/M t , Term t , Default t , Tbill t , Yield t , and ε i,t+1 is the error term. Following Welch and Goyal (2008) , we use a recursive method to estimate the model and generate out-of-sample forecasts of the market returns. Specifically, we divide the entire sample T into two periods: an estimation period composed of the first m observations and an out-of-sample forecast period composed of the remaining q = T − m observations. The initial out-of-sample forecast based on the predictive variable x i,t is generated byr i,m+1 =α i,m +β i,m x i,m , whereα i,m andβ i,m are obtained using ordinary least squares (OLS) by estimating (10) using observations from 1 to m. The second out-of-sample forecast is generated according tô r i,m+2 =α i,m+1 +β i,m+1 x i,m+1 , whereα i,m+1 andβ i,m+1 are obtained by estimating (10) using observations from 1 to m + 1. So when generating the next-period forecast, the forecaster uses all information up to the current period, which mimics the real-time forecasting situation. Proceeding in this manner through the end of the forecast period, for each predictive variable x i , we can obtain a time series of predicted market returns {r i,t+1 } T −1 t=m .
Following Campbell and Thompson (2008) , Welch and Goyal (2008) , and Rapach, Strauss, and
Zhou (2010), we use the historical average excess market returns r t+1 = t j=1 r j as a benchmark forecasting model. If the predictive variable x i contains useful information in forecasting future market returns, thenr i,t+1 should be closer to the true market return than r t+1 . We now introduce the forecast evaluation method.
Forecast Evaluation
Following the literature, we compare the performance of alternative predictive variables using the out-of-sample R 2 statistics, R 2 os . This is similar to the familiar in-sample R 2 , and is defined as
The R 2 os statistic measures the reduction in mean squared prediction error (MSPE) for the predictive regression (10) using a particular forecasting variable relative to the historical average forecast. For different predictive variables x i , we can obtain different out-of-sample forecastr i,m+k and thus different R 2 os . If a forecast variable beats the historical average forecast, then R 2 os > 0. A predictive variable that has a higher R 2 os performs better in the out-of-sample forecasting test. We formally test whether a predictive regression model using x i has a statistically lower MSPE than the historical average model. This is equivalent to testing the null of R 2 os ≤ 0 against the alternative of R 2 os > 0. Since our approach is equivalent to comparing forecasts from nested models (setting β i = 0 in (10) reduces our predictive regression using x i to the benchmark model using the historical average), we use the adjusted-MSPE statistic of Clark and West (2007) : 23
The adjusted-MSPE f t+1 is then regressed on a constant and the t-statistic corresponding to the constant is estimated. The p-value of R 2 os is obtained from the one-sided t-statistic (upper-tail) based on the standard normal distribution. 24 To explicitly account for the risk borne by an investor over the out-of-sample period, we also calculate the realized utility gains for a mean-variance investor (see Marquering and Verbeek (2004) 23 The most popular method for testing these kinds of hypotheses is the Diebold and Mariano (1995) and West (1996) statistic, which has a standard normal distribution. However, as pointed out by Clark and McCracken (2001) and McCracken (2007) , the Diebold and Mariano (1995) and West (1996) statistic has a nonstandard normal distribution when comparing forecasts from nested models. Hence we use the adjusted statistic.
24 Clark and West (2007) demonstrate that, in Monte Carlo simulations, this adjusted-MSPE statistic performs reasonably well in terms of size and power when comparing forecasts from nested linear predictive models. Rapach, Strauss, and Zhou (2010) ). More specifically, based on the forecasts of expected return and expected variance of stocks, a mean-variance investor with relative risk aversion parameter γ makes her optimal portfolio decision by allocating her portfolio monthly between stocks and risk-free asset. If she forecasts the expected return using historical average, then her allocation to stocks in period t + 1 is:
If she forecasts the expected return using a particular predictive variable, then her allocation to stocks is:
In both portfolio decisions,σ 2 t+1 is the forecast for the variance of stock returns. We estimateσ 2 t+1 using a ten-year rolling window of monthly returns.
If an investor uses the historical average to make her portfolio decision, her average utility level over the out-of-sample period is:
where µ 1 andσ 2 1 correspond to the sample mean and variance of the return on the portfolio formed based on (11) over the out-of-sample period. The utility level can also be viewed as the certainty equivalent return for the mean-variance investor.
If an investor uses a predictive variable to make her portfolio decision, then her average utility level over the out-of-sample period is:
where µ 2 andσ 2 2 correspond to the sample mean and variance for the return on the portfolio formed based on (12) over the out-of-sample period. 25 We measure the utility gain of using a particular predictive variable as the difference between (14) and (13). We multiply this difference by 1200 to express it in average annualized percentage return. This utility gain can be viewed as the portfolio management fee that an investor with mean-variance preferences would be willing to pay to access a particular forecasting variable. We report the results based on γ = 3 .
In order to explore the information content of IRP relative to other forecasting variables, we also follow Rapach, Strauss, and Zhou (2010) to conduct a forecast encompassing test due to Harvey, 25 Following Campbell and Thompson (2008) , we constrain the portfolio weight on stocks to lie between 0% and 150% (inclusive) each month. Leybourne, and Newbold (1998) . The null hypothesis is that the model i forecast encompasses the model j forecast against the one-sided alternative that the model i forecast does not encompass the model j forecast. Define g t+1 = (ε i,t+1 −ε j,t+1 )ε i,t+1 , whereε i,t+1 (ε j,t+1 ) is the forecasting error based on predictive variable i (j), i.e,ε i,t+1 = r t+1 −r i,t+1 , andε j,t+1 = r t+1 −r j,t+1 . The Harvey, Leybourne, and Newbold (1998)'s test can be conducted as follows:
The statistical significance of the test statistic is assessed according to the t q−1 distribution.
Out-of-sample Forecasting Results
Existing studies of the out-of-sample forecasting performance of predictive variables are mainly conducted at lower frequencies, namely, at annual and quarterly frequencies. Because we construct IRP at the monthly frequency, we evaluate the performance of these variables at a relatively high frequency. We consider two out-of-sample forecast periods: in the first case, the forecast period is from January 1998 to December 2011, and in the second case, the forecast period is from January 2003 to December 2011. The reason for choosing the first forecast period is that existing studies such as Welch and Goyal (2008) and Rapach, Strauss, and Zhou (2010) have shown that many commonly used forecasting variables perform poorly starting in the late 1990s. We chose the second forecasting period to understand how the various forecasting variables performed during the recent housing boom and subsequent financial crisis. In our in-sample analysis, we forecast returns up to four years, and we observe that the predictive power of IRP gets stronger at longer horizons. In the out-of-sample context, since we predict just the next month's return, it is desirable to include predictors from the past and therefore we propose a 2-year moving average of IRP as our out-of-sample forecasting variable. Similarly, we also use a 2-year moving average for valuation ratios such as D/P, E/P, and B/M.
[INSERT FIGURE 3 HERE]
Before presenting the test statistics R 2 os , we first plot the differences between cumulative squared prediction error for the historical average forecast and the cumulative squared prediction error for forecasting models using different predictive variables in Figure 3 os values, such as 0.5% for monthly data, can signal an economically meaningful degree of return predictability for a mean-variance investor, which provides a simple assessment of a variable's forecasting power in practice. On the other hand, valuation ratios D/P, E/P, and B/M produce positive R 2 os only in the first forecast period (0.44%, 0.22%, and 0.26%), and not in the second period. The business cycle variables yield negative R 2 os in both forecast periods, suggesting that these variables cannot beat the simple historical average forecast model. This is consistent with the findings in Welch and Goyal (2008) that valuation ratios and business cycle variables have poor out-of-sample forecasting performances. In contrast, IRP consistently outperforms the historical average in both forecasting periods.
As discussed in Section 5.2, when R 2 os is greater than zero, statistical significance can be assessed using the adjusted-MSPE measure in Clark and West (2007) . For the variables that produce positive R 2 os , we obtain the p-value of R 2 os based on the adjusted-MSPE measure of testing R 2 os ≤ 0 against the alternative of R 2 os > 0. We see that IRP yields statistically significant R 2 os in both forecasting periods, while R 2 os associated with the valuation ratios in the first forecast period are not significant. These results are consistent with what we observe in Figure 3 .
Panel A of Table 7 also reports the utility gains from using a specific forecasting model against the historical average. IRP produces positive utility gains in both forecasting periods, indicating that mean-variance investors should be willing to pay for access to the information in IRP to form their optimal portfolios; the utility gain based on IRP is more than 4% a year. Among other forecasting variables, valuation ratios produce some positive utility gains in the first forecast period; in the second forecast period, only D/P produces positive utility gains. Overall, the economic magnitude of the utility gains for other variables is much smaller than that of IRP.
We now turn to the question of whether IRP brings new information that is not contained in the existing variables. Panel B of Table 7 Table 7 show that we cannot reject the null that IRP encompasses the other forecasting variables while we can strongly reject the null that IRP is encompassed by other forecasting variables. This suggests that IRP is more informative than the other forecasting variables in predicting future returns. We also reject the null that valuation ratios are encompassed by Term, Tbill, and Yield in the first forecast period but not in the second forecast period.
Conclusion
In sum, our results show that IRP is an excellent predictor of future market returns both insample and out-of-sample. In particular, our results provide the first unambiguous evidence of a positive relationship between ICC and future returns. This is especially important for the ICC literature since it validates the usefulness of the ICC approach. Our paper also introduces a new variable to the predictability literature, one that vastly outperforms the existing forecasting variables. The superior performance of ICC should not be surprising since it is computed from a theoretically justifiable valuation model that takes into account future growth rates and makes reasonable economic assumptions in estimating the expected returns of individual stocks. The success of ICC in predicting future returns also has implications for the asset allocation literature which has traditionally relied on dividend-to-price ratio as the key forecasting variable. Now, there is an alternative which directly measures forward-looking expected returns and risk premiums.
Finally, our work suggests that the ICC may also be a proxy of aggregate market mispricing since it is able to predict future returns even in the presence of several business cycle proxies.
Appendices Appendix A: Unit Root Test
In this appendix, we formally test the stationarity of the various variables by conducting PhillipsPerron unit root tests (see Phillips (1987) and Perron (1988) ). We run two types of Phillips-Perron unit root tests: regressions with an intercept but without a time-trend, and regressions with both an intercept and a time-trend. The two types of regressions are given below:
With time trend:
The null hypothesis in both regressions is that the variable Y t has a unit root; that is, c = 1. We report the test statistic based on the regression coefficient, (c−1), which allows for serial correlation up to twelve lags in the regression residuals. Table A1 summarizes the results of the Phillips-Perron unit root tests. We strongly reject the null hypothesis of a unit root for IRP, but not for traditional valuation ratios. This result is consistent with the autocorrelations reported in Panel A of Table 1 , i.e., it takes a shorter time for IRP to return to its mean than for D/P, E/P, B/M, and P/Y.
[INSERT TABLE A1 HERE]
Appendix B: Monte Carlo Simulation Procedure
For each regression, we conduct a Monte Carlo simulation using a VAR procedure to assess the statistical significance of relevant statistics. We illustrate our procedure for the bivariate regression involving IRP and D/P. The simulation method is conducted in the same way for other regressions.
Define Z t = (r t , IRP t , D/P t ) , where Z t is a 3 × 1 column vector. We first fit a first-order VAR to Z t using the following specification:
where A 0 is a 3 × 1 vector of intercepts and A 1 is a 3 × 3 matrix of VAR coefficients, and u t+1 is a 3 × 1 vector of VAR residuals. The estimated VAR is used as the data generating process (DGP) for the simulation. The point estimates in (16) are used to generate artificial data for the Monte Carlo simulations. We impose the null hypothesis of no predictability on r t in the VAR. This is done by setting the slope coefficients on the explanatory variables to zero, and by setting the intercept in the equation of r t to be its unconditional mean. We use the fitted VAR under the null hypothesis of no predictability to generate T observations of the state variable vector, (r t , IRP t , D/P t ). The initial observation for this vector is drawn from a multivariate normal distribution with mean equal to the historical mean and variance-covariance matrix equal to the historical estimated variance-covariance matrix of the vector of state variables. Once the VAR is initiated, shocks for subsequent observations are generated by randomizing (sampling without replacement) among the actual VAR residuals. The VAR residuals for r t are scaled to match its historical standard errors. These artificial data are then used to run bivariate regressions and generate regression statistics. This process is repeated 5, 000 times to obtain empirical distributions of regression statistics. The Matlab numerical recipe mvnrnd is used to generate standard normal random variables.
Table 1 Summary Statistics for Forecasting Variables
This table provides summary statistics of forecasting variables used in the paper. The NYSE/AMEX/Nasdaq value-weighted market excess returns (Vwretd ), the implied risk premium (IRP ), the dividend-to-price ratio (D/P ), the earnings-to-price ratio (E/P ), the book-to-market ratio (B/M ), the term spread (Term), the default spread (Default), the one-month T-bill rate (Tbill ), and the 30-year treasury yield (Yield ), are monthly data from January 1977 to December 2011; the payout yield (P/Y ) (in logarithm), net equity expansion (ntis), inflation (infl ), stock variance (svar ), lagged excess market returns (Lagged Vwreted ), and the sentiment measure (senti ) are monthly data from January 1977 to December 2010; the consumption-towealth ratio (cay), and investment-to-capital ratio (i/k ) are quarterly data from 1977.Q1 to 2008.Q4. Panel A provides the mean, standard deviation, and autocorrelations for these variables, and Panels B-D provide the pairwise correlations among them, with p-values in parentheses. The implied risk premium (IRP ) is our new forecasting variable calculated as the difference between the aggregate implied cost of capital and the one-month T-bill yield. All variables except B/M, P/Y, svar, senti and cay are reported in annualized percentages. The autocorrelations for Vwretd represent the sum of autocorrelations up to the given lag while the autocorrelations for all other variables represent the autocorrelation at that lag. The detailed description for these variables are provided in Section 3. (8). The dependent variable in these regressions is the average monthly continuously compounded excess returns defined as the difference between the average monthly continuously compounded value-weighted market return including dividends from WRDS and the average monthly continuously compounded one-month T-bill return. The independent variables are the implied risk premium (IRP ), the dividend-to-price ratio (D/P ), the earnings-to-price ratio (E/P ), the book-to-market ratio (B/M ), the payout yield (P/Y ), the term spread (Term), the default spread (Default), the one-month T-bill rate (Tbill ), and the 30-year treasury yield (Yield ), in Panels A-I, respectively. P/Y is in logarithm form and spans January 1977 to December 2010. All other variables span January 1977 to December 2011. Since our dependent variable is average monthly excess returns, we divide IRP, D/P, E/P, B/M, Term, Default, Tbill, and Yield also by 12. This rescaling is done simply to ensure that the magnitude of slope coefficients is not too small and does not affect their statistical significance. In forecasting horizons beyond one-month, the regressions use overlapping observations. b is the slope coefficient from the OLS regressions. avg. is the average slope coefficient. Z(b) is the asymptotic Z-statistics computed using the GMM standard errors with K − 1 Newey-West lag correction. These standard errors correct for the autocorrelation in regressions due to overlapping observations and for generalized conditional heteroskedasticity. The adj.R 2 is obtained from the OLS regression. The p-values of Z-statistics and the average slope coefficient are obtained by comparing the test statistics with their empirical distribution generated under the null of no predictability from 5,000 trials of a Monte Carlo simulation. The artificial data for the simulation are generated under the null using the VAR approach described in Appendix B. This table summarizes in Panel H. The dependent variable in these regressions is the continuously compounded excess return per month defined as the difference between the monthly continuously compounded return on the value-weighted market return including dividends from WRDS and the monthly continuously compounded one-month T-bill rate. P/Y is in logarithm form and spans January 1977 to December 2010. All other variables span January 1977 to December 2011. Since our dependent variable is average monthly excess returns, we divide IRP, D/P, E/P, B/M, Term, Default, Tbill, and Yield also by 12. This rescaling does not affect the significance of the slopes. K is the forecasting horizon in months. In forecasting horizons beyond one-month, the regressions use overlapping observations. b and c are the slope coefficients from the OLS regressions. avg. is the average slope coefficient. Z(b) and Z(c) are the asymptotic Z-statistics computed using the GMM standard errors with K − 1 Newey-West lag correction. These standard errors correct for the autocorrelation in regressions due to overlapping observations and for generalized conditional heteroskedasticity. The adj.R 2 is obtained from the OLS regression. The p-values of Z-statistics and the average slope coefficient are obtained by comparing the test statistics with their empirical distribution generated under the null of no predictability from 5,000 trials of a Monte Carlo simulation. The artificial data for the simulation are generated under the null using the VAR approach described in Appendix B. as the difference between the monthly (quarterly) continuously compounded return on the value-weighted market return including dividends from WRDS and the monthly (quarterly) continuously compounded onemonth T-bill rate. K is the forecasting horizon in months (quarters) for monthly (quarterly) regressions.
In forecasting horizons beyond one-month (one-quarter), the regressions use overlapping observations. b, c, and d are the slope coefficients from the OLS regressions. avg. is the average slope coefficient. Z(b), Z(c), and Z(d) are the asymptotic Z-statistics computed using the GMM standard errors with K − 1 Newey-West lag correction. These standard errors correct for the autocorrelation in regressions due to overlapping observations and for generalized conditional heteroskedasticity. The adj.R 2 is obtained from the OLS regression. The p-values of Z-statistics and the average slope coefficient are obtained by comparing the test statistics with their empirical distribution generated under the null of no predictability from 5,000 trials of a Monte Carlo simulation. The artificial data for the simulation are generated under the null using the VAR approach described in Appendix B. provides the results of regressing real market returns on real ICC, where the real ICC is the difference between our main measure of the aggregate ICC and the one-month inflation rate, and the real market returns are the difference between the monthly continuously compounded nominal returns and the one-month inflation rate. Panel C investigates whether the predictive power of IRP is due to analysts forecast optimism, where AE is our measure of aggregate analyst forecast optimism . Panel C1 reports the univariate regression of AE, and Panel C2 reports the bivariate regression of IRP and AE. The dependent variable in these regressions is the continuously compounded excess return per month defined as the difference between the monthly continuously compounded return on the value-weighted market return including dividends from WRDS and the monthly continuously compounded one-month T-bill rate. All regressions use data from January 1977 to December 2011. K is the forecasting horizon in months. In forecasting horizons beyond one-month, the regressions use overlapping observations. b and c are the slope coefficients from the OLS regressions. avg. is the average slope coefficient. Z(b) and Z(b) are the asymptotic Z-statistics computed using the GMM standard errors with K − 1 Newey-West lag correction. These standard errors correct for the autocorrelation in regressions due to overlapping observations and for generalized conditional heteroskedasticity. The adj.R 2 is obtained from the OLS regression. The p-values of Z-statistics and the average slope coefficient are obtained by comparing the test statistics with their empirical distribution generated under the null of no predictability from 5,000 trials of a Monte Carlo simulation. The artificial data for the simulation are generated under the null using the VAR approach described in Appendix B. hd , respectively. Panels B and C report the univariate regressions and bivariate regressions of equation (8) hd . The dependent variable in these regressions is the continuously compounded excess return per month defined as the difference between the monthly continuously compounded return on the value-weighted market return including dividends from WRDS and the monthly continuously compounded one-month T-bill rate. The independent variable in Panel B is IRP, D/P, E/P, or B/M, and the independent variables in Panel C are IRP and D/P, IRP and E/P, or IRP and B/M. Since our dependent variable is average monthly excess returns, we divide IRP, D/P, E/P, and B/M also by 12. This rescaling does not affect the significance of the slopes. All regressions use monthly data from January 1977 to December 2011. K is the forecasting horizon in months. In forecasting horizons beyond one-month, the regressions use overlapping observations. b and c are the slope coefficients from the OLS regressions. avg. is the average slope coefficient. Z(b)
hd and Z(c) hd are the asymptotic Z-statistics computed using the Hodrick (1992) standard errors. The adj.R 2 is obtained from the OLS regression. The p-values of Z(b)
hd and Z(c) hd (pval hd ) and the average slope coefficient are obtained by comparing the test statistics with their empirical distribution generated under the null of no predictability from 5,000 trials of a Monte Carlo simulation. The artificial data for the simulation are generated under the null using the VAR approach described in Appendix B. Clark and West (2007) out-of-sample adjusted-MSPE statistic; the statistic corresponds to a one-sided test of the null hypothesis that the competing forecasting model using a specific forecasting variable has equal expected squared prediction error relative to the historical average forecasting model against the alternative that the competing model has a lower expected squared prediction error than the historical average benchmark model. Panel A also reports the utility gain (Ugain), which is the portfolio management fee (in annualized percentage return) that an investor with mean-variance preferences and risk aversion coefficient of three would be willing to pay to have access to the forecasting model using a particular forecasting variable relative to the historical average benchmark forecasting model; the weight on stocks in the investor's portfolio is constrained to lie between zero and 1.5 (inclusive). Panel B reports the p-values of the forecasting encompassing test statistic of Harvey, Leybourne, and Newbold (1998) (HLN statistic). The HLN statistic corresponds to a one-sided (upper-tail) test of the null hypothesis that the forecast from the row variable (R) encompasses the forecast from the column variable (C) against the alternative hypothesis that the forecast from the row variable (R) does not encompass the forecast from the column variable (C). We consider two forecast periods, namely, January 1998-December 2011 and January 2003-December 2011. The dependent variable in these regressions is the continuously compounded excess return per month defined as the difference between the monthly continuously compounded return on the value-weighted market return including dividends from WRDS and the monthly continuously compounded one-month T-bill rate. In these tests, we perform a 2-year moving average for IRP, D/P, E/P, and B/M. 
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Figure 3: Cumulative squared prediction error for the historical average benchmark forecasting model minus the cumulative squared prediction error for the forecasting model using the implied risk premium (IRP ), dividend-to-price ratio (D/P ), earnings-to-price ratio (E/P ), book-to-market ratio (B/M ), term spread (Term), default spread (Default), T-bill rate (Tbill ), and 30-year treasury yield (Yield ), during the forecast period of January 1998-December 2011. The dotted line in each panel goes through zero.
