I. INTRODUCTION
Understanding and characterizing the processes driving social interactions is one of the fundamental problems in social network research. A particular instance of this problem, known as link prediction, has recently attracted considerable attention in various research communities. Link prediction has many important commercial applications, e.g., recommending friends in an online social network such as Facebook and suggesting interesting pins in a collection sharing network such as Pinterest. In this work [11] we focus on the temporal link prediction problem: Given a sequence of graph snapshots G 1 , · · · , G t from time 1 to t, how do we predict links in future time t + 1? To perform link prediction in a network, one needs to construct models for link probabilities between pairs of nodes. We propose a temporal latent space model that is built upon latent homophily assumption and temporal smoothness assumption. First, the proposed modeling allows to naturally incorporate the well-known homophily effect [4] (birds of a feather flock together). Namely, each dimension of the latent space characterizes an unobservable homogeneous attribute, and shared attributes tend to create a link in a network. As shown in Figure 1 , most of the observed links were formed between users with similar political attitudes. Based on the learned latent space, we could then predict that Bob is more likely to interact with Alice than Kevin in a political campaign. In most applications, the network itself is dynamic and changing with time. In addition, the latent position of each node, might also be evolving over time [10] . We thus enrich the latent space model with the temporal smoothness assumption. The intuition is that nodes can move smoothly in the latent space over time, and that large moves are not likely. As illustrated in Figure 2 , in time τ = 1, Bob is biased towards liberal, it is unlikely that Bob will suddenly move to very conservative in time τ = 2.
Therefore, we propose to model dependence within a network view using the temporal latent space model, which uses a time-dependent low-dimensional geometric projections to represent the high-dimensional dependence structure in time-varying networks. Once we obtain the lowdimensional temporal latent space representation for graphs from time 1 to t, we can accurately predict future links in time t + 1 (i.e., G t+1 ).
We present a global optimization algorithm to effectively infer the temporal latent space using block coordinate gradient descent (BCGD). We further introduce two new variants of BCGD: a local BCGD algorithm and an incremental BCGD algorithm, to scale the inference algorithm to massive networks.
II. PROBLEM FORMULATION
In this work we focus on the following problem: Problem 1: (Temporal Latent Space Inference.) Given a dynamic social network G = (G 1 , G 2 , . . . , G t ), we aim to find a k-dimension latent space representation at each timestamp Z τ that minimizes the quadratic loss with temporal regularization:
where λ is a regularization parameter, and the term (1 − Z τ (u)Z τ +1 (u) T ) penalizes node u for suddenly changing its latent position. Note that when computing the quadratic
F , we ignore all of the diagonal entries. Link prediction. Given that we have inferred Z 1 , . . . , Z t by optimizing Eq. 1, our goal is to predict the adjacency matrix G t+1 at the next timestamp t + 1. The most natural estimator is the conditional expectation:
. By assuming that the temporal dynamics of latent positions is Markovian and satisfies
as well as Zt+1Z
T t+1 an unbiased estimate of Gt+1, we will use the off-diagonal of ZtZ T t to predict G t+1 .
III. INFERENCE ALGORITHMS
In real-application, the challenge of graph analysis not only lies on the scale of graphs, but also on the streaming and heterogeneous nature. Consider the scenario that a continuous stream of networks with millions of new links is received per hour, the standard solution (BCGD G ) for inferring latent space is very expensive in both computation and storage since it requires all historical graph snapshots {G 1 ,· · · , G τ } to jointly and cyclically update all temporal latent space {Z 1 
We thus propose a local algorithm (BCGD L ) that utilizes the locality and temporal information. The local algorithm sequentially infers each temporal latent space Z τ from a single graph snapshot G τ and partial prior knowledge Z τ −1 . We further study how to infer or maintain temporal latent space incrementally with graph changes (nodes and edges insertion and deletion). Instead of recomputing the temporal latent space Z τ with the entire graph snapshot G τ and the prior knowledge Z τ −1 , the incremental algorithm (BCGD I ) is to adjust Z τ incrementally from Z τ −1 as the network structure changes.
IV. EXPERIMENTS
We use real temporal datasets in our experiments, which are obtained from the Koblenz Large Network Collection [3] . We compare our approaches with a set of stateof-the-art approaches: DMMSB [2] , NMFR [8] , Hott [5] , BIGCLAM [7] , PTM [9] , LabelRT [6] and AA [1] . We evaluate the link prediction performance of all the approaches with AUC (Area under Curve, here we use Receiver Operating Characteristic (ROC) curve) score. The results are plotted in Figure 3 than B. In addition, the proposed approaches achieve good predictive quality in both sparse and dense networks with average AUC score 0.81. Furthermore, Fig. 4 shows that the proposed incremental algorithm BCGD I is much faster than all the other approaches.
