Abstract-We have found a more general formulation of the REINFORCE learning principle which had been proposed by R. J. Williams for the case of artificial neural networks with stochastic cells ("Boltzmann machines"). This formulation has enabled us to apply the principle to global reinforcement learning in networks with deterministic neural cells but stochastic synapses, and to suggest two groups of new learning rules for such networks, including simple local rules. Numerical simulations have shown that at least for several popular benchmark problems one of the new learning rules may provide results on a par with the best known global reinforcement techniques.
I. INTRODUCTION
In contrast to supervised training methods such as error back-propagation [1] , for global reinforcement learning [1] , [2] , a "learning agent" is provided with a global evaluative feedback r ("reward"), rather than with a detailed error evaluation. Under these conditions, some randomness is generally needed in order to explore the space of all possible "policies" (i.e. the set of agent's internal parameters θ). The focus of this paper is reinforcement learning of artificial neural networks consisting of neural cells whose output signals y are sent to inputs of other cells through synapses with certain weights w ij :
In this case, the policy is just the input-output mapping, i.e. the set of synaptic weights. Most previous work on reinforcement training has been focused on networks with deterministic weights, in which the randomness necessary for policy exploration is provided by stochastic neural cells ("Boltzmann machines" [3] ). For such networks, Williams [4] has been able to derive a general class of "REINFORCE" 1 learning algorithms which achieve a statistical gradient ascent of the average reward, E{r|w}, in the multi-dimensional space of w ij .
For the simplest case of feedforward multilayered perceptrons (MLP) [1] such ascent is achieved by the following
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if all the learning rates η ij are nonnegative and depend at most on w m and time t. 3 Since within these restriction the rates η ij are to some extent arbitrary, they may be chosen in a way to simplify this rule, for example, by making it local.
For example, if y i can take only two values (0 and 1), with probabilities
where g(x) is the "logistic" activation function,
it may be readily shown [4] that e ij takes the form
where y i is the average output of cell i for a given input x i . Taking all learning rates equal, η ij = η, we get the local rule called the Associative Reward Inaction (A r-i ) [2] :
The addition of a small extra term (which is not responsible for following the gradient but helps to kick the system out of local minima) yields the famous Associative Reward Penalty (A r-p ) rule [5] :
where r ∈ [0, 1] and λ is a small positive number. Some other activation functions that lead to simple learning rules can be found in Ref. [6] . Existing algorithms that can be associated with the REINFORCE principle include also L r-i [7] , and the learning rules for the "exponential families of distributions" [4] . All of them rely on stochastic neural cells.
The objective of this paper is to extend the REINFORCE approach to networks with random synaptic weights. This goal is motivated by our group's work on CMOL CrossNets, a specific nanoelectronic implementation of neural networks -see Ref. [8] for the most recent review. In CMOL hardware, the synapses are by their nature stochastic. In addition, stochastic synapses are believed to be more biological [9] , [10] , and some existing supervised learning algorithms (see Refs. [11] , [12] and [13] for examples) also rely on random weights.
In Sec. II we will derive the REINFORCE approach (2) for an MLP from a more general point of view (the likelihood ratio method [14] ), so that it can be then applied to the case of random weights. (It will also be argued that the new derivation can be generalized to any feedforward or recurrent network.) In Sections III and IV we derive two sets of novel learning rules for networks with random weights, based on the arguments provided in Sec. II. In Sec. V and VI we apply those rules to some well-known test problems and compare the results with those of other learning algorithms. Finally, in conclusion (Sec. VII) we discuss the advantages and limitations of the new learning rules.
II. DERIVATION OF THE REINFORCE ALGORITHM
USING THE LIKELIHOOD RATIO METHOD
..} denote a vector of some activity signals of a stochastic network with a set of deterministic internal parameters θ. Let us make a natural assumption that the probability p(v, θ) of the system to generate a particular set of signals, at fixed network input, is a continuous function of θ. In this case the average reward received at a given set of parameters θ is
where the summation is carried out over all possible vectors v. By calculating the gradient with respect to θ (∇ θ ≡ ∂/∂θ) we obtain
where the vector
had been originally known as the "score function" or "likelihood ratio" in classical statistics, and was called "characteristic eligibility" in Ref. [4] . Equation (9) was originally proposed for computing performance gradients in the socalled i.d.d. (independent and identically distributed) processes [14] . Let us apply this equation to a fully connected M -layer MLP with deterministic synapses and random cells. To do that, we identify v with the set of all cell outputs y, and θ with weights w. Note that for an MLP, the probability p(y, w) may be calculated layer by layer. Indeed, given that the output of layer m − 1 is y m−1 , the probability for the mth layer to produce output y m is a function of y m , w m and
is simply the probability of a particular input y 1 which does not depend on any weights or other cells. Therefore, according to the basic relation of conditional probability,
Now let us calculate the derivative of the product with respect to a particular weight w ij :
By conditioning on (i.e. fixing) the previous layer, only one of the factors in Eq. (11) is affected by the variation of w ij . Therefore,
Since
is simply a multiplication of independent probabilities for different cells in the mth layer, we can further "localize" e ij to a single cell and hence reduce Eq. (13) to Eq. (2b). Now let us consider the updating rule expressed by Eq. (2a). If η ij is a positive constant η, then using Eqs. (2) and (9) we get
Therefore E{∆w|w} is an unbiased estimate of the reward gradient (multiplied by a positive constant). Formally this means that in order to increase the average reward we should repeat the random procedure of calculating ∆w ij many times before actually applying the average weight change. In practice, however, the "online" version of the REINFORCE algorithms (which means applying weight change immediately after obtaining a sample of ∆w ij ) generally works equally well or even better, as long as η is not too large.
(This trick is also commonly applied to supervised training algorithms such as error backpropagation [1] .) In the more general case when coefficients η ij depend on i and j, the estimation will deviate from the exact direction of the gradient. But as long as η ij > 0 and sufficiently small for all i and j, we will always move "uphill" the reward profile, because the change of the average reward
One can easily verify that this is also true for the case when coefficients η ij depend on time t but do not correlate with re ij . (In that case we require η ij > 0.) For an arbitrary feedforward network the concept of "layer" is not very clear but still definable for the purpose of our derivation. The input layer is simply the collection of all those cells which receive only external inputs. For example, in the simple network shown in Fig. 1 , cells 1 and 2 belong to the input layer. The second layer then can be chosen from the rest of the cells (excluding those that are already categorized as the input layer) which receive no inputs except those from the input layer or external signal. (In Fig. 1 , only cell 3 satisfies this requirement.) Similarly, the third layer is composed of the cells (4 and 5 in Fig. 1 ) which have not been assigned to the first and the second layer and which receive signals only from those layers (or external signals), etc. Generally, we will assume that a cell belongs to layer m if all the cells that directly feed it belong to the previous layers and at least one of them belongs to layer m − 1. This way, all the cells in the network can be labeled with a layer number, and p(v, θ) can still be calculated "layer" by "layer". In this case, however, we should directly factorize p(v, θ) into individual cells downstream through the connections rather than into layers because the input signal to any cell may come from any previous layer. For example, for the network shown in Fig. 1 ,
REINFORCE learning rule can even be generalized to recurrent networks. Williams derived "episodic" REINFORCE algorithms for reinforce tasks, based on the fact that any recurrent network can be unfolded in time [1] into a feedforward one (for details, see [4] ). Baxter et al. [15] showed how to generalize REINFORCE algorithm for recurrent networks to non-episodic problems through Partially Observable Markov Decision Processes. All of those extensions are applicable to the derivation provided above.
III. NETWORKS WITH STOCHASTIC SYNAPSES: RULES A
Let us now consider an MLP composed of deterministic cells (within the usual firing rate model [1] ) connected by stochastic synapses. In this case, y i = g(x i ), where g(x) is the activation function, while each w ij in Eq. (1) is now random. Let us assume that the synaptic weights have the Gaussian distribution with some mean value µ ij and variance σ 2 ij . Equation (1) shows that in this case x i is also a random variable obeying the Gaussian distribution, with the following probability density function:
where A is a normalization factor and
Now let us identify variables v of Sec. II with the set of input signals x, and θ with the set of average weights µ ij . Then from Eq. (10), the eligibility component
Therefore, the eligibility looks close to that of the A r-i rule expressed by Eq. (5) even for an arbitrary activation function and for any (e.g., continuous) probability distribution of output signals y j . According to Eq. (2a), the learning rule is local even in this general case:
General Rule A:
If η ij = η, we get
which results in following the exact gradient of the average reward. However, the division by (σ 2 x ) i would make the hardware implementation of such rule rather difficult. This is especially true for nanoelectronic circuits like CMOL CrossNets, where both neural cells and synapses should be simple to sustain their unprecedented potential density limited only by nanowiring (at ∼ 10 12 binary synapses per cm 2 , i.e. above the areal density of the human cerebral cortex [8] ).
In order to avoid this complication, we may take η ij = η(σ 2 x ) i and obtain the following Rule A1:
In our simulations we have not observed any advantage of using Rule A0 over the much simpler Rule A1 -see Sec. VI and Table 1 below. Note that Rule A1 looks very similar to the A r-i learning rule expressed by Eq. (6), except that the post-activation signal y i is replaced for the pre-activation signal x i . Hence it is natural to assume that the performance of the new rule may be similarly improved by adding a small antitrapping λ-term:
Rule A2:
Let us emphasize again that the derivation of Rules A implies that the averaging of x i should be carried out over the statistical ensemble of random synaptic weights, with signals y j kept constant. The importance of this condition will be further discussed in Sec. VI below.
IV. NETWORKS WITH STOCHASTIC SYNAPSES: RULES B
The formulas of the previous section have been obtained by looking at the reward as a function of two independent sets of variables: x and w. However, there is another legitimate way to look at the reward: at a fixed network input, we may consider it a function of the synaptic weight set alone, r = r(w). From this standpoint, we can replace v in Equation (9) with w, and θ with µ. Assuming the Gaussian distribution of the random weights,
we get
Therefore according to Eq. (2a), the learning rule should be as follows:
General Rule B:
Just as in the previous section, we can utilize the flexibility in choosing η ij to further simplify the learning rule. With η ij = ησ 2 ij , we obtain the following simple rule:
This is perhaps the simplest learning rule suggested for MLP so far. The simulation results described in the next section show that this rule follows the gradient at a slower speed than Rule A1 (23), probably because Eq. (28) is completely unaware of the structure of the network. It is natural to try to improve this rule's performance by the introduction of a λ-term, similar to that used in Eqs. (7) and (24):
Rule B2:
but this modification actually makes the performance worse -see below.
V. RULE CHARACTERIZATION: PARITY FUNCTION
As the first, simplest test of the new learning rules, we have simulated training of a small fully-connected threelayer MLP (4-10-1) to perform the parity function of 4 input bits. The inputs were binary, and the range of all signals was from +1 to -1. 7 The network is taught to produce a positive output when there are even number of +1s in the input, and a negative output in the opposite case. The reward signal is simply r = +1 for the correct answer and r = −1 for the wrong answer. (Since there is only one output, the reward may be also considered as a "clipped" error signal, so that we are actually dealing with the case on the border between reinforcement and supervised learning.) The network performance has been measured by the sliding average reward defined as r a (t) = (1 − γ)r a (t − 1) + γr(t).
Here γ is a small positive constant (for the results shown below, γ = 0.01), t is the training epoch number, and r(t) is r averaged over all training patterns in the t-th epoch. One epoch consisted of the system exposure to all training patterns, and the resulting adaptation of all weights. The training set consisted of all 16 possible input patterns. The neural cells were deterministic, with the following activation functions: at a trained network with fixed (deterministic) weights, we used the following "fluctuation quenching" procedure:
where the constant α was typically 1. Figure 2 shows typical results of the simulation. As we can see, all learning rules were able to follow the expected reward gradient. Both rules B worked typically slower than Rules A. Rule A2, which include the antitrapping λ-term, had much lower probability of being stuck in a local minimum.
Note that according to Eq. (18), the averaging of x i should be carried out over the statistical ensemble of only one layer of random weights (with random outputs from previous layer fixed). It might be tempting to use another opportunity: calculate x i by direct averaging of x i over time during the network operation. (This is close, though not exactly equivalent to averaging over the statistical ensemble of all possible combinations of synaptic weights.) We have explored this opportunity using the following natural formula,
with small γ x , just to find that it does not work -see Fig.  2(f) . Thus the choice of the proper statistical ensemble for averaging is indeed important.
VI. RULE CHARACTERIZATION: MONK'S PROBLEMS
As the second, more challenging test, we have used the set of three "MONK's" problems [16] which are widely used for neural network algorithm benchmarking. All the problems are classification tasks with two classes. Each of the 3 problems contains 432 data vectors with 17 binary components each. For Problems 1, 2 and 3, there are, respectively, 124, 169, and 122 vectors in the training sets; the rest of the data are used as the test sets.
For the comparison of different training methods, we have used the MLPs of the same size as used earlier by other authors: 17-3-1. The positive output was treated as representing one class and negative one as representing the other class. We have used r ∈ [0, +1] for A r-p and A r-i , whereas r ∈ [−1, +1] for the other reinforce learning algorithms. The training was carried out in the online mode, e.g., the weights were updated after each pattern presented at the input. Training was stopped either when the sliding average reward r a exceeded 0.99 or after 10000 epochs. Table I shows the generalization performance (the percent of correct classifications on the test set) after training the networks with the new and some well known algorithms, including both supervised training rules (Error Backpropagation (BP) [16] , Weight-Decay Backpropagation (WDBP) [17] , Alopex [13] , Weight Perturbation (WP) [12] , Summed Weight Neuron Perturbation (SWNP) [11] ) and global reinforcement rules (A r-i [5] and A r-p [5] ). The error bars correspond to the standard deviation of the results of five experiments for each case except for A2 and A r-p , where they were results of 20 experiments. The simulation results for the first three algorithms have been borrowed from Ref. [13] . For each training rule the network parameters (see the last column of Table I ) were carefully optimized for the best generalization performance. No fluctuation quenching has been used (α = 0) unless otherwise specified. In order to ensure a fair comparison between the best two (A2 and A r-p ), we have optimized their performances for individual problems.
VII. DISCUSSION
Not surprisingly, the results for most methods of supervised training are better than those for the global reinforcement training rules (whose natural domain of application are cases when the supervision is not available). The next observation is that for the MONK's problems with their large training sets, the problem of trapping in local minima is much more severe than for the parity function, and indeed impairs the performance of the simple learning rules like A r-i , A1 and B1. The antitrapping terms in A r-p and A2 clearly improve the situation. On the other hand, the addition of such term for Rules B does not help.
Another interesting fact is that reinforcement learning rules (including all the new rules) all had very good performance on the third of the MONK's problems, which includes noise in the training set and had been believed to be the most difficult one [16] .
However, for us the most important result is that neural networks with stochastic synapses trained using at least one of the new rules, namely A2, can perform classification tasks even better than the Boltzmann machines using A r-p rule. Note that the new rule is very simple and local, giving hope that it may be readily implemented in hardware, in particular in ultradense nanoelectronic networks like CMOL CrossNets [8] . Such implementation is our most immediate goal.
It is interesting that although rules of groups A and B can be derived for the same random system according to the same approach (following the average reward gradient), they are rather different in structure. One way to understand this fact is to emphasize that we are dealing with random systems. The weight changes ∆µ ij given by the rules of both groups are random numbers. For η ij = η, they have the same expectation value ∆µ ij = η∇ µ E{r|µ}. But even if two random numbers have the same expectation value, they can have very different properties. The rules of group A have been derived from the statistic ensemble of all possible neural cell outputs y, while rules B came from the analysis of the statistical ensemble of all weights w. The former derivation makes larger use of the information about the topology of the network, while the later method treats the weights as some abstract, separate learning units. (For example, the structure of Eq. (28) completely ignores the existence of the preactivation and post-activation signals!) In this sense the rules of group B are maximally localized because each weight change requires no information other than its own perturbation and the global reinforcement signal r. We believe that this is why the rules of group A (in particular Rule A2) are more effective for training multilayerd perceptrons, while the rules of group B may be more applicable to learning in more complex systems. (We plan to explore this opportunity.)
One more important question still to be answered is network scaling, i.e., whether the efficiency of the new rules (and specifically, Rule A2) may be sustained with the growth of network size. Answering this question hinges on finding benchmark problems with a variable length L of the input vector, for which the known methods such as A r-p are insensitive to L. So far we have been unable to find such problems in literature and plan to develop some tests ourselves.
Finally, an important issue to explore is whether systems with random synapses may learn in the conditions of delayed reward. (In this work, the reward was assumed immediate.) The usual approach to reinforcement problems with delayed reward is to use another network serving as a "critic" whose function is to predict the long-term reward [1] , [2] , [5] . At this stage it is not yet clear whether neural networks with random synapses may be effectively used as such critics.
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