This paper suggests a multivariate asymmetric kernel density estimation using a multivariate weighted log-normal (LN) kernel for non-negative multivariate data. Asymptotic properties of the multivariate weighted LN kernel density estimator are studied. Simulation studies are also conducted in the bivariate situation.
Introduction
The kernel density estimation (Rosenblatt, 1956 ) is a well-known method to estimate a density nonparametrically. For multivariate data, the product kernel and the spherically symmetric kernel (see, e.g., Wand and Jones (1995) ) are used. However, if the density has a compact or semi-infinite support, the standard kernel density estimator is inconsistent due to the so-called boundary bias. The boundary bias is caused by the kernel that creates a mass outside the support of the density to be estimated. Some remedies for such a boundary bias problem in the univariate case were discussed by means of renormalization, reflection, generalized jackknifing, and transformation (see, e.g., Jones (1993) and Marron and Ruppert (1994) ).
The asymmetric kernel density estimation is another boundary bias-free density estimation in the recent literature, since the support of an asymmetric kernel under consideration matches the support of the density to be estimated, unlike the standard kernel density estimation. Several univariate asymmetric kernel density estimators have been introduced during the last two decades. Silverman (1986, p. 28 ) mentioned the possibility of using a gamma or log-normal (LN) kernel. Chen (1999 Chen ( , 2000 first developed beta and gamma kernel density estimators. Jin and Kawczak (2003) (2014) indicated the boundary problem of the BS, IG, and RIG kernel density estimators, and re-formulated these estimators to avoid the problem. Also, Igarashi (2016) pointed out the boundary problem of the LN kernel density estimator and suggested a weighted LN kernel density estimator that does not have the boundary problem. The multivariate asymmetric kernel density estimation was also studied. Bouezmarni and Rombouts (2010) discussed multivariate beta and gamma kernel density estimators as well as a multivariate local linear kernel density estimator, using the product kernels.
In this paper, we suggest, in Section 2, a multivariate asymmetric kernel density estimator using a multivariate weighted LN kernel that is generally not a product kernel. We study the asymptotic properties of the new estimator in Section 3. Simulation studies are conducted in Section 4. All proofs are given in Appendix.
Multivariate Weighted LN Kernel Density Estimator
The d-variate LN density is defined as
