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Abstract
We consider a family of translation-invariant quantum spin chains with nearest-
neighbor interactions and derive necessary and sufficient conditions for these systems
to be gapped in the thermodynamic limit. More precisely, let ψ be an arbitrary two-
qubit state. We consider a chain of n qubits with open boundary conditions and
Hamiltonian Hn(ψ) which is defined as the sum of rank-1 projectors onto ψ applied to
consecutive pairs of qubits. We show that the spectral gap of Hn(ψ) is upper bounded
by 1/(n− 1) if the eigenvalues of a certain 2× 2 matrix simply related to ψ have equal
non-zero absolute value. Otherwise, the spectral gap is lower bounded by a positive
constant independent of n (depending only on ψ). A key ingredient in the proof is a
new operator inequality for the ground space projector which expresses a monotonicity
under the partial trace. This monotonicity property appears to be very general and
might be interesting in its own right. As an extension of our main result, we obtain
a complete classification of gapped and gapless phases of frustration-free translation-
invariant spin-1/2 chains with nearest-neighbor interactions.
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1 Introduction
Many properties of quantum spin chains depend crucially on whether the Hamiltonian is
gapped or gapless in the thermodynamic limit. Ground states of gapped Hamiltonians
are weakly entangled, as quantified by the entanglement area law [1, 2, 3], and exhibit an
exponential decay of correlation functions [4]. For such systems the ground energy and the
ground state itself can be efficiently computed using algorithms based on Matrix Product
States [5, 6, 7, 8]. On the other hand, ground states of gapless spin chains can exhibit
drastic violations of the entanglement area law [9, 10, 11, 13], and computing the ground
energy can be quantum-NP hard [14, 15]. Spin chain models studied in physics usually
become gapless along quantum phase transition lines separating distinct gapped phases [16].
Deciding whether a given family of Hamiltonians is gapped or gapless in the thermodynamic
limit is therefore a fundamental problem.
In this paper we provide a complete solution of this problem for a class of translation-
invariant chains of qubits with nearest-neighbor interactions. Let ψ ∈ C2 ⊗ C2 be a fixed
two-qubit state with ‖ψ‖ = 1. Consider a chain of n qubits with open boundary conditions
and define a Hamiltonian
Hn(ψ) =
n−1∑
i=1
|ψ〉〈ψ|i,i+1. (1)
Here each term is a rank-1 projector onto ψ applied to a consecutive pair of qubits. We
shall refer to ψ as the forbidden state since the Hamiltonian penalizes adjacent qubits for
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being in the state ψ. As we will see in Section 2, the Hamiltonian Hn(ψ) is frustration-free
for any choice of ψ, that is, ground states of Hn(ψ) are zero eigenvectors of each individual
projector |ψ〉〈ψ|i,i+1 and the ground energy of Hn(ψ) is zero. Futhermore, the ground state
degeneracy of Hn(ψ) is equal to n+ 1 for almost all choices of ψ.
We are interested in the spectral gap separating the ground states and the excited states
of Hn(ψ) or, equivalently, the smallest non-zero eigenvalue of Hn(ψ). To state our results,
define a 2× 2 matrix
Tψ =
( 〈ψ|0, 1〉 〈ψ|1, 1〉
−〈ψ|0, 0〉 −〈ψ|1, 0〉
)
. (2)
Here |0〉, |1〉 is the standard basis of C2. As we will see, the matrix Tψ is crucial for un-
derstanding the structure of the ground space of Hn(ψ). In this paper we prove that the
eigenvalues of Tψ determine if Hn(ψ) is gapped or gapless
1. Our main result is the following.
Theorem 1. Let ψ be an arbitrary two-qubit state. Suppose the eigenvalues of Tψ have equal
non-zero absolute value. Then the spectral gap of Hn(ψ) is at most 1/(n − 1). Otherwise
the spectral gap of Hn(ψ) is lower bounded by a positive constant independent of n, which
depends only on the forbidden state ψ.
We now motivate our choice of the model Eq. (1), highlight previous work on related
models, and provide some intuition for why the eigenvalues of Tψ appear in the statement
of the theorem. An informal sketch of the proof is provided in Section 1.1. Below we write
γ(ψ, n) for the spectral gap of Hn(ψ).
The family of Hamiltonians defined in Eq. (1) includes some well-known quantum models
as special cases. For example, choosing ψ proportional to |0, 1〉 − |1, 0〉 (the singlet state)
one can easily check that Hn(ψ) coincides with the ferromagnetic Heisenberg chain up to an
overall energy shift. For this model Hn(ψ) has spectral gap γ(ψ, n) = 1 − cos (pi/n) which
decays as n−2 for large n [17]. Note that in this case Tψ is proportional to the identity matrix,
so Theorem 1 gives an upper bound γ(ψ, n) ≤ 1/(n− 1). Koma and Nachtergaele studied a
one-parameter deformation of the Heisenberg chain known as the ferromagnetic XXZ chain
with kink boundary conditions [17]. In this example ψ is proportional to |0, 1〉 − q|1, 0〉 for
q > 0 and the spectral gap of Hn(ψ) is given by
γ(ψ, n) = 1− 2(q + q−1)−1 cos (pi/n)
for all n ≥ 2, see [17] for details. One can check that Tψ is a diagonal matrix with eigenvalues
µ1 = (1 + q
2)−1/2 and µ2 = q(1 + q2)−1/2. It follows that |µ1| 6= |µ2| for any q 6= 1 and
Theorem 1 asserts that Hn(ψ) has a constant spectral gap. We note that in the two special
cases considered above the Hamiltonian has a symmetry which enables an exact computation
of the spectral gap. Such symmetries are not available for a general state ψ.
The exact results summarized above may suggest that the Hamiltonian Hn(ψ) is gapless
if ψ is a maximally entangled state and gapped otherwise. Theorem 1 demonstrates that
this naive intuition is wrong. Indeed, choose ψ proportional to
√
1− p|0, 0〉 + √p|1, 1〉 for
1Although our definition of the matrix Tψ is basis-dependent, eigenvalues of Tψ are invariant under global
SU(2) rotations. In particular, one can check that a transformation ψ → (U ⊗ U)ψ with a single-qubit
unitary operator U maps Tψ to (detU)
−1 · UTψU†.
3
some 0 < p < 1. Then the matrix Tψ has eigenvalues ±i
√
p(1− p) and Theorem 1 implies
that Hn(ψ) is gapless for all p as above.
As a simple application of Theorem 1, we now map out the phase diagram of Hn(ψ)
restricted to the subset of real states ψ ∈ R2 ⊗ R2. Using the Schmidt decomposition any
real two-qubit state can be written as
|ψ±〉 = R(θ1)⊗R(θ2)
[√
1− p|0, 0〉 ± √p|1, 1〉
]
, R(θ) ≡
(
cos (θ) sin (θ)
− sin (θ) cos (θ)
)
, (3)
for some 0 ≤ p ≤ 1/2 and θi ∈ [0, pi]. Since the spectrum of Hn(ψ±) is invariant under a
simultaneous rotation of all qubits, the spectral gap depends only on two parameters θ2− θ1
and p. One can easily check that the eigenvalues of Tψ+ have equal non-zero magnitude iff
p > 0 and sin2 (θ2 − θ1) ≤ 4
2 + (p(1− p))−1/2 .
On the other hand, the eigenvalues of Tψ− have equal non-zero magnitude iff either
p = 1/2, or sin(θ2 − θ1) = 0 and 0 < p < 1. These conditions determine the gapless phase
of the model for the special case of real states ψ. The gapped and gapless regions for ψ+ as
a function of p, θ2 − θ1 are shown in Fig. 1. A surprising feature is that the gapless phase
occupies a finite volume in the parameter space. In contrast, most of the models studied
in physics only become gapless along phase transition lines which have zero measure in the
parameter space.
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Figure 1: (Color Online) Phase diagram of the unfrustrated qubit chain Hn(ψ) where ψ has
real amplitudes. We use the parameterization |ψ±〉 = R(θ1)⊗R(θ2)
[√
1− p|0, 0〉 ± √p|1, 1〉]
and we show the gapped and gapless phases for ψ+ as a function of θ2 − θ1 ∈ [0, pi/2] and
p ∈ [0, 1/2]. The phase diagram is symmetric under flipping the sign of θ2−θ1 and under the
transformation θ2 − θ1 → pi − (θ2 − θ1). The sector corresponding to ψ− is not shown since
it has a simple description: ψ− is in the gapless phase iff either p = 1/2, or sin(θ2 − θ1) = 0
and 0 < p < 1.
While it is possible to construct frustration-free translation-invariant Hamiltonians on
qubits which are composed of projectors of rank 2 or 3, one can show that there are only a
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handful of such examples. In the Appendix we describe them and for each we determine if
the system is gapped or gapless. Taken together with our main result, this gives a complete
classificaction of gapped and gapless phases for frustration-free translation-invariant qubit
chains with nearest-neighbor interactions. Note that the restriction to Hamiltonians which
are sums of projectors is without loss of generality.2
There are several open questions related to our work. We do not know if the gapless
phase of the model Eq. (1) can be connected to some known universality class of critical spin
chains and what is the actual scaling of the spectral gap in the gapless phase. In particular,
we do not expect that the the upper bound 1/(n − 1) on the spectral gap in Theorem 1
is tight. It is a challenging open problem to generalize our results to qudits, i.e., to map
out the phase diagram of translation-invariant frustration-free spin chains for d-dimensional
spins with d ≥ 3. A natural analogue of the Hamiltonian defined in Eq. (1) is
Hn(Π) =
n−1∑
j=1
Πj,j+1, (4)
where Π is a rank-r projector acting on Cd ⊗ Cd. It was shown by Movassagh et al [18]
that such chains are frustration-free for any Π and n whenever r ≤ d2/4. Their results
also suggest that the Hamiltonian Hn(Π) may be generically frustrated for r > d
2/4 and n
sufficiently large. On the other hand, when r > d2/4, the Hamiltonian is frustration-free
for certain special choices of Π and n; examples include the famous AKLT model [19] (with
d = 3, r = 5), the model based on Motzkin paths [11] (with d = r = 3), and the “Product
Vacua with Boundary States” models [12] (with r = (d − 1)(d + 2)/2). In general there is
no efficient algorithm for testing whether Hn(Π) is frustration-free for a given n and there
are indications that this problem may be computationally hard [20]. It is therefore natural
to focus on the case r ≤ d2/4, where the chain is guaranteed to be frustration-free. A next
step could be to investigate the phase diagram of a chain of qutrits (d = 3) with projectors
of rank r = 1, 2.
Finally, if one moves from frustration-free one-dimensional chains to general two-dimensional
systems, the problem of distinguishing between gapped and gapless phases of translation-
invariant Hamiltonians becomes undecidable [21] which leaves no hope for mapping out the
full phase diagram of such systems.
1.1 Sketch of the proof
Gapless phase. In Section 3 we consider the case when eigenvalues of Tψ have the same
non-zero magnitude and prove that the spectral gap of Hn(ψ) is at most 1/(n − 1). The
proof uses a result of Knabe [22] relating the spectral gap of Hn(ψ) to that of the following
Hamiltonian
H◦n(ψ) = Hn(ψ) + |ψ〉〈ψ|n,1 (5)
2Suppose instead we consider a frustration-free qubit chain H =
∑n−1
i=1 hi,i+1 where h has smallest
eigenvalue zero (which can be arranged by adding a constant times the identity). Since H is frustration-free,
it has the same null space as H ′ =
∑n−1
i=1 Πi,i+1 where Π projects onto the range of h. Using this fact and
the inequality cH ′ ≤ H ≤ ‖h‖H ′, where c is the smallest non-zero eigenvalue of h, we see that H is gapped
if and only if H ′ is.
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which describes the chain with periodic boundary conditions. The other ingredient in the
proof is a detailed understanding of the ground state degeneracy of H◦n(ψ). We will see that
H◦n(ψ) is always frustration-free, but its ground state degeneracy can be smaller than that of
Hn(ψ). In particular, if T
n
ψ is not proportional to the identity operator then H
◦
n(ψ) has a two-
dimensional ground space whereas Hn(ψ) has an n+1-dimensional ground space. Otherwise,
if T nψ ∼ I, then both Hamiltonians Hn(ψ) and H◦n(ψ) have ground space degeneracy n+ 1.
We now sketch how these two ingredients can be used to prove the stated result. For ease
of presentation we focus on the example considered above, where ψ+ is of the form given in
Eq. (3). Recall that the spectrum of Hn(ψ+) depends only on the two parameters θ2− θ1, p.
We can plot the ground state degeneracy of H◦n(ψ+) as a function of these two parameters.
As described in the previous paragraph, this function takes the value 2 or n+1 depending on
whether or not T nψ+ is proportional to the identity. The black lines in Figures 2(a) and 2(b)
show the curves where the ground state degeneracy is equal to n+ 1, for n = 10 and n = 50
respectively. Everywhere else (0 < p ≤ 1
2
and θ2− θ1 ∈ [0, pi/2]) the ground state degeneracy
is 2. For reference we show the red and blue regions from Figure 1, which correspond to the
gapped and gapless phases of the open boundary chain in the thermodynamic limit. As one
might guess by looking at the Figure, the black curves become dense in the blue region when
n → ∞. If we consider a point ψ+ in this blue region which does not sit directly on one of
the black curves then the eigenvalue gap of H◦n(ψ+) is equal to its third smallest eigenvalue.
However as n → ∞ this point ψ+ becomes arbitrarily close to a black curve, where the
Hamiltonian has ground state degeneracy n+ 1 and third smallest eigenvalue equal to zero.
Using a bound on its derivative one can show that as a result the third eigenvalue of H◦n(ψ+)
takes arbitrarily small values as n→∞. Finally, Knabe’s result implies that this can occur
only if the spectral gap of Hn(ψ+) is at most 1/(n− 1). This argument has to be modified
slightly for states ψ+ which, for some n, lie directly on one of the black curves and for general
(complex) states ψ.
Gapped phase. In Sections 4,5 we prove that the spectral gap of Hn(ψ) is lower bounded
by a positive constant independent of n if the eigenvalues of Tψ have distinct magnitudes or if
both eigenvalues are equal to zero. Our starting point is a general method for bounding the
spectral gap of frustration-free spin chains due to Nachtergaele [23], see Lemma 3 in Section 5.
To apply this method one has to manipulate expressions that involve the projector onto the
ground space of Hn(ψ) which we denote Gn. The main technical difficulty that we had to
overcome is a lack of an explicit expression for Gn which prevents us from straightforwardly
applying Nachtergaele’s bound. Our proof is therefore indirect and is based on establishing
some features of the ground space which allow us to control Gn sufficiently well. The key
technical ingredient is a new operator inequality which expresses a monotonicity of the
ground space projectors under the partial trace. More precisely, we show that
Trn(Gn) ≥ Gn−1. (6)
where the partial trace is taken over the n-th qubit. Using the fact that the Hamiltonians
Hn(ψ) are frustration-free one can easily check that Trn(Gn) andGn−1 have the same support,
that is, Eq. (6) is equivalent to saying that all non-zero eigenvalues of Trn(Gn) are at least one.
Our proof of this monotonicity property, presented in Section 4, applies to general frustration-
free chains of qubits composed of rank-1 projectors. Neither translation-invariance nor the
conditions of Theorem 1 are needed for the proof of Eq. (6). We note that Eq. (6) differs
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Figure 2: (Color Online) Depiction of the ground state degeneracy of H◦n(ψ+) where ψ+
is of the form given in Eq. (3). The black lines are curves in the (θ2 − θ1, p) plane where
H◦n(ψ) has ground state degeracy equal to n + 1. Here we plot the curves for (a) n = 10
and (b) n = 50. For any point which does not lie on one of these curves (for 0 < p ≤ 1
2
and
θ2 − θ1 ∈ [0, pi/2]), the ground state degeneracy of H◦n(ψ) is two. We also show the gapped
(red) and gapless (blue) regions for the chain with open boundary conditions. As n → ∞
the black curves become dense in the blue region.
from the well-known monotonicity property Gn ≤ Gn−1⊗I. The latter follows trivially from
the fact that Hn(ψ) is frustration-free, whereas Eq. (6) holds for more subtle reasons.
We proceed by showing that a quantum state which is completely mixed over the ground
space of the n-qubit chain (i.e., proportional to the projector Gn) exhibits an exponential
decay of correlations for certain local observables, see Lemma 4 in Section 5.1. In Section 5.2
we use the decay of correlations and Eq. (6) to prove several “Region Exclusion” lemmas.
Here we consider a partition of the chain into three or more regions and define local ground
space projectors associated with each region. Loosely speaking, the Region Exclusion lem-
mas state that the global ground space projector associated with the entire chain can be
approximated by a certain operator built from the local ground space projectors. The latter
are defined on subsets of qubits where some of the chosen regions are excluded from the chain
(hence the name of the lemmas). By repeatedly applying the Region Exclusion lemmas in
Section 5.3 we arrive at the condition used in Nachtergaele’s bound, thus proving a constant
lower bound on the gap.
2 Structure of the ground space
In this section we describe the ground spaces of Hn(ψ) and H
◦
n(ψ), the Hamiltonians for the
chain with open and periodic boundary conditions respectively (defined in Eqs. (1,5)).
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2.1 Open boundary conditions
We first consider the Hamiltonian Hn(ψ) for the chain with open boundary conditions. We
begin with the simple case where ψ = ψ1 ⊗ ψ2 is a product state. It is always possible to
choose the basis states |0〉 and |1〉 so that
|ψ〉 = |1〉 ⊗ |v⊥〉
where
|v〉 = c|0〉+ s|1〉, |v⊥〉 = s∗|0〉 − c∗|1〉, and |c|2 + |s|2 = 1.
For each i = 1, . . . , n define an n-qubit state |gi〉 = |0i−1v⊥vn−i〉. Also define |g0〉 = |v⊗n〉.
For example, choosing n = 4 one gets
|g0〉 = | v v v v 〉,
|g1〉 = | v⊥ v v v 〉,
|g2〉 = | 0 v⊥ v v 〉,
|g3〉 = | 0 0 v⊥ v 〉,
|g4〉 = | 0 0 0 v⊥ 〉.
Loosely speaking, the states gi can be viewed as “domain walls” where |0〉 and |v〉 represent
two different values of a magnetization. By direct inspection we see that g0, . . . , gn are
pairwise orthogonal ground states of Hn(ψ).
Proposition 1. Suppose s 6= 0. Then the states g0, . . . , gn form an orthonormal basis for
the ground space of Hn(ψ).
Proof. It suffices to show that the ground space of Hn(ψ) has dimension at most n+1. Define
0˜ ≡ 0 and 1˜ ≡ v. Given any binary string x = (x1, . . . , xn), define x˜ ≡ (x˜1, . . . , x˜n). Note
that |0˜〉 and |1˜〉 are linearly independent since s 6= 0. Therefore the states |x˜〉, x ∈ {0, 1}n
form a basis (non-orthonormal) for the Hilbert space of n qubits. Suppose |g〉 is a ground
state of Hn(ψ). Then |g〉 =
∑
x ax|x˜〉 for some complex coefficients ax. A simple calculation
shows that
i,i+1〈ψ|g〉 = s2
∑
x : (xi,xi+1)=(1,0)
ax|x˜1, . . . , x˜i−1, x˜i+2, . . . , x˜n〉
for any i = 1, . . . , n − 1. On the other hand, i,i+1〈ψ|g〉 = 0 since |g〉 is a ground state of
Hn(ψ). This is possible only if ax = 0 for all strings x that contain at least one consecutive
pair (1, 0). Thus |g〉 belongs to a subspace spanned by vectors |0ivn−i〉, where i = 0, . . . , n.
This shows that the ground subspace of Hn(ψ) has dimension at most n+ 1.
Now consider the case where ψ is entangled. In this case we can still construct the ground
space of Hn(ψ) although, in contrast with the product state case, we are not able to obtain
an orthonormal basis. The matrix Tψ defined in Eq. (2) plays a crucial role.
One can easily check that det (Tψ) 6= 0 whenever ψ is entangled and
〈ψ|(I ⊗ Tψ) = det (Tψ)〈|, (7)
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where |〉 = |0, 1〉 − |1, 0〉 is the antisymmetric state of two qubits. This shows that the
ground space of H2(ψ) = |ψ〉〈ψ|1,2 is the image of the 2-qubit symmetric subspace under the
map 1⊗ Tψ. A similar characterization holds for Hn(ψ) with n > 2. In particular, define
T allψ = I ⊗ Tψ ⊗ T 2ψ ⊗ . . .⊗ T n−1ψ . (8)
The following Proposition is a special case of a result presented in [24] (and has been used
previously in, e.g., [25]).
Proposition 2. Suppose det (Tψ) 6= 0. Then the ground space of Hn(ψ) is the image of the
n-qubit symmetric subspace under the linear map T allψ .
Proof. Using Eq. (7) and the fact that M ⊗M |〉 = det (M)|〉 we get
(T allψ )
†|ψ〉〈ψ|j,j+1T allψ = |〉〈|j,j+1 ⊗Bj (9)
for each j = 1, . . . , n−1, where Bj is a positive operator acting on qubits in the set [n]\{j, j+
1}. From Eq. (9) we see that the nullspace of (T allψ )†Hn(ψ)T allψ is equal to the symmetric
subspace. The result follows since T allψ is invertible.
Combining Propositions 1,2 and noting that the symmetric subspace of n qubits has
dimension n+1, we conclude that the ground space of Hn(ψ) has dimension n+1 for almost
any choice of ψ (the only exception is when s = 0 and ψ is a symmetric product state).
2.2 Periodic boundary conditions
We now consider the Hamiltonian H◦n(ψ) for the chain with periodic boundary conditions. It
is well-known that H◦n(ψ) is frustration-free for any choice of ψ, see for instance [24, 26, 27].
However in this paper we will only need to deal with periodic boundary conditions in the
case where ψ is an entangled state. Accordingly, in this section we assume that det (Tψ) 6= 0.
For any such ψ we compute the dimension of the zero energy ground space of H◦n(ψ). We
will see that it takes different values depending on the choice of ψ. This contrasts with the
open boundary chain which has ground space dimension n+ 1 whenever ψ is entangled.
Here and throughout the paper we use the symbol ∼ to mean proportional to.
Proposition 3. Suppose T nψ ∼ I. Then the ground space of H◦n(ψ) has dimension n + 1.
Otherwise, H◦n(ψ) has a two-fold degenerate ground space.
Proof. Note that H◦n(ψ) has the same rank as
T all†ψ H
◦
n(ψ)T
all
ψ = T
all†
ψ Hn(ψ)T
all
ψ + T
all†
ψ |ψ〉〈ψ|n,1T allψ . (10)
where T allψ is given by Eq. (8). Both terms on the right-hand side are positive semidefinite
and, by Proposition 2, the nullspace of the first term is the symmetric subspace. If T nψ ∼ I
then the second term in Eq. (10) can be written as |〉〈|n,1 ⊗ Bn where Bn is positive and
|〉 = |0, 1〉− |1, 0〉. Since this term annihilates every state in the symmetric subspace we see
that in this case the nullspace of Eq. (10) is (n+ 1)-dimensional.
9
If T nψ is not proportional to the identity we show that there are exactly two states in the
symmetric subspace which are annihilated by the second term in Eq. (10). We consider two
cases depending on whether or not T nψ is defective (has only one eigenvector).
First consider the case where T nψ has two linearly independent eigenvectors |v1〉, |v2〉. Note
that the last term in Eq. (10) projects qubits n, 1 onto a state
|φ〉 = (T n−1†ψ ⊗ I)|ψ〉 ∼ (T n†ψ ⊗ I)|〉 =
(
T n†ψ |0〉
)
|1〉 −
(
T n†ψ |1〉
)
|0〉.
The last equality makes it clear that |φ〉 and |〉 are linearly independent whenever T nψ is not
proportional to the identity. Thus the nullspace of Eq. (10) is spanned by n-qubit symmetric
states that are orthogonal to |φ〉 on any pair of qubits. One can easily check that the only
two-qubit symmetric states orthogonal to |φ〉 are |v1 ⊗ v1〉 and |v2 ⊗ v2〉. Likewise, one can
check that the only n-qubit symmetric states orthogonal to |φ〉 on any pair of qubits are
linear combinations of |v1〉⊗n and |v2〉⊗n. Thus Eq. (10) has a two-dimensional nullspace and
therefore the same is true for H◦n(ψ).
Next suppose T nψ is defective, i.e., has only one eigenvector. Let us work in a basis where
|0〉 is this eigenvector, so
T nψ =
(
b a
0 b
)
for some a, b ∈ C with a 6= 0. Then the last term in Eq. (10) projects onto a state
|φ〉 = (T n−1†ψ ⊗ I)|ψ〉 ∼ (T n†ψ ⊗ I)|〉 = b∗|〉+ a∗|11〉.
Since a 6= 0, the states |φ〉 and |〉 span the same subspace as |11〉 and |〉. Therefore the
nullspace of Eq. (10) is spanned by n-qubit symmetric states that are orthogonal to |11〉 on
any pair of qubits. One can easily check that the only such states are linear combinations
of |0〉⊗n and the n-qubit W-state
|100 . . . 0〉+ |010 . . . 0〉+ . . .+ |00 . . . 01〉.
Thus Eq. (10) has a two-dimensional nullspace and therefore the same is true for H◦n(ψ).
3 Gapless phase
In this section we prove the first part of Theorem 1, namely,
Gapless phase theorem. Suppose the eigenvalues of Tψ have the same non-zero absolute
value. Then γ(ψ, n) ≤ 1/(n− 1) for all n ≥ 2.
Recall that γ(ψ, n) denotes the smallest non-zero eigenvalue of Hn(ψ). In addition we write
γ◦(ψ, n) for the smallest non-zero eigenvalue of the Hamiltonian H◦n(ψ) with periodic bound-
ary conditions, see Eq. (5).
To prove the gapless phase theorem we use the following lemma, proven by Knabe [22],
which relates the smallest non-zero eigenvalues of the chains with periodic and open boundary
conditions. Knabe’s result, presented in Section 2 of reference [22], applies to more general
frustration-free spin chains but here we specialize to the case at hand.
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Lemma 1 (Knabe [22]). For all m ≥ n > 2,
γ◦(ψ,m) ≥ n− 1
n− 2
(
γ(ψ, n)− 1
n− 1
)
. (11)
This lemma was originally proposed as a technique for proving that the periodic chain is
gapped in the thermodynamic limit. This follows from the lemma if one can show that there
exists a finite n for which the open chain has a gap strictly larger than 1/(n− 1). Here we
apply the lemma in the opposite direction. We use the following strategy which works for
some (but not all) ψ satisfying the conditions of the gapless phase theorem. First we apply
the argument sketched in Section 1.1 to show that γ◦(ψ,m) can take arbitrarily small values
for large enough m. Then we apply Knabe’s lemma to infer that γ(ψ, n) ≤ 1/(n − 1) for
any n > 2 since otherwise Eq. (11) would provide a constant lower bound on γ◦(ψ,m) for
all m ≥ n, leading to a contradiction. Note also that γ(ψ, 2) = 1 since H2(ψ) = |ψ〉〈ψ|.
For some states ψ we are not able to use the above strategy directly; however in these
cases we choose a state φ which can be taken arbitrarily close to ψ for which the strategy
can be applied. The result for ψ then follows by continuity. In order to handle these cases
(and for other portions of the proof) we will need the following straightforward bound on
how much the eigenvalues of Hn(ψ) (or H
◦
n(ψ)) can change as ψ varies. Write
e1(ψ, n) ≤ e2(ψ, n) ≤ . . . ≤ e2n(ψ, n) and e◦1(ψ, n) ≤ e◦2(ψ, n) ≤ . . . ≤ e◦2n(ψ, n)
for the eigenvalues of Hn(ψ) and H
◦
n(ψ) respectively.
Proposition 4. Let ψ and φ satisfy ‖ψ‖ = ‖φ‖ = 1. Then
|ej(ψ, n)− ej(φ, n)| ≤ 2n ‖ψ − φ‖ and
∣∣e◦j(ψ, n)− e◦j(φ, n)∣∣ ≤ 2n ‖ψ − φ‖
for each j = 1, . . . , 2n.
Proof. The proof of the two inequalities is almost identical so here we prove only the first one.
We use the Weyl inequality for perturbed eigenvalues (see for example Corollary III.2.6 of
reference [28]) which in this case says |ej(ψ, n)− ej(φ, n)| ≤ ‖Hn(ψ)−Hn(φ)‖ . To complete
the proof we bound
‖Hn(ψ)−Hn(φ)‖ ≤
n−1∑
i=1
‖|ψ〉〈ψ|i,i+1 − |φ〉〈φ|i,i+1‖
=
(n− 1)
2
‖(|ψ〉 − |φ〉) (〈ψ|+ 〈φ|) + (|ψ〉+ |φ〉) (〈ψ| − 〈φ|)‖
≤ (n− 1) ‖(|ψ〉 − |φ〉) (〈ψ|+ 〈φ|)‖
≤ 2(n− 1) ‖|ψ〉 − |φ〉‖
where in the last line we used the fact that ‖|ψ〉+ |φ〉‖ ≤ 2 (since |ψ〉 and |φ〉 are normalized).
We now proceed to the proof of the gapless phase theorem.
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Proof. First we claim that the eigenvalues of Hn(ψ) and absolute values of the eigen-
values of Tψ are invariant under a transformation ψ → (U ⊗ U)ψ where U is an arbi-
trary single-qubit unitary operator. Indeed, let ψ′ = (U ⊗ U)ψ. Then Eq. (1) implies
Hn(ψ
′) = U⊗nHn(ψ)(U †)⊗n and Eq. (7) implies Tψ′ = (detU)−1 ·UTψU †. Thus the eigenval-
ues of Hn(ψ
′) and magnitudes of the eigenvalues of Tψ′ do not depend on U . We shall use
the freedom in choosing U to bring ψ into a certain canonical form as defined below.
Proposition 5. For any |ψ〉 ∈ C2 ⊗ C2 there exists a single-qubit unitary U such that
(U ⊗ U)|ψ〉 = (α + iβ)|0, 1〉+ (α + iγ)|1, 0〉+ δ|1, 1〉 (12)
for some real coefficients α, β, γ, δ.
Since the proof is rather straightforward, we shall postpone it until the end of this section.
From now on we can assume that ψ has the canonical form as in the right-hand side of
Eq. (12). Substituting this canonical form into Eq. (2) one gets
Tψ =
(
α− iβ δ
0 −(α− iγ)
)
. (13)
The eigenvalues of this matrix are α − iβ and −(α − iγ), with magnitudes √α2 + β2 and√
α2 + γ2. By assumption of the theorem, the eigenvalues have the same magnitude and
thus γ = ±β. We consider the two cases γ = ±β separately and we show that γ(ψ, n) ≤ 1
n−1
in each case.
Case 1: γ = β
Fix n and let m ≥ n be even. Setting β = γ in Eq. (13) and taking the square we see
that T 2ψ ∼ I. Since m is even we get Tmψ ∼ I and therefore e◦3(ψ,m) = 0 by Proposition 3.
Let |φm〉 be a normalized state which satisfies
‖φm − ψ‖ ≤ 1
m2
and such that the eigenvalues of Tφm have different magnitudes and are both non-zero.
This guarantees that Tmφm is not proportional to the identity and det(Tφm) 6= 0. Then, by
Propositions 3 and 4,
γ◦(φm,m) = e◦3(φm,m) = e
◦
3(φm,m)− e◦3(ψ,m) ≤
2
m
.
Applying Lemma 1 gives
en+2(φm, n) = γ(φm, n) ≤ 1
n− 1 +
n− 2
n− 1γ
◦(φm,m) ≤ 1
n− 1 +
2
m
(
n− 2
n− 1
)
for all even m ≥ n, and using Propositions 3 and 4 again we have
γ(ψ, n) = en+2(φm, n) + (en+2(ψ, n)− en+2(φm, n))
≤ en+2(φm, n) + 2n
m2
≤ 1
n− 1 +
2
m
(
n− 2
n− 1
)
+
2n
m2
.
The result follows since m ≥ n can be taken arbitrarily large.
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Case 2: γ = −β
Let α + iβ = re−ipi(θ+
1
2) where θ and r are positive real numbers. Here r < 1 since ψ
is normalized and r > 0 since the eigenvalues of Tψ are assumed to be non-zero. We first
consider the case where θ is irrational. In this case the convergents of the continued fraction
expansion of θ give sequences of positive integers {pj} and {qj} with∣∣∣∣pjqj − θ
∣∣∣∣ ≤ 1q2j , (14)
gcd(pj, qj) = 1, and where {qj} diverges. Here we shall omit the first two convergents ob-
tained by the standard continued fraction expansion, in order to guarantee that the sequence
{qj} is strictly increasing and qj ≥ 2 for all j.
Define θj =
pj
qj
, and let
|Ψj〉 = re−ipi(θj+pi2 )|0, 1〉+ reipi(θj+pi2 )|1, 0〉+ δ|1, 1〉.
Then
‖Ψj − ψ‖ = r
√
2
∣∣eipi(θj−θ) − 1∣∣ ≤ r√2 |pi (θj − θ)| ≤ √2pi
q2j
(15)
where we used the inequality |eix − 1| ≤ |x|, Eq. (14), and the fact that r < 1. Note that
TΨj =
(
ireipiθj δ
0 ire−ipiθj
)
has eigenvalues E1 = ire
ipiθj and E2 = ire
−ipiθj . We have E1 6= E2, which follows from the fact
that θj is not an integer, since qj ≥ 2. Thus TΨj is diagonalizable. Furthermore, Eqj1 = Eqj2 ,
and therefore (using the fact that it is diagonalizable) T
qj
Ψj
∼ I. Hence e◦3(Ψj, qj) = 0 by
Proposition 3. On the other hand T
qj
ψ is not proportional to the identity since θ is irrational,
hence γ◦(ψ, qj) = e◦3(ψ, qj). Using these facts and Proposition 4 we have
γ◦(ψ, qj) = (e◦3(ψ, qj)− e◦3(Ψj, qj)) ≤ 2qj ‖Ψj − ψ‖ ≤
2
√
2pi
qj
.
Now for all j such that qj ≥ n we get
γ(ψ, n) ≤ 1
n− 1 +
n− 2
n− 1γ
◦(ψ, qj) ≤ 1
n− 1 +
(
n− 2
n− 1
)
2
√
2pi
qj
and hence γ(ψ, n) ≤ 1
n−1 since the sequence {qj} diverges and the second term can be made
arbitrarily small.
It remains to consider the case where θ is rational. In this case, for any  we may choose
θ′ to be an irrational number satisfying |θ′ − θ| ≤ . Letting
|φ〉 = re−ipi(θ′+pi2 )|0, 1〉+ reipi(θ′+pi2 )|0, 1〉+ δ|1, 1〉
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we may now apply the above proof to get γ(φ, n) = en+2(φ, n) ≤ 1n−1 . Now using Proposition
4 we get
γ(ψ, n) = en+2(φ, n) + (en+2(ψ, n)− en+2(φ, n)) ≤ 1
n− 1 + 2n ‖|φ〉 − |ψ〉‖
≤ 1
n− 1 + 2nr
√
2pi
where in the second line we used the same reasoning as Eq. (15). Since  can be chosen
arbitrarily small we get γ(ψ, n) ≤ 1
n−1 .
Finally, let us prove Proposition 5.
Proof. Recall that a transformation ψ → (U ⊗ U)ψ maps Tψ to (detU)−1 · UTψU †. Here U
is an arbitrary unitary operator. We shall choose a sequence of such transformations that
bring Tψ into the canonical form defined in Eq. (13) which is equivalent to Eq. (12). First,
choose U such that |0〉 is an eigenvector of Tψ. This is always possible since any complex
matrix has at least one eigenvector. Now we can assume that
Tψ =
[
µ1 δ
0 µ2
]
for some complex coefficients µ1, µ2, δ. Next choose U = e
−iθ/2I where the phase θ satisfies
Re(eiθ(µ1 + µ2)) = 0. This maps Tψ to e
iθTψ and now we can assume that Re(µ1 + µ2) = 0.
Finally, choosing U = diag(eiθ, e−iθ) one can map δ to e2iθδ without changing µ1, µ2. Thus
we can make δ real. This brings Tψ into the canonical form defined in Eq. (13).
4 Monotonicity under the partial trace
In this section we establish a relationship between the ground space projectors describing
a chain of n and n − 1 qubits. Our result holds in a more general setting than considered
elsewhere in this paper since we do not assume translation invariance.
Let ψ1, ψ2, . . . , ψm−1 be an arbitrary sequence of normalized two-qubit states. For each
n = 2, . . . ,m define a Hamiltonian
Hn(ψ1, ψ2, . . . , ψn−1) =
n−1∑
j=1
|ψj〉〈ψj|j,j+1 (16)
which describes a chain of n qubits. This Hamiltonian is frustration-free for any choice of
ψ1, . . . , ψn−1 (this follows directly from Proposition 6 given below). Let Gn be the ground
space of Hn(ψ1, ψ2, . . . , ψn−1) and Gn be the projector onto Gn. We adopt the convention
H1 = 0 and G1 = C2.
First, we note that Gn ⊆ Gn−1⊗C2 due to the fact that the considered Hamiltonians are
frustration-free. This results in a trivial monotonicity property Gn ≤ Gn−1 ⊗ I. Below we
prove that one also has a different type of monotonicity, namely Trn(Gn) ≥ Gn−1, where Trn
represents the partial trace over the n-th qubit.
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Lemma 2 (Monotonicity). For each n = 2, . . . ,m one has
Trn(Gn) ≥ Gn−1. (17)
Given the simplicity and generality of Eq. (17), one may be tempted to ask whether it
holds for some trivial reason unrelated to the structure of the considered Hamiltonians.
We have observed numerically that Eq. (17) can be false if Gn−1 and Gn are chosen as
projectors onto random linear subspaces Gn−1 ⊆ (C2)⊗(n−1) and Gn ⊆ Gn−1 ⊗ C2, even if
the dimensions of Gn−1 and Gn match those of the ground subspaces of Hn−1(ψ1, . . . , ψn−2)
and Hn(ψ1, . . . , ψn−1). Thus any proof of the monotonicity property must exploit the special
structure of the projectors Gn. In the absence of an explicit formula for Gn, one has to rely
on some indirect arguments in order to derive Eq. (17). This partially explains why the
proof of the lemma given below is rather cumbersome.
Proof of Lemma 2. We use induction in n. The base of the induction is n = 2. In this
case G2 = I − |ψ1〉〈ψ1| and thus Tr2(G2) = 2I − Tr2(|ψ1〉〈ψ1|) ≥ I = G1. Here we used the
fact that the partial trace of any two-qubit state is a density matrix which has eigenvalues
at most one. We now prove the induction step. For brevity denote ψ ≡ ψn−1 such that the
last term in Hn(ψ1, . . . , ψn−1) is |ψ〉〈ψ|n−1,n.
First consider the case where ψ is unentangled, that is, ψ = α⊗ β for some single-qubit
states α, β. In this case the result follows trivially without using the inductive hypothesis,
since Gn−1 ⊗ β⊥ ⊆ Gn which implies Gn ≥ Gn−1 ⊗ |β⊥〉〈β⊥| and thus Tr(Gn) ≥ Gn−1.
In the remainder of the proof we consider the case where ψ is entangled (i.e., not a
product state). Write the Schmidt decomposition of ψ as
|ψ〉 = √p0|w0〉|v0〉+√p1|w1〉|v1〉 (18)
where 〈wi|wj〉 = 〈vi|vj〉 = δij and p0, p1 > 0 with p0 + p1 = 1.
Let G⊥n = I − Gn. Obviously, Trn(Gn) = 2I − Trn(G⊥n ). Furthermore, the trivial
monotonicity Gn ⊆ Gn−1 ⊗ C2 implies that Trn(Gn) has all of its support on Gn−1, that is,
Trn(Gn) = Trn(Gn)Gn−1 = Gn−1Trn(Gn). Define an operator
Rn ≡ Gn−1Trn(G⊥n )Gn−1. (19)
The above implies that
Trn(Gn) = Gn−1Trn(Gn)Gn−1 = 2Gn−1 −Rn ≥ (2− ‖Rn‖)Gn−1. (20)
Thus it suffices to prove that ‖Rn‖ ≤ 1.
Choose an arbitrary orthonormal basis
g1, g2, . . . , gr ∈ Gn−2, 〈gα|gβ〉 = δα,β. (21)
Also choose an arbitrary orthonormal basis
h1, h2, . . . , hs ∈ Gn−1, 〈hi|hj〉 = δi,j. (22)
In general the dimensions r and s of the spaces Gn−2 and Gn−1 will depend on the states
ψ1, . . . , ψn−2 but we will not need an explicit expression for them. We will however need to
use the fact that s > r, which we now establish. The following proposition is a special case
of the result presented in [18]; we include a proof here for completeness.
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Proposition 6. Let Dn be the dimension of Gn. Then Dn > Dn−1 for all 2 ≤ n ≤ m.
Proof. Recall our convention that G1 = C2, so D1 = 2. On the other hand H2(ψ1) =
|ψ1〉〈ψ1|1,2 and D2 = 3, which confirms D2 > D1. We now establish that Dn − Dn−1 ≥
Dn−1−Dn−2 for all n ≥ 3. This is sufficient to complete the proof since it implies Dn−Dn−1 ≥
D2 −D1 = 1.
Let φ be a general state in Gn, with n ≥ 3. Let γ1, . . . γDn−1 be an orthonormal basis for
Gn−1 and let κ1, . . . , κDn−2 be an orthonormal basis for Gn−2. We can write
|φ〉 =
Dn−1∑
i=1
fi,0|γi〉|0〉+ fi,1|γi〉|1〉
for some complex coefficients {fi,z}. The fact that the Hamiltonian Hn(ψ1, . . . , ψn−1) is
frustration-free implies
Gn =
(Gn−1 ⊗ C2) ∩ (Gn−2 ⊗ ψ⊥n−1)
and thus the dimension of Gn is the number of linearly independent solutions to the equations
〈κj ⊗ ψn−1|φ〉 = 0 for all j = 1, . . . , Dn−2. (23)
This is a set of Dn−2 linear equations for the 2Dn−1 variables {fi,z}. The number of linearly
independent solutions satisfies Dn ≥ 2Dn−1 − Dn−2, or equivalently Dn − Dn−1 ≥ Dn−1 −
Dn−2.
Define r × s matrices
(M0)α,i = 〈gα ⊗ w0|hi〉 and (M1)α,i = 〈gα ⊗ w1|hi〉. (24)
where w0, w1 are defined in Eq. (18). The trivial monotonicity Gn−1 ⊆ Gn−2 ⊗ C2 implies
M †0M0 +M
†
1M1 = Is. (25)
Here and below Iq denotes the identity matrix of dimension q. Furthermore, expressing
Gn−1 =
∑s
i=1 |hi〉〈hi| one gets
〈gα|Trn−1(Gn−1)|gβ〉 = 〈gα⊗w0|Gn−1|gβ⊗w0〉+〈gα⊗w1|Gn−1|gβ⊗w1〉 = (M0M †0 +M1M †1)α,β.
Since Trn−1(Gn−1) ≥ Gn−2 by the induction hypothesis, we infer that
M0M
†
0 +M1M
†
1 ≥ Ir. (26)
The usefulness of the matrices M0,M1 comes from the following facts. Recall that we defined
Rn = Gn−1Trn(G⊥n )Gn−1.
Proposition 7. Suppose ψ is entangled. Then the matrix of the operator Rn in the chosen
basis {h1, . . . , hs} of Gn−1 can be written as
Rn = p0M
†
0(p0M0M
†
0 + p1M1M
†
1)
−1M0 + p1M
†
1(p0M0M
†
0 + p1M1M
†
1)
−1M1, (27)
where p0, p1 > 0 are defined by Eq. (18).
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Proposition 8. Let r, s be arbitrary positive integers with s ≥ r. Let M0,M1 be arbitrary
matrices of size r×s satisfying M †0M0 +M †1M1 = Is and M0M †0 +M1M †1 ≥ Ir. Let p0, p1 > 0
be any real positive numbers. Then the operator Rn defined by Eq. (27) satisfies ‖Rn‖ ≤ 1.
Combining Propositions 7,8, the inequality s > r proved in Proposition 6, and Eqs. (25,26)
one gets ‖Rn‖ ≤ 1. The lemma follows from Eq. (20).
In the rest of this section we prove the above propositions.
Proof of Proposition 8. Denoting x = p1/p0 one can rewrite Rn as
Rn = M
†
0(M0M
†
0 + xM1M
†
1)
−1M0 + xM
†
1(M0M
†
0 + xM1M
†
1)
−1M1. (28)
By symmetry we can assume that x ≥ 1. Then Eq. (26) implies
M0M
†
0 + xM1M
†
1 = M0M
†
0 +M1M
†
1 + (x− 1)M1M †1 ≥ Ir + (x− 1)M1M †1 .
Since the function f(y) = −1/y is operator monotone, we arrive at Rn ≤ S0 + S1, where
S0 = M
†
0(Ir + (x− 1)M1M †1)−1M0 and S1 = xM †1(Ir + (x− 1)M1M †1)−1M1. (29)
Hence it suffices to prove that ‖S0 + S1‖ ≤ 1. From Eq. (25) one infers that ‖M0‖ ≤ 1 and
‖M1‖ ≤ 1. Since M0 has (s − r) fewer rows than columns, it must have at least this many
linearly independent vectors in its nullspace. From Eq. (25) one infers that for any φ ∈ Cs
with ‖φ‖ = 1 and M0φ = 0 we have ‖M1φ‖ = 1. Thus M1 has at least (s − r) singular
values equal to 1. Likewise, M0 has at least (s− r) singular values equal to 1. Note that this
implies that (s− r) ≤ r since M0M †0 is an r× r matrix with at least (s− r) eigenvalues equal
to 1. Furthermore, conditions Eqs. (25,26) and the norm of S0 + S1 are invariant under a
transformation M0,1 → WM0,1V , where W and V are arbitrary unitary matrices. We can
always choose W and V to bring M1 into a diagonal form such that the diagonal matrix
elements of M1 are non-negative and non-increasing. Thus we can assume without loss of
generality that
M1 =
[
D 0r×(s−r)
]
(30)
where
D = diag(d1, d2, . . . , dr), 1 = d1 = . . . = d(s−r) ≥ d(s−r+1) ≥ . . . ≥ dr ≥ 0. (31)
(If s = r the above equation should read 1 ≥ d1 ≥ d2 . . . ≥ dr ≥ 0.). Here and below 0t×q
denotes an all-zeros matrix of size t× q. It follows that M1M †1 = D2 and thus
S1 =
[
I(s−r) 0(s−r)×r
0r×(s−r) S˜1
]
, where S˜1 = xDˆ
2(Ir + (x− 1)Dˆ2)−1, (32)
and
Dˆ = diag(d(s−r+1), d(s−r+2), . . . , dr, 01×(s−r)). (33)
The above arguments also show that φ ∈ Cs is in the nuillspace of M0 iff φ has support on
basis vectors i with di = 1. Thus we can assume wlog that
M0 =
[
0r×(s−r) M
]
, (34)
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where M is some matrix of size r × r. Substituting Eqs. (30,34) into Eq. (25,26) yields
M †M = Ir − Dˆ2 (35)
and
MM † ≥ Ir −D2. (36)
Using the polar decomposition of M and Eq. (35) we obtain the parameterization M =
U(Ir − Dˆ2)1/2, where U is unitary. Then Eq. (36) is equivalent to U(Ir − Dˆ2)U † ≥ Ir −D2,
or
UDˆ2U † ≤ D2. (37)
Using the definition of S0 one gets
S0 =
[
0(s−r)×(s−r) 0(s−r)×r
0r×(s−r) S˜0
]
, where S˜0 = M
†(Ir + (x− 1)D2)−1M. (38)
Combining Eqs. (32,38), it suffices to show that ‖S˜0 + S˜1‖ ≤ 1. Using the chosen parame-
terization of M one gets
S˜0 = (Ir − Dˆ2)1/2(Ir + (x− 1)U †D2U)−1(Ir − Dˆ2)1/2. (39)
Now Eq. (37) implies U †D2U ≥ Dˆ2. Since f(y) = −1/y is an operator monotone function,
it follows that
(Ir + (x− 1)U †D2U)−1 ≤ (Ir + (x− 1)Dˆ2)−1, (40)
that is,
S˜0 + S˜1 ≤ (Ir − Dˆ2)(Ir + (x− 1)Dˆ2)−1 + xDˆ2(Ir + (x− 1)Dˆ2)−1 = I. (41)
This proves that ‖S˜0 + S˜1‖ ≤ 1 which implies ‖S0 + S1‖ = 1 and thus ‖Rn‖ ≤ 1.
Proof of Proposition 7. We first show that
G⊥n = A+ B, where A = Gn−2 ⊗ ψ and B = G⊥n−1 ⊗ C2. (42)
Note that the two tensor products in A and in B refer to two different partitions of the chain.
We use the following two general properties of the orthogonal complement (here W ,V are
subspaces of a Hilbert space)
(W + V)⊥ =W⊥ ∩ V⊥ (43)
(W ⊗V)⊥ =W⊥ ⊗ V +W ⊗V⊥ +W⊥ ⊗ V⊥. (44)
We have
Gn = (Gn−1 ⊗ C2) ∩ (Gn−2 ⊗ ψ⊥)
Applying Eqs. (43,44) gives
G⊥n = (Gn−1 ⊗ C2)⊥ + (Gn−2 ⊗ ψ⊥)⊥
= G⊥n−1 ⊗ C2 + G⊥n−2 ⊗ ψ⊥ + Gn−2 ⊗ ψ + G⊥n−2 ⊗ ψ
= A+ B
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where to get the last line we absorbed the second and fourth terms into the first, using the
fact that (Gn−2 ⊗ C2)⊥ ⊆ G⊥n−1.
Choose an arbitrary orthonormal basis
e1, e2, . . . , eq ∈ G⊥n−1, q = dim (G⊥n−1) (45)
From Eq. (42) one infers that G⊥n is spanned by
(eˆ1, . . . , eˆM) = (g1 ⊗ ψ, . . . , gr ⊗ ψ) ∪ (e1 ⊗ v0, . . . , eq ⊗ v0) ∪ (e1 ⊗ v1, . . . , eq ⊗ v1).
where v0, v1 are the Schmidt vectors of ψ as defined in Eq. (18).
We now show that the Gram matrix Γ defined by
Γp,q = 〈eˆp|eˆq〉
is invertible, which implies that eˆ1, . . . , eˆM are linearly independent. We note that Γ has the
following simple form
Γ =
 Ir B0 B1B†0 Iq 0
B†1 0 Iq
 (46)
where
(Bz)α,i = 〈gα ⊗ ψ|ei ⊗ vz〉 = √pz〈gα ⊗ wz|ei〉 z = 0, 1. (47)
Define B =
[
B0 B1
]
, X = BB†, and Y = B†B. Note that X and Y have the same
non-zero eigenvalues. Also note that Γ is invertible if none of these eigenvalues are equal to
1, since in this case
Γ−1 =
[
(Ir −X)−1 −B(I2q − Y )−1
−B†(Ir −X)−1 (I2q − Y )−1
]
. (48)
To show that Γ is invertible it therefore suffices to show that Ir − X is invertible. Using
Eqs. (24,47) and the identity I = Gn−1 +G⊥n−1 we get
1
p0
B0B
†
0 +M0M
†
0 = Ir and
1
p1
B1B
†
1 +M1M
†
1 = Ir.
So
Ir −X = Ir −B0B†0 −B1B†1 = p0M0M †0 + p1M1M †1 . (49)
To prove that Ir −X is invertible we show that this operator is positive definite:
p0M0M
†
0 + p1M1M
†
1 ≥ min (p0, p1)(M0M †0 +M1M †1) ≥ min (p0, p1)I > 0
where we used Eq. (26) and the fact that p0, p1 are both positive. This completes the proof
that Γ is invertible and establishes that eˆ1, . . . eˆM are linearly independent.
Since we have shown that eˆ1, . . . eˆM are a basis for G⊥n , we have
G⊥n =
M∑
p,q=1
(Γ−1)p,q|eˆp〉〈eˆq|. (50)
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Substituting Eqs. (50,48) into Rn ≡ Gn−1Trn(G⊥n )Gn−1 and noting that eˆα = gα⊗ψ with
α = 1, . . . , r are the only basis vectors of G⊥n which are not orthogonal to Gn−1 ⊗ C2, we
arrive at
Rn =
r∑
α,β=1
(Ir −X)−1α,β Gn−1 (|gα〉〈gβ| ⊗ Tr2|ψ〉〈ψ|))Gn−1.
Substituting Gn−1 =
∑s
i=1 |hi〉〈hi| and Tr2|ψ〉〈ψ| = p0|w0〉〈w0| + p1|w1〉〈w1| into the above
equation yields
〈hi|Rn|hj〉 =
r∑
α,β=1
(Ir −X)−1α,β (p0〈hi|gα ⊗ w0〉 · 〈gβ ⊗ w0|hj〉+ p1〈hi|gα ⊗ w1〉 · 〈gβ ⊗ w1|hj〉) .
Replacing the last two factors by matrix elements of M0,M1 defined in Eq. (24) and Ir −X
by Eq. (49) one arrives at Eq. (27).
5 Gapped phase
In this section we prove the second part of Theorem 1, namely
Gapped phase theorem. Suppose the eigenvalues of Tψ have different magnitudes or both
eigenvalues are equal to zero. Then the spectral gap of Hn(ψ) is lower bounded by a positive
constant independent of n.
Let us first consider the simple case when both eigenvalues of Tψ are equal to zero. Using
the canonical form of ψ established in Proposition 5 and Eq. (13) one can check that this
is possible only if |ψ〉 = (U ⊗ U)|1, 1〉 for some single-qubit unitary operator U . Thus the
Hamiltonian Hn(ψ) is a sum of pairwise commuting projectors and γ(ψ, n) ≥ 1 for all n
which proves the desired lower bound.
In the rest of this section we assume that the eigenvalues of Tψ have distinct magnitudes.
In this case the eigenvectors of Tψ must be linearly independent. Let us first introduce some
notation. Suppose S ⊆ [n] is a consecutive block of qubits. We shall write GS for the
projector onto the ground space of the truncated Hamiltonian∑
{i,i+1}⊆S
|ψ〉〈ψ|i,i+1
obtained from Hn(ψ) by retaining only the terms fully contained in S. The projector GS
acts trivially on all qubits in the complement of S. Note that Gn = GS in the case where S
is the entire chain.
Our starting point is a general lower bound on the gap of 1D frustration-free Hamiltonians
due to Nachtergaele [23]. Specializing Theorem 3 of Ref. [23] to our case one gets the following
lemma.
Lemma 3 (Nachtergaele [23]). Suppose there exists an integer r ≥ 1 and a real number
 < (r+1)−1/2 such that for all large enough n and for the partition [n] = ABC with |B| = r
and |C| = 1 one has ‖GABC −GABGBC‖ ≤ . Then
γ(ψ, n) ≥ γ(ψ, r + 1)
r + 1
(
1− (r + 1)1/2)2 (51)
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for all large enough n.
Note that the right-hand side of Eq. (51) is a positive constant independent of n. Thus
Lemma 3 reduces the problem of lower bounding the spectral gap of Hn(ψ) to that of upper
bounding the quantity ‖GABC −GABGBC‖. Our main technical result is an upper bound on
this quantity that decays exponentially with the size of B.
Theorem 2. Let µ1, µ2 be the eigenvalues of Tψ such that |µ1| < |µ2|. Define λ = µ2/µ1.
Let c be the inner product between the normalized eigenvectors of Tψ. Consider any partition
[n] = ABC such that |B| = r. Then
‖GABC −GABGBC‖ ≤ O
(
r1/2|λ|−r/8)+O (|c|r/8) , (52)
where the constant coefficients in O(·) depend only on the forbidden state ψ. If µ1 = 0 then
(52) holds with a formal replacement λ =∞ which sets the first term to zero.
Note that |c| < 1 since the eigenvectors of Tψ are linearly independent. Furthermore,
since |λ| > 1, the right-hand side of Eq. (52) is an exponentially decaying function of r.
Therefore we can choose a constant r depending only on the forbidden state ψ such that
‖GABC −GABGBC‖ ≤  ≡ 1
2(r + 1)1/2
for all n > r. Substituting this into Lemma 3 one gets
γ(ψ, n) ≥ γ(ψ, r + 1)
4(r + 1)
for all large enough n which proves the gapped phase theorem.
In the rest of this section we prove Theorem 2. We shall first consider the case where ψ
is an entangled state (µ1 6= 0). The main technical difficulty we had to overcome is a lack
of explicit formulas for the projectors GABC , GAB, and GBC . At a high level, our approach
is to develop a set of identities relating the global ground space projector such as GABC and
the local ones such as GA or GAB. These identities hold with a small error controlled by
the size of the regions. Our proof of the theorem uses three identities of this type which
are stated as “Region Exclusion” lemmas in Section 5.2. We use the Region Exclusion
lemmas to decompose the operator GABC −GABGBC in Eq. (52) into a sum of several terms
and to show that the norm of each term is exponentially small in r, see Section 5.3. The
proof of the Region Exclusion lemmas combines two ingredients: monotonicity of the ground
space projectors under the partial trace (established in Section 4) and the fact that certain
correlation functions in the ground space decay exponentially (established in Section 5.1).
In Section 5.4 we consider the case where ψ is a product state (µ1 = 0). In this case the
orthonormal basis for the ground space constructed in Section 2.1 gives an explicit formula
for the ground space projector. We use this formula to establish the Region Exclusion lemmas
(for the µ1 = 0 case) in a more direct way. The corresponding special case of the theorem
then follows from the Region Exclusion identities.
Before proceeding, let us establish some notation and conventions. Recall that a local
unitary transformation ψ → (U ⊗ U)ψ preserves eigenvalues of Hn(ψ) and maps Tψ to
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(detU)−1 ·UTψU †, see Section 3. We shall choose the unitary U to fix one of the eigenvectors
of Tψ. Specifically, in the rest of this section we shall assume that
Tψ|0〉 = µ1|0〉 and Tψ|v〉 = µ2|v〉 (53)
for some state
|v〉 = c|0〉+ s|1〉, where |c|2 + s2 = 1 and s > 0.
Note that c is the inner product between the eigenvectors of Tψ, as defined in the statement
of Theorem 2. It will also be convenient to define a state
|v⊥〉 = s|0〉 − c∗|1〉.
Given a set of qubits S and a single-qubit state |θ〉 we shall write |θ〉S for the product state
|θ〉⊗|S|. We shall write |θ〉〈θ|S for the projector onto this state and |θ〉〈θ|⊥S = IS − |θ〉〈θ|S.
5.1 Correlation functions
In this section we show that certain ground space correlation functions decay exponentially.
Specifically, define
τ(i, j, n) = Tr
(
Gn|1〉〈1|i ⊗ |v⊥〉〈v⊥|j
)
, (54)
and
τ(n) = Tr
(
Gn|v⊥〉〈v⊥|n
)
(55)
where 1 ≤ i < j ≤ n. For notational convenience we have suppressed the dependence of
these functions on the forbidden state ψ. Our main result in this section is as follows.
Lemma 4. The sequence {τ(n)}n≥2 is monotonically increasing and has a finite limit τ(∞)
such that
0 ≤ τ(∞)− τ(n) ≤ O (n|λ|−2n) for all n ≥ 2. (56)
Furthermore,
τ(i, j, n) ≤ O ((j − i) · |λ|−2(j−i)) for all 1 ≤ i < j ≤ n. (57)
Here the constant coefficients in O(·) depend only on the forbidden state ψ.
Proof. Let us define yet another correlation function
σ(i, j, n) = max
φ∈Gn
〈φ| (|1〉〈1|i ⊗ |v⊥〉〈v⊥|j) |φ〉, (58)
where the maximum is over normalized ground states, that is, ‖φ‖ = 1.
Proposition 9.
σ(i, j, n) ≤ |λ|−2(j−i) s
2
1− |c| (59)
for 1 ≤ i < j ≤ n.
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Proof. Define
|ψr〉 = |v⊥1〉 − (λ∗)r|1v⊥〉
Using Eq. (53) we see that 〈1|Tψ = µ2〈1| and 〈v⊥|Tψ = µ1〈v⊥|. Therefore
〈ψr|(I ⊗ T rψ) ∼ µr2〈v⊥1| − (λµ1)r〈1v⊥| ∼ 〈v⊥1| − 〈1v⊥| ∼ 〈|, (60)
where |〉 = |0, 1〉 − |1, 0〉 (recall that ∼ means proportional to). Comparing Eq. (7) and
Eq. (60) one infers that ψ1 is the forbidden state, that is, ψ ∼ ψ1.
Let φ ∈ Gn be a normalized state (i.e., ‖φ‖ = 1) for which the maximum in Eq. (58) is
achieved, so
σ(i, j, n) = 〈φ| (|1〉〈1|i ⊗ |v⊥〉〈v⊥|j) |φ〉.
Since φ ∈ Gn, by Proposition 2 it can be written |φ〉 = I ⊗ Tψ ⊗ T 2ψ . . .⊗ T n−1ψ |χ〉 where |χ〉
belongs to the symmetric subspace. Using this fact and Eq. (60) we see that
i,j〈ψj−i|φ〉 = 0 (61)
for all integers 1 ≤ i < j ≤ n. Writing
|φ〉 = |0〉i|φi0〉[n]\i + |v〉i|φi1〉[n]\i
and substituting this into Eq. (61) one gets
s
(
j〈1|φi0〉 − λj−ij〈v⊥|φi1〉
)
= 0
which implies
〈φi1|
(|v⊥〉〈v⊥|j) |φi1〉 = 1|λ|2(j−i) 〈φi0| (|1〉〈1|j) |φi0〉. (62)
Using the fact that |φ〉 is normalized we have
1 = 〈φ|φ〉 = 〈φi0|φi0〉+ 〈φi1|φi1〉+ 2Re
(
c〈φi0|φi1〉
)
. (63)
We upper bound the magnitude of the third term using the Cauchy-Schwarz and the arith-
metic/geometric mean inequality:∣∣c〈φi0|φi1〉∣∣ ≤ |c|√〈φi0|φi0〉〈φi1|φi1〉 ≤ |c|2 (〈φi0|φi0〉+ 〈φi1|φi1〉) .
Substituting this into Eq. (63) yields
1 ≥ (1− |c|) (〈φi0|φi0〉+ 〈φi1|φi1〉) ≥ (1− |c|) 〈φi0|φi0〉
and hence 〈φi0|φi0〉 ≤ 11−|c| . Using this fact and Eq. (62) we obtain
〈φi1|
(|v⊥〉〈v⊥|j) |φi1〉 ≤ |λ|−2(j−i)1− |c|
and thus
σ(i, j, n) = 〈φ| (|1〉〈1|i ⊗ |v⊥〉〈v⊥|j) |φ〉 = s2〈φi1| (|v⊥〉〈v⊥|j) |φi1〉 ≤ |λ|−2(j−i) s21− |c| .
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Now we are ready to prove Eq. (56). First, applying the Monotonicity Lemma (Lemma 2)
to the left-right flipped chain yields Tr1(Gn) ≥ Gn−1. Therefore
τ(n) = Tr
(
Tr1(Gn)|v⊥〉〈v⊥|n−1
) ≥ Tr(Gn−1|v⊥〉〈v⊥|n−1) = τ(n− 1),
that is, τ(n) is monotonically increasing.
Inserting the identity decomposition I = |0〉〈0|+ |1〉〈1| on the first qubit in Eq. (55) one
gets
τ(n) = Tr(Gn|1〉〈1|1 ⊗ |v⊥〉〈v⊥|n) + Tr(Gn|0〉〈0|1 ⊗ |v⊥〉〈v⊥|n). (64)
The first term in Eq. (64) is upper bounded by (n + 1)σ(1, n, n) since we can decompose
Gn =
∑n
a=0 |ga〉〈ga| using some orthonormal basis {ga} of Gn and use the fact that
〈ga|(|1〉〈1|1 ⊗ |v⊥〉〈v⊥|n)|ga〉 ≤ σ(1, n, n)
for each individual state ga. The second term in Eq. (64) is upper bounded by τ(n − 1),
which follows from Gn ≤ I ⊗Gn−1. Thus
τ(n) ≤ (n+ 1)σ(1, n, n) + τ(n− 1).
Proposition 9 implies σ(1, n, n) = O(|λ|−2n), that is,
0 ≤ τ(n)− τ(n− 1) ≤ O(n|λ|−2n).
This shows that τ(n) has a finite limit τ(∞) at n → ∞. Summing up the series produces
the desired bound Eq. (56).
The proof of Eq. (57) follows a similar strategy. First consider the case i = 1, j = n. The
same argument used above shows that
τ(1, n, n) ≤ (n+ 1)σ(1, n, n) = O(n|λ|−2n). (65)
Next suppose i ≥ 2 and j = n. Inserting the identity decomposition I = |0〉〈0| + |1〉〈1|
on the first qubit, using the fact that Gn ≤ I ⊗Gn−1, and noting that |1〉〈1|i ≤ I, one gets
τ(i, n, n) ≤ τ(i− 1, n− 1, n− 1) + Tr(Gn|1〉〈1|1 ⊗ |1〉〈1|i ⊗ |v⊥〉〈v⊥|n)
≤ τ(i− 1, n− 1, n− 1) + τ(1, n, n). (66)
This shows that
τ(i, n, n) ≤
n∑
k=n−i+1
τ(1, k, k). (67)
Substituting Eq. (65) into this bound and summing up the series, we get
τ(i, n, n) ≤ O ((n− i)|λ|−2(n−i)) for all i = 1, . . . , n− 1. (68)
(Here we included the case i = 1 which was handled in Eq. (65)).
Finally, consider the case j ≤ n − 1. Inserting the identity decomposition I = |v〉〈v| +
|v⊥〉〈v⊥| on the n-th qubit, using the fact that Gn ≤ Gn−1⊗I, and noting that |v⊥〉〈v⊥|j ≤ I,
one gets
τ(i, j, n) ≤ τ(i, j, n− 1) + Tr(Gn|1〉〈1|i ⊗ |v⊥〉〈v⊥|j ⊗ |v⊥〉〈v⊥|n) ≤ τ(i, j, n− 1) + τ(i, n, n).
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This shows that
τ(i, j, n) ≤
n∑
m=j
τ(i,m,m). (69)
Combining this with Eq. (67) leads to the desired bound Eq. (57).
5.2 Region exclusion lemmas
To perform manipulations with ground space projectors that involve several regions we now
prove three region exclusion lemmas. These lemmas allow one to exclude one of the regions
from certain operators built from ground space projectors.
The first region exclusion lemma states that GABC |v〉〈v|BC ≈ GAB ⊗ IC |v〉〈v|BC .
Region Exclusion Lemma 5. Let [n] = ABC with |B| = j. Then
‖(GABC −GAB ⊗ IC) |v〉〈v|BC‖2 ≤ O(|c|j) +O(j|λ|−j)
Here the constant coefficients in O(·) depend only on the forbidden state ψ.
Proof. Define P ≡ GABC and Q ≡ GAB ⊗ IC . Using the fact that PQ = QP = P one can
write the quantity we wish to bound as
‖(P −Q) |v〉〈v|BC‖2 ≤ TrA〈vBC |(P −Q)2|vBC〉 = Tr(Q|v〉〈v|BC)− Tr(P |v〉〈v|BC). (70)
Define
θ(n, r) = Tr(Gn · In−r ⊗ |v〉〈v|⊗r). (71)
One can rewrite Eq. (70) as
‖(P −Q) |v〉〈v|BC‖2 ≤ θ(i+ j, j)− θ(i+ j + k, j + k), (72)
where i = |A|, j = |B|, and k = |C|. Representing |v〉〈v| = I − |v⊥〉〈v⊥| on the last qubit in
Eq. (71) and using the monotonicity property Trn(Gn) ≥ Gn−1 from Lemma 2 one gets
θ(n, r) ≥ θ(n− 1, r − 1)− ξ(n, r − 1), (73)
where
ξ(n, r) ≡ Tr(Gn · In−r−1 ⊗ |v〉〈v|⊗r ⊗ |v⊥〉〈v⊥|). (74)
From Eq. (73) we get
θ(i+ j, j) ≤ θ(i+ j + k, j + k) +
j+k−1∑
r=j
ξ(i+ r + 1, r)
and plugging into Eq. (72) gives
‖(P −Q) |v〉〈v|BC‖2 ≤
j+k−1∑
r=j
ξ(i+ r + 1, r). (75)
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To complete the proof we now show that ξ(n, r) has an upper bound which is exponen-
tially small in r and does not depend on n. Partition the chain as [n] = A′B′B′′C ′, where
|C ′| = 1, |B′| = br/2c, |B′′| = dr/2e, and |A′| = n− 1− r. Using the fact that |v〉〈v|B′′ ≤ I
we get
ξ(n, r) ≤ 〈vB′ |LB′|vB′〉, where LB′ ≡ TrA′B′′C′(Gn|v⊥〉〈v⊥|C′). (76)
Using the second part of Lemma 4 we have
Tr(LB′|1〉〈1|m) = τ(m,n, n) = O((n−m)|λ|−2(n−m)) for any m ∈ B′. (77)
Note that n−m ≥ r/2 for any m ∈ B′. Let |0〉〈0|⊥B′ = I − |0〉〈0|B′ . It follows that
Tr(LB′ |0〉〈0|⊥B′) ≤
∑
m∈B′
Tr(LB′|1〉〈1|m) ≤ O(1)
n−r/2∑
m=n−r
(n−m)|λ|−2|n−m| = O(r|λ|−r). (78)
Thus LB′ has almost all its weight on the basis vector |0B′〉 and an exponentially small weight
O(r|λ|−r) on the space orthogonal to |0B′〉. Furthermore, the first part of Lemma 4 implies
that Tr(LB′) = τ(n) = τ(∞)−O(n|λ|−2n). Combining this fact and Eq. (78) results in
LB′ = τ(∞)|0〉〈0|B′ + E where ‖E‖ ≤ O(r|λ|−r). (79)
Therefore
ξ(n, r) ≤ 〈vB′ |LB′ |vB′〉 = τ(∞)|〈0|v〉|2|B′| +O(r|λ|−r) ≤ τ(∞)|c|(r−2) +O(r|λ|−r). (80)
Finally, substituting this into Eq. (75) gives
‖(P −Q) |v〉〈v|BC‖2 ≤
j+k−1∑
r=j
ξ(i+ r+ 1, r) ≤
∞∑
r=j
ξ(i+ r+ 1, r) ≤ O(|c|j) +O(j|λ|−j). (81)
The second region exclusion lemma concerns the operator GABCD|v〉〈v|⊥C (recall that
|v〉〈v|⊥C = I − |v〉〈v|C).
Region Exclusion Lemma 6. Consider any partition [n] = ABCD with |B| = j. Then
‖ (GABCD − |0〉〈0|A ⊗GBCD) |v〉〈v|⊥C‖2 ≤ O(j|λ|−2j).
Here the constant coefficient in O(·) depends only on the forbidden state ψ.
Proof. For brevity denote P ≡ GABCD and Q ≡ |0〉〈0|A ⊗GBCD. Then
‖(P −Q)|v〉〈v|⊥C‖2 ≤ Tr
(
(P −Q)2|v〉〈v|⊥C
)
.
Taking into account that GABCDGBCD = GABCD gives
‖(P −Q)|v〉〈v|⊥C‖2 ≤ Tr
(
P |v〉〈v|⊥C
)
+ Tr
(
Q|v〉〈v|⊥C
)− 2Tr(P |0〉〈0|A ⊗ |v〉〈v|⊥C).
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Substituting |0〉〈0|A = I − |0〉〈0|⊥A in the last term results in
‖(P −Q)|v〉〈v|⊥C‖2 ≤ Tr
(
Q|v〉〈v|⊥C
)− Tr(P |v〉〈v|⊥C)+ 2Tr(P |0〉〈0|⊥A ⊗ |v〉〈v|⊥C).
Applying the Monotonicity Lemma (Lemma 2) one gets TrA(GABCD) ≥ GBCD. This shows
that
Tr
(
Q|v〉〈v|⊥C
)− Tr(P |v〉〈v|⊥C) = Tr(GBCD|v〉〈v|⊥C)− Tr(GABCD|v〉〈v|⊥C) ≤ 0
and therefore
‖(P −Q)|v〉〈v|⊥C‖2 ≤ 2Tr
(
P |0〉〈0|⊥A ⊗ |v〉〈v|⊥C
) ≤ 2∑
m∈A
∑
m′∈C
Tr
(
GABCD|1〉〈1|m ⊗ |v⊥〉〈v⊥|m′
)
.
One can recognize the last term as the correlation function τ(m,m′, n) defined in Section 5.1.
Using the second part of Lemma 4 one gets
‖(P−Q)|v〉〈v|⊥C‖2 ≤
∑
m∈A
∑
m′∈C
O
(
(m′ −m)|λ|−2(m′−m)
)
≤ O(1)·
∞∑
r=j
r(r−j)|λ|−2r = O(j|λ|−2j).
Here we denoted r = m′ −m so that r ≥ |B| = j. We also used the fact that the number of
pairs (m,m′) with m ∈ A and m′ ∈ C such that m′ −m = r is at most r − |B| = r − j.
The third and final region exclusion lemma involves operators built from the ground
space projectors as follows. Given any bipartition [n] = AB, where A and B are consecutive
blocks of qubits, define
GA>B ≡ GA ⊗ |v〉〈v|B −GAB and GA<B ≡ |0〉〈0|A ⊗GB −GAB.
Region Exclusion Lemma 7. Consider any partition [n] = ABC with |B| = j. Then
‖GAB>C − |0〉〈0|A ⊗GB>C‖ ≤ O
(
j1/2|λ|−j/4)+O (|c|j/4) . (82)
and
‖GA<BC −GA<B ⊗ |v〉〈v|C‖ ≤ O
(
j1/2|λ|−j/4)+O (|c|j/4) . (83)
Here the constant coefficients in O(·) depend only on the forbidden state ψ.
Proof. We first show that the bound Eq. (83) follows from Eq. (82) and thus it suffices
to prove the latter. To see this, consider horizontally flipping the chain so that the vertices
previously labeled 1, 2, . . . , n are now n, n−1, . . . , 1. The new forbidden state is ψ′ = SWAPψ
where SWAP is the unitary transformation which interchanges the two qubits. The new
matrix Tψ′ is proportional to T
−1
ψ . From this we see that |0′〉 = |v〉 and |v′〉 = |0〉, and that
λ′ = λ. Using these facts we can see that Eq. (83) is just Eq. (82) applied to the left-right
flipped chain.
It remains to prove Eq. (82). Let φ be any normalized state of ABC such that
‖GAB>C − |0〉〈0|A ⊗GB>C‖ = ‖(GAB>C − |0〉〈0|A ⊗GB>C)φ‖. (84)
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Partition the region B as B = B′B′′, where |B′| = bj/2c and |B′′| = dj/2e. Define states
φ− = |v〉〈v|⊥C · φ, φ−+ = |v〉〈v|⊥B′′ ⊗ |v〉〈v|C · φ, φ++ = |v〉〈v|B′′ ⊗ |v〉〈v|C · φ.
One can easily check that the above states are pairwise orthogonal,
φ = φ− + φ−+ + φ++ and 1 = ‖φ‖2 = ‖φ−‖2 + ‖φ−+‖2 + ‖φ++‖2.
We shall bound the contributions to the right-hand side of Eq. (84) coming from φ−, φ−+,
and φ++ separately.
Let us start with φ−. Using the definitions of GAB>C and GB>C one gets
GAB>C · φ− = −GABC · φ− and |0〉〈0|A ⊗GB>C · φ− = −|0〉〈0|A ⊗GBC · φ−.
Since φ− = |v〉〈v|⊥C · φ− and ‖φ−‖ ≤ 1, this results in
‖(GAB>C − |0〉〈0|A ⊗GB>C)φ−‖ ≤ ‖(GABC − |0〉〈0|A ⊗GBC)|v〉〈v|⊥C‖ ≤ O(j1/2|λ|−j). (85)
Here the last inequality follows from Lemma 6, where we set D = ∅.
Next let us consider φ−+. Using the definitions of GAB>C and GB>C one gets
GAB>C ·φ−+ = (GAB−GABC)·φ−+ and |0〉〈0|A⊗GB>C ·φ−+ = |0〉〈0|A⊗(GB−GBC)·φ−+.
It follows that
‖(GAB>C − |0〉〈0|A ⊗GB>C)φ−+‖ ≤ ‖(GAB′B′′ − |0〉〈0|A ⊗GB′B′′)|v〉〈v|⊥B′′‖
+‖(GAB′B′′C − |0〉〈0|A ⊗GB′B′′C)|v〉〈v|⊥B′′‖ (86)
We can bound both terms in the right-hand side of the above equations using Lemma 6. One
should choose the four regions in the statement of Lemma 6 as (A,B,C,D) = (A,B′, B′′, ∅)
for the first term and (A,B,C,D) = (A,B′, B′′, C) for the second term. This results in
‖(GAB>C − |0〉〈0|A ⊗GB>C)φ−+‖ ≤ O(j1/2|λ|−j/2) +O(j1/2|λ|−j/2) = O(j1/2|λ|−j/2). (87)
Finally, let us consider φ++. We have
GAB>C ·φ++ = (GAB−GABC)·φ++ and |0〉〈0|A⊗GB>C ·φ++ = |0〉〈0|A⊗(GB−GBC)·φ++.
It follows that
‖GAB>C · φ++‖ ≤ ‖(G(AB′)B′′C −G(AB′)B′′)|v〉〈v|B′′C‖ ≤ O
(
j1/2|λ|−j/4)+O (|c|j/4) . (88)
Here we applied Lemma 5 choosing the regions in the statement of the lemma as (A,B,C) =
(AB′, B′′, C). Likewise,
‖|0〉〈0|A ⊗GB>C · φ++‖ ≤ ‖(GBC −GB) · φ++‖ ≤ ‖(GB′B′′C −GB′B′′)|v〉〈v|B′′C‖
≤ O (j1/2|λ|−j/4)+O (|c|j/4) . (89)
Here we applied Lemma 5 choosing the regions in the statement of the lemma as (A,B,C) =
(B′, B′′, C). Substituting Eqs. (85,87,89) into Eq. (84) and using the triangle inequality one
arrives at the desired bound Eq. (82).
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5.3 Proof of the gapped phase theorem
Let us now prove Theorem 2 for the case where ψ is entangled, that is, µ1 6= 0. In Section 5.4
we will see how to modify this proof to handle the product state case µ1 = 0.
Partition region B as B = B′B′′, where |B′| = br/2c, |B′′| = dr/2e. First we note that
GABGBC −GABC = (GAB −GABC)GBC (90)
and
GAB −GABC = GAB ⊗ |v〉〈v|C +GAB ⊗ |v〉〈v|⊥C −GABC = GAB>C +GAB ⊗ |v〉〈v|⊥C .
Here we used the notation from Lemma 7. Applying Lemma 7 to exclude region A from
GAB>C one gets
GAB −GABC = |0〉〈0|A ⊗GB>C +GAB ⊗ |v〉〈v|⊥C + r (91)
where r denotes some operator such that
‖r‖ ≤ O
(
r1/2|λ|−r/4)+O (|c|r/4) .
Substituting the identity
GB>C = GB ⊗ |v〉〈v|C −GBC = (GB −GBC)−GB ⊗ |v〉〈v|⊥C
one gets
GAB −GABC = |0〉〈0|A ⊗ (GB −GBC) + (GAB − |0〉〈0|A ⊗GB)⊗ |v〉〈v|⊥C + r
= |0〉〈0|A ⊗ (GB −GBC)−GA<B′B′′ ⊗ |v〉〈v|⊥C + r. (92)
Applying Lemma 7 to exclude region B′′ from GA<B′B′′ one gets
GAB −GABC = |0〉〈0|A ⊗ (GB −GBC)−GA<B′ ⊗ |v〉〈v|B′′ ⊗ |v〉〈v|⊥C + r/2 + r. (93)
Using (GB −GBC)GBC = 0, ‖GA<B′‖ ≤ 2, and GBC = GB′′CGBC , one arrives at
‖(GAB −GABC)GBC‖ ≤ 2‖(|v〉〈v|B′′ ⊗ |v〉〈v|⊥C)GB′′C‖+ ‖r/2‖+ ‖r‖. (94)
Finally, partition B′′ = B′′1B
′′
2 with |B′′1 | = b |B′′| c and |B′′2 | = d |B′′| e (so that each part
has size ≈ r/4). Denote
δr/4 = |v〉〈v|⊥C(GB′′C − |0〉〈0|B′′1 ⊗GB′′2C).
Applying Lemma 6 where the four regions are chosen as (A,B,C,D) = (B′′1 , B
′′
2 , C, ∅) one
concludes that
‖δr/4‖ ≤ O
(
r1/2|λ|−r/4) . (95)
Replacing GB′′C in Eq. (94) by |0〉〈0|B′′1 ⊗GB′′2C and using Eq. (95) results in
‖(GAB −GABC)GBC‖ ≤ 2‖ |v〉〈v|B′′ · |0〉〈0|B′′1 ‖+ 2‖δr/4‖+ ‖r/2‖+ ‖r‖
≤ 2|〈v|0〉||B′′1 | +O (r1/2|λ|−r/8)+O (|c|r/8)
≤ O (r1/2|λ|−r/8)+O (|c|r/8) . (96)
This completes the proof of Theorem 2 for the case when ψ is an entangled state.
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5.4 Specializing to product states
Finally consider the case µ1 = 0. This implies that det(Tψ) = 0, that is, ψ is a product state.
Using the notation from Section 2.1 write
|ψ〉 = |1v⊥〉, |v〉 = c|0〉+ s|1〉, |v⊥〉 = s|0〉 − c∗|1〉,
where |c|2 + s2 = 1. Here s 6= 0 which follows from the fact that µ2 6= 0. It is also easily
checked that |0〉 and |v〉 are eigenvectors of Tψ corresponding to eigenvalues µ1 = 0, µ2 = −s
respectively.
We now show that the region exclusion identities presented in Lemmas 5,6,7 (for the
case of entangled ψ) become exact equalities. Indeed, as was shown in Section 2.1, the
ground space of Hn(ψ) has an orthonormal basis g0, . . . , gn, where |g0〉 = |v⊗n〉 and |gi〉 =
|0i−1v⊥vn−i〉 for i ≥ 1. Thus
Gn =
n∑
i=0
|gi〉〈gi|, (97)
We start with Lemma 6. Let [n] = ABCD be an arbitrary partition such that B and C
are non-empty. We have to prove that
(GABCD − |0〉〈0|A ⊗GBCD) · |v〉〈v|⊥C = 0. (98)
Note that |v〉〈v|j · |gi〉 = |gi〉 for all i < j ≤ n. This implies
|gi〉〈gi| · |v〉〈v|⊥C = |gi〉〈gi| · |v〉〈v|C · |v〉〈v|⊥C = 0 for all i ∈ AB.
Substituting Eq. (97) for GABCD and using the above identity yields
GABCD · |v〉〈v|⊥C =
∑
i∈CD
|gi〉〈gi| · |v〉〈v|⊥C = |0〉〈0|A ⊗GBCD · |v〉〈v|⊥C
since |gi〉 = |0〉A ⊗ |gi−|A|〉BCD for all i ∈ CD. This is equivalent to Eq. (98).
Next consider Lemma 5. Let [n] = ABC be any partition such that B is non-empty. We
have to prove that
(GABC −GAB ⊗ IC) · |v〉〈v|BC = 0. (99)
Note that for any i ∈ A one has
|gi〉〈gi| = |gi〉〈gi|A ⊗ |v〉〈v|BC and |gi〉〈gi|AB = |gi〉〈gi|A ⊗ |v〉〈v|B.
On the other hand, |gi〉〈gi| · |v〉〈v|BC = 0 for any i ∈ BC. Therefore
GABC · |v〉〈v|BC =
∑
i∈A∪{0}
|gi〉〈gi| · |v〉〈v|BC =
∑
i∈A∪{0}
|gi〉〈gi|A ⊗ |v〉〈v|BC
Likewise, |gi〉〈gi|AB · |v〉〈v|BC = 0 for any i ∈ B. Therefore
(GAB ⊗ IC) · |v〉〈v|BC =
∑
i∈A∪{0}
|gi〉〈gi|AB · |v〉〈v|BC =
∑
i∈A∪{0}
|gi〉〈gi|A ⊗ |v〉〈v|BC .
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Comparing the last two identities one arrives at Eq. (99).
Finally, note that the proof of Lemma 7 only uses Lemmas 5,6, and the fact that Eq. (83)
is equivalent to Eq. (82) applied to the left-right flipped chain. In the proof of Lemma 7
we use the fact that Tψ is invertible to establish this latter fact. In the case at hand Tψ is
not invertible but since |ψ〉 = |1v⊥〉 we immediately see that Eq. (83) is just the left-right
flipped version of Eq. (82). So both inequalities in Lemma 7 become exact equalities.
The proof of Theorem 2 from Section 5.3 uses the Region Exclusion lemmas to establish
the result. Since we have shown that each of these lemmas holds (with exact equality) for
product states ψ, we see that the proof of Theorem 2 also applies in this case if one formally
sets λ =∞ in all error terms.
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Appendix
Qubit chains with higher rank projectors
In the main body of the paper we considered qubit chains where Π is rank-1 and Hn(Π),
defined in Eq. (4), is guaranteed to be frustration-free. Here we consider qubit chains where
Π is rank-2 or rank-3 and we determine which projectors Π correspond to frustration-free
chains. For each frustration-free chain we determine if the system is gapped or gapless. We
say that Hn(Π) is gapped if its spectral gap, denoted γ(Π, n), is lower bounded by a positive
constant independent of n (otherwise it is gapless). We shall write Gn for the null space of
Hn(Π) and Gn for the projector onto this space.
The case where Π is rank-3 is trivial, so we consider it first. In this case there is a unique
two-qubit state |χ〉 in the null space of Π. If Hn(Π) is frustration-free then there exists
an n-qubit state ψ with reduced state on each pair of consecutive qubits i, i + 1 supported
entirely on χ. It follows that the rank-3 chain is frustration-free if and only if χ = θ ⊗ θ for
some single-qubit state θ. Thus Π = I−|θ〉〈θ|⊗2 and Hn(Π) is a sum of pairwise commuting
projectors. This shows that Hn(Π) has unique ground state |θ〉⊗n, and its eigenvalue gap is
equal to 1, for all n ≥ 2.
The rank-2 case is slightly more interesting. There is a trivial case where Π is a 1-local
projector, i.e., Π = P ⊗ I or Π = I⊗P ; in that case γ(Π, n) = 1 for all n ≥ 2. The following
theorem handles all other cases.
Theorem 3. Suppose Π is a two-qubit, rank-2 projector which cannot be written as I ⊗ P
or P ⊗ I for some projector P . Then the dimension of the null space of Hn(Π) satisfies
dim(Gn) = dim(G4) ∈ {0, 1, 2} for all n ≥ 4. Moreover, exactly one of the following holds:
1. G4 = span{|αααα〉} for some single-qubit state α.
2. G4 = span{|αααα〉, |ββββ〉} for some linearly independent single-qubit states α, β.
3. G4 = span{|αβαβ〉, |βαβα〉} for some linearly independent single-qubit states α, β.
4. G4 = span{|αααα〉, |α⊥ααα〉 + f |αα⊥αα〉 + f 2|ααα⊥α〉 + f 3|αααα⊥〉} for some or-
thonormal single-qubit states α, α⊥ and non-zero f ∈ C.
5. G4 is empty.
In cases 1, 2, 3, and 4, the Hamiltonian Hn(Π) is frustration-free for all n ≥ 2, whereas
in case 5 it is frustrated for n ≥ 4. Hn(Π) is gapped in cases 1, 2, and 3, and it is gapped
in case 4 if |f | 6= 1. If |f | = 1 in case 4 then the Hamiltonian is gapless, with spectral gap
upper bounded as γ(Π, n) ≤ (1− cos(pi/n)).
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To establish lower bounds on spectral gaps we shall use Nachtergaele’s criterion [23].
Recall that Lemma 3 states this criterion for the case where Π is rank-1. More generally
if Hn(Π) is frustration-free for n ≥ 2 then the same bound holds for its spectral gap (with
γ(ψ, n) and γ(ψ, r+ 1) replaced by γ(Π, n) and γ(Π, r+ 1) in the statement of the Lemma).
For our purposes it will be sufficient to use the following weaker version of the bound.
Lemma 5. Suppose Hn(Π) is frustration-free for n ≥ 2. Let [n] = ABC with |C| = 1,
|B| = r, and |A| = n− r − 1. Suppose there exist constants 0 ≤ δ < 1 and K > 0 such that
for all sufficiently large n we have ‖GABC −GABGBC‖ ≤ Kδr. Then Hn(Π) is gapped.
Proof. We can always choose r so that Kδr ≤ 1
2
√
r+1
. Plugging this choice into Nachtergaele’s
bound with  = 1
2
√
r+1
we obtain γ(Π, n) ≥ γ(Π, r + 1)(4r + 4)−1.
Proof of Theorem 3. We first establish that the range of Π is spanned by two linearly
independent states φ, ψ which are both entangled. It is easy to check that the only two
dimensional subspaces of C2 ⊗C2 which contain only product states are of the form χ⊗C2
or C2 ⊗ χ for some single qubit state χ. By the hypothesis of the theorem Π cannot be
written as I ⊗ P or P ⊗ I, which implies range(Π) does not have this form; thus it contains
at least one entangled state φ. Let ν ∈ range(Π) be linearly independent from φ. It is easy
to see that we can always choose ψ = φ+ zν for some nonzero z ∈ C so that ψ is entangled.
So range(Π) = span{φ, ψ} where ψ, φ are both entangled (equivalently, Tφ and Tψ are
both invertible). Furthermore, an n-qubit state χ is in the null space of Hn(Π) if and only
if it is in the null space of |ψ〉〈ψ|i,i+1 and |φ〉〈φ|i,i+1 for all i = 1, . . . , n− 1.
To complete the proof we now suppose that G4 is nonempty and we consider two cases
depending on whether or not T−1φ Tψ has two linearly independent eigenvectors. The theorem
follows directly from the following propositions which handle the two cases.
Proposition 10. Suppose Π is a two-qubit projector such that range(Π) = span{φ, ψ} where
ψ, φ are both entangled. Suppose that T−1φ Tψ has linearly independent eigenvectors {α, β} and
that G4 is nonempty. Then one of the cases 1,2, or 3 from Theorem 3 occurs. Moreover,
Hn(Π) is frustration-free for all n ≥ 2 and it is gapped. Its ground space dimension satisfies
dim(Gn) = dim(G4) for all n ≥ 4.
Proposition 11. Suppose Π is a two-qubit projector such that range(Π) = span{φ, ψ} where
ψ, φ are both entangled. Suppose that T−1φ Tψ has only one linearly independent eigenvector
{α} and that G4 is nonempty. Then case 4 from Theorem 3 occurs. Moreover, Hn(Π) is
frustration-free and has ground space dimension equal to 2 for all n ≥ 2. It is gapped if and
only if |f | 6= 1; if |f | = 1 then γ(Π, n) ≤ (1− cos(pi/n)).
In the remainder of this section we prove Propositions 10 and 11.
Proof of Proposition 10 We first establish that G2 is spanned by 1 ⊗ Tψ|α〉|α〉 and 1 ⊗
Tψ|β〉|β〉. These states are linearly independent (since α, β are). Since G2 is 2-dimensional
it suffices to establish that it contains both of these states. Clearly each is orthogonal to
|ψ〉〈ψ| since |ψ〉 ∼ 〈|I ⊗ T−1ψ (recall |〉 = |0, 1〉 − |1, 0〉). To check that they are orthogonal
to |φ〉〈φ| use the fact that 〈φ| ∼ 〈|I ⊗ T−1φ and that α, β are eigenvectors of T−1φ Tψ.
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Now consider n = 3. Since G4 is nonempty, there exists a state |χ〉 ∈ G3, which by
Proposition 2 can be written as |χ〉 = 1 ⊗ Tψ ⊗ T 2ψ|s〉 for some state |s〉 in the 3-qubit
symmetric subspace. Since the chain is frustration free, the first two qubits of χ have all of
their support in G2. This implies |s〉 = a|α〉⊗3 + b|β〉⊗3 where a, b are not both zero. By
symmetry we assume without loss of generality that a 6= 0. Next, imposing orthogonality to
|φ〉〈φ|2,3 gives
a|α〉 (〈|Tψ ⊗ T−1φ T 2ψ|α, α〉)+ b|β〉 (〈|Tψ ⊗ T−1φ T 2ψ|β, β〉) = 0.
Since α, β are linearly independent, both terms must be zero. Using the fact that any
two-qubit state orthogonal to  is symmetric, and that a 6= 0, we get:
• Tψ|α〉 is an eigenvector of T−1φ Tψ, and
• If b 6= 0 then Tψ|β〉 is an eigenvector of T−1φ Tψ.
Now recall that α, β are linearly independent eigenvectors of T−1φ Tψ. Note that T
−1
φ Tψ is
not proportional to the identity (since this would imply that φ is proportional to ψ) and
therefore α, β are the only eigenvectors of T−1φ Tψ. Hence Tψ|α〉 is proportional to one of the
states α, β, and if b 6= 0 then the same holds for Tψ|β〉. However, since Tψ is invertible, it
cannot be the case that Tψ|α〉 ∼ Tψ|β〉. Putting this together we see there are 4 subcases to
consider (below we show that the first three correspond to cases 1., 2., 3., from the statement
of the theorem and that the fourth does not occur):
Case (i): Tψ|α〉 ∼ |α〉 and Tψ|β〉 = c|α〉+ d|β〉 where c, d are both non-zero.
In this case Tψ|β〉 is not an eigenvector of T−1φ Tψ, which implies (by the facts established
above) that b = 0 and thus |χ〉 ∼ |α〉⊗3 is the only state in G3. Likewise, |α〉⊗n is the only
state in Gn for n ≥ 3 (since it is the unique n-qubit state such that any three consecutive
qubits i, i + 1, i + 2 have all of their support on G3.) This establishes that we are in case
1 from Theorem 3. Note that for any partition [n] = ABC with |B| ≥ 1 we have GABC =
|α〉〈α|⊗n = GABGBC and so the conditions of Lemma 5 are satisfied (with δ = 0) and Hn(Π)
is gapped.
Case (ii): Tψ|α〉 ∼ |α〉 and Tψ|β〉 ∼ |β〉
In this case (by the facts established above) G2 is spanned by |α〉|α〉 and |β〉|β〉. This implies
that Gn is spanned by |α〉⊗n and |β〉⊗n for all n ≥ 2, so we are in case 2 of Theorem 3. One
can easily construct an orthonormal basis and confirm that ‖Gn − |α〉〈α|⊗n − |β〉〈β|⊗n‖ =
O(|〈α|β〉|n). Using this expression three times and the triangle inequality we get ‖GABGBC−
GABC‖ ≤ K|〈α|β〉||B| where K is a constant, for any partition [n] = ABC. Hence the
conditions of Lemma 5 are satisfied (with δ = |〈α|β〉|) and Hn(Π) is gapped.
Case (iii): Tψ|α〉 ∼ |β〉 and Tψ|β〉 ∼ |α〉
In this case G2 = span{|α〉|β〉, |β〉|α〉}, which implies that for all n ≥ 2, Gn is spanned by
product states |ν1〉 = |α〉|β〉|α〉 . . . |β〉 and |ν2〉 = |β〉|α〉|β〉 . . . |α〉 (the last tensor product
factors are instead |α〉, |β〉 respectively if n is odd). This shows that we are in case 3 of
Theorem 3. Now constructing an orthonormal basis we see that ‖Gn− |ν1〉〈ν1| − |ν2〉〈ν2|‖ =
O(|〈α|β〉|n). Letting [n] = ABC and using this expression we get ‖GABGBC − GABC‖ ≤
K|〈α|β〉||B| for some constant K. Hence the conditions of Lemma 5 are satisfied (with
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δ = |〈α|β〉|) and Hn(Π) is gapped.
Case (iv): Tψ|α〉 ∼ |β〉 and Tψ|β〉 = c|α〉+ d|β〉 where c, d are both non-zero.
In this final case b = 0 and the only state in G3 is |χ〉 = 1⊗Tψ⊗T 2ψ|α〉|α〉|α〉 ∼ |α〉|β〉Tψ|β〉.
Any non-zero state κ ∈ G4 must have its first three and last three qubits in the state χ. This
implies in particular that κ is a product state. Furthermore, the second qubit of κ must be
in the state β (look at the first three qubits) and also in the state α (look at the last three
qubits), which is impossible. Therefore G4 is empty, which is a contradiction. So case (iv)
does not occur.
Proof of Proposition 11 Define an orthonormal basis {|0ˆ〉 = |α〉, |1ˆ〉 = |α⊥〉}. Since
|0ˆ〉 is the only eigenvector of T−1φ Tψ, in this basis we have
T−1φ Tψ =
(
c d
0 c
)
(100)
for some c, d ∈ C with c 6= 0 (since det (T−1φ Tψ) 6= 0).
First consider n = 2. We claim that 1⊗Tψ|0ˆ〉|0ˆ〉 and 1⊗Tψ
(|0ˆ〉|1ˆ〉+ |1ˆ〉|0ˆ〉) span G2. To
see this note that these states are linearly independent and orthogonal to |ψ〉〈ψ|. To show
that they are also orthogonal to |φ〉〈φ|, use the fact that 〈φ| ∼ 〈|1⊗ T−1φ and Eq. (100).
We now show that our assumption that G4 (and therefore also G3) is nonempty implies
1 ⊗ Tψ ⊗ T 2ψ|0ˆ, 0ˆ, 0ˆ〉 is in G3. To reach a contradiction, assume 1 ⊗ Tψ ⊗ T 2ψ|0ˆ, 0ˆ, 0ˆ〉 /∈ G3.
By Proposition 2 any state ω ∈ G3 satisfies |ω〉 = I ⊗ Tψ ⊗ T 2ψ|s〉 for some |s〉 in the
three-qubit symmetric subspace. The first two qubits of |s〉 must be supported entirely in
G2. Using the form of G2 derived above, we see that this implies |s〉 is a superposition of
the symmetric Hamming weight zero and one states (with respect to the 0ˆ, 1ˆ basis). Since
1⊗Tψ⊗T 2ψ|0ˆ, 0ˆ, 0ˆ〉 /∈ G3 (and since G3 is nonempty), we have shown that G3 is one-dimensional
and contains a single state ω of the form
|ω〉 = 1⊗ Tψ ⊗ T 2ψ
(
a|0ˆ, 0ˆ, 0ˆ〉+ b|1ˆ, 0ˆ, 0ˆ〉+ b|0ˆ, 1ˆ, 0ˆ〉+ b|0ˆ, 0ˆ, 1ˆ〉)
where b 6= 0. By assumption there exists a state in G4, which must have its last three and
first three qubits each supported on G3, i.e., it must be of the form |θ1〉|ω〉 = |ω〉|θ2〉 for some
single-qubit states θ1, θ2. However this is impossible since ω is not a product state whenever
b 6= 0. Having reached a contradiction we conclude 1⊗ Tψ ⊗ T 2ψ|0ˆ, 0ˆ, 0ˆ〉 is in G3.
Now
2,3〈φ|1⊗ Tψ ⊗ T 2ψ|0ˆ, 0ˆ, 0ˆ〉 ∼ |0ˆ〉
(〈|Tψ ⊗ T−1φ T 2ψ|0ˆ, 0ˆ〉) = 0
implies that Tψ|0ˆ〉 is an eigenvector of T−1φ Tψ. By assumption this operator has only one
eigenvector 0ˆ, so Tψ|0ˆ〉 ∼ |0ˆ〉. Thus |0ˆ〉 is an eigenvector of both Tψ and Tφ. Therefore, in
the 0ˆ, 1ˆ basis we have
Tψ =
(
x y
0 z
)
Tφ =
(
q r
0 s
)
T−1φ Tψ ∼
(
sx sy − rz
0 qz
)
for some x, y, z, q, r, s ∈ C. Comparing with Eq. (100) we see that sx = qz 6= 0. Now
|ψ〉 = x∗|0ˆ, 1ˆ〉 − z∗|1ˆ, 0ˆ〉+ y∗|1ˆ, 1ˆ〉 (101)
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and
|φ〉 = q∗|0ˆ, 1ˆ〉 − s∗|1ˆ, 0ˆ〉+ r∗|1ˆ, 1ˆ〉 = (q∗/x∗) (x∗|0ˆ, 1ˆ〉 − z∗|1ˆ, 0ˆ〉)+ r∗|1ˆ, 1ˆ〉. (102)
Comparing Eqs. (101),(102) we see that range(Π) = span{|φ〉, |ψ〉} = span{|1ˆ, 1ˆ〉, |ν〉} where
|ν〉 = 1√
1 + |f |2
(|0ˆ, 1ˆ〉 − f |1ˆ, 0ˆ〉) (103)
and f = z∗/x∗ (note that x, z are both nonzero since sx = qz 6= 0). Moreover these states
are orthonormal so Π = |1ˆ, 1ˆ〉〈1ˆ, 1ˆ|+ |ν〉〈ν|.
By Proposition 2, a basis for the zero energy ground space of
∑
i |ν〉〈ν|i,i+1 is given by
T allν
∑
z∈{0,1}⊗n,|z|=j
|zˆ〉, j = 0 . . . n
where Tν ∼ diag(1, f) and T allν = 1 ⊗ Tν ⊗ T 2ν ⊗ . . . ⊗ T n−1ν . It is then easy to see that the
only states in this space orthogonal to
∑
i |1ˆ, 1ˆ〉〈1ˆ, 1ˆ|i,i+1 are the basis vectors corresponding
to j = 0, 1 and linear combinations thereof. These two states span Gn for all n ≥ 2; this
shows that we are in case 4 of Theorem 3.
We now show that the system is gapped if |f | 6= 1. Without loss of generality we may
assume |f | < 1; note that if |f | > 1 we may relabel the qubits 1, 2, 3, . . . , n as n, n− 1, . . . , 1
(flipping the chain left to right) which sends f → f−1. Define Gkn = |0〉〈0|⊗n + |χk,n〉〈χk,n|
where
|χk,n〉 =
√
1− |f |2
(
k∑
i=1
f i−1|0ˆ⊗i−1 1ˆ 0ˆ⊗n−i〉
)
1 ≤ k ≤ n. (104)
Noting that the ground space projector is Gn = |0〉〈0|⊗n + ‖χn,n‖−2|χn,n〉〈χn,n| and that
∥∥|χn,n〉〈χn,n| − |χk,n〉〈χk,n|∥∥ ≤ 2 ∥∥|χn,n〉 − |χk,n〉∥∥ ≤ 2√1− |f |2( ∞∑
i=k+1
|f |2(i−1)
)1/2
= 2|f |k,
we obtain
‖Gkn −Gn‖ ≤ 1− ‖χn,n‖2 +
∥∥|χn,n〉〈χn,n| − |χk,n〉〈χk,n|∥∥ ≤ |f |2n + 2|f |k ≤ 3|f |k.
Now let a partition [n] = ABC be given with |A| > |B| and |C| = 1. Using the above
bound three times, the triangle inequality, and the facts that ‖Gkn‖ ≤ 1 and |f ||A| < |f ||B|,
we obtain
‖GABGBC −GABC‖ ≤ ‖G|A|ABG|B|BC −G|A|ABC‖+ 9|f ||B|. (105)
Using explicit expressions for G
|A|
AB, G
|B|
BC , and G
|A|
ABC we see that G
|A|
ABG
|B|
BC = G
|A|
ABC and the
first term above is zero. This shows that the conditions of Lemma 5 are satisfied with δ = |f |,
and Hn(Π) is gapped.
Finally, we establish that Hn(Π) is gapless if |f | = 1. Using Eq. (103) we see that
Hn(Π) commutes with the total Hamming weight operator
∑n
i=1 |1ˆ〉〈1ˆ|i and is therefore block
diagonal with a block for each Hamming weight 0, . . . , n. The spectral gap γ(Π, n) is upper
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bounded by the smallest nonzero eigenvalue within any given block. The matrix of the block
with Hamming weight 1, in the orthonormal basis {|ei〉 = f i−1|0ˆi−1 1ˆ 0ˆn−i〉 : i = 1, . . . , n},
is given by
〈ei|Hn(Π)|ej〉 = 1
2

1, if i = j = 1 or i = j = n
2, if 2 ≤ i = j ≤ n− 1,
−1, if |i− j| = 1
0, otherwise.
This is 1/2 times the Laplacian matrix of the path graph of length n, and its spectrum is
known. In particular, its smallest nonzero eigenvalue is (1− cos(pi/n)), which upper bounds
γ(Π, n) if |f | = 1.
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