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ABSTRACT 
In time series analysis, stationarity is a basic and the most important assumption for 
statistical inference about the structure of a time series. However, it is known that a lot of 
useful time series are nonstationary. A class of nonstationary time series models is called 
autoregressive integrated moving average (ARIMA) models which are often used. 
There are many papers treating these models under different assumptions. The most 
commonly used method to determine stationarity is sample autocorrelation function(SACF) 
approach proposed by Box and Jenkins (1976), since its graphical nature is easy to un-
derstand. Box and Jenkins (1976) argued that a tendency for the SACF to decay slowly 
from a lag-zero of 1 suggests nonstationarity. However, dissatisfaction with this approach 
has often been reported as determining whether the SACF dies away slowly or quickly is 
somehow ambiguous. 
In recent years, Dickey and Fuller's (1979) test and its further development have be-
come the mainstream of determining stationarity. However, these methods suffer from se-
vere size distortion and low power in some situations. Besides these approaches, Matheron 
(1963) proposed a quantity named variogram which offers another means of identifying d. 
Extending Matheron's (1963) idea, Chen and Anderson (1998) introduced polyvari-
ogram which provides another way of graphical identification of d. In this thesis, based on 
Chen and Anderson's (1998, 1999) scaled poly variogram, we propose some testing proce-
dures for unit root. Through a simulation study, empirical power of the test is computed 
when the parameters are either known or unknown. Unknown models are also considered 
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1.1 Autoregressive moving average time series 
A time series is a sequence of data points measured at successive time intervals. It can be 
regarded as a sample realization of an infinite population of such a time series that could 
be generated by a stochastic process. Examples of time series include daily closing value 
of a financial index, unemployment rate of a country and annual sale of a company. Time 
series analysis comprises methods to extract meaningful statistics or other characteristics 
from the observed data. There are several commonly used probabilistic models for time 
series analysis, including moving average model (MA), autoregressive model (AR), and 
autoregressive moving average model (ARMA). 
Autoregressive moving average model is always denoted as ARMA(p, q) which can be 
considered as a combination of a p-th order autoregressive part and a q-th order moving 
average part. They are denoted as AR(p) and MA{q) respectively. 
If Z(t), Z{t-1), Z{t-2),... denote values of a stochastic process at time t,t-l,t-2,... 
1 
respectively, then the model 
Z{t) = (hZ{t -1)4- (l)2Z{t — 2) + ... + (t)pZ{t - p) + a{t) (1.1.1) 
is called an autoregressive model of order p, denoted as AR(p), and (/>i,(/>2,... ,</>p are called 
autoregressive parameters of the series {Z{t)}. The value of the series at time t, Z(t), of 
a AR(p) model is a linear combination of the previous p values and a white noise, {a(t)}, 
at time t. The white noises are a sequence of independent and identically distributed 
random variables with mean 0 and variance cr^ , denoted as a(t)�（0,(72). jj^ addition, 
{at} is usually assumed to be normally distributed. 
If we define the autoregressive operator as 0(J5) = 1 - (jnB - 一 ... 一 (ppB^^ then 
the AR(p) model can be rewritten as 
(l){B)Z(t) = a ⑷， （1丄2) 
where B is a backshift operator with BZ{t) = Z{t — 1) and B^Z{t) = Z{t — k). 
On the other hand, if the value of the stochastic process at time t is a weighted sum 
of the present and past q white noises, i.e., 
Z{t) = a{t) 一 eia{t _ 1) 一 e2a(t — 2) — ... - 0qa(t — q), (1丄3) 
then the model is called a moving average model of order q, denoted as MA{q). 
If we define the moving average operator as 6{B) = 1 - 6iB - 召2 — ... - dgB*^, then 
the MA{q) model can be rewritten as 
Z{t) = e{B)a{t). (1.1-4) 
In practice, a relatively long AR or long MA model may be required to capture a 
complex structure of the time series. To fit a simpler model, the autoregressive moving 
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average model can be used. Its form is 
Z � = ( ( n Z { t _ 1) + (j)2Z{t — 2) + ... + (f)pZ{t _ p) + a{t) — eia{t — 1) — e2a{t — 2) _ ... — 0qa�t — q). 
(1.1.5) 
Similarly, if we use the autoregressive operator and moving average operator to express 
the autoregressive moving average model, it can be rewritten as 
(p{B)Z{t) = d{B)a{t). (1.1.6) 
Here we assume that 0(B) and 9{B) are relatively prime polynomials of degree p and 
q respectively with all their roots outside the unit circle so that Z{t) is both stationary 
and invertible. An ARMA(p, q) model with g = 0 is simply an AR(p) model while p = 0 
is simply a MA(g) model. 
1.2 Integrated stationary time series 
AR, MA and ARMA models are used to describe stationary process. To fit a non-
stationary process, suppose 
V'^Z{t) = W{t),t = d,d+l,... (1.2.1) 
where V = (1 - B) is a backward differencing operator, rf > 0 is an integer and {W{t)}= 
{W{t) : t =…，-1,0’ 1，...}. If {W{t)} is ..a ARMA(p, q) series, then W{t) satisfies 
(j){B)W{t) = 9{B)a{t) (1.2.2) 
where a{t) are a sequence of white noises with mean 0 and variance cr^ , and (f>{B) and 
d{B) are the autoregressive operator and moving average operator respectively as defined 
in Section 1.1. Then {Z{t)} becomes an autoregressive integrated moving average model, 
denoted as ARIMA(p, d, q), which is non-stationary when d > 0. 
3 
To consider a more general situation, {W{t)} is assumed to be second-order stationary, 
i.e., 
到附)} = G (1.2.3) 
E {W{t)W{t ± /i)} = 7(A), = 0，1,... 
where j(h) is the autocovariance function (ACVF) of {W(t)}, and 7(0) < oo. 7(")/7(0)’ 
denoted as p(h), is the autocorrelation function (ACF) of {W{t)}. When (1.2.3) holds, 
{Z{t)} in (1.2.1) is called an integrated stationary time series of order d. If {W{t)} does 
not result from over-differencing, we call {W{t)} the hub series of {Z{t)}. 
1.3 Some existing methods of identifying d 
In recent decades, Model (1.2.1) and the ARIMA(p, d, q) model have been of widespread 
concern. The problem of identifying d has received a great amount of attention as well. 
Solutions to this problem have fundamental applications in economics and other areas. 
The two most commonly used approaches, the AR-fitting approach and the sample auto-
correlation function (SACF) approach, are reviewed here. 
The AR-fitting approach 
Assume 
从 B�Zit�= X{t) (1.3.1) 
where ^(C) = 1 — V^iC-...-喻p+d(P+d — 0 when |C| < 1, and can be more general 
than an i.i.d. series. 
Let 屯 二（ /^^ i... V'p+d)? and 金 is obtained using ordinary least square or other esti-
mation procedures. If one can show that ^r - ^ 0 at a particular rate, or obtain the 
asymptotic distribution of —屯，it can determine if Z{t) is sufficiently differenced. 
4 
Dickey and Fuller (1979) considered ipiB) = 1 -咖B and X{t) i.i.d., and tested the 
null hypothesis, t/^ i = 1. There are many extensions to this approach. See Said and Dickey 
(1985)，Philips and Perron (1988) and Chan and Wei (1988). 
The sample autocorrelation function approach 
The most widely used method is the sample autocorrelation function (SACF) approach 
proposed by Box and Jenkins (1976) since its graphical nature is easy to understand. 
Given a series Z(l),..., Z(n), the sample autocovariance function (SACVF) and sample 
autocorrelation function (SACF) are defined, for /i = 0’ 1,...，/c (/c S n — 1), as 
n—h 
7(/i) = Yl[Z{t) - Z][Z{t + /i) — Z]/n (1.3.2) 
t=i 
(the denominator n can be replaced by n - h) where Z is the sample mean, and 
p(h) ^  m / m (1.3.3) 
respectively. Box and Jenkins (1976) suggested that if the SACF decays slowly towards 
zero, the series is said to be non-stationary. This offers an identification criteria of d. 
These two approaches have been widely used for many years. However, the AR-fitting 
approach only provides a single quantity (or a few parameter estimates) to summarize the 
information contained in the data. If more information can be given or shown in a visual 
format, it can enhance readers' understanding. 
Anderson (1985) reported some dissatisfactions with the use of the SACF approach. In 
practice, it is vague to determine if the SACF decays to zero slowly or quickly. Moreover, 
theoretical autocorrelation does not exist if the series is not adequately differenced. Many 
authors tried to solve this problem (Anderson 1979; Hasza 1980; Wichern 1973; Yajima 
1985), however they could not provide a formal mechanism or testing procedure. 
5 
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1.4 Introduction to Cressie's 
A breakthrough was made by Cressie (1988) who defined semivariogram, linvariogram, 
and quadvariogram which are the extension of variogram introduced by Matheron (1963). 
Cressie also proposed a graphical procedure for identifying d in which the scaled version 
of semivariogram, linvariogram and quadvariogram are plotted. The pattern of "positive 
slope" or "leveling slope" of these graphs can suggest the appropriate degree of differenc-
ing d. It solves the controversy in the SACF approach. Chen and Anderson (1994, 1998, 
1999) generalized Cressie's approach and defined polyvariogram. Details will be given in 
Section 2. 
1.5 Outline of thesis 
In this chapter, a brief description of autogressive moving average model and integrated 
stationary time series are given. The two most commonly used approaches for handling the 
identification of d, namely the AR fitting approach and the SACF approach, are reviewed. 
Due to the insufficiency of these approaches in some cases, we introduce Cressie's approach 
which provides a more convincing method of identifying d. Variogram and its extension 
polyvariogram will be described in Chapter 2. The purpose of this thesis is to propose 
a unit root test based on polyvariogram. In Chapter 3, the suggested testing procedure 
will be described in details. A simulation study was conducted to compute the empirical 
power of the test based on this procedure, and comparisons with the one using some of 





Variogram and Polyvariogram 
2.1 Introduction to variogram 
Let 
YQ{h,t) = Z{h-\-t)-Z{t), t = 1,2,..., /i = 1,2,... (2.1.1) 
vo{h) = Var{Yo{h, t)} = E{Y^{h, t)}, " = 0,1，... （2.1.2) 
Matheron (1963) called the quantity vo{h) variogram which is a function characterizing 
the second-order dependence properties of a time series. A subscript 0 is added to Y and 
V to indicate the order of these quantities. 
VQ{h) works in distinguishing d = 1 from d = 0 for model (1.2.1). When d = 0, vo(h) 
becomes 
voo(h) = E[{W(h + 1 ) — Wit)y] = 2{7(0) - 7(")}, " = 1，2,... (2.1.3) 
where j(h) is defined in (1.2.3) and the second subscript 0 in i; indicates d = 0. If there 
is no purely deterministic part in the decomposition of i W —> 0 as /i —> oo, and 
hence 彻(Ji) is a horizontal line with intercept 27(0) as its asymptote. 
7 
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When d = 1，we consider is a white noise. vo{h) becomes 
t+h 
voi{h) 二 二 ho•�h 二 1’ 2，... （2.1.4) 
j = m 
voi{h) is then a straight line with positive slope 
Because of its distinct visual features when d 二 0 and ci = 1, variogram provides a tool 
of identifying d. However, variogram is only defined for d = 0 and d 二 1. For higher d, 
{Yoih, t):t = Oyl,...} is no longer second-order stationary and Var{yb(/i, t)} depends on 
t which makes (2.1.2) meaningless. 
Cressie (1988) introduced his primary increment vectors (PIV) of order b, b e {0’ 1,2}’ 
and then defined his semivariogram, linvariogram and quadvariogram. Chen (1992) gen-
eralized the variogram to a general order b 
Vbih) = Var[Yb{h + b, t)]=五[if + b, t)]，= 1,2,... (2.1.5) 
in which Yb(h + b, t) is given by 
h+b 
Yb{h + M ) 二 M t M = E 咖 + b - i + t) (2.1.6) 
i=0 
where 
Zh+bit) = (Z(h + b + t) Z(h + b-l + t) ... Z(t)y, t = 0，l,... (2.1.7) 
and nh is a form of PIV. 
2.2 Poly variogram of order b 
Chen and Anderson (1998) defined poly variogram (PV) of a general order b. PV of order 
b is defined directly from the variogram of order b as follows: 
8 
The asymptote of the plot PV against /i as ^ oo has the following feature: it is a 
straight line with zero slope (leveling out) if 6 > d, or it is a straight line with a positive 
slope if b 二（i - 1. It provides another means of identifying d. 
In practice, jb{h) is unknown, and it can be estimated from data. Suppose we have 
data Z(0),..., Z(n), Vbih) and jbih) can be estimated by sample variogram 
VbW = + h = l,…，n-b (2.3.2) n - h-b-\-l f-' 
and sample polyvariogram 
%{h) = Vb(h)/h^\ h 二 l,...,n — b (2.3.3) 
respectively. 
Chen and Anderson (1998, 1999) defined the scaled polyvariogram (SPV) as follows: 
Pb{h) = 76(^ )/7(0), /i=l，2,...， （2.3.4) 
where 7(0) is the variance of {W{t)}, and correspondingly, it can be estimated by the 
sample scaled polyvariogram (SSPV) 
Mh) 二 今b(/i)/乂 0), h=l,...,n-b, (2.3.7) 
where 7(0) is the sample variance of {W(t)}. 
In Section 3, we will consider the case in which h depends on the series length n, i.e., 
h = nr where 0 < r < 1 and find the appropriate value of r which yields the greatest 





3.1 Testing for an integrated white noise series 
We first consider a model 
M l : ( l - C 寧 ⑷ ⑷ . （3.1.1) 
Our problem is to test Fq : 二 1 against Hq : ^ < I (which is equivalent to testing 
Ho : d= 1 against Hq : d = 0). We first obtain the empirical lOOa-th percentile of the 
sample scaled polyvariogram (SSPV, our test statistic) 
Mh) = 7o(/i)/7(0), h = l,...,n-b, (3.1.2) 
based on 5,000 replications. For each replication, a(t) is generated from a standard normal 
distribution. Z(t) 二 — 1) + a(t) (i.e., C = 1) are obtained recursively. The empirical 
a-th percentile acts as the critical value for the test at level a. SSPV is then calculated 
for other values of C, and then the empirical power, which is equal to the proportion of 
SSPV whose value less than the critical value in these 5,000 replications, is found. 
10 
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3.2 Testing for an integrated ARM A series 
Note that the model M l is not general enough for practical use. Now, we replace a{t) in 
M l by W{t) where W{t) is assumed to be an ARMA model as in (1.2.2). Then the model 
under the test for i/o ： C = 1 against Hq : C < 1 (where we can restrict C > 0 and C is not 
small, say C > 0.7) is 
- CB)Z{t) = d{B)a{t), (3.2.1) 
where (l){B) and e{B) are as in (1.1.6). Assume that no root of either (f){B) or 9(8) is 
the same, when 0(5) and 6{B) are known, we can transform the original series Z{t) to 
X{t) = d-i(B�(f)(B)Z{t~). Based on (1 - CB)X{t) = a⑷，the procedure described in 
Section 3.1 can be directly applied to X{t). Alternatively, we can generate Z{t) using 
Z{t) = - CB)~'^9{B)a{t) and find the empirical a-th percentile. The empirical 
power can then be found. 
In practice, when and 0(B) are unknown, they can be respectively replaced by 
their own estimates, 4> and 9 ’ so data transformation can be performed in the same way 
as before. Although ( does not involve in data transformation, it affects the estimation 
of 0(B) and e{B) . Therefore 0 and 6 should be jointly estimated with We obtain the 
estimates by minimizing the sum of squared error using grid search. 
In this thesis, we will consider two particular ARMA models. One is 
M2 : (1 - (:B)Z{t) = (1 - 9B)a{t). (3.2.2) 
If the original series Z{t) is transformed to X{t) = (1 - eB)-'^Z{t) where 9 is known, 
then based on (1 - (^B)X{t) = a{t), the procedure described can be directly applied to 
X{t). Empirical power of the test is computed and compared with the one obtained using 
the alternative approach. 
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Another model that we are interested is 
M3 : (1 — CB){1 — (j>B)Z{t) = a � . （3.2.3) 
If the original series Z(t) is transformed to X(t) = (1 - (pB)Z(t) where (j) is known, then 
based on (1 — C,B)X{t) = a(t), the same procedure can be applied to X{t). 
3.3 Testing for an integrated linear process 
If W{t) follows an ARMA(p, q) model but the values of p and q are unknown, we have 
to first identify p and q before estimating the parameters. However, such identification 
problem is complicated by the factor (1 — (B), when ( is unknown and may be even equal 
to one. 
Even if (p, q) is known, the estimation of (C, 0, i>) is difficult. In order to overcome this 
difficulty in ARMA(p, q) model, we are going to introduce a model selection procedure. 
Recall that the model we are considering is 
(1>{B){1 - (iB)Z{t) = d{B)a(t) (3.3.1) 
which can be written as 
</)(5)(l - (:B)e-^{B)Z{t) = a{t). (3.3.2) 
By putting (5{B) = (i){B)e-^{B), we have 
(1 — (B)(3{B)Z{t) = a � . （3.3.3) 
Let (3p(B) = 1 — pi{B) — /?2(伊）Pp{BP). If PpiB) is close to then the 
model (3.3.3) can be approximated by 
(1 - � = a ( t ) . (3.3.4) 
12 
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Let X{t) = l3p(B)Z(t), we have 
(1 - CB)X{t) = a � . （3.3.5) 
We fit (1 - CB)X{t) using least square estimation, where p can be chosen by some 
model selection criteria such as the commonly used finite sample final prediction error 
(FPE) criterion and Akaike information criterion (AIC). In this thesis, we choose p in the 





In our simulation, the white noise a{t) is assumed to be independent and identically 
distributed with N{0, a^). Since the test statistic, SSPV, is invariant with the value of 
we set <7^  = 1 for simplicity. For power comparison, we consider C == {0.99，0.95，0.9, 0.85， 
0.8’ 0.75，0.7} and a 5% size test is examined. The reported results are based on 5,000 
replications. 
4.1 Choice of series length n and r 
Before moving into some in-depth analyses, we have to first choose the appropriate value of 
r (recall h = nr) and series length n for our simulation. Recall M l : (1 - (B)Z(f) = a(t). 
To test Ho : C = 1 vs Hi :(< 1 (which is equivalent to Hq : d = 1 vs Hi : d = 0), we 
take the followings steps to find the empirical powers of the test with different r, where 
0.1 < r < 0.9: 
1. Generate the white noise a(t). 
2. Generate Z(t) = Z(t — 1) + a(t) recursively and calculate the test statistic SSPV. 
14 
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3. Calculate the critical value at level a = 0.05 based on the 5,000 replications. 
4. For each C = {0.99, 0.95’ 0.9’ 0.85，0.8，0.75’ 0.7}, generate Z{t) = (Z{t-l) + a{t) 
and calculate SSPV. 
5. Calculate the empirical power, i.e., the proportion of SSPV less than the critical 
value. 
Table 4.1: Empirical powers of the test with different r (n = 50) 
c 
r 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 critical value 
0.1 0.050 0.055 0.082 0.142 0.215 0.303 0.402 0.528 0.550 
0.2 0.050 0.055 0.089 0.158 0.260 0.394 0.535 0.666 0.361 
0.3 0.050 0.061 0.097 0.169 0.289 0.431 0.578 0.714 0.259 
0.4 0.050 0.059 0.098 0.176 0.287 0.443 0.587 0.718 0.198 
0.5 0.050 0.053 0.090 0.161 0.265 0.402 0.542 0.681 0.150 
0.6 0.050 0.051 0.086 0.152 0.234 0.340 0.458 0.584 0.110 
0.7 0.050 0.057 0.089 0.145 0.212 0.292 0.389 0.486 0.080 
0.8 0.050 0.047 0.072 0.110 0.159 0.211 0.263 0.322 0.051 
0.9 0.050 0.053 0.088 0.129 0.176 0.211 0.246 0.283 0.031 
15 
Table 4.2: Empirical powers of the test with different r (n = 100) 
C ^ 
r 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 critical value 
0.1 0.050 0.063 0.132 0.301 0.527 0.740 0.893 0.966 0.525 
0.2 0.050 0.069 0.165 0.409 0.682 0.878 0.968 0.995 0.358 
0.3 0.050 0:064 0.167 0.417 0.705 0.894 0.971 0.995 0.251 
0.4 0.050 0.064 0.161 0.394 0.674 0.884 0.966 0.995 0.187 
0.5 0.050 0.061 0.145 0.358 0.623 0.839 0.954 0.993 0.141 
0.6 0.050 0.056 0.141 0.309 0.531 0.757 0.897 0.970 0.104 
0.7 0.050 0.060 0.137 0.294 0.486 0.669 0.818 0.925 0.080 
0.8 0.050 0.062 0.132 0.245 0.381 0.521 0.656 0.774 0.055 
0.9 0.050 0.056 0.110 0.183 0.256 0.329 0.407 0.475 0.029 
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Table 4.3: Empirical powers of the test with different r (n = 200) 
^ ^ c 
r 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 critical value 
0.1 0.050 0.072 0.287 0.719 0.953 0.998 1.000 1.000 0.502 
0.2 0.050 0.068 0.358 0.833 0.989 0.999 1.000 1.000 0.331 
0.3 0.050 0:077 0.389 0.875 0.992 1.000 1.000 1.000 0.241 
0.4 0.050 0.080 0.393 0.870 0.992 0.999 1.000 1.000 0.182 
0.5 0.050 0.081 0.379 0.854 0.991 1.000 1.000 1.000 0.142 
0.6 0.050 0.072 0.316 0.759 0.963 0.998 1.000 1.000 0.103 
0.7 0.050 0.078 0.285 0.639 0.902 0.985 0.999 1.000 0.076 
0.8 0.050 0.077 0.223 0.484 0.737 0.908 0.978 0.996 0.051 
0.9 0.050 0.086 0.196 0.338 0.498 0.659 0.785 0.885 0.030 
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Table 4.4: Empirical powers of the test with different r (n = 500) 
c ^ 
r 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 critical value 
0.1 0.050 0.128 0.862 1.000 1.000 1.000 1.000 1.000 0.497 
0.2 0.050 0.161 0.954 1.000 1.000 1.000 1.000 1.000 0.341 
0.3 0.050 0.176 0.969 1.000 1.000 1.000 1.000 1.000 0.248 
0.4 0.050 0.162 0.964 1.000 1.000 1.000 1.000 1.000 0.183 
0.5 0.050 0.177 0.961 1.000 1.000 1.000 1.000 1.000 0.147 
0.6 0.050 0.151 0.905 1.000 1.000 1.000 1.000 1.000 0.106 
0.7 0.050 0.139 0.817 0.999 1.000 1.000 1.000 1.000 0.078 
0.8 0.050 0.141 0.665 0.981 1.000 1.000 1.000 1.000 0.054 
0.9 0.050 0.110 0.412 0.782 0.946 0.992 1.000 1.000 0.029 
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Table 4.5: Empirical powers of the test with different r (n = 1,000) 
C ^ 
r 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 critical value 
0.1 0.050 0.294 1.000 1.000 1.000 1.000 1.000 1.000 0.491 
0.2 0.050 0.380 1.000 1.000 1.000 1.000 1.000 1.000 0.338 
0.3 0.050 0:395 1.000 1.000 1.000 1.000 1.000 1.000 0.242 
0.4 0.050 0.419 1.000 1.000 1.000 1.000 1.000 1.000 0.186 
0.5 0.050 0.382 1.000 1.000 1.000 1.000 1.000 1.000 0.142 
0.6 0.050 0.303 1.000 1.000 1.000 1.000 1.000 1.000 0.100 
0.7 0.050 0.305 0.999 1.000 1.000 1.000 1.000 1.000 0.079 
0.8 0.050 0.234 0.968 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1.000 0.050 
0.9 0.050 0.207 0.803 0.996 1.000 1.000 1.000 1.000 0.031 
Tables 4.1 - 4.5 show the empirical powers of the test with different r corresponding to 
series length n = 50, 100, 200, 500 and 1,000 respectively with critical values provided in 
the last column of each table. It can be seen that tests with r = 0.3 give a relatively high 
empirical powers among the others. Thus r* 二 0.3 is used for our simulation afterwards. 
To find a suitable series length n for our simulation, we conduct tests with n from 50 
to 8,000 with r = 0.3: 
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Table 4.6: Empirical powers of the test with different series lengths n 
c ^ 
n 1 0.99 0.95 0.9 0.85 0.80 0.75 0.70 critical value 
50 0.050 0.061 0.097 0.169 0.289 0.431 0.578 0.714 0.259 
100 0.050 0.064 0.167 0.417 0.705 0.894 0.971 0.995 0.251 
200 0.050 0.077 0.389 0.875 0.992 1.000 1.000 1.000 0.241 
500 0.050 0.176 0.969 1.000 1.000 1.000 1.000 1.000 0.248 
800 0.050 0.279 1.000 1.000 1.000 1.000 1.000 1.000 0.239 
1000 0.050 0.395 1.000 1.000 1.000 1.000 1.000 1.000 0.242 
1500 0.050 0.675 1.000 1.000 1.000 1.000 1.000 1.000 0.244 
2000 0.050 0.863 1.000 1.000 1.000 1.000 1.000 1.000 0.242 
4000 0.050 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.249 
8000 0.050 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.244 
Table 4.6 shows the empirical powers of the test with series lengths from 50 to 8,000 at 
r = 0.3 with critical values shown in the last column. It is certain that a larger series has 
an advantageous effect on the empirical power. However, it is uncommon to have a very 
large series up to thousands in practice. Some existing results in literatures were based on 
tests with n = 100. To make a fair comparison with them, it is suggested to do simulation 
with series length 100. 
To check if using n = 100 is sufficient for our simulation, the corresponding critical 




Table 4.7: Empirical powers of the test with different series lengths n 
(critical value — 0.251) 
c 
n 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
50 0.047 0.055 0.088 0.155 0.269 0.405 0.553 0.686 
100 0.050 0.064 0.167 0.416 0.704 0.893 0.971 0.995 
200 0.053 0.085 0.421 0.893 0.994 1.000 1.000 1.000 
500 0.052 0.184 0.970 1.000 1.000 1.000 1.000 1.000 
800 0.056 0.309 1.000 1.000 1.000 1.000 1.000 1.000 
1000 0.056 0.421 1.000 1.000 1.000 1.000 1.000 1.000 
1500 0.055 0.708 1.000 1.000 1.000 1.000 1.000 1.000 
2000 0.058 0.880 1.000 1.000 1.000 1.000 1.000 1.000 
4000 0.052 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
8000 0.053 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
Table 4.7 shows the empirical powers of the test with different series lengths when the 
critical value is set to be 0.251. It can be seen that empirical powers from Table 4.6 and 
Table 4.7 do not show a large variation. Thereafter, n = 100 is used for our simulation. 
4.2 Integrated ARMA series 
As mentioned in Section 3.2, two particular ARMA models are considered here. Recall 
M2, i.e., (1 - � B ) Z � t ) = (1 - 6B)a{t). We first investigate it using a similar procedure 
described in Section 4.1. (Let us call it Approach I) The parameter value for the moving 
average coefficient 9 is chosen from {-0.8，-0.6, -0.4，-0.2，0’ 0.2, 0.4’ 0.6’ 0.8}. We take 
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the following steps to obtain the corresponding empirical powers: 
1. Take e = 00, where Oq = {-0.8，-0.6，-0.4, -0.2, 0，0.2, 0.4’ 0.6’ 0.8}. 
2. Generate Z{t) = Z{t — 1) + a{t) - eoa{t — 1) and calculate SSPV. 
3. Calculate the critical value at level a = 0.05. 
4. For each C, C = {0.99, 0.95, 0.9, 0.85’ 0.8’ 0.75, 0.7}，generate Z{t) = CZit - 1) + 
a{t) - eoa{t — 1) and calculate SSPV. 
5. Calculate the empirical power, i.e., the proportion of SSPV less than the critical 
value. 
If the original series Z{t) in Ml is transformed to X{t) = {l-eB)-^Z{t) where 6 is known, 
the above procedure can be directly applied to X{t). (Let us call it Approach II) We take 
these steps to compute the empirical powers of the test which uses the corresponding 
critical value from Ml: 
1. Take e =办’ where 外 二 {-0.8, -0.6，-0.4, -0.2，0’ 0.2’ 0.4，0.6，0.8}. 
2. For each C, C = {1, 0.99, 0.95, 0.9’ 0.85’ 0.8’ 0.75, 0.7}，generate Z{t) = (:Z{t — 1) + 
a{t) - eoa{t - 1). 
3. Generate X(t) = (1 - 9oB)-'^Z{t) and calculate SSPV based on X{t). 
4. Calculate the empirical power, i.e., the proportion of SSPV less than 0.251. 
Note that (1 —没o召)-i in step 3 above is a geometric series. Different numbers of terms 




Table 4.8: Empirical powers of the test for M2 (如=-0,8) 
c 
No of terms 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
Approach I 0.050 0.062 0.162 0.400 0.668 0.868 0.956 0.989 
Approach II 
8 0.041 0.051 0.138 0.369 0.655 0.863 0.959 0.991 
10 0.044 0.056 0.152 0.395 0.682 0.881 0.967 0.993 
12 0.047 0.059 0.159 0.407 0.696 0.886 0.970 0.994 
Table 4.9: Empirical powers of the test for M2 = -0.6) 
c 
No of terms 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
Approach I 0.050 0.062 0.163 0.400 0.672 0.871 0.958 0.990 
Approach II 
8 0.049 0.062 0.163 0.413 0.701 0.891 0.971 0.994 
10 0.049 0.063 0.166 0.415 0.704 0.893 0.971 0.994 
12 0.050 0,063 0.167 0.416 0.704 0.893 0.971 0.995 
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Table 4.10: Empirical powers of the test for M2 
(00 = {-0.4, -0.2, 0, 0.2, 0.4}) 
c 
1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
Approach I 
00 = —0.4 0.050 0.062 0.162 0.403 0.679 0.879 0.963 0.992 
Oq = -0.2 0.050 0.063 0.167 0.414 0.694 0.890 0.968 0.994 
00 = 0 0.050 0.064 0.167 0.417 0.705 0.894 0.971 0.995 
00 = 0.2 0.050 0.063 0.162 0.409 0.698 0.891 0.969 0.994 
00 = 0.4 0.050 0.062 0.160 0.408 0.688 0.887 0.966 0.993 
Approach II 0.050 0.064 0.167 0.416 0.704 0.893 0.971 0.995 
Table 4.11: Empirical powers of the test for M2 (Op = 0.6) 
c 
1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
Approach I 0.050 0.065 0.162 0.394 0.661 0.857 0.947 0.984 
Approach II 
8 0.051 0.065 0.169 0.419 0.708 0.896 0.971 0.995 
10 0.050 0.064 0.168 0.417 0.705 0.894 0.971 0.994 
12 0.050 0.063 0.167 0.416 0.704 0.893 0.971 0.995 
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Table 4.12: Empirical powers of the test for M2 (Op = 0.8) 
c 
1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
Approach I 0.050 0.064 0.144 0.295 0.451 0.577 0.686 0.768 
Approach II 
8 0.070 0.087 0.205 0.476 0.748 0.920 0.978 0.997 
10 0.061 0.076 0.184 0.440 0.724 0.905 0.973 0.995 
12 0.054 0.070 0.175 0.429 0.712 0.899 0.971 0.995 
Tables 4.8 - 4.12 compare the empirical powers of the test for M2 using Approach I 
and II for Oq ={-0.8’ -0.6, -0.4, -0.2, 0, 0.2，0.4，0.6，0.8}. For 6>o = {-0.4, -0.2，0’ 0.2，0.4}’ 
the empirical powers of the tests with different numbers of terms in X(t) are exactly the 
same, as shown in Table 4.10. It can be deduced that the closer the to 0, the lesser 
the effect of the number of terms in X{t) on the empirical power of the test. It can be 
observed that empirical power using Approach II is higher in most cases. 
Consider M3, i.e., (1 - (f)B){l - CB)Z(f) = a{t). The parameter value for the au-
toregressive coefficient 小 is again chosen from {-0.8, -0.6, -0.4，-0.2, 0’ 0.2，0.4, 0.6, 0.8}. 
Similar to M2, we take the following steps for Approach I: 
1. Take 小=<f)o, where 0o = {-0.8, -0.6, -0.4, -0.2, 0’ 0.2，0.4, 0.6, 0.8}. 
2. Generate Z{t) = (j)QZ{t - 1) + Z{t — 1)—如别t — 2) + a{t) and calculate SSPV. 
3. Calculate the critical value at level a = 0.05. 
4. For each C, C = {0.99, 0.95, 0.9, 0.85，0.8’ 0.75’ 0.7}’ generate Z{t) = (j)oZ(t — 1) + 
(Z(t — 1) — (f>o(Z(t 一 2) + a � and calculate SSPV. 
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5. Calculate the empirical power, i.e., the proportion of SSPV less than the critical 
value. 
Similarly, if the original series Z � in Ml is transformed to X{t) = (1 — � where 
(f) is known, the procedure can directly applied to X{t). We take these steps for Approach 
II: 
1. Take 0 = where 如 二 {-0.8, -0.6’ -0.4’ -0.2，0，0.2, 0.4, 0.6，0.8}. 
2. For each C, C = {1, 0.99, 0.95, 0.9’ 0.85，0.8’ 0.75，0.7}, generate Z{t) 二 (hZ^t -
1) + - 1) 一 (hCHt — 2) + a � . 
3. Generate X{t) = (1 - (l>oB)Z{t) and calculate SSPV based on X(t). 
4. Calculate the empirical power, i.e., the proportion of SSPV less than 0.251. 
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Table 4.13: Empirical powers of the test for M3 
c 
(j)Q 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
Approach I 
-0.8 0.050 0.065 0.156 0.365 0.612 0.802 0.921 0.970 
-0.6 0.050 0.065 0.159 0.401 0.681 0.878 0.961 0.991 
-0.4 0.050 0.066 0.163 0.412 0.696 0.892 0.969 0.994 
-0.2 0.050 0.063 0.162 0.407 0.699 0.889 0.970 0.994 
0 0.050 0.064 0.167 0.417 0.705 0.894 0.971 0.995 
0.2 0.050 0.062 0.165 0.410 0.689 0.887 0.967 0.994 
0.4 0.050 0.062 0.162 0.400 0.675 0.869 0.959 0.990 
0.6 0.050 0.064 0.156 0.387 0.652 0.838 0.943 0.982 
0.8 0.050 0.064 0.157 0.363 0.603 0.783 0.894 0.957 
Approach II 0.050 0.064 0.167 0.416 0.704 0.893 0.971 0.995 
Table 4.13 compares the empirical powers of the test for M3 using Approach I and II for 
00 = {-0.8, -0.6’ -0.4’ -0.2，0’ 0.2, 0.4’ 0.6, 0.8}. For Approach II, empirical powers of 
the test are the same for all values of 00, as demonstrated in the last row of the table. 
Comparing the results from these two approaches, it can be seen that Approach II yields 
a higher empirical power in most of the cases. 
In practice, (j) and 0 are often unknown. They can be respectively replaced by their 
estimates 0 and 6 so that data transformation described can be done in the same way. As 
mentioned in Section 3.2，although ( does not involve in data transformation, it affects 
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the estimation of 小 and 6. Therefore the coefficient of 0 and 9 are jointly estimated with 
Here we obtain the estimate (0, (9) by minimizing the sum of squared errors using grid 
search. 
For M2, i.e. (1 一 (B)Z(t) 二（1 - 6>B)a�’ the searching area for (C 句 is [0.7,1] x 
-0.99,0.99]. We take these steps to do grid search: 
1. For each t r u e C, C == {1, 0.99, 0.95，0.9，0.85’ 0.8’ 0.75’ 0.7} and each true 0, 0 = 
{-0.8’ -0.6，-0.4，-0.2, 0，0.2’ 0.4’ 0.6’ 0.8}，generate Z(t) 二（Z(亡—+ —没c^(t-l). 
2. Select ((, 0) which minimizes the sum of squared error. 
3. Generate X(t) = (1 — OB)-^Z(t) and calculate SSPV. 
4. Calculate the empirical power, i.e., the proportion of SSPV less than 0.251. 
Table 4.14: Empirical powers of the test for M2 with different true C and d 
c 
e 1 0.99 0.95 0.90 0.85 0.8 0.75 0.7 
-0.8 0.060 0.050 0.122 0.332 0.615 0.830 0.946 0.988 
-0.6 0.057 0.056 0.133 0.361 0.642 0.851 0.955 0.990 
-0.4 0.054 0.053 0.146 0.373 0.651 0.850 0.949 0.988 
-0.2 0.051 0.056 0.153 0.390 0.655 0.848 0.943 0.983 
0 0.052 0.064 0.181 0.415 0.672 0.844 0.933 0.969 
0.2 0.049 0.063 0.178 0.432 0.682 0.847 0.924 0.954 
0.4 0.047 0.057 0.183 0.441 0.661 0.798 0.868 0.893 
0.6 0.055 0.085 0.250 0.496 0.692 0.799 0.859 0.903 




Table 4.26: Sample means (and sample variances) of C and ^ with true C = 0.95 
true (f) 
-0.8 -0.6 -0.4 
C 0.983(0.017) 0.982(0.019) 0.982(0.019) 
e -0.775(0.047) -0.616(0.084) -0.422(0.103) 
-0.2 0 0.2 
C 0.982(0.021) 0.982(0.021) 0.982(0.020) 
e -0.227(0.109) -0.030(0.110) 0.169(0.111) 
0.4 0.6 0.8 
c 0.982(0.021) 0.981(0.026) 0.976(0.036) 
e 0.364(0.104) 0.561(0.098) 0.746(0.066) 
/S 
Table 4.16: Sample means (and sample variances) of C and 6 with true C = 0.99 
true 6 
-0.8 -0.6 -0.4 
c 0.975(0.024) 0.973(0.027) 0.972(0.027) 
e -0.776(0.049) -0,610(0.087) -0.410(0.104) 
-0.2 0 0.2 
c 0.972(0.028) 0.971(0.030) 0.972(0.030) 
e -0.211(0.110) -0.010(0.110) 0.192(0.111) 
0.4 0.6 0.8 
C 0.971(0.030) 0.969(0.036) 0.957(0.051) 
e 0.389(0.104) 0.584(0.099) 0.754(0.072) 
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Table 4.17: Sample means (and sample variances) of C and 9 with true C 二 0.95 
true 6 
-0.8 -06 -0.4 
C 0.937(0.041) 0.933(0.043) 0.931(0.044) 
e -0.777(0.050) -0.609(0.089) -0.409(0.106) 
-0.2 0 0.2 
(0.930(0.046) 0.929(0.047) 0.930(0.048) 
e -0.222(0.179) -0.010(0.116) 0.192(0.118) 
0.4 0.6 0.8 
C 0.930(0.051) 0.923(0.062) 0.885(0.082) 
e 0.390(0.116) 0.578(0.119) 0.722(0.101) 
Table 4.18: Sample means (and sample variances) of C and d with true C 二 0.9 
true 6 
-0.8 -0.6 -0.4 
(0.889(0.051) 0.884(0.053) 0.881(0.055) 
d -0.778(0.051) -0.609(0.090) -0.410(0.109) 
-0.2 0 0.2 
C 0.880(0.057) 0.879(0.059) 0.879(0.052) 
d -0.211(0.118) -0.011(0.121) 0.190(0.127) 
0.4 0.6 0.8 
C 0.880(0.067) 0.870(0.078) 0.812(0.088) 
§ 0.389(0.130) 0.574(0.134) 0.703(0.107) 
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Table 4.26: Sample means (and sample variances) of C and ^ with true C = 0.95 
true (f) 
-0.8 -0.6 -0.4 
C 0.841(0.057) 0.836(0.058) 0.833(0.061) 
e -0.777(0.051) -0.609(0.091) -0.409(0.111) 
-0.2 0 0.2 
c 0.833(0.063) 0.831(0.066) 0.832(0.069) 
6 -0.209(0.122) -0.010(0.126) 0.193(0.134) 
0.4 0.6 0.8 
c 0.835(0.076) 0.825(0.086) 0.765(0.076) 
e 0.394(0.141) 0.579(0.141) 0.711(0.095) 
A A 
Table 4.20: Sample means (and sample variances) of ( and 9 with true C = 0.8 
true 9 
-0.8 -0.6 -0.4 
c 0.796(0.058) 0.791(0.058) 0.789(0.060) 
§ -0.776(0.051) -0.607(0.092) -0.406(0.112) 
-0.2 0 0.2 
c 0.791(0.063) 0.789(0.065) 0.791(0.069) 
e -0.204(0.124) -0.003(0.129) 0.202(0.139) 
0.4 0.6 0.8 
c 0.799(0.079) 0.794(0.085) 0.738(0.059) 
d 0.409(0.147) 0.600(0.138) 0.735(0.079) 
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Table 4.21: Sample means (and sample variances) of C and 6 with true ( = 0.75 
true 6 
-0.8 -0.6 -0.4 
C 0.757(0.051) 0.753(0.051) 0.753(0.053) 
§ -0.774(0.052) -0.602(0.093) -0.398(0.113) 
-0.2 0 0.2 
C 0.756(0.056) 0.756(0.059) 0.760(0.064) 
e -0.192(0.124) 0.012(0.129) 0.222(0.139) 
0.4 0.6 0.8 
I 0.774(0.077) 0.774(0.080) 0.722(0.044) 
h 0.438(0.150) 0.631(0.130) 0.761(0.064) 
Table 4.22: Sample means (and sample variances) of C and 9 with true C = 0.7 
true 9 
-0.8 -0.6 -0.4 
C 0.729(0.039) 0.727(0.038) 0.727(0.040) 
e -0.770(0.054) -0.592(0.095) -0.383(0.113) 
-0.2 0 0.2 
C 0.731(0.045) 0.733(0.050) 0.740(0.058) 
0 -0.173(0.124) 0.038(0.129) 0.255(0.141) 
0.4 0.6 0.8 
c 0.760(0.076) 0.760(0.074) 0.712(0.031) 
e 0.479(0.150) 0.669(0.116) 0.784(0.050) 
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Table 4.14 shows the empirical powers of the test for M2 with different true C and 6, 
and Tables 4.15 - 4.22 show the means and variances of the estimates at different true 
parameter values respectively. As shown in Table 4.14, the test is quite powerful with a 
reasonable size, except the one for 0 = 0.8 whose size is more than twice of 0.05. The 
estimates are close to their true values with small variances. 
yv A 
Similarly, for M3, i.e., (1 - - (t>B)Z{t) = a � ’ the searching area for (C’0) is 
0.7’ 1] X [-0.99,0.99 . 
1. For each true C = U, 0.99, 0.95, 0.9’ 0.85’ 0.8，0.75, 0.7}，and each true 0 = 
{-0.8, -0.6, -0.4，-0.2, 0’ 0.2, 0.4, 0.6’ 0.8}，generate Z{t) = (j)Z{t - 1)CZ{t - 1)-
(f)(:Z{t-2)-\-a{t). 
2. Select (C, 0) which minimizes the sum of squared error. 
3. Generate ； ^ � = ( 1 - iB)Z{t) and calculate SSPV. 
4. Calculate the empirical power, i.e., the proportion of SSPV less than 0.251 . 
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Table 4.23: Empirical powers of the test for M3 with different true C and (j) 
c ； 
(j) 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
-0.8 0.098 0.083 0.182 0.437 0.713 0.899 0.973 0.995 
-0.6 0.074 0.073 0.174 0.430 0.704 0.889 0.969 0.997 
-0.4 0.063 0.067 0.170 0.423 0.704 0.876 0.967 0.993 
-0.2 0.060 0.067 0.178 0.428 0.688 0.873 0.958 0.989 
0 0.056 0.067 0.190 0.435 0.693 0.858 0.944 0.982 
0.2 0.089 0.067 0.180 0.436 0.687 0.865 0.943 0.977 
0.4 0.199 0.086 0.194 0.444 0.671 0.826 0.914 0.958 
0.6 0.499 0.286 0.324 0.524 0.690 0.806 0.881 0.923 
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Table 4.26: Sample means (and sample variances) of C and ^ with true C = 0.95 
true (f) 
-0.8 -0.6 -0.4 -0.2 
C 0.982(0.018) 0.983(0.018) 0.983(0.017) 0.982(0.020) 
0 -0.778(0.066) -0.574(0.086) -0.373(0.099) -0.170(0.106) 
0 0.2 0.4 0.6 
C 0.983(0.018) 0.982(0.021) 0.981(0.026) 0.953(0.081) 
0 0.031(0.106) 0.231(0.106) 0.436(0.104) 0.661(0.142) 
A 八 
Table 4.25: Sample means (and sample variances) of C and 0 with true ( 二 0.99 
true (j) 
-0.8 -0.6 -0.4 -0.2 
C 0.974(0.025) 0.973(0.027) 0.973(0.026) 0.973(0.026) 
0 -0.783(0.064) -0.584(0.083) -0.387(0.096) -0.188(0.101) 
0 0.2 0.4 0.6 
1 0.972(0.028) 0.972(0.029) 0.971(0.032) 0.954(0.068) 
^ 0.010(0.102) 0.206(0.101) 0.409(0.098) 0.624(0.122) 
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Table 4.26: Sample means (and sample variances) of C and ^ with true C = 0.95 
true (f) 
-0.8 -0.6 -0.4 -0.2 
C 0.932(0.041) 0.933(0.041) 0.931(0.043) 0.931(0.044) 
^ -0.783(0.065) -0.585(0.084) -0.386(0.097) -0.188(0.105) 
0 0.2 0.4 0.6 
C 0.929(0.046) 0.929(0.048) 0.926(0.056) 0.910(0.073) 
0 0.011(0.107) 0.207(0.110) 0.411(0.113) 0.623(0.122) 
A A 
Table 4.27: Sample means (and sample variances) of C and cj) with true C = 0.9 
true (j) 
-0.8 -0.6 -0.4 -0.2 
C 0.882(0.050) 0.883(0.051) 0.880(0.053) 0.880(0.056) 
0 -0.783(0.065) -0.584(0.085) -0.385(0.100) -0.186(0.110) 
0 0.2 0.4 0.6 
C 0.877(0.058) 0.876(0.062) 0.871(0.072) 0.861(0.078) 
0 0.013(0.113) 0.211(0.118) 0.415(0.126) 0.619(0.122) 
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Table 4.28: Sample means (and sample variances) of ( and 0 with true C = 0.85 
true (f) 
-0.8 -0.6 ^ -0.2 
(0.833(0.055) 0.834(0.057) 0.831(0.059) 0.831(0.062) 
；-0.783(0.065) -0.584(0.086) -0.385(0.102) -0.187(0.113) 
0 0.2 0.4 0.6 
(0.828(0.065) 0.826(0.068) 0.823(0.077) 0.821(0.079) 
0 0.013(0.117) 0.210(0.123) 0.412(0.131) 0.607(0.121) 
A A 
Table 4.29: Sample means (and sample variances) of C and 0 with true C = 0.8 
true (f) 
-0.8 -0.6 ^ -0.2 
C 0.787(0.055) 0.789(0.056) 0.786(0.058) 0.787(0.061) 
；-0.783(0.065) -0.586(0.086) -0.388(0.102) -0.191(0.112) 
0 0.2 0.4 0.6 
C 0.784(0.063) 0.784(0.066) 0.785(0.073) 0.788(0.077) 




Table 4.30: Sample means (and sample variances) of C and 0 with true ( = 0.75 
true 
-0.8 -0.6 -0.4 -0.2 
(0.749(0.048) 0.750(0.048) 0.749(0.050) 0.752(0.052) 
0 -0.786(0.064) -0.590(0.085) -0.396(0.099) -0.202(0.108) 
0 0.2 0.4 0.6 
C 0.750(0.054) 0.752(0.057) 0.758(0.064) 0.765(0.071) 
^ -0.007(0.112) 0.184(0.116) 0.374(0.121) 0.559(0.120) 
A 
Table 4.31: Sample means (and sample variances) of C and (j) with true C = 0.7 
true (j) 
-0.8 -0.6 -0.4 -0.2 
C 0.722(0.034) 0.723(0.035) 0.724(0.037) 0.727(0.040) 
0 -0.791(0.062) -0.600(0.081) -0.410(0.095) -0.221(0.103) 
0 0.2 0.4 0.6 
c 0.728(0.042) 0.731(0.045) 0.739(0.054) 0.749(0.064) 
0 -0.031(0.105) 0.156(0.109) 0.342(0.114) 0.525(0.117) 
Table 4.23 shows the empirical powers of the test for M3 at different true C and 0, 
and Tables 4.24 - 4.31 show the means and variances of the estimates at different true 
parameter values respectively. The results are similar to M2. However the size of the test 
becomes larger as the magnitude of true 0 increases. Note that the results for true </)=0.8 
are not shown in these tables because of the uncontrollable size. 
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4.3 Integrated linear process 
In practice, sometimes the order of the model is unknown. Model selection criteria can 
be used to choose the appropriate order for the process. We employ finite sample final 
prediction error (FPE) criterion and Akaike information criterion (AIC) in our simulation. 
Khorshidi and Karimi (2009) proposed finite sample FPE criterion as 
卿 F 二 [ : +巧二 1 炉 (4-3.1) 
and AIC is defined as 
AIC = Nlog{RSS/N) + 2q (4.3.2) 
where AT, q, and RSS are the sample size, order of the process, residual variance and 
residual sum of square respectively. 
Assume (1 (B)Z(t) == For the case in which the true W{t) follows a MA(1) 
model, empirical power can be found in this way: 
1. For each true C, C = {1，0.99, 0.95, 0.9, 0.85, 0.8’ 0.75, 0.7}，and each true d 二 
{-0.8, -0.6’ -0.4’ -0.2’ 0’ 0.2，0.4，0.6，0.8}, generate Z{t) 二（ Z (亡 + a⑷-紐(t — l). 
2. For each estimated C, C 二 {0.7, 0.71, 0.72, ...，0.99}, and each order of the MA(q) 
model where q = {1, 2, ..., 7}’ fit a multiple regression using least square. With 
the estimated coefficients, compute the criterion. 
3. Select the model corresponding to the minimum value of the criterion and then 
generate a series of length 100. 




Table 4.32: Empirical powers of the test using sample finite FPE 
c ； 
d 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
-0.8 0.150 0.193 0.263 0.416 0.525 0.599 0.657 0.711 
-0.6 0.175 0.221 0.285 0.430 0.552 0.637 0.687 0.741 
-0.4 0.200 0.237 0.301 0.449 0.564 0.648 0.694 0.752 
-0.2 0.226 0.258 0.324 0.467 0.578 0.662 0.704 0.763 
0 0.269 0.287 0.336 0.488 0.594 0.685 0.721 0.779 
0.2 0.322 0.329 0.353 0.517 0.614 0.703 0.746 0.798 
0.4 0.408 0.370 0.389 0.548 0.650 0.734 0.777 0.826 
0.6 0.500 0.366 0.406 0.590 0.699 0.784 0.837 0.872 
0.8 0.352 0.247 0.486 0.739 0.851 0.923 0.953 0.973 
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Table 4.33: Empirical powers of the test using AIC 
C 
‘ e 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
-0.8 0.150 0.193 0.263 0.416 0.525 0.599 0.657 0.711 
-0.6 0.175 0.221 0.285 0.430 0.552 0.637 0.687 0.741 
-0.4 0.200 0.237 0.301 0.449 0.564 0.648 0.694 0.752 
-0.2 0.226 0.258 0.324 0.467 0.578 0.662 0.704 0.763 
0 0.269 0.287 0.336 0.488 0.594 0.685 0.721 0.779 
0.2 0.322 0.329 0.353 0.517 0.614 0.703 0.746 0.798 
0.4 0.408 0.370 0.389 0.548 0.650 0.734 0.777 0.826 
0.6 0.500 0.366 0.406 0.590 0.699 0.784 0.837 0.872 
0.8 0.352 0.247 0.486 0J39 0.851 0.923 0.953 0.973 
For the case in which true W{t) follows a AR(1) model, 
1. For each true C, C 二 U, 0.99, 0.95, 0.9, 0.85, 0.8, 0.75，0.7}, and each true 0 = 
{-0.8’ -0.6, -0.4，-0.2’ 0，0.2’ 0.4, 0.6’ 0.8}’ generate Z{t) = + (f)Z{t — 1)-
C(f)Z{t-2)-\-a{t). 
2. For each estimated C, C = {0.7, 0.71, 0.72’ ...，0.99}, and each order of a AR(p) 
model where p = {1’ 2, ..., 7}, fit a multiple regression using least square. With 
the estimated coefficients, compute the criterion. 
3. Select the model corresponding to the minimum value of the criterion and generate 
a series of length 100. 




Table 4.34: Empirical powers of the test using sample finite FPE 
c 
(j) 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
-0.8 0.350 0.192 0.273 0.502 0.726 0.878 0.947 0.972 
-0.6 0 348 0.192 0.271 0.494 0.724 0.867 0.940 0.969 
-0.4 0.310 0.168 0.262 0.489 0.719 0.861 0.933 0.966 
-0.2 0.260 0.131 0.248 0.505 0.737 0.867 0.934 0.963 
0 0.217 0.104 0.197 0.435 0.683 0.850 0.935 0.964 
0.2 0.252 0.107 0.178 0.407 0.612 0.768 0.858 0.924 
0.4 0.334 0.128 0.186 0.426 0.613 0.759 0.837 0.888 
Table 4.35: Empirical powers of the test using AIC 
I > C 
(f) 1 0.99 0.95 0.9 0.85 0.8 0.75 0.7 
-0.8 0.364 0.197 0.278 0.503 0.727 0.876 0.944 0.969 
-0.6 0.364 0.197 0.275 0.497 0.724 0.866 0.935 0.966 
-0.4 0.324 0.170 0.268 0.491 0.720 0.859 0.928 0.961 
-0.2 0.278 0.138 0.250 0:507 0.735 0.864 0.928 0.959 
0 0.229 0.110 0.198 0.436 0.682 0.849 0.932 0.960 
0.2 0.266 0.113 0.182 0.414 0.613 0.766 0.857 0.919 
0.4 0.344 0.137 0.190 0.429 0.612 0.756 0.833 0.885 
Tables 4.32 and 4.33 show the empirical powers of the test in which the true W(t) follows 
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MA(1) using sample finite FPE criterion and AIC respectively to select the best model 
which yields the smallest value of the criteria, and Tables 4.34 and 4.35 show those for the 
test in which the true W(t) follows AR(1). It can be seen that Tables 4.32 and 4.33 have 
exactly the same result, indicating the effect of using different model selection criteria is 
negligible. The size of the test cannot be well controlled, especially for larger true 9. The 
results shown in Table 4,34 and 4.35 are not the same but very similar. The size of the 
test is even more out of controlled. It implies that the technique of AR approximation 
is not reliable in this case. Note that the results for true 9 and (f) = 0.6 and 0.8 are not 
shown in the respective tables due to the unacceptable size of greater than 0.5. 
4.4 Comparisons with some methods in literatures 
Fuller (1976) and Dickey and Puller (1979) considered tests for unit root in autoregressive 
process based on ordinary least squares (OLS) estimator and the corresponding pivotal 
statistic. Gonzalez-Farias (1992) and Dickey and Gonzalez-Farias (1992) considered maxi-
mum likelihood (ML) estimation of the parameters and suggested tests for unit root based 
on these estimators. Park and Fuller (1993) also studied the weighted symmetric (WS) 
estimator. In this section, we compare the empirical powers of our test with some of the 
existing results. 
First, we reconsider (1 - CB)Z{t) = W{t) where W{t) is a MA{q) model and q is 
unknown. If the true 6 is -0.5，we compare our results with those using OLS and WS 
estimators using AIC as the model selection criterion. The subscripts ji and r refer to the 
mean-adjusted and trend-adjusted cases respectively, and ** refers to our test. 
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Table 4,36: Comparison of empirical powers with the OLS and WS estimators 
1 0.95 0.9 0.8 0.7 
OLS,/^ 0.045 0.089 0.204 0.487 0.714 
WS,M 0.054 0.195 0.415 0.699 0.858 
OLS，r 0.058 0.071 0.138 0.295 0.482 
WS,r 0.058 0.078 0.168 0.364 0.572 
** 0.184 0.296 0.447 0.646 0.744 
Table 4.36 compares the empirical powers of our test with those using the OLS and WS 
estimators. We can see that the WS procedure in the mean-adjusted case performs the 
best among the others. Our test has the highest power when C = 0.95 and 0.9. However, 
the uncontrollable size of it affects its overall performance. 
Similarly, we consider W(t) is a AR{p) model where p is unknown. For the true (j) is 
-0.5, given the same notations, we have: 
Table 4.37: Comparison of empirical powers with the OLS and WS estimators 
c 
1 0.95 0.9 0.8 0.7 
OLS,At 0.055 0.089 0.214 0.639 0.875 
WS,iU 0.046 0.195 0.410 0.816 0.936 
OLS,7" 0.048 0.065 0.129 0.400 0.686 
WS ’T 0.045 0.066 0.162 0.452 0.755 
** 0.348 0.269 0.497 0.860 0.963 
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Table 4.37 compares the empirical powers of our test with those using the OLS and 
WS estimators. Again, the size of our size is unsatisfactory. It is an issue needed to be 
handled in future work. 
4.5 An illustrative example 
In this section, it comes up with an illustration of our unit root test using an actual time 
series. The data of the quarterly U.S. unemployment rates (seasonally adjusted) from 
1948-1 (first quarter) to 1978-1’ which consists of 120 observations, was given in Cryer 
(1986). Denote this time series as Z{t). 
First, consider the SACF approach to specify the model. 
Figure 4.1: SACF of Z{t) 
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Figure 4.3: SACF of V^Zjt) 
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Figures 4.1 - 4.3 show the successive plots of SACF of Z{t), VZ{t) and respec-
tively. It is observed that the SACF decays fairly rapidly towards zero. It implies that a 
AR model may be appropriate. To identify the order of the model, we look at the partial 
autocorrelation (PACF) plot. 
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Figure 4.4 shows the PACF of The lag length of the last nonzero PACF is 2. 
Thus it suggests an AR(2) model for this series. 
Now, consider our unit root test using polyvariogram. The procedure described in 
Section 3.3 is applied here, and finite sample FPE criterion is used. It suggests a AR(1) 
model for the series with 务=0.75. The test statistic is 0.232 given the critical value of 





The unit root test based on the scaled polyvariogram is investigated in this thesis. Our 
simulation reveals that when testing for an integrated ARMA series, the empirical power 
of the test using AR approximation is uniformly higher than that using the ordinary 
method. When the parameter values for the moving average or autoregressive coefficient 
are unknown, by estimation, we find that the test is powerful except size distortion exists 
in some cases. But the estimates are quite close to their true values with reasonable vari-
ances. However, for an integrated linear process with both the parameter values and the 
order of the model unknown, size distortion becomes more significant, especially when the 
magnitude of the true parameter near one. This weakness can also be seen in comparison 
with results in literatures. 
Polyvariogram does provide another means of detecting unit root or identifying d in 
time series. In our simulation, both SACF approach and test based on polyvariogram 
specify a similar model for a given series, but the latter gives more quantitative evidence. 
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