Abstract-Following a brief overview of two-dimensional (2-D) parametric motion models commonly used in video manipulation and compression, we introduce trifocal transfer, which is an image-based scene representation used in computer vision, as a motion compensation method that uses three frames at a time to implicitly capture camera/scene motion and scene depth. Trifocal transfer requires a trifocal tensor that is computed by matching image features across three views and a dense correspondence between two of the three views. We propose approximating the dense correspondence between two of the three views by a parametric model in order to apply the trifocal transfer for object-based video compression and background mosaic generation. Backward, forward, and bidirectional motion compensation methods based on trifocal transfer are presented. The performance of the proposed motion compensation approaches using the trifocal model has been compared with various other compensation methods, such as dense motion, block motion, and global affine transform on several video sequences. Finally, video compression and mosaic synthesis based on the trifocal motion model are implemented within the MPEG-4 Video Verification Model (VM), and the results are compared with those of the standard MPEG-4 video VM. Experimental results show that the trifocal motion model is superior to block and affine models when there is depth variation and camera translation.
I. INTRODUCTION

M
ODELING of the projected motion field, which refers to the projection of the three-dimensional (3-D) motion onto the image plane, is one of the key aspects of digital video processing. Motion models can be classified as parametric models, dense models, and mixed models. Parametric models represent the projected motion with a small number of parameters. Dense models require one motion vector per image pixel. Mixed models employ a small number of parameters to represent 3-D rigid motion; however, they require a dense depth or structure field in order to represent the corresponding projected motion. Well-known two-dimensional (2-D) parametric motion models can represent the projected Manuscript received October 31, 1997; revised April 29, 1998 . This work was supported in part by a National Science Foundation SIUCRC grant and a New York State Science and Technology Foundation grant to the Center for Electronic Imaging Systems at the University of Rochester. This paper was recommended by Associate Editor K. N. Ngan.
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Publisher Item Identifier S 1051-8215(98) 06322-8. motion field only under some restrictive assumptions. For example, the 2-D translational motion model can handle just translations within the image plane. Affine and perspective models only capture 3-D rigid motion of a planar object under orthographic and perspective projections, respectively [1] . Alternatively, the perspective transformation accurately models the projected motion due only to rotation of a camera, about its center of projection, capturing an arbitrary static 3-D scene. Otherwise, these models provide a reasonable approximation to the projected motion field if the depth variation of the 3-D scene is much smaller than its distance from the camera and there is no camera translation. For unrestricted scene structure and camera motion, complete specification of the projected motion field generally requires use of a mixed model with a set of 3-D rigid motion parameters and a dense depth or structure map. The estimated scene structure information can be stored with the video data as an additional plane (in addition to the usual R, G, B, and alpha planes) or can be utilized for estimation of explicit 3-D object models, such as wireframes or NURBS representations. 3-D model-based video processing is presently an active research area with the participation of scientists from signal processing, computer vision, and computer graphics fields. Among 3-D structure estimation methods, approaches based on epipolar geometry recovery [2] , [3] and planar parallax analysis [4] - [6] are popular. The epipolar geometry, encoded by the fundamental matrix, can be estimated based on point correspondences between two frames. A dense depth map can then be recovered given the fundamental matrix and camera calibration parameters. However, this procedure is highly sensitive to noise in the point correspondences. The planar parallax analysis is based on the observation that a residual motion field will remain after a plane projective (perspective) mapping is applied for motion compensation (with respect to a reference plane in the reference view). This residual motion, which can be decomposed into two components, one due to scene structure and the other due to camera translation, is called planar parallax motion. However, the planar parallax analysis does not lead to a simple parametric mapping between two views since it requires estimation of a dense structure map.
In this paper, we propose a trifocal motion model, which captures scene depth and camera motion without explicit 3-D motion and structure estimation, for digital video compression and mosaic generation based on the "trifocal tensor" representation [7] - [9] . The model requires a trifocal tensor that is computed by matching image features across three views and dense correspondence between two of the three views. We propose approximating the dense correspondence between two of the three views by a parametric model in order to apply the trifocal transfer for object-based video compression (where it is prohibitively expensive to transmit dense motion) and background mosaic generation (where dense motion cannot be computed in newly exposed areas of successive views). The paper is organized as follows. Section II reviews well-known 2-D parametric motion models, such as translational, affine, and perspective models. The trifocal model is developed in Section III, including a review of the trifocal tensor representation, robust tensor parameterization using at least seven point correspondences across three frames, and presentation of backward, forward, and bidirectional trifocal transfer. Motion estimation, compensation, and mosaic synthesis using the trifocal motion model are discussed in Section IV. Section V compares various motion compensation methods, and demonstrates the superiority of trifocal motion model when there is depth variation or camera translation motion. Furthermore, a multimodel motion compensation scheme, based on adaptively selecting one of translational, affine, or trifocal models at each macroblock, is implemented within the MPEG-4 Verification Model (VM) to compare its efficacy for object-based video compression with the other state-of-the-art motion compensation methods [10] .
II. OVERVIEW OF 2-D PARAMETRIC MOTION MODELS
Parametric motion models can be classified as global or local. Local models may be applied to square blocks, triangles, polygons, or arbitrarily shaped regions. The models (mappings) can be used for forward, backward, or bidirectional motion compensation (warping). The most commonly used backward mapping can be expressed in the form (1) which is based on the assumption that image intensity is preserved along the motion trajectory represented by the transformations and and denotes the intensity of frame
The corresponding motion compensation scheme warps the previous frame to the current frame based on the above model. Motion modeling and estimation aim to obtain the transformations and which yield the minimum prediction residue. Different models may work best for different scene structures and motions; hence, the interest in multiple motion models. We review the most commonly used motion models in the following.
A. Translational Model
This simple model just accounts for a translational motion in the image plane, given by (2) It has two parameters and which denote the translations along and respectively. The block translational model has been employed in several international standards, such as ITU-T H.261 and H.263 and ISO MPEG-1, MPEG-2, and MPEG-4. Wide availability of fast block-matching solutions in hardware and software makes this model a popular choice. However, in most practical applications, it fails to capture the actual motion, and the compressed video may suffer from block artifacts at low bit rates.
B. Affine Model
The affine model is a more powerful motion representation with six parameters given by
It captures the orthographic projection of 3-D rigid motion and zoom of a 3-D planar surface. A special case requires only four parameters to capture isotropic magnification, rotation, and translation, where
The six parameters of the affine model can be computed from at least three point correspondences across two views using a linear system of equations. More point correspondences may be used in a least squares solution for improved robustness.
The affine model can be used for either global or local motion compensation. A hierarchical and iterative scheme was proposed to estimate the parameters of a global affine model [11] . The global affine model is a compact motion representation with only six parameters; however, it fails to capture depth information and local deformations. The local affine model, such as the 2-D mesh model [12] , applies a piecewise affine mapping. This flexible and more powerful model provides a good approximation to 3-D scene structure (implicitly encoded in affine parameters of each patch) and local motion (deformations) at the expense of mesh design and tracking. The mesh model has found applications in video coding, manipulation, and indexing [12] - [14] .
C. Perspective Model
The perspective model captures the perspective projection of the rigid motion (rotation and translation) of 3-D planar surface using eight parameters (up to a common scale). The perspective transform (homography) is given by (4) At least four corresponding point pairs are needed to solve for the eight unknown parameters by means of a linear system of equations. The perspective model also models image plane motion induced by rotation of a camera about its center of projection (for arbitrary 3-D scenes).
III. TRIFOCAL MOTION MODEL
This section develops trifocal motion model for motion compensation of digital video based on the recently developed trilinear constraints [7] - [9] across three perspective views of a rigidly moving 3-D scene that is captured by an uncalibrated camera. Section III-A reviews the basics of the trifocal tensor representation. Robust parameter estimation of the trifocal tensor is addressed in Section III-B. Finally, forward, backward, and bidirectional trifocal transfer are developed in Section III-C.
A. Trilinear Equations and Trifocal Tensor
Trilinear equations and trifocal tensor [7] , [8] extend the notions of the epipolar constraints and fundamental matrix [2] , [3] between two views to three views, respectively. The trilinear equations describe the motion and internal parameters of a camera, and all projective geometric constraints that are independent of the scene structure, across three views. Trifocal tensor is a compact representation of this information by 27 parameters.
In order to describe the projective geometric constraints across three views, we let a point in a 3-D projective space be projected onto and in three views and as shown in Fig. 1 . These projections can be expressed as (5) where denotes equal up to a common scale, and are 3 4 projection matrices, and are 2-D homography matrices from to and and and are epipolar points, respectively. The canonical form of the first projection matrix indicates that the world coordinate system is coincident with the coordinate system of the first camera.
The projective geometric relations across three views can be described as follows. Let denote an arbitrary line that passes through point
The line and the center of projection of together define a 3-D plane A projective line from the first optical center to the point in view intersects the 3-D plane at
The intersection of the line with the third view determines which is the mapping of the point onto view
The trilinear constraints refer to all projective geometric relations related to this mapping from to Another point of view, based on the epipolar geometry, is that the scene point can be reconstructed by means of triangulation using the point correspondence pair and in views and respectively. Then, is the projection of onto given the center of projection The projective geometric (trilinear) constraints across the three views and can be compactly expressed in terms of the trifocal tensor [8] , which is a 3 3 3 matrix with 27 entries (6) where superscripts and subscripts denote contravariant and covariant indexes, respectively. Note that in tensor algebra, indexes repeated in the contravariant and covariant positions imply summation over the range of the index (contraction). The element denotes th row and th column of the homography and is the th entry of The trilinear equations can be written in terms of the trifocal tensor as [8] , [15] ( 7) where denotes the th component of the vector and are lines passing through in view and in view respectively, as depicted in Fig. 1 . To take full advantage of all trilinear constraints, and which denote the number of lines chosen on views and should be each greater than or equal to 2, yielding four independent trilinear equations. The notation denotes the th component in the representation of the line where Equation (7) encodes the incidence relation of a point in the first view, a line in the second view, and a line in the third view. This "point, line, line" relation could also be written as a "point, point, point" relation since the epipolar lines and intersect the line at the point and at the point respectively. Choosing different lines and (passing through points and respectively) yields different trilinear equations, only four of which are independent [7] . We study two special cases related to choices of and in detail in the following.
1) Canonical Representation:
A canonical representation can be obtained by choosing a vertical line and a horizontal line in view and a vertical line and a horizontal line in view as shown in Fig. 2 , which leads to the following four independent trilinear equations [7] :
The set of (8)- (11) is called a canonical representation because it is the most compact representation of trilinear relations with This set of trilinear equations contains all 27 tensor coefficients in each equation, which may lead to certain computational advantages in the case of noisy measurement data.
B. Tensor Parameter Estimation with Outlier Rejection
The trifocal tensor depends on camera/scene motion and camera parameters, and can be recovered from feature correspondences without camera calibration. Given point correspondences across three views, the trilinearities (8)- (11) and (12)- (15) can be expressed in matrix-vector form as (16) where is the unknown tensor parameter vector, and is the matrix of coefficients. Thus, a minimum of seven point correspondences over three frames are required to solve the homogeneous linear system (16) for the trifocal tensor parameters up to a common scale.
There are several ways to solve the homogeneous linear system of (16). They include: 1) setting one of the unknowns equal to one, and then solving for the remaining tensor coefficients using a linear least squares method; 2) minimizing subject to the constraint by singular value decomposition (SVD); and 3) nonlinear optimization. In the SVD method, the solution of (16) is given by the eigenvector corresponding to the least eigenvalue of [8] . It is important to normalize all image coordinates and in order to limit the contribution of higher order terms, such as to the overall error sensitivity. The importance of such normalization as well as a procedure for normalization are discussed in [8] and [16] . Here, we employ a simple normalization given by (17) where and denote the image width and height, such that all linear terms (e.g., bilinear terms (e.g., and trilinear terms (e.g., fall in the same range Tensor parameter estimation relies on the accuracy of the feature correspondences across the three views. A small number of outliers ("bad" correspondences) are usually inevitable. It is therefore of interest to eliminate these outliers for robust parameter estimation. To this effect, first, a number of "good features" [17] , say points, are detected on the first view by examining the minimum eigenvalue of the 2 2 spatial gradient matrix at each candidate feature point. Correspondences for these feature points in views and are established by using the Newton-Raphson method for minimizing the block difference between a local window about the point and candidate windows in views and so that point correspondences across three views are established. A random sampling scheme proposed in [18] has been adopted to sample seven point correspondences among the point triplets to solve for the trifocal tensor. We then reproject the feature points in view to view based on the estimated trifocal tensor parameters. After a prespecified number of random samplings, the trifocal tensor which transfers the maximum number of points to with acceptable accuracy is considered as the solution. The whole process is fully automatic and fast.
C. Trifocal Transfer
Given the trifocal tensor across three views and and the points and in views and as shown in Fig. 1 , the process of finding the corresponding point in view is called the trifocal transfer. Thus, the trifocal tensor across three views and the dense correspondence field between and are sufficient to perform trifocal transfer. It is possible to write closed-form expressions to perform this mapping from to using the canonical representation of the trilinear constraints. For example, by taking (8) and (9), we get (18) Thus, the trifocal model (18) is an image-to-image mapping that employs an additional frame in order to project a point from one frame to another. Scene depth and camera motion information are implicitly encoded in this mapping, which is a function of the trifocal tensor parameters.
It is important to observe that different camera and scene configurations may require different forms of mapping to obtain the best results. For example, (18) is best suited to the case of dominant horizontal motion such as camera pan because and are more heavily influenced by the motion along the axis. Note that the expressions (18) do not contain as a result of our choice of (8) and (9) . For generic scene motion and camera configurations, it is desirable to solve for the two unknowns and from all independent trilinear equations, e.g., (8)- (11) or (12)- (15) simultaneously, yielding an implicit parametric model in the form of a set of overdetermined linear equations. In this case, it may not be possible to write a closed-form mapping as in (18) , although a one-to-one mapping can be computed numerically.
In the following, we discuss three forms of motion estimation and compensation (in digital video processing) based on trifocal transfer, which result from different labeling of video frames to correspond to the views and Assuming that the present frame (to be predicted) is always labeled as the view we can predict the pixel intensities on view using two previous frames, two future frames, or one previous and one future frame (which are labeled as views and These options are studied below.
1) Backward Transfer: Backward transfer corresponds to mapping a pixel in the current frame to a previous frame. It is used for predicting the present frame (view from two previous ones. Here, we have two choices, label frame as view and frame as or vice versa. In either case, the correspondence of every pixel on view in the view is computed by means of an appropriate trifocal transfer. Then, the luminance and chrominance values at the pixel on current frame are estimated by those of the corresponding pixel in view Fig. 4(a) depicts the case where frames and are assigned to views and respectively. In this configuration, the luminance and chrominance values at frame are projected from the previous frame however, a dense correspondence field between frames and is also required to compute projections via the trifocal transfer. In the alternative configuration, the luminance and chrominance values at frame are projected from frame and a dense correspondence field between frames and is required. The configuration depicted in Fig. 4(a) is indeed preferred because it is less likely to have occlusions between frames and than between frames and 2) Forward Transfer: Forward transfer corresponds to mapping a pixel in the current frame to a future frame. Fig. 4(b) shows the case where the frames and are assigned to views and respectively, and the current frame is assigned to view Then, given the trifocal tensor and dense correspondence between and [in frames and every pixel in frame can be transferred to frame It is generally employed in forward tracking of feature points [propagating a point from frame to or motion compensation with a frame delay (projecting the intensity of a point from frame to It should be noted that forward transfer is not desirable as a pixel-by-pixel motion compensation method in a causal manner [by projecting the intensity of a point from frame to frame because different pixels in the current frame may map onto the same pixel in frame and/or no pixels from frame may map onto a pixel in frame resulting in holes in the motion-compensated frame 3) Bidirectional Transfer: The third alternative is called the bidirectional transfer which estimates the current frame from the previous frame and the following frame. Fig. 4(c) shows the case where the frame is assigned to view frame is assigned to view and the current frame is assigned to view Given the trifocal tensor estimated from these three frames and a dense correspondence field between frames and the points in the current frame can be transferred to the previous frame by solving from and or can be transferred to the following frame by solving from and The final result depends on either one of them or the combination of both, which is a bidirectional transfer representation involving three consecutive frames.
IV. VIDEO COMPRESSION AND MOSAIC GENERATION
The frame-based representation of raw video data features very high temporal and spatial redundancy. The interframe redundancy is usually exploited by motion modeling and motioncompensated predictive coding, where the current frame is predicted from previous and/or future frames. Therefore, motion models which capture the geometric relationships among frames are of interest in video processing with depth information for effective video manipulation and minimization of the residual signal that needs to be coded.
The trifocal tensor analysis has, so far, found successful applications in recognition by alignment [7] , point correspondence establishment in successive frames [19] , novel view synthesis from a set of given views [20] , [21] , and camera calibration [22] . Here, we address the application of the trifocal model to digital video processing, including objectbased video representation, multimodel video compression, and mosaic synthesis. 
A. Object-Based Video Representation
MPEG-4 is an emerging international standard for audio-video coding in multimedia applications [23] . Objectbased video representations with shape, texture, and motion coding have been studied within MPEG-4. In MPEG-4 terminology, a video object (VO) is spatio-temporal data that are related to a semantically meaningful part of a scene, and a video object plane (VOP) refers to an instance of a video object [24] . A VOP is described by its shape, motion, and texture. The motion of an arbitrary VO is modeled by a blocktranslational model. Hence, according to MPEG-4 syntax, the representation of an frame VO consists of the texture map of the first VOP (which is DCT coded), motion vectors, where denotes the number of blocks in VOP and prediction residue maps after motion compensation (which are DCT coded). Alternatively, a VO may be designated as a sprite object (background mosaic), whose motion is described by a rigid affine transformation (see Section II); and hence, the motion of a sprite VO can be represented by affine parameter vectors. Residual texture maps are not included in the sprite VO representation.
Trifocal motion model provides an alternative representation, where trifocal tensors, each containing 26 parameters (up to common scale factor), and affine vectors, each containing six parameters, provide a compact description of the temporal evolution of a VO. In the proposed representation, the affine transfer is employed to approximate the dense correspondence field between the views and needed to compute the trifocal transfer between and This approximation is proposed since it may not be possible to estimate (in mosaic generation) or transmit (in video compression) a full dense correspondence field between successive views in some digital video processing applications. For scenes with depth variations and camera translation which cannot be captured by the affine model alone, the trifocal model with the proposed approximation results in a superior representation with smaller prediction residuals. We employ the trifocal model-based motion representation for video compression and mosaic synthesis in the following. Another alternative might be to approximate the dense correspondence recursively from the results of previous trifocal transfers. However, this option has not been adopted since it causes serious error propagation.
B. Motion Parameter Estimation
Motion parameter estimation for the case of bidirectional transfer refers to estimation of the trifocal tensor between VOP's and approximation of the dense correspondence field between VOP's Estimation of the parameters for the cases of backward and forward trifocal transfer follows trivially.
Estimation of the trifocal tensor can be summarized as follows.
1) Detect a set of "good features" [17] in VOP 2) Track these feature points to frames and [17] , and eliminate features which are poorly tracked. 3) Randomly select seven feature correspondence triplets, and recover the trifocal tensor parameters as described in Section III-B. 4) Transfer all feature points from frame to frame using the trifocal model, and count the number of features which are transfered within a given accuracy. 5) Repeat steps 3) and 4) for a prespecified number of times, and then choose the trifocal tensor which successfully transfers the maximum number of feature points from frame to frame
We approximate the dense correspondence field from VOP to VOP by a global affine transform whose parameters are estimated by an iterative and hierarchical process [11] . A Laplacian pyramid is constructed from two VOP's and At each layer, an error measure of sum of squared differences is minimized with respect to the six unknown affine parameters. This process iterates several times across each layer of the pyramid to obtain an estimate of
C. Motion Compensation
We summarize the procedure for bidirectional trifocal transfer with reference to Fig. 4(c) .
1) For every pixel within the current VOP in frame , find the corresponding pixel in frame by a global affine transform 2) Find the projected point in frame by bidirectional trifocal transfer, solving for given using (8)- (11) or (12)- (15). 3) Interpolate the luminance or chrominance value at from its four neighbors by bilinear interpolation, and copy this value as the predicted intensity of the pixel in the current frame The motion compensation is performed on both luminance and chrominance channels. It is straightforward to modify this procedure for motion compensation by forward or backward trifocal transfer.
Motion compensation based on trifocal transfer is not perfect due to following reasons: First, there are covered/uncovered regions between three consecutive views. Second, in a video coding system, although the trifocal tensors are recovered from the original frames, the current frame is motion compensated from the previously reconstructed frame or sprite, which is blurred and may contain artifacts. Third, the dense correspondence field from frame to is approximated by global affine transform Fourth, the random sampling used in Section III-B may fail to reject all outliers. However, experimental results indicate that it is still superior to affine transfer or simple block motion compensation when there is significant camera motion and depth variation in the scene.
D. Multimodel Motion Compensation
We have implemented a multimodel motion compensation scheme, based on adaptively selecting one of the translational, affine, or trifocal models at each block or macroblock, within the MPEG-4 video verification model (VM) [24] , [10] . The motion compensation modes include the following.
• TRANSPARENT mode. Macroblock is outside the video object alpha plane and is not coded. • INTRA mode. Macroblock is discrete cosine transform (DCT) coded without any motion compensation. • INTER16 mode. Macroblock is motion compensated by a single translational motion vector. • INTER8 mode. Macroblock is split into four 8 8 blocks, and a different translational motion vector is assigned to each of them.
• AFFINE mode. Macroblock is motion compensated by global affine transform.
• TRIFOCAL mode. Macroblock is motion compensated by a global backward trifocal transfer; that is, frame is motion compensated from frame based on and the dense correspondence between frames to is approximated by a concatenation of two consecutive affine transforms and At each block, the best motion model which yields the minimum residue is selected after motion compensating the macroblock with all of the candidate models. If the scene is 2-D in nature, simpler models such as translational block and affine models should be selected due to their low computational cost. However, if there is significant variation in scene depth and camera translation, the more powerful trifocal motion model should capture camera motion and depth information. If the savings in the bit count for coding the residue signal is more than the cost of coding the trifocal tensor parameters, a higher coding efficiency is achieved by using the trifocal model. This is, in general, the case when there is significant camera motion and depth variation in the scene.
E. Mosaic Synthesis
Mosaic representation of scenes enables higher coding efficiency for background layers as well as manipulation, image- posed in the literature [26] , [5] , [27] - [29] . The MPEG-4 offers two types of mosaics: static and dynamic mosaics. In static mosaic synthesis, global affine transformations are employed to register each video frame on a common 2-D reference coordinate system. In dynamic mosaic synthesis, the mosaic reference frame propagates in time. Mosaic synthesis methods using 3-D scene representations based on the planar parallax motion analysis method have also been presented in [6] .
Here, we propose a procedure to generate a dynamic mosaic similar to [25] using the trifocal model instead of the affine model. The initial mosaic is taken to be identical as the first VOP. For all successive time instances, the previous mosaic is warped by trifocal transfer (where the dense correspondence was again approximated by a global affine warping) and blended with the current frame to form the current mosaic. The result of mosaic synthesis using the trifocal transfer is presented in the next section.
V. EXPERIMENTAL RESULTS
We present two sets of experimental results to demonstrate the effectiveness of the proposed trifocal model: 1) In Section V-A, we compare the motion compensation error of various methods, where the previous original image is motion compensated, and 2) in Section V-B, we employ the MoMuSys MPEG-4 video VM to provide coding results, where the previously encoded/decoded frames are used in motion compensation. Background mosaic generated in the process of video coding is also shown. The following sequences are used in the experimental results: "Building" (58 frames, 512 pixels/line, and 480 lines/frame) which has significant depth variation and perspective distortion; "Cyclamen" (300 frames, 352 pixels/line, and 240 lines/frame with alpha plane) which is shot by a translating and panning camera; and "Stefan" (300 frames, 352 pixels/line, and 288 lines/frame with alpha plane) which features fast camera pan as Stefan moves toward the net. Representative frames of these sequences are shown in Figs. 5, 9, and 16, respectively.
A. Motion Compensation Results
We compare the following motion compensation methods in this section.
1) Dense transfer: Current frame is motion compensated from the previous frame using dense optical flow estimated by four level hierarchical Lucas-Kanade method [30] . 2) Block transfer: Current frame is motion compensated from the previous frame using 16 16 block motion vectors estimated by exhaustive search block matching. 3) Affine transfer: Current frame is motion compensated from the previous frame by a global affine mapping, which is estimated as in [11] . 4) Bidirectional trifocal transfer with dense correspondence: Current frame is motion compensated from the previous frame as shown in Fig. 4(c) , where the dense correspondence between frame and is estimated by the four-level hierarchical Lucas-Kanade method. 5) Bidirectional trifocal transfer with block correspondence: Same as above except, that the dense correspondence between frames and is approximated by 16 16 block motion vectors estimated by exhaustive search block matching. 6) Bidirectional trifocal transfer with affine correspondence: Same as above, except that the dense correspon- dence between frames and is approximated by a global affine mapping which is estimated as in [11] . The motion compensation errors are evaluated by comparing the average of the sum absolute difference per pixel (SAD) and peak signal-to-noise ratio (PSNR). Let the original image and the motion-compensated image have pixels/line and lines/frame; then SAD (19) and PSNR
We compared the performance of all six motion compensation methods on two of the sequences, "Building" and "Cyclamen," and report the estimated motion fields, motion compensation residue images, and performance comparison tables and graphs. We first analyze the motion fields and motion compensation errors resulting from the six motion compensation methods on three frames of the "Building" sequence. In order to compute the trifocal tensor we first detect 300 feature points on frame 21, which are marked by red crosses in Fig. 6 . We successfully track 279 of these points to frame 22, and then 268 of them to frame 23 to establish a total of 268 point correspondences between frames 21, 22, and 23. We randomly sample seven point correspondences at a time from this set to estimate the trifocal tensor parameters as described in Section IV-B. After 300 trials, the seven feature points that yield the best trifocal tensor parameters are marked by green crosses on frame 21 as shown in Fig. 6 . The yellow pluses show the reprojection of all 268 feature points from frame 22 to frame 21 by bidirectional trifocal transfer using the established point correspondences from frame 22 to 23. In order to perform bidirectional trifocal transfer of all pixels from frame 22 to frame 21, the dense correspondence from frame 22 to 23 is required. We estimate this dense correspondence by dense optical flow, block matching, and global affine transfer as described in the text. These correspondence fields are shown in Fig. 7(a)-(c) . Finally, the results of trifocal transfer from frame 22 to frame 21 using the trifocal tensor and the dense correspondence fields shown in Fig. 7(a)-(c) are depicted in Fig. 8(d)-(f) , respectively. The results of transfer from frame 22 to frame 21 using dense optical flow, block motion, and global affine transfer are also shown Fig. 8(a)-(c) for comparison purposes. The motion compensation residues for frame 22 by global affine and trifocal transfer with affine correspondence are also shown in Fig. 13(a) and (b) . The numerical comparison of all six methods are summarized in Table I .
Next, we repeat the same set of results using frames 147, 150, and 153 of "Cyclamen" in Fig. 9 . Fig. 10 shows 200 feature points that are detected on frame 147 (by red crosses), their reprojections from frame 150 using the estimated trifocal tensor parameters (by yellow pluses), and the seven features that yield the best trifocal tensor parameters (by green crosses). The dense correspondence fields between frames 150 and 153, required to perform bidirectional trifocal transfer from frames 150 to 147, estimated by optical flow, block matching, and affine transfer, are depicted in Fig. 11(a)-(c) , respectively. Next, the results of six motion compensation methods are shown in Fig. 12(a)-(f) , and the numerical results are summarized in Table I . Again, the motion compensation residues by global affine and trifocal transfer with affine correspondence for frame 150 are also shown in Fig. 13(c) and (d) . Finally, we repeat the same experiment on long sequences, that is, frames 1-29 of "Building" and frames 123-177 of "Cyclamen," sampling one out every three frames. The average of motion compensation SAD and PSNR over all frames is presented in Table I .
These experiments indicate that motion compensation by dense optical flow provides the best results in the case of small motion. However, when there is large motion, the gradient estimation, and thus the dense optical flow, is usually not sufficiently accurate. Furthermore, dense motion fields cannot be used in video coding applications due to the prohibitively large amount of overhead transmission required. The block matching is also reliable in sequences with small motion (e.g., processing every frame of "Cyclamen"), but not as accurate in "Building" where there is a noticeable depth change and perspective distortion. Neither dense motion nor block motion models can be employed in mosaic generation since the newly appearing parts of pictures have no correspondence in the previous frame. Thus, we show that trifocal transfer with an affine approximation of the dense correspondence information provides a superior alternative to affine transfer in cases of large camera/scene motion and depth change.
In order to analyze the errors in affine transfer and trifocal transfer with affine approximation of dense motion, we note that the motion compensation residue in affine transfer is mainly due to motion parallax, whereas the errors in trifocal transfer with affine approximation are mainly due to inaccurate approximation of dense correspondence assuming that we have the correct trifocal tensor parameters. An exact analysis of the models depends on the nature of the scene and motion. A general conclusion that can be reached is that it is not necessary to use trifocal transfer for sequences with slow motion and/or the scene is nearly planar. However, when there is significant depth variation in the scene which leads to perspective distortion, e.g., as in the "Building" sequence, the error due to motion parallax can be bigger than that of inaccuracy of dense correspondence in trifocal transfer. One extreme case may be when the dense correspondence between views and is set to zero. In this case, (12)- (15) degenerate to polynomial constraints between view and view . As shown in Fig. 12(e) , even though some motion vectors used for correspondence [shown in Fig. 11(b) ] are zero due to aperture problem in block matching, the motion field computed by trifocal transfer coincides with our intuition of horizontal translation. This shows that camera/scene motion is captured by the trifocal tensor, which "forces" the trifocal transfer to reflect the general/global camera/scene motion.
B. Video Compression Results
We present here compression results on two natural video objects, the foreground object of "Cyclamen" sequences and the background object of the "Stefan," using different motion models and their combinations as described in the following:
• AFFINE-ONLY, where only a global affine model is used for motion compensation. Blocks can be of type TRANSPARENT, INTRA, and AFFINE. affine parameters [24] , [25] . In our present implementation, the parameters of the trifocal tensor are attached to the bit stream without any compression. Each one of 26 coefficients is represented by a 4-byte float number. Hence, 832 more bits per VOP are added to the bit stream to represent the trifocal tensor. Further coding efficiency can be achieved by compressing these coefficients by lossless coding methods.
The coding results on the foreground object of "Cyclamen" are obtained under the same experimental conditions, such as the quantization table, as in the MPEG-4 video VM. The different coders were tested under different frame rates of 30 frames/s (without subsampling) and 3 frames/s (sampling one out of ten frames). If we process the sequence at a rate of 30 frames/s, the translational block model captures the motion well, and the BLOCK-ONLY coder yields the best performance with a PSNR 30.76 dB on the -channel at the compression ratio of 119.48. This is because the scene does not contain a significant depth variation and the camera motion is slow. The performances of different coders for the case of 3 frames/s are summarized in Table II , and the frame-to-frame coding performances are shown in Fig. 14 . In this case, the translational block model fails to capture the significant panning and zooming of the camera and depth variation in the scene, and the BLOCK-ONLY coder is no longer suitable. Observe that here the trifocal motion model gives best coding efficiency. These results clearly indicate that the trifocal motion model is a more powerful model than the translational and affine models, especially for scenes with depth and camera translation.
The comparison of results of different coders on the background object of "Stefan" in Fig. 16 is shown in Table III . The frame-to-frame coding performances are also shown in Fig. 15 . In this case, the block-translational model fails to catch the fast camera pan, achieving only a PSNR of 30.53 dB on the channel at a compression ratio of 18.43. Better performance is achieved by the global affine model for a PSNR of 30.45 dB on the channel at a compression ratio of 24.52. The global trifocal motion model gives an even higher coding efficiency. The compression ratio improves to 28.18 when the affine model is adaptively combined with the translational block model. The highest coding performance is achieved when the trifocal model is combined with the translational block model, achieving a PSNR of 30.81 dB on the channel at a compression ratio of 30.91. This example demonstrates that it is desirable to incorporate various forms of motion models into a coding system, and to employ the one that achieves the best performance at the lowest cost adaptively. The model selection criteria may be related to the rate distortion performance of each model. Hence, motion compensation is adaptive to the scene. We also depict the background mosaic reconstructed from frames 220-268 of "Stefan" using the trifocal model in Fig. 17 . Note that this mosaic is reconstructed from the coded-decoded representation of the previous frames (and not from the original ones) which causes some blurring.
We also provide the statistics of the mode selections for each macroblock in the various coders in Tables IV and  V. Table IV shows the distribution of mode selections in coding "Cyclamen" (sampling one out of ten frames), where 47.7% macroblocks are coded using the SPRITE mode in the TRIFOCAL BLOCK coder versus only 20.8% when using AFFINE BLOCK coder. Note that the SPRITE mode in the TRIFOCAL BLOCK coder implements backward trifocal transfer with affine approximation of dense correspondence, whereas the SPRITE mode in the AFFINE BLOCK coder implements the affine transfer. Experimental results show that when there is slow motion between the frames, the block coder performs well. This is because, under a small motion assumption, all motion can be reasonably well approximated by local translation (e.g., when processing every frame of the "Cyclamen" sequence without frame skipping); when there is significant camera/scene motion and depth change, the TRIFOCAL BLOCK encoder outperforms all other coders. Note that in low-bit-rate applications, i.e., fewer than 64 kbits/s, one can usually encode only 5-10 frames/s, which corresponds to skipping every three-six frames. Hence, the results provided are typical of real applications.
VI. CONCLUSIONS
Trifocal motion modeling with parametric approximation of dense correspondence, which is capable of implicitly cap- turing scene depth and camera translation, unlike other 2-D parametric motion models such as translational, affine and perspective models, is proposed for low-bit-rate digital video coding and mosaic generation. Backward, forward, and bidirectional trifocal transfer and corresponding motion estimation and compensation methods are presented. Various motion estimation and compensation methods based on dense optical flow, block matching, global affine transform, and trifocal transfer are compared on three sequences. Video compression and mosaic synthesis using the trilinear constraints are incorporated in the MPEG-4 video VM, and superior performance is achieved when compared to block matching and affine transfer, respectively.
The motion compensation error in 2-D parametric modeling, e.g., affine transfer and homography, is mainly due to motion parallax. The error in trifocal transfer with the proposed affine approximation is mainly due to inaccurate approximation of dense correspondence assuming that we have the correct trifocal tensor parameters. An exact analysis of these errors depends on the nature of the scene and motion. We note that for scenes where dense motion cannot be approximated by a single affine, it is possible to use a piecewise affine approximation to dense correspondence, such as in 2-D meshbased motion representation to improve the accuracy of trifocal transfer. Other future applications of trifocal model-based video representation include object tracking for 3-D model synthesis and object-based video indexing.
