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Abstract
We consider a quantum generalization of the classical heat equation, and study con-
tractivity properties of its associated semigroup. We prove a Nash inequality and a loga-
rithmic Sobolev inequality. The former leads to an ultracontractivity result. This in turn
implies that the largest eigenvalue and the purity of a state with positive Wigner func-
tion, evolving under the action of the semigroup, decrease at least inverse polynomially
in time, while its entropy increases at least logarithmically in time.
1 Introduction
Interactions of an open quantum system with its environment often result in dissipative
processes. The continuous time evolution of such a system is hence in general non-unitary,
unlike that of a closed system. In the time-homogeneous case, it is described by the quantum
master equation
dρt
dt
= L(ρt), (1.1)
where ρt denotes the state of the quantum system at time t, and L is the (infinitesimal)
generator of the dynamics. The solution of Equation (1.1) is given by a quantum dynamical
semigroup, which is a one-parameter family (Λt)t≥0 of quantum operations satisfying certain
conditions (see Section 2.6).
An important class of results concerning quantum dynamical semigroups and their classi-
cal counterparts (i.e., classical Markov semigroups) consists of certain functional inequalities,
e.g. Nash inequality, logarithmic-Sobolev (or log-Sobolev) inequality, etc. These inequalities
can be used to find bounds on the time scales of various dissipative processes, both in the
infinite- and finite-dimensional setting: for example, in bounding mixing times of classical
and quantum Markov processes1 (see e.g. [25] and references therein), estimating the rate at
1That is, the time it takes for the Markov process to become close to its stationary state, starting from
any initial state.
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which the purity of a state decreases under the action of a quantum dynamical semigroup,
estimating run times of quantum algorithms based on quantum Markov processes (e.g. [41]),
etc. Functional inequalities are related to general formulations of certain convergence prop-
erties of the underlying semigroup. Hypercontractivity [34] is one such form of convergence
and, for a semigroup which has an invariant state, it is related to exponential decay towards
this state. The log-Sobolev inequality [15] can be viewed as an infinitesimal version of hy-
percontractivity. Recently, Kastoryano and Temme [24] defined non-commutative versions
of another type of convergence called ultracontractivity, where the convergence towards an
invariant state is at least inverse polynomial with respect to time. Ultracontractivity, in the
classical case, can be derived for Markov semigroups satisfying a Nash inequality [33]. Sim-
ilarly, it was shown in [24] that quantum (or non-commutative) ultracontractivity holds for
quantum dynamical semigroups which satisfy a quantum version of the Nash inequality. For
a brief summary of the functional inequalities and the contractivity properties of the associ-
ated semigroups, in the classical case, see Section 3.1. Contractivity properties of quantum
dynamical semigroups have been the focus of active research in recent years. See for example
[3, 31, 25, 5, 32] and references therein.
Classically, perhaps the oldest studied example of a dissipative process is that of heat
conduction. It is described by the simplest type of diffusion equation
∂tu = ∆u, (1.2)
where u ≡ u(x, t) is the temperature (or more generally, a scalar field) at the position x, at
the time t. In this paper we consider a quantum analogue of this equation and its associated
semigroup. In this case the underlying Hilbert space of the quantum system is an infinite-
dimensional separable Hilbert space and the unbounded generator is given by2
L (·) := −1
4
n∑
j=1
([Qj , [Qj , ·]] + [Pj , [Pj , ·]]) , (1.3)
where Qj , Pj , j = 1, 2, . . . , n denote n pairs of canonically conjugate observables satisfying
the Heisenberg canonical commutation relations (CCR)
[Qj , Pk] = iδjkI ; [Qj , Qk] = 0 = [Pj , Pk] ∀ j, k = 1, 2, . . . n. (1.4)
In the above, we have set ~ = 1. The observables Qj, Pj , j = 1, 2, . . . , n could be, for example,
the “position” and “momentum” quadratures, respectively, of an n-mode bosonic field. The
quantum master equation corresponding to the above generator (in this explicit form) was
studied by Hall [16, 17] and later Ko¨nig and Smith [28]. They showed that it can be viewed
as a quantum analogue of the classical heat equation (1.2), and referred to it as the quantum
diffusion equation. We adopt their nomenclature and refer to the associated semigroup as
the quantum diffusion semigroup (see also [30] for more general “diffusion” semigroups).
We prove a Nash inequality and a log-Sobolev inequality for states evolving under the
action of the semigroup. The former inequality in turn allows us to prove an ultracontractivity
property of the quantum diffusion semigroup, which tells us that the purity of a state, as
well as its largest eigenvalue, decrease at least inverse polynomially in time under the action
2See Section 3 for a more rigorous and complete definition.
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of this semigroup, while its entropy increases logarithmically in time. The above results,
however, do not yield any information about mixing times, since our semigroup does not
have an invariant state.
In Section 2.1 we give the necessary notations and definitions of mathematical objects
arising in our work. In Section 2.2 we introduce the algebra of canonical commutation rela-
tions (CCR). An important class of states of continuous variable quantum systems, namely,
Gaussian states, to which some of our results pertain, are discussed in Section 2.3, and the
more general Schwartz states are defined in Section 2.4. Certain key entropic quantities which
arise in the statement of our results are given in Section 2.5. Section 2.6 contains a brief
summary of the basics of quantum dynamical semigroups. The quantum diffusion semigroup
and its properties are given in Section 3. Our main results are stated as six theorems in
Section 4. The proofs of these are given in the following sections. Proofs of some of the
intermediate results are given in the appendices.
2 Notations and Definitions
2.1 Operators and Norms
Let H := L2(Rd) denote the infinite-dimensional separable Hilbert space of square-integrable
functions on Rd, and let B(H) denote the set of linear bounded operators on H. Further,
let P(H) be the set of positive semi-definite operators on H, P+(H) ⊂ P(H) be the set of
(strictly) positive operators, and let D(H) := {ρ ∈ P(H) | Tr ρ = 1} denote the set of density
matrices (or states) onH. We denote the support of an operator A as supp(A), and its domain
and kernel as dom(A) and ker(A), respectively. Let ran(P ) denote the range of a projection
operator P , let I ∈ P(H) denote the identity operator on H, and id : B(H) → B(H) the
identity map on operators on H.
Let T1(H) denote the space of trace class operators equipped with the norm ||σ||1 = Tr |σ|,
and let T2(H) denote the space of Hilbert-Schmidt operators, i.e.,
T2(H) := {A ∈ B(H) : Tr |A|2 <∞}. (2.1)
This space is equipped with the Hilbert Schmidt norm
‖A‖2 :=
(
Tr |A|2)1/2 , (2.2)
associated to the Hilbert Schmidt inner product 〈A,B〉 := Tr(A∗B), where by A∗ we denote
the Hermitian conjugate of A. For any state ρ ∈ D(H), Tr ρ2 ≡ ‖ρ‖22 is a measure of its
purity. For any p ∈ [1,∞) we define the p-norm
‖A‖p := (Tr(|A|p))1/p , (2.3)
and for p =∞,
‖A‖∞ := sup
‖x‖=1
‖Ax‖. (2.4)
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For a given state ρ ∈ D(H), for any p ≥ 1, we similarly define Lp(ρ) to be the Banach space
of operators with norm
‖A‖p,ρ := Tr(ρ|A|p)1/p. (2.5)
A quantum operation (or quantum channel) is given by a linear, completely positive trace-
preserving (CPTP) map (see e.g. [35]). For a linear map Λ : B(H) → B(H), and any
p, q ∈ [1,∞] we define the following norm:
‖Λ‖p→q := sup
A∈B(H):
‖A‖p=1
‖Λ(A)‖q (2.6)
Similarly, we denote by Lp(µ) the space of p-integrable functions on Rd, with respect to a
probability measure µ, with associated norm
‖f‖p,µ :=
(∫
|f(x)|pdµ(x)
) 1
p
. (2.7)
We denote these simply by Lp, ‖ · ‖p when µ is the Lebesgue measure. We define the norm
‖Λ‖Lp→Lq := sup
f∈Lp:
‖f‖p=1
‖Λ(f)‖q . (2.8)
2.2 The algebra of canonical commutation relations (CCR)
Given the canonically conjugate observables Qj , Pj , j = 1, 2, . . . , n, let us introduce a 2n-
dimensional column vector of observables
R := (Q1, P1, . . . , Qn, Pn)
T , (2.9)
where the superscript T denotes a transpose. Then the canonical commutation relations
(CCR) can be compactly expressed as
[Rj , Rk] = iΩjk (2.10)
where
Ω =
[
0 1
−1 0
]⊕n
. (2.11)
A rigorous definition of the operators Qj, Pj is as follows. Consider a family {V (z) : z =
(q1, p1, . . . , qn, pn) ∈ R2n} of unitary operators satisfying the so-called Weyl-Segal CCR [19],
V (z)V (z′) = e−
i
2
{z,z′}V (z + z′) (2.12)
where
{z, z′} := (z,Ωz′) =
n∑
j=1
(qjp
′
j − q′jpj) (2.13)
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is the canonical symplectic form, and the notation (z, z′′) denotes the scalar product of the
vectors z and z′′ in R2n. The vector space R2n equipped with the symplectic form {z, z′}
defined above, constitutes a symplectic vector space which we denote as Z. It can be viewed
as the quantum phase space, e.g. the phase space of an n-mode bosonic field.
Stone’s Theorem (see e.g. [37]) allows us to define Pj (resp. Qj) as the self-adjoint gener-
ator of
(
V (tq(j))
)
t∈R
(resp.
(
V (−tp(j)))
t∈R
) where q(j) (resp. p(j)) is the vector z with qj = 1
(resp. pj = 1) and all other elements equal to zero. The operators V (z) can then be expressed
as follows:
V (z) := ei(z,ΩR) ≡ exp[i
n∑
j=1
(qjPj − pjQj)]. (2.14)
The operators V (z) are called the Weyl operators or Weyl displacement operators, the latter
name being justified by the relation
V (z)RjV (−z) = Rj + zjI ∀ j ∈ {1, 2, . . . , n}. (2.15)
A quantum state ρ ∈ D(H) of the system is uniquely defined on Z through its quantum
characteristic function
χρ(z) := Tr (ρV (z)) . (2.16)
The inverse Fourier transform of the characteristic function
F−1χρ (u) := (2pi)−n
∫
R2n
e−i(u,z)χρ(z)dz (2.17)
is called the Wigner function of the state3. Under this convention the integral of the Wigner
function is equal to (2pi)n. However, they can in general be negative, and therefore cannot
be interpreted as probability densities associated to states.
A quantum state is said to have finite kth moment, for k ∈ N if
Tr
(
ρ|Rj |k
)
<∞, ∀ j ∈ {1, 2, . . . , 2n},
where Rj denotes the j
th entry of the vector R of observables defined through (2.9).
We employ the following theorems to prove our main results.
Theorem 1 (Noncommutative Parseval’s relation, [19] Theorem 5.3.3). The function given
by (2.16) extends uniquely to a map T 7→ χT from the Hilbert space T2(H) onto L2(R2n), so
that
Tr(T ∗1 T2) = (2pi)
−n
∫
R2n
χT1(z)χT2(z)dz, (2.18)
(where the notation f(z) denotes the complex conjugate of f(z)).
3Note that the above definition differs from the usual one by a factor of (2pi)−n.
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We also employ the following lemma, which is an adaptation of a result proved by Holevo
in [19].
Lemma 1 (See [19] Lemma 5.4.2). Let X be a (possibly unbounded) self-adjoint operator and
let ρ be a state such that
Tr(ρX2) <∞. (2.19)
Then,
X = i−1
d
dt
∣∣∣∣
t=0
Ut (2.20)
where Ut := e
itX is defined by functional calculus, and the derivative is taken in L2(ρ), i.e.,
Tr
[
ρ
∣∣∣∣Ut − It − iX
∣∣∣∣
2
]
→
t→0
0. (2.21)
2.3 Gaussian states
An important class of states for a continuous variable quantum system are the Gaussian
states. They play a fundamental role in the study of various quantum information processing
tasks involving continuous variable quantum systems which are relevant in quantum compu-
tation and quantum cryptography. Important examples of Gaussian states arise in quantum
optics and include coherent states, squeezed states and thermal states. A Gaussian state ρ
is defined via its characteristic function
χρ(z) = e
i(µ,z)− 1
2
(z,Σz) z ∈ Z, (2.22)
where µ is the mean vector of the state ρ, with elements
µi := Tr(ρRi), i = 1, 2, . . . , 2n, (2.23)
and Σ is its 2n× 2n (real, symmetric) covariance matrix, with elements
Σij :=
1
2
Tr(ρ(RciR
c
j +R
c
jR
c
i )), (2.24)
where Rci := Ri−Tr(ρRi). The characteristic function given by Equation (2.22) is exactly the
one of a 2n-dimensional Gaussian vector of mean µ and covariance Σ. The Gaussian state is
said to be centered if µ = 0. Gaussian states have some very useful properties (see [10, 20]).
For example, the linear span of all Gaussian states is dense in the Banach space, T1(H), of
trace class operators. Moreover, any Gaussian state can be written in a rather simple way as
follows.
Theorem 2 ([20] Lemma 12.21 and Theorem 12.22). A Gaussian state ρ with covariance
matrix Σ is invertible if and only if
det
(
Σ+
i
2
Ω
)
6= 0. (2.25)
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Moreover, any Gaussian state ρ ≡ ρµ,Σ of mean µ and covariance matrix Σ can be written as
ρµ,Σ = V (µ)ρ0,ΣV (−µ), (2.26)
where ρ0,Σ is a centered Gaussian state of covariance matrix Σ, and V (µ) denotes the Weyl
operator given by Equation (2.14). Further, a centered, invertible Gaussian state can be
expressed as follows:
ρ0,Σ = Ce
−RTΓR, (2.27)
where
C =
[
det
(
Σ+
i
2
Ω
)]−1/2
, (2.28)
with Ω given by Equation (2.11) and Γ defined through the relation
2Ω−1Σ = cot(ΓΩ). (2.29)
2.4 Schwartz operators
Recently Keyl, Kiukas and Werner introduced a larger class of operators, the so-called
Schwartz operators, in [26]. We first recall that a Schwartz function on Rn is a smooth
function ϕ : Rn 7→ C for which
sup
x∈Rn
∣∣xα11 . . . xαnn ∂β1
∂xβ11
. . .
∂βn
∂xβnn
ϕ(x)
∣∣ <∞ (2.30)
for all α, β ∈ Nn. The set of Schwartz functions is denoted by S(Rn). A Hilbert Schmidt
operator T is called a Schwartz operator if its characteristic function χT is in S(R2n). Note
that any Gaussian state is a Schwartz operator. More generally, a quantum state which is a
Schwartz operator is called a Schwartz state.
2.5 Entropic quantities
The von Neumann entropy of a quantum state ρ ∈ D(H) is given by
S(ρ) := −Tr(ρ ln ρ). (2.31)
The quantum relative entropy of two quantum states ρ, σ ∈ D(H) is given by:
D(ρ||σ) :=
{
Tr(ρ(ln ρ− lnσ)) if suppρ ⊂ suppσ
∞ else.
Consider a family {ρ(θ)}θ∈R of quantum states on some Hilbert space H, parametrized by
a real number θ, such that ρ(0) = ρ, and such that the function θ 7→ D(ρ||ρ(θ)) is twice
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differentiable at 0. We consider the following entropic quantity of the family of {ρ(θ)}θ∈R,
called the divergence-based Fisher information [28, 27]:
J ({ρ(θ)}) := d
2
dθ2
D(ρ||ρ(θ))
∣∣∣∣
θ=0
. (2.32)
In Section 6, we define a particular family of quantum states (see Equation (2.34)) and study
the divergence-based Fisher information associated to it.
We also consider the following entropic quantity, J(ρ) of a state ρ, which we call the
entropy variation rate (the nomenclature is justified by Theorem 4):
J(ρ) :=
2n∑
j=1
d2
dθ2
D(ρ||ρ(θ)Rj )
∣∣∣∣
θ=0
≡
2n∑
j=1
J ({ρ(θ)Rj })
∣∣∣
θ=0
, (2.33)
where
ρ
(θ)
Rj
:= e+iθRjρ e−iθRj , j ∈ {1, 2, . . . 2n} (2.34)
where Rj denotes the j
th element of the vector R given by Equation (2.9).
We use yet another entropic quantity in our analysis, namely the quantum entropy power of
an n-mode state ρ (as defined in Section 2.2), which is defined as follows:
E(ρ) := eS(ρ)/n. (2.35)
2.6 Quantum Dynamical Semigroups
In this section, we briefly recall the basics of quantum dynamical semigroups. L is a linear
operator defined on its domain dom(L) ⊂ T1(H). The solution of (1.1), under the assumption
of Markovianity, is given by a one-parameter family (Λt)t≥0 of quantum operations, i.e. linear,
completely positive, trace-preserving maps on T1(H) satisfying the following properties
• Λ0 = id, where id denotes the identity map;
• ΛtΛs = Λt+s − semigroup property;
• lim
t→0
||Λt(ρ)− ρ||1 = 0 − strong continuity.
The parameter t plays the role of time. Hence, Λt results in time evolution over the interval
[0, t], and is called a quantum dynamical map. Accordingly, the semigroup (Λt)t≥0 is called a
quantum dynamical semigroup (QDS) or a quantum Markov semigroup. Formally, one writes
Λt = e
tL, and refers to L as the generator (or infinitesimal generator) of the semigroup. It
is also called the Lindblad superoperator or Liouvillean. The latter name stems from the
fact that it is a generalization of the superoperator arising in the Liouville-von Neumann
equation, which governs the unitary time evolution of the state of a closed quantum system.
The semigroup property embodies the assumptions of time-homogeneity and Markovianity,
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since it implies that the time evolution is independent of its history and of the actual time.
The quantum master equation can be expressed as
dΛt(ρ)
dt
= L ◦ Λt(ρ). (2.36)
Henceforth we denote ρt = Λt(ρ). The QDS (Λt)t≥0 gives a description of the dynamics (of
states) in the Schro¨dinger picture. In the Heisenberg picture, the dynamics (of observables) is
given by the semigroup (Λ∗t )t≥0 of linear, completely positive, unital maps on B(H), satisfying
the following properties:
• Λ∗0 = id, where id denotes the identity map;
• Λ∗tΛ∗s = Λ∗t+s − semigroup property;
• limt→0 ||Λ∗t (X) −X||∞ = 0 − strong continuity.
Note that Λ∗t is the adjoint of Λt, i.e., Tr(AΛt(ρ)) = Tr(Λ
∗
t (A)ρ) for any A ∈ B(H), and any
ρ ∈ D(H). Since Λ∗t is positive and unital, it satisfies the following contractivity property:
‖Λ∗t ‖∞ ≤ 1. The semigroup in the Schro¨dinger picture is also (trivially) contractive, in fact,
‖Λt‖1 = 1, since Λt is trace-preserving.
A state ρ is said to be an invariant state with respect to the semigroup if Λt(ρ) = ρ, or
equivalently
Tr(ρΛ∗t (A)) = Tr(ρA), ∀A ∈ B(H), ∀t ≥ 0. (2.37)
3 Quantum Diffusion Semigroup
In this paper we consider a quantum diffusion equation, which is a quantum master equation
with generator L given by
L (·) := −1
4
2n∑
j=1
[Rj , [Rj , ·]], (3.1)
on
D := span
{|ϕ〉〈ψ| : |ϕ〉, |ψ〉 ∈ n⋂
j=1
(
dom(P 2j ) ∩ dom(Q2j )
)}
,
with Rj being the j
th element of the vector R defined through Equation (2.9), and
dom(Q2j ) =
{
ψ ∈ L2(Rn) :
∫
Rn
|q2j ψ(q)|2dq <∞
}
,
dom(P 2j ) =
{
ψ ∈ L2(Rn) ∩ C2(Rn) :
∫
Rn
|∂2jψ(q)|2dq <∞
}
. (3.2)
By Section 2 of [18], L extends to an unbounded operator on T1(H) such that, if an
operator X has finite moments of order 2, then X ∈ dom(L); this in particular is true if X
is a Gaussian state.
The following theorem lists some important properties of the semigroup. Some of these
were proved by Ko¨nig and Smith in [28].
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Theorem 3. Consider the quantum diffusion semigroup (Λt)t≥0 with generator L defined
through Equation (3.1).
1. The semigroup is reversible (or symmetric). That is, for all A,B ∈ dom(L),
〈A,L(B)〉 = 〈L(A), B〉. (3.3)
2. Let the state ρt ≡ Λt(ρ) denote the solution of the quantum diffusion equation defined
through Equations (2.36) and (3.1), when the initial state is ρ. Then for each t ≥ 0,
the characteristic function of ρt is given by
χρt(z) = χρ(z)e
−|z|2t/4, ∀ z ∈ Z, (3.4)
and we have
≡ ρt ≡ ρ ∗ gt/2 :=
∫
Z
dz gt/2(z)A(z) (ρ) , (3.5)
where gt/2 denotes the probability density function (pdf) of a Gaussian random variable
on R2n with zero mean and variance equal to t/2, i.e.
gt/2(z) =
1
(pit)n
e−|z|
2/t, (3.6)
and A(z) is the automorphism defined through the relation
A(z)(ρ) := V (z)ρV (z)∗ = V (z)ρV (−z), (3.7)
where V (z) denotes the Weyl operator given by (2.14). In particular, if ρ is a Gaussian
state, then so is ρt.
3. The semigroup does not possess an invariant state.
4. The semigroup is self-dual, i.e.,
〈A,Λt(B)〉 = 〈Λt(A), B〉, ∀A,B ∈ T2(H). (3.8)
Proof. Equation (3.3) and Equation (3.4) were given in [28]. In fact, Equation (3.3) can be
directly verified by using Equation (3.1). The absence of an invariant state can be inferred
from Equation (3.4) as follows: if there was an invariant state ρ, then its characteristic
function would satisfy χρt = χρ for all z ∈ Z. However, this is impossible by Equation (3.4).
The proof of Equation (3.5) is obtained as follows: Note that e−|z|
2t/4 is the characteristic
function of a Gaussian random variable of associated pdf gt/2. It is well-known that if f
and g are two pdfs then the characteristic function of their convolution f ∗ g is equal to the
product of their characteristic functions:
χf∗g(z) = χf (z)χg(z).
This property also holds when one of the pdfs is replaced by a quantum state and the
standard definition of convolution is replaced by the one of quantum convolution (given by
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Equation (3.5)), as shown by Werner [46] (see also [29]) in his generalization of harmonic
analysis to the quantum framework. Hence, (3.4) allows us to express the state ρt as a
quantum convolution of the initial state ρ and the pdf gt/2, as given by Equation (3.5).
The proof of self-duality, Equation (3.8), is as follows: the operator Λt(B) is given by the
right hand side of Equation (3.5) with ρ replaced by B. Hence,
Tr (A∗Λt(B)) = Tr
(
A∗
∫
Z
dz gt/2(z)V (z)BV (−z)
)
= Tr
(
A∗
∫
Z
dz gt/2(z)V (−z)BV (z)
)
= Tr
(∫
Z
dz gt/2(z)V (z)A
∗V (−z)B
)
= Tr
((∫
Z
dz gt/2(z)V (z)AV (−z)
)∗
B
)
= Tr ((Λt(A))
∗B) (3.9)
where we have used the symmetry of the Gaussian pdf, the cyclicity of the trace, the fact
that V (z)∗ = V (−z), and Equation (3.5) with ρ replaced by A.
Remark: Equation (3.5) establishes a direct analogy with the classical heat semigroup f ∗ g2t
on Rn, which is the solution of the heat equation:
∂tf = ∆f. (3.10)
We define the following quantity associated to our QDS:
E(ρ) := −Tr (ρL(ρ)) , ρ ∈ dom(L). (3.11)
It is called the Dirichlet form (see e.g. [9]) and uniquely characterizes the QDS. Analogously,
the Dirichlet form characterizing the semigroup associated with the classical heat equation,
Equation (3.10), in the case in which f is a smooth function on Rn, for which f∇f vanishes
at infinity, is given by
Ecl(f) := −
∫
R2n
f(x)∆f(x)dx
= ‖∇f‖22 (3.12)
where the last line follows by a simple integration by parts.
We employ the following quantum version of de Bruijn’s identity (Theorem 7.3 of [27]) in
our proof.
Theorem 4 (Quantum de Bruijn’s identity). Let ρ be a centered, n-mode Gaussian state.
Then
d
dt
S(ρt) =
1
4
J(ρt), (3.13)
where ρt = ρ ∗ gt/2 for all t ≥ 0.
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3.1 Nash inequality, log-Sobolev inequality and contractivity properties
The classical Nash inequality was introduced by Nash [33] to obtain regularity properties on
the solutions of parabolic partial differential equations. In the Euclidean space Rn, it can be
stated as follows [2]: there exists a constant cn > 0 (depending only on n), such that for any
real-valued, smooth function f vanishing at infinity,
‖f‖1+n/22 ≤ cn‖f‖1‖∇f‖n/22 . (3.14)
The optimal constant cn was later evaluated by Carlen and Loss [6]. A similar inequality
holds for complex-valued functions, with a modified constant. Nash inequality implies ul-
tracontractivity of the heat semigroup associated with Equation (3.10), which means that it
maps L1(Rn) to L∞(Rn) with
‖Λt‖L1→L∞ ≤ an(t) :=
(
1
piet
)n/2
, (3.15)
where Λt(f) = f ∗ g2t. The above inequalities may be stated in the general framework of
symmetric Markov semigroups, where it is a simple and powerful tool to study regularity
properties of the underlying semigroup.
The inequality 3.14 can be expressed in terms of the Dirichlet form, Ecl(f), of the classical
heat equation as follows:
‖f‖2+4/n2 ≤ c4/nn ‖f‖4/n1 Ecl(f). (3.16)
The log-Sobolev inequality was first introduced by Gross, with applications to quantum
field theory. He stated it as follows [15]: let µ denote the standard Gaussian measure on Rn,
i.e.,
dµ(x) := g(x)dx :=
1
(2pi)n/2
e−|x|
2/2dx, x ∈ Rn
where dx denotes the Lebesgue measure on Rn. Then the log-Sobolev inequality is given by∫
Rn
|f(x)|2 ln |f(x)|dµ(x)− ||f ||2,µ ln ||f ||2,µ ≤
∫
Rn
|∇f(x)|2dµ(x), (3.17)
where we use the notation ||f ||p,µ :=
(∫ |f(x)|pdµ(x))1/p.
In [14] Gross showed that Equation (3.17) is equivalent to hypercontractivity of the
Ornstein-Uhlenbeck semigroup (Λ
(OU)∗
t )t≥0, the generator of which is given by
∂tf(x, t) = L∗OU(f)(x, t) := ∆f(x, t) + x.∇f(x, t), x ∈ Rn, t ≥ 0, (3.18)
Hypercontractivity denotes the following property:
‖Λ(OU)∗t ‖Lp(µ)→Lq(µ) ≤ 1 ∀ p, q ∈ N such that t ≥
1
2
ln
(
q − 1
p− 1
)
. (3.19)
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4 Main Results
In this paper, we prove that the quantum diffusion semigroup, whose generator is given by
Equation (3.1), satisfies a Nash inequality. We also derive a log-Sobolev inequality in a form
analogous to the ones given e.g. in [7, 42]4. In the following we denote ρt = Λt(ρ), where Λt
is the quantum diffusion semigroup.
Theorem 5 (A non-commutative Nash inequality). If ρ is a Schwartz state of positive Wigner
function, then ρ ∈ dom(L) and the following non-commutative Nash inequality holds: there
exists a positive constant Cn (depending only on n) such that
‖ρ‖2+2/n2 ≤ CnE(ρ), (4.1)
where E is the Dirichlet form associated to the quantum diffusion semigroup (see Equa-
tion (3.11)).
Theorem 6 (Non-commutative ultracontractivity). If ρ is a Schwartz state of positive
Wigner function, then there exists a positive, then there exists a positive constant κn, such
that for any t > 0
‖ρt‖∞ ≤ ‖ρt‖2 ≤ κnt−n/2. (4.2)
Hence, for any such initial state ρ evolving under the action of the semigroup (Λt)t≥0,
the following bounds give the rate of decay of its purity and the rate of increase of its von
Neumann entropy, respectively:
Tr ρ2t ≡ ‖ρt‖22 ≤ κ2nt−n; (4.3)
S(ρt) ≥ n
2
ln
(
κ−2/nn t
)
. (4.4)
The proofs of Theorem 5 and Theorem 6 are given in Section 5.
Theorem 7 (A non-commutative log-Sobolev inequality). For any invertible, centered, n-
mode Gaussian state ρ,
Tr(ρ ln ρ) + n ≤ J(ρ)
2e
, (4.5)
where J(ρ) is the entropy variation rate defined through Equation (2.33).
Remark: To see why Equation (4.5) can be viewed as a non-commutative log-Sobolev in-
equality, let us first rewrite it as follows:
J(ρ) ≥ e(2n − 2S(ρ)). (4.6)
In the classical case, Toscani proved the following inequality for any smooth function f on
R
n which vanishes at infinity (cf. eq.(24) of [42]): for any σ > 0:
σJcl(f)/2 ≥ n−H(f) + n/2 ln(2piσ), (4.7)
4These inequalities are known to be equivalent to the log-Sobolev inequality for the classical Ornstein-
Uhlenbeck semigroup in its usual form given in [15].
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where
Jcl(f) :=
∫
Rn
|∇f(x)|2
f(x)
dx (4.8)
is the classical Fisher information, and H(f) := − ∫
Rn
f(x) ln f(x)dx is the Shannon dif-
ferential entropy. Let us choose σ = 1 and f = gh2, where g denotes the probability
density function of a standard normal distribution on Rn, and h is a function for which∫
Rn
|h(x)|2g(x)dx = 1. Then on evaluating the expressions for Jcl(f) and H(f) and substi-
tuting them in Equation (4.7), the latter reduces to the standard log-Sobolev inequality of
Gross, given by Equation (3.17). For the choice σ = 1/(2pie), Equation (4.7) reduces to
Jcl(f)/pi ≥ e(2n − 2H(f)), (4.9)
which is completely analogous to Equation (4.6). This analogy between our inequality, as
given by Equation (4.6), and Equation (4.7) is what leads us to refer to Equation (4.6) as a
non-commutative log-Sobolev inequality.
Theorem 7 follows directly from the following quantum analogue of the classical isoperimetric
inequality for entropies:
Theorem 8 (Isoperimetric inequality for the quantum entropy5). For any centered, n-mode
Gaussian state ρ,
J(ρ)E(ρ) ≥ 2en, (4.10)
where E(ρ) is the entropy power of the state ρ, defined through Equation (2.35).
In order to prove Theorem 8, we first prove the following intermediate result, which might
be of independent interest:
Theorem 9 (Quantum Blachman-Stam inequality). For any α, β > 0, t > 0, for any state
ρ such that θ 7→ D(ρ||ρ(θ)Rj ) is twice differentiable at 0 for all j = 1, ..., 2n, we have
(α+ β)2J(ρt) ≤ α2J(ρ) + 4nβ
2
t
, (4.11)
where ρt = Λt(ρ), with (Λt)t≥0 being the quantum diffusion semigroup.
The above theorem leads to a result about the concavity of the entropy power with respect
to time (t), which is given as follows.
Theorem 10 (Concavity of the quantum entropy power). For any centered, invertible n-
mode Gaussian state ρ, the entropy power E(ρt) defined through Equation (2.35) is twice
differentiable as a function of time (t), and for all t ≥ 0:
d2
dt2
E(ρt) ≤ 0. (4.12)
The last two theorems are proved in Section 6, whereas the proof of Theorem 7 is given
in Section 7.
5The nomenclature comes from the fact that Equation (4.10) is analogous to the classical isoperimetric
inequality Jcl(f)E(f) ≥ 2pien, where E(f) = e
2H(f)/n.
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5 Proofs of Theorem 5 and Theorem 6
Proof.[Theorem 5] We prove that Equation (4.1) is satisfied for any Schwartz state ρ with
positive Wigner function. For such states L(ρ) is well-defined and trace class (see e.g. Propo-
sitions 3.14 and 3.15 of [26]), and using the non-commutative Parseval relation, Theorem 1,
we can write the Dirichlet form (defined in Equation (3.11)) as follows:
E(ρ) := −Tr(ρL(ρ)) = −(2pi)−n
∫
Z
χρ(z)χL(ρ)(z)dz (5.1)
Now, using Equation (2.15), we find that χL(ρ)(z) = −14 |z|2χρ(z). Substituting this into the
right hand side of Equation (5.1), we get,
E(ρ) = 1
4
(2pi)−n
∫
Z
|z|2|χρ(z)|2dz (5.2)
Now z 7→ χρ(z) is a Schwartz function, and therefore its inverse Fourier transform is also a
Schwartz function. Let us denote by Ff the Fourier transform of an integrable function f on
R
2n:
Ff (z) := (2pi)−n
∫
R2n
f(x)ei(x,z)dx. (5.3)
We make use of the following facts. Firstly, the Fourier transform satisfies the following useful
identity
Fx 7→∂xj f(x)(z) = −izjFf (z), (5.4)
for any integrable, continuously differentiable function f , which has an integrable partial
derivative ∂xjf , where zj denotes the j
th component of the vector z ∈ Z. Secondly, for any
square integrable function h on R2n, we have that
‖Fh‖2 = ‖h‖2, (5.5)
which is the classical Plancherel identity. We also employ the well-known polarization iden-
tity: ∫
R2n
g(x)h(x)dx =
1
4
(‖g + h‖22 − ‖g − h‖22 + i‖g + ih‖22 − i‖g − ih‖22), (5.6)
for any two square integrable functions g and h, and the fact that the characteristic function
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χρ is equal to Ffρ , where fρ denotes the Wigner function of ρ and is a Schwartz function.
E(ρ) = 1
4
(2pi)−n
∫
Z
χρ(z)(|z|2χρ(z))dz
= −
2n∑
i=1
1
4
(2pi)−n
∫
Z
Ffρ(z)(−izj)2Ffρ(z)dz
= −
2n∑
i=1
1
4
(2pi)−n
∫
Z
Ffρ(z)Fx 7→∂2
x2
i
fρ(x)(z)dz
= −1
4
2n∑
i=1
(2pi)−n
∫
Z
fρ(x)∂
2
x2i
fρ(x)dx
= −(2pi)−n
∫
Z
fρ(x)
1
4
∆fρ(x)dx ≡ 1
4(2pi)n
Ecl(fρ), (5.7)
where Ecl(.) is the Dirichlet form of the classical heat semigroup and is given by Equa-
tion (3.12). In the above, we have used the notation ∂2
x2i
f(x) = ∂
2f(x)
∂x2i
; the third line follows
from two uses of Equation (5.4) and the fourth line follows from Equation (5.5) and Equa-
tion (5.6).
Moreover, by the non-commutative Parseval relation, Theorem 1, and Equation (5.5), we
have
‖ρ‖22 = Tr(ρ2) = (2pi)−n
∫
Z
|χρ(z)|2dz = (2pi)−n‖χρ‖22 = (2pi)−n‖fρ‖22. (5.8)
Further,
(2pi)n‖ρ‖1 = (2pi)n = ‖fρ‖1, (5.9)
which follows from the fact that the Wigner function of a state (as defined through Equa-
tion (2.17)) has integral equal to (2pi)n, and the assumption that fρ is positive. Hence,
‖ρ‖2+2/n2 = (2pi)−(n+1)‖fρ‖2+2/n2 ≤ (2pi)−n+1c2/n2n Ecl(fρ) = 8pic2/n2n E(ρ), (5.10)
where we used the classical Nash inequality (3.16), with n replaced by 2n.
We now show how Theorem 5 implies Theorem 6
Proof.[Theorem 6] In [24] the authors proved ultracontractivity in the finite-dimensional
setting starting from a non-commutative version of the Nash inequality. In order to prove
an ultracontractivity result for the quantum diffusion semigroup considered in this paper, we
follow the ideas of the proof in [24], which in turn closely follows the proof in the classical case
studied in [13]. Let ρ be a Schwartz state with a positive Wigner function. By Theorem 3,
ρt := Λt(ρ) is also such a state, and Theorem 5 applies. Let u(t) := ‖ρt‖22; using Theorem 1
and Equation (3.4), one can verify that the function u is differentiable and u˙(t) = −2E(ρt).
Theorem 5 implies that
u1+1/n(t) = ‖ρt‖2+2/n2 ≤ CnE(ρt) = −
Cn
2
u˙(t) (5.11)
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so that
d
dt
1
u1/n(t)
nCn
2
= −Cn
2
u˙(t)
u(t)1+1/n
≥ 1, (5.12)
and by integrating both sides of the above inequality from 0 to t, one gets:
1
u1/n(t)
≥ 2t
nCn
+
1
u1/n(0)
≥ 2t
nCn
, (5.13)
so that
‖ρt‖22 ≡ u(t) ≤
(
nCn
2t
)n
. (5.14)
The above inequality implies that for any Schwartz state ρ with positive Wigner function,
‖ρt‖2 ≤
(
nCn
2t
)n/2
≡ κnt−n/2. (5.15)
In particular, this implies that
‖ρt‖∞ ≤ ‖ρt‖2 ≤ κnt−n/2. (5.16)
Therefore,
S(ρt) = −Tr(ρt ln ρt) ≥ − ln ‖ρt‖∞ ≥ n
2
ln
(
κ−2/nn t
)
. (5.17)
6 Proofs of Theorem 9 and Theorem 10
Our main ingredient in the proof of Theorem 7 is the concavity of the entropy power stated
in Theorem 10. This concavity has a classical analogue, first proved by Costa in [8]. Later,
Dembo [12, 11] simplified the proof, by an argument based on the so-called Blachman-Stam
inequality [4]. More recently, Villani [44] gave a direct proof of the same inequality. Our
proof of Theorem 10 can be interpreted as a quantum version of the proof in [11], and the
intermediate result Theorem 9 can be seen as a quantum analogue of the Blachman-Stam
inequality in the case of added Gaussian noise.
Lemma 2. Let ρ be an invertible Gaussian state. Then for any j ∈ {1, 2, . . . , 2n}, the func-
tion θ 7→ D(ρ||ρ(θ)Rj ) is twice differentiable at 0, where ρ
(θ)
Rj
is defined through Equation (2.34).
Moreover, the operator (ρ[Rj , [Rj , ln ρ]]) is trace class, and the divergence-based quantum
Fisher information defined through Equation (2.32) is given by
J ({ρ(θ)Rj }) = Tr (ρ[Rj , [Rj , ln ρ]]) . (6.1)
In addition, ddθD(ρ||ρ
(θ)
Rj
)
∣∣∣
θ=0
= 0.
17
The proof of the above lemma is given in Appendix A. It follows from it that for any
Gaussian state ρ satisfying the condition of Lemma 2 the entropy variation rate, defined by
Equation (2.33) is finite, and is given by the following expression
J(ρ) = −4Tr(L(ρ) ln ρ), (6.2)
We are now ready to prove Theorem 9. The proof we give can be seen as a quantum analogue
of the proof given by Stam in [38].
Proof.[Theorem 9] In the following, we define a vector z = (q1, p1, . . . , qn, pn) ∈ Z simply as
(q, p), and for any a ∈ R we define
(q, p; qj − a) := (q1, p1, . . . , qj−1, pj−1, qj − a, pj , qj+1pj+1 . . . , qn, pn), (6.3)
(q, p; pj − a) := (q1, p1, . . . , qj−1, pj−1, qj , pj − a, qj+1pj+1 . . . , qn, pn). (6.4)
Then for any a ∈ R we define the following functions:
gaPj ,t/2 : (q, p) 7→ gt/2(q, p; qj − a); gaQj ,t/2 : (q, p) 7→ gt/2(q, p; pj + a) (6.5)
Further, accordingly denoting the Weyl operator V (z) as V (q, p), we have for any θ ∈ R and
α, β > 0,
ρ
(θα)
Pj
∗ g(θβ)Pj ,t/2 =
∫
Rn
∫
Rn
dqdpgt/2(q, p; qj − θβ)V (q, p)ρ(θα)Pj V (−q,−p)
=
∫
Rn
∫
Rn
dq dp gt/2(q, p)A(q, p; qj + θβ)(ρ(θα)Pj ) (6.6)
where we made a change of variable qj − θβ → qj and denoted the conjugation V (z)(·)V (−z)
by the automorphism A(z)(·) in the last line. Then using the Weyl-Segal CCR (Equa-
tion (2.12)), we obtain
V (q, p; qj + θβ)e
iθαPj = eipjθα/2V (q, p; qj + θ(α+ β)) (6.7)
Hence,
ρ
(θα)
Pj
∗ g(θβ)Pj ,t/2 =
∫
Rn
∫
Rn
dqdpgt/2(q, p)A(q, p; qj + θ(α+ β))(ρ)
= eiθ(α+β)Pj
(∫
Rn
∫
Rn
dqdp gt/2(q, p)A(q, p)(ρ)
)
e−iθ(α+β)Pj
= (ρt)
(θ(α+β))
Pj
. (6.8)
This implies that
D
(
ρt||ρ(θα)Pj ∗ g
(θβ)
Pj ,t/2
)
= D
(
ρt||(ρt)(θ(α+β))Pj
)
. (6.9)
Similarly, we can show that
D
(
ρt||ρ(θα)Qj ∗ g
(θβ)
Qj ,t/2
)
= D
(
ρt||(ρt)(θ(α+β))Qj
)
. (6.10)
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Further, using the data-processing inequality for the relative entropy, and its additivity
under tensor product one can show that
D
(
ρt||ρ(θα)Rj ∗ g
(θβ)
Rj ,t/2
)
≤ D
(
ρ||ρ(θα)Rj
)
+DKL
(
gt/2||g(θβ)Rj ,t/2
)
, (6.11)
where DKL(f ||g), for pdfs f and g, denotes the Kullback-Leibler divergence:
DKL(f ||g) :=
∫
f(x) ln
f(x)
g(x)
dx. (6.12)
A rigorous proof of the inequality (6.11), using properties of the relative entropy of normal
states of general von Neumann algebras, is given in Appendix C. From (6.11) it can be shown
that
(α+ β)2J(ρ ∗ gt/2) ≤ α2J(ρ) + β2Jcl(gt/2), (6.13)
where for any positive differentiable probability density function f
Jcl(f) :=
∫
R2n
|∇f |2
f
dz (6.14)
denotes its (classical) Fisher information. The inequality (6.13) is also derived in Appendix C.
A straightforward computation of Jcl(gt/2) then yields the result.
We now give the proof of Theorem 10.
Proof.[Theorem 10] By Equation (3.13), it is suffices to prove that t 7→ J(ρt) is differentiable
on [0,∞) and for any t ≥ 0,
d
dt
J(ρt) +
1
4n
J(ρt)
2 ≤ 0 (6.15)
Let ε > 0. By setting α = 1J(ρt) and β =
ε
4n in (4.11), we get(
1
J(ρt)
+
ε
4n
)2
J(ρt+ε) ≤ 1
J(ρt)
+
ε
4n
(6.16)
which implies
J(ρt+ε)− J(ρt)
ε
≤ −J(ρt)J(ρt+ε)
4n
. (6.17)
For an invertible centered Gaussian state, we know from Equation (6.2) and Theorem 2
that
J(ρt) = −Tr(L(ρt) ln ρt)
= −1
4
Tr

∫
R2n
gt/2(z)V (z)ρV (−z)
∑
ijk
(Γt)ij [Rk, [Rk, RiRj]]dz


= −1
4
∑
ijk
(Γt)ij
∫
R2n
gt/2(z)Tr(V (z)ρV (−z)[Rk, [Rk, RiRj]])dz, (6.18)
19
where we use Fubini’s theorem to interchange the trace and the integral in the last line.
Here Γt is the matrix associated to the Gaussian state ρt defined similarly to Theorem 2.
Now for any t0 > 0, t 7→ Γt and t 7→ gt/2(z), ∀ z ∈ R2n, are differentiable on [t0,∞) and
|∂tgt/2(z)| ≤ |∂tgt/2(z)|t=t0 | for all t ≥ t0, with
∀i, j ∈ {1, . . . , 2n},
∑
k
∫
R2n
|∂tgt/2(z)Tr(V (z)ρV (−z)[Rk, [Rk, RiRj]])|dz|t=t0 <∞.
(6.19)
Hence, t 7→ J(ρt) is differentiable on (0,+∞). Using the above, the result follows by taking
the limit ε→ 0+ in Equation (6.17).
7 Proof of Theorem 7 and Theorem 8
The proof of Theorem 7 relies on the concavity of the quantum entropy power with respect
to time, and is analogous to Toscani’s proof of the classical log-Sobolev inequality in the form
given by Equation (4.7).
Proof.[Theorem 7 and Theorem 8] We know by de Bruijn’s identity (Theorem 4 ) that for
any invertible, centered Gaussian state ρ evolving under the action of the quantum diffusion
semigroup,
d
ds
E(ρs) =
1
4n
J(ρs)E(ρs). (7.1)
Moreover by the concavity of the entropy power (Theorem 10),
d
ds
E(ρs)
∣∣∣∣
s=0
≥ E(ρt)− E(ρ)
t
, ∀ t > 0. (7.2)
However, by Corollary III.4 of [28], E(ρt) = et/2 +O(1). Combining these facts, we get the
following inequality:
J(ρ) ≥ e− 1nS(ρ)2en, (7.3)
which is the statement of Theorem 8. Now use the inequality e−x ≥ 1 − x for every x to
deduce that
Tr(ρ ln ρ) + n ≤ J(ρ)
2e
(7.4)
This equation is analogous to the classical Fisher-information log-Sobolev inequality (see
Equation 24 in [42]), which was proven to be equivalent to the Gaussian log-Sobolev inequality
for the Ornstein-Uhlenbeck Markov semigroup ([7], see also [45]).
Remark
Theorems 8 to 10 were independently and concurrently obtained by Huber, Ko¨nig and Ver-
shynina in [21].
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A Proof of Lemma 2
Proof. Recall that any Gaussian state (not necessarily centered) can be obtained from a cen-
tered Gaussian state via a similarity transformation involving the Weyl operators (cf. Equa-
tion (2.26)). Hence, by invariance of the relative entropy under unitary operations, functional
calculus, Equation (2.15) and Equation (2.12), we can reduce the proof to that of the case
of centered Gaussian states. Suppose then that ρ is a centered, invertible Gaussian state.
Hence, by Theorem 2:
Tr(ρ| ln ρ(θ)Rj |) = Tr
(
ρ|eiRjθ(ln(C)−RTΓR)e−iRjθ|
)
≤ | lnC|+Tr(ρ|RTΓR|)
≤ | lnC|+
2n∑
k,l=1
|Γkl|Tr(ρ|RkRl|)
≤ | lnC|+
2n∑
k,l=1
|Γkl|Tr ρ(RlR2kRl) <∞. (A.1)
The last line follows from the Cauchy-Schwarz inequality and the fact that a Gaussian state
has finite moments of each order, as its characteristic function is smooth, so that
∀k, l ∈ J1, 2nK, Tr(ρ1/2ρ1/2|RkRl|) ≤ Tr(ρ)Tr(|RkRl|2ρ) = Tr(RlR2kRlρ) <∞. (A.2)
Hence, the quantity Tr(ρ ln ρ
(θ)
Rj
) is well-defined for any θ. Now, for any θ, ε > 0,
1
ε
[
D(ρ||ρ(θ+ε)Rj )−D(ρ||ρ
(θ)
Rj
)
]
=
1
ε
[Tr(ρ ln ρ
(θ)
Rj
)− Tr(ρ ln ρ(θ+ε)Rj )]
=
1
ε
{
Tr ρ eiθRj (I − eiεRj ) ln ρ e−i(θ+ε)Rj
+Tr ρ eiθRj ln ρe−iθRj (I − e−iεRj )
}
(A.3)
=
1
ε
∑
kl
Γkl
{
TrRkRle
−i(θ+ε)RjρeiθRj (eiεRj − I) (A.4)
+Tr e−iθRjρeiθRjRkRl(e
−iεRj − I)
}
, (A.5)
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where we used Equation (2.27) in the last line above. Now, e−iθRjρ eiθRj is also a Gaussian
state (cf. Equation (2.26)), and hence the operator A := e−iθRjρ eiθRjRkRl is trace-class for
each k, l ∈ J1, ..., 2nK. Moreover, as e−iθRjρ eiθRj is Gaussian, Tr(|A|R2j ) <∞ (use e.g. polar
decomposition of A). Hence, up to a decomposition of A into its positive and negative parts,
and normalizing each of these parts, one finds, by use of Lemma 1 and the Cauchy-Schwarz
inequality, that
1
ε
Tr e−iθRjρeiθRjRkRl(e
−iεRj − I) →
ε→0
−iTr e−iθRjρeiθRjRkRlRj (A.6)
Let us now focus on Equation (A.4). We can merge the exponentials depending on ε in the
following way: first we observe by Equation (2.14) that e−iεRj is equal to V (zεj ), where z
ε
j is
the 2n dimensional vector with entries
(zεj )r :=


− ε if r = j − 1, j even,
+ ε if r = j + 1, j odd,
0 otherwise.
(A.7)
Suppose for example that j is even. Then
RkRle
−iεRj = RkRlV (z
ε
j )
= V (zεj )V (z
−ε
j )RkV (z
ε
j )V (z
−ε
j )RlV (z
ε
j ) (A.8)
= V (zεj )(εδj−1,kI +Rk)(εδj−1,lI +Rl),
where we used Equation (2.15) in the last line. Hence, substituting this into Equation (A.4),
Tr(RkRle
−i(θ+ε)Rjρ eiθRj (eiεRj − I)) =δj−1,kδj−1,lε2 Tr(e−iθRjρeiθRj (I − e−iεRj ))
+ εδj−1,l Tr(Rke
−iθRjρeiθRj (I − e−iεRj )) (A.9)
+ εδj−1,k Tr(Rle
−iθRjρeiθRj (I − e−iεRj ))
+ Tr(RkRle
−iθRjρeiθRj (I − e−iεRj ))
Then, by arguments very similar to the ones used to prove Equation (A.6), we find that
1
ε
Tr
(
RkRle
−i(θ+ε)RjρeiθRj (eiεRj − I)
)
→
ε→0
iTr(RkRle
−iθRjρ eiθRjRj). (A.10)
One easily shows that the result is the same for j odd. Finally using Equation (A.6) and
Equation (A.10) into Equation (A.3), we obtain
1
ε
[D(ρ||ρ(θ+ε)Rj )−D(ρ||ρ
(θ)
Rj
)] →
ε→0
−iTr(e−iθRjρ eiθRj [Rj, ln ρ]) (A.11)
By similar arguments, we can show that:
d2
dθ2
D(ρ||ρ(θ)Rj )|θ=0 = limθ→0
−i
θ
Tr((e−iθRjρ eiθRj − ρ)[Rj , ln ρ]) = Tr(ρ[Rj , [Rj , ln ρ]]). (A.12)
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Indeed,
d2
dθ2
D(ρ||ρ(θ)Rj )
∣∣∣∣
θ=0
= lim
θ→0
1
θ
d
dε
∣∣∣∣
ε=0
D(ρ||ρ(θ+ε)Rj )−
d
dε
∣∣∣∣
ε=0
D(ρ||ρ(ε)Rj )
= lim
θ→0
−i
θ
Tr((e−iθRjρ eiθRj − ρ)[Rj , ln ρ]). (A.13)
Now, for any θ > 0,
e−iθRjρ eiθRj − ρ = (e−iθRj − I)ρeiθRj + ρ(eiθRj − I) (A.14)
So that
(e−iθRjρ eiθRj − ρ)[Rj , ln ρ] = (e−iθRj − I)ρeiθRj [Rj , ln ρ] + ρ(eiθRj − I)[Rj , ln ρ]. (A.15)
Let us focus on the second term of the right hand side first:
[Rj , ln ρ]ρ = −
2n∑
k,l=1
Γkl[Rj , RkRl]ρ (A.16)
is trace class, and Tr(|[Rj , ln ρ]ρ|R2j ) <∞, since ρ is Gaussian. Indeed, by polar decomposi-
tion:
Tr(|[Rj , ln ρ]ρ|R2j ) ≤
2n∑
k,l=1
|Γk,l|Tr(|[Rj , RkRl]ρ|R2j )
=
2n∑
k,l=1
|Γk,l|Tr([Rj , RkRl]ρUR2j ) <∞, (A.17)
which follows from use of the Cauchy-Schwarz inequality. Hence, by Lemma 1 and the
Cauchy-Schwarz inequality,
− i
θ
Tr(ρ(eiθRj − I)[Rj , ln ρ]) →
θ→0
Tr(ρRj [Rj , ln ρ]). (A.18)
Let us now focus on the first term of the right hand side of Equation (A.15):
eiθRj [Rj, ln ρ] = −
2n∑
k,l=1
eiθRjΓkl[Rj , RkRl]
= −
2n∑
k,l=1
eiθRjΓkl(RjRkRl −RkRlRj)
= −
2n∑
k,l=1
ΓklV (z
−θ
j )(RjRkRl −RkRlRj). (A.19)
However, for j even, recall that
V (z−θj )RkRl = V (z
−θ
j )RkV (z
θ
j )V (z
−θ
j )RlV (z
θ
j )V (z
−θ
j )
= (θδj−1,k+Rk)(θδj−1,l +Rl)V (z
−θ
j ), (A.20)
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where we used Equation (A.8) in the last line. Replacing in Equation (A.19), we get
eiθRj [Rj , ln ρ] =−
2n∑
k,l=1
ΓklRj(θδj−1,kI +Rk)(θδj−1,lI +Rl)V (z
−θ
j )
+
2n∑
k,l=1
Γkl(θδj−1,kI +Rk)(θδj−1,lI +Rl)RjV (z
−θ
j ) (A.21)
Replacing in the first term of the right hand side of Equation (A.15), we then get, by an
argument similar to the one leading to Equation (A.10), that:
−i
θ
Tr((e−iθRj − I)ρ eiθRj [Rj, ln ρ])→θ→0= −Tr(ρ[Rj , ln ρ]Rj). (A.22)
The same calculation can be carried without difficulty for j odd. Regrouping Equation (A.18)
and Equation (A.22), we finally obtain
d2
dθ2
∣∣∣∣
θ=0
D(ρ||ρθRj ) = Tr(ρ[Rj , [Rj , ln ρ]]) (A.23)
B Araki’s generalized relative entropy
In this section, we review the relative entropy introduced by Araki in [1] in the general context
of normal states on von Neumann algebras. This relative entropy reduces to the classical
Kullback-Leibler divergence in the case of equivalent probability measures, and to Umegaki’s
quantum relative entropy [43] in the case of states defined through density operators ρ, σ
defined on a fixed separable Hilbert space, where supp ρ ⊂ suppσ. We heavily used the
Section 5 of [22] to write up this section, but also invite the interested reader to have a look
at [39, 40] for further details.
B.1 Basic definitions and modular structure
We start by recalling that a (concrete) von Neumann algebra V on a Hilbert H is a self-
adjoint, weakly closed subalgebra of the algebra B(H) of bounded operators on H, which
contains the identity operator I. Let V and W be two von Neumann algebras, then a unital
map Φ : V→W is called a Schwarz map if for any A ∈ V,
Φ(A∗A) ≥ Φ(A)∗Φ(A) (B.1)
A functional ω on a von Neumann algebra V is said to be normal if for any increasing net
{Aα} of positive operators in V, ω(l.u.b. Aα) = l.u.b. ω(Aα), where l.u.b . stands for the
least upper bound of a net. Normal functionals form a subspace of the space of functionals V∗
on V, called the predual of V, and denoted by V∗. The subset of positive normal functionals
is denoted by V+∗ . A state on a von Neumann algebra V is a positive linear functional
ω : V → C such that ω(I) = 1, where I is the identity operator on V. A normal state ω is
24
characterized by the existence of a density operator ρ, i.e. a non-negative trace-class operator
ρ on H with Tr(ρ) = 1, such that
ω(A) = Tr(ρA), A ∈ V (B.2)
A normal state is said to be faithful if for any positive element A ∈ V, ω(A) = 0 implies that
A = 0. A von Neumann algebra in standard form is a quadruple (V,H, J,H+) where H is
a Hilbert space, V ⊂ B(H) is a von Neumann algebra, J is an anti-unitary involution on H
and H+ is a cone in H such that:
(i) H+ is self-dual, i.e. H+ = {x ∈ H|〈y, x〉 ≥ 0 ∀y ∈ H+},
(ii) JVJ = V′,
(iii) JAJ = A∗ for A ∈ V ∩V′.
(iv) Jx = x for x ∈ H+,
(v) AJAH+ ⊂ H+ for A ∈ V,
where in (ii), V′ denotes the commutant of V in B(H). A quadruple (pi,H, J,H+) is a
standard representation of the von Neumann algebra V if pi : V → B(H) is a faithful rep-
resentation and (pi(V),H, J,H+) is in standard form. It is a celebrated result in operator
algebras that a standard representation always exists, which means that any von Neumann
algebra can be seen as a standard von Neumann algebra acting on a Hilbert space H, up
to some isomorphism pi. Moreover, if (pi1,H1, J1,H+1 ) and (pi2,H2, J2,H+2 ) are two standard
representations of V, then there exists a unique unitary operator U : H1 → H2 such that
Upi1(A)U
∗ = pi2(A) for all A ∈ V, UJ1U∗ = J2, and UH+1 = H+2 . The following basic
theorem of operator algebra is useful to define the relative entropy.
Theorem 11. Let V be a von Neumann algebra in standard form. For any positive normal
functional ω on V, there exists a unique Ωω ∈ H+ such that
ω(A) = 〈Ωω, AΩω〉 (B.3)
for all A ∈ V. The map V+∗ ∋ ω 7→ Ωω ∈ H+ is a bijection and
‖Ωω − Ων‖2 ≤ ‖ω − ν‖ ≤ ‖Ωω − Ων‖‖Ωω +Ων‖, (B.4)
where
‖ω‖ := sup
A∈V,‖A‖=1
|ω(A)|. (B.5)
We now recall the definition of Araki’s relative modular operator [1]. For ν, ω ∈ V+∗ ,
define Sν|ω on the domain VΩω + (VΩω)
⊥ by
Sν|ω(AΩω +Θ) = PωA
∗Ων, (B.6)
for all A ∈ V, Θ ∈ (VΩω)⊥, and where Pω is the support of ω, namely the projection defined
by
Pω := inf{P ∈ V|P is a projection and ω(I − P ) = 0} (B.7)
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Sν|ω is a densely defined anti-linear operator. It is closable and we denote its closure by the
same symbol. The positive operator
∆ν|ω := S
∗
ν|ωSν|ω (B.8)
is called the relative modular operator. We denote ∆ω := ∆ω|ω. We give two examples of
states which are going to be useful in our proof:
Example 1 (Classical probability theory). Let (Ω, χ, µ) be a σ-finite measure space. Define
the von Neumann algebra L∞(Ω, χ, µ) of bounded, measurable functions acting by pointwise
left multiplication on the Hilbert space L2(Ω, χ, µ) of square integrable functions. This means
that to any f ∈ L∞(Ω, χ, µ), one can associate the operator Mf : L2(Ω, χ, µ) → L2(Ω, χ, µ)
defined by
Mf (g)(x) = f(x)g(x), ∀g ∈ L2(Ω, χ, µ), x ∈ Ω. (B.9)
The map M : L∞(Ω, χ, µ) ∋ f 7→ Mf is a faithful representation, so that the quadruple
(M(L∞(Ω, χ, µ)), L2(Ω, χ, µ), ¯, L2(Ω, χ, µ)+) is in standard form, where ¯ is the usual com-
plex conjugation and L2(Ω, χ, µ)+ denotes the set of positive square-integrable functions with
respect to µ. We use the same notation for normal states and their associated probability mea-
sures, which is justified by the above mentioned isometry. Now any function f ∈ L1(Ω, χ, µ)
such that ‖f‖1 = 1 represents a state ωf on L∞(Ω, χ, µ) via the relation:
ωf (h) :=
∫
Ω
f(x)h(x)µ(dx), ∀h ∈ L∞(Ω, χ, µ) (B.10)
Indeed, one has
∫
ω f(x)1dx = ‖f‖1 = 1, 1 encoding for the identity operator in L∞(Ω, χ, µ),
and one easily checks that
ωf (h) = 〈
√
f,Mh
√
f〉 =: Tr(|
√
f〉〈
√
f |Mh), (B.11)
So that ωf is indeed normal. Actually any normal functional can be written in this way,
so that L∞(Ω, χ, µ)∗ ∼= L1(Ω, χ, µ). This is the space of (complex) measures absolutely
continuous with respect to µ. Then for any measure ν ∈ L∞+ (Ω, χ, µ)∗, one associates a
positive integrable function f which is the Radon-Nikodym derivative of ν with respect to µ:
f :=
dν
dµ
. (B.12)
One easily checks then that the vector Ων defined in Theorem 11 reduces to
Ων =
(
dν
dµ
)1/2
. (B.13)
Using Equation (B.6) and Equation (B.8), one then finds that the relative modular operator
of ν with respect to µ is defined by:
∆ν|µ(f) :=
dν
dµ
f, f ∈ L2(Ω, χ, µ). (B.14)
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Example 2 (Quantum systems). Take V := B(H) to be the von Neumann algebra of all
bounded operators on a separable Hilbert space H. Then any density operator ρ provides a
state via eq. (B.2). Then V∗ is identified with the space of trace-class operators acting on H.
The map pi : B(H) ∋ A 7→ LA, where for any A ∈ B(H) LA : T2(H) 7→ T2(H) is the operator
of left multiplication by A, is a faithful representation, turning (pi(B(H)),T2(H), ∗,T2(H)+)
into a standard form, where ∗ is the usual adjoint, and T2(H)+ is the space of non-negative
Hilbert Schmidt operators on H. As already discussed in Equation (B.2) any positive, normal
functional ω on B(H) can be associated with a trace-class operator ρ so that for any A ∈ B(H),
ω(A) = Tr(ρA) = Tr(
√
ρA
√
ρ) = 〈√ρ, LA(√ρ)〉HS , (B.15)
where 〈., .〉HS denotes the Hilbert-Schmidt inner product on T2(H). Hence, one identifies
Ωω with
√
ρ. Then for any two positive functionals ω, ν with associated positive, trace-class
operators ρ, σ:
∆ρ|σ(A) := ∆ω|ν(A) = ρAσ
−1. (B.16)
B.2 Araki’s relative entropy
In order to rigorously prove Equation (6.13) we need to introduce Araki’s relative entropy
[1, 36]. For any two positive normal functionals on a von Neumann algebra V, we denote by
µν|ω the spectral measure for − ln∆ν|ω with respect to the state ω. This means that it is
the only probability measure on the spectrum of ∆ν|ω such that for any bounded measurable
function f on sp(∆ν|ω),
〈Ωω, f(− ln∆ν|ω)Ωω〉 =
∫
sp(∆ν|ω)
f(x)µµ|ν(dx). (B.17)
Then Araki’s relative entropy of ω with respect to ν is defined by
Ent(ω|ν) :=


− 〈Ωω, ln(∆ν|ω)Ωω〉 =
∫
sp(∆ν|ω)
xµν|ω(dx) ω << ν
+∞ otherwise.
(B.18)
where ω << ν means that ω is normal with respect to ν, i.e. that Pω ≤ Pν . Roughly speak-
ing, the above quantity characterizes the “distance” between two positive normal functionals.
As advertised at the beginning of this section, Araki’s relative entropy reduces to the clas-
sical Kullback-Leibler divergence in the case of classical probability distributions absolutely
continuous with respect to a given measure, and to Umegaki’s quantum relative entropy in
the case of density operators ρ, σ on a Hilbert space H such that suppρ ⊂ suppσ, which
makes it very attractive from an abstract point of vue:
Example 3 (Classical probability theory, continued). Araki’s relative entropy reduces to the
classical Kullback-Leibler divergence
DKL(f ||g) := Ent(ωf ||ωg) =
∫
Ω
f(x) ln
f(x)
g(x)
µ(dx) (B.19)
for states ωf , ωg with associated integrable functions f, g defined as in Equation (B.10).
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Example 4 (Quantum systems, continued). It also reduces to Umegaki’s quantum relative
entropy
D(ρ||σ) := Ent(ω|ν) = Tr(ρ(ln ρ− lnσ)) (B.20)
for faithful states ω, ν on B(H) with associated positive density operators ρ, σ such that
supp ρ ⊆ suppσ.
Moreover, Araki’s relative entropy satisfies the following useful properties:
Theorem 12 ([36] Theorem 5.20). Let V, V1 and V2 be three von Neumann algebras, let ω
be a normal state on V, ω1, σ1 be normal states on V1 and ω2, σ2 be normal states on V2.
Then6:
Ent(ω||ω) = 0 (B.21)
Ent(ω1 ⊗ ω2||σ1 ⊗ σ2) = Ent(ω1||σ1) + Ent(ω2||σ2) (B.22)
The following theorem by Uhlmann is at the heart of our proof:
Theorem 13 (Uhlmann’s monotonicity). Let V and W be two von Neumann algebras, and
let ω, ν be normal states on W. Let Φ : V → W be a Schwarz map. Then
Ent(ω ◦Φ||ν ◦ Φ) ≤ Ent(ω||ν) (B.23)
C Proof of the inequality eq. (6.13)
In this section we rigorously prove the inequality eq. (6.13). In order to do so, we will use
Uhlmann’s monotonicity of the entropy power under Schwarz mapping in the context of
general von Neumann algebras. Using this theorem, and with the notations of Section 6 we
first show the following inequality:
Ent(ωρ∗gt/2 ||ωρ(θα)Rj ∗g(θβ)Rj,t/2
) ≤ D(ρ||ρ(θα)Rj ) +DKL(gt/2||g
(θβ)
Rj ,t/2
) (C.1)
This follows from Uhlmann’s monotonicity theorem if we can prove that for any ρ ∈ D(H)
and any positive g ∈ L1(R2n,B(R2n), λ), with ‖g‖1 = 1,
ωρ∗g = (ωρ ⊗ ωg) ◦Φ (C.2)
where Φ is a unital, completely positive map from B(H) toB(H)⊗L∞(R2n,B(R2n), λ), with
λ being the Lebesgue measure on R2n.
Let us see how ωρ ⊗ ωg and ωρ∗g are defined. ωρ ⊗ ωg acts on tensor product elements of
B(H)⊗ L∞(R2n) by
(ωρ ⊗ ωg)(A⊗ f) = Tr(ρA) ×
∫
R2n
g(z)f(z)dz, A ∈ B(H), f ∈ L∞(R2n) (C.3)
6For an exposition of tensor products of von Neumann algebras and tensor products of states, see e.g. [23]
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and extension by continuity [23]. But B(H) ⊗ L∞(R2n) can be identified with the set
L∞
(
R
2n,B(H)) of measurable functions from R2n to B(H), in which case an element of
it is a map z 7→ Az and ωρ ⊗ ωg acts as
(ωρ ⊗ ωg)(z 7→ Az) =
∫
R2n
Tr(ρAz) g(z) dz (C.4)
(which of course is consistent with the above if Az = f(z)A). On the other hand, ωρ∗g acts
as
ωρ∗g(A) =
∫
R2n
g(z) Tr(ρV (−z)AV (z)) dz, (C.5)
so to prove our statement it is enough to show that the map Φ from B(H) to L∞(R2n,B(H))
defined as
Φ : A 7→ (z 7→ V (−z)AV (z)) (C.6)
is unital and completely positive. The first requirement is obvious. To show complete pos-
itivity, consider a positive matrix (Ai,j)
N
i,j=1 of elements of B(H), in the sense that for any
(ϕi)
N
i=1 with each ϕi ∈ H, one has ∑
i,j
〈ϕi, Ai,jϕj〉 ≥ 0.
We then prove that (Φ(Ai,j))
N
i,j=1 is positive when acting on L
2(R,H): Consider ψi = (z 7→
ψi(z)) ∈ L2(R,H), therefore∑
i,j
〈ψi,Φ(Ai,j)ψj〉 =
∑
i,j
∫
〈ψi(z), V ∗z Ai,jVzψj(z)〉dz =
∫ ∑
i,j
〈Vzψi(z), Ai,jVzψj(z)〉dz ≥ 0.
This concludes the proof of Equation (C.1). However, recall that we proved in Equation (6.8)
that ρ
(θα)
Pj
∗ g(θβ)Pj ,t/2 = (ρt)
(θ(α+β))
Pj
. Hence, Equation (C.1) can be rewritten as:
Ent(ωρ∗gt/2 ||ωρRj∗g(θ(α+β))Rj,t/2
) ≤ D(ρ||ρ(θα)Rj ) +DKL(gt/2||g
(θβ)
Rj ,t/2
). (C.7)
In order to obtain the inequality (6.13), we use the following lemma which can be proved by
simply using Taylor expansion to second order.
Lemma 3. Let f, h : R → R be two twice differentiable functions such that h(0) = f(0) =
h′(0) = f ′(0) = 0 and f ≤ h. Hence, f ′′(0) ≤ h′′(0).
Take f(θ) := Ent(ωρ∗gt/2 ||ωρRj ∗g(θ(α+β))Rj,t/2
) and h(θ) := D(ρ||ρ(θα)Rj ) + DKL(gt/2||g
(θβ)
Rj ,t/2
).
These two functions satisfy the requirements of last lemma, and therefore f ′′(0) ≤ g′′(0).
Summing over j = 1, ..., 2n we finally get
(α+ β)2J(ρ ∗ gt/2) ≤ α2J(ρ) + β2Jcl(gt/2), (C.8)
Where for any positive, differentiable probability density function f , Jcl(f) is its (classical)
Fisher information, defined through Equation (6.14). Hence, the inequality (6.13) follows.
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