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Abstract
We construct and investigate smooth orientable surfaces in su(N)
algebras. The structural equations of surfaces associated with Grass-
mannian sigma models on Minkowski space are studied using moving
frames adapted to the surfaces. The first and second fundamental
forms of these surfaces as well as the relations between them as ex-
pressed in the Gauss–Weingarten and Gauss–Codazzi–Ricci equations
are found. The scalar curvature and the mean curvature vector ex-
pressed in terms of a solution of Grassmanian sigma model are ob-
tained.
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1 Introduction
Sigma models are of great interest in mathematical physics because a
significant number of physical systems can be reduced to these, rela-
tively simple, models, either on Euclidean or Minkowski space. One
such example is the string theory in which sigma models on space-
time and their supersymmetric extensions play a crucial role. Other
relevant applications of recent interest are in the areas of statistical
physics (for example reduction of self–dual Yang–Mills equations to
the Ernst model [1, 2]), phase transitions [3, 4] and the theory of fluid
membranes [5, 6].
The objective of this paper is to study geometric properties of
surfaces in Lie algebras associated with sigma models on Minkowski
space. Recently, we investigated surfaces in su(N) associated with
CPN−1 sigma models [7] and found a few examples [8]. In this paper
we extend this approach to more general models based on Grassman-
nian manifolds, i.e. the homogeneous spaces
G(m,n) =
SU(N)
S(U(m)× U(n)) , N = m+ n.
Grassmannian sigma models are a generalization of CPN−1 sigma
models. Their important common feature is that the Euler–Lagrange
equations can be written in terms of projectors only [9]. They share a
lot of properties like infinite number of local and/or nonlocal conserved
quantities, Hamiltonian structure, complete integrability, infinite–dimensional
symmetry algebra, existence of multisoliton solutions etc. The N ×N
projector matrix P for the complex Grassmannian sigma models has
in general rank lower than the corresponding one for the CPN−1 sigma
model and consequently new phenomena can arise.
The generalization of our previous results [7, 8] to Grassmannian
sigma models seemed to be rather natural – in fact, it was in a sense
more straightforward than the generalization from CP 1 to CPN−1,
provided one expressed the corresponding formulas in terms of the
projector (2.8). On the other hand, a different perspective obtained
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in more general case allowed to write some of the results in more
compact and presumably more natural way.
The results can be of interest in the area of relativistic classical
and quantum field theory [10, 11], string theory in which sigma models
on spacetime and their supersymmetric extensions play a crucial role
[12]. Other relevant applications of recent interest are in the areas of
nonlinear interactions in particle physics [13]. The explicit forms of the
surfaces can serve to illuminate the role of the Kac–Moody algebras
in integrable models associated with the Grassmannian sigma models
[14, 15].
The paper is organized as follows. In Section 2 we recall some basic
notions and definitions dealing with the complex Grassmannian sigma
models and their Euler–Lagrange equations. In Section 3 we perform
the analysis of two–dimensional surfaces immersed in the su(N) alge-
bra, associated with these models. The geometric properties of sur-
faces and the construction of moving frames are discussed in detail in
Sections 4,5. Finally, we summarize our results.
2 Grassmannian sigma models and their
Euler–Lagrange equations
As a starting point let us present some basic formulae and notation
for complex Grassmannian sigma models defined on Minkowski space.
We adapt to our signature the notation introduced in [9] for Euclidean
Grassmannian sigma models.
The Grassmannian manifold is defined as homogeneous space
G(m,n) =
SU(N)
S(U(m)× U(n)) , N = m+ n. (2.1)
We express elements G(m,n) using the equivalence classes of elements
g ∈ SU(N) as
[g] = {g.ψ | ψ =
(
Um 0
0 Un
)
, Um ∈ U(m), Un ∈ U(n),detψ = 1}.
(2.2)
We decompose g ∈ SU(N) into submatrices X,Y
g = (φ1, . . . , φN ) = (X,Y ), X = (φ1, . . . , φm), Y = (φm+1, . . . , φN )
(2.3)
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and from g†g = 1, i.e. φ†jφk = δjk we find
X†X = 1m×m, X
†Y = 0, Y †X = 0, Y †Y = 1n×n.
From these orthogonality relations and (2.2) we realize that on the
subset of G(m,n) such that the lower square n× n submatrix of Y is
nonsingular, X itself is sufficient to determine [g] (since Un can be used
to bring the lower square part of Y to 1n×n and the remaining entries
in Y are fully determined by the orthogonality properties). In the
following we shall assume that we are working in such chart. Evidently
they cover the whole G(m,n) up to lower dimensional submanifolds.
We shall denote the equivalence classes either [X] or [g] depending
on circumstances. Note that there is still some freedom in the choice
of X, namely X and X.h, h ∈
(
SU(m) 0
0 1
)
give rise to the same
equivalence class [X] = [Xh]. Therefore, one cannot identify X = [X].
Let ξ0, ξ1 be the standard Minkowski coordinates in R2, with the
metric
(ds)2 = (dξ0)2 − (dξ1)2.
In what follows we suppose that ξL = ξ
0 + ξ1, ξR = ξ
0 − ξ1 are the
light–cone coordinates in R2, i.e.
(ds)2 = dξLdξR. (2.4)
We shall denote by ∂L and ∂R the derivatives with respect to ξL and
ξR, respectively.
Let us assume that Ω is an open, connected and simply connected
subset in R2 with Minkowski metric (2.4). We define covariant deriva-
tives Dµ acting on maps X : Ω→ G(m,n) by
DµX = ∂µX −XX†∂µX, ∂µ ≡ ∂ξµ , µ = 0, 1. (2.5)
In the study of Grassmannian sigma models we are interested in
maps X : Ω → G(m,n) which are stationary points of the action
functional
S =
∫
Ω
tr {(DµX)†(DµX)}dξ0dξ1. (2.6)
The Lagrangian density can be further developed to get
L = tr {(DµX)†(DµX)} = tr {∂µX(∂µX)†P} (2.7)
where
P = 1−XX† (2.8)
4
is an orthogonal projector, i.e. P 2 = P, P † = P satisfying PX =
0, X†P = 0.
The action (2.6) has the local (gauge) SU(m) symmetry
X(ξL, ξR)→ X(ξL, ξR).h(ξL, ξR), h(ξL, ξR) ∈
(
SU(m) 0
0 1
)
(2.9)
proving that the model doesn’t depend on the choice of representatives
X of elements [X] of G(m,n); and the SU(N) global symmetry
X → gX, g ∈ SU(N). (2.10)
It is also invariant under the conformal transformations
ξL → α(ξL), ξR → β(ξR), (2.11)
where α, β : R → R are arbitrary 1–to–1 maps such that ∂Lα(ξL) 6=
0, ∂Rβ(ξR) 6= 0, as well as under the parity transformation
ξL → ξR, ξR → ξL. (2.12)
Let us note that the invariance properties (2.9)–(2.12) are naturally
reproduced on the level of Euler–Lagrange equations.
By variation of the action (2.6) respecting the constraint
X†X = 1, i.e. δX†X +X†δX = 0, ∂µX
†X +X∂µδX = 0 (2.13)
and assuming that due to suitable boundary conditions the boundary
terms vanish we find the Euler–Lagrange equations
P (∂L∂RX − 2∂µXX†∂µX) = 0. (2.14)
They can be also expressed in the matrix form
[∂L∂RP,P ] = 0 (2.15)
or in the form of a conservation law
∂L[∂RP,P ] + ∂R[∂LP,P ] = 0. (2.16)
Methods for finding special solutions of (2.14), e.g. soliton solutions,
are known [16, 17].
By explicit calculation one can check that the real–valued functions
JL = tr (∂LX∂LX
†P ), JR = tr (∂RX∂RX
†P ) (2.17)
satisfy
∂LJR = ∂RJL = 0 (2.18)
for any solution X of the Euler–Lagrange equations (2.14). The func-
tions JL, JR are invariant under local SU(m) and global SU(N) trans-
formations (2.9) and (2.10).
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3 Surfaces obtained from Grassman-
nian sigma model
Let us now discuss the analytical description of a two–dimensional
smooth orientable surface F immersed in the su(N) algebra, associ-
ated with the Grassmannian sigma model (2.14). We shall construct
an exact su(N)–valued 1–form whose “potential” 0–form defines the
surface F . Next, we shall investigate the geometric characteristics of
the surface F .
Let us introduce a scalar product
(A,B) = −1
2
trAB
on su(N) and identify the (N2−1)–dimensional Euclidean space with
the su(N) algebra
R
N2−1 ≃ su(N).
We denote
ML = [∂LP,P ], MR = [∂RP,P ]. (3.1)
It follows from (2.16) that if X is a solution of the Euler–Lagrange
equations (2.14) then
∂LMR + ∂RML = 0. (3.2)
We identify tangent vectors to the surface F with the matrices ML
and MR, as follows
ZL =ML, ZR = −MR. (3.3)
Equation (3.2) implies there exists a closed su(N)–valued 1–form on
Ω
Z = ZLdξL + ZRdξR, dZ = 0.
Because Z is closed and Ω is connected and simply connected, Z is
also exact. In other words, there exists a well–defined su(N)–valued
function Z on Ω such that Z = dZ. The matrix function Z is unique
up to addition of any constant element of su(N) and we identify the
components of Z with the coordinates of the sought–after surface F
in RN
2−1. Consequently, we get
∂LZ = ZL, ∂RZ = ZR. (3.4)
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The map Z is called the Weierstrass formula for immersion. In prac-
tice, the surface F is found by integration
F : Z(ξL, ξR) =
∫
γ(ξL,ξR)
Z (3.5)
along any curve γ(ξL, ξR) in Ω connecting the point (ξL, ξR) ∈ Ω with
an arbitrary chosen point (ξ0L, ξ
0
R) ∈ Ω.
By computation of traces of ZB.ZD, B,D = L,R we find the
components of the induced metric on the surface F
G =
(
GLL, GLR
GLR, GRR
)
= (3.6)
=

 JL −tr
(
∂LX∂RX
†+∂RX∂LX
†
2 P
)
−tr
(
∂LX∂RX
†+∂RX∂LX
†
2 P
)
JR

 .
The first fundamental form of the surface F takes surprisingly compact
form
I = JL(dξL)
2 − 2GLRdξLdξR + JR(dξR)2
= (2δB,D − 1)tr (∂BX∂DX†P )dξBdξD (3.7)
where summation over repeated indices B,D = L,R applies and
δB,D = 1 if B = D and 0 otherwise.
In order to establish conditions on a solution X of the Euler–
Lagrange equations (2.14) under which the surface exists, we introduce
a scalar product on the space of N ×m matrices X
(b, a) = tr (a.b†), a, b ∈ CN×m
and employ the Schwarz inequality, i.e.
|tr (ab†A)|2 ≤ tr (aa†A)tr (bb†A) (3.8)
valid for any positive hermitean operator A, namely for P : P (a) =
P.a. We may write
JD = tr (∂DX∂DX
†P ) ≥ 0, D = L,R (3.9)
and
detG = tr (∂LX∂LX
†P )tr (∂RX∂RX
†P )−
(
ℜ tr (∂LX∂RX†P )
)2
≥ 0
(3.10)
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since
tr (∂LX∂LX
†P ) tr (∂RX∂RX
†P ) ≥ |tr (∂LX∂RX†P )|2
≥
(
ℜ tr (∂LX∂RX†P )
)2
.
Therefore the first fundamental form I defined by (3.7) is positive for
any solution X of the Euler–Lagrange equations (2.14).
Analyzing the cases when equalities in Schwarz inequality hold
we find that I is positive definite in the point (ξ0L, ξ
0
R) either if the
inequality
ℑ tr (∂LX∂RX†P ) 6= 0 (3.11)
holds in (ξ0L, ξ
0
R) or if the matrices
∂LX(ξ
0
L, ξ
0
R), ∂RX(ξ
0
L, ξ
0
R),X(ξ
0
L, ξ
0
R) (3.12)
are linearly independent. Therefore any of the conditions (3.11),(3.12)
is a sufficient condition for the existence of the surface F associated
with the solution X of the Euler–Lagrange equations (2.14) in the
vicinity of the point (ξ0L, ξ
0
R).
Using (3.6) we can write the formula for Gaussian curvature [18]
as
K =
1√
JLJR −G2LR
∂R

∂LGLR − 12GLR∂L(ln JL)√
JLJR −G2LR

 . (3.13)
4 The Gauss–Weingarten equations
Now we may formally determine a moving frame on the surface F
and write the Gauss–Weingarten equations. Let X be a solution of
the Euler–Lagrange equations (2.14) such that det(G) is not zero in a
neighborhood of a regular point (ξ0L, ξ
0
R) in Ω. Assume also that the
surface F (3.5), associated with these equations is described by the
moving frame
~τ = (∂LZ, ∂RZ, n3, . . . , nN2−1)
T ,
where the vectors ∂LZ, ∂RZ, n3, . . . , nN2−1 satisfy the normalization
conditions
(∂LZ, ∂LZ) = JL, (∂LZ, ∂RZ) = GLR, (∂RZ, ∂RZ) = JR,
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(∂LZ, nk) = (∂RZ, nk) = 0, (nj, nk) = δjk. (4.1)
We now show that the moving frame satisfies the Gauss–Weingarten
equations
∂L∂LZ = A
L
L∂LZ +A
L
R∂RZ +Q
L
j nj,
∂L∂RZ = Hjnj,
∂Lnj = α
L
j ∂LZ + β
L
j ∂RZ + s
L
jknk,
∂R∂LZ = Hjnj,
∂R∂RZ = A
R
L∂LZ +A
R
R∂Rz +Q
R
j nj ,
∂Rnj = α
R
j ∂LZ + β
R
j ∂RZ + s
R
jknk, (4.2)
where sLjk + s
L
kj = 0, s
R
jk + s
R
kj = 0, j, k = 3, . . . , N
2 − 1,
αLj =
HjGLR −QLj JR
detG
, βLj =
QLj GLR −HjJL
detG
,
αRj =
QRj GLR −HjJR
detG
, βRj =
HjGLR −QRj JL
detG
,
and ALL, A
L
R (A
R
L , A
R
R have similar form which can be obtained by ex-
change L↔ R) are written as
ALL =
1
detG
(JR(∂L∂LZ, ∂LZ)−GLR(∂L∂LZ, ∂RZ))
ALR =
1
detG
(JL(∂L∂LZ, ∂RZ)−GLR(∂L∂LZ, ∂LZ)) (4.3)
where
(∂L∂LZ, ∂LZ) =
1
2
tr
(
(∂L∂LX∂LX
†
+ ∂LX∂L∂LX
†)P
)
,
(∂L∂LZ, ∂RZ) = −1
2
tr
(
(∂L∂LX∂RX
†
+ ∂RX∂L∂LX
†)P
+ 2∂LX∂LX
†(X∂RX
† + ∂RXX
†)
)
. (4.4)
Note that in fact we can write it in a compact way
(∂B∂BZ, ∂DZ) = (δB,D − 1
2
)tr
(
(∂B∂BX∂DX
†
+ ∂DX∂B∂BX
†)P
+ 2∂BX∂BX
†(X∂DX
† + ∂DXX
†)
)
. (4.5)
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The explicit form of the coefficients Hj, Q
D
j (where D = L,R; j =
3, . . . , N2−1) depends on the chosen orthonormal basis {n3, . . . , nN2−1}
of the normal space to the surface F at the point X(ξ0L, ξ0R). Partial
information about them will be obtained in (5.6).
Indeed, if ∂LZ, ∂RZ are defined by (3.4) for an arbitrary solution
X of the Euler–Lagrange equations (2.14), then by straightforward
calculation using (2.15) one finds that
∂L∂RZ = ∂R∂LZ = [∂LP, ∂RP ] =
= λ− λXX† −XX†λ+X(∂LX†∂RX − ∂RX†∂LX)X†
where
λ = ∂LX∂RX
† − ∂RX∂LX†.
By computing
tr (∂L∂RZ.∂DZ) = ±tr ([∂LP, ∂RP ].[∂DP,P ]) = 0, D = L,R (4.6)
we conclude that ∂L∂RZ is perpendicular to the surface F and conse-
quently it has the form given in (4.2).
The remaining relations in (4.2) and (4.3) follow as differential
consequences from the assumed normalizations of the normals (4.1),
e.g.
(nj, nk) = 0, j 6= k
which gives
0 = (∂Lnj, nk) + (∂Lnk, nj) = s
L
jk + s
L
kj.
Similarly
(nj, ∂LZ) = 0, (nj , ∂RZ) = 0
by differentiation leads to
(∂Rnj, ∂LZ) + (nj, ∂L∂RZ) = 0, (∂Rnj, ∂RZ) + (nj , ∂R∂RZ) = 0
implying
JLα
R
j +GLRβ
R
j +Hj = 0, GLRα
R
j + JRβ
R
j +Q
R
j = 0.
Consequently, αRj , β
R
j can be determined in terms of Hj, Q
R
j and of
the components of the induced metric G. The remaining coefficients
αLj , β
L
j are derived in an analogous way by exchanging indices L↔ R
in the successive differentiations.
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The coefficients ALL, . . . , A
R
R are obtained by requiring that (∂D∂DZ−
ADL ∂LZ −ADR∂RZ) is normal to the surface, i.e.
tr
(
∂BZ.(∂D∂DZ −ADL ∂LZ −ADR∂RZ)
)
= 0, B,D = L,R. (4.7)
From (3.1) and (3.4) we find
∂L∂LZ = [∂L∂LP,P ]
= ∂L∂LXX
† −XX†∂L∂LXX† +X∂L∂LX†XX†
− X∂L∂LX† + 2X∂LX†X∂LX† − 2∂LXX†∂LXX†.(4.8)
the expression for ∂R∂RZ is obtained by the change of the overall sign
and L ↔ R. After substituting the above expressions into (4.7) we
solve the resulting linear equations for ADB .
Let us note that the Gauss–Weingarten equations (4.2) can be
written equivalently in the N ×N matrix form
∂L~τ = U~τ, ∂R~τ = V ~τ, (4.9)
where
U =


ALL A
L
R Q
L
3 . . . Q
L
N2−1
0 0 H3 . . . HN2−1
αL3 β
L
3 s
L
33 . . . s
L
3(N2−1)
. . . . . . . . . . . . . . .
αL(N2−1) β
L
(N2−1) s
L
(N2−1)3 . . . s
L
(N2−1)(N2−1)

 ,
V =


0 0 H3 . . . HN2−1
ARL A
R
R Q
R
3 . . . Q
R
N2−1
αR3 β
R
3 s
R
33 . . . s
R
3(N2−1)
. . . . . . . . . . . . . . .
αR(N2−1) β
R
(N2−1) s
R
(N2−1)3 . . . s
R
(N2−1)(N2−1)

 .(4.10)
The Gauss–Codazzi–Ricci equations
∂RU − ∂LV + [U, V ] = 0 (4.11)
are compatibility conditions for the Gauss–Weingarten equations (4.2).
They are the necessary and sufficient conditions for the local existence
of the corresponding surface F . It can be easily checked that they are
identically satisfied for any solution X of the Euler–Lagrange equa-
tions (2.14).
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The second fundamental form and the mean curvature vector of
the surface F at the regular point p can be expressed, according to
[19, 20], as
II = (∂L∂LZ)
⊥dξLdξL + 2(∂L∂RZ)
⊥dξLdξR + (∂R∂RZ)
⊥dξRdξR,(4.12)
H =
1
detG
(
JR(∂L∂LZ)
⊥ − 2GLR(∂L∂RZ)⊥ + JL(∂R∂RZ)⊥
)
,(4.13)
where ( )⊥ denotes the normal part of the vector. In our case the
expressions (4.12),(4.13) take the form
II =
(
QLj dξLdξL + 2HjdξLdξR +Q
R
j dξRdξR
)
nj
= (∂L∂LZ −ALL∂LZ −ALR∂RZ)dξLdξL + 2(∂L∂RZ)dξLdξR +
+ (∂R∂RZ −ARL∂LZ −ARR∂RZ)dξRdξR, (4.14)
H =
1
detG
(
JRQ
L
j − 2GLRHj + JLQRj
)
nj
=
1
detG
( JR(∂L∂LZ −ALL∂LZ −ALR∂RZ)− 2GLR(∂L∂RZ) +
+ JL(∂R∂RZ −ARL∂LZ −ARR∂RZ) ) . (4.15)
The derivatives ∂D∂BZ are expressed explicitly in terms of X in equa-
tions (4.6) and(4.8) but after substitution of them into (4.14),(4.15)
get rather complicated, therefore we do not present them here.
5 The moving frame of a surface in the
algebra su(N)
Now we proceed to construct the moving frame of the surface F im-
mersed in su(N) algebra, i.e. matrices ∂LX, ∂RX,na, a = 3, . . . , N
2−
1 satisfying (4.1).
Let X be a solution of the Euler–Lagrange equations (2.14) and let
(ξ0L, ξ
0
R) be a regular point in Ω, i.e. such that detG(X(ξ
0
L, ξ
0
R)) 6= 0.
Let us denote X0 = X(ξ0L, ξ
0
R), Z
0 = Z(ξ0L, ξ
0
R). Taking into account
that
tr (A) = tr (ΦAΦ†), A ∈ su(N), Φ ∈ SU(N),
we employ the adjoint representation of the group SU(N) in order to
bring ∂LZ, ∂RZ, na to the simplest form possible. We shall request
X0 = Φ
(
1m×m
0n×m
)
. (5.1)
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The existence of such Φ follows from the fact that G(m,n) is a homo-
geneous space (2.1). In fact Φ is just any representant in SU(N) of
the equivalence class [X0] such that
X0 =

 Φ11 . . . Φ1m. . .
ΦN1 . . . ΦNm

 , [X0] = [Φ]
and consequently Φ is not unique. Explicit (local) construction of Φ
can be performed algorithmically in such a way that Φ varies smoothly
with smooth change of X0 (for the detailed explanation in the case
G(m, 1) = CPm see [7]).
Let us choose an orthonormal basis in su(N) in the following form
(Ajk)ab = i(δjaδkb + δjbδka), 1 ≤ j < k ≤ N,
(Bjk)ab = (δjaδkb − δjbδka), 1 ≤ j < k ≤ N,
(Cp)ab = i
√
2
p(p+ 1)
(
p∑
d=1
δdaδdb − pδp+1,aδp+1,b
)
, 1 ≤ p ≤ N − 1.(5.2)
Using the definition of ∂DZ (3.4) we find that Φ
†∂DZ(ξ
0
L, ξ
0
R)Φ has
the following block structure
∂ΦDZ
0 ≡ Φ†∂DZ(ξ0L, ξ0R)Φ =
(
0m×m −∂ΦDZ
†
∂ΦDZ 0n×n
)
(5.3)
(where ∂ΦDZ are defined by (5.3)).
When Φ satisfying (5.1) is found, the construction of the moving
frame can proceed as follows. Assume that one finds, using a vari-
ant of Gramm-Schmidt orthogonalization procedure, the orthonormal
vectors
A˜aj , B˜aj , a = 1, . . . ,m, j = m+ 1, . . . , N, a+ j > m+ 2
satisfying
(∂ΦDZ
0, A˜aj) = 0, (∂
Φ
DZ
0, B˜bj) = 0
and
span(∂ΦDZ
0, A˜aj , B˜aj)D=L,R,a=1,...,m, j=m+2,...,N, a+j>m+2 =
span(Aaj , Baj)a=1,...,m, j=m+1,...,N . (5.4)
We identify the remaining tilded and untilded matrices
A˜jk = Ajk, B˜jk = Bjk, C˜p = Cp,
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where a, j = 1, . . . ,m or a, j = m + 1, . . . , N , 1 ≤ p ≤ N − 1. As a
result, from Gramm-Schmidt orthogonalization and (5.3) we get
(∂ΦDZ
0, A˜ak) = (∂
Φ
DZ
0, B˜ak) = (∂
Φ
DZ
0, C˜p) = 0
and
(A˜ai, A˜bk) = (B˜ai, A˜bk) = δabδik, (C˜p, C˜q) = δpq,
(A˜1i, B˜jk) = (A˜1i, C˜p) = (B˜1i, C˜p) = 0
(where indices run through all the values for which the respective
tilded matrices are defined).
Therefore, under the above given assumptions and notation, we
can state the following
Proposition 1 Let the moving frame of the surface F in the neigh-
borhood Υ of point Z0 = Z(ξ0L, ξ
0
R) be
∂LZ = Φ∂
Φ
LZΦ
†,
∂RZ = Φ∂
Φ
RZΦ
†,
nAjk = ΦA˜jkΦ
†,
nBjk = ΦB˜jkΦ
†,
nCp = ΦC˜pΦ
†. (5.5)
where indices run through the values for which A˜, B˜, C˜ are defined and
Φ(ξL, ξR) on Υ satisfies
X(ξL, ξR) = Φ(ξL, ξR)
(
1m×m
0n×m
)
.
Then (5.5) satisfies the normalization conditions (4.1) and conse-
quently the Gauss–Weingarten equations (4.2).
Note that the first two lines of (5.5) are equivalent to (5.3). The
remaining lines of (5.5) give a rather explicit description of normals to
the surface F . Since the construction is local, we don’t have an apriori
control of the orientation of normals. Of course, in the neighborhood
where the procedure is applied the normals have the same orientation.
The explicit form of the moving frame (5.5) might be quite com-
plicated because of the orthogonalization process involved in the con-
struction of
nAaj , n
B
aj , a = 1, . . . ,m, j = m+ 1, . . . , N, a+ j > m+ 2
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(i.e. in the construction of A˜1j, B˜1j). On the other hand, the remain-
ing normals
nAak, n
B
ak, n
C
p
where a, j = 1, . . . ,m or a, j = m + 1, . . . , N , 1 ≤ p ≤ N − 1 can be
constructed immediately after finding Φ.1
If we choose other group element Φ satisfying (5.1), the constructed
normals would have been rotated by a local (gauge) transformation
from the subgroup of SU(N) leaving ∂LZ, ∂RZ invariant.
It is worth noting that from the equations (4.6),(4.8) immediately
follows that
(∂L∂LZ)
⊥, (∂R∂RZ)
⊥ ∈ span(nA1j, nB1j)a=1,...,m,j=m+1,...,N , (5.6)
(∂L∂RZ)
⊥ = ∂L∂RZ ∈ span(nAjk, nBjk, nCp )a,j=1,...,m, or a,j=m+1,...,N,p<N ,
i.e. ∂L∂RZ is orthogonal to ∂L∂LZ, ∂R∂RZ (and also to the surface,
see (4.2)).
6 Final remarks
The technique presented above for finding surfaces associated with
complex Grassmannian sigma models defined on Minkowski space can
be seen to give a rather detailed analytical description of the sur-
faces in question. This description provides effective tools for con-
structing surfaces without reference to additional considerations, pro-
ceeding directly from the given complex Grassmannian sigma model
equations (2.14). Through the use of Cartan’s language of moving
frames we derived via this sigma model the structural equations of
two–dimensional smooth surfaces immersed in su(N) algebra. It al-
lows to find the first and second fundamental forms of the surfaces
as well as the relations between them as expressed in the Gauss–
Weingarten and Gauss–Codazzi–Ricci equations. An extension of the
classical Enneper–Weierstrass representation of surfaces in multidi-
mensional spaces, expressed in terms of any nonsingular solution of
(2.14), was presenetd in explicit form.
1In fact, one particular combination of normals nCp of the form
nP = i
√
2
(√
N −m
mN
1−
√
N −m
m(N −m) P
)
can be constructed from X , i.e. P , alone, without the knowledge of corresponding Φ.
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