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We consider the problem of numerical integration of functions from a given class 
E It has been shown that if F is convex and balanced than adaptive quadrature 
algorithms are not better than nonadaptive ones. We present examples of nonconvex 
classes of functions F for which adaption is substantially better than nonadaption. We 
discuss implications of these examples for practical numerical integration. 0 1986 
Academic F’ress, Inc. 
1. INTRODUCTION 
The purpose of this paper is to discuss the effectiveness of adaptive func- 
tion evaluations versus nonadaptive ones to numerically approximate the 
integral of a function from a given class F. Given a class F and E > 0, for 
each f E F we want to determine a number (Y = (y(f) such that 
dt - a(f) I E. (1.1) 
Traditional quadrature formulas give estimates of the form 
a(f> = i wif(&), (1.2) 
i=l 
where the number IZ , weights wi, and evaluation points Xi are suitably chosen. 
If the evaluation points are chosen sequentially, that is, Xi = Xi(f(xi), 
fbZL . * . , f (Xi-l)) for i = 2, 3, . . . , n, the evaluations are said to be 
adaptive, whereas if the evaluation points Xi are the same for all f E F, that 
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is, X; = Xi(F) for i = 1, 2, . . . , it, the evaluations are said to be non- 
adaptive. It has been shown by Bakhvalov (1971) that for F convex and 
balanced, adaptive information is not more powerful than nonadaptive. That 
is, the minimum number of adaptive evaluations needed to solve (1.1) is equal 
to the minimum number of nonadaptive evaluations. 
Since many classes of functions that arise in mathematical analysis are 
convex and balanced, this result suggests that adaption is not better than 
nonadaption for the integration problem (and in general for linear problems 
with linear information; see Gal and Micchelli, 1980; Traub and Woinia- 
kowski, 1980). On the other hand, it has been observed by Rice (1975) that 
adaptive quadrature algorithms are more effective than nonadaptive ones for 
functions that arise in practice. Often these functions are piecewise analytic 
or piecewise smooth of class C’ and therefore it is of interest to study the 
performance of adaption versus nonadaption for nonconvex subsets of these 
classes. 
The first class we study is the class of piecewise constant functions in 
[0, 11. Since this class is convex and balanced we have to impose a restriction 
so as to get a nonconvex class. The first idea we explore is what happens if 
we know that f is piecewise constant, bounded by M and its discontinuity 
points are no closer than 8. (M and 6 are known quantities.) This class is 
nonconvex and we show that adaption is essentially better than nonadaption. 
Next we study what happens if we weaken the assumption that the discon- 
tinuity points are no closer than 6 from each other and instead we assume that 
we only know thatfhas no more than p jump discontinuities, This class is also 
nonconvex. For p = 1 we show that adaption is exponentially better than 
nonadaption. For p = 2 we show that both adaption and nonadaption take 
@(e-l) function evaluations to compute a(f) in (1.1). 
These results can be interpreted as follows. Assume that a quadrature 
algorithm computes a(f) in (1.1) using less than @(e-l) function evaluations 
for some subclass of piecewise smooth functions that contains the class of 
piecewise constant functions with no more than p discontinuities (and 
bounded by 44). Then the algorithm must implicitly or explicitly use the 
assumption that the discontinuity points offare no closer than 6, where 6 is 
an algorithm dependent constant. 
The second class we study is the class of piecewise smooth functions of 
class C2 with only jump discontinuities, which can be viewed as an extension 
of the previous class. This class is also convex and balanced so we impose 
some constraints so as to get a nonconvex class. Roughly speaking we assume 
that the jumps are bigger than Sz and the discontinuity points and endpoints 
are no closer than a1 from each other. Here aI, a2 are known quantities. For 
this class we show that adaption is quadratically better than nonadaption. 
For both examples, the adaptive information operators constructed are 
within a constant factor of optimal adaptive information. To our knowledge 
these classes are the first integration examples for which we know nearly 
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optimal adaptive information and for which nonadaptive information is much 
weaker. 
From a practical point of view the adaptive algorithms constructed may not 
be suitable because they require knowledge of parameters such as an upper 
bound on the function and second derivative, a lower bound on the distance 
between discontinuity points, and a lower bound on function jumps. We 
realize that in practice it will be hard, if not impossible, to know these a priori. 
Nevertheless, these examples illustrate the kind of assumptions that enable 
one to prove that adaption is more powerful than nonadaption. 
We summarize the contents of this paper. In Section 2 we introduce basic 
concepts such as radius of information and error of an algorithm that allow 
us to obtain upper and lower bounds on the minimum number of adaptive and 
nonadaptive evaluations needed to solve (1.1). We also precisely state the 
result that adaption does not help for convex and balanced classes. In Section 
3 we study in detail the class of piecewise constant functions and in Section 
4 the class of piecewise smooth functions of class C2. 
2. BASIC DEFINITIONS 
Given a class of function F and E > 0, for each f E F we want to deter- 
mine a number (Y = a(f) such that 
/I 
P,(t) dt - a(f) 5 E. (2.1) 
Any (Y satisfying (2.1) is called an e-approximation to Ji f(t) dt. To find an 
e-approximation to Ji f(t) dt we must know some information aboutf. The 
approximation o(f) is computed by using the function evaluations off at 
Xl, x2, f . . 9 X, E [a, b], with xi # Xi, i # j. The operator 
N(f) = rf(&f(x3, . . . d&)1 
is called an information operator. The cardinality of the operator N is defined 
as #N = n. We distinguish two kinds of information operators. Adaptive 
information operators are the ones for which the points x, are chosen se- 
quentially, i.e., 
4 = xi(f(XI), . . . 9 f(xi-1)) for i = 2, 3, . . . , n. 
We sometimes write N = Na to show that N is adaptive. If the points xi are 
dependent only on the class F, i.e., 
Xi = Xi(F) fori= 1,2,. . ,n, 
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and not on the particular function being integrated, then N is called a non- 
adaptive information operator, and we write N = N”“” to show nonadaptivity 
of N. 
We assume that the only information used to compute a(f) is the fact that 
f is a member of F and the vector y = N(f) E R”, that is, 
a(f) = V(Y) = dN(f)), 
where cp: N(F) C R” + R is some, possibly nonlinear, mapping which is 
called an (idealized) algorithm. We stress that we do not assume that qc has 
the form (1.2). Note that cp(N(f)) must approximate Jab f(t) dt for all 9 E F 
with N ($) = N(f). Therefore, the information N causes an intrinsic error in 
any algorithm q~ that uses N to approximate the integral. The (worst case) 
error of an algorithm cp is defined as 
e(cpX F) = ;E; dN(f)) - [‘f(t) dt . (2.2) a 
The (worst case) radius of information is defined as 
r(N, F) = inf e(cp; N, F), 
v (2.3) 
where the minimum is taken over all algorithms cp that use information N(f) 
forf E F. 
It can be shown (see Traub and Woiniakowski, 1980) that the radius of 
information can be characterized independently of the concept of algorithm 
and 
r(N, F) = f_ sup 
2 f,fEF I 
“(f(t) - f(t)) dt. (2.4) 
a 
N(.il=N(f) 
The nth minimal radius of adaptive information for a class F is defined as 
Tab, F) = $f, rW, F), (2.5) 
where the infinum is taken over all adaptive informtion N” that use at most 
n adaptive evaluations off. Similarly the nth minimal radius of nonadaptive 
information is 
r”O”(n, F) = inf r(N”‘“, F) 
#N -5,~ 
(2.6) 
where N”“” denotes nonadaptive information that consists of at most n non- 
adaptive evaluations off. 
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Note that since nonadaptive information 1”“” can be viewed as an adaptive 
one, we always have 
rnoyn, F) 2 ryn, F) for n = 1, 2, 3, . . . . 
Note also that from (2.3), (2.5), and (2.6) we have that the minimum number 
of adaptive (nonadaptive) evaluations needed to solve (1.1) is given by the 
smallest n for which P(n, F) I E(T”~“(Iz, F) I E). 
Since many classes of functions that arise in mathematical analysis are 
convex and balanced it is of interest to know whether adaption is better than 
nonadaption for these classes. A subset F of some vector space is called 
convex iff, g E F implies Af+ (1 - h)g E F for 0 5 A % 1, and bal- 
anced iff E F implies -f E F. We now state a result which is a specific case 
of a more general theorem of Bakhvalov (197 1) (and its generalization by Gal 
and Micchelli, 1980; Traub and Woiniakowski, 1980). 
THEOREM 1. Let F be convex and balanced. Then 
r”‘“(n, F) = P(n, F) forn = 1, 2,. . . . 
That is, adaption does not help. 
This result suggests that adaption is not better than nonadaption for the 
integration problem. On the other hand, it has been observed by Rice (1975) 
that adaptive quadrature algorithms are more effective than nonadaptive ones 
for functions that arise in practice. Since many of the functions that arise in 
practice are piecewise analytical or piecewise smooth of class C’, it is of 
interest to study the performance of adaption versus nonadaption for non- 
convex subsets of these classes. In Section 3 we study the class of piecewise 
constant functions and in Section 4 a subset of the class of piecewise smooth 
functions of class C2. 
3. ADAPTION HELPS: FIRST EXAMPLE 
In this section we give our first example that shows that if the hypothesis 
that F is convex and balanced is not satisfied then adaption can be substan- 
tially better than nonadaption. We begin by a subclass of piecewise smooth 
functions. This class is a subset of piecewise smooth functions. Therefore, 
any negative result for piecewise constant functions on the performance of 
either adaptive or nonadaptive information will also hold for the bigger class. 
Since the class of piecewise constant functions is convex and balanced we 
impose an additional constraint so as to get a class which is nonconvex. For 
given positive S and M, define F, as the class of piecewise constant functions 
j [0, l] + R with discontinuities x,(f), x2(f), . . . , xs(f) with s = s(f) 
such that 
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(9 0 < xl(f) < x2(f) < * * * < dfh 
(ii) Xi+,(f) - Xi(f) > 6, i = 1, 2, . . . , S - 1; 
(iii) I].$ 5 M; 
(iv) f(Xi) = f(X:) Or f(Xi) = f(.X;), i = 1, 2, . . . , S. 
That is, fi is the class of piecewise constant functions in [0, l] bounded by 
M with discontinuity points no closer than 6. 
Note that if the condition ]]fla % M is not imposed then the radius of 
information r (N, FJ = +a for all information operators N. 
3.1. Nonadaptive Information 
We show that the nth minimal radius of nonadaptive information satisfies 
r”““(N,, F,) 2 M/(n + 1). Let N”“” be arbitrary nonadaptive information of 
cardinality n , 
N”““(f) = [f(x,>,f(x& . . . ,f(xn)l 
withO=x~~xxl%x~<~~~<x,~x,+~=l. Letibetheindexfor 
which Xi+, - Xi = IllZIXo~j~n Xj+l ( - xj) 2 l/(n + 1). For 77 < l/(n + 1) 
define 
f(t) = y/j 1 ’ 
O<t5Xi 
x; < t 5 1, 
i ’ 
(3.1) 
;cd = F/J 
0 5 t 5 x;+, - rj 
xi+1 - 77 <tc:l. 
Then N”““(f,,> = N”““(f),f,, f E 6, and 3 s: (f,(t) -f(t)) dt 2 
4(-2M8 + 2M/(n + 1)). Hence 
r (N”“‘, fi) = 1 sup 
2 j&F, I 
‘CjCtl 
0 
- f(t)) dt 2 $ 
N(fl=N(fl 
and therefore 
r”‘“(n, 6) = inf r(N”‘“, fi) L --&. 
#N-C,, 
Note that for the nonadaptive information 
N-(f) = [f(&).f(+ . . ’ vf(*)] 
(3.2) 
one has for n > [l/61, 
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,(i=F, F,) = sup ; 
I fJ3 0 
‘(f(t) -f(t)) dt 5 ‘s -$. 11 
Therefore 
(3.3) 
From (3.2) and (3.3) we have 
M - 2s rnon(n, FJ 5 IS1 & 
n+l 
for n > [:I. (3.4) 
This means that to find an e-approximation (1.2) for this class one has to use 
@(e-l) nonadaptive function evaluations. 
3.2. Adaptive Information 
We show that adaption is substantially better than nonadaption by proving 
thatr”(n, F,) = 0(2-‘7, where S/(S + 1) < c I 1. Letn8 = [l/al, where 
6 is the constant in the definition of 4. For the moment we assume that n is 
of the form n = n8 + 1 + kna k = 0, 1, 2, . . . . We construct adaptive 
information 
N”(f) = [fh>, fh), ’ . . , fbn)l 
as follows. Let f E F, . Partition the interval [0, l] into na subintervals of 
equal length. Since the distance between any two discontinuities offis bigger 
than 8 and each subinterval has length l/n8 < S, each of them contains at 
most one discontinuity off. By comparing the values offat the endpoints of 
each subinterval we know which ones contain a singularity off. This gives 
the number s(f) of discontinuity points off and s(f) intervals, each of them 
containing exactly one discontinuity off. Up to now we have defined ns + 1 
evaluation points. The remaining kns = n - ns - 1 points are chosen as 
follows. At each of the s(f) intervals that contain a jump of f we use 
bisection’ information with at least [kns/s(f)j evaluations to approximately 
’ Without loss of generality we assume the subinterval is [0, 11. Forfpiecewise constant with 
one jump discontinuity in [0, l] bisection information is defined as follows. Take x1 = l/2. If 
f(1/2) #f(O) then the jump off is in [0, l/2], otherwise is in [l/2, 11. We choose x2 so as 
to decrease by a factor of 2 the length of the interval of uncertainty where the jump offbelongs. 
That is, x3 = l/4 iff(l/2) #f(O), an xI = 3/4 otherwise. After computingf(x2) we know d 
in which interval of length l/4 the jump off belongs and we choose xg as the middle point of 
this new interval, and so on. After n evaluations (starting fromf(xr)) the length of the interval 
of uncertainty when the jump off belongs is l/2”. 
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compute the position of each discontinuity off. At the end of this process we 
obtain s(f) intervals of length of at most 1 (f) = (n,2[kns’s(f)1)-‘, each of them 
containing a-singularity off. 
Note thatf, f E I$ and N”(f) = N”(f) implies that?, fare identical on the 
complement of the union of these s(f) intervals and therefore 
SUP 
f-1 
Na(f)=Na(f) 
Note that s(f) I l/6 5 n8. Therefore 
Hence 
n = ns + 1 + kns. (3.5) 
We now show that M/2*+’ I ra(n, FI). Let F be the class of piecewise 
constant functions in [0, l] with just one discontinuity. Note that the use of 
bisection information is analogous to using bisection to approximately deter- 
mine the position of the zero of a function in the class of continuous functions 
in [0, l] withf(O)f( 1) < 0. It is known (see Kung, 1976; Sikorski, 1982) that 
bisection is optimal adaptive information for the root finding problem. Due 
to the complete analogy between the two problems the proof that shows 
optimality of bisection information for the root finding problem also holds for 
the problem of determining the discontinuity off E F. This is to say that for 
any adaptive information Na of the cardinality n one has an uncertainty on the 
position of the singularity of f E F greater than or equal to l/2”, which 
implies that 
r(W, F) = ; -sup 
I 
‘(f(r) 
fJE F 0 
N=(f) = N’(f) 
for any adaptive information N” of cardinality n and therefore 
P(n, F) = in; n r(W, F) 2 $. 
Since F C F, implies P(n, F) 5 ?(n, fi) we have that 
ra(n, F,) 2 P(n, F) 2 $. (3.6) 
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From (3.5) and (3.6) we have 
This means that to find an e-approximation (1.2) it takes O(ln (1 /E)) adaptive 
function evaluations. This is exponentially better than the O( l/e) non- 
adaptive evaluations needed. 
Remark 3.1. The purpose of this remark is to simplify exposition in 
Section 4. Note that inequality (3.2), that is, 
r”“(n, F,) 2 5, (3.8) 
also holds for the subclass pi of Fi, where 
fi = {f E 4 : f has discontinuity points 0 < x1 < x2 < * * * < x, < 1 
with x1 > 6i, 1 - X, > 6,) (Jump&) 1 > 62, i = 1, 2, . . . , s}. 
Here _Si, a2 are known quantities with 0 < 6i < 1, 0 < & < M/2. That is, 
f E 4, if in addition to being a member of 4 the absolute value of its 
discontinuity points are bigger than a2 and the distance from any discontinuity 
point to the endpoints 0 and 1 is bigger than S, . Then (3.8) follows from the 
fact that the function f, f, in (3.1) are also members of &, for sufficiently 
small 71. 
Remark 3.2. Note that the set of piecewise constant functions is convex 
and balanced and therefore for adaption to be better than nonadaption we 
included some extra information so as to choose a nonconvex subclass. In our 
first example we choose to restrict ourselves to the piecewise constant func- 
tion with discontinuity points no closer than S. In this remark we study what 
happens if instead of this constraint we know something weaker, namely that 
f has no more than p discontinuity points where p is a known quantity. 
Casep = 1. That is, our class F consists of all piecewise constant func- 
tions in [0, l] with just one jump discontinuity and bounded by M. In this case 
it is readily seen that bisection information is exponentially faster than non- 
adaption. 
Case p 2 2. That is, our class F consists of all piecewise constant 
functions in [0, l] with no more than p jump discontinuities and bounded by 
M. Note that F is nonconvex and therefore Theorem 1 does not apply. We 
show that P(n, F) and r”““(N, F) are both of order l/n as n + +a. Let 
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N”““(f) = f(O), f [ (--&),...m]. 
Define the algorithm 
dN”V)) = ; $ f(S). r=O 
Let f E F be arbitrary and let r be the number of intervals (i/(n - l), 
(i + l)/(n - I)), i = 0, 1, . . . , n - 2, for which there exists X E 
(ilk - 11, (i + 1)/b - 1)) such that f(X) # f((i + l)/(n - 1)). Since 
there are no more than p jump discontinuities off it follows that r I p and 
therefore 
(3.9) 
Sincefis arbitrary it follows from (2.2) that e(cp; F, N”““) 5 2Mp/(n - l), 
and from (2.3) that 
r”‘“(n, F) I 3. (3.10) 
Now, let N” be arbitrary adaptive information. Apply N” tof = M to obtain 
0 I x1 < x* < - * * < X, I 1. Let x0 = 0, x,+ r = 1. Choose i such that 
1 
&+I - Xi = max (XI+, - Xj) 2 - 
05jsn n+ 1’ 
For 71 < 1/2(n + l), define 
ifXi+ v IX IXi+r - 77 
otherwise. 
Note that f, has two jumps. Then f,,, f E F, Na(fn) = N”(f), and 
; pf&) -f(f) df = -2qM + -25 n+ 1’ 
Hence 
r(Na, F) = sup 
-f,f- 
Wf) = Wf) 
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Since N” is arbitrary it follows that 
2M ryn, F) = #iL” r(W, F) 2 - 
n+ 1’ 
(3.11) 
From (3.10) and (3.11) we obtain that 
-$ 5 ryn, F) 5 rnoyn, F) 5 pm, 
n-l 
which shows that both P(n, F) and r”‘“(n, F) are of @(l/n). This result 
shows that if some quadrature algorithm uses fewer than @(e-l) function 
evaluations to compute an e-approximation (1.2) for some subclass of the 
piecewise analytic or piecewise smooth function of class C’ that contains the 
class of piecewise constant functions with no more thanp discontinuities (and 
bounded by M) then it must make, implicitly or explicitly, the assumption 
that the discontinuity points offare no closer than a given 6, where 6 depends 
on the algorithm. 
Remark 3.3. It is easy to show that if 6, = 0 in the definition of the class 
4, then 
r”(nF,) = M. 
This means that if we do not know a positive lower bound on the distance 
between discontinuity points, then the integration problem cannot be solved 
for E < M. 
4. ADAPTION HELPS: SECOND EXAMPLE 
In this section we study the effectiveness of adaptive versus nonadaptive 
information for a subset of the class of piecewise smooth functions of class 
C2. More precisely, we consider the class fi of functionsf: [0, l] + R with 
jump discontinuities at xl(f), x2(f), . . . , x,(f) with s = s(f), such that 
(i) O=x0<xl<x2<~~~ <x,<x,+i= 1, 
(ii) Xi+1 - Xi > 61 for i = 0, 1, . . . , S, 
(iii) f[~~,~~+~) E C2(Xi, Xi+l) for i = 0, 1, . . . , S, 
(iv) ]Jumpf(xi)] > 62 for i = 1, 2, . . . , S, 
(V) f(Xi) = f(X;) Orf(Xi) = f(X:) for i = 1, 2, . . . , S, 
(vi) Ilfllw 5 MI, 
(vii) Ifc2’(X) I I A42 for x E (Xi, Xi+,), i = 0, 1, . . . , S. 
The quantities M, , M2, Sr , a2 are assumed known. We will show that 
adaption is quadratically better than nonadaption as n + +m. 
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4.1. Nonadaptive Information 
We show that the n th minimal radius of nonadaptive information satisfies 
r”““(n, fi) = @(l/n). Note that the class fi in Remark 3.1 of Section 3 
satisfies & C F2 (with M = MJ, and therefore P”(n, fi) 5 r”““(n, Fz) and 
from (2.7) we have 
for all n. (4.1) 
To obtain an upper bound on r”““(n, F2) we consider the nonadaptive informa- 
tion of cardinality n, 
N”““(f) = f(o),f [ (A), . . . ,f(~)?f(l)]. 
Let f E F2. In order to simplify notation we introduce the following termi- 
nology (Rice, 1975). Any subinterval of [0, I] that contains exactly one jump 
discontinuity off is called a distinguished subinterval. It is clear that for 
n - 1 > [l/S 1 i each of the subintervals Zi = [(i - l)/(n - l), i/(n - l)], 
i= 1,2,. . . , n - 1, contains at most one jump discontinuity off. Let 
D = D (f) denote the collection of distinguished intervals of the form 
Ii = [(i - l)/(n - l), i/(n - l)]. 
There are exactly s(f) of them. Consider the algorithm (composite trape- 
zoidal rule) 
By using the error of the trapezoidal rule in each nondistinguished interval and 
the bound Ilfllm I A4 i in each nondistinguished one, we get 
dN”““(f )) - i’ f(t) dt 
I I 
= cP(N”““(f )) - ,,& b,f (t) dt - ,gD I, f (t) dt 1 
I I 
s (n - 1) - s(f)M2 ‘eMI 
(n - 1)’ 12 + n - p(f). 
Therefore the worst case error of the algorithm is 
e(cp; N”““, F2) = ;~g dN”‘Yf)) - i’f(t) dt 
M2 
5 12(n - 1)’ + 
2M,Fl/&l 
n-l ’ 
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Therefore for n > Tl/S,l + 1, 
r”‘“(n, F2) 5 e(cp; N”““, F2) 5 
M2 2M 1 
12(n - I)2 + 
- - 11 n-l 61’ (4.2) 
From (4.1) and (4.2) we see that 
r”O”(n, FJ = 0 ; . 
0 (4.3) 
This means that to find an e-approximation (1.2) for the class 6 one needs 
O( 1 /E) nonadaptive function evaluations. 
4.2. Adaptive Information 
We show that the nth minimal radius of information satisfies P(n, 6) = 
@(l/n2). Note that the class of functions 
G = {f:f: [0, l] + R,f E C2[0, 11, llfllrn 5 MI, llf2)tIm 5 M21 
is a subset of F2 and therefore P(n, G) I P(n, F2). It is known (see Traub and 
WoBniakowski, 1980) that P(n, G) = @(l/n2) for M1 = +m. It is easy to 
show that for a finite M, the same result holds; therefore 
(4.4) 
It remains to show that P(n, 4) = 0 (1 /n”). 
LEMMA 1. Let 0 5 y1 < y2 < y3 I 1 and let f be a piecewise smooth 
function of class C2 in [ yl, y3] with a jump discontinuity at q E [ yl, y2]. We 
assume thatf(q) = f(q+) or f(q) = f(q-). Then 
(i) Fory2 < q < ~3 
LYl, y2, y3]f = JumPf’MY3 - 4) 
(Y3 - Y2)(Y3 - Yd 
+ [(f"(62)/2)(Y3 - 4) - (f"(9)/2)(Y2 - dl(Y3 - 4) 
(Y3 - Y2)(Y3 - Yl) 
Jump f(q) 
+ (Y3 - Y2)(Y3 - Yl) 
where h E (~2, d and 52 E (4, ~3). 
(ii) If q = y2 andf(q) = f( y;) then 
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[y,, Y2,Y3]f = cf”kw)(Y3 - 4) - (f”(51)(f”(5n)/2)(Y, - q) 
Y3 - YI 
+ Jump f’(q) + Jump f(q) (4.6) 
(Y3 - YJ (Y3 - YAY3 - y,>. 
where 52 E (9, y3) and 5, E (y, 4). 
(iii) Ifq = y3 andf(q) = f(y:), then 
[Yl, Y27 Y3lf = Jump f(s) 
(Y3 - Y2KY3 - YJ 
+ [Yl, Y2, r;lf. (4.7) 
Proof. The proofs of parts (ii) and (iii) are similar to the proof of (i) and 
are left to the reader. To prove (i) observe that 
[y2, y3]f = f(Y3) - f(Y2) 
Y3 - Y2 
= f(Y3) - f(q+) + f(q+) - f(q-1 + .f(q-1 - f(y2) 
Y3 - Y2 
= [y3, q’]+& + Jumpf(q) + [q-, y@2!L 
Y3 - Y2 Y3 - Y2 
and therefore 
[Yz, Y31f - [Yl> Yzlf = [Y3, q+lfE 
+ JumPfh) 
Y3 - Y2 + k-, y2lf(E - 1) + [4-, Y2lP [Y,, Y2lf 
= CY3, 4+lf - h-9 Yzlf) E 
+ Jump f(q) 
Y3 - Y2 
+ [Yl, Y2, 4-m - Yd. 
But 
CY39 4+lf=f’(g+) + F(Y3 - q), 52 E (49 Y3L 
k-9 Y21.f = f’(K) + F(Y2 - q), 51 E (Y2, 4). 
(4.9) 
Substitution of (3.8) and (3.9) into 
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[y,, y2, Y3]f = [Y2? Y3l.f - [Yh Y23f 
Y3 - Yl 
yields part (i) . n 
LEMMA 2. Let C = 2M,/6, + M2/2 and f E F2 with discontinuity at 
xi(f), i = 1, 2, . . . , s(f). Let x0 = 0, qf)+l = 1. Then for xfxi, 
i= 1,2,. . , , s(f), x E [o, 11, we have If”(X)) 5 c. 
Proof. Letx #x;(f), i = 1, 2,. . . ,s(f),x E [0, 11, andisuchthat 
x E h(f), xi+l(f)). T 0 simplify notation we set a = xi(f), b = Xi+*(f). Let 
y E (a, b). Since f has no singularity in (a, b), 
If’(Y) -f’(x) I 5 Iy - XlM, 
andhence -IY - x/M2 +f’(x) <f’(y) ‘f’(x) + Iy - x[M~. Byintegrat- 
ing with respect to y between a and b we get 
-M2 (x - a)2 + (x - by 
2 
+ (b - a)f’(x) 5 f(b-) - f(a+) 
(4.10) 
I M2 (x - a)’ + (x - w2 
2 
+ (b - a)f’(x). 
From the inequality on the left in (4.10) we have 
(b - a)f’(x) 5 f(b-) - f(a+) + M2 (x - a)2 ; (’ - b)2, 
ml 
f’(x) 5 (b + 
M2(b - a)’ 
2(b - a) . 
Thus forf’(x) 1 0, 
Similarly, from the inequality on the right in (4.10) we obtain forf’(x) < 0, 
If’(x) I 5 C. This proves Lemma 2. n 
LEMMA 3. Let f E F2. For each H, 
0 < H < min -c + k’ + $a2M2 -C + lk’ + 2M2s2 
#2 
1 
2J42 
, 261 
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and for each x E [0, 1 - W] we have that f has a jump discontinuity in 
[x, x + W] iff 
I[x, x + H, x + W]f( > $? 
Proof. Let f E F2 and I-Z satisfy the conditions in the lemma. Suppose 
that f has no discontinuity points in [x, x + W]. Then f is of class C2 in 
[x, x + W] and therefore 
f “W 
[x,x+H,x+W]f=~, 5 E (-6 x + w 
and hence 
l[x,x+li,x+ 2H]fl= 9 + 
I I 
which is a contradiction. Thus f has a discontinuity at [x, x f w]. To prove 
the converse, suppose that f has a discontinuity q E [x, x + w]. Set 
YI = x, y2 = x + H, y3 = x + W. There are six cases. (a) q = y,, 
f (4) = f (y;>; (b) q = ~2, f (9) = f (y;); Cc) q = ~2, f(q) = f(d); (4 
4 = Y3,fM =f(yl); (4 YI < q < ~2; (0 y2 < q < y3. Cases (0, (b), and 
(d) correspond to Lemma 1, parts (i), (ii), (iii), respectively. We study case 
(f). So we assume that y2 < q < y3. From Lemma 2 we have 
Jumpf ‘My3 - d ( 2C _ C 
(Y3 - Y2HY3 - YJ - w 2 
Note also that since f E F2, we have 
[Yl, y2, s-If= 5 3, 
y3-Yl 2 
Jump f (4) 82 
(y3 - y2)(y3 - y,) 2 3 
[(f”(52)/NY3 - 4) - (f”Gsm(Y2 - qmys - 4) 
(y3 - y2)(y3 - y1) 
~ & 
4 . 
By combining (4.5), (4.11), and (4.12) we get 
I [Yl, y2, Y3lf I 2 &2 - ; - g2. 
(4.11) 
(4.12) 
(4.13) 
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Now we note that the largest value of H for which the right-hand side is 
bigger than or equal to A&/2 is given by 
62 c --- -5M*=() 
2H: H, 4 
or 
H 
1 
= -C + v/c* + ;M2a2 
342 
Similarly one obtains for cases (c) and (b) (Lemma l(ii)) for H smaller than 
H 
2 
= -C + dC* + 2&M* 
m2 
and for cases (a) and (d) (Lemma l(ii)) for H smaller than 
that [yl, y2, y3]f > M2/2. From this it follows that for all cases, for 
0 < H < min(H,, H2, H3, 26,) one has [YI, YZ, ydf > Md?, which 
proves Lemma 3. n 
We use Lemma 3 to construct adaptive information N” of cardinality n such 
that r(iV, F2) = 0(1/n’). We construct N” in two phases. Letf E &. The 
first phase consists of determining approximately the position of the discon- 
tinuities of f. To do this we proceed as follows. Let n, = r 1 IF], where 
/.L = min(Hr , HZ, H3, 6,). We partition [0, l] into 24 subintervals of equal 
length. This defines the first 2n, + 1 evaluation points of N”, namely 
i 
Xi=2n,’ 
i = 0, 1, 2, . . . , 2n,. 
By computing [xzi, x zl+l, Xzi+2]f, by Lemma 3 we know which subintervals 
Zi = [Xzi, X2i+r], i = 0, 1, . . . , n, - 1, are distinguished. There are ex- 
actly s(f) of them. Let D = D(f) denote the subcollection of (Zi)yEir of 
distinguished intervals and D ’ the subcollection of nondistinguished ones. By 
using Lemma 3 the length of each distinguished interval in D can be halved 
by using one additional evaluation of 5 This yields a new collection of 
distinguished intervals, which we still call D, with half the length of the 
original ones. The nondistinguished halves just created are added to the 
collection D ‘. By repeating this bisection process 12 log, nl times we con- 
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struct a collection D of s(f) distinguished intervals of length 
1 = 2-%2-‘*‘-’ d (1/$)(1/n*). Th e collection of nondistinguished inter- 
vals D ’ now has d’ = 2n, - s(f) + r2 log2 nls (f) disjoint intervals. Up to 
now we have 2n, + 1 + i-2 log2 nls(f) evaluation points of N”. The remain- 
ing r = n - (2n, + 1 + 12 log2 nls(f)) evaluation points are chosen as 
follows. Note that as n + +a, r + +m. Thus for large n, we have r > 0. 
For simplicity of exposition we choose these r evaluation points in a way that 
is obviously nonoptimal, but despite this we still have r (IV”, F2) = 0 (1 /n ‘), 
which is what we want to prove. Each of the d ’ nondistinguished intervals in 
D ’ is subdivided in Lr/d ‘1 subintervals of equal length. This gives us a new 
collection of d ‘[r/d ‘1 - < r nondistinguished intervals of length less than or 
equal to 1 /r. Now call this new collection D ’ . This subdivision requires no 
more than r additional points. Thus the total number of evaluations does not 
exceed n. Let x1, x2, . . . , x,*, Xi < xi+, , n * I n, denote the evaluation 
points which are endpoints of the distinguished and nondistinguished inter- 
vals. We consider the composite trapezoidal rule using this information. That 
is, 
n*-I 
VW"(f)) = C Jj(fbi) +f(xi+l))(xi+l - xi). (4.14) 
i=l 
Let Zi = (Xi, Xi+,) for i = 1, 2, . . . , n * - 1. By using the error of the 
trapezoidal quadrature rule on the nondistinguished intervals and llfllrn I MI 
on the distinguished ones we obtain 
I CI I,ED i(f(xi) +f(xi+l))(Xi+l - xi) - y” f(t) dt Ii 
xi) - ~“f(r) dt 
I 
I mls(f) + I& 
n,n* Y2 12 
M2 1 
+ 12 (n - 2n, + 1 + r2 log2 nls(f)) 
=o-$. 0 
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Therefore 
ryn, F*) 5 e(qc; Na, F,) = 0(n-2). (4.15) 
From (4.15) and (4.4) we see that 
ryn, fi) = 0 -$ . 
0 
(4.16) 
Comparing (4.3) and (4.16) we see that adaption is quadratically better than 
nonadaption for the class F2. It is enough to take @(e-i/*) adaptive evaluations 
to find an e-approximation (2.1) which is much better than the @(e-l) non- 
adaptive evaluation needed. 
Next we discuss the adaptive algorithms constructed from a point of view 
of an asymptotic model of approximation. In the asymptotic model of approx- 
imation, f E F is fixed and a sequence of information operators 
N = (NJ;=,, with #N,, = n, and algorithms cp = (cp,)~=,, is applied tofwith 
n tending to infinity. One wants to find a sequence of information operators 
N and algorithms cp such that 1 q,,((N,(f)) - Jif(t) dt ) + 0 as n += +a as 
fast as possible for all f E F. For the example in Section 3 recall that the 
condition Ilf(lm I M was needed because if this is not assumed then 
r (N, FJ = + m for any information N. In the asymptotic model this informa- 
tion is not needed since it can be computed as the maximum value off at the 
evaluation points xi = i/ns, where ns = Tl/Sl. Provided this quantity is 
computed, the asymptotic version of the algorithm provides an upper bound 
on the error of the estimation to the integral obtained. The condition that the 
discontinuity points off are no closer than 6 is still necessary for adaptive 
information to be better than nonadaptive. For example, in the present section 
the condition llfll I M ' al is so not necessary since an upper bound for [IfIlm and 
IIf’ Ilm can be obtained by knowing M2, S, and enough function evaluations. 
The upper bound for llfll m is used to bound the error of the algorithm (4.14) 
at distinguished intervals and an upper bound on IIf’ Ilm is used in EQ. (4.11) 
in Lemma 3. Again we obtain an upper bound on the error of the algorithm 
without knowing Ml. However, the number of function evaluations needed to 
compute an e-approximation to Jif(t) dt depends on f and may approach 
infinity for functions with large values. 
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