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ることである．例えば，回帰のタスクでは入力データ x 2 X と出力データ y 2 Y のペア
の集合 f(xn; yn)gNn=1 が与えられたときにその入出力関係を表す関数 f : X ! Y を推定
する．また，次元削減法においても観測データ y 2 Y とその低次元表現 x 2 X の間の写






























































する方法である．実際，共分散行列はコンピュータビジョン [25, 26] や脳イメージング
[27, 28]，ブレインコンピュータインターフェース（BCI）[29, 30]をはじめとする様々な
分野で利用されてきた．また，グラム行列も様々な場面において利用される．例えば，計
量多次元尺度構成法（metric Multi-Dimensional Scaling : metric MDS）を使って解析
する際に用いられたり [31]，様々な非ベクトルデータや非線形な現象を扱うカーネル法に
おいても重要な役割を果たす [32]．






















集合 P = fp1(x); p2(x);    ; pI(x)g にそれぞれ従って生成したデータセットの集合を
X = fX1;X2;    ;XIgとする．このとき i番目のデータセットXi = xi1; xi2;    ; xiN は
pi(x)に従って生成されたデータセットである．ここで xin は二値変数や多値変数なども
考えられ，ベクトルとは限らないことに注意する必要がある．階層モデリングの一つめの
タスクはこのようなデータセットが与えられたときに Xi から p1(x) = p(xji)となる確




階層モデリングの 2つめのタスクは figIi=1 をさらにモデル化することである．ここで




i = f(zi) (2.2)




ては 3章でまとめる．このような状況下において，2つめのタスクは i から写像 f およ
び潜在変数 zi を同時推定することである．













合である．潜在変数モデルの典型的な例が混合ガウス分布 (Gaussian Mixture Model :



























的とする方法である．すなわち，低次元空間を Z とし，高次元空間を X とすると写像
g : X ! Z によって z = g(x) となる低次元座標 z を推定するアプローチである．例






















SOMに変わる別の手段として GTMや GPLVMを用いた component planeも考えら











そのため，N 個の観測点が確率分布の場合，なめらかな写像 f は常に確率の公理を満た
す．これが本研究で SOMを用いる理由である．
3.1.1 自己組織化マップ（Self-Organizing Map: SOM）
カーネル平滑化を用いた次元削減法として自己組織化マップ (Self-Organizing Map
: SOM) がある．SOM を生成モデルの観点で見ると N 個の高次元データセット X =
fxngNn=1 が与えられたときにデータ xn 2 X は潜在変数 z 2 Z がなめらかな写像
f : Z ! X によって写像されガウスノイズ n が加わることで生成されると仮定する (図
3.1参照)．すなわち，以下のように生成されると仮定する．
















h(z; zn)kxn   f(z)k2dz (3.4)
ここで，目的関数内に積分が出て来るが SOM では潜在空間を等間隔に K 個の代表点







h(k; zn)kxn   f(k)k2 (3.5)
写像 f と潜在変数 zは広義の EMアルゴリズムによって交互推定することによって推定
を行う．すなわち，学習が収束するまで EステップとMステップを交互に繰り返す．具
体的なアルゴリズムは以下のようになる．
14 第 3章 基礎知識
Eステップ




kxn   f(k)k2 (3.6)
zn = kn (3.7)
Mステップ


















f(z)によってD次元の観測空間 X = RD 上の多様体W の点wへ写像される．さらに写
像された点wに平均 0，分散  1Iの等方ガウスノイズ が付加され，これを観測データ x
として観測する．これを N 回繰り返し，最終的に観測データ集合X = fx1;x2; : : : ;xNg
を観測する．すなわち，n番目の観測データ xn の確率密度関数 p(xnjzn; f; )は以下の
ようになる．
p(xnjzn; f; ) = f(zn) + 















ここで Z = fz1; z2; : : : ; zNgとすると観測データ集合Xの確率密度関数 p(XjZ; f; )は















となる．この時，SOMは写像 f，ノイズ  を最尤推定によって推定するため，これらの
事前分布は一様分布を仮定する．また，写像 f は実際には潜在空間を K 個のコンポーネ

























する確率 p(x)の集合を考える．ここで，xは 1; 2;    ; D の D 個の離散値を取りうると
したとき，p(x)の集合がつくる確率空間の 1点は
p(x = d) = pd (3.13)




pd = 1 (3.14)
pd  0 (3.15)
これは確率空間 S が D 次元空間上の D   1次元単体であることを意味する．たとえば，
D = 3のときは 3次元空間上の (1; 0; 0)(0; 1; 0)(0; 0; 1)を頂点とする 2次元単体が確率空
間 S となる．x が連続値の場合は事象 A が起こる確率 p(x 2 A) は以下のように書くこ
とができる．
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情報幾何では確率空間上の距離を KLダイバージェンスによって定義する．すなわち，








ここでDKL(p; q) 6= DKL(q; p)となることに注意が必要である．また，KLダイバージェ
ンスは以下のような性質を持つ．
3つの確率分布 p; q; r に対して以下の関係式が成り立つ．
DKL(p; q) DKL(p; r) DKL(r; q) =
Z
(p(x)  r(x))(log r(x)  log q(x))dx (3.18)
特に右辺=0のとき，以下のようなピタゴラスの定理が成り立つ．
DKL(p; q) = DKL(p; r) +DKL(r; q) (3.19)
これより，ピタゴラスの定理が成り立つときは (p(x)  r(x))と (log r(x)  log q(x))が
直交しているといえる．そこで，(p(x)  r(x))と (log r(x)  log q(x))を用いて 2種類の
座標系を考える．１つ目の座標系は以下のように書く．
r(x) = m  p(x) + (1 m)  q(x); 0 5 m 5 1 (3.20)
すなわち，二つの確率分布の相加平均になる．これを m-座標系と呼ぶ．一方，もうひと
つの座標系は以下のように書く．








mn  pn(x);mn  0;
NX
n=1




mn  log pn(x)  (m);mn  0;
NX
n=1














指数型分布族とは以下のようにパラメータ  = (1; 2; : : : ; L)T で表現される確率モ
デルである．
p(xj) = exp(TF(x) + C(x)   ()) (3.25)
このような指数型分布族の集合はユークリッド空間にならず，多様体をなす．このような
確率モデルの集合が与えられたときに，情報幾何に基づいて主成分分析する方法が提案さ
れている [23]．この方法では情報幾何の観点で figIi=1 をよく表現する線形部分空間を求
める．すなわち，e-座標系と m-座標系と呼ばれる双対な２つの座標系を導入し，それぞ
れの座標系の意味で平坦な部分空間を求める（それぞれ e-PCA,m-PCAと呼ばれる）．指
数型分布族の場合における e-座標系と m-座標系はそれぞれ自然パラメータ  と十分統計
量  = (1; 2;    ; K)を座標系にとったものである．ここで，i = E[Fi(x)]であり，
K はパラメータ数である．
ここでは，e-PCA の場合について述べる．今，e-座標系をとったときの部分空間を





zhuh + u0 (3.26)
= zTU (3.27)







アルゴリズムは勾配法を用いる．すなわち，目的関数 F を各変数 Z，Uでそれぞれ以
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下のように偏微分し，交互に最適化することで推定する*1．
Z =  (H^ H)TU (3.29)
U =  UT(H^ H) (3.30)






















 = (1; vec(2)) (3.32)













ここで，1 =  1，2 =   12 1，F1(x) = x，F2(x) = xxT である．また，vec()
は行列をベクトル化する演算子である．一方， = (1; vec(H2))は ，を用いると以
下のように表現できる．
1 =  (3.36)
H2 = 
T +R (3.37)
































ングである．今, 下位モデルのタスクは I 個のデータセット fXigIi=1 が与えられたとき
に，それぞれのデータセットの下位モデルすなわち写像 ffigを推定すると同時にデータ
xin 2 X の潜在変数 zin 2 Z を推定することである．これに対し，上位モデルのタスクは
下位モデルが推定した写像集合 ffigをデータとみなし，fi = g(ui)となるように上位モ
デルの写像 g を推定することである．
さて，このような写像集合を学習する際，問題となるのがモデル間距離をどのように評

















しかし，実際には潜在変数 zは観測できない．そこで高階 SOMは下位モデル fi を学
習すると同時に以下の基準に従い，潜在変数 zの対応関係も推定することでモデル間距離
を測る．












最初のステップでは SOMを用いて与えられたデータセット fXigから下位モデル ffig
と潜在変数 zin を計算する．ここで yik = fi(k)
kin = argmin
k
kxin   fi(k)k2 (3.46)











































本論文の構成は以下のとおりである．第 2 節では GP 間の KL ダイバージェンスを定
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4.1 ガウス過程の KLダイバージェンス
ガウス過程 (GP) とは入力 x 2 Dと出力 y 2 Rの間の写像 f : D ! Rの確率分布を表
すもので，任意の入力集合 X = fx1; : : : ;xng に対する出力 f(X ) = (f(x1); : : : ; f(xn))
が n 次元ガウス分布に矛盾なく従うものである．また GP は平均 m(x) と共分散関
数 k(x;x0) で表すことができ，f  GP (m(x); k(x;x0)) と書く（本稿では形式的に
p(f) = GP(f jm; k)とも表記する）．直感的に言えば GPは無限次元のガウス分布に相当
するため，GP間の KLダイバージェンスを評価するのは一般に容易ではない．
GP間の KLダイバージェンスの測定法として，エントロピーレートに基づく方法があ




さて，上に述べたように n 点の入力集合 X = fx1; : : : ;xng に対する出力 f(X ) =
(f(x1); : : : ; f(xn)) は n 次元正規分布に従う．これを p(f(X )) と書くこととする．
p(f(X )) は有限次元なので KL ダイバージェンスを測ることができる．この KL ダイ
バージェンスは以下の性質を満たす．
補題 1. 任意のX1  X2に対しDKL [p1(f(X1)) k p2(f(X1)) ]  DKL [p1(f(X2)) k p2(f(X2)) ]
が成り立つ．
Proof. X1 と X2 の差集合を X 0 = X2  X1 をする．このとき
DKL [p1(f(X2)) k p2(f(X2)) ]
= DKL [p1(f(X1)) k p2(f(X1)) ]
+ Ep1(f(X1)) [DKL [p1(f(X 0)jf(X1)) k p2(f(X 0)jf(X1)) ]] (4.1)
右辺第二項は KLダイバージェンスの期待値なので非負である．
これより集合列 X1  X2  X3 : : : に対して DKL [p1(f(Xi)) k p2(f(Xi)) ] は広義単調
増加となる．すなわち GP を離散点 X に関して有限次元ガウス分布で近似した場合の
KLダイバージェンスは，離散点 X の要素が増えるほど増加し，真の KLダイバージェン
スに近づくと考えられる．そこで有限ガウス分布で評価した KLダイバージェンスの上限
を GPの KLダイバージェンスと定義する．
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定義 2. 2つのガウス過程 p1(f), p2(f)間の KLダイバージェンスを次式で定義する．
DKL [p1(f) k p2(f) ] , sup
X2P(D)
DKL [p1(f(X )) k p2(f(X )) ] (4.2)
ここで，P(D)は D の冪集合である．
ただし (4.2)は必ずしも上限を持つとは限らない．補題 1より次のことが言える．
補題 3. ある入力集合 X に対し，任意の入力集合 X 0  X に関して
DKL [p1(f(X )) k p2(f(X )) ] = DKL [p1(f(X 0)) k p2(f(X 0)) ]
が成り立つ時，X が与える有限次元ガウス分布の KL ダイバージェンスは GP 間の KL
ダイバージェンスを与える．すなわち




n個の入力集合 X = fx1; : : : ;xngと対応する出力 y = (y1; : : : ; yn)T 2 Rn のペアが与
えられたとき，GPを用いて写像 f をベイズ推定することを GP回帰と呼ぶ．GPの事前
分布を
p(f) = GP(f j0; k(x; x0)) (4.4)
としたときの事後分布 p(f jX ;y)は次式で与えられる [43]．
p(f) = GP(f jm(x); S(x; x0)) (4.5)
m(x) = kT(x)(Knn + 
2I) 1y
= kT(x)
S(x; x0) = k(x; x0)  kT(x)(Knn + 2I) 1k(x0)
= k(x; x0)  kT(x)A 1k(x0)
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ここで，k(x;x0) は共分散関数であり，k(x)，Knn はそれぞれ k(x) = k(X ;x) 2 Rn，
Knn = k(X ;X ) 2 Rnn である*1．
われわれの目的は，共通の事前分布を持ち，異なるデータセットで回帰した 2つの GP,
p(f jX1;y1), p(f jX2;y2)間の KLダイバージェンスを評価することである．
4.2.2 本論文の主張：GP間の KL距離の有限次元評価
命題 4. 2つのデータセット (X1;y1), (X2;y2)について，GP回帰によって得られた事後
分布 p(f jX1;y1), p(f jX2;y2)間の KLダイバージェンスは
DKL [p1(f) k p2(f) ] = DKL [p1(f(X12)) k p2(f(X12)) ] (4.6)
で与えられる．ここで X1, X2 はそれぞれ回帰に用いた入力データの集合であり，X12 =
X1[X2である．すなわち有限次元のガウス分布間のKLダイバージェンスで評価できる．
この命題の意味は次のように理解できる．2つの異なるシステムを GP回帰する場合，






補題 5. 今，Xn  XM  XN の包含関係にある 3 つのデータ集合を考え，それぞれの
要素数を n,M ,N とする．また KNN = k(XN ;XN )，KMM = k(XM ;XM )，KNM =
k(XN ;XM )，KMn = k(XM ;Xn)，KNn = k(XN ;Xn)とする．このとき以下が成り立つ．
KNMK
 1
MMKMn = KNn (4.7)
*1 ここでは (k(xj ;x))nj=1 を k(X ;x) と表記している．また Knn における添字はカーネル関数にデータ
数 nのデータセットを入力しており，行列のサイズを表すものとする．
4.2 ガウス過程回帰の KLダイバージェンス 25




















が成り立つため，KTNMK 1MMKMn = KNn が示せる．
この補題を用いて命題 4は以下のように証明できる．
Proof. X12 = X1 [ X2 とし，それぞれの要素数を M , n1, n2 とする．さらに任意の
X  X12 を考え，要素数を N (N > M)とする．また両者の差集合を X = X   X12 と
する．これらの集合から得られる共分散行列を KMM , KNN , KNM , KNni 等と表記す
る．このとき (Xi;yi)により得られる GP事後分布は
p(f(X )jXi;yi) = N (miN ;SiNN )
miN = KNnii
SiNN = KNN  KNniA 1i KTNni
となる．ここで，補題 5より




SiNN = KNN  KNMK 1MMKMniA 1i KTMniK 1MMKTNM
である．Ri = KMM  KMniA 1i KTMni とすると





















Si = K  KMK 1MM (KMM  Ri) 1K 1MMKTM
と書くことができる．以上の状況下において
































i =K  KMK 1MM (KMM  Ri)K 1MMKTM
 KMK 1MMRiK 1MMKTM
=K  KMK 1MMKTM
ここで i もi もどちらもデータセット Xi に依存しないため，両者のKLダイバージェ
ンス，すなわち式 (4.1)の第２項はゼロとなる．そのため，入力データセット X12 に新規









今，I 個の入出力データセット f(Xi;yi)gIi=1 が与えられたとする．そして，i 番目の
データセット (Xi;yi) を GP で推定したときの事後分布を pi(f) = GP (f jmi; Si) とす
る．ここで，miと SiはGPの平均関数と共分散関数である．このようなGPのパラメー
タ集合 (mi; Si)Ii=1 が与えられたときに，これらを次元削減することが目的である．
命題 4から，XM = [Ii=1Xi とすると I 個の GP集合 fpi(f)gIi=1 から任意の二つのガ
ウス過程 pi(f)，pj(f)間の KLダイバージェンスはDKL[pi(f(XM ))jjpj(f(XM ))]と書く
ことができる．pi(f(XM ))はM 次元正規分布なのでその平均と分散を i,i とすると，
(i;i)
I
i=1 は (mi; Si)
I
i=1 と KL ダイバージェンスが等価な有限次元のパラメータ集合
となる．そこで f(mi; Si)gIi=1 を直接次元削減するのではなく，f(i;i)gIi=1 を次元削
減した結果を平均関数と共分散関数の形に戻すことを考える．
提案手法は以下の３つのステップを行うことで GP集合の次元削減を行う．
■ステップ 1 このステップでは以下の式によってデータセットから f(i;i)gIi=1 を求
める．
i = KMnii (4.11)
i = KMM  KMniA 1i KTMni (4.12)
ここで，i = (Knini + 2I) 1yi，Ai = (Knini + 2I) 1 なので，すべての入力データ
点の予測分布を求めることと等価である．
■ステップ 2 f(i;i)gIi=1を figIi=1へ変換した後に，e-PCAを用いて iを (zi;U)
で近似する*2．
■ステップ 3 近似した部分空間上の任意の点 (z;U) を (;) に変換した後に以下の
式で対応する平均関数，共分散関数を求める．
m(x) = k(x)TK 1MM (4.13)
S(x; x0) = k(x; x0)  k(x)TK 1MM (KMM  )K 1MMk(x0) (4.14)
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(a) (b)




図 4.2 GP の集合を e-PCA で低次元表現したときの結果．データセットと同じ色が
同じタスクを表す．
4.3.2 数値実験
人工データを用いて 1次元入力 1次元出力の GP回帰集合を提案手法で次元削減でき
るか検証を行った．まず，ガウス過程が学習するデータセットを生成した (図 4.1(a))．
データセットの生成には入力は [ ; ]の範囲で入力データ xを生成した後に同じ入力に
対し，各タスクごとに出力を生成した．タスク iの出力 yi の生成は yi = sin(x) + i + 
のように生成した．ここで，は平均 0,分散 0.1のガウスノイズであり，i はタスク i固
有のバイアスである．各タスクごとに GPを用いて関数を推定した結果は図 4.1(b)のよ
*2 m-PCAの場合は figIi=1 へ変換した後に m-PCAを用いる．
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図 4.3 GPを e-PCAで復元した結果（左）と元の GPの事後分布（右）．
うになる．ここで期待される結果は事後分布を次元削減した時にバイアス i の違いを低
次元表現することである．
GP のカーネルには l = 1 のガウスカーネル k(x; x0) = exp  12l2 kx  x0k2	 を用い
た．推定した GP の集合を e-PCA で主成分分析を行った．e-PCA で低次元化したデー
タを復元する際，K 1MM の計算が必要になるが，KMM はほとんどの場合で実際にはラン
ク落ちする．そのため，本実験では正則化項 Iを加えてランク落ちを防いでいる．今回
は  = 0:2とした．
結果は図 4.2のようになり，タスクごとのバイアスの違いを表現できていることがわか
る．また，３つのタスクについて元の GPの推定結果と e-PCAで復元した結果を比較し



































































典型的な例として I 人のメンバーに J 個の質問項目のアンケート調査を行ったデータ
を考えよう．この時，データセットを X = (xij) 2 RIJ とする．また，同時に各メン
バーは K 個のグループのいずれかに所属するとする．このメンバーとグループの所属関























































(member)) ' q(z(member) j z(group)k ): (5.2)
5.2 アーキテクチャとアルゴリズム
5.2.1 アーキテクチャ
通常の SOMでは潜在空間 Z がグリッド状のノードによって離散化されており，各ノー
ドに対応する観測データ空間上の参照ベクトルを持つ．もし潜在空間がZ = f1; : : : ; Lg
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図 5.1 提案法のアーキテクチャ. ２つの TSOM がメンバーマップを共有することで
結合している.
によって離散化されているなら SOMは L個の参照ベクトル ff1; : : : ; fLgを持つ．2階の
TSOM(TSOM2)の場合，２つの潜在空間 Z(1), Z(2) を持ち，通常の SOMのようにそれ
ぞれは L個とM 個のノードによってそれぞれ離散化される．しかし，通常の SOMと異
なり，参照ベクトルは２つのノードの全ての組み合わせたノードごとに持つ．すなわち，
LM 個の参照ベクトル ff11; : : : ; fLMgが存在する．
マルチレベル解析のための提案アーキテクチャはメンバーレベル解析を行う TSOMと
グループレベル解析を行う TSOMの２つの TSOM2 で構成される (図 5.1)．３つの潜在
空間を Z(member);Z(query);Z(group) とし，それぞれが L;M;N 個のノード f(member)l g,
f(query)m g, f(group)n g によって離散化されているとする．メンバーレベルの TSOM に










き，参照ベクトルの集合全体は行列 F  (flm) 2 RLM になる．ここで，行ベクトル
f
(member)
l  (fl1; : : : ; flM )と列ベクトル f (query)m  (f1m; : : : ; fLm)はそれぞれ従来のメ
ンバーに対する参照ベクトルと質問に対する参照ベクトルに相当する．











ち，参照ベクトルの集合全体は行列 Q = (qln) 2 RLN になる．この場合，列ベクトル
qn  (q1n; : : : ; qLn)はグループの参照ベクトルとなる．
これらの参照ベクトルの他にこのアルゴリズムは g(member)i 2 RL, g(query)j 2 RM と






















初期化する．そして学習回数を t = 0とする．その後，EMアルゴリズムをMステップ
から始める．










mj xij ; (5.3)





























h(; z) = exp

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li xij : (5.7)




kg(member)i   f (member)l k2 (5.8)
m?j = argmin
m
kg(query)j   f (query)m k2: (5.9)






































































plk ln qln: (5.14)








SOM の最も一般的な可視化法は U-matrix である．これは,f(z) のラプラス変換を表す
[46]. U-matrixを用いることで，勾配が大きい領域がマップ状で強調され，クラスタ境界
を可視化できる．本研究では U-matrixをフルカラーで表現する．具体的にはマップ上で
赤いほどクラスタ境界であることを示す (図 5.2 (a){(c)や図 5.4を参照)．
もう１つの一般的な可視化法は component plane である．これは f(z) の値が高い領
域を強調させる可視化法である [44]．TSOM において，この可視化法はさらに Con-
ditional Component Plane (CCP) に拡張される．CCP はを通して片方のマップ上で
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特定の潜在変数を指定したときのもう片方の f の値をマップ上に表示する方法であ
る．例えばもし各メンバーの質問に対するスコア分布を見たい場合，メンバーマップ















ば，図 5.2 (e), (f), (h), (i)や図 5.6 (c){(e)，図 5.7 (c){(e)では CCPを用いて色付けさ
れている．また，図 5.6 (b)や図 5.7 (b)では ECCPによって色付けされている．
最後の色付け方法はメンバー分布の可視化法である．q(z(member)jz(group)) は z(group)
のメンバーに関する確率分布を意味するため，z(group) のメンバー分布は q によるメン











寿司データ*1は 5000 人の回答者の 10 個の寿司ネタに対するランキングになっている
[47]. すなわち，10個の寿司ネタは各回答者に 1から 10のランク付けをされているデー
タである．本研究ではこれらをスカラーのスコアとみなし扱った．回答者は年齢と性別の
ペアでグループ化を行った．























*2 50Fと 50Mには 60代の女性と男性もそれぞれ含まれている．
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5.4.2 サッカーチームデータ解析
2つめのデータセットは，日本の大学リーグのサッカー選手に対する心理的アンケート


















ている．しかし，いくつかのグループは異なる位置にある．例えば，チーム B と O は，
提案法では反対側のコーナーに位置しているが，MLSCA結果ではほぼ同じ位置にある．





































図 5.2 寿司の嗜好データの解析結果. (a) 回答者マップ (b) 寿司マップ (c) グルー
プマップ. 10F は 10 代女性を意味し，40M は 40 代男性を意味する. (a){(c) は
U-matrix で色付けされている．(d) メンバーマップ上の 20 代女性のメンバー分布．
２つのクラスタ a，b にラベル付けされている. (e) (f) クラスタ a，b の 20 代女性の
寿司の好み．赤/青の領域はその寿司ネタの好き/嫌いを表す．(g) メンバーマップ上の




図 5.3 寿司データの部分集合から k-meansの参照ベクトルを推定した結果. 最初の 2
つのコンポーネントの値を示す (上段). 対応する TSOM の結果も示される．(下段).
(a) 20 代女性の結果．図 5.2d のクラスタ a, b に対応する結果になっている. (b) 40
代女性の結果．図 5.2gのクラスタ c, dに対応する結果になっている．
44 第 5章 m型マルチレベルテンソル SOM(m-MLTSOM)
(a) (b) (c)
図 5.4 提案アルゴリズムによって生成されたサッカー選手とチームのマップ．(a) メ
ンバ （ープレーヤー）マップ．シンボルは所属チームを表します．（b）グループ（チーム）
マップ．（c）質問マップ．(4: Percieved Coaching Eectiveness, : Performance
and Maintenance, : Coaching Acceptance, 5: Self-Management, : Football
Skill, F: Motivation). これらのマップは，U-matrixによって色付けされている．
(a) (b) (c)






図 5.6 図 5.4b のチーム B の選手分布．(a) メンバーマップのチーム B の選手分布．




図 5.7 図 5.4b のチーム O の選手分布． ((a) メンバーマップのチーム O の選手分
布． (b) クエリマップ内のメンバーの平均得点． (c){(e) 質問マップのクラスター a、
b、cのスコア．






図 5.9 MLSCAを用いた部署解析の結果．(a) メンバ （ー従業員）マップ．(b) グルー
プ（部署）マップ．(c) 質問マップ．
(a) (b) (c)








































それぞれ Ji 構成メンバーからなる I グループがあり，J 人の人数（J =
P
i Ji）を J と





本研究では，fxjikgが低次元多様体Mi に分布していると仮定する．多様体Mi は ith
グループ，つまりグループのメンバ変数を表す．グループ多様体Mi は，次のように積多
様体で表される．
xjik ' gi(z(m)ji ; z
(i)




と z(i)k はそれぞれ固有の特徴を表す jith メンバーと kth 調査項目の潜在変数であ




て，データ構造全体は，ファイバー束 F となり，~xjik , xjik   xik 2 F と




Mi の位置を示す ith グループの潜在変数である．この枠組みでは，潜在変数 fz(g)i g,
fz(m)ji g，fz
(i)
k gとなめらかな写像 f を推定することがタスクである．
6.1.2 多様体アライメント





固定 z(m) で z(g) を変更することで，所属グループが変わると同じ役割を持つ人々の特














写像 f は，4次テンソルW = (wlmn) 2 RLMND で表され，ここで，l, m, nはそれ
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ぞれグループ，メンバー，調査項目のノードを示す．
したがって，写像 f は，4次テンソルW = (wlmn) 2 RLMND で表される．ここ
で，l, m, nはそれぞれグループ，メンバー，調査項目のノードを示す．Wは 3モードの
lthスライスWl からなるサブテンソル (wlmn)M;Nm=1;n=1 である．
ファイバー束 F を推定するには，各グループのマッピング gi を見積もることで，グ
ループ多様体Mi の輪郭線を描く必要がある．この非線形写像は各グループのテンソル
Vi = (vimn) 2 RMND で表される．
以下のアルゴリズムでは，V のエントリを i と m とする行列 V(m)im とし，i と n の




メンバ fz(m)g の潜在変数を推定する，（2）アンケート項目の潜在変数 fz(i)g を推定
する．（4）gi(z(m); z(i)) を推定することでグループ多様体 Mi をモデル化する．（5）
f(z(g); z(m); z(i))を推定することによって，ファイバー束 F をモデル化し，（6）滑らかな
ファイバー束から多様体 fMigをアライメントする．
アルゴリズムを要約すると以下のようになる．






















































































































Vi :=Wl?i : (6.16)
これら 6つのステップを収束するまで交互に推定する．



















分布は考慮していない PCA [7]とMLSCA [50]とは対照的である．
プレーヤーマップ（図 6.1（b））は，プレイヤーがどれくらい似ているか違うかを表す．














（4：Percieved Coaching Eectiveness，：Performance and Maintenance，：
Coaching Acceptance，5：self-management, ： football skillF：モチベーショ
ン）; 赤い記号は自己評価の質問を表し，青の記号はコーチ評価の質問を表す．
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(a) Superimposed player maps















































点を推定する手法であるため，本研究では潜在視点解析法 (Latent Viewpoint Analysis :
LVA)と呼ぶ．







本研究の問題の枠組みを図 7.1 に示す．今，調査対象の集合 
 = f!1; !2; : : : ; !Ng
を I 種類の方法で観測したとしよう．ここで，i-th 調査方法で !n を観測した結果を
x
(i)
n 2 RDi とする．また，x(i)n 2 RDi のデザイン行列をXi 2 RNDi とする．






本研究では Xi は 2 次元空間上の点 Yi = (yin) 2 RN2 へ次元を削減しても十分近
似できると仮定し，fYig から調査対象の潜在変数 fzng と調査方法の視点 fvig を復元
する．今，Yi は以下のように fzng が Pi によって射影されることで生成されると仮定
する．
Yi = PiZ (7.1)
ここで，Z , (z1; z2; : : : ; zN )T であり，zは標準ガウス分布に従うとする．また，Pi は









ここで，Ri 2 R33 は 3 次元の回転行列である．これは，Pi が３次元空間上の角度に
よって決まることを意味する．そのため，vi が 3 次元単位球面 V 上に分布すると仮定
すると vi は Ri と一対一で対応が取れる．すなわち，Ri を推定することで vi を推定で
きる．
したがって LVA が解くべきタスクは fXigIi=1 が与えられたときに，fXigIi=1 を
fYigIi=1 に次元削減すると同時に fYigIi=1 から調査対象の 3次元構造
vZ および，各観測方法ごとの回転行列 fRigIi=1 を復元することである．
7.2 3次元復元法




今，i-th画像の N 個の対応点をXi = (xin) 2 RN2 とする．このとき，xin と特徴点
の 3次元座標 zn の関係は以下の式で記述できる．
xin = Pizn (7.3)
Pi 2 R23 は 3次元ベクトルを 2次元ベクトルへ射影する線形写像である．ここで，Pi
は弱透視投影などのより一般化した射影を用いることもできるが，ここでは古典的な因子
分解法で用いられる正射影を仮定する [55, 56]．正射影であるため，因子分解法でも Pi










Pizn = Piz (7.4)
因子分解法では fxingは xi = 0となるようにあらかじめ規格化されているものとする．
このような状況において，PiPTi = Iの制約のもと以下の目的関数 F を最小にする射影
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各画像の特徴点 fXigを X , (X1;X2; : : : ;XI)とまとめる．同様に，射影 fPigもま
とめて P , (PT1 ;PT2 ; : : : ;PTI )T とする．P は因子分解法では運動行列と呼ばれる．こ
のステップでは特異値分解によって，以下のようにXを低ランク近似する．
X  UVT (7.6)
ここで，U 2 RN3， 2 R33，U 2 RDi3 である．そして，U，，Uを用いて以下
のように運動行列 P^，構造行列 Z^を作る．
P^ = U (7.7)
Z^ = VT (7.8)
Step 2
Step1 で求めた P^，Z^ は式 (7.5) を最小にするが，PiPTi = I の制約を満たさな
い．そこで，X  PZ と近似したとき任意の正則行列 Q 2 R33 に関する等価な解
PZ = P^QQ 1Z^の中で PiPTi = Iを満たす Qを求める．ここで，PiPTi = Iを満たす
運動行列は Pi と  Pi の 2種類あるが，今回の枠組みではこの 2つを判別することはで
きない．Qの求め方はいくつかあるが，本研究では PiPTi = Iの線形方程式を解く方法
を採用した [57]．
最後に Pi から i-th カメラの回転行列 Ri を求める方法について説明する．正射影
の場合 vi は射影する角度を表すため，回転行列 Ri が分かれば求めることができる．
Pi = (pi1;pi2)
T とするとRi は以下のように復元することができる．
Ri = (pi1;pi2;pi1  pi2) (7.9)





このステップでは fXigをそれぞれ 2次元空間に次元削減し fYigを推定する．本研究
では p(z) = N (zj0; I)の事前分布を取り入れるために DPPCAを用いた [38]．DPPCA
では x(i)n = Wyin + "(i)n に従って x(i)n が生成されると仮定する．すなわち，yin が線形
写像Win によって観測空間へ写像され，ノイズ "(i)n が加わり x(i)n が生成されると仮定す
る．このときXi に対する DPPCAの目的関数 Li は以下のようになる．
Li =  DiN
2
log 2   Di
2




















推定できるかどうか検証した．まず初めに，図 7.2のように 3次元の立方格子上に N 個
のデータ fzngと単位球面上に等間隔に I 個の視点 fvigを生成した．次に，それぞれの
視点 vi の方向から 2次元平面へ正射影し，さらに任意の正則な線形変換を用いて図 7.3
のようなデータを生成した．本実験では図 7.3を LVAに与えたときに図 7.2を推定でき
るかどうか検証する．結果は図 7.4のようになり，期待通りの結果が得られた．
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図 7.2 人工データの生成に用いたデータ．立方格子上に並んだ小さい点が調査対象の
潜在変数を表し，球面上に並んだ太い点が調査方法の視点を表す．




析へ LVA を応用した．用いたデータは日本の大学サッカーリーグに所属する 439 人の
サッカー選手に対し，17種類の心理調査をしたデータである．各心理調査は自己評価に
関する調査とコーチの評価に関する調査に大別される．また，自己評価に関する調査は以
下のように 3 つに分類される．(1) 意欲．(2) セルフマネジメントスキル．(3) サッカー
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図 7.4 人工データを LVA で学習した結果．立方格子上に並んだ小さい点が調査対象
の潜在変数を表し，球面上に並んだ太い点が調査方法の視点を表す．
スキル．同様に，コーチ評価に関する調査も以下の 3 つに分類される．(1) コーチ受容．
(2) リーダーシップ行動 (Paformance and Maintenance : PM)．(3) コーチングの効果
(Perceived Coaching Eectiveness : PCE)．この内，意欲に関する調査は 1種類，セル
フマネジメントスキルに関する調査は 8 種類，サッカースキルに関する調査は 1 種類，
コーチ受容は 1種類，PMは 2種類，PCEは 4種類ある．また，前処理として質問ごと
に平均 0，分散 1となるように規格化した．
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めにして Tensor SOMでモデリングした後に上位の SOMでグループ間の比較を行うの
に対し，e-MLTSOMはグループごとに個別にモデリングした後に上位の SOMがモデル
集合をさらにモデル化する．確率の観点で見ると e-MTLSOM において上位が学習する
68 第 8章 討論と総括
モデルは
p(x; z(m); z(i) j z(g)) = N

x
 f(z(g); z(m); z(i)); 2 p(z(m))p(z(i)); (8.1)
となる．すなわち，写像の違いをモデルの違いとみなしている．一方，m-MLTSOMは上
位が学習するモデルは
p(x; z(m); z(i) j z(g)) = N

x
 f(z(m); z(i)); 2 p(z(m)jz(g))p(z(i)): (8.2)
となる．これは潜在変数分布の違いをモデルの違いとみなしていることに相当する．情報
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