Let F denote a field and let V denote a vector space over F with finite positive dimension. We consider a pair of linear transformations A : V → V and A * : V → V that satisfy the following conditions: (i) each of A, A * is diagonalizable; (ii) there exists an ordering
). We call P the Drinfel'd polynomial of A, A * . We explain how P is related to the classical Drinfel'd polynomial from the theory of Lie algebras and quantum groups. We expect that the roots of P will be useful in a future classification of the sharp tridiagonal pairs. We compute the roots of P for the case in which V i and V * i have dimension 1 for 0 ≤ i ≤ d.
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Tridiagonal pairs
Throughout this paper F denotes a field and V denotes a vector space over F with finite positive dimension.
We begin by recalling the notion of a tridiagonal pair. We will use the following terms. For a linear transformation A : V → V and a subspace W ⊆ V , we call W an eigenspace of A whenever W = 0 and there exists θ ∈ F such that W = {v ∈ V | Av = θv}; in this case θ is the eigenvalue of A associated with W . We say that A is diagonalizable whenever V is spanned by the eigenspaces of A. (ii) There exists an ordering {V i } d i=0 of the eigenspaces of A such that
where V −1 = 0 and V d+1 = 0.
(iii) There exists an ordering {V * i } δ i=0 of the eigenspaces of A * such that
where V * −1 = 0 and V * δ+1 = 0.
(iv) There does not exist a subspace W of V such that AW ⊆ W , A * W ⊆ W , W = 0, W = V .
We say the pair A, A * is over F.
Note 1.2
According to a common notational convention A * denotes the conjugate-transpose of A. We are not using this convention. In a tridiagonal pair A, A * the linear transformations A and A * are arbitrary subject to (i)-(iv) above.
We refer the reader to [1, 2, 8-10, 14, 21, 27, 34] and the references therein for background on tridiagonal pairs.
In order to motivate our results we recall a few facts about tridiagonal pairs. Let A, A * denote a tridiagonal pair on V , as in Definition 1.1. By [7, Lemma 4.5 ] the integers d and δ from (ii), (iii) are equal; we call this common value the diameter of the pair. An ordering of the eigenspaces of A (resp. A * ) is said to be standard whenever it satisfies (1) (resp. (2)). We comment on the uniqueness of the standard ordering. Let
denote a standard ordering of the eigenspaces of A. Then the ordering {V d−i } d i=0 is also standard and no further ordering is standard. A similar result holds for the eigenspaces of
) denote a standard ordering of the eigenspaces of A (resp. A * ). By [7, Corollary 5.7] , for 0 ≤ i ≤ d the spaces V i , V * i have the same dimension; we denote this common dimension by ρ i . By [7, Corollaries 5.7, 6 .6] the sequence {ρ i } d i=0 is symmetric and unimodal; that is ρ i = ρ d−i for 0 ≤ i ≤ d and ρ i−1 ≤ ρ i for 1 ≤ i ≤ d/2. We call the sequence {ρ i } d i=0 the shape of A, A * . We say A, A * is sharp whenever ρ 0 = 1. By [24, Theorem 1.3] , if F is algebraically closed then A, A * is sharp.
It is an open problem to classify the sharp tridiagonal pairs up to isomorphism [25] . By a Leonard pair we mean a tridiagonal pair with shape (1, 1, . . . , 1) [26, Definition 1.1]. In [26, 32] the Leonard pairs are classified up to isomorphism. This classification yields a correspondence between the Leonard pairs and a family of orthogonal polynomials consisting of the q-Racah polynomials and their relatives [3, 32, 33] . This family coincides with the terminating branch of the Askey scheme [13] . See [16-20, 29-31, 35] for more information about Leonard pairs.
We now describe our main results. Let A, A * denote a sharp tridiagonal pair on V . Let
) denote a standard ordering of the eigenspaces of A (resp. A * ). Using the data (A;
) and the following construction, we define a polynomial P in one variable λ. For 0 ≤ i ≤ d let θ i (resp. θ * i ) denote the eigenvalue of A (resp. A * ) associated with V i (resp. V *
For β = ±2 our definition of P is slightly different; see Definition 7.1 and Definition 8.1 for the details. For all β we show that P remains invariant if the data (A;
). We call P the Drinfel'd polynomial of A, A * . We explain how P is related to the classical Drinfel'd polynomial from the theory of Lie algebras and quantum groups. We expect that the roots of P will be useful in a future classification of the sharp tridiagonal pairs. We compute the roots of P for the case in which A, A * is a Leonard pair.
Tridiagonal systems
When working with a tridiagonal pair, it is often convenient to consider a closely related object called a tridiagonal system. To define a tridiagonal system, we recall a few concepts from linear algebra. Let End(V ) denote the F-algebra of all linear transformations from V to V . Let A denote a diagonalizable element of End(V ). Let
denote an ordering of the eigenspaces of A and let {θ i } d i=0 denote the corresponding ordering of the eigenvalues of
Here I denotes the identity of End(V ). We call E i the primitive idempotent of A corresponding to V i (or θ i ). Observe that (i)
We note that each of
is a basis for the F-subalgebra of End(V ) generated by A. Now let A, A * denote a tridiagonal pair on V . An ordering of the primitive idempotents or eigenvalues of A (resp. A * ) is said to be standard whenever the corresponding ordering of the eigenspaces of A (resp. A * ) is standard. 
is a standard ordering of the primitive idempotents of A.
is a standard ordering of the primitive idempotents of A * .
We say Φ is over F. We call d the diameter of Φ.
The following result is immediate from lines (1), (2) and Definition 2.1.
) denote a tridiagonal system. By the associated tridiagonal pair we mean the pair A, A * . By the shape of Φ we mean the shape of A, A * . We say Φ is sharp whenever A, A * is sharp. We call Φ a Leonard system whenever A, A * is a Leonard pair.
3 The D 4 action
) denote a tridiagonal system on V . Then each of the following is a tridiagonal system on V :
Viewing * , ↓, ⇓ as permutations on the set of all tridiagonal systems,
The group generated by symbols * , ↓, ⇓ subject to the relations (4), (5) is the dihedral group D 4 . We recall that D 4 is the group of symmetries of a square, and has 8 elements. Apparently * , ↓, ⇓ induce an action of D 4 on the set of all tridiagonal systems. Two tridiagonal systems will be called relatives whenever they are in the same orbit of this D 4 action. The relatives of Φ are as follows:
Definition 3.1 Let Φ denote a tridiagonal system. For g ∈ D 4 and for an object f associated with Φ, we let f g denote the corresponding object associated with Φ g −1 (we have been using this convention all along; an example is θ *
Let Φ denote a tridiagonal system over F. In this paper we associate with Φ a certain polynomial P called the Drinfel'd polynomial, and show that P is D 4 -invariant.
For later use we remark that the elements * , ⇓ together generate D 4 .
The eigenvalues and dual eigenvalues
In order to develop our theory of the Drinfel'd polynomial, we will need some detailed supporting results concerning three sequences of scalars: the eigenvalue sequence, the dual eigenvalue sequence, and the split sequence. The supporting results are contained in this section and the next two.
Definition 4.1 Let Φ = (A; {E i } Definition 4.3 Let A, A * denote a tridiagonal pair over F. We associate with A, A * a scalar β ∈ F as follows. If the diameter d ≥ 3 let β + 1 denote the common value of (6), where 
Proof: Use Lemma 4.7. 
Proof: Use Lemma 4.11. 
When discussing tridiagonal systems we will use the following notational convention. Let λ denote an indeterminate and let F[λ] denote the F-algebra consisting of the polynomials in λ that have all coefficients in F. With reference to Definition 4.1, for 0 ≤ i ≤ d we define the following polynomials in F[λ]:
is monic with degree i.
Lemma 4.24 With reference to Definition 4.1, the following
(i)-(iv) hold for 0 ≤ i, j ≤ d. (i) τ i (θ j ) = 0 if and only if j < i; (ii) η i (θ j ) = 0 if and only if j > d − i; (iii) τ * i (θ * j ) = 0 if and only if j < i; (iv) η * i (θ * j ) = 0 if and only if j > d − i.
Some scalars
Adopt the notation of Definition 4.1. For nonnegative integers r, s, t such that r+s+t ≤ d, in [28, Definition 13.1] we defined some scalars [r, s, t] q ∈ F. By [28, Definition 13.1] these scalars are rational functions of the base β, and in this paper we are going to drop the subscript q altogether and just write [r, s, t]. These scalars are described in the next definition. We will use the following notation. For all a, q ∈ F define
We interpret (a; q) 0 = 1. 
Here q 2 + q −2 = β where β is the base of Φ.
(ii) Assume Φ is type II. Then
(iii) Assume Φ is type III. If each of r, s, t is odd, then [r, s, t] = 0. If at least one of r, s, t is even, then
The expression ⌊x⌋ denotes the greatest integer less than or equal to x. We have a comment. 
The split decomposition
In this section we recall the split decomposition associated with a tridiagonal system [7, Section 4] . With reference to Definition 4.1, for 0 ≤ i ≤ d define
By [7, Theorem 4.6]
and for 0 ≤ i ≤ d both
By [7, Corollary 5.7 Section 4] . Now assume that Φ is sharp, so that U 0 has dimension 1. By (14) , (15) 
let ζ i denote the corresponding eigenvalue. Note that ζ 0 = 1. We call the sequence
the split sequence of Φ. 
) denote the first split sequence (resp. second split sequence) for Φ in the sense of [26, Section 3] . Then the sequence
) is the split sequence of Φ (resp. Φ ⇓ ).
The D 4 action affects the split sequence as follows. 
) is the eigenvalue sequence (resp. dual eigenvalue sequence) of Φ and
is the split sequence of Φ. 
The Drinfel'd polynomial
Let Φ denote a sharp tridiagonal system. In this section we introduce the Drinfel'd polynomial of Φ, for all types except III + . In Section 8 we will treat type III + .
Definition 7.1 Let Φ denote a sharp tridiagonal system over F with eigenvalue sequence
where
For type I, q 2 + q −2 = β where β is the base of Φ from Definition 4.5. 
Lemma 7.3 With reference to Definition 7.1 the following
Lemma 7.5 With reference to Definition 7.1,
Proof: Apply ⇓ to (17) and evaluate the result using Lemma 7.3(i) and θ
Lemma 7.7 With reference to Definition 7.1, for d ≥ 1 both (17), (18) and observe that α d = 1.
2 Definition 7.8 With reference to Definition 7.1, we define a polynomial P ∈ F[λ] by
is the split sequence of Φ from Section 6. We call P the Drinfel'd polynomial of Φ. 
where a i,j is given below.
For type III − the scalar a i,j depends on the parity of i, j as follows:
Proof: For each of the above seven entries one routinely verifies (20) 
where a i,j is from Lemma 7.11 and
Proof: Each side of (21) is a polynomial in F[λ] with degree at most 1. On each side of (21) the λ-coefficients agree by (17) , (18) and Lemma 7.11. To see that the constant terms also agree, evaluate each side of (21) 
In
In the sum on the right in the above equation, we collect terms to get a linear combination of
First assume h = i. Then line (22) holds since both sides equal 1.
. Line (22) will follow from this provided that
The above equation is routinely checked using Definition 5.1 and the definition of c i+1,h in Lemma 7.12. We have now verified (22) 
Using the definition of c i+1,d in Lemma 7.12 along with Lemma 5.2(ii) and
By the above line and Lemma 5.2(ii), line (22) holds at h = d. We have now verified (22) 
Proof: By Definition 7.8,
In (23) 
Proof: (i) Assume d ≥ 1; otherwise both sides equal 1. Now evaluate (19) 
where for 1 ≤ i ≤ d,
Note that P = 1 if d = 0.
Referring to Definition 8.1, we now put P in a more attractive form.
Lemma 8.2 With reference to Definition 8.1, for even
Proof: By Lemma 4.20,
Evaluating the first line of (25) 
Proof: Evaluate (25) 
(i) P looks as follows in terms of the eigenvalues and dual eigenvalues:
(ii) P looks as follows in the notation of Lemma 4.15:
Proof: (i) Evaluate (24) using (25) 
Proof: Use Lemma 8.4(i). 2 Proposition 8.6 With reference to Definition 8.1, the following
(i), (ii) hold for d ≥ 2. (i) P (θ 0 θ * 0 + θ d θ * d ) = 0; (ii) P (θ 0 θ * d + θ d θ * 0 ) = 0.
Proof: Immediate from Lemma 8.4(i). 2
Combining Proposition 7.15 and Proposition 8.5 we obtain the following theorem. The following definition is motivated by Lemma 4.9.
Definition 9.2 With reference to Assumption 9.1, for 1
By Lemma 4.9,p
Definition 9.3 With reference to Assumption 9.1, defineP ∈ F[λ] bŷ
is the split sequence of Φ and thep i are from Definition 9.2. We callP the normalized Drinfel'd polynomial for Φ.
Lemma 9.4 With reference to Assumption 9.1, both
Proof: Use Lemma 4.6. 2
Theorem 9.5 With reference to Assumption 9.1,
where u, v are from Lemma 9.4.
Proof: Each side of (29) is a polynomial in F[λ] with degree 1. On each side of (29) the polynomial has λ coefficient −(q i − q −i ) 2 . Moreover at λ = bc * + cb * this polynomial takes the value (θ 0 − θ i )(θ * 0 − θ * i ). We have verified (29) and (30) 
Proof: Combine Proposition 7.16, Lemma 9.4, and (30). 2
We now consider the normalized Drinfel'd polynomial for a Leonard system of type I. 
) denote the corresponding first (resp. second) split sequence, from [26, Section 3] . Then there exists t ∈ F such that for 1 ≤ i ≤ d,
The above expressions can be factored more completely if bb * cc * = 0. In this case
where ψ ∈ F is a solution to
Proposition 9.9 With reference to Assumption 9.1, suppose Φ is a Leonard system and let P denote the corresponding normalized Drinfel'd polynomial.
(i) Assume bb * cc * = 0. Then the roots ofP are
where ψ is from Lemma 9.8.
(ii) Assume bb * cc * = 0. Then the roots ofP are
where t is from Lemma 9.8.
Proof (28),P is equal to
The denominators in (31) (31) using (26) and the data in Lemma 9.8. This calculation shows that (31) is equal to
where λ = x + bb * cc * x −1 . Basic hypergeometric series are defined in [4, p. 4] . By that definition the above sum is the basic hypergeometric series
By the q-Saalschütz formula [4, p. 355 ] the sum (32) is equal to
By (7) the numerator in (33) is equal to
Therefore the numerator in (33) is a nonzero scalar multiple of
The result follows.
(ii) Replacing q by q −1 if necessary, we may assume without loss that bb * = 0. For the moment further assume that the scalar t from Lemma 9.8 is nonzero. Proceeding as in (i) above, we find that (31) is equal to
which is equal to
by the q-Chu-Vandermonde formula [4, p. 354] . By (7) the numerator in (35) is a nonzero scalar multiple of
giving the result for the case t = 0. Next assume t = 0. Then cc * = 0; otherwise ϕ 1 = 0. In this case (31) is equal to The following definition is motivated by Lemma 4.14.
Definition
By Lemma 4.14,p
Definition 10.3 With reference to Assumption 10.1, defineP ∈ F[λ] bŷ
is the split sequence of Φ and thep i are from Definition 10.2. We callP the normalized Drinfel'd polynomial for Φ.
Lemma 10.4 With reference to Assumption 10.1, both
Proof: Use Lemma 4.10. 
where u, v are from Lemma 10.4.
Proof: Each side of (39) is a polynomial in F[λ] with degree 1. On each side of (39) the polynomial has λ coefficient −i 2 . Moreover at λ = −bb * /2 this polynomial takes the value 
Proof: Combine Proposition 7.16, Lemma 10.4, and (40). 2
We now consider the normalized Drinfel'd polynomial for a Leonard system of type II. 
) denote the corresponding first (resp. second) split sequence, from [26, Section 3] . Then there exists t ∈ F such that for
The above expressions can be factored more completely if cc * = 0. In this case
) ,
Proposition 10.9 With reference to Assumption 10.1, suppose Φ is a Leonard system and letP denote the corresponding normalized Drinfel'd polynomial.
(i) Assume cc * = 0. Then the roots ofP are
where ψ, t are from Lemma 10.8.
(ii) Assume cc * = 0. Then the roots ofP are
where t is from Lemma 10.8.
Proof: We begin as in the proof of Proposition 9.9. (i) We evaluate (31) using (36) and the data in Lemma 10.8. The result is that (31) is equal to
2 and a n = a(a + 1) · · · (a + n − 1). Hypergeometric series are defined in [4, p. 3] . By that definition the above sum is the hypergeometric series
By the Saalschütz formula [4, p. 17 ] the sum (41) is equal to
The numerator in (42) is equal to
Therefore the numerator in (42) is a nonzero scalar multiple of
(ii) Replacing Φ by Φ * if necessary, we may assume without loss that c = 0. For the moment assume further that c * = 0. Then (31) is equal to
by the Chu-Vandermonde formula [4, p. 2] . The numerator in (44) is a nonzero scalar multiple of
giving the result for the case c * = 0. Next assume c * = 0. Then bb * = 2t; otherwise ϕ 1 = 0. In this case (31) is equal to
which is equal to 2 
By Lemma 4.20,p
Definition 11.3 With reference to Assumption 11.1, defineP ∈ F[λ] bŷ
is the split sequence of Φ and thep i are from Definition 11.2. We callP the normalized Drinfel'd polynomial for Φ. We note thatP has degree exactly (d + 1)/2.
Lemma 11.4 With reference to Assumption 11.1, both
Proof: Use Lemma 4.15. 2
Theorem 11.5 With reference to Assumption 11.1,
where u, v are from Lemma 11.4. Proof: Each side of (48) 
Proof 
For i odd we have
Proposition 11. 
where ψ, t are from Lemma 11.8.
Proof: Abbreviate N = (d + 1)/2. We begin as in the proof of Proposition 9.9. We evaluate (31) using (45) and the data in Lemma 11.8. The result is a hypergeometric series
The terms in the series (31) are related to the terms in the series (50) as follows. For even n (0 < n < d) the n-summand in (31) plus the (n − 1)-summand in (31) is equal to the (n/2)-summand in (50). The 0-summand in (31) is equal to the 0-summand in (50), and the d-summand in (31) is equal to the N-summand in (50). By the Saalschütz formula [4, p. 17 ] the sum (50) is equal to
The numerator in (51) can be expressed as
Therefore the numerator in (51) is a nonzero scalar multiple of
The result follows. 2
The normalized Drinfel'd polynomial for type IV
In this section we discuss the normalized Drinfel'd polynomial for a sharp tridiagonal system of type IV. For this type it will turn out that the normalized Drinfel'd polynomial is the same as the Drinfel'd polynomial, but for notational consistency we will continue the hat notation from Sections 9-11. 
By Lemma 4.23,p
Definition 12.3 With reference to Assumption 12.1, definê
is the split sequence of Φ and thep i are from Definition 12.2. We callP the normalized Drinfel'd polynomial for Φ. We note thatP has degree exactly 2.
Lemma 12.4 With reference to Assumption 12.1,
Proof: By Definition 7.1 and since Char(F) = 2,
Evaluating these lines using Lemma 4.21, Lemma 4.23 and comparing the result with Definition 12.2, we get (55). Line (56) follows in view of (19) 
where ψ is from Lemma 12.9.
Proof: Denote the above expressions by z 1 , z 2 . One findsP (z 1 ) = 0,P (z 2 ) = 0 using Proposition 12.8 and Lemma 12.9. 2
Combining Propositions 9.6, 10.6, 11.6, 12.5 and the second paragraph in Section 11, we obtain the following theorem. 
Why P is called the Drinfel'd polynomial
Let A, A * denote a sharp tridiagonal pair. Earlier in the paper, we associated with this pair a polynomial P called the Drinfel'd polynomial. In this section we justify the name by relating P to the classical Drinfel'd polynomial from the theory of Lie algebras and quantum groups.
Throughout this section we assume that the field F is algebraically closed with characteristic zero. 
is the split sequence of A, A * associated with the standard ordering {d − 2i} d i=0
(resp. {2i − d} d i=0 ) of the eigenvalues of A (resp. A * ). Proof: To describeP we associate with A, A * a tridiagonal system. For 0 ≤ i ≤ d let E i (resp. E * i ) denote the primitive idempotent of A (resp. A * ) associated with the eigenvalue d − 2i (resp. 2i − d). Then Φ = (A; {E i } Evaluating (36) using this we findp i (λ) = −i 2 (λ + 2) for 1 ≤ i ≤ d. Now using (38),
Comparing (57) and (59) we obtain (58). 2
For the rest of this section fix a nonzero q ∈ F that is not a root of 1. For all integers n ≥ 0 define
[n] q = q n − q Let A, A * denote a q-geometric tridiagonal pair on V . By [9, Theorem 3.3, Theorem 13.1] the pair A, A * induces on V a module structure for the quantum group U q ( sl 2 ). Associated with this module is a Drinfel'd polynomial [10, Definition 4.2] which we will denote by P A,A * . In the notation of the present paper P A,A * looks as follows. 
is the split sequence of A, A * associated with the standard ordering {q
(resp. {q
) of the eigenvalues of A (resp. A * ). . Referring to Definition 4.3, we have β = q 2 + q −2 and q is not a root of unity so Φ is type I. Without loss we may take the scalar q from Lemma 4.6 to be the present q that we fixed above Definition 13. Evaluating (26) using this we findp i = −(q i − q −i ) 2 λ for 1 ≤ i ≤ d. Now using (28) ,
Comparing (60) and (62) we obtain (61). 2
