Cooperative relay systems have become an active area of research during recent years since they help cellular networks to enhance data rate and coverage. In this paper we develop a method to jointly optimize precoding matrices for amplify-and-forward relay station and base station. Our objective is to increase max-min SINR fairness within co-channel users in a cell. The main achievement of this work is avoiding any tedious alternating optimization for joint design of RS/BS precoders, in order to save complexity. Moreover, no convex solver is required in this method. RS precoding is done by transforming the underlying non-convex problem into a system of nonlinear equations which is then solved using Levenberg-Marquardt algorithm. This method for RS precoder design is guaranteed to converge to a local optimum. For the BS precoder a low-complexity iterative method is proposed. The efficiency of the joint optimization method is verified by simulations.
Contribution: Most recent works, i.e., [13] - [15] , handle the BS-RS precoding via alternating optimization. Alternating means that the problem is chopped into two subproblems, one for BS and another for RS precoder. One of the problems is solved while the other precoder is fixed.
The solution is then used as fixed input for the other problem. This whole process continues iteratively to find a suboptimal solution. It is known that the max-min fairness problem for RS is non-convex [1] . Nevertheless, the optimization problem of BS precoder is convex, the overall alternating problem becomes non-convex and hence not convergent to the global optimum, in general. More importantly, the alternating scheme is very slow. To overcome this shortcoming, we isolate two subproblems and propose a non-alternating method which offers a suboptimal low-complexity solution to the joint design problem. Our method for BS precoder design requires no knowledge of the RS precoder since it only tries to maximize the upper bound on SINR of the latter. Then the resultant BS precoder is used as fixed matrix within the RS problem. The main benefit of the proposed method is that it induces no outer (alternating) iterations on the design algorithm and a joint design is carried out in one iteration. The RS precoder can be computed right away after BS precoder design at BS and be transmitted as side information along with data symbols. More importantly, most existing methods for BS/RS precoders utilize optimization tools which are in turn non real-time and prolong the process of joint optimization, exceedingly.
In this paper, we convert RS precoder problem into a system of nonlinear equations and then solve it iteratively by Levenberg-Marquardt (LM) method. Elaborate explanation of this method can be found in [18] in which convergence is proven. On the other hand, design of BS precoder is converted to a non-convex problem which is solved fast by introducing proper approximations.
The rest of the paper is organized as follows. In Section II the system model and configuration is described. Section III-A formulates the optimization problem for RS precoding design while Section III-B discusses the proposed algorithm for BS precoding problem. Numerical results along with complexity analysis are given in Section IV. Finally, Section V concludes this paper. Figure 1 depicts the setting of the considered system including all channels and precoding matrices. In MAC phase the received signal at the RS is determined by
Notation
where W ∈ C N b ×Nu is the BS precoding matrix. Throughout the paper we refer to user and BS I Nu where P U is a given sum-power constraint for the users. We assume data symbols x k ∈ C Nu×1 at both ends are normalized, independent and identically distributed (
T and x i is a transmitted symbol from i th MS. Furthermore, the sum power constraint at BS equals to P B , that is Tr(W H W) ≤ P B . The additive noise n R ∼ CN (0, σ 2 R I Nr ) at RS, is assumed to be zero-mean circular complex Gaussian noise (CCGN), i.e., E(n R n H R ) = σ 2 R I Nr . After performing amplify-and-forward precoding, the RS broadcasts the signal s R = Ωr R in BC phase, where Ω ∈ C Nr×Nr is the corresponding RS precoding matrix. The BS and the users receive the disturbed signals (2) and (3):
n 2 ∈ C N b ×1 describes the additive noise at BS antennas, while n 1 ∈ C Nu×1 is built by concatenating additive noise terms at each MS into a single vector. Both noise terms n 1 , n 2 ∼ CN (0, σ 2 I Nu )
have zero-mean and variance σ 2 , that is E(n 1 n
In order to have a compact representation we rephrase (2) and (3) into the following form:
It is clear that terms including B k include useful signal while terms with C k represent interference. Note that the BS is aware of its back-propagated signal, i.e., x 2 as well as all channels.
Thus, the BS can remove this self-interference which leads to C 2 = 0. Similarly, each MS can remove its self-interference term which leads to equation (5) as the SINR for each MS stream.
III. OPTIMIZATION PROBLEM

A. Optimization at RS
First, we consider fixed W and optimize the max-min fairness problem over Ω. In the next section we will perform autonomous BS precoding regardless of the choice of Ω. For simplicity of notation, we merge uplink and downlink SINRs into one set, i.e., {γ 1 , . . . ,
Nu }, i ∈ A, j ∈ S, and define sets A = {1, . . . , 2N u } and j ∈ S = {1, . . . N u }. Thus, the max-min fairness problem can be expressed by the following optimization problem:
Nr and P R is the maximum allowed transmit power at RS. This problem is non-convex due to non-convexity of its objective function.
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Nu } and also similarly {P 1 , . . . ,
Nu }, the objective function in (6) can be rewritten as:
where Z = Y T ⊗ I Nr . For detailed explanation of the above transformation, we encourage readers to see [18] . The objective function (7) is non-convex and N P-hard in general, since it is a quadratic fractional program and makes our problem non-convex [19] . This problem can be solved using semidefinite relaxation (SDR) [20] using the fact ω
H and assume rank(X) = 1, then (7) can be solved by bisection over γ as a feasbility check problem. For each value of γ the following semidefinite program (SDP) must be solved:
where X 0 means that X is positive semidefinite. If rank(X) = 1 the problem (8) is solved optimally, otherwise other techniques such as randomization [21] and dominant eigenvector decomposition can be applied [22] . Now, we solve the problem (7) with a low-complex method presented in [18] which takes advantage of minimax inequality to transform (7) into a system of non-linear equations and can be interpreted as a least-squares problem. In [18] , the system of equations is solved by LM method in which bisection over SINR is utilized to comply with the power constraint. In [18] , it is proved that problem (7) is upper-bounded by (9) . This bound is used in the next section for BS precoding design.
Proposition 1. [18] LetP
Proof: This proposition can be easily proved based on results in [18] . Hereafter, we refer toγ as minimax bound of probelm (7).
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B. Optimizing the BS precoder
Before introducing our proposed method, we need to formulate BS precoding problem similar to (8) to be solved by SDP-bisection technique (for a given Ω) within alternating method.
and X = θθ H . Then, after similar operations as in Section III-A, the BS precoding design can be done similar to (8) . Note that in the current problem Z, P i and Q i are replaced with
where
According to Proposition 1, problem (7) is upper bounded by (9), so we aim at maximizing min i∈A λ max P −1 i Q i . Roots of the characteristic polynomial ofP
for a
given i are identical since they are similar matrices [23] . Hence, the first one inherits the property of positive semidefiniteness from the latter. Notice that Y (and hence Z) is the only relevant term in determining uplink SINR which is affected by W. Thus, we expect negligible influence of BS precoding on uplink SINR. This is also evidenced by simulations. Also, unlike downlink, the back propagated interference from other users can be removed in the uplink. Consequently, the maximum eigenvalues of corresponding matrices in downlink are likely to be smaller than those of the uplink. Taking this reasoning into consideration, we hope that maximizing the corresponding maximum eigenvalues in downlink leads to an increase in minimax bound. Let S ′ = {1, . . . , N u } denote all indices relevant to downlink, e.g., Q i , i ∈ S ′ refers to Q 1 i , i ∈ S. We know that Q i , P i and b i are functions of W, but for simpler representation we omit to write them as Q i (W), P i (W) and b i (W). From now on, we presume all indices i belong to S ′ . The following optimization problem is non-convex:
But
is in turn bounded by [23] :
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, it is easy to see that ||Q i || = ||a i || 2 ||b i || 2 and
Since 0 < λ min (P i ) ≤ H λ P i ) ≤ λ max (P i ), H λ(P i ) may decrease (and ||P −1/2 i || 2 increases accordingly) by decreasing λ max (P i ). Thus, we proceed by decreasing the bound on λ max (P i ):
which can be further expanded using triangle inequality and the fact that ||Q ij || = ||a i || 2 ||b j || 2 :
Putting (11)- (14) all together we conclude that our optimization problem is:
Remember that each b i is a function of W. It is not straightforward to determine the convexity of this problem. However, for each user we need to maximize ||b i || while minimizing ||b j ||, ∀j = i.
However, this decreases the upper bound for other users, as an outcome. Hence, the best case is to equalize ||b i || for all users to satisfy (15): (15) is solved but not (10), since λ max P −1 i Q i are not equal for all users. In order to equalize all λ max P −1 i Q i s, we now propose a fast convergent method for power allocation at BS. Let l represent the iteration index. Apparently, positive definite matrices X i (l) =P −1 i (l) + Q i (l) change from iteration to iteration by varying power distribution amongst users. It is easy to see:
We know that rank-1 matrixP
The relation between these eigenvalues is represented in Figure 2 . Qualitatively speaking, in each iteration we need to decrease the power of users who have higher SINR and do the opposite for users have lower SINR. By doing so, after some iterations all users are expected to have the same SINR. It appears that if we find Ψ(l) such that equalizes X −1 i (l)Q i (l), we have also equalized the upper bound on SINR for all users in the downlink case. Let
th diagonal entry of Ψ(l) and W(l) be the BS precoder in the l th iteration, then
It is significant to notice that the choice of H 0 = UΛ −1/2 is rather heuristic and does not guarantee to increase the SINR for any given channels since it only aims at increasing the minimax upper bound on λ max P −1 i Q i . Some cases may still exist, depending on the channel, in which BS precoding may either worsen SINR or achieve no benefit. In such cases the BS precoding reduces to a simple power allocation of (18) with H 0 = I N b . We examine this with the harmonic mean of maximum eigenvalues of all downlink users. Algorithm 1 summarizes our proposed method for finding a sub-optimal solution for (10). The resulting W is then used as fixed input for LM algorithm to find near-optimal solution of (7).
IV. SIMULATION RESULTS AND COMPLEXITY ANALYSIS
To justify the proposed method, we have performed simulations for 1000 different realizations of channel matrices. The presented results are averaged over all attained data. We have assumed that N r = 6, N u = N b = 3, P R = P B = P U = 10 1.5 and fixed σ R = 1 while varying σ from 0.01 to 1.5. The underlying channel is Rayleigh fading which is generated similar to [25] . First, channel matrices H 1 and H 2 , whose entries are i.i.d Gaussian random variables with zero means and unit variances, are generated. Then, in order to create correlation between different links they are manipulated by
We have chosen values ρ BS = 0.6172, ρ RS = 0.5883 and ρ M S = 0.1.
We have solved the RS precoding optimization (7) using LM-bisection and also by SDP-bisection.
These are performed twice, i.e., first before BS precoding and then after precoding at BS using Algorithm 1. Also as a reference the alternating method is simulated with number of iterations of N a = 6. Even this method does not result in the optimal solution to the joint optimization method since one of the problems, i.e., RS precoding, is non-convex and so is the whole problem.
At the end we choose the best achieved rate amongst N a iterations regardless of which iteration yields so. Figure 3 shows the achievable rate for the worst user in different methods along with minimax upper bound of (9) . Even though there exits no guarantee to achieve upper bound in general, we observe in the figure that this bound is really tight in high SNR situations. Simulations admit that our proposed methods works well by handing in a relatively close rate to the alternating algorithm. Anyhow, the optimal solution is hard to find due to non-convexity of joint optimization problem. Figure 4 illustrates that the average number of iterations for finding W is between 7 − 10 depending on SNR value. This well confirms that Algorithm 1 is a fast method. Similarly, and N LM refer to the number of iterations in Algorithm 1 and LM-bisection, respectively. Also in our simulation ǫ SDP = 1.489·10 −8 is used. Figure 3 along with Table I show that the proposed method offers a good compromise between achieved worst-case rate and complexity. In the worst case (in the strongest noise conditions) the achieved rate of our method (0.66 bits/sec/Hz) amounts to 78% of the latter.
V. CONCLUSION
This paper proposes a novel non-alternating low-complexity method for joint optimization of BS-RS precoders design. To find the near-optimal beamformer of RS, the minimax upper bound is first found whose corresponding beamformer is then used as starting point of iterative
Levenberg-Marquardt algorithm. The main idea of this algorithm as shown in [18] is to avoid any convex solver after converting the original non-convex problem to a set of nonlinear equations.
The solution always converges to a local optimum. Later a fast iterative method is presented to find a sub-optimal solution for BS precoder. Indeed, two subproblems are isolated at the expense of small loss of rate in comparison with alternating approach. Simulations show that Algorithm 1 always converges fast.
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