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I. BASIC RELATIONSHIPS
The crosscorrelation method is one of the several techniques· for measuring the dynamic·response characteristics of a system. The.
4/
method can be used to obtain accurate information about system response in the presence of extraneous noise signals in a minimum time. The method is particularly useful in cases where test perturbations to the system output are largely corrupted by system noise and it is desirable to minimize the duration of the experiment. The method consists of performing the following operations:
A. The system, for which a dynamic response is desired, is excited by introducing a noise-like input signal. This signal contains, in equal magnitude, each frequency for which the system has a significant response.
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The crosscorrelation function of the system input and system output signals is computed. This correlation function is equal to the average value of the product of the system output and the system input delayed by a given time. This average is then a function of the time delay used.
The basic mathematical result utilized in the crosscorrelation method is that the function computed in (B), above: is proportional to the impulse response of the system. The basic virtue of the method is the tendency of the effects of extraneous noise in the signals to cancel out in the final results. The impulse response is a complete
'.
-2-description of the dynamics of a linear system and from it other useful descriptions of system dynamics, such as the transfer function, can be developed.
The basic relationships of the crosscorrelation method have been 
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= system transfer function.
-4-Thus the system transfer function can be measured by computing the cross power spectrum of the input and the output signals and the power spectrum of the input signal and then computing the ratio 1:6 1 (2"'JZ 1-1 (r.") = r.. / 9.9"')
In the special case where the input signal, a(t), is white noise, the power spectrum is a constant, K/2*, and the transfer function is given by:
The purpose of this paper is to illustrate the application of these techniques in practical cases where there are three complications which cause the above idealized relations to be inaccurate. These complications are as follows:
1. The experiment is of finite length.
2. The input signal has a finite bandwidth.
3. There is uncorrelated noise present in the system response signal.
II. ILLUSTRATIVE EXAMPLE
For purposes of illustrating the method and also for predicting results in advance of actual experiments, a digital computer code has been.
written to simulate experiments. A hypothetical wide band gaussian input signal is generated using a random number code. The response of hypothetical systems to this random input signal is computed by representing the systems by linear differential equations and using
numerical integration techniques to solve the equations. Thus the output of the computation is a series of values of system input and system output such as might be obtained in an actual experiment utilizing a sampled data recording system. The computation also allows for the addition of hypothetical uncorrelated.gaussian noise signals to the system response.
The signals so computed are analysed using a standard digital code designed for computing correlation functions and power spectra of recorded signals.
The hypothetical systems simulated in the calculation are as follows:
First order lag with a break frequency of 100 cps.
61 bxlt = 6 2 8 ( a. 
IV. ILLUSTRATIVE EXAMPLE -
A hypothetical experiment was performed utilizing the same technique as out lined in section II excep t wi th a pseudo -random binary input signal having a value of either +1 or -1 generated from pseudorandom binary chain of length 251 and having a periodicity of .
-8-0.1255 seconds. Figure 3 shows the autocorrelation function and power spectrum of the input signal and the crosscorrelation function between system input and system output for each of the two cases.
The periodicity in the crosscorrelation function is a result of·the periodicity in the input signal. These results indicate that good data can be obtained utilizing equation (4) 
V. THE EFFECTS OF NOISE
Presumably, the reason for using the crosscorrelation method in a given experiment is because system noise tends to corrupt answers and, ideally, answers obtained by the crosscorrelation method are not affected by noise signals which are uncorrelated with the system input signal. The finite. duration of the experiment, however, will result in some errors in the results due to system noise. The purpose of this section is to discuss a relationship which can be used to estimate these errors.
In an experimentp the signal a(t) is applied to the system. The observed output is c(t) which is made up of two components --the response of the system to a(t) which we have called b(t), and a noise signal, n(t). Presumably, the signal n(t) is a stochastic noise signal whose characteristics could be determined from a sample obtained by recording the system output with no applied input signal. Thus:
I.
-9-c (t)= 6 661 + n (21
For an experiment of finite duration, the crosscorrelation fundtion is redefined in terms of the correlation time, P, as follows:
The system response to a(t) is b(t) which is:.
660) =« aa)h A -A) 4(3)4/4-2)
where to is the time when the signal a(t) started. 
and X (.6 E -k-f 1 (t) * (2 -t·) t 2. The signal a(t) is periodic of period P.
3. h(t) w 0 for t > -to.
We desire to obtain an expression for the magnitude of X(T), the component of ac(T) due to noise, as compared to ,0 b(T), the desired answer. If we knew n(t) explicitly we could find X(T) explicitly, or for that matter, subtract n(t) from c(t) prior to the crosscorrelation, and obtain an exact answer for ab ('r) and ultimately h(t). However, n(t) is not known explicitly; the general properties of n(t) are known, such as the autocorrelation or the power spectrum. Thus only average properties of X(T) can be determined. Two properties of X(T) which are useful and which can be determined are the mean-square-average, X', and the power spectrum =(iu)). it is adequate to use the following expression:
Thus, the power spectral density and the mean-square of the error, X(T), can be estimated from the relationships: 
VI. ILLUSTRATIVE EXAMPLE
As an illustration of the results of the previous section, the digitally simulated experiment described in Section II is repeated except with a gaussian noise signal added to the system response signal.
For both systems, the signal-to-noise ratio is equal to unity, that is, the rms value of the added noise is numeri'cally equal to the rms value of the system response to·the input signal. The rms values of the noise The two general categories for which the crosscorrelation method has been applied differ widely and indicate different approaches. In one application, the method is used as an on-line technique for determination of some characteristic parameter of the system. In this case '
it is desirable to utilize the results of equation (4) is not necessary to utilize the special· pseudo-random binary input signal. In some cases, where the internal system·noise is wide band and large, it is possible to avoid the use of a separate input sig-1 nal by utilizing a natural observable signal at the system input as the system input signal.
