Abstract-Increasing transistor density in nanometer integrated circuits has resulted in large on-chip power density. As a high-level power optimization technique, voltage partitioning is effective in mitigating power density. Previous works on voltage partitioning attempt to address it through minimizing total power consumption over all voltage partitions. Since power density significantly impacts thermal-induced reliability, it is also desired to directly mitigate peak power density during voltage partitioning. Unfortunately, none of the existing works consider this.
I. INTRODUCTION
Increasing transistor density in the nanometer integrated circuit design has resulted in large on-chip power dissipation. Power density mitigation is a crucial design issue. Many existing works have considered the minimization of the total power consumption on a chip [1] , [2] , [3] . A popular technique in power minimization is to exploit multiple supply voltages, i.e., the chip is partitioned into some voltage islands to be supplied with different voltages. Existing voltage island techniques include those in [1] , [4] , [5] . An enabling technique for voltage island is voltage partitioning, which groups different functional units into clusters during high level optimization. This allows the generation of voltage islands through incremental floorplanning in physical design stage.
Due to its importance, voltage partitioning has received considerable research attention. Note that our voltage partitioning problem is different from the voltage assignment problem considered in [5] . Our problem formulation is for high level synthesis while voltage assignment considered in [5] is during physical design. Voltage partitioning at an early stage is desired since the earlier the voltage partitioning is applied, the larger the impact to physical design can be achieved. Similar high-level voltage partitioning formulations have been considered in [2] , [3] . The works [2] , [3] propose voltage partitioning algorithms to reduce the total power consumption, which are effective in power minimization. However, none of them considers another important power optimization target, namely, the power density. Since power density of a chip significantly impacts reliability and thermal, it would be desired to directly mitigate peak power density during voltage partitioning. This paper is the first work to consider voltage partitioning for peak power density minimization. Following the conventions, the peak power density is defined as the peak power per unit area, denoted by P. Given a functional unit t, let c(t) denote its capacitance and A(t) denote its area. c/A gives the capacitance per area for this functional unit. Given a set of functional units in a single partition, peak power density can be modeled as the product of the squared supply voltage, denoted by v 2 , and the maximum capacitance per unit area, denoted by max{c/A}, where max{c/A} gives the largest {c/A} ratio over all functional units in the partition. That is, P = maxi v(ti) 2 
· maxj c(t j ) A(t j )
. Let us take a look at a simple motivational example. Initially, functional units are assigned with some preliminary voltages which need to be mapped into a small number of available discrete voltages determined by the technology. This initial assignment could address various constraints. For example, due to timing constraint and the fact of voltage-delay tradeoff, for each functional unit, its minimum mapped voltage could be computed using the ratio of its slack to its propagation delay assuming a maximum supply voltage [2] . Note that the minimum mapped voltages of functional units are the input to our voltage partitioning problem.
As an example, suppose that the minimum mapped voltage for each functional unit is shown in Table I . In Table I , there are 6 functional units, denoted by T = {t1, t2, t3, t4, t5, t6}. Suppose that in a voltage partitioning solution, we partition T into two groups: T1 = {t1, t2, t3} and T2 = {t4, t5, t6}. For T1,
and thus P(T1) = 8 2 · 2.5 = 160. For T2, maxt i ∈T 2 {v(ti)} = 6, maxt i ∈T 2 {c(ti)/A(ti)} = 6/2 = 3 and thus P(T2) = 6 2 · 3 = 108. The peak power density is determined by the first partition, which is 160. Our problem aims to compute a voltage partitioning solution with minimal peak power density. This paper proposes a fast optimal voltage partitioning algorithm for peak power density minimization. Precisely, the problem asks to minimize the peak power density subject to the constraint on the total number of partitions (i.e., voltage levels). It runs in O(n log n+ m 2 log 2 n) time, where n refers to the number of functional units and m refers to the number of partitions/voltage levels. Meanwhile, we also design a fast optimal algorithm for the auxiliary problem which asks to minimize the number of partitions subject to the peak power density constraint. Our main contribution is as follows.
• To the authors' best knowledge, this paper is the first one to design an optimal voltage partitioning algorithm for minimizing the peak power density.
• The algorithm runs in O(n log n + m 2 log 2 n) time. Excluding the preprocessing time (on sorting and building an augmented binary search tree), the algorithm runs in just O(m 2 log 2 n) time. This is very fast since the number of voltage levels m is often a small constant in practice. Multiple novel algorithmic techniques including the half-space cut search tree and the implicit power density binary search technique are proposed to achieve the high efficiency.
• As a byproduct, an algorithm for computing the minimum voltage partitioning subject to the constraint on maximum power density is also proposed.
• The experimental results show that our algorithm largely outperforms a natural greedy algorithm. It can achieve on average 9.7× reduction in peak power density compared to the greedy algorithm. The algorithm is very fast as well. It runs in 14.15 seconds for handling the testcases with 1M functional units.
II. PROBLEM FORMULATION AND ALGORITHMIC FLOW Our problem is formulated as follows. Voltage Partitioning For Peak Power Density Minimization Problem: Given m voltage levels, a set T of functional units, the capacitance and area of each unit, the problem is to partition T into at most m groups, such that the peak power density over all groups is minimized.
At a high level, the proposed algorithm works as follows. We first design an auxiliary procedure, denoted by CORE, which can efficiently answer the following sub-problem: Given a peak power density target P and a number m, whether there is a partitioning solution such that the peak power density over all partitions is no greater than P and the number of partitions is no greater than m?
Given CORE, the main algorithm iteratively sets the power density target P to be certain values and uses CORE to check whether there is a voltage partitioning solution with maximum power density ≤ P and ≤ m partitions. This enables to solve the main problem which is to identify the smallest P such that the number of partitions is ≤ m.
The algorithm has a preprocessing step which is to sort all the functional units according to v and to sort them according to c , respectively. Both sorting results will be stored. This preprocessing step certainly takes O(n log n) time.
III. CORE: PEAK POWER DENSITY CONSTRAINED MINIMUM PARTITION A. Basic Algorithm
We begin with describing the power density constrained minimum partition procedure, i.e., CORE. The input to CORE consists of a set T of functional units T = {ti} each of which has voltage v (ti) and capacitance c (ti), and a maximum power density target, or power target in short, denoted by P. Roughly speaking, CORE tries to compute the minimum number of partitions which can achieve the power density P (except that when CORE determines that there needs to be > m partitions to achieve P, it will simply terminate). In this sense, CORE solves an inverse problem for our voltage partitioning for peak power density minimization problem. We first describe an algorithm without using m. It will be accelerated through exploring m as described in Section III-B. One can think of {c , v } of each functional unit as a two-dimensional point and plot all the points of T as shown in Figure 1(a) , where x axis corresponds to c and y axis corresponds to v . Using the given power target P, an equal power density curve can be plotted. That is, for all the points along the curve, the product of c and v is equal to P. Given any two functional units, draw a rectangle bounded by these two points and x, y axes. The upper-right corner of the rectangle gives the power density for grouping these two functional units into a single partition. Generalizing this argument, the upper-right corner also determines the power density of the partition where we group all the functional units corresponding to the points inside the rectangle. Observation 1: The upper-right corner of the bounding rectangle determines the peak power density for all the points inside the rectangle.
It is worth noting that if there is any point above the equal power density curve, then the power density P is not achievable since the functional unit corresponding to that point has to be in some partition.
In this case, CORE could stop and return "infeasible". As described in Section III-B, we will let CORE return "> m partitions" in this case.
CORE first focuses on the functional unit with the largest v , which is t1 in the example shown in Figure 1 (b). This functional unit must be placed in a partition. Since the power density target is P, the partition containing t1 can be computed as follows. A horizontal line passing through v (t1) is drawn. A vertical line passing through the intersection of this horizontal line and the equal power density curve is also drawn. Together with x, y axes, we have a rectangle, which is the solid blue rectangle shown in Figure 1 (b). According to Observation 1, one can feel free to group all the functional units inside the blue rectangle to a single partition and the peak power density of this partition is determined by its upper-right corner. Since the upperright corner is on the equal power density curve, the product of x, y coordinates of the rectangle is P. That is, the peak power density of this partition is bounded by P. Call the largest voltage v in the partition (e.g., v (t1) in Figure 1(a) ) the characteristic voltage of the partition. Similarly, call the largest capacitance c of the partition (not the vertical line), (e.g., c (t2) in Figure 1(a) ) the characteristic capacitance of the partition.
At this moment, one can eliminate the functional units in the first partition (i.e., the points in the solid blue rectangle) out of our consideration. CORE proceeds to computing the second partition. The procedure is similar as above. One first identifies the largest voltage in the remaining functional units and a rectangle (the green rectangle in Figure 1(b) ) is then formed. According to Observation 1, one can feel free to group all the functional units inside the green rectangle into a single partition. It is worth noting that for the functional units in the intersection of blue rectangle and green rectangle, one can assign them to either group and this will not impact the number of partitions in the partitioning solution. By our construction, they are classified to be in the blue rectangle (i.e., first partition). This procedure is iterated until each functional unit is partitioned into certain rectangle.
One easily sees that the voltage partitioning solution computed as above satisfies the constraint that the maximum peak power density is bounded by P over all partitions (since all the rectangles are below equal power density curve). We are to show that this solution uses the minimum number of partitions, i.e., it is optimal. The reason is as follows. During the above algorithm, one identifies some characteristic functional voltages (one for each partition). We claim that in any valid voltage partitioning solution, all characteristic functional voltages must be in distinct partitions. Otherwise, the power density will violate the power constraint, which can be easily seen from our construction. For example, in Figure 1 (b), if we move the right border of the blue rectangle to the dashed blue line to cover any other point (all other characteristic voltages must be to the right of the blue rectangle by our construction), the upper-right corner of the rectangle goes above the equal power density curve, which means that the power constraint P is violated. Thus, the number of characteristic functional voltages is the lower bound of the number of partitions to satisfy P. Our algorithm exactly achieves this lower bound since there is exactly one characteristic per partition. Finally, the time complexity of the algorithm can be bounded by O(n 2 ). Since the whole procedure will be frequently called by the main algorithm, the quadratic time algorithm is not sufficiently fast in dealing with large testcases.
B. Speedup Techniques 1) Half-Space Cut Search Tree:
Recall that in preprocessing, all the functional units are sorted. One would wonder whether the above procedure could be accelerated as follows. Observe that in the above procedure, given a power target P, for a characteristic voltage, it spends O(n) time to compute all the points to the left of a vertical line, remove them, and find the largest v among the remaining points. Why not performing a binary search on c for this? The problem with this idea is that after a partition is formed, finding the largest v in the remaining functional units still needs linear time. Therefore, it would be possible that a better data structure could be used to improve the runtime bound.
An important property is that each time a half space is pruned, i.e., all points to the left of a vertical line is eliminated from our consideration. Exploring this, a very efficient augmented binary search tree called half-space cut search tree could be designed. The binary search tree is keyed with c . We augment each node by recording the maximum v from its left subtree, denoted by v l , and the maximum v from its right subtree and the node itself, denoted by v r . To build such a binary search tree, one first constructs a standard binary search tree keyed on c . One then augments it through propagating v l and v r in a bottom-up fashion from leaves to the root. This process takes O(n log n) time. Note that the tree only needs to be built once, which can be considered as a preprocessing step as well.
Using the above half-space cut search tree, one can find the largest v to the right of any vertical line in O(log n) time. Note that placing a half-space cut is equivalent to placing a vertical cut in the augmented binary search tree. Since there is only half-space vertical cut but not horizontal cut, there would be no need to design more time-consuming data structure such as range search tree. The usage of the above data structure could be conveniently illustrated using Figure 2 (a) and Figure 2(b) . For the given point set in Figure 2 (a), the corresponding augmented binary search tree keyed on c is shown in Figure 2(b) . In each node, two augmented data (v l , v r ) which refer to the maximum v from its left subtree and the maximum v from its right subtree and the node itself, respectively, are shown. In Figure 2(b) , yi refers to the y coordinate (i.e., v ) of functional unit i. For example, for node 2, v l = y1 and v r = y4 since the left subtree rooted at node 2 contains node 1 while the right subtree rooted at node 2 contains node 3 and node 4, and y4 > y2. Suppose that there is a half space cut placed as shown by dotted line in Figure 2 (a) where nodes 1, 2, 3 are pruned. This is equivalent to placing a cut in tree as shown in Figure 2(b) . Note that this cut in tree is only imaginary and there would be no need to explicitly compute it. One first spends O(log n) time to locate the node immediately to the right of the half space cut, which is node 4 in Figure 2(b) . At this moment, initialize a temporary variable tmpvmax to 0. Start from node 4, traverse the binary search tree all the way to the root and meanwhile update tmpvmax to be maximum of some values stored in the augmented binary search tree. A node is said to be cut if it is to the left of, or on, the vertical line (the half space cut). To determine whether a node is cut certainly takes O(1) time. A subtree rooted at a node is said to be cut if any node in the subtree is cut. Note that due to half-space cut, it is impossible for a node to have its right subtree cut but its left subtree uncut. Given a node, the rule for updating tmpvmax is as follows.
• If the node's left subtree is cut but the node itself is not cut, its v l will be of no use and its v r will be used to update tmpvmax.
• If the node is cut (so its left subtree must also be cut), its v l and v r will be of no use.
• If a node's left subtree is not cut, both of its v l and v r will be used to update tmpvmax. Further details are omitted due to space limitation. Let us reinvestigate the problem posed in the beginning of this subsection. Given a characteristic voltage, one can spend O(log n) time to find its characteristic capacitance and its immediately larger capacitance. Imagine that we group all the points inside the rectangle bounded by the points corresponding to the characteristic voltage and characteristic capacitance. Note that this is not necessary since we are only interested in the power density value for this partition in CORE. After that, one could identify the functional unit with maximum v (i.e., a new characteristic voltage) in the remaining functional units in O(log n) time. Given this new characteristic voltage, one needs to find the new characteristic capacitance. This process is repeated. The question is how many iterations one needs. In the worst case, there can be O(n) iterations. However, CORE only needs to answer the query whether there is a partitioning solution such that the peak power density over all partitions is no greater than P and the number of partitions is no greater than m as indicated in Section II. Recall that m refers to the number of voltage levels which is usually a small number in practice while n could be very large. CORE can be further accelerated by noting that m << n in practice.
2) Speedup by Knowing m: Knowing m means knowing the upper bound of the number of partitions. Thus, there is no need to carry the above procedure until all functional units are classified. CORE can stop when (m + 1)-th partition is formed. In such a case or the case when the problem is infeasible (due to that there is some point above equal power density curve), CORE returns "> m partitions". Otherwise, CORE stops earlier and it returns "≤ m partitions". It is clear that one needs to iterate the above process for up to m + 1 times while each iteration takes O(log n) time. Thus, CORE can be performed in O(m log n) time, significantly better than O(n 2 ) time. We reach the following theorem. Theorem 2: Given a set of functional units T with n functional units, a power density target P and a number m, deciding whether there is a partitioning solution such that the peak power density over all partitions is no greater than P and the number of partitions is no greater than m can be performed in O(m log n) time, excluding the O(n log n) preprocessing time.
IV. THE MAIN ALGORITHM
The main algorithm iteratively sets the power density target P to be certain values and uses CORE to check whether there is a voltage partitioning solution with maximum power density ≤ P and ≤ m partitions. This enables to solve the main problem which is to identify the smallest P such that the number of partitions is ≤ m.
A. Motivation
Given a set T of functional units with v and c , it is easy to see that a lower bound of the achievable minimum peak power density is maxi c (ti)v (ti). As the example shown in Figure 3 , t2 is such a unit. Another lower bound would be mini c (ti) · maxj v (tj) since the functional tuple with largest v has to be grouped with some functional unit (maybe itself). Similarly, mini v (ti) · maxj c (tj) is a lower bound as well. The tighter one of the above lower bounds will be used. One can see that an upper bound of the peak power voltage density is maxi c (ti) · maxj v (tj). Given the upper bound and lower bound on the peak power density, one could perform a binary search within this range to locate the optimal voltage partitioning during which CORE is called. However, such an idea can hardly obtain the optimal peak power density and there is no runtime guarantee. The next idea would be to try all the possible power density values to call CORE in order to find the minimum one. With n functional units, the number of possible power density values is O(n 2 ), which counts all the combinations on v and c . This is time consuming when n is large. Thus, a better algorithm is desired. The algorithm first uses the lower bound on the peak power density to query CORE. If it gives ≤ m partitions, one can simply return the current partitioning as the optimal solution since the peak power density cannot go lower. We call this the trivial case. Otherwise, the algorithm starts with handling the functional unit with largest v . It is clear that v max · c i+1 gives a better upper bound on the minimum peak power density and v max · c i gives a better lower bound on minimum power density. In general, v max · c i+1 is just an upper bound since a power density value lower than it may be still achievable. Refer to Figure 4 for an example. In Figure 4 , suppose that our target number of partitions is m = 4. For the power density v max · c i+1 , we may have 3 partitions (solid rectangles). For power density v max ·c i , we may have 5 partitions (dotted rectangles). We can simply combine the last two partitions (the dotted purple and yellow rectangles) to get a better solution which have exactly 4 partitions. Given new upper and lower bounds, the problem is how to further narrow down the bounds by binary search.
After getting the new upper and lower bounds, there are two cases. Case (1): v max · c i+1 is the optimal peak power density. We return the corresponding partitioning solution.
Case (2): Otherwise, there is a peak power density value < v max · c i+1 which leads to ≤ m partitions. Since we have formed a group, let us investigate the largest c grouped with v max and denoted it by c max . In this case, we claim that there is an optimal solution where v max is grouped with c max = c i . Suppose to contrary, c max is some other c . If c max > c i , then it either reduces to Case (1) or leads to a peak power density value even larger than Case (1). If c max < c i , since v max · c max < v max · c i it contradicts the fact that v max · c i is the lower bound on the peak power density. Both of the above two cases lead to the contradiction. Thus, c max = c i .
Note that since we do not know when Case (1) is the case (and thus we can stop), we will run both Case (1) and Case (2) by a recursive call (as in Figure 6 ) until a stopping criterion is met which will be described soon. Let us focus on Case (2). Motivated by this claim, we use power density value P = v max · c i to compute the first partition. Namely, we group v max with all c where c ≤ c i to form a single partition. The remaining problem becomes how much we need to increase the lower bound to obtain the optimal power density value such that there are ≤ m partitions. A critical observation is that regardless of the value of the optimal power density, the partition just formed as above will not be impacted. To see this, since the partition has power density v max · c i and the immediately larger power density is v max · c i+1 (there has to be a partition containing v max ). Any power density between these two values will not change the formed partition (thus, v max is still grouped with c i ). Further, if the optimal power density is v max · c i+1 , it reduces to Case (1). Thus, we can leave the partition untouched, namely, eliminate the functional units in the first partition out of our consideration. For the remaining functional units, we repeat the above process. That is, the largest v is identified, a pair of consecutive c is found by binary search, and then there are two cases as above. This procedure will be recursed.
The number of rounds of recurrence (i.e., recursion depth) is m since our problem asks to compute m partitions, and in each round, exactly one partition will be formed and eliminated from consideration. More importantly, the partition is left untouched during the successive partitioning. The recursive procedure stops when all the functional units are partitioned or the number of rounds reaches m. At that moment, there are at most m solutions and the one with the minimum peak power density value will be returned. Figure 5 (a) and Figure 5 (b) show an example of how this algorithm works when m = 4. As one can see in Figure 5 (a), functional unit t1 is the one with v max (in the first partition). Through calling CORE, we perform a binary search on c . Subsequently, solid rectangles leads to m = 5 and a lower bound on peak power density, while dotted rectangles lead to m = 3 and an upper bound on peak power density. Precisely, c i = c (t2) and c i+1 = c (t3). Thus, the Case (1) solution is the solution corresponding to the current upper bound. We are interested in investigating whether there is better solution than the upper bound, which is Case (2).
Refer to Figure 5 (b). For this, we fix the first partition which is the solid blue rectangle and remove all the points inside it from our consideration. Subsequently, identify v max in the remaining functional units, which is v (t6). Through calling CORE, perform a binary search on c in the remaining functional units. Subsequently, dotted rectangles leads to m = 4 and a lower bound on peak power density (note that it is still possible to further reduce peak power density), while solid rectangles lead to m = 3 and an upper bound on peak power density. Currently c i = c (t4) and c i+1 = c (t5). Thus, the Case (1) solution in this iteration is the solution corresponding to the current upper bound. We are again interested in investigating whether there is better solution than the upper bound, which is Case (2) . One can repeat the above procedure for up to m solutions or until all the functional units are partitioned. Each iteration will generate one solution and thus there are at most m solutions. The one with the minimum peak power density value will be returned as the optimal solution to the voltage partitioning problem.
To see the optimality of the algorithm, suppose that we are during a certain recursion. If Case (1) solution gives the optimal value, we will certainly return it. Otherwise, Case (1) solution gives an upper bound on optimal peak power density. More importantly, the functional units with power density no greater than v max · c i in the current recursion (i.e., inside the rectangle corresponding to v max ·c i ) must be in a separate partition as proved above. Removing the for the illustration of the proof. One can view our approach as a branching algorithm as shown in Figure 6 . Suppose that we are during the second recursion. We have formed the blue rectangle in the previous (first) recursion which will be untouched. Case (1) solution for the second recursion is shown in Figure 7 (a). The green rectangle there determines the peak power density for this voltage partitioning solution. Case (2) solution which assumes that c i is just the lower bound and does not determine the minimum peak power density is shown in Figure 7 (b). The algorithm will proceed to the next recursion. There are at most m recursions. 
C. Complexity Analysis
The algorithm involves calls to CORE. In each round of recursion, O(log n) calls are performed due to binary search on c . There are at most m rounds of recursion. Thus, there are O(m log n) calls to CORE. Each CORE takes O(m log n) time as shown in Theorem 2. Including the preprocessing time for sorting v and c , the total runtime will be bound by O(n log n + m 2 log 2 n). This is very efficient considering that one just needs to perform the O(n log n) time preprocessing step once and that in practice, m is usually a small constant. We reach the following theorem. Theorem 3: Given a set of n functional units and m voltage levels, the minimum peak power density voltage partitioning solution can be computed in O(n log n + m 2 log 2 n) time.
V. EXPERIMENTAL RESULTS The algorithm is implemented in C++ and tested on a Pentium IV machine with 2.4GHz quad-core CPU and 8G memory. Due to the lack of industrial testcases, the experiments are performed to a set of randomly generated large testcases whose sizes (numbers of functional units) range from 100K to 1M . In addition, we introduce some sort of correlation between v and c (as an example, c is inversely proportional to v ). The purpose is to introduce large variety of c and v in the testcase. Otherwise, we find that for purely randomly generated c and v , with very high probability, there exists a functional unit with both very high voltage and very large capacitance since the size of the testcase is large. In this case, most functional units will be grouped with this functional unit, which results in unbalanced voltage partitions and often only few (< m) groups suffice in the optimal solution. This makes the comparison between algorithms less meaningful. Note that many previous works such as [2] , [3] also use randomly generated testcases.
Since none of the previous works considers power density minimization through voltage partitioning, we design a natural greedy algorithm for comparison. The greedy algorithm iteratively processes each functional unit and adds a functional unit to the partial voltage partitioning solution in each iteration. To form an initial partial voltage partitioning solution, put each of the first m functional units to a separate partition. Starting with the (m + 1)-th functional unit, perform the following. Given a functional unit, assign it to the partition such that the resulting peak power density is minimized. That is, in each iteration, tentatively assign it to each partition and then choose the one with the smallest peak power density. It can be easily seen that this greedy algorithm is not optimal. In fact, our experimental results show that it is far from being optimal, despite that it seems to be a reasonable algorithm. Table II shows the comparison between our optimal algorithm and the greedy algorithm where both of the algorithms are performed on large testcases with sizes from 100K functional units to 1M functional units where m = 5. We make the following observation:
• Our algorithm always generates optimal solutions. The solution quality is much better than that of the greedy algorithm. Simple calculation on Table II shows that on average, our algorithm can achieve about 9.7× reduction in peak power density compared to the greedy algorithm. We also find that the solution quality of the greedy algorithm varies significantly due the dependance on the initial partial voltage partitioning solution. However, there seems to be no effective technique on this for improving the quality of the greedy algorithm. 
