In this study, we propose a simple robust test for the mean of an exponential distribution by using the simplified version of "Forward Search" (FS) method. The FS method is a powerful general method for identifying outliers and their effects on inferences about the hypothesized model. The simulation studies indicate robustness of the testing method and the ability of the procedure to capture the structure of data. Results are presented through the plots which are powerful in revealing the structure of the data.
Introduction
The exponential distribution has an essential role in a variety of applications in reliability engineering and life testing problems. The exponential hazard rate is constant and the estimation and test theory can easily be detailed for the exponential model, therefore, the mean of this distribution is an important characteristic that is often of interest to an experimenter.
We should pay attention to outliers because a small departure from the assumed model can have negative effects on the efficiency of classical estimators. The Forward Search (FS) approach is a powerful general method that provides diagnostic plots for finding outliers and discovering their underlying effects on models fitted to the data and for assessing the adequacy of the model. Atkinson and Riani ([1] , [2] , [3] ) developed the FS procedure for regression modeling and multivariate analysis frameworks. The FS method starts from a small, robustly chosen subset of the data. The method increases the subset size by using some measure of closeness to the fitted model until finally all the data are fitted. The outliers enter the model in the last steps and the entrance point of the outliers can be revealed by monitoring some statistics of interest during the process. Recently the FS method is implemented in wide applications, e.g. ANOVA framework [5] and testing normality [6] . For further results see [4] .
The purpose of this article is to adopt the simplified version of FS method in testing the mean of an exponential distribution. The most popular test for the mean of exponential distribution is based on a Chi-square distribution, but presence of outliers influences this test strongly. In this paper we try to determine how many and which observations agree with the null hypothesis about the mean of an exponential distribution.
The paper is organized as follows. In Section 2 we briefly introduce testing the mean of an exponential distribution. Section 3 presents the proposed forward search algorithm in testing the mean of an exponential distribution. In Section 4, the performance of the method is illustrated with simulated data and the behavior of our procedure is analyzed. Finally concluding remarks are provided in Section 5.
Testing the Mean of an Exponential Distribution
Historically, the exponential distribution was the first widely discussed lifetime distribution. The probability density function (pdf) of a random variable ~( ) X Exp  , which represents the lifetime variable of interest, is given by
The positive parameter  is the mean lifetime and
is the hazard rate. Let 1 2 , , , n X X X  be a random sample of size n taken from the exponential distribution given in (2.1). The MLE of  is given by
where X denotes the sample mean. The pivotal quantity 2 Q X n   which follows a Chi-square distribution with 2 df n  can be used for testing the null hypothesis 
the p-th quantile of a Chi-square distribution with  degrees of freedom. The sample mean is not a robust statistic, hence testing the mean of exponential distribution is strongly affected by presence of outliers.
Forward Search in Testing the Mean of an Exponential Distribution
The FS method is useful not only to detect and investigate observations that differ from the bulk of data, but also to analyse the effect of outliers on the estimation of parameters and other inferences about the model of interest. The FS method has three steps: the first step is choosing an outlier free subset of all observations, the second step presents the plan for progressing in FS and the last step is monitoring statistics during the search. In this paper we are inspired by quantile-quantile (QQ) plot to choose the initial subset and also add observations during the search according to their closeness to appropriate quantiles of standard exponential distribution. In the following subsections we address these three points separately.
Step 1: Choice of the initial subset
Starting point of the FS procedure is choosing an outlier free subset of observations robustly. A QQ plot is a common and basic technique used for finding a suitable model to data. When comparing observed data to a hypothesized distribution, the plot of the ordered observations versus the appropriate quantiles of assumed distribution, should look approximately linear. For more details about QQ plot see [7] . Let
be the vector of ordered observations from an exponential distribution with mean  .
Then its
Thus p x is a linear function of ln (1 ) 
The unknown parameter  of model (3.2) can be estimated using robust regression estimation, for example Least
Median of Squares (LMS), proposed by Rousseeuw [8] . Here we only discuss the LMS regression briefly. If p  β R denotes the vector of parameters in the classical linear regression model , 1,2, , ,
where ,
 is the error term, then the LMS estimator for β is defined as 
The resulting estimator has a 50% breakdown point. For an exhaustive account about this estimator see [9] . After estimating the parameter of model (3.2) by LMS estimation method, the estimated expected value for   i x is of the form  ˆ , ˆ1, 2, , .
, the i-th absolute residual resulting from (3.6). The elements of (LMS) x . To start the FS approach, the size of initial subset must be specified. The breakdown point of (3.4) is 50%, hence we start the process with the first     1 2 n  observations of (LMS) x . Denote this subset by
x that correspond to the smallest of
The error terms of (3.2) are not independently and identically distributed. However no inferences are presented for the model or the parameter of (3.2), but the LMS estimator maybe have not a good performance for small data size. Hence, based on the asymptotic theory it is better we use the proposed method for large enough data sizes.
Step 2: Adding observations during the FS
At each step, the procedure adds to the subset the observation that is closest to the previously fitted model. Since we use a robust method for estimating the parameter of (3.2), it is not necessary to refit the model and reorder the observations (LMS) x at each step of the search. It means we just estimate the parameter of (3.2) based on the all observations and this parameter would not change during the search, hence we call this method as simplified version of FS method. Therefore in the     
Step 3: Monitoring the search
To guide the researcher in outlier detection and in the analysis of their effect on model inference, some statistics of interest must be monitored during the search. According to the Section 2, for testing the null hypothesis .7) is dependent to the data size n . The quantiles of the test statistic (3.7) can be estimated by simulation in all steps of the procedure by generating numerous samples in size n from a standard exponential distribution. By simulating 10000 samples from the null hypothesis (or without lack of generality we can suppose 0 1   ) and then by applying the FS method, we can obtain (3.7) for each sample. . Hence it is possible to determine from which observation onwards the null hypothesis is rejected.
Simulation Study
To evaluate the proposed statistic (3.7), we conduct simulation studies that aim to consider the behavior of this statistic in the presence of outliers and ability of FS to detect them. Table 1 reports the 2.5% and 97.5% empirical quantiles of Q at each step of the search estimated by generating 10000 samples from a standard exponential distribution with size 100 n  . Table 1 . Empirical quantiles of Q statistics at each step of the search for 100 n  . Now consider four samples which are generated in the following way:  Sample A: 100 observations are generated from an ( 1)
Exp   . For each sample, the proposal is to test the null hypothesis μ 1  against the alternative hypothesis μ 1  . In Fig.1 , values of FS Q during the search are plotted for samples A-D and compared with corresponding 2.5% and 97.5% quantiles (dashed lines) of its distribution obtained from the simulation study with clean data. The null hypothesis is accepted in each step of the search for clean sample A, but it is rejected after entrance of outliers in the last steps for contaminated samples B, C. In case D the null hypothesis is rejected just from step 96 onwards, may be this is due to the similarity between the clean data distribution and contaminated data distribution.
Empirical power of FS Q
In this subsection, our interest is to evaluate the empirical power of our approach. Consider testing the null hypothesis 1   against the alternative hypothesis μ 1  . Fig.2 shows the empirical power of FS Q against following alternative hypotheses by generating 10000 samples of size 100.
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Published by Atlantis Press Copyright: the authors Due to our aim is to find the largest subset of observations that can be distributed as the null hypothesis, the power of our proposed procedure in the first steps of the search is low. It means in the first step, procure choose the best subset of observations that can be generated from the null hypothesis although all dataset is generated from an alternative distribution. Thus the minimum power is always in the first step and it is increasing as the subset size increase. Therefore, the larger sample size provides safer procedure to detect and investigate the effect of outliers.
Concluding Remarks
In this paper, a new robust method for testing the mean of an exponential distribution has been presented. The approach gives information about the mean of majority of the data and the percentage of contamination. At every step of the FS, the proposed statistic is computed and with a graphical approach a cut-off point divides the group of outliers from the other observations. In order to illustrate the application and the advantage of the FS approach we used some artificial examples.
