Optimal a priori estimates are derived for the population risk of a regularized residual network model. The key lies in the designing of a new path norm, called the weighted path norm, which serves as the regularization term in the regularized model. The weighted path norm treats the skip connections and the nonlinearities differently so that paths with more nonlinearities have larger weights. The error estimates are a priori in nature in the sense that the estimates depend only on the target function and not on the parameters obtained in the training process. The estimates are optimal in the sense that the bound scales as O(1/L) with the network depth and the estimation error is comparable to the Monte Carlo error rates. In particular, optimal error bounds are obtained, for the first time, in terms of the depth of the network model. Comparisons are made with existing norm-based generalization error bounds.
Introduction
One of the major theoretical challenges in machine learning is to understand the generalization error for deep neural networks, especially residual networks [He et al., 2016] which have become one of the default choices for many machine learning tasks, such as the ones that arise in computer vision. Many recent attempts have been made by trying to derive bounds that do not explicitly depend on the number of parameters. In this regard, the norm-based bounds use some appropriate norms of the parameters to control the generalization error [Neyshabur et al., 2015b , Bartlett et al., 2017 , Golowich et al., 2017 , Barron and Klusowski, 2018 . Other bounds include the ones that are based on idea of compressing the networks [Arora et al., 2018] or the use of the Fisher-Rao information [Liang et al., 2017] . While these generalization bounds differ in many ways, they have one thing in common: they depend on information about the final parameters obtained in the training process. Following E et al. [2018] , we call them a posteriori estimates. In this paper, we derive an a priori estimate of the generalization error and the population risk for deep residual networks. Compared to the a posteriori estimates mentioned above, our bounds depend only on the target function and the network structure. In addition, our bounds scale optimally with the network depths and the size of the training data. The approximation error term scales as O(1/L) with the depth, while the estimation error term scales like the Monte Carlo error rate with the size of training data, and is independent of the depth.
We should note that our interest in deriving a priori estimates also comes from the analogy with finite element methods [Ciarlet, 2002, Ainsworth and Oden, 2011] . Both a priori and a posteriori error estimates are very common in the theoretical analysis of finite element methods. In fact, there a priori estimates appeared much earlier and are still more common than a posteriori estimates [Ciarlet, 2002] , contrary to the situation in machine learning. For the case of two-layer neural network models, the analytical and practical advantages of a priori analysis have already been demonstrated in E et al. [2018] . It was shown there that optimal error rates can be established for appropriately regularized two-layer neural networks models, and the accuracy of these models behaves in a much more robust fashion than the vanilla models without regularization. In any case, we believe both a priori and a posteriori estimates are useful and can shed some light on the principles behind modern machine learning models. In this paper, we set out to extend the work in E et al. [2018] for shallow neural network models to deep ones and we choose residual network as a starting point.
To derive our a priori estimate, we design a new path norm for deep residual networks called the weighted path norm. Unlike traditional path norms, our weighted path norm is a weighted version which put more weight on paths going through more nonlinearities. In this way, we penalize paths with many nonlinearities and hence control the complexity of the functions represented by networks with a bounded norm. Moreover, by using the weighted path norm as the regularization term, we can strike a balance between the empirical risk and the complexity of the model, and thus a balance between the approximation error and the estimation error. This allows us to prove that the minimizer of the regularized model has the optimal error rate in terms of the population risk.
Our contributions:
1. We propose the weighed path norm for residual networks which gives larger weights to paths with more nonlinearities. The weighed path norm can help us to better control the Rademacher complexity for the associated function space.
2. With the weighted path norm, we propose a regularized model and derive a priori estimates for the population risk, in the sense that the bounds depend only on the target function instead of the parameters obtained after training.
3. The a priori estimates are optimal in the sense that both the approximation error and the estimation error behave similarly to the Monte Carlo error rates.
The rest of the paper is organized as follows. In Section 2, we setup the problem and state our main theorem as well as the proof sketch. In Section 3 we give the full proof of the theorems. In Section 4, we compare our result with related works and put things into perspective. Conclusions are drawn in Section 5.
2 Setup of the problem and the main theorem
Setup
In this paper, we focus on the regression problem and residual networks with ReLU activation. Assume that the target function f ⋆ :
where the x i 's are independently sampled from an underlying distribution π and y i = f ⋆ (x i ).
Consider the following residual network architecture with skip connection in each layer 1
(2.1)
L is the number of layers, m is the width of the residual blocks and D is the width of skip connections. The ReLU activation function σ(x) = max{x, 0} and we extend it to vectors in a component-wise fashion. Note that we omit the bias term in the network by assuming that the first element of the input x is always 1.
To simplify the proof we will consider the truncated square loss
then the truncated population risk and empirical risk functions are
3)
In principle we can also truncate the risk function as is done below for the case with noise. Now we define the spectral norm [Klusowski and Barron, 2016] for the target function and the weighted path norm for residual networks.
Definition 2.1 (Spectral norm). Let f ∈ L 2 (Ω), and let F ∈ L 2 (R d ) be an extension of f to R d , and F (ω) be the Fourier transform of F (x). Define the spectral norm of f as
where the inf is taken over all possible extensions F .
Definition 2.2 (Weighted path norm). Given a residual network f (x; θ) with architecture (2.1), define the weighted path norm of f as
where |A| with A being a vector or matrix means taking over the absolute values of all the entries of the vector or matrix.
Note that our weighted path norm is a weighted sum over all paths in the neural network flowing from the input to the output, and we give larger weight to the paths that go through more nonlinearities. More precisely, consider the following path P: assume that P goes through nonlinearities for layers 1 ≤ l 1 < · · · < l p ≤ L, and goes through skip connections for the other layers; for the nonlinear layers l r , r = 1, . . . , p, assume that P goes through the neurons g kr lr , k r ∈ [m] 2 ; for skip connections between the layers l r and l r+1 , assume that P goes through the neurons h jr l , l r ≤ l < l r+1 , j r ∈ [D]. In addition, assume that P starts from the input x j , j ∈ [d]. Then the path P is given by:
Define the weight of path P by
W jr−1,kr lr U kr ,jr lr · u jp ; (2.6) and the activation of P by
Then output of the residual network can be written as 7) and the weighted path norm is given by
We see that f P is the weighted sum over all the paths, where the weight 3 p is decided by the number of nonlinearities p encountered along the path. (2d)], assume thatθ is an optimal solution of the regularized model
Main theorem
(2.9)
Then for any δ ∈ (0, 1), with probability at least 1 − δ over the random training sample, the population risk has the bound
(2.10)
Remark.
1. The estimates are a priori in nature since (2.10) depends only on the spectral norm of the target function γ(f ⋆ ) without knowing the norm ofθ.
2. We want to emphasize that our estimate is nearly optimal. The first term in (2.10) shows that the convergence rate with respect to the size of the neural network is O(1/(Lm)), which matches the rate in universal approximation theory for shallow networks [Barron, 1993] . The last two terms show that the rate with respect to the number of training samples is O(1/ √ n), which matches the classical estimates of the generalize gap.
3. The last term depends only on γ(f ⋆ ) instead of the network architecture, thus there is no need to increase the sample size n with respect to the network size L and m to ensure convergence. This is not the case for existing error bounds (see Section 4).
Extension to noisy problems
Our a priori estimate can be extended to problems with sub-gaussian noise. Assume that y i in the training data are computed by
for some constants c, σ and τ . Let ℓ B (x; θ) = ℓ(x; θ) ∧ B 2 be the square loss truncated by B 2 , and define
(2.12)
Then, we have Theorem 2.4 (A priori estimate for noisy problems). In addition to the same conditions as in Theorem 2.3, assume that the noise satisfies (2.11). Let L B (θ) andL B (θ) be the truncated population risk and empirical risk defined in (2.12) . For λ ≥ 4 + 2B/[3 2 log(2d)] and B ≥ 1 + max{τ, σ √ log n}, assume that θ is an optimal solution of the regularized model
(2.13)
Then for any δ ∈ (0, 1), with probability at least 1 − δ over the random training sample, the population risk satisfies
We see that the a priori estimates for noisy problems only differ from that for noiseless problems by a logarithmic term. In particular, the estimates of the generalization error are still near optimal.
Proof sketch
We prove the main theorem in 3 steps. We list the main intermediate results in this section, and leave the full proof to Section 3.
Approximation error
First, we show that there exists a set of parametersθ such that L(θ) → 0 and θ P is controlled as L, m → ∞.
Theorem 2.5. For any distribution π with compact support Ω ∈ R d , and any target function f ⋆ ∈ L 2 (Ω) with γ(f ) < ∞, there exists a residual network f (x;θ) with depth L and width m, such that
and θ P ≤ 12γ(f ⋆ ).
A posteriori estimate
Second, we show that the weighted path norm can help to bound the Rademacher complexity. Since the Rademacher complexity can bound the generalization gap, this gives the a posteriori estimates.
Recall the definition of Rademacher complexity:
Definition 2.6 (Rademacher complexity). Given a function class H and sample set S = {x i } n i=1 , the (empirical) Rademacher complexity of H with respect to S is defined aŝ
where the ξ i 's are independent random variables with Pr{ξ i = 1} = Pr{ξ i = −1} = 1/2.
It is well-known that the generalization gap is controlled by the Rademacher complexity [Shalev-Shwartz and Ben-David, 2014] .
Theorem 2.7. Given a function class H, for any δ ∈ (0, 1), with probability at least 1 − δ over the random
( 2.17) The following theorem is a crucial step in our analysis. It shows that the Rademacher complexity of residual networks can be controlled by the weighted path norm.
( 2.18) From Theorems 2.7 and 2.8, we have the following a posteriori estimates.
Theorem 2.9 (A posteriori estimate). Let θ P be the weighted path norm of residual network f (x; θ). Let n be the number of training samples. Let L(θ) andL(θ) be the truncated population risk and empirical risk defined in (2.3). Then for any δ ∈ (0, 1), with probability at least 1 − δ over the random training samples, we have
A priori estimate
By comparing the definition of objective function J (2.9) with the a posteriori estimate (2.19), we conclude that for any θ,
where |L(θ) −L(θ)| is bound with high probability in (2.19). Recall thatθ is the optimal solution of the objective function (2.9), andθ corresponds to the approximation in Theorem 2.5, we get
Here the first term L(θ) − J (θ) and the third term J (θ) − L(θ) are upper-bounded with high probability; the second term J (θ) − J (θ) ≤ 0 sinceθ = arg min θ J (θ); L(θ) and θ P are also upper-bounded as shown in Theorem 2.5. These give us the a priori estimates in Theorem 2.3. For problems with noise, we only need the following lemma:
Lemma 2.10. Assume that the noise ε has zero mean and satisfies (2.11), and B ≥ 1 + max{τ, σ √ log n}. For any θ we have
(2.20)
The details of the proof are given in the following Section 3.
Proof

Approximation error
For the approximation error, E et al. [2018] gives the following result for shallow networks.
Theorem 3.1. For any distribution π with compact support Ω ∈ R d , and any target function f ⋆ ∈ L 2 (Ω) with γ(f ⋆ ) < ∞, there exists a one-hidden-layer network with width m, such that
For residual networks, we prove the approximation result by splitting the shallow network into several parts and stack them vertically.
Proof of Theorem 2.5. Recall the assumption that the first element of input x is always 1, thus we can omit the bias terms c j in Theorem 3.1. Hence there exists a shallow network with width Lm that satisfies
Now, we construct a residual network f (x;θ) with input dimension d, depth L, width m, and D = d + 1 using
A posteriori estimate
To bound the Rademacher complexity of residual networks, we first define the hidden neurons in the residual blocks and their corresponding path norm.
Definition 3.2. Given a residual network defined by (2.1), let
Let g i l be the i-th element of g l , define the weighted path norm
where W i,: l is the i-th row of W l . The following Lemma 3.3 establishes the relationship between f P and g i l P . Lemma 3.4 gives properties of the corresponding function class. We omit the proof here.
Lemma 3.3. For the weighted path norm defined in (2.5) and (3.4) , we have
5)
and
Now we recall two lemmas about Rademacher complexity [Shalev-Shwartz and Ben-David, 2014] .
Lemma 3.6. Assume that φ i , i = 1, . . . , n are Lipschitz continuous functions with uniform Lipschitz
With Lemma 3.3-3.6, we can bound the Rademacher complexity of residual networks in Theorem 2.8.
Proof of Theorem 2.8. We first estimate the Rademacher complexity of G Q l . We do this by induction:
(3.9) By definition, g i 1 (x) = σ(W i,: 1 V x). Hence, using Lemma 3.5 and 3.6, we have the statement (3.9) holds for l = 1. Now, assume the result holds for 1, 2, . . . , l, for l + 1 we have
3 |w l+1 | ⊺ |U :,j k | g j k P +3 |w l+1 | ⊺ |V | 1 ≤ Q, and condition (2) is 3 l k=1 a k + 3b ≤ Q. The first inequality is due to the contraction lemma, while the third inequality is due to Lemma 3.4. Because {u ⊺ x i } is symmetric, we know
On the other hand, as 0 ∈ G 1 l , we have
Therefore, we haveR
Similarly, based on the control for the Rademacher complexity of G Q 1 , . . . , G Q L , we get
Proof of Theorem 2.9. Let H = {ℓ(x; θ) : θ P ≤ Q}. Notice that for all x,
By Lemma 3.6,
From Theorem 2.7, with probability at least 1 − δ,
(3.10) Now take Q = 1, 2, 3, . . . and δ Q = 6δ (πQ) 2 , then with probability at least 1 −
holds for all Q ∈ N * . In particular, for given θ, the inequality holds for Q = ⌈ θ ⌉ < θ P + 1, thus
= 2( θ P + 1) 6 2 log(2d) + 1 √ n + 2 2 log(7/δ) n .
A priori estimate
Now we are ready to prove the main Theorem 2.3.
Proof of Theorem 2.3. Letθ be the optimal solution of the regularized model (2.9), andθ be the approximation in Theorem 2.5. Consider
From (2.15) in Theorem 2.5,
Compare the definition of J in (2.9) and the gap L −L in (2.19), with probability at least 1 − δ/2, Thus with probability at least 1 − δ, (3.13) and (3.14) hold simultaneously. In addition, we have J (θ) − J (θ) ≤ 0 (3.15) sinceθ = arg min θ J (θ). Now plug (3.12-3.15) into (3.11), and notice that θ P ≤ 12γ(f ⋆ ) from Theorem 2.5, we see that the main theorem (2.10) holds with probability at least 1 − δ.
Finally, we deal with the noise and prove Theorem 2.4. For problems with noise, we decompose L(θ) − L(θ) as
(3.16) Based on the results we had for the noiseless problems, in (3.16) we only have to estimate the first and the last term. This can be done by Lemma 2.10.
Proof of Lemma 2.10. Let
4 Related works and discussions 4.1 Comparison with norm-based a posteriori estimates Several research groups have proposed different norms to bound the generalization error of deep neural networks, including the group norm and path norm given in Neyshabur et al. [2015b] , the spectral norm in Bartlett et al. [2017] , and the variational norm in Barron and Klusowski [2018] . In these works, the bounds for the generalization gap L(θ) −L(θ) is derived from a Rademacher complexity bound of the set F Q = {f (x; θ) : θ N ≤ Q}, as in Theorem 2.8, where θ N is some norm or value computed from the parameter θ. These estimates are a posteriori estimates, and they hold because the complexities of F Q are controlled. However, finding a set of functions with small complexity itself is not enough to explain the generalization of neural networks. The population risk has two terms-the approximation error and the estimation error, but a posteriori estimates only deal with the estimation error. In a priori estimates, we have to consider both terms and strike a balance between approximation and estimation. Hence, the set of functions we find should not only has small complexity, but can also well approximate the target functions we are interested in. In this sense, a priori estimates can better reflect the quality of the norm and the function set F Q . To compare our norm and estimates with previous results, we build approximation error bounds for other norms in the same way as we did for our weighted path norm. These approximation error bounds allow us to translate existing a posteriori estimates to a priori estimates and thereby put previous results on the same footing as ours. Note also though that our a priori estimates were derived from a posteriori estimates. Hence we can also compare the a posteriori estimates directly.
We start with a general framework. For a norm-based estimate, we make the following assumptions about the norm θ N .
Assumption 4.1. Let f (x; θ) be a neural network with parameters θ, depth L and width m. Assume that the norm θ N satisfies the following conditions:
1. There exists a set of parametersθ, such that the population risk L(θ) → 0 and θ N is bounded as L, m → ∞.
2. There exists a function ψ(d, L, m), such that the Rademacher complexity of the set
(4.1)
The strategies used in the proof of the results in Section 3 can also be used to prove the following a posteriori and a priori estimates for the general case.
Theorem 4.2 (A posteriori estimate). Assume that the norm θ N satisfies Assumption 4.1. Let n be the number of training samples; let L(θ) andL(θ) be the truncated population risk and empirical risk defined in (2.3). Then for any δ ∈ (0, 1), with probability at least 1 − δ over the random training samples, L(θ) −L(θ) ≤ 2( θ N + 1) 2ψ + 1 √ n + 2 2 log(7/δ) n .
(4.2) Theorem 4.3 (A priori estimate). Under the same conditions as in Theorem 4.2, for λ ≥ 4 + 2/ψ, assume thatθ is an optimal solution of the regularized model
andθ is the set of parameters in the approximation obtained in Assumption 4.1. Then for any δ ∈ (0, 1), with probability at least 1 − δ over the random training samples,
(4.4)
Next, we apply this general framework to the l 1 path norm, spectral complexity norm and variational norm. 
For a residual network defined by (2.1), the l 1 path norm defined in Neyshabur et al. [2015b] is (4.5) and it was shown that the Rademacher complexity has the bound
(4.6)
With the help of the same construction ofθ as in (2.15), we obtain
thus Assumption 4.1 holds. From Theorem 4.2 and 4.3, we obtain the a posteriori estimate
and the a priori estimate
(4.9)
Spectral complexity norm
The a posteriori and a priori estimates can also be derived for fully-connected deep networks f (x; θ) = W L σ(W L−1 σ(· · · σ(W 1 x))).
(4.10)
The spectral complexity norm proposed in Bartlett et al. [2017] is given by
where · σ denotes the matrix spectral norm and · p,q denotes the (p, q) matrix norm W p,q = ( W :,1 p , . . . , W :,m p ) q . It was proved that the Rademacher complexity has the bound
(4.12)
Similar to the proof of Theorem 2.5, we can construct an approximationθ (see Theorem 3.1), such that
where m ′ = m − d − 1. Therefore we have the a posteriori estimate L(θ) −L(θ) ≤ 2( θ N + 1) 24 log n 2 log(2m) + 1 √ n + 2 2 log(7/δ) n (4.14) and the a priori estimate
12(4 + λ) log n 2 log(2m) + 2 √ n + 4 2 log(14/δ) n .
(4.15)
Variational norm
For fully-connected network (4.10), Barron and Klusowski [2018] proposed the variational norm
It was proved that the Rademacher complexity satisfieŝ
for some constant C.
With the help of the same construction ofθ as in (4.13), we obtain
where m ′ = m − 2d − 1. This gives us the a posteriori estimate L(θ) −L(θ) ≤ 2( θ N + 1) 2CL log n (L − 2) log m + log(8ed) + 1 √ n + 2 2 log(7/δ) n ;
(4.19) and the a priori estimate
(4.20) Table 1 summarizes the a posteriori and a priori estimates of the regularized model using different norms. The results are shown in the order of L, m and n, and the logarithmic terms are ignored. We see that our weighted path norm is the only one in which the n-dependent term scales cleanly as O(1/ √ n), i.e., it is independent of the depth L.
In these results, we used a specific construction to control the approximation error. Other constructions may exist. However, they will not change the qualitative dependence of the estimation error, specifically the dependence (or the lack thereof) on L, m in the second term at the right hand side of these bounds, the term that controls the estimation error.
Comparison with l 1 path norm
Many works study the properties of deep neural networks via the path norm [Neyshabur et al., 2015a , Zheng et al., 2018 . Usually, in the definition of the path norm, every path flowing from the input of the network to the output are treated equally. For example, for residual networks the l 1 path norm (4.5) proposed in Neyshabur et al. [2015b] treats the skip connections and nonlinear connections equally in each layer. Different from traditional path norms, our weighted path norm gives larger weights for paths going through more nonlinearities. At a first glance, it seems that weighted path norm is worse than the existing l 1 path norm, because if we expand weighted path norm there will be terms that are exponentially large with respect to the depth. However, it is precisely by allowing these exponential terms in the formulation, we are able to eliminate the exponential factors in the Rademacher complexity. To see this, consider a network f (x; θ) with θ = {V , W l , U l , u}. By the Rademacher complexity bound of weighted path norm (2.18), this function is contained in a set with Rademacher complexity smaller than O n −1/2 |u| ⊺ (I + 3|U L ||W L |) · · · (I + 3|U 1 ||W 1 |)|V | 1 .
(4.21)
On the other hand, if we use the l 1 path norm, this function is contained in a set with Rademacher complexity smaller than O n −1/2 |u| ⊺ (2I + 2|U L ||W L |) · · · (2I + 2|U 1 ||W 1 |)|V | 1 .
( 4.22) We see that there is no way to avoid the exponential dependence of layer depth in (4.22). This is not the case in (4.21) as long as the weighted path norm is controlled. The advantage of our weighted path norm can also be seen from an "effective depth" viewpoint. It has been observed that although residual networks can be very deep, most information is processed by only a small number of nonlinearities. This has been explored for example in Veit et al. [2016] , where the authors observed numerically that residual networks behave like ensembles of networks with fewer layers. Our weighted path norm naturally takes it into account. This is also part of the motivation for introducing the weighted path norm.
Implicit and explicit regularizations
Current neural network models used in practice do not adopt the kind of regularizations proposed here. Instead, one relies on the so-called implicit regularization for achieving good generalization properties. Theoretically, the appearance of such implicit regularization effects for gradient descent (GD) and stochastic gradient descent (SGD) has been studied for neural networks [Li and Liang, 2018 , Allen-Zhu et al., 2018a ,b, Du et al., 2018b , and other non-convex optimization problems such as phase retrieval [Ma et al., 2017] and matrix sensing . In these works, the dynamic of GD is shown to be close to a reference dynamics which is easier to analyze. At the present time, there are still no solid understanding on the potential implicit regularization effects for very deep residual networks. We should also remark that in practice, tricks such as batch normalization and dropout play the role of regularization even though at the moment we cannot conclude theoretically that they lead to the same kind of effect as the regularized models studied here.
It is also useful to draw an analogy with the case of linear regression in the over-parametrized regime when the dimensionality is larger than sample size. There it is customary to use explicit regularization, as is done in LASSO and compressed sensing. In fact, the main effort has been on finding the right regularization term that gives rise to the particular kind of solutions that we are interested in. For example, l 1 regularization leads to sparse solutions. This is very much in the same spirit as was done in this paper, except that we are interested in solutions with low complexity. We envision that in the future, other regularization terms will be found for residual networks in order to find other special classes of solutions.
Conclusion
