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SUMMARY
Thin status report contains to brief and informal description of the
research carried out by faculty, staff, and students of the MIT
Laboratory for Information and Decision Systems under NASA Grant
NGL-22-009-124. The period covered in this status report is from
April 15, 1981 to May 15 f
 1982. The research suport is provided, by the
NASA Ames and Langley Research Centers.
The research objectives are to advance the state of the art in the
analysis and design ol" complex multivariable reliable control systems
and is directly motivated by the need for high-performance and fault-
tolerant aircraft systems. In addition to the description of the theo-
retical research, this status report outlines a preliminary feasibility
study of the design of a lateral control system for a VTOL aircraft that
is to land on a DD963 class destroyer under high sea-state conditions.
In the main body of the report we summarize recent progress in the
following areas.
1. VTOL Control System Design Studies
2. Progress in Robust Multivariable Control System Synthesis
3. Adaptive Control Systems
4. Failure Detection Algorithms
5. Fault-Tolerant Optimal Control Theory.
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1.	 LAT8RAL CON1.1%UL SYST8M DESIGN F VT
	
DIV OL LAN NG ON A
DD9G3 IN HIGH S  STAT45	
OR
1. 1 Motivati on
The landing of VTOL aircraft on small platforms (e.g. # the DD963
class don troyor) represents an extremely challenging mulLivariable control
problem, especially if the lan&*"ng is to take place in the presence of
high sea states (a. g., sea state 5) and in the presence of high winds.
NoodInss to say, oxLraiiio reliability is required.
This problem of VTOL landing was selected for detailed analysis
under the auspices of this grant 3 years ago. The objective of the study
was to use the VTOL landing problem as a specific case study in which
the theoretical aspects of our research could be evaluated # and further.
insight into relevant theoratical rosearch on robustness and reliability
could be obtained. We do not intend to produce an ll engine;rin5 design".
The aircraft is the Lift/Cruise ran shaft coupled Research Technology
Aircraft for which adequate nonlinear dynamic models are available and
►ore provided to MIT by NASA Ames Research Center.
The long range goal of this research effort is to completely specify
what we mean by a reliable landing control systemp which must take into
account aircraft/ship sensor interfaces, and control strategies. Thus
many of the theoretical results outlined in other sections of this report
pertaining to robust control, adaptive control., failure detection, fault-
tolerant control are imfortant for the VTOL landing problem.
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	 The first phase of this research effort was completed in 1980 and
is fully documented in the S.M. thesis of McMuldroch. Two landing con-
cepts ("chase-the-deck" and "landing on a peak") were investigated using
only longitudinal dynamics and under the assumptions that all aircraft
t	
and ship state variables are available for measurement in a centralized
controller. The analysis did include the effects of ground effects which
d	 ,
were not found to be very significant.
Our studies indicated that key quantities, such as thrust-to-weight
ratio and control system bandwidth, are very sensitive to ship dynamics.
Better stochastic dynamic models for ship motion were needed to carry out
realistic control and estimation studies. Towards this goal, since
September 1979 Prof. Triantayllou (Ocean Engineering Department, MIT) has
joined the research team to provide better models for ship dynamics under
different environmental conditions, and initial modeling efforts have been
initiated.
In the remainder of this section we summarize our progress in the
lateral dynamics area (1), [2], [3], [4], carried out by Professors Athans
and Triantafyllou and Mr. Bodson.
1.2 Lateral Ship Dynamics
The lateral dynamics of the ship, i.e., the roll, sway, yaw motions
have been approximated by state space models. These motions are within
linear theory decoupled from the vertical motions (heave and pitch) and the
surge motion which is of higher order.
The coupling among roll, sway and yaw is very strong and the coupling
coefficients are frequency dependent. Of particular importance is the
roll motion which clue to the slenderness of the vessel can achieve large
values (20 or 30 degree amplitude). In such cases the linear prediction
is poor primarily because the l:ineiar damping is very small, while the
quadratic fluid drag becomes ,predominant. The response in roll is then
dominated by the nonlinear damping (overdampod system) so that the method
of harmonic balance has been used successfully to predict the nonlinear
roll response. The technique of harmonic balance is attractive because it
is an easy extension of the linear theory.
It is very important to model the lateral dynamics in their coupled
form because once the equivalent damping coefficient for roll has been
evaluated, the coupling coefficients between roll and sway, and r-.1l and
yaw modify accordingly the sway and yaw response.
The approximation of the linear coefficients presented the same
characteristics described in the case of the heave-pitch motions:
They are frequency dependent, resulting in higher order models once a
rational approximation has been achieved.
The exciting forces were also frequency dependent. In addition,
although the vessel responds at the frequency of encounter, the amplitude
of the forces depends on the wave frequency, thus introducing additional
complexity in the system. This important feature was found to be a source
of major discrepancies if not modelled appropriately.
The sway, rol', and yaw forces and moments depend on the wave slope,
i.e., the square of the wave frequency, while sway and yaw lack
1
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hydrostatic restoring forces. As a result, a direct modeling resulted
in zero-pole cancellations and all related problems. By proper adjustment
of the modelling procedure a minimum order model was obtained.
For the sea the same model as in the case of heave-pitch was used,
i.e. a sixth order state space model closely fitting the Bretschneider
spectrum once the modal Frequency and significant wave height have been
specified.
The overall model of lateral motions, by introducing appropriate
simplification, was reduced to a 16 order state space model with inputs
the ship speed and direction relative to the waves, and the Bretschneider
spectrum characteristics.
The equivalent roll damping coefficient was determined using data
from other existing vessels.
A computer program was created and a Kalman filter was designed for
some typical sea conditions, to reconstruct the state from noisy measurements
of the sway, roll, yaw motions. The performance of the filter depends
primarily on an accurate estimate of the modal frequency of the wave spectrum.
1.3 Motion prediction
The models developed for heave-pitch and sway-roll-yaw can be used to
Predict a few seconds ahead the future dynamics of the vessels.
The predictability of the motion depends primarily on the bandwidth of
their transfer functions, thus making roll the most predictable motion.
J.
If the state is known prefectly, then by plotting the error
covariance of the predicted motions versus prediction time it was found
that a reasonably good prediction can be achieved for all motion 5
seconds ahead, except for roll which can be predicted 10 seconds ahead.
In the case of a Zow noisy measurements, the prediction ability is
degraded. By using only three measurements, roll, sway, and yaw, with
significant noise, it was found that the prediction time gods down to about
2 seconds for all motions except for roll for which the prediction time is
about 8 seconds.
Por heave and pitch it was found that with two noisy measurements
the prediction time was also about 2-3 seconds.
I
This can be viewed as a lower limit and in a practical application
we can ar.hieve typioal,l,y a 3 second, rrediction t; .me for ;ill mot-inris
except roll for which it can go to 8 seconds.
The strong dependence on the modal frequency of the spectrum suggests
the need for a good estimator of the modal frequency.
The parameters of the spectrum change slowly so that a different time
scale Kalman filter can be used to estimate those parameters. Significant
questions to be answered include the performance of the filter in the case
of directional seas, given that the present model assumes unidirectional
waves; the performance in the case of multiple peaks such as in the case of
swell. It should be noted that the effect of a directional sea on the
estimation of the ship motions was found to be rather small, so that an
alternative scheme using an extended Kalman filter to estimate the sea
It	
parameters could be advantageous.
Final documentation of all results pertaining to ship dynamics,
estimation, and prediction will take place during the summer of 1982.
1.4 VTOL Lateral Control System [1)
The landing of small VTOL aircraft on destroyers is an extremely
challenging problem if it is to be realized under high sea state con-
ditions and zero visibility. Without special aids, this task is almost
impossible for a human pilot.
There are basically two possible strategies in the solution of this
problem. The first is to leave to the pilot the complete control of the
aircraft, but help him with advanced displays. These give him information
about the aircraft position and attitude, as well as those of the ship
(and possibly some prediction of the ship motions). They may also indicate
some desirable flight path (flight director). Advanced controls may be
provided to partly relieve the pilot from the high load of controlling the
VTOL aircraft. NASA Ames is doing research in this area.
The second strategy is to leave the task of landing the aircraft
completely to an automatic controller. The role of the pilot is then to
supervise the correct landing of the aircraft. This would allow him to
take care of other tasks he might not have been able to carry out otherwise.
rs-
Note that both strategies could be mixed. For exeuople, the tracking
of the lateral ship motions may be left to an automatic controller/tracker,
while the task of vertical tracking and landing would be left to the pilot,
possibly with the help of some display indicating him the present and
future ship vertical position.
in Bodson's thesis 111, supervised by Prof. Athans, the emphasis is
focused,on the design of an automatic controller. A previous study has
addressed the problem of the longitudinal motions, i.e. the motions in
the vertical plane. The most significant ship motion in this plane is the
vertical motion, called heave. The pitch motion is not very significant,
except; for the heave motion it induces at the landing pad (which is sig-
nificantly behind the ship center of rotation). The present study addresses
the ship motion tracking problem for the lateral case. Then, the most
significant motion is the ship roll motion, which can be very large. The
lateral translation motion, called sway, is also important, especially clue
to the large sway component induced by the roll at the landing pad (located
above the ship center of rotation).
The challenge of the tracking of the ship motions by the VTOL lies
in the strong limitations of the control authority available, in the high
level of the perturbations (wind disturbances, ground effects, ship airwake),
in the strong couplings present in the system, and in the need for a highly
robust control system.
V.
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Usually, studies of this problem use loop-by-loop control system
designs, using classical control theories in which the controller ignores
the internal couplings of the systo!,Y, Similarly, the issue of robustness
is often addressed on a loop-by-loop basis, but almost never in a real
multivariable3 sense (although .individual loop stability margins may not
represent at all the overall system stability margins). The design process
used in our approach does not suffer from such limitations.
The limitations on the available control authority justify the use
of some optimization criterion, and of related modern control, theories
(LQ/LQG). These methods have the advantage of naturally handling multi
variable systems, and ot< recognizing the coupling present in such systems.
Some recent results in the analysis of the robustness of mul.tivariable
systems (and its improvement for LQG based designs) are also important tools
in the design of control systems operating under critical conditions.
The purpose of Bodson's thesis was not to produce an engineering design.
Nor does it provide new theoretical results. Zt illustrates how modern
control theories and related recent results can be used to design a truly
multivariable control system for such an advanced application, and evaluate
the controller performance and robustness. T1"is work also analyzes the
physical constraints of the tracking process of the lateral ship motions.
These constraints are independent of the control system design methodology.
adopted. The requirements and physical limitations related to the VTOL
landing problem are studied.
^i
..lo..
Although Dodson' s thesis mainly details the design of an automatic
controller, the accuracy achievable in the prediction of ship motions in
also aasessed, as it is a key element in any piloted VTOL, landinq,
xho main contributions of the research arec
.. the derivation of an accurate ship model that retains the
stochastic nature of the ship motions, and the couplings amongst them
.. the analysis of an optimal predictor of the ship motions
for applications in piloted landings, and the assessment of lower bounds
on the prediction errors
.
the design of an optimal controller/tracker for applications in
automatic landings, the indi.cat+
 on o the tradeoffs betwwon tracking
errors and control authority, and the analysis of the important couplings
and physical constraints related to the tracking of the lateral ship
motions
the demonstration of the use of the singular values analysis,
and the robustificati,on procedure, to obtain a robust control system.
xn general, it is easy to design a robust multivariable control system
f
that forces the VTOL to track with very small error the yaw and the sway
motion of the landing pad= we remark that the sway motion is the most
significant. However, there is a basic problem in forcing the VTOL roll
motion to match tha' of the landing pad. phis, we ,feel, is an important
problem which to the best of our knowledge has not been discussed in the
literature, and we briefly indicate the nature of the problem below
(for more details see Ref. [11).
.11..
The basic problem is that the greatest contribution of the away
motion of the landing pad is induced by the ship's roll motion, because
the finding pad is significantly above the ship 4 a center of rotation.
On the other hand, the proper deflection of the VTOb thrust vector to
compensate for away error, induces a roll motion to the ViQL which
happens to be about 100 0 out of phase with the roll motion of the landing
pad. Thus, simultaneous good sway motion and roll angle tracking do
not appear to be physically possible.
The impact of roll tracking errors has to be studied further with
respect to the its effect on the landing gear (the VTOL may land on one
gear) And, o!; course, one must be careful not to have the VTOL wing
Couch the dock.
The above problems deserve further study. :fit is important to stress
that such limitations are not unique to the automatic landing systems
rather, they are a consequence of the ship dynamics and of the VTOL dynamics.
Many simulations do not use precise ship dynamical rather the motion of
the ship is simulated via the combination of sinusoids of different fre-
quency. This would not .Lead to the exact relationship between roll-induced
sway for the landing pad, and misleading conclusions could be drawn.
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2, t• ULTIMARIADLM CONTROL SYSTEMS
2,l Back rroun!
The design of multivariable control systems, i.e. systems with
Several inputs and sevoral outputs, is of fundamental importnnce in
aircraft and space applications. The VTOL problem that wo discussed
in Section 1 is one of many applications that can benefit from a
systematic design methodology for multivariable control systems.
Other applications include problems of
(a) Integrated Might control for aircraft
(b) Helicopter control
which Ara of interest to NASA Langley and limos research staff.
xn the past year several important results have boon obtained in
An area of multivariable control which represent fundamental contribu-
tions to properties of multivariable control dosigns that deal with
performeace improvement and robustnoss to modeling errors. Our
progress is highlighted in the remainder of this section.
2.2 Prograsu in Multivariable Not Loci (5) to Cg]
Professors Stein, 5astry, Levy and their students have developed
several useful analytical properties of the root locus method for
multivariable feedback systems. Of course, the root-lochs method for
single-input-single-output (SISO) systems has traditionally been a very
helpful tool for both analysis and design of servomechanisms.
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Although the root locus concept generalizes to the multiple-
itiput-multiple-output (MIMO) case, the resultant multivariablo root-
loci are far more complex than their SISO counterparts. The basic
fundamental reason is that MTMO root loci are defined over several
"leaves" (Rieman surfaces) of the s-plane, and thereby their inter-
pretation is much more complex. our research, described in more
detail in Refs. 151 to [91 has developed much needed insight is this
important area.
2.3 Pro Tess in Multivariab?e Robustnese: [101 to [139
Many fundamental new results dealing with robustness for MIMO
s}stems have been obtained by Professors Athans and Stein and
several of their graduate students.
The importance of obtaining robustly stable feedback control systems
has long been recognized by designers. Indeed, a principal reason for
using feedback rather than open-loop control is the presence of model
uncertainties. Any model is at best an approximation of reality, and
the relatively low order, linear, time-invariant models most often used
for controller synthesis are bound to be rather crude approximations.
More specifically, a given system model can usually be characterized
as follows. There is a certain range of inputs typically bounded in
amplitude and in a certain frequency range for which the model is a
Xeasonable engineering approximation, to the system. Outside of this
-1A-
range, dun to 11e910Cted nonlinesrities and dynamic effects, the modal
and system may behave In grossly different ways. Unfortunately, this
range of permissible inputs is rarely spelled out explicitly Along with
the model, but is rather implicit in the technology that the model came
from - there is no "truth in modelling" low in systems theory.
The tern ► robustness as used in this section will refer to the
extent to which a modal of a open-loop system iitay Mn changed from the
nominal design model without destabilizing the overall closed-loop feed-
back system designed to control the outputs of the open-loop system.
We stress that in this definition, we implicitly assume that the dynamic
compensator, is fixed, that is, it does not change if, for whatever reason,
one suspects that the actual open-loop dynamics are different from those
used in the model. heal time changes in the compensator structure (gains
or other changes) lead to adaptive control systems, a topic that, will
be addressed in Section 3 of this progress report. Thus, the term robustness
refers to the preservation of closed-loop system stability in the face of
model uncertainty not accounted for in the compensator design.
Robustness issues are not new in control system design. xn classical
single-input, single-output (SISO) servomechanism designs, robustness
specifications were often specified in terms of gain margin and phase
margin regi.rirements. However, for multiple-input, multiple-output (MIMO)
control systems, similar robustness measures are not straight forward,	 }
and their interpretation must be cone with care.
_15r
The robustness problem 1111 can be logically divided into three
distinct questions;
(a) given a model of a feedback control system how close
to instability is it?
(b) given the class of model errors for which the control
system is stable, does this class include the model
errors that can be reasonably expected for this
particular system?
(c) how can a robust feedback system be designed?
Question (a) is an analysis problem that can be solved exactly by an
appropriate mathematical formulation. Question (b) cannot be answered
without a proper understanding of the physics of the physical system
to be controlled and the assumptions that were made in constructing a
Model to be used in controller design. Even with a good understanding
of modelling deficiencies it is difficult to characterize this knowledge
in a form that is mathematically easy to deal with from the analysis
point of view. Question (c) combines aspects of both questions (a) and
(b) in that a designer must be able to tell if there exists a controller
that would be able to tolerate the class of modelling errors he believes
is reasonable for a given open-loop system design model.
However, the robustness properties of a feedback system cannot be
optimized without regard to the deterministic: and noise performance
requirements for the control system. For open-loop stable systems, this
is clearly demonstrated since the most robust control system is the
16-
open-loop system with no feedback. of course, for this open-loop
stable system the transient response to a step input command or the
response to disturbances may not meat the performance specifications.
This underscores the fact that there is a fundamental tradeoff between
I
robustness, deterministic performance and stochastic performance
(performance with respect to stochastic disturbance and/or sensor noise
inputs). Specification of any one of these system characteristics may
place constraints on the achievable perfozinance or margin of stability for
the other two system characteristics. For example, with linear-quadratic-
gaussian (LQG) regulators one may obtain acceptable deterministic responses
to command inputs and have an adequate margin of stability but the adequate
robustness properties may be obtained at the expense of an increased
response to process noise driving the open-loop plant if the deterministic
performance must be maintained.
In signal-input, single-output (SISO) control system design these
issues are well understood. The classical frequency domain techniques
for $ISO design naturally handle the robustness characterization. These
techniques employ various graphical means (e.g., Bode, Nyquist, inverse-
Nyquist, Nichols, diagrams)
	
of displaying the system model in
terms of its frequency response. From these plots, it is very easy to
determine (by inspection) the minimum change in model frequency response
that leads to instability. From the same plots the system's transient
response and response to various inputs can also be estimated.. Thus,
tti
the classical control system designer can observe the fundamental
tradeoffs that must be made from these plots.
This is in contrast to the multiple-input, multiple-output (MIMO)
case where these tradeoffs are often obscured. Many design techniques
for MTMO system such as polo placement completely neglect the robustness
issue in placing poles to obtain a good transient response. Other state
spare methods attempt to overcome this problem by using state-space
models whose parameters may vary and then assuring that for a range of
parameter values the closed-loop feedback system will be stable. However,
these parameterized state-space models cannot characterize modelling
errors arising from neglected dynamics and, therefore, omit an important
class of variations in the nominal design model, for stability analysis.
In short, many state space methods do not naturally lead to techniques
that adequately account for modelling error.
The presently available frequency domain MTMO design techniques also
have the problem that they do not ensure stability for a sufficiently
large class of modelling errors. They basically treat a MTMO system as
a series of single-loop design problems that are essentially decoupled.
They give good stability margins in a coordinate system that makes the
design problem simple but not in the coordinate system of the input and
output of the physical plant, the coordinate system in which it is
important to have robustness and good stability margins. For this reason,
these methods may not detect small modelling errors that could potentially
destabilize the closed-loop feedback system. The measures of the robustness
^f -
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of a MIMO feedback control system that we have developed llljpll2)
do not suffer from the above deficiency; they will always detect the near
instability of a feedback control system. Howevers since in many cases
these robustness tests are conservative, a significant amount of our
research was devoted to eliminating this conservatism. These results
are derived in the frequency domain using a multivarlable version of
Nyquist's criterion, singular values and the singular value decomposition
familiar from numerical linear algebra.
The main contributions of our research are:
(1) a simplified derivation of available and new robustness
results for linear time—invariant systems.
(2) the unification of these robustness results under a
common framework based on a classification of various
types of modelling errors
(3) the reduction of conservatism of robustness results using
only information about the magnitude of modelling error
by including information about the structure of the
modelling error
(4) the interpretation of robustness properties of LQG
control systems via the framework based on model
error type.
The result obtained suimnarize and extend the state of the art on the
robustness of multivariable control system. However, the practical ap-
plication of these results is far from trivial and requires sound
engineering judgment about the nature of modelling errors based on the
_ 19-
,ehysics of the controlled system. nowever, it is hoped that practical
experience with physical systems may provide further insight as to how
to successfully apply those now results since engineering knowledge
about modelling errors is not always easily interpreted in the mathematical
framework required by those results.
The guaranteed robustness properties of Linear Quadratic (1,Q) regulators
and Kalman filters (KO were extended U31 to a different formulation
which involves an exponential time-weighting of the quadratic penalty in
L9 control problems, and (dually) an exponential variation upon the process
and measurement noise intensity matrix in filtering problems. These
designs have, the useful projinrty that all closed-Loop poles of either the
LQ regulator or Kalman filter ,,-an be guaranteed to be at a certain distance
from the imaginary (jw) axis of the s-plane. The multivariabla root loci
And robustness properties of such designs with a guaranteed degree of
qtability have been derived in Ng's S.M. thesis 1131.
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3. ADAPTIVE CONTROL SYSTEMS
3. 1 Background
The development of a systcmat•.ic dasign methodology for the
synthesis of practical self-adjusting control systems which can maintain
first stb	 and second perormanc^ azne. In the presence of rapid
and large variations in the open-Loop dynamics, adaptation represents a very
important generic goal in control systems engineering, in view of its
wade applicability to industrial and defense applications. The so-called
"adaptive control problem" has received attention by theoreticians and
practitioner.,, ali,ko for the past 25 years. About a dozen kooks and
hundreds of articles have been devoted to the subjects different philosophies
have been developed (model reference adaptive control, self-tuning reg-
ulators, dual,-control methods, multiple-model adaptive control etc.) and a
variety of (mostly academic) examples have been simulated.
In spite of the intense research activity, it is the opinion of the
authors (who have actively contributed to the literature) that there is a
significant gap between the available methodologies and the potential ap-
plications. To put it bluntly, we do not believe that any of the available
adaptive control algorithms can be routinely implemented on a real system
and guarantee even the stability of the closed loop process in the presence
of the inevitable unmodeled high ;frequency dynamics.
One should not blame the theory for this state of affairs. Elegant
and useful theoretical advances have been made in the last decade, and
-2x_
especially in the past three years, that have unified diverse approaches.
I
	
	
The difficulty appears to be that soma of the hypotheses noidod to
rigorously prove the theoretical results are too restrictive from a
practical point of view. Hence, new advances in the theory are necesuary,
F.
	
	
by making different assumptions with bettor reflect the desired properties
of physical control. systems.
By practical we mean that the adaptive control loop must adjust its
bandwidth (crossover frequency) in such a manner so that it does not
excite unmodeled high frequency dynamics. To put it another way the adap-
tive ,loop must remain stably
 in the presence of unstructured modeling
uncertainty which always exists and cannot be adequately modeled in any
physical system. on the other hand, the adaptive control system must
also be able to provide performance improvemont in the case of plant structured
uncertainty (
 typically exhibited when the parameters in the differential
equations that are used to model the plant in the low frequency region
vary within a bounded set. The adaptive system must exhibit good command-
following and distur2)ance-rejection properties in the low frequency region
where the structured model uncertainty predominates.
We believe that there may exist a fundamental conflict in many adaptive
control schemes. To compensate; for structured uncertainty and performance
the adaptive schema may wish to incioase the crossover frequency. on the
other hand, the presence of unstructured uncertainty places an upper bound
on the crossover frequency in order to maintain stability. Thus, the
?2-
sought- for practical adaptive algorithms must be "amart" enough to
recognize this fundamental conflict, and adjust their crossover froquency.
As we have alluded above, the mathematical assumptions that have
led to all avrAilable adaptive control algorithms have taken into ac-
count the existence of structured uncertainty but they have neglected
completely the issue" of unstructured uncertainty; unhappily, the available
algorithms (that we have investigated) are vary vulnerable to the presence
of unmodele;d high-frequency dynamics because the closed loop system
because unstable,
xf classes of practical adaptive control algorithms were available,
than numerous application areas would benefit in both the military and
commercial sector. Advances in microprocessor technology allow the en-
gineer to implement in real-time the non-line4ir, time-varying algorithms
necessary to implement the adaptive dynamic compensator necessary to
stabilize and improve the performance of a plant with poorly understood.
characteristics.
3.2 Progress to Date [ 1 4) to [ 16]
For the past 2 years an intensive study of characteristics of
existing direct adaptive control algorithms has been conducted by
Drs. Athans, Stein, Valavani, and Sastry assisted by several students.
The initial. emphasis was to understand the transient behavior of existing
direct adaptive control algorithms and their robustness to unmodeled
dynamics and observation noise.
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The first phase of this research was devoted to digital simulation
studies, which showed that no consistent pattern with respect to the
adaptation process could be predicted. Nonetheless the simulation re-
sults confirmed our suspicious that the class 
of 
adaptive algorithms
considered were characterized )jy
(a) high-frog"ency control signals characteristic of a
high-bandwidth system,
(b) the extreme sensitivity of the algorithms to un-
modeled high-graquency dynamics which can results
in unstable cl000d loop behavior
(c) lack of robustness to observation noise.
Motivated by the simulation results a decision was made to initiate an
analytical investigation into the nature and properties of several
available direct control algorithms. The focus of the analytical effort
was to understand
(a) the dependence 
'
of the closed loop adaptive system
bandwidth upon the amplitude and frequency content
of the reference input signal,
(b) the robustness of the adaptive control system to
unmodeled high frequency dynamics,
(c) the impact of sensor noise.
To gain basic understanding it was assumed that the controlled plant was
a simple first order system; the rationale was that if undesirable per-
formance and robustness characteristics were encountered for first-order
Y24-
systems One Could certainly conject,urn that the Pam* problems would
arise in more interesting high order systems.
A recent paper (11, describes an analytical technique, based upon
linearization, which we call the final gLr 	 anelysky, t:;-t nnn be
used to analyze the dynamic properties of several available direct
adaptive control algorithms, both in the continuous-time caste and the
discrete-timo cane, In particular this method can be used to predict
the behavior of the adaptive systems with respect to parameter convergence,
sensitivity to unmodeled dynamics, and impact of observation noise,
As explained in more detail in [la, the final approach analysis method
is valid during the final stage of adaptation in which the output error is
small. During this phases one can linearize the c oneral nonlinear time-
varying differential (or difference) equations linking the dynamics of
the output error to those of the parasnoter adjustment algorithm One then
obtains a set of linear differential or difference equations which are
either time-varying or time-invariant depending upon the nature of the
reference (comnand) inputs and outputs. It then becomes possible to analyze
the behavior of the linearized dynamics using available results in linear
system theory. When the resultant dynamics are time-invariant, even simple
root-locus type of plots can be used to predict the asymptotic performance
of the adaptive system with respect to oscillatory behavior and possible
instability in the presence of unmodeled dynamics.
The final approach analysis has been used to analyze the behavior of
the adaptive systems when the algorithms of Narendra and valavani, Feuer
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Feuer and Morse, Narandra # Lin, Valavanip Morse,
Narandrap Lin, Landau and Silveira and Goodwin
Ramadge # and Gaines were employed.	 For the bass line first-order
example considered all algorithms considered were found (in different
degrees) to stiffer from the viewpoint of yielding high-bandwidth closed-
loop systems which can excite unmodelod high-frequoncy dynamics and lead
to closed-loop instability.
Since the final approach analysis is based upon dynamic linearization
under the assumption that the -output error in smalls it cannot predict
the dynamic behavior of the adaptive system during its transient (start-
up) phase. The simulation results suggest that even more complex dynamic
effects are present. Thus, we view the final approach analysis as a neces-
sary, but by no moans suffi cis t t atop 'in the analysis and d-a-sign of
adaptive algorithms,
In spite of its limitations we believe that the final approach analysis
is a useful tool since it cnn predict undesirable characteristics of wide
classes of adaptive algorithms in the final phase of the adaption process;
these undesirable characteristics are apt to persist (or got even worse)
in the transient start-up phase. Moreover, the final approach analysis can
suggest ways of modulating the control gains, in a nonlinear manner, to
improve performance while retaining the global stability properties of the
algorithms in the c-bsonco of high frequency modeling errors (structured
uncertainty). At this stage of understanding the resultant transient start-
up characteristics can be evaluated only by simulation; analytical Insignts
are needed.
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3.3 ruture Directions
our research has brought to the surface a whole variety of fundamwntal,
i ssuns that, meat. bm dnal t•, with whon onn i ncl u lore high fr me r mnry unRtrnn -
turgid uncertainty in the adaptive control problems formulation. it is self
avidont that adaptivo control. Algorithm must be able to control accurately
the crams-over frequency of the closed loop system to avoid tnatabi,l,i;ty.
Also, rapid changes in the parameters associated with the structured
uncertainty can result in the instability of t1... adaptive control. loop.
Moth frequency-domain and time domain tools must be used. The ability
of adap­:tva algorithms to tolerate unknown signals in the output variables,
that may be due to temporary excitation of high frequency dynanics, must
hm aunn4. 4 tH . mA_ Tf_ may
 be "ie cesamnr... to 4mrnom -e%mvtra nt-.n on t 419 senmmci
i
r
that parameter variations can occur in the structured uncertainty, and to
3
relate the speed of convergence of the adaptive algorithm to that of
parameter 'variations. This in turn would require a comprehensive analysis
of the nonlinear time-varying differential or difference equations that are
characteristic of popular adaptive control algorithms. To ensure global
stability results in the presence of unstructured uncertainty one may have
to adapt the conic sector stability results of 5afonov to the nonlinear
time-varying equations that describe the adaptive control system. In the
absence of global stability results, one should develop local, ones, which
means that one may want to further limit the range and rate of parameter
variations in the structured uncertainty. At any rate, the "black box"
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approach associated with model reference adaptive control systems, in
which no specific assumptions are made upon the nature of the structured
uncertainty, will probably be abandoned.
t We believe that the explicit inclusion of the unstructured uncertainty
into the adaptive control problem will lead to new insights into the
desirable and undesirable attributes of existing adaptive control algorithms
and, in addition, will point the way to the development of more robust
adaptive control algorithms in the presence of unmodeled high- frequency
dynamics. More research is also needed to properly .account for stochastic
additive disturbance as well as for stochastic additive sensor noise.
1	
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44 THE DIMLOI)XIM OV FAILURL' 1)1-,`MCTXON ALGORITIM DPWGN MITHODS
4.1 Motivation
As higher and highor performance goals area sat for automatic
multivariable control systems, there naturally arincis a commensurately
increased need for high-performance failure dotaction failure, isolation,
and failmro identification algorithms. Tho research described in this
section is focused on the major problems related to this need,
As discussod in previous progress reports tile focus of our 'Vosearch
in failure dotoction is on bridging the gap between the theoretical
methods that have been developed fogy 	detection and the issues that
must be addressed in designing practical failure detection algorithms.
in particular our approach has been to formulate and work on analytical
problems that directly focus on key issues typically ignored in earlier
theoretical studies. The ultimate goals 
of 
this research are the:
 of a deep understanding of practical failure detection and the
development 
of 
(probably interactive) algorithms for designing failuru
detection algorithms for large and complex systems.
4.2 Progress to Date: 1171 to [19)
During this time period we have made significant progress on one
of the most critical problems. As mentioned in the previous progress
report, Prof. A. Willsky and Mr. Xi-Cheng Lou had initiated a fundamental
investigation of the problem of robust failure detection, building upon
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the earlier doctoral work of Dr. E.X. Chow. The results of this
research effort have been numerous and signific. ,At, and they are des-
cribed in great detail in the S.M. thesis of Mr. Lou [ 16.$7 to be
completed this month.
The focus of the research of Prof. Willsky, Mr. Lou, and Prof.
G.G. Vorghese (who has assisted in this effort) has been on the develop-
ment of methods for generating signals which nominally should be neak
zero, tl.ie basic idea being that a failure detection algorithm can then
be based on looking for systematic, nonzero trends in these "parity
check" signals. A first question that arises in this context is a deter-
ministic one: if there is no morel uncertainty and there is no
measurement or process noise, what are the perfect: system '"parity checks,"
that is the various linear combinations of lagged sensor outputs and
command inputs that are identically zero under normal operating conditions.
While several researchers (including Chow and Willsky [17], [191) had
roughly characterized the set of parity checks, no first principles
characterization was available which could then be used as the basis for
an algorithm which generated these parity checks. Using polynomial des-
criptions of parity checks, we have now obtained such a characterization
(For the case of sensor failures only) and an algorithm which not only
generates all possible parity checks for a given system but also does this
7	 by finding a complete set of minimal order parity checks (i.e. ones
involving the least memory) from which all others can be generated.
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While this result is significant, it in fact represents only a
comparatively minor aspect in our recent resenrch. In particular, what
wo hnvn focused our attention on is the gannration of "good" parity
checks for sensor failure detection when model uncertainties are taken
into account. The key point on which our work is based is the observation
that in the deterministic case a complete set of all parity checks of
order up to some integer p can be spocifiad as the orthogonal projection
of the vector of lagged measurements Ey I (k) , y' (k+l)
	
y I (k+p)	 onto
I
a subspace which is orthogonal to the space Z of possible values for this
vector under normal operating conditions. Thus finding all Parity checks
is equival&nt to finding the orthogonal complement G of Z. when model
parameter uncertainties are present, however, the subspace Z will in goneral
Yee different for different hypothesiZed values of the parameters.
ConcePtually what makes sense in this case is to find a subspace G that
is "as orthogonal as possible" to all possible subspaces Z that result from
different parameter values. Using the fact that the angle between subspaces
can be computed in terms of the maximum singular value of the product GIZ
where G and Z are matrices whose columns form orthonormal bases for the
subspaces denoted by the same letters, we have been able to formulate a
version 
of 
the robust parity check problem as the minimization of the
maxinium singular value of G' Z.
The formulation just described is extremely appealing conceptually
and geometrically. It does, however have two drawbacks: (1) the minimax
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problem is not easy to solvol and (2) this formulation does not take
Into account the fact that some directions within the subsPaco Z may be
"ProVorKed" in the menne that the vector of lagged measurements is more
likely to lie in particular, directions. We have ovorcomo both of those
limitations by formulating a variety of other versions of the robust
parity check problem. The most important of these uses a priori infor-
mation (of the unknown-but-bounded variety) in essentially computing the
volume of parity check values that would result from a particular choice
of G as the unknown pt=,wAoters are varied over their range of possible
values. 'rhe resulting algorithm reduces (for a fixed choice of p) to a
pjjnc	 la vlluqjcomL)osit-ion. Furthermore, from this one computation,
we obtain the optimum choicos for G for all possible dimensions. That is,
one directly calculates in an ordered fashion the best parity check, the
next best parity check which in orthogonal to the first one, the next best
which is orthogonal to the first two, etc.	 The singular vectors in this
calculation directly yiold'the desired parity checks, while the singular
values indicate the quality of each parity check. Consequently, what we
have uncovered is a quantitative method for measuring the redundancy in an
uncertain system.
4.3 Future Resezar ch Directions
A 'variety of open problems remain. In particular tho work just
described has focused completely on the problem 
of 
sensor failure detection,
for the most part on parameter uncertainties rather that% on, measurement and
driving noise, and essentially entirely on finding parity checks that yield
A
,
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small values under normal operating conditions rathor than on parity
chocks that yield distinctive trends for particular failures. Recently
we have initiated extorts to modify our results to incorporate noise and
and to optimize tho cholco of parity checks which yield small values
under normal conditions and which yield largo values when particular
failures occur. We plan to continua those efforts, and also we plan to
extend our results to include actuator failures.
Xn addition to this line of rosoarch # wo also intond to resume our
efforts in developing methods :tor computing decision rules for failure
detection. our previous work in this direction, developed by Prof. Willsky
and Dr. Chow [171, [19) was limitea by the fact that the precise computation
of sucli rules involves the ovaluation, of aumoroug multidimensional Qati.qsian
inLe(jrals. This is an extremely oomplex task, and thus there is a need to
develop simpler approximations. Recently we have uncovered several promising
directions for devising such approximations. The most promising of these
involves the use 
of 
an approximate model for the evolution 
of 
the likelihood
ratios for different failure modes. Xn addition, we also intend to continue
our research on approximate performance evaluation for failure detection
algoritIvus using some of our recent results on bounding level crossing
prob4bilities.
I
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S.	 VAUL'1%-TOLB-1V1N'V OPTIMAL CONTROL THEORY
5.1 motivation
in many 1)xesont—day control applications thorn is a strong desire
to ptioll porformanco to the limits imposed by safe operation. In order
for such systems to perform successfully, however, it is necessary for
thorn to be fault-tolerant, that is, to be "smart" anough to avoid
catastrophes caused by cova;,)onant failures arising from operation at ex-
trome limits or by a failure of the control system to respond correctly
when a failure is detected. one way in which to accomplish this is to
us6 a robust control design which sacrifices some pa rformance under normal
conditions in order to avoid causing failures or to minimize potential
difficulties if a failuro should occur. While in some applications this
may be acceptable, there are many others in which this sacrifice in
performance under normal conditions is unacceptable. What is needed III
these problems are control systems which perform at a high level but which
arc capable of hedging, when necessary, to avoid uozafa conditions and of
reorganizing subsequent to a failure in order to minimize the elf-act of
the failure. In our roscarob we are examining two classes of theoretical
problems aimed at developing mothode- for designing fault-tolerant control
Systems.
5.2 Progress to Date [201
Prof. A. WillSky, Mr- H. Chizacko and Dr. D. Castanon Wave been
investigating a class of stochastic control problemis in which tho
M ,
.-34A
probability oil fail,uve depends upon the system state and control. The
results of this research effort will be reported in the 	 thesis
of rmr. Chize3ck to be completed in duly of 1902.
The basic setting for this research effort is the ciatis of linear
systems subject to abrupt changes which arse modeled by a finite-state
process whose transition probabilities are piecewise-constant functions
of the state and control we use quadratic cost criteria which also can
depend on the finite-state pxocoss. For the most part our detailed
research has focussed on scalar problems eta this has proven to display a
suprisingly rich variety of possible structures. in the last progress
report we pointed out the basic structure of tho solution to this problem:
at any time the optimal cost to go and optimal control are piecewise-
quadratic and pteoewisu--lInwar, ZesjjcLGivt_, ly, xujjreb4satLaj different
regimes of operation, some of which correspond to hedging to minimize the
effect of failures, others to optimizing performance without regard for
possible failures, and still others which represent mixed strategies in
which performance is optimized for some period with hedging taking place
at a future time.
During the preceding year we have gained a significant mount of
additional insight into the problem just described. in particular we have
obtained a much more detailed picture of the structure of the optimal
solution, we have characterized in detail several qualitatively different
types of behavior and have obtained asymptotic results. We have used our
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results to obtain computationally efficient algorithms for computing the
optimal control policy and high-performance subo ptimal policies, and we
have.in general gained significant understanding into the nature of
fault-tolerant control.
Beyond this effort we have also made significant steps in extending
our results in two important directions: (1) the inclusion of process
noise, and (2) the consideration of higher-dimensional problems. When
process noise is included, the pie powise quadratic/linear nature of the
solution is lost; however the structure of the solution, combined with
the insight we have gained from our earlier work, has allowed us to obtain
an accurate suboptimal solution which displays the basic properties of
fault-tolerant control in the presence of uncertaintias. In the multi-
dimensional case, additional complexity arises, since hedging, in the sense
of driving the system into a safer region, uses up only one degree of
freedom in specifying where the system state is to be driven. Consequently,
one must solve constrained.optimal control problems in order to obtain
optimal hedging control laws. To date we have obtained soma qualitative
results concerning the structure of the optimal solution and have developed
a promising approach for a suboptimal solution to this problem.
In addition to the work described above, Prof. Willsky and
Mr. X.C. Lou have been working on another problem of fault-tolerant control.
In particular, in designing failure detection systems one typically chooses
a decision rule based on tradeoffs among quantities such as false alarm
. probabilities and expected detection delays. These measures are, however,
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only indirect indicators of ,performance if the detection system is to
be used in a control system which is to be reconfigured subsequent to
the detection of a failura. In our work we have been considering a
problem in which the failure detection decision rule is chosen directly
to optimizes control, system performance. In particular wd, have considered
a problem, in which a system, subject to possible failures, is to be con-
trolled by a controller which is constrained in form in that it must
choose among several control laws each of which is optitsized with respect
to a particular mode (normal or failed) of system operation. This problem
is a highly nonstandard sequential decision problem, and our results to
date indicate that its solution has a variety of interesting aspects,
including the fact that the optimal decision rule directl±, , involves the
Riccati equation solutions for each of the possible modes of operation.
5.3 Future Research Directions
Our present plan is to focus significantly increased attention on the
second class of problems just described. In particular, the detailed
structure of the optimal decision rule will be investigated as will its
dependence on normal and failed system dynamics and performance indices.
in addition, simpler, suboptimal control algorithms will be sought. With
regard to the first class of problems we described, we have recently
formulated a version of the fault tolerant control problem with discrete
process noise. The advantage of this model is that the piecewise-quadratic/
linear nature of our earlier problem is maintained. in addition, we plan
to continue our efforts in examining the vector version of this problem.
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G.	 SPONSOR INT811ACTIONS
We strongly believe that frequent interactions between the Ml%'/LXDS
research staff and our NASA sponsors is very important. Long tam
technical directions that match changing priorities of NASA Centers can
be definedl in additiono early dissemination of significant research
results is highly desirable, During this reportinq period the following
visits took place,
Mr. Marc Dodson spent 2 days at the Ames Research Center discussing
his research on VTOL control system design in May 1901.
Professor Michael Atbans and Dr. Lena Valavani spent 2 days at
the Ames Research Center in December 1901, in addition to informal
discussions, 
t
wo seminars were given in the fields of Muitivaria:bie
Control and Adaptive Control.
Professor Michael Athans visited the Langley Research Center for 2
days in March 1982 where lie presented two seminars on Robust Multivariable
Control Synthesis and on Progress in Adaptive Control.
Professor Shankar Sastry visited the Ames Research Center in March
1982 where he disoussad issues of nonlinear control.
0
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