Epidemic control is of great importance for human society. Switching interaction partners can be an effective control strategy. Intuitively, it can be done either by shortening the interaction time between susceptible and infected individuals or by increasing the opportunities for contact between susceptibles. Here, we provide a comparative study on these two control strategies. It is found that the former strategy is less effective and robust than the latter one. Our result may shed light on the strategic choice of disease control.
Introduction
Modeling the spreading of infectious diseases has a long history [1, 2, 3, 4, 5, 6, 7] . Mathematical models not only deepen the understanding of epidemic dynamics, but also shed light on the control of diseases. In recent years, much attention has been paid to the epidemic control via social relationship adjustment [8, 9, 10, 11, 12, 13, 14, 15, 16] . On one hand, the interplay between epidemic spreading and contact switching can successfully capture the complexities of the epidemic dynamics in realities (such as multistability and oscillation). On the other hand, it has been shown that infectious diseases can effectively be controlled by allowing the individuals to change their neighbors during the spreading of infection. More specifically, it is commonly believed that the infection can be suppressed provided the interaction opportunities between susceptible and infected individuals are reduced.
In fact, taking the dynamical nature of population structure into account, there are two types of strategies that could be optional for epidemic control: i) decreasing the interaction time between susceptible and infected individuals (called SI control); ii) increasing the interaction time between susceptibles (called SS control). While the first one has been intensively studied, the second one is seldomly addressed. It is because these two strategies seem to be highly correlated with each other. In fact, decreasing the interaction time between susceptible and infected individuals can result in more frequent interactions between susceptible individuals. After all, these two strategies reshape the population structure in different ways. Hence it is worthy to investigate their differences in epidemic control.
In this work, we provide a comparative study of the SI control and the SS control by establishing a novel susceptible-infected-susceptible (SIS) model with linking dynamics. We show that the SS control is more effective and robust than the SI control. In particular, strengthening the closeness between susceptibles (SS control) can effectively eradicate the disease no matter how infectious the disease is. However, the effectiveness of the SI control strongly depends on the infectious intensity and the configuration of other interaction rates. In other words, there exist cases such that the SI control cannot eliminate the disease as efficient as the SS control. Our findings suggest that, besides the SI control, it is still of concern that the SS control may serve as a better candidate for epidemic control.
Model
We consider a structured population of N individuals. The population is located on a network. Here nodes refer to individuals and links represent social ties between individuals. We adopt a standard framework for studying epidemic spreading, the susceptibleinfected-susceptible (SIS) model. The SIS model assumes that susceptible individuals get infected with a probability proportional to the number of their infected neighbors; infected individuals recover and become susceptible with no immunity to the disease after a period of recovery time. Each individual is either susceptible (S) or infected (I). Thus, there are three types of links: susceptible-susceptible (SS), susceptible-infected (SI) and infected-infected (II) links.
The model has three features: i) the whole population size N is not changing over time; ii) the transmission of disease only happens via the SI links; iii) the recovery of infected individuals is independent of the status of their neighbors. Let I t be the number of infected individuals at time t, therefore, the epidemic dynamics on the structured population can be given as follows
Here λ is the transmission rate and µ is the recovery rate. All through the paper we assume that µ = 1 without loss of generality. N SI is the number of the SI links. It is challenging to capture N SI due to the complexity of real social networks [17, 18, 19] . This is already true in static networks, and it becomes even more difficult when the dynamical nature of social networks is taken into account [9] . Here the dynamical nature means that the relationships between individuals are not eternal, but are continuously coevolving with the states of individuals. As a typical example, susceptible individuals tend to avoid contacts with infected ones by adjusting their local connections. Furthermore, since individuals may receive miscellaneous information when making reconnection decisions, it is possible for any types of individuals to adjust their social relations. To characterize the fragilities of different types of links, we define w XY (XY ∈ {SS, SI, II}) as the probability with which an XY link breaks off in the process of reconnection decision. If the link XY is broken off, X or Y is picked up at random, then the picked individual is entitled to switch its neighbor to another randomly selected individual. Double connections and self connections are not allowed to happen in this linking dynamics. In this way, the linking dynamics can be modeled as a Markov chain in the state space of {SS, SI, II} [20, 21] (see Appendix A).
As stated above, the calculation of N SI is quite challenging due to the coupled dynamics of the linking dynamics and epidemic spreading. Here we overcome this problem by assuming that the adjustments of social ties are much more frequent than the updates of infection states [22, 20, 23] (see Appendix A). In this case, the disease does not spread until the social configuration reaches the stationary regime, and the number of the critical social ties SI can be approximated by
Here k represents the average degree of the network, i = I N and s = S N = 1 − i are the densities of the infected and susceptible individuals, and
which captures the epidemic dynamics on this evolving network. If w SS = w SI = w II , the breaking probabilities of all the social ties are independent of their social types. In other words, the social interactions between different types of individuals are uniform. In this case, Eq. (3) reduces to
Interestingly, Eq. (4) is the conventional SIS model [2] , provided that λ e = kλ is redefined as the effective transmission rate. If the interactions are violated from the assumption w SS = w SI = w II , a social bias is present in the process of partnership adjustment. This results in non-uniform interaction rates in the population, i.e., the rates at which two individuals meet depend on their states [24] . Therefore, our model extends the conventional SIS model from uniform interaction rates to non-uniform interaction rates. Moreover, it should be noted that this nonuniform extension is an emergent property from microscopic stochastic linking dynamics. Furthermore, if we define Λ(i) = kλi A(i)w SI , our model also extends the conventional SIS model from density independent transmission rate to density dependent transmission rate [25, 11] . In other words, the dynamical nature of social networks essentially acts as a feedback mechanism on the SIS model. The feedback mechanism, which is taken as the central idea of control, can significantly alter the epidemics dynamics.
Results
Our main concern in this comparative study is epidemic control via changing the interaction rates in different ways. From Eq. (1), it is N SI that dominates the spread of infection. The more the SI links are, the greater the spread of infection could be. Generally, there are two ways to control N SI . For one thing, it is natural to increase w SI for reducing the interaction rate (1/w SI ) between susceptible and infected individuals (SI control). For another thing, decreasing w SS can also reduce the exposure of susceptibles to infection (SS control). Therefore, we will investigate the control of epidemics via these two strategies. More specifically, by taking the uniform interaction rates (w SS = w SI = w II ) as the reference case, we would like to provide a comparative study on both the SI control (w SI > w SS = w II ) and the SS control (w SS < w SI = w II ). In the following, we assume that the effective transmission rate is always larger than the recovery rate, i.e. λ e > 1, where the epidemic control is necessary to eradicate the disease.
SI control: Decreasing the interaction rate between susceptible and infected individuals
To decrease the interaction rate between susceptibles and infectives, it is equivalent to increase the breaking probability w SI . Based on the uniform interaction as the reference case, we are interested in how the epidemic dynamics is changed by increasing w SI . Here the uniform interaction can mimic the basic migration rate in the population. To illustrate our main results, we consider three typical cases with different initial values of the uniform interaction rates:
Small initial case (left panel of Fig. 1 ). In this case, we set initially the breaking probabilities for all types of links to be 0.05. The disease can be controlled by increasing w SI from 0.05 to 1. In particular, for small infectious rate (i.e. λ e ≤ 2, see Appendix B), there is a phase transition with the increase of w SI . That is, the final state of epidemics turns from endemic to extinction. For large λ e (i.e. λ e > 2), there is a small region of bistability where the disease persists or die out due to initial infected fraction. Compared to the single continuous phase transition in the conventional (uniform) SIS model, the nonuniform SIS model can give rise to multiple phase transitions. The emergent bistability in adaptive SIS model has already been reported in previous studies [8, 11, 26, 27] , but it is quite difficult to approximate the conditions of bistability. For our model, we explicitly provide those analytical conditions under which the bistability emerges based on Eq. (3). In the case of SI control (w SI > w SS = w II ), it arises if and only if
where w = w SI w SS (see Appendix B). Median initial case (middle panel of Fig. 1 ). In this case, increasing w SI is not as effective as that in the above small initial case. For small λ e , even though there still exists a phase transition from endemic state to extinct state, the marginal value of the control w SI that needs to cross the transition line is large. More importantly, when λ e is large enough, increasing w SI is unable to eradicate the disease any more. The disease will persist no matter how large the interaction rates between susceptibles and infectives are. Nevertheless, it is shown in Fig. 2 that, the endemic level will become smaller by increasing w SI . That is to say, the increase of w SI cannot qualitatively change the final state of endemic, but it still quantitatively inhibits the final fraction of infectives.
Large initial case (right panel of Fig. 1 ). In this case, the endemic state is always the global stable state provided λ e > 1. That is, the epidemics cannot be eradicated by the SI control.
To summarize, the effect of decreasing the interaction rate between susceptibles and infectives strongly depends on the initial states of w XY . The larger the initial uniform interaction rates are, the worse the SI control performs.
SS control: Increasing the interaction rate between susceptibles
Unlike the SI control, increasing the interaction rate between susceptibles is shown as an effective and robust strategy for epidemic control. We also study the three typical cases investigated in the above subsection. Fig. 3 shows that the phase diagrams for the three cases are quite similar to each other:
• For small λ e (1 < λ e ≤ 2), by decreasing w SS , the final state of disease is directly transformed from endemic to extinction.
• For large λ e (λ e > 2), the bistablilty arises in all the three cases. That is, no matter how large the initial uniform interaction rates are, with the decrease of w SS , there is an intermediate region where the disease persists or dies out depending on the initial fraction of disease. Furthermore, we analytically obtain that the bistable region is given by Fig. 4 illustrates the position of equilibria as a function of w SS in bistable case.
By comparison, the SS control is more effective than the SI control in two ways. On one hand, the control of w SS is independent of the initial uniform states, i.e., robust control. On the other hand, decreasing w SS can always effectively eradicate the disease regardless of infectious intensity.
Discussions and Conclusions
It has generally been accepted that social partnership adjustment serves as an effecient way of epidemic control [9, 28, 29] . Typically, the SI control (reducing the closeness between susceptibles and infectives) is believed to suppress the spread of infection [8, 10, 11, 12, 22] . Yet, reducing the interaction rates between susceptibles and infectives results in an enhancement of the interaction rates between susceptibles [26] . Intuitively, increasing the interaction rates between susceptibles (SS control) can also be a direct strategy of epidemic control, which is seldomly addressed. Here, we investigate the two control strategies respectively. Further we figure out that the SS control is more efficient and robust than the SI control on disease spreading.
The relationship between the SI control and SS control seems to be clear. That is, increasing w SI is seemingly equivalent to decreasing w SS . However, it should be noted that, besides w SI and w SS , there is another type of link (II links) whose closeness is characterized by w II . Therefore, increasing w SI is actually equivalent to decreasing both w SS and w II . In other words, the SI control is equivalent to simultaneously strengthening SS links and II links. Similarly, the SS control is equivalent to simultaneously reducing the closeness of SI links and II links. Thus, contrary to the intuition, the SI control and SS control are different. Due to the synergetic effect with II links, it is interesting to investigate the differences between the two strategies for epidemic control.
We find that for mild infectious disease, both of these two strategies can eradicate the disease. For strong infectious disease, however, it is more efficient to adopt the SS control than the SI control. This result is a bit surprising. Note that the SS control is equivalent to shortening both the duration time of SI links and II links. On one hand, reducing the interaction rate between susceptibles and infectives makes susceptible individuals away from infected ones. This can inhibit the spread of disease. On the other hand, shortening the interaction time between infectives allows infected individuals to reconnect to susceptibles. This can promote the spread of disease. In other words, there exists a trade-off effect in the SS control. Intuitively, the SI control should be better than the SS control. However, we should note that the social network adjustments contain two essential processes: disconnection and reconnection. The SI control does increase the possibility of disconnection of each SI link, susceptibles still have the chance to reconnect to another infected individual due to inadequate and miscellaneous information when making rewiring decisions. By contrast, the SS control makes a straightforward intervention during the disconnection process, which effectively reduce the exposure of susceptibles to infectives.
To sum up, our results implicate that it is more effective and robust to stabilize the relations between susceptibles directly, instead of destabilizing the the relations between susceptibles and infectives to control the spread of disease.
A Coupled model of linking dynamics and epidemic spreading
Linking dynamics. In each rewiring step, a link XY (XY ∈ {SS, SI, II}) is selected randomly from the network. With probability w XY , the link is broken, otherwise the link remains connected. If it is broken, X or Y is picked as the active individual, who is entitled to reform a new link. The new neighbor is randomly selected from the individuals who are not in its current neighborhood. In this way, self-connections and double connections are not allowed. This linking dynamics can be modeled as a Markov chain in the state space of ∈ {SS, SI, II}. Consider, for instance, the transition probability from SI to SS. This happens only when SI is broken off and S is selected as the active one to reform a new link to another randomly selected susceptible. Assuming that the total population number N is much larger than the average degree k (N k), the transition probability Q SI→SS can be expressed as w SI × 1 2 ×s, where s is the density of susceptibles at the moment. Similarly, we can calculate all the other transition probabilities and give the transition probability matrix
where i is the density of infected individuals. According to the theory of Markov chains, there exists a unique stationary distribution π when Q is irreducible and aperiodic. Namely, when w SS w SI w II is = 0, Q has a unique stationary distribution π = (π SS , π SI , π II ) (6)
Coupled dynamics and time scale separation. The interplay between the linking dynamics and the epidemic spreading can be generally captured by the coupled system as follows:
It is quite difficult to give a rigorous analysis to the coupled equations in general cases. However, we can overcome this problem by separating the time scales governing the two dynamics. Let T e and T l be the characteristic time scales associated with the epidemic spreading and linking dynamics respectively. When T e T l , i.e. the updates of infected states are much faster than the adjustments of social networks, the coupled system can approximately be regarded as the epidemic dynamics on static networks. In contrast, for the case T e T l , i.e. the linking dynamics is much faster than the epidemic spreading, the coupled equations in Eq (7) approximately reduce to dI/dt = f (I, N SI ), g(I, N SI ) = 0.
This approximation method (also called adiabatic elimination of fast variables [30] ) can effectively reduce the complexity of the coupled model. By using this idea to the analysis of our model, when the time scale governing the Markov chain Eq. (5) is much faster than the epidemic spreading, the number of SI links in the population can be approximated by
where N k 2 represent the total number of the links in the network and π SI can be seen as the density of the SI links in the stationary regime. By taking this equation into Eq. (1) we have
Taking i = I/N , s = S N , and π SI = 2is A(i)w SI into Eq. (10) yields Eq. (3) in the main text
Simulation results are shown to be consistent with the above analytical predictions. For more details please refer to Appendix C.
B Dynamics analysis
Let λ e = kλ be the effective transmission rate, and without loss of generality, set µ = 1. Then Eq. (11) can be expressed as follows
where f (i) is a cubic polynomial of i,
Note that A(i) is positive, the qualitative property of Eq. (11) is determined by f (i). Note that f (0) = 0, i = 0 is always a fixed point.
• If λ e w SS − w SI ≤ 0, i = 0 is the only stable fixed point. The infection will finally die out;
• If λ e w SS − w SI > 0, i = 0 is no longer stable, but
becomes the only stable fixed point, corresponding to endemic infection.
It is shown that there exists a phase transition at λ e = w SI /w SS , which is quite similar to the conventional SIS model in which the critical point is located at λ = 1.
When 2w SS w II − w SI w II − w SS w SI = 0, it is possible for the model to give rise to bistable. Let w = w SI /w SS , we have
To show how we get the above results, we take the case w SS = w II as an example. In this case, f (i) = 2w 2 SS i[(1 − w)i 2 + (2w − (2 + λ e ))i + (λ e − w)]. Let g(i) = (1 − w)i 2 + (2w − (2 + λ e ))i + (λ e − w) and its discriminant is denoted as ∆ = (2w − (2 + λ e )) 2 − 4(1 − w)(λ e − w), then the sufficient and necessary condition for bistability is given by
By solving the above set of inequalities, we obtain that (λ e , w) ∈ (2, +∞)× λ e ,
Similarly, we get the result for the case w SI = w II .
C Agent-based numerical simulations
To verify analytical results, we perform agent-based simulations. We adopt contact process [31] to simulate the spread of infection described by the SIS model (1) . Here the contact process is a type of interacting particle systems on {0, 1} G , where 0 represents susceptible state, 1 represents infected state, and G is a graph. For each infected individual, it either becomes susceptible (recovered) or generates a new infection to its neighbors. The recovery of infected individuals is independent of the status of their neighbors, but the infection of susceptibles is proportional to the number of their infected neighbors.
To couple the contact process with our link rewiring process, we use α ∈ (0, 1) to govern the time scales of the two processes. At each updating generation, the contact process occurs with probability α and otherwise the linking dynamics happens with probability 1 − α. Now we describe the simulation in details.
1. Initially, there are N individuals located on a regular graph G with degree k, in which N 0 infectives and N − N 0 susceptibles are randomly distributed.
2. Generate a random number r ∈ (0, 1). If r < α, we perform the contact process. Otherwise (r ≥ α), we perform the linking dynamics.
3. If the contact process occurs, an infected individual (called Bob) is selected randomly, denote the degree of Bob as k Bob . With probability µ k Bob λ+µ Bob becomes susceptible, otherwise the disease will be transmitted to one of its neighbors with probability λ k Bob λ+µ equally. Suppose Jack is the target of this new infection. Jack will become infected if its status is susceptible. However, this new infection event does not change the state of Jack if Jack is infected already. Then return to step 2.
4. If the linking dynamics occurs, a link XY (XY ∈ {SS, SI, II}) is selected randomly. With probability w XY , the link is broken, otherwise the link remains connected. If it is broken, X or Y is picked as the active individual, who is entitled to reform a new link. The new neighbor is randomly selected from the individuals who are not in its current neighborhood. Then return to step 2. Fig. 5 shows the simulation results. Fig. 5 (a) simulates the result in Fig. 2 , where the theoretical model stabilizes endemic as long as the initial fraction of infectives is positive. It is shown that the numerical result here is in line with the theoretical prediction. Fig. 5 (b) simulates the bistable case in Fig. 4 . Qualitatively, it is shown that the bistable phenomenon can also be generated from the agent-based simulation. Furthermore, the critical initial fraction of infected individuals, ensuring a dramatic outbreak of epidemics, is also consistent with the analytical prediction (red line). However, the numerical result shows quantitative disagreement with the theoretical model. For small initial fraction of infected individuals, the analytical result underestimates the final level of infection, whereas for large initial fraction of infected individuals, the analytical result overestimates the endemic level. This can be explained by the deterministic finger print (i.e., Eq. (3)) of this stochastic process. In this case, there are two internal equilibria lying at 0.62 (unstable) and 0.77 (stable) respectively. For small initial fraction of infectives, the deterministic part of the system drives the system to the extinction of the disease as predicted by our analytical investigation. Yet by its intrinsic stochastic nature of the system, the infection would increase in number and be possibly trapped around the stable equilibria from time to time. Even though it is a type of rare event, it takes quite long to escape from this trap. Thus on average it results in a relatively higher level of final fraction of infectives given the running time of simulations (here 10 6 generations). This inspiration can also be used to explain the cases in large initial fraction of infectives. The interplay between the stochastic effect and stable equilibrium at zero results in a relatively lower level of endemic than theoretical estimation. Noteworthy, despite of this quantitative inconsistency, the salient feature of the agent-based model is still captured by the analytical predictions. Therefore, our theoretical work can shed light on the epidemic dynamics and its control. Figure 1 : SI control of epidemics, i.e., increasing the breaking probability between susceptible and infected individuals. For the uniform interaction case (w SS = w SI = w II ), the model degenerates to the conventional SIS model. There is only one internal equilibrium and it is stable provided λ e > 1. Here we solely adjust w SI such that the duration time of SI links is shorter than the other two types of links, i.e. w SI > w II = w SS . The three panels show the phase diagrams in the (w SI , λ e )-plane. The quality of the SI control is strongly dependent on the reference uniform breaking probabilities. When they are small (the left panel), decreasing the interaction between susceptible and infected individuals can make the phase diagram change from endemic state (orange) to bistable state (yellow) and then to final extinct state (blue). When they are not small (the middle and right panels), there is no bistable state (yellow) any more. Furthermore, the control of disease become much harder. In particular, the right panel shows that the SI control is incapable of eradicating the disease provided λ e is larger than one.
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w SI Figure 3 : SS control, i.e., decreasing the breaking probability between susceptibles. We start from the uniform case w SS = w SI = w II . Here the disease is solely controlled by increasing the duration time of the social ties between susceptibles, i.e. w SS < w II = w SI . It is shown that the phase diagrams are similar for all the reference uniform interaction rates: i) for small λ e , the SS control makes the disease change from endemic state (orange) directly to extinction state (blue); ii) for large λ e , the SS control can still eradicate the disease, but the phase diagram has to pass from endemic to bistable state (yellow) and finally to extinction (blue).
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w SS Here w SI = w II = 0.5, and λ e = 7. Increasing the interaction time between susceptibles (i.e. decreasing w SS ) can effectively eradicate the disease. In particular, for 0.033 < w SS < 0.08 (bistability), the disease dies out provided the initial infection is few in number. Even when the initial number of infection is large, the final level of infection is still lower than the case with 0.08 < w SS < 0.5. For w SS < 0.033, the disease can be eradicated no matter where initial states are. Figure 5 : Final fraction of infectives as a function of initial fraction of infectives. For the case where the theoretical calculations predict endemic state (left panel), the theoretical prediction (blue arrows) is in perfect line with the simulation results (points). For the case where the calculations predict bistability (right panel), the numerical result shows quantitative disagreement with the theoretical model. In spite of this, qualitatively, the bistable phenomenon is also generated from the agent-based simulation. Furthermore, the critical initial fraction of infected individuals, ensuring a dramatic outbreak of epidemics, is also consistent with the analytical prediction (red line). Each data point is averaged over 50 independent samples. In each sample, we run a transient time of 10 6 generations, and we set the mean value over time window of last 10 3 generations to be the final fraction of infectives. Parameters: N = 100, k = 4, α = 0.01, λ e = kλ = 7, µ = 1.
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