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Call a vertex of a vertex-colored simple graph isolated if all its neighbors have 
colors other than its own. A. J. Goldman has asked: When is it possibie to color 
b vertices of a graph black and the remaining w vertices white so that no vertex is 
isolated? We prove (1) if G is connected and has minimum degree 2, it is always 
possible unless b or w is 1; (2) if G is 2-connected, then for any pair (b, w) there 
is a coloring in which both monochromatic subgraphs are connected; (3) if G 
has vertices of degree 1, a necessary condition for a (6, w) coloring without 
isolates to exist is that there be a solution to a certain knapsack inequality. Next, 
statements generalizing (1) and (2) ton colors are presented, and current knowledge 
about their truth is discussed. Then various refinements of (1) and (3), more 
complicated to state and prove, are given. For instance, with the hypotheses of 
(1) at least one of the monochromatic subgraphs may be chosen to be connected. 
Also, the necessary knapsack inequality of (3) is, in most cases, sufficient. Through- 
out, some consideration is given to the algorithmic complexity of coloring (if 
possible) without isolates. For most graphs which might arise in practice there is 
an efficient algorithm for the 2-color problem. However, for arbitrary graphs the 2- 
(or more) color problem is NP-complete. 
1. INTRODUCTION 
By a (b, w) coloring of a graph we will mean a vertex coloring in which b 
vertices are black, the remaining w  are white, and which is otherwise arbitrary. 
Given a coloring, a vertex is isolated if all its neighbors are the other color, 
enclaued if it and all its neighbors are the same color. Since loops and multiple 
edges are irrelevant to these definitions, we deal throughout with simple 
graphs. 
At the American Mathematical Society national meeting in January 1975, 
A. J. Goldman posed two coloring questions quite different from the usual 
sort: When can a graph G be (b, w) colored without isolates ? When can G 
be (b, wj colored without enclaves ? In this paper we answer the fist question. 
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As the first part of our analysis we single out two classes of graphs which 
can be (b, w) colored without isolates for all pairs (b, w), except the obviously 
impossible cases when b or w  is 1. Our key results here, (1) and (2) in the 
abstract above, are easy to prove as well as to state, and they cover most 
graphs of interest. Also, the proofs are constructive and provide good 
(i.e., polynomial time) algorithms, specifically order VE, where v is the number 
of vertices and E is the number of edges. Furthermore, these results imme- 
diately suggest generalizations for n-coloring without isolates. When this 
paper was first written (June 1975) these generalizations were merely con- 
jectures. However, a proof of an even stronger generalization of (2) above 
(Theorem 3.3 to follow) has since been announced by Lovdsz [6]. 
As for the general question of an arbitrary G and a particular (b, w), 
it is easy to show that a necessary condition for a coloring without isolates 
to exist is that there be a solution to a certain knapsack inequality. Essentially 
any knapsack inequality can be put in this form by picking a suitable graph. 
Moreover, in order for a (b, w) coloring of G without isolates to exist, a 
solution to the necessary knapsack inequality is usually sufficient, and we 
can thoroughly describe the exceptions (they depend on the particular knap- 
sack solution as well as on the graph). Also, it takes only polynomial time to 
determine if a knapsack solution is exceptional. The proof of sufficiency is 
by actual construction, in polynomial time, of a coloring starting from any 
nonexceptional knapsack solution. 
The algorithmics of the knapsack problem are peculiar, in that the problem 
is either hard or easy, depending upon how the data are inputted. To use 
current terminology, the knapsack problem is NP-complete but not strongly 
NP-complete. (We will explain the first of these concepts later; for the second, 
which we will not need to refer to explicitly, see [I I].) It also makes a differ- 
ence in complexity whether one wishes to find all solutions to the knapsack 
inequality or just one, for the number of solutions can be an exponential 
function of the data. It turns out that, for our isolates problem, if the original 
graph is inputted in the usual way, by a list of vertices and adjacencies, and 
if one merely wishes to find one solution to the inequality (or show that none 
exist), then the resulting knapsack problem is easy, i.e., polynomial in the 
length of the input. Since any one solution to this knapsack inequality 
is likely to be nonexceptional, we conclude from the previous paragraph 
that there is a polynomial algorithm for the isolates problem which works 
in most cases. However, it is conceivable that for some graphs and pairs 
(b, w), there are many knapsack solutions and yet all of them are exceptional. 
Thus it is plausible that, in full generality, the isolates problem is NP-com- 
plete. We will prove this. 
In Section 2 we give our main results, (l))(3) of the abstract. In Section 3 
we discuss n-coloring. In Section 4 we prove some refinements of result (1). 
In Section 5 we determine when the knapsack inequality is sufficient. In 
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Section 6 we discuss the complexity for arbitrary graphs of all the coloring 
problems we have discussed previously. Most of the prettier ideas and results 
in this paper are presented by Section 3. The results in Sections 4 and 5, 
though important for completing the 2-color theory and also for under- 
standing parts of Section 6, have more complicated statements and rather 
tedious proofs. Readers may wish to skip these two sections, or merely 
read the statements of the results therein. 
We mention Goldman’s enclaves problem only for completeness and to 
interest readers. Recently some results on the enclaves problem have been 
obtained by Mark Saaltink, a graduate student at Princeton. 
Finally, we wish to thank Dr. Goldman, not only for posing these problems, 
but also for his numerous thoughtful and encouraging comments on earlier 
drafts of this paper. 
2. MAIN RESULTS 
Throughout, graph G will have vertex set V with cardinality 1 V 1 = v, 
and minimum degree 6. Also, b, w  will be positive integers such that 
b + w  = v. Given a (b, w) coloring of G (defined above), the black subgraph 
will be the subgraph induced by the black vertices. A black component will 
be a connected component of the black subgraph. Similar definitions will 
apply to white. 
For a (b, w) coloring without isolates to exist for G, the necessary condition 
that b # 1 and w  # 1 is sometimes far from sufficient. For instance, if 
S = 0 every (b, w) coloring has isolates, so we need consider such graphs no 
further. (If c has degree 0, vacuously all its neighbors have the other color.) 
Our first theorem gives a large class of graphs for which this necessary con- 
dition is sufficient. 
THEOREM 2.1. Suppose G is connected with v vertices and with minimum 
vertex degree S > 2. Suppose also that b, w are positive integers, neither is 1, 
and b + w = v. Then G has a (b, w) coloring without isolates. 
ProojI We construct such a (b, w) coloring by an algorithm. 
(1) Color any b of the vertices black and the rest white. 
(2) Find an isolated black vertex u. If there is no such u, go to Step 9. 
(3) Recolor u white. This decreases the number of isolated black 
vertices by 1, does not increase (perhaps decreases) the number of isolated 
white vertices (since S > 1) and increases the number of white vertices to 
w+ 1. 
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(4) Find a white vertex v with these two properties: it is adjacent to 
a black vertex and it is in a white component C which has at least two other 
vertices. Such a C exists: the component containing u is one, since 6 3 2. 
Some v in such a component is adjacent to a black vertex because G is 
connected. 
(5) Recolor u black. This does not increase the number of isolated 
black vertices and reduces the number of white vertices to w. 
(6) If Step 5 did not increase the number of isolated white vertices go 
to Step 8. 
(7) Let x be some white vertex which became isolated when u was 
recolored black. Switch the colors of x and v. 
(8) Go to Step 2. The net effect of one iteration of 2-8 is to produce 
a (b, w) coloring with at least one less isolated black vertex and at most 
as many isolated white vertices as before. If 6 branches to 8 this is obvious. 
If 6 leads to 7, it may be justified as follows (see Fig. 1): The net effect of 
FIG. 1. Some steps in the proof of Theorem 2.1. 
Steps 5-7 in this case is to change x from white to black. Because 6 Z 2 and 
because of the way x was chosen, x is not then an isolated black vertex. 
Clearly, no other black vertex can become isolated when x is colored black. 
As for any white vertex y # U, y cannot become isolated by the change in x 
because y is not adjacent to x. As for u, if x had been its only white neighbor, 
then C would not have had 23 vertices; thus v does not become isolated 
by the change either. In short, 5-7 create no new isolates. 
(9) Repeat 2-8 with the roles of black and white reversed. When there 
are no more isolated white vertices, stop. After at most b iterations of 2-8, 
Step 2 will branch to 9. After at most w  iterations of 9, the algorithm will 
stop and the (b, w) coloring produced will have no isolates. 1 
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The connectivity condition in Theorem 2.1 is necessary: let G be two dis- 
joint triangles, b = 4 and w  = 2. Fortunately, the set of disconnected excep- 
tions is small and can be described completely (see Section 4). 
Straightforward computations show that as v + co, the fraction of 
v-vertex graphs which are disconnected or have 6 < 1 goes to zero. In this 
sense Theorem 2.1 covers almost all graphs. Also, Goldman proposed his 
problem with sociological applications in mind. Vertices might represent 
roles in a two-race community and edges might represent various types of 
social interaction (living next door, working together, etc.). It seems 
reasonable that graphs defined this way would be connected and have high 
6, but of course this would depend on the precise definition of “community” 
and “social interaction” and would require empirical verification even then. 
Algorithmic analysis. We will leave out the details, but we claim that the 
algorithm of the proof can be accomplished in O(N) time if we set up the 
following data structures: (i) a doubly linked v x v matrix whose (i,j) 
entry states whether vertices vi and ui are adjacent, and if so whether ui is 
black or white. Here doubly linked means that if vj is black (white) and 
adjacent to vi , the (i,j) position also gives the column of the previous black 
(white) vertex adjacent to vi and the next black (white) vertex adjacent to vi . 
(“Previous” and “next” refer to the fixed but arbitrary ordering of vertices 
by subscripts, i.e., u1 , v2 ,.... ) (ii) a vector which states in position i whether 
2ri is black or white. (iii) a vector which states in position i the number of 
blacks adjacent to vi . Setting up such structures, starting with adjacency 
lists and first picking b vertices to be black, takes O(v”). Changing the color 
of one vertex and updating then takes O(v) steps. Finding a black vertex 
adjacent to a white component with 33 vertices (Step 4) takes with the aid 
of the links in our data at most O(E) steps, say by depth first search of the 
white component which contains the vertex which became white in the pre- 
vious application of Step 3. (See [l, pp. 176-1791 for an explanation of depth 
first search.) Determining whether any whites become isolated after Step 5 
takes at most O(v) steps. Thus, since v < E (because 6 3 2), each application 
of Steps 2-8 takes O(E) work. Finally, Steps 2-8 are reiterated once for each 
isolated vertex, thus for at most v vertices. This proves the claim. (I thank 
Paul Klingsberg for pointing out the inadequacy of my original analysis 
of this algorithm.) 
At least one easy improvement in the algorithm is possible. In O(E) steps 
it is possible to make the initial black set (or white set, whichever is larger) 
connected, thus at least halving the number of iterations of 2-8. Perhaps other 
improvements, or a completely different algorithm, can reduce the work 
further. It does not seem unreasonable to try for O(E). 
Let us pursue this matter of other algorithms in another direction. Intui- 
tively one might feel that the simplest way to (b, w) color G without isolates 
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is to put all the blacks “on one side” of G and all the whites “on the other.” 
A precise formulation of these segregationist ideas is suggested by the final 
graph in Fig. 1: blacks and whites are on opposite sides of G if both the black 
subgraph and the white subgraph are connected. 
The condition 6 > 2 is not sufficient to ensure that such a connected 
coloring can be effected. The Radiation Graph of Fig. 2, with b = 4, w  = 3, 
is an example. The “trouble” with this graph is that it has a cutpoint. 
FIG. 2. The radiation graph with b = 4, w = 3. 
THEOREM 2.2. Suppose G is a 2-connected graph with v vertices, and 
b, w  are positive integers such that b + w  = v. Then the vertices may be 
partitioned into a b-set and a w-set so that both induced subgraphs are connected. 
COROLLARY 2.3. If G is 2-connected and neither b nor w  is 1, then G may 
be (b, w) colored without isolates so that the black subgraph and the white 
subgraph are both connected. 
The corollary is immediate from the theorem. The advantage of the theorem 
is that the special exceptions b = 1 and w  = 1, which will cause many arith- 
metic complications later, do not show up. 
Proof of 2.2. We proceed by induction on b. For b = I, pick any vertex v 
for the black set. By definition of 2-connected, G - v is connected. Now 
suppose for b = n < v there exists an n-set B such that both B and 
W = V - B induce connected subgraphs. We will produce an (n + I)-set 
B’ with the same property. If the induced subgraph (W) is 2-connected, 
then it suffices to set B’ = B v {u}, where u is any vertex of W which is 
adjacent to something in B. If (W) is merely l-connected, let H be a block 
in it which contains at most one cutpoint x of (W). Such a block is said to 
be terminal; one exists because the blocks and cutpoints of any graph form 
a tree structure [S, pp. 36-371. At least one vertex in B is adjacent to some 
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vertex u # x in H, otherwise x would be a cutpoint of G. Now set 
B’ = B u {u>. 1 
We have actually proved the following stronger result, which we will use 
in deducing Theorem 4.1. 
COROLLARY 2.4. Let G be 2-connected and let B be a subset of the vertices 
V of G such that both induced subgraphs <B) and (V - B) are connected. 
Suppose I B ) < b’ < v. Then there exists a set B’ 3 B such that 1 B’ 1 = b’ 
and both (B’) and (V - B’) are connected. i 
Algorithmic analysis. Finding the blocks and cutpoints of a graph, in 
our case < W), can be done in the order of edges [l, pp. 179-1871. Finding 
a vertex u with the properties above takes O(v) if we maintain a list of vertices 
adjacent to B. Updating this list as j B I increases also takes O(v). Thus the 
complete process can be done in order l b, in short, O(E), regardless of b. 
This is the same bound as in Theorem 2.1. Perhaps in this case also O(E) 
is possible by some other algorithm. 
Now let us consider all graphs for which one might hope to avoid isolates. 
Specifically, by the isolates problem we henceforth mean the problem of 
determining, for any (perhaps disconnected) graph G with 6 3 1 and any 
integer pair (b, w) with b, w > 2 and b + w  = v, whether there is a (b, w) 
coloring of G without isolates, and if so, of producing such a coloring. We 
conclude this section with some initial analysis of the algorithmic complexity 
of this problem. 
A sprout of a graph is any subset of the vertices consisting of a vertex v 
of degree 1, the vertex u adjacent to v, and all other vertices of degree 1 
adjacent to u. The vertices of degree 1 in a sprout are the buds. The vertex u 
is the base. (If v is the only vertex adjacent to u, arbitrarily let one of them 
be the base and the other the bud.) We will always assume that the sprouts 
of graph G have been indexed serially, that & is the vertex set of sprout i, 
thatSistheunionofthe&,andthatsi = I&I,s = ISI. 
Figure 3 shows a graph and its sprouts. Note that distinct sprouts are 
necessarily disjoint. This fact, and the coloring in the figure, suggest the 
following theorem. 
j. / \ / --- --- 
FIG. 3. A graph with sprouts. 
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THJXXEM 2.5. A necessary condition for a graph G to have a (b, w) coloring 
without isolates is that there exist a subset I of the sprouts such that 
s-w,(Cs&b. (1) 
Proof. Clearly, to avoid isolates each sprout must be colored monochro- 
matically. Thus there must be a partition 1, J of the sprouts so that 
Subtracting the second inequality from s = s we get 
By the sprout problem we mean the problem of determining, for any graph 
G and integer pair b, w > 2 with sum V, whether or not the relation (1) has 
a solution, and if so, of producing such a solution. Figure 3 shows that the 
existence of a solution to the sprout problem is not sufficient for the existence 
of a solution to the isolates problem. The coloring displayed in Figure 3 
is the only one which satisfies (1) for b = 12, w  = 3, but v is isolated. That 
V - S is a single vertex is not crucial. (Modify the example by putting 2n 
vertices in each sprout adjacent to v, and n vertices in the sprout on the far 
right. Then replace v with the complete graph K,, and for both sprout bases 
that were adjacent to v, now make each adjacent to something in that K,, . 
Finally, take b = 5n - 1 and w  = n + 1.) Nor is it crucial that CjeJ si = w  - 1, 
as in all the above examples, or symmetrically that zip, si = b - 1, although 
counterexamples to the sufficiency of (1) when neither of these extra condi- 
tions hold are fewer. All this will be explored in depth in Section 5. 
We dignify the trivial result 2.5 with the name “theorem” solely because 
of the form of (1). This is a knapsack inequality. It is closely related to the 
standard knapsack inequality problem: given positive integers a, , a2 ,..., a, 
and two other integers c < b, determine whether there exists, and produce 
if there does, a subset Z C N = {1,2,..., n} such that c < ‘& ai < b. 
Clearly, the si in the sprout problem play the role of the ai, and s - w  is c. 
By a simple dynamic programming algorithm the knapsack inequality can 
be solved in O(nb) steps; in fact, the method finds all values of Ciel ai between 
c and b. (We explain this well-known method in Section 6.) Consequently, 
the sprout problem can be solved in at most O(v2) time. 
It should be pointed out that if the values a, , a2 ,..., a, , c, b are written 
in some reasonable encoding, say binary, then there is no known algorithm 
which solves the knapsack problem in a number of steps which is polynomial 
in the Zength of the input. Assuming no such algorithm exists, one can show 
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the following: let T be the set of sprout bud-vertices of G, and let G - T 
be the induced subgraph of G on V - T. Suppose G is encoded by first 
inputting the vertices and adjacencies of G - T and second listing each 
sprout base-vertex and the number (in binary) of bud-vertices adjacent to 
each. Then there does not exist an algorithm for solving the sprout problem, 
or the isolates probelm, in time bounded by a polynomial in the length of 
the input. Specifically, both problems are NP-complete with this encoding. 
The proofs of these assertions are by standard complexity-theory methods 
(see Section 6). One shows that “essentially” every knapsack problem arises 
from some sprout problem whose input length is about the same, and that 
for every sprout problem there is an instance of the isolates problem which 
has a solution iff that sprout problem has a solution. We omit the several 
paragraphs of details because the results are not really of interest. Graphs 
are usually inputted by listing all vertices and edges, and a graph problem is 
considered intractable only if there is no algorithm polynomial in terms of 
this encoding. With this encoding the sprout problem is polynomial. However, 
as we show in Section 6, the isolates problem is still NP-complete. 
3. GENERALIZATIONS 
Throughout this section each vertex will be colored from among n colors. 
Thus a vertex ZJ is isolated if each of its neighbors is a different color than Y. 
Statements 3.1 and 3.2 below are the obvious generalizations one would 
conjecture from Theorems 2.1 and 2.2. Proofs of 3.2 and 3.3 have been given 
by Lovasz [6]. A proof of 3.2 and 3.3 for the case n = 3 has also been found 
independently by Milliken [9] and a more elementary proof for arbitrary n 
has since been given by Gyory [12]. 
Conjecture 3.1. Let G have vertex set V, where I V I = v. Suppose G 
is connected and 6 3 IZ. Then for any numerical partition (yl ,..., v%} of v 
in which all vi >, 2 it is possible to color vi vertices color i so that no vertex 
of G is isolated. 
.THEOREM 3.2. Let G, V, v be as before. Suppose G is n-connected. Then 
for any partition (vl ,..., v,} of v into positive integers it is possible to partition 
V into (V, ,..., V,} so that for all i, 1 Vi 1 = vi and the induced subgraph 
(Vi) is connected. 
Shortly after writing a first version of this paper, I had the fortune to hear 
the following strengthened form of 3.2 conjectured independently by 
Frank [4]. 
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THEOREM 3.3. Let G, V, v be as before. Suppose G is n-connected. Then 
for any partition (vl ,..., vn} of v into positive integers and any choice of n 
distinct vertices v1 ,..., v, from V, there exists a partition {V, ,..., V,} of V 
so that for all i, vi E Vi , 1 Vi 1 = vi , and (Vi) is connected. 
Frank announced proofs for n = 2 and for some special types of n-par- 
titions. We can demonstrate 3.3 for n = 2 by a refinement of our proof of 
Theorem 2.2. Namely, let v of that proof now be the prespecified vr . There- 
after we claim there are always at least two choices for u of that proof, so we 
may always choose u # v2 . When ( W) is 2-connected, there are two choices 
because otherwise the unique u would be a cupoint of G; when ( W) is only 
l-connected, there are two choice because (W) has at least two terminal 
blocks or is a & _ 
If a graph G satisfies the conclusion of 3.1, 3.2, or 3.3, respectively, let 
us say that G is n-isolates avoiding, weakly n-partitionable, or strongly 
n-partitionable. The rest of this section is a discussion of several aspects 
of these properties. 
First, no weaker assumption about S would suffice to prove the conclusion 
of 3.1, and no weaker assumption about the connectivity K of G would suffice 
in 3.2 and 3.3. For let G be the complete bipartite graph KD,n-l, where 
p 3 n - I. Then S = K = n - 1. In any attempt to n-color G, at least 
one of the colors appears solely in the p-part of the bipartition and thus has 
a disconnected subgraph if two or more vertices have that color. Moreover, 
by choosing p > n + 1 there will always be some n-fold partition of v 
in which every vi > 2. 
On the other hand, for the conclusions of 3.1 and 3.2 to hold, S > n and 
K > n are hardly necessary. Every nonnull path has S = K = 1 and yet 
satisfies the conclusions of 3.1 and 3.2 for all n. (Let the first v1 vertices 
of the path form V’, , etc.) 
However, K 3 n is necessary for the conclusion of 3.3, assuming G has 
v > n (so that there are some n-partitions of v) and assuming G # K, 
(recall that K(K,J is defined to be n - 1 because K, has no cut sets). For if G 
has v 3 n but is neither n-connected nor K, , choose a set {vr ,..., v,-r} 
which disconnects G, choose v, at will, and then choose v, bigger than the 
size of the component of G - {vl ,..., v,-~} which contains v, . Clearly a 
partition meeting the desired conditions is now impossible. Thus Lovasz 
has proved that n-connectivity and strong n-partitionability are essentially 
equivalent! 
Let us look at the algorithmics of these matters. By the n-isolates problem 
we mean the probelm of finding, for arbitrary G and arbitrary partition 
{VI ,...’ vn: with all vi 3 2, a corresponding n-coloring without isolates or 
showing that there is none. Similarly we have the weak and strong n-parti- 
tioning problems. Ideally, we would seek polynomial algorithms to solve 
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these problems. However, we will show in Section 6 that all three problems 
are NP-complete, relative to the usual graph encoding. The proofs will make 
use of very special graphs with many sprouts and many single vertex com- 
ponents when the sprouts are removed. Thus we may still hope to find 
substantial classes of graphs for which there are efficient algorithms to deter- 
mine if a graph is in one of these classes and, if so, to solve one or more of 
these three problems for that graph, perhaps always atfirmatively. For 
instance, the class of connected graphs with S > n and the class with K 3 n 
suggest themselves. There are indeed good algorithms to test for membership 
in these classes, the former rather trivially and the latter via the max-flow 
min-cut proof of Menger’s theorem [3, p. 551. However, we do not know a 
good algorithm for the n-isolates problem in the former class, or for either 
weak or strong n-partitioning in the latter class (Lovasz’ proof of an affir- 
mative solution is nonconstructive). As for other classes of graphs, in light 
of our earlier comment on paths, n-isolates and weak n-partitioning have 
affirmative answers for all n if G has a Hamiltonian path. This is interesting 
because “almost all” graphs have a Hamiltonian path; this follows, for 
instance, from a probabilistic result of P6s.a [lo, Theorem I]. However, the 
class of graphs with Hamiltonian paths is not a satisfactory class, because 
no one knows a good way to test for a Hamiltonian path. Indeed, this 
problem is NP-complete too. (See [I, p. 3921 for a proof that the Hamiltonian 
cycle problem is complete; the completeness of the path problem then follows 
without difficulty.) 
All these problems are generalizations of the problem of finding perfect 
matchings (i.e., l-factors). For let G have v = 2n, and set vi = 2 for all i. 
Clearly, in this case the n-isolates problem and the weak n-partitioning 
problem are identical to that of finding a perfect matching in G. Also, if G’ 
is obtained from G by deleting all edges between vertices in (u, ,..., II,}, then 
solving the strong n-partitioning problem for G with the vi as before amounts 
to finding a perfect matching in G’. Graphs with perfect matchings are 
characterized by a famous criterion of Tutte [5, p. 861. Moreover, an efficient 
algorithm which finds perfect matchings, or more generally, maximum 
weight matchings in arbitrary graphs, has been developed by Edmonds [2]. 
This success for matchings gives hope that more can be done with the three 
problems discussed here. 
Finally, we point out one reason why Theorem 3.2 is difficult: it cannot 
be proved by extending the methods of Section 2. Theorem 3.2 would follow 
by an easy induction if the following were true. 
FALSEHOOD 3.4. Suppose G is n-connected and vr < v/n. Then there 
exists VI C V such that I VI 1 = v1 , (VI) is connected, and (V - VJ is 
(n - I)-connected. 
Note that 3.4 is true trivially for n = 1 and by Theorem 2.2 for n = 2. 
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In turn, it would follow immediately for all n if the following generalization 
of Corollary 2.4 were true. 
FALSEHOOD 3.5. Suppose G is n-connected, (I’& is connected, and 
(V - V,) is (n - I)-connected. If 1 VI 1 < v’ < v/n, then there exists 
v’ 3 V, such- that 1 V’ 1 = v’, (I”) is connected, and (I’ - V’) is (n - l)- 
connected. 
Counterexamples to 3.5 are easy to construct: set it = 3, G = the wheel 
IV, , V, = {the hub}, and v’ = 2. Counterexamples to 3.4 are much harder 
to find; however, we claim that L(K,), the line graph of Kg, is a counter- 
example when p 2 7. (See [5, p. 711 for line graphs.) First, for p > 2, 
K(L(K,)) = 2p - 4, and so forp > 7 we have V/K > 2. Second, one can show 
that for p > 3, the removal of any two vertices from L(K,) reduces the con- 
nectivity by 2. The claim follows from these facts. The second fact can be 
summarized by saying L(K,) is doubZy critical. Multiply critical graphs are 
a subject of forthcoming papers by Maurer and Slater [7, 81. In particular, 
the facts just stated about L(K,) are verified in [8]. 
4. STRONGER CONNECTIVITY RESULTS FOR Two COLORS 
For the rest of the paper we return to two colors, black and white. 
THEOREM 4.1. Let G be connected, 6 > 2, and b + w = v with neither b 
nor w = 1. Then G can be (b, w) colored without isolates so that at least 
one of the monochromatic subgraphs is connected. 
We have already seen (Fig. 2) that it may be impossible to have both 
subgraphs be connected. Indeed, it is impossible to assure that a particular 
color is connected. For instance, no (4, 3) coloring of Fig. 2 without isolates 
has the black component connected. 
Proof of 4.1. We will use BG, the block-cutpoint graph of G, which 
is well known to be a tree [5, pp. 36-371. When we refer to a block (respec- 
tively, cutpoint) vertex of BG we will mean one which represents a block 
(cutpoint) in G. Now, every block is 2-connected, except for K, . Thus, by 
analyzing G block by block, we will be able to apply Theorem 2.2 or its 
Corollary 2.4 repeatedly. Kz will of course be an exception to this application, 
but one which will always be easy to treat directly. For instance, by Theorem 
2.2, and because KS has 6 < 2, we may henceforth assume that BG has at 
least two block vertices, thus at least one cutpoint vertex. 
By a terminal vertex of a graph we mean a vertex of degree 1. Clearly 
every terminal vertex of BG is a block vertex, and because 6, > 2, each 
such block in G (i.e., a terminal block) has at least three vertices. Define 
B’G to be BG with its terminal vertices, and the edges to them, removed. 
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Pick any cutpoint v of BG and henceforth consider BG as a rooted directed 
tree with v as the root and the direction being out from it. We are going to 
color the vertices of BG, taking them initially as all white, as a guide to 
coloring G. Coloring a cutpoint vertex of BG will represent coloring the 
corresponding cutpoint in G the same color. Coloring a block vertex u of 
BG will represent coloring all vertices of that block in G that same color save 
for the cutpoint which corresponds to the vertex of BG directed toward u 
in BG. Now start to recolor the vertices of B’G black, beginning at the root, 
and in such a way that (a) the set colored black always induces a connected 
subgraph of B’G; (b) when a block vertex u is colored black, immediately 
all the (necessarily cutpoint) vertices with edges into them from u are colored 
black. These conditions are easy to meet, say by a breadth first search. Stop 
the coloring when the next vertex to be colored would correspond to strictly 
more than b black vertices in G, or when B’G is all black. Clearly, upon 
stopping, each cutpoint vertex w  adjacent from a black block vertex x is 
black, since the vertex of G corresponding to w  was already made black when 
x was. 
If upon stopping exactly b vertices of G are black, we are done: clearly 
the black vertices of G are connected, since those of B’G are. Also there are 
no isolates among the remaining white vertices, because they fill whole blocks 
with at most one vertex missing. If such a block is Zconnected, the whites 
in it are at least l-connected. If the block is a & , then it is not a terminal 
block, so even if there is only one white in it, that white is in fact also a 
member of another, entirely white block. 
Next suppose the procedure stopped with less than b vertices of G black, 
and some vertices of B’G still white. Consider the vertex of B’G next in line 
to be blackened; it is clearly a block vertex corresponding to a block B of 
G with n 3 3 vertices. We now color as many of these black as necessary. 
If iz - 1 should be black, let some cutpoint in G which is adjacent from B 
in B’G be the sole white. If k black vertices are needed, where k < n - 1, 
let u be the cutpoint, already black, adjacent to B in B’G. Use Corollary 2.4 
to partition B into a connected black k-set containing u and a complementary 
connected white set. In either case, it is again easy to see that blacks in G 
are connected and the whites have no isolates. 
Finally, suppose the procedure stopped because B’G was used up. Recall 
that the remaining vertices of BG are all terminal blocks with at least three 
vertices each, hence at least two vertices in each are still white. 
Case 1. At least one terminal block has 23 white vertices. Order 
the terminal blocks so that one with 23 white vertices is last. Then proceed 
to color them black in order until G has exactly b blacks. As before, if this 
requires making one block, say BI , partly black and partly white, this is 
no problem (Corollary 2.4) unless exactly one white is needed. If this occurs, 
VERTEX COLORINGS 307 
Bk cannot be the last block, else w  = 1. So put a second black in the last 
block (using 2.4) and make two vertices of Bk white. 
Case 2. Each terminal block of G is a KS. 
Case 2a. The number of additional blacks needed is even, or equivalently, 
w  is even. Simply color the appropriate number of terminal blocks completely 
black. 
Case 2b. w  is odd, and- w> the number of vertices in G corresponding 
to some sprout of BG. Change the cutpoint of G corresponding to the base 
of that sprout (the vertex in it of degree >l) back to white. This does not 
disconnect the black set. Now an even number of additional blacks are needed 
from among the terminal blocks and these can be taken from outside the 
sprout just adjusted. 
Case 2c. Everything else. Take any sprout of BG; its base and a certain 
number of its vertices correspond to exactly w  in G. Color these white and 
everything else in G black. This connects the white subgraph and leaves the 
black subgraph without isolates but disconnected. m 
Note. From the proof it is clear that unless Case 2c (or its color reversal) 
holds we can choose in advance which color set is to be connected. Indeed, 
the following are necessary (not sufficient) conditions for us not to have this 
choice: (a) allp terminal blocks are KS’s, (b) either b or w  is simultaneously 
<2p, odd, and less than the size in G of any sprout in BG. To show non- 
sufficiency, let G be obtained from K5 by attaching two triangles at one vertex 
and two more triangles at another. When b = 10 and w  = 3, (a) and (b) 
of this paragraph hold, but both colors can be made connected simultaneously 
by choosing the other three vertices of the K5 to be white. 
Algorithmic analysis. The essential subroutines in the proof above are 
the determination of blocks and cutpoints, and (at most two applications of) 
the algorithm of Theorem 2.2. Both have been analyzed before, and so it is 
not hard to show that Theorem 4.1 is again I. 
We now extend Theorem 2.1 in another direction by letting G be dis- 
connected. 
THEOREM 4.2. Let G be disconnected with b + w  vertices and 6 > 2. 
If neither b nor w  is 1, G can be (b, w) colored without isolates except in the 
following cases: 
(1) Each component of G has three vertices (thus is a KJ and b # 0 
mod 3. 
(2) Each component of G but one has three vertices, that one hasJiue, 
andb = 1 mod 3. 
(3) Each component of G has four vertices and b is odd. 
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Proof. It is easy to see that the three situations above are exceptions, 
and that the same sets of graphs with different values for b are not. By 
considering cases we show there are no other exceptions. Our technique is 
simpleminded. In each case we list the components of G as G1, Gz ,..., G, 
in order of increasing number of vertices. We initially take all vertices 
to be white. Then we go through the components in order, blackening vertices 
until we have exactly b black. Throughout we designate the last component 
in which there are now blacks by Gi . In general Gi will still have some whites 
too. By Theorem 2.1 this is no problem unless Gi has just one black (thus i > 1) 
or just one white (i < n). The problem is overcome by switching some blacks 
and whites among Gi , Gi-1, Gtsl, G1 , and G, , just how many and where 
depending on the case. 
Henceforth the number of vertices in GI, will be denoted vk . 
Case 1. Some vlc < 3. Impossible since 6 > 2. 
Case 2. Some component has >6 vertices (so by the ordering v, > 6). 
Suppose Gi has just one black. If i = FZ, switch in two blacks from Gi-1, 
unless vie1 = 3, in which case switch in all three. If i < n, switch the black 
from Gi and two blacks from GiMl (three if vi-1 = 3) to G, . Now suppose 
Gi initially has just one white. Switch two blacks from Gi to G, , unless vi = 4, 
in which case switch all three blacks to G, . 
Case 3. All vlc = 5. If Gi has just one black, exchange two of its whites 
with two blacks from Gi-1. If Gi has just one white, exchange two of its 
blacks for two whites from Gi+l . 
Case 4. All vlc = 4 or 5 (some of each type). If vi = 5, proceed as in 
Case 3. So suppose vi = 4. If Gi has just one black, switch Gi and Gi-1 
to all white and G, to all black. If Gi has just one white, switch it to all white 
and put three blacks in G, . 
Case 5. All vlc = 3 or 4 (some of each). Suppose vi = 3. If Gi has just 
one black, switch GS and GIel to all white and G, to all black. If Gi has just 
one white, switch Gi to all white and give two blacks to G, . Now suppose 
vi = 4. If Gi has just one black, switch it to all black and G, to all white. 
If Gi has just one white, switch it to all black, give Gi+l two blacks, and make 
G, all white. 
Case 6. All vk = 3 or 5, at least one of the former and two of the latter. 
Suppose vi = 5. If Gi has just one black and vi-1 = 5 proceed as in Case 3. 
Otherwise i < n by hypothesis, so we may give Gi and G,,, two blacks each 
and turn G1 all white. If Gi has just one white, switch two blacks to Gi+l . 
Now suppose v2 = 3. If Gi has just one black, turn Giel and G( all white 
and give G,-l and G, two blacks each. If Gi has just one white, switch its 
two blacks to G, . 
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Case 7. All vi = 3,4, or 5 (some of each). If vi = 3, or if G, is the first 
of the 4-vertex components and has just one black, pretend that the 5-vertex 
components do not exist and proceed as in Case 5. In all other situations, 
pretend that the 3-vertex components do not exist and proceed as in 
Case 4. 1 
Since the only computationally involved part of this proof is applying 
Theorem 2.1 to one or more components, we conclude that this theorem 
too has an O(X) algorithm. 
5. GRAPHS WITH SPROUTS 
In this section we assume 6 = 1 and again we use S to represent the set 
of sprout vertices. As always we seek to (b, w) color G without isolates. 
We already know that a solution to the necessary sprout condition (2.1) 
is not always sufficient for there to be such a coloring. It would be nice to 
have further conditions so that, altogether, they are necessary and sufficient. 
Unfortunately, given merely that a solution to (2.1) exists, i.e., no specific 
information about ways to color S, then no amount of further information 
about G can be necessary and sufficient. One at least needs to know the 
possible values for b’, the number of vertices in V - S which must still be 
colored black. If for some sprout coloring b’ > 2 and, say, (V - S) is 
connected, then it turns out this is usually all the information we need. 
But if b’ = 1 is the only possibility, then no amount of graph-theoretic 
information about (V - S), or about the rest of G, is adequate. In this case 
one also needs to know if, in some sprout coloring, some sprout adjacent 
to (I’ - S) is black. 
Henceforth, we assume we are giuen a particular solution to (2.1) and all 
results are about the possibility of extending that solution to a (b, w) coloring 
of G without isolates. By “particular solution” we mean that the color of 
each sprout Si is fixed. We will take into account the value of CiEl si , the 
colors of the sprouts adjacent to the various components of (V - S), and 
the nature of (V - S) itself. In these terms (and using some further notation) 
Theorem 5.3 gives necessary and sufficient conditions for a sprout solution 
to have an extension. 
Set 
6’ = b- Csi, w’ = w  - c sj . 
iSI iBI 
LEMMA 5.1. Suppose ( V - S> is connected. Then G has a (b, w) coloring 
without isolates unless (i) b’ = 1 and all sprouts adjacent to V - S are white, 
or (ii) W’ = 1 and alI sprouts adjacent to V - S are black. 
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Proox If b’ = 0 (w’ = 0) color V - S white (black). Otherwise follow 
line by line the proof of Theorem 2.1, using b’, w’ and (V - S) instead of 
b, w and G. Only now consider a black (respectively, white) vertex of < V - S} 
to be isolated only if it is isolated in G. There are two hypotheses about G 
in Theorem 2.1 which do not hold for (V - S), and it must be checked that 
the existence of sprouts allows us to dispense with these hypotheses. First, 
6 need not be 22. However, every vertex of (V - S} has degree at least 2 
in G (else it would be in S), and this always allows the proof to proceed. 
For instance, where 6 > 2 is used in Step 4 to conclude that some white 
component has 33 vertices, the same is true now with perhaps some of those 
white vertices in S. The other dropped assumption is that neither b nor w  
is 1. That b f 1 is used in Step 4 when it is claimed that, after whitewashing 
in isolated black, there is another black adjacent to some vertex in a white 
component with 33 vertices (w # 1 is used when Step 4 is done over again 
as part of Step 9). If b’ = 1, the exclusion (i) in the statement of 5.1 ensures 
that there still is a black, adjacent to such a white vertex u, but now that black 
may be in a sprout, and so may be the vertices other than v in that component. 
Similarly, the exclusion (ii) is used in Step 9. The reader may check that 
with these revisions, the proof goes through. fl 
Complications set in when (V - S) is disconnected. This may happen even 
if G is connected. Let C be any component of (V - S). By applying Lemma 
5.1 to the graph induced by C and all sprouts of G adjacent to C, we at least 
find that there are at most two ways in which C can cause trouble when we 
attempt to extend a sprout coloring to G-if we try to give C just one black 
or just one white vertex-and only one or none of these may actually be 
problems, depending on the colors of the sprouts. This gives rise to a four- 
fold classification of the components of (V - S). Before we list these, 
though, we wish to dispense with a very special type of component. 
Let 6 (respectively, ti) be the number of single vertex components of 
(Y - S) which are adjacent to some sprouts and such that all the sprouts 
they are adjacent to are black (white). Define 
b” = b’ - 6, W” = w’ - 8. 
LEMMA 5.2. A necessary condition for G to be (b, w) colorable without 
isolates is that both b”, w” > 0. 
ProojY Clearly all the vertices counted by 6 (respectively, 6) must be 
colored black (white), and so it is necessary that 6 < b’ (ti < w’). 1 
Henceforth we assume b”, W” > 0, color the 6 + 8 vertices as they require, 
and then forget about them. We classify the remaining components of 
< V - S) as follows: 
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1. Neither a single black nor a single white possible. 
Ia. Not adjacent to any sprouts (these are just the types of graphs 
considered in Theorem 2.1). 
lb. &‘s with all adjacent sprouts the same color. 
II. Only a single black impossible (at least one adjacent sprout, 
and all of them are white). 
111. Only a single white impossible. 
IV. Both possible. 
Note that every component of type II or III must have 33 vertices. 
THEOREM 5.3. Let S C V be the set of sprout vertices of G. Given a coloring 
of S (each sprout all black or all white) satisfying (1) of Theorem 2.5, then the 
conditions b”, w” > 0, which are necessary for the coloring to be extendible 
to a (b, w) coloring of G without isolates, are also suficient, except in the 
situations listed below. Here “component” means a component of <V - S> 
other than a single-vertex component whose color is uniquely determined by 
adjacent sprouts. 
1. b” = 1 and all components are types I or II. 
2. w” = 1 and all components are types I or III. 
3. One IV-component, it is a single vertex, all other components are 
la triangles, and b” = 2 mod 3. 
4. Type la components only: (V - S> sati$fies one of the three cases 
in Theorem 4.2. 
5. Type Tb only and b” is odd. 
6. Type Ia and Ib components only: either aft Ia components have four 
vertices and b” is odd, or all Ia components are triangles, there is exactly 
one lb component, and b” = 1 mod 3. 
7. Types Ia and II only: all components triangles, exactly one is type 11, 
and b” = 1 mod 3. 
8. Types Ia and III only: all components triangles, exactly one is type III, 
and w” = 1 mod 3. 
Proof. It is straightforward to check that there are no extensions in the 
situations above. Now line up the n components in order of increasing type, 
and as before blacken them in order until b” are black, the last black appearing 
in component Gi . All situations other than those above can be handled by 
suitable fiddling. To do this in manageable steps, first consider the case where 
there is at least one type-IV component, then consider each possible subset 
of {Ia, Ib, II, III}, e.g., the case heading {Ia, II} will mean at least one Ia 
component, at least one II component, and no other types. If the deduction 
312 STBF’HEN B. MAURER 
is easy, we will just state the exceptions in that case. The list of eight exceptions 
above is a shorter regrouping of what is found below by this systematic 
approach. 
Some type IV. If Gi has just one black switch it if necessary with a white 
from G,. If Gi has just one white and Gi is not a Ia triangle, we may if 
necessary switch a black from Gi with a white from G, . If Gi is a Ia triangle, 
and there are two or more vertices total in G, and any other type-IV com- 
ponents, switch the two blacks in Gi with two type-IV whites. Now suppose 
Gi is a Ia triangle, v, = 1, and G, is the only IV-component. If there is a 
Ib or II component GI, (which will be all white by the ordering), switch the 
two blacks in Gd for two whites from Gk . If there is a III component, we 
may instead switch one of the Gi blacks into it, and the other into G, . 
If there is a Ia component Gk with >3 vertices, it too is later in the ordering, 
so we may instead switch both blacks from Gi to Gk . 
{Ta} b” = 1, w” = 1, and Theorem 4 give the exceptions. 
{Ib} Exceptional iff b” is odd. 
(II) b” = 1 the only exception. 
{III} w” = 1 the only exception (“dual” to II). 
{Ia, Ib} First suppose Gi is type Ia. We need consider only five situations: 
b” = 1, Gi is the last Ia component and has just one white (i.e., Ia has just 
one white), and the three cases of Theorem 4.2 (applied to Ia components 
only). b” = 1 is insurmountable. If Ia has just one white, and all Ia compo- 
nents have four vertices, then b” is odd and nothing can be done. Any 
other collection of Ia components can handle three white vertices (by 
Theorem 4.2) so exchange two blacks from Ia with the two whites in some 
Ib component. As for the three cases from 4.2, we have already noted that 
Case 3 cannot be resolved. Case 2 can always be resolved by moving 2 blacks 
to a Ib component. As for Case 1, if b” = 2 mod 3, it can be resolved the 
same way, but if b” = 1 mod 3, at least four blacks must be moved, i.e., 
there must be at least two Ib components. Now suppose Gi is type Ib. 
W” = 1 is insurmountable. In every other problem case (w” odd) there are 
at least two Ib components, so any difficulty can be surmounted by moving 
three whites to la, except if all Ia components have four vertices. 
{Ia, II} Suppose GI is type Ia. Even if G, is the only type II, and it has 
three vertices, we can move two or three blacks to II. If G, has more vertices 
or there are. other II components, we may also move four blacks to II. Thus, 
the insurmountable situations are b” = 1 and Case 7 in the statement of 
this theorem. Now suppose Gi is type II and has one black. If Gi is not the 
first II component, switch one black from Gi-l with one white from Gi . 
If Gi is the first, and either it has >4 vertices or is not the only, then we may 
switch at will either two or three whites from II to Ia, and at least one of these 
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numbers of whites can be handled by any collection of Ia components. 
If Gi has three vertices and is the only type II, only two whites can be moved 
usefully to Ia, and Case 7 includes the one situation which cannot be handled. 
{Ia, III} Dual to {Ia, II}. 
{Ib, II} b” = 1 the only exception. 
{Ib, III} W” = 1. 
{II, III} No exceptions: switch any single black (white) vertex in a 
II (III) component to a component of the other type. 
{Ia, Ib, II} If Gi is type II, ignore Ia components and apply case 
{Ib, II}. If Gi is earlier, of the four exceptions in case (Ia, Ib}, only b” = 1 
is not easily remedied by moving two or three blacks to II. 
{Ia, Ib, III] W” = 1 (dual to previous). 
{Ia, II, III} No exceptions. If Gi is in II or III, ignore Ia components 
and use case {II, III>. If Gi is in Ia, apply case {Ia, II}: b” = 1 and Case 7 
are remedied by moving one black to III. 
{Ib, II, III) No exceptions (like previous case). 
{Ia, Ib, II, III] No exceptions. If Gi is not in Ia, use the previous case. 
Otherwise use case {Ia, II, III}, ignoring Ib components. 1 
The coloring algorithm of this proof can be carried out in O(W) time. 
The only involved part is coloring without isolates the few components of 
(V - S) which are not made monochromatic. This coloring is accomplished 
by the construction in Lemma 5.1, which is essentially the same as in 
Theorem 2.1. 
COROLLARY 5.4. If G is connected with 6 = 1, then b”, w” > 0 is a 
suficient condition for a given sprout coloring to the extendible except if either 
(1) b” = 1 and alI components are type Ib or II, 
(2) ww = 1 and all components are type Ib or III, 
(3) all components are type Ib and b” is odd. 
Proof. Since G is connected, type-Ia components do not exist. The list 
1-8 of Theorem 5.3 condenses to the above in this case. 1 
6. NP-COMPLETENESS 
A precise definition, and thorough discussion, of the class of NP-complete 
problems can be found in [I, Chap. IO]. For our purposes the following 
should suffice. A computing machine is nondeterministic if, each time it 
has finitely many alternatives to choose from (e.g., whether to color a sprout 
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black or white), it can “split up” and proceed with each alternative simul- 
taneously. A problem is NP if some nondeterministic machine (were such 
things to exist) could, in every instance of the problem, find the answer in 
a number of steps which is bounded by some fixed polynomial in the length 
of the inputted data. For short, one says that a problem is NP if a non- 
deterministic machine could do it in polynomial time. A problem is certainly 
NP if there is a polynomial algorithm for it on an actual, i.e., deterministic, 
computer. A problem is NP-complete if it is NP and the existence of a deter- 
ministic polynomial algorithm for it would imply the existence of a de- 
terministic polynomial algorithm for all NP problems. Many well-known 
“hard” combinatorial problems have been proven NP-complete, and thus 
any problem which is NP-complete may be regarded as hard. In particular, 
the following vertex-independence problem is NP-complete: given a graph 
(inputted, say, by a list of vertices and adjacencies) and a positive integer k 
equal or less than the number of vertices, does the graph have a set of k 
vertices which are mutually nonadjacent? One way to see that this is NP- 
complete is to observe a simple correspondence between the vertex-inde- 
pendence problem and the well-known NP-complete clique problem: given 
graph G and integer k, does G have a clique of size k? [l, Th. 10.51. The 
correspondence consists of considering the complementary graph. 
The usual technique for proving that a problem P is NP-complete (a 
technique which applies to the just-mentioned correspondence as well as 
those which are to come) is the following. First, check that P is NP. This is 
usually obvious, even though it may be a messy task to compute a specific 
nondeterministic polynomial bound. Hence such a computation is usually 
omitted. Second, show that some known NP-complete problem Q can be 
polynomially transformed into a set of instances of P. A polynomial trans- 
formation of Q to P is a mapping f which associates to every instance I of Q 
and instance f (Z) of P such that 
(i) the length of the input data forf(Z) is bounded by a polynomial 
in the length of the input of Z, 
(ii) it takes polynomial time to construct the input of f(Z) from the 
input of Z, 
(iii) Z has an affirmative answer iff f(Z) does. 
Again, it is usually obvious that conditions (i) and (ii) are satisfied. 
Sometimes the transformation is not defined for all instances of Q, but 
leaves out a few “trivial” instances, instances which can obviously be com- 
puted in deterministic polynomial time. It is easy to see that the transfor- 
mation still provides a proof that P is NP-complete. 
We remind the reader that the problems referred to in the following 
theorems were all defined in Sections 2 and 3. 
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THEOREM 6.1. The isolates problem is NY&complete. 
Proof. Clearly it is NP: it takes only polynomial time to make each 
vertex either black or white and then test the result for isolates. Now we 
show that each instance of the vertex-independence problem can be poly- 
nomially transformed into a (very special) instance of the isolates problem. 
Suppose we are given graph H, with v’ vertices and E’ edges, and we wish to 
test for k independent vertices. We exclude the trivial cases E’ = 0 and k = v’; 
the transformations given below and for the following theorems sometimes 
make b < 2 and create “sprouts” of one vertex if these exclusions are not 
made. Now, construct a graph G, for the isolates problem as follows. For 
each vertex ZJ of H, let G, have a sprout with base w, and E’ + 1 other vertices. 
(E’ would do here, but we are planning ahead for later theorems.) For each 
edge UZ, of H, let G, have another vertex wUV == w,, which is adjacent to w, 
and w, only. Finally, let all the sprout bases be adjacent to each other; this 
too is included for later theorems. At any rate, G, has v = v’(E’ + 2) + E’ 
vertices. Let b = k(L + 2) and 1~ = v - b. If S is the set of sprout vertices 
of G, , then the induced subgraph G, - S is a set of E’ isolated vertices. 
Clearly, the only way to (b, iv)-color G, without isolates is to color k sprouts 
black and all other vertices white; moreover, these k sprouts must be chosen 
so that no vertex of G, - S has both of its sprout-base neighbors black. 
But k sprouts with this property exist in G, iff the corresponding k vertices 
of H are independent. Thus condition (iii) for a polynomial transformation 
obtains. Conditions (i) and (ii) are easily checked. 1 
THEOREM 6.2. For each n 3 3, the n-isolates problem is NP-complete. 
Proof. With H and G, as before, construct G, as follows. Create n - 2 
new sprouts, each with E’ + 1 vertices including the base. Create an edge 
between each pair of new bases, and between each new base and each old 
base of G, . Let b, = k(E’ + 2), b, = b, = ... = b,-, = E’ + 1, and 
let b, = (v’ - k)(e’ + 2) + E’. Clearly, to avoid isolates and have bi vertices 
of color i, 2 < i < iz - 1, it is necessary to color each of the n - 2 new 
sprouts with one of these colors. This necessary condition is sufficient if 
we can (b, , b,) color the remaining graph without isolates. But the remaining 
graph is G, , and 6, , b, are the b, w of the previous proof. Clearly, we 
have another polynomial transformation from vertex independence. 1 
THEOREM 6.3. For each n > 2, the weak n-partitioning problem is NP- 
complete. 
ProoJ: It suffices to observe that for G, of the previous proof (G, of 
6.1 if n = 2), a (b, ,..., b,) coloring avoids isolates iff it is a (b, ,..., b,) weak 
partition, that is, iff each monochromatic subgraph is connected. The 
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“if” follows since each b8 > 2 (recall that E’ > 0 and k -c v’), The “only 
if” is obvious for colors 2 through IZ - 1, since they each take one sprout. 
For color 1, recall that all sprout bases are connected. For color 12, recall that, 
if there is a coloring without isolates, each vertex in G - S is color n and is 
is adjacent to at least one color-n sprout. 1 
THEOREM 6.4. For n 3 2, the strong npartitiom’ngproblem is W-complete. 
Proof Take a copy of the complete graph K,, and join each vertex of 
it to each sprout base of G, (G, if n = 2). Call the result G, . For 1 < i < n, 
let bj = bi + 1, where bi is as in the proof of 6.2. Consider the problem of 
strongly (b; ,..., b6) partitioning G, when vertex i of the K, must be color i. 
Clearly this is possible iff G, can be weakly (b, ,..., b,) partitioned. 1 
In order to prove these completeness results, we have used graphs in which 
G - S has E’ single-vertex components, where E’ can get arbitrarily large. 
Let gD be the class of graphs G for which G - S has at most p single-vertex 
components. We will now sketch a proof that, for eachp, the isolates problem 
restricted to gp is polynomial. We omit a formal proof; the algorithmic 
details would be lengthy without being more informative mathematically. 
Note, there is also a polynomial algorithm to decide if a graph G is in gP : 
the main subroutines of such an algorithm are finding sprouts, deleting ver- 
tices, and finding connected components, and it is easy to construct poly- 
nomial procedures to do each of these. 
We explain this algorithm for the isolates problem in three stages. Let 
G be in gD. First, we show how to find all nonnegative values of (b’, w’). 
Call these feasibfe values. (Recall that b’, w’ were defined before Lemma 5.1; 
they are feasible if the necessary condition (1) of Theorem 2.5 is satisfied.) 
Second, we refine our procedure to find all nonnegative, i.e., feasible values 
of (b”, w”). (These numbers were defined before Lemma 5.2.) Finally, we 
apply Theorem 5.3 to determine when a feasible (b”, w”) corresponds to a 
sprout coloring which extends to G; this requires a further refinement of 
the algorithm. 
All feasible values of (b’, w’) can be found in polynomial time by using 
dynamic programming. As explained near the end of Section 2, this part of 
our problem is essentially the knapsack problem. Our polynomial algorithm 
for it is the standard one. As in Section 2, let the sprouts be numbered 
1, 2,..., n. (Caution: this n is not the same as in Theorems 6.1-6.4. In parti- 
cular, in what follows we consider only the original isolates problem, i.e., 
the 2-isolates problem.) Suppose we have managed to find all nonnegative 
integers ci < b such that exactly ci vertices are made black by blackening 
some subset of the first i sprouts. Each such value of ci results in at most two 
values of c~+~ , depending on whether sprout i + 1 is colored white or black. 
(In the latter case, c~+~ , < b may be violated.) Thus, it takes at most 2b steps 
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to find all values of cd+1 given all values of ci . This is the dynamic aspect. 
Thus, in at most 2nb < v2 steps altogether one can find all values of 
c = c, < b. Finally, for each c > s - w, where s = 1 S 1, there is a feasible 
value for (b’, w’), i.e., b’ = b - c, w’ = w - (s - c). 
There are 2” subsets of the sprouts, but we take only 2nb steps in the first 
stage of our algorithm because we ask “how many” blacks instead of 
“which.” Unfortunately, to incorporate the latter two stages into the algo- 
rithm, we need to know some information about the adjacencies between 
black sprouts and G - S. Fortunately, we still do not need to know exactly 
which sprouts are black. Suppose by an N-fold increase in the number of 
situations we keep track of it is still possible to perform a dynamic program 
and end up with as much additional information as we need. Then we have 
an augmented knapsack algorithm which determines, in at most 2bNn 
steps, if G can be colored without isolates. If N depends on p only, then this 
augmented algorithm is still polynomial in v and E for each class $!?a . 
The second stage, determining all feasible (b”, w”), can be accomplished 
in this way with N = 4p. Namely, before sprout i is colored, each of the p 
or fewer single-vertex components of G - S is recorded as being either (1) 
not adjacent to any colored sprouts; (2) adjacent to some colored sprouts, 
all of them white; (3) adjacent to some colored sprouts, all of them black; 
(4) adjacent to some white spouts and some black. Thus, after the last 
sprout has been colored, for each feasible (b’, w’) the algorithm indicates 
which feasible values of (b”, w”) correspond to it. This is because a sprout 
coloring forces an isolated vertex of G - S to be colored white iff that vertex 
is in situation (2); likewise for black and (3). 
To accomplish the third stage of the algorithm, it suffices to perform the 
same four-fold record keeping for each non-single-vertex component of 
G - S which is adjacent to some sprouts. However, the number q of these 
components is not bounded in 9, . In particular, 4’1 can grow exponentially 
as a function of v. Fortunately, the exceptional cases which Theorem 5.3 
requires us to detect are all very special. We can augment our knapsack 
program in a shorter but more complicated way. 
Exceptional cases 3 through 8 of Theorem 5.3 can be thought of as being 
described in terms of two sorts of properties, properties of G - S which are 
independent of the sprout coloring, and properties which are not. (Excep- 
tions 1 and 2 involve the latter type of property only.) For instance, in excep- 
tion 3, the independent properties are that all components of G - S adjacent 
to sprouts are single vertices, there is at least one such component, and all 
components not adjacent to sprouts are triangles. The dependent properties 
are that the sprout coloring must force a color on all but one of the single 
vertex components and also make b” = 2 mod 3. Thus, prior to applying 
the knapsack algorithm, let us find the components of G - S and determine 
which are not adjacent to sprouts, i.e., which are type Ia according to the 
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classification before Theorem 5.3. This can be done in polynomial time. 
Doing it will usually eliminate several of the exceptional cases 3-8; some of 
these cases are mutually exclusive on the basis of this graphical information 
alone. 
Henceforth, let H be the graph consisting of all components of G - S 
which are adjacent to at least one sprout and which are not single vertices. 
If case 3,4,6 (part 2), 7, or 8 has not been eliminated, then H has at most one 
component. For such an H, by at most a four-fold increase in the amount of 
record keeping (same four-way division as before,) we can record all the 
information we need about sprout colors around H, and thus determine if 
any feasible b”, W” extends to a coloring of G. Note: such an extension may 
be blocked by exceptions 1 or 2, as well as by the remaining possibilities 
from 3, 4, 6, 7, 8. 
So suppose H has two or more components. The possible exceptions are 
cases 1, 2, 5, and 6 (part 1). Let C, ,..., C, be the & components of H. 
Let D, ,..., Dt be the other components. Depending on the sprout coloring, 
each Ci may become either type Ib or IV, and each Di may become type II, 
III, or IV. For one of these exceptional cases to occur, all Ci must be type Ib 
and the Di must either all be type II or all type III. 
Consider the Di first. They are all type II if all are adjacent to white sprouts 
only; they are all type III if all are adjacent to black sprouts only. To check 
for either situation requires just one more four-fold increase in record keeping. 
Let D be the subgraph of G with components D, ,..., Dt . As usual ,the four 
possibilities are (1) no sprout adjacent to D is colored; (2) some sprouts 
adjacent to D are colored, all of them white; (3) some sprouts adjacent to D 
are colored, all of them black; (4) some sprouts adjacent to D are white 
and some are black. 
After performing this augmented algorithm, it may turn out that one still 
does not know if any feasible (b”, w”) extends to G. For instance, this happens 
if in all feasible situations b” = 1 and all Di are type II; or if there are no 
Dt at all and b” is always odd. If the extension question is still unsettled, 
the Ci must be considered. Having reached this stage, we know that a sprout 
coloring still under consideration is exceptional iff all the Ci are type Ib; 
that is, iff each Ci is surrounded by sprouts of one color only. Note: unlike 
the Di , one Ci may be surrounded by white and another by black. Thus, 
to use our usual record keeping would require a four-fold increase for each 
Ci ; this record keeping might grow exponentially with v. 
So do the following. For each Ci list each ordered pair of sprouts adjacent 
to Ci . For each pair P in this list, color the first sprout black, the second 
white, and do the augmented knapsack algorithm anew, with P’s coloring 
as initial condition. If some feasible (b”, w”) is obtained, a coloring of G 
exists, for Ci is now type IV. If a feasible (b”, w”) is never obtained for any P, 
a coloring of G is impossible. Although the knapsack algorithm may be 
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repeated many times, the number of repetitions in clearly a polynomial in v, 
so the whole algorithm is polynomial on gD , as claimed. 
We do not claim that this algorithm is particularly efficient. Also, as we 
have described it, the algorithm merely determines if a coloring exists; 
it does not produce a coloring. However, by keeping a bit more information, 
and backtracking at the end, one obtains in a standard way, and in poly- 
nomial time, a particular solution if one exists. 
As for the other problems we have proven NP-complete, namely, the 
n-isolates problem for IZ > 3 and the weak and strong n-partitioning problems 
for n > 2, we do not know if they are polynomial on gk. We suspect at least 
some of them are not. But then the question is: for what classes of graphs 
are they polynomial ? 
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