A key question in many studies is how to divide the total effect of an exposure into a component that acts directly on the outcome and a component that acts indirectly, ie, through some intermediate. For example, one might be interested in the extent to which the effect of diet on blood pressure is mediated through sodium intake and the extent to which it operates through other pathways. In the context of such mediation analysis, even if the effect of the exposure on the outcome is unconfounded, estimates of direct and indirect effects will be biased if control is not made for confounders of the mediator-outcome relationship. Often data are not collected on such mediator-outcome confounding variables; the results in this paper allow researchers to assess the sensitivity of their estimates of direct and indirect effects to the biases from such confounding. Specifically, the paper provides formulas for the bias in estimates of direct and indirect effects due to confounding of the exposure-mediator relationship and of the mediator-outcome relationship. Under some simplifying assumptions, the formulas are particularly easy to use in sensitivity analysis. The bias formulas are illustrated by examples in the literature concerning direct and indirect effects in which mediator-outcome confounding may be present. (Epidemiology 2010;21: 540 -551) 
T he goal of many analyses is to determine whether the effect of an exposure on a particular outcome is mediated by some intermediate variable. That is to say, it is of interest to assess the extent to which the effect of the exposure on the outcome is direct and the extent to which it is mediated through some particular pathway. One way in which these questions are sometimes addressed is by including the intermediate in a regression of the outcome on the exposure and possibly some confounding variables. The estimate of the regression coefficient for the exposure when the intermediate variable is included in the regression is sometimes then interpreted as the direct effect. For such an analysis to be valid, control must be made not only for the variables that confound the exposure-outcome relationship but also for the variables that confound the mediator-outcome relationship. It is now well documented that when control is not made for variables that confound the relationship between the intermediate and the outcome, then controlling for the intermediate in the regression will give biased estimates of the direct effect. [1] [2] [3] Even when treatment is randomized, there may be confounding of the mediator-outcome relationship and thus mediation analyses must give careful attention to the variables that potentially confound the mediator-outcome relationship. Often it will not be possible to collect data on all variables that might confound the relationship between the mediator and the outcome.
It is thus important to develop techniques that assess the sensitivity of one's results to unmeasured confounding variables. 4, 5 In this paper a simple sensitivity analysis approach is presented that allows researchers to assess the extent to which an unmeasured mediator-outcome confounder would have to affect both the mediator and the outcome to invalidate the qualitative conclusions drawn about direct and indirect effects. The analysis proceeds by analyzing the data under the assumption of no unmeasured confounding, and then assesses the sensitivity of the conclusions about direct and indirect effects to realistic violations of the no-unmeasured-confounding assumptions. The results presented in this paper are very general in the sense of allowing sensitivity analysis under a broad range of estimation approaches and of specifications of the sensitivity parameters. However, under a simplifying set of assumptions, the results yield easy-to-use formulas for sensitivity analysis for direct and indirect effects. Results are given for direct and indirect effects on the additive scale in the main text. Appendix 1 provides results for the direct and indirect effects on the risk ratio scale; these results could also be applied to the odds ratio scale when the outcome is rare.
M the potential mediator of interest. For example, A might denote a particular diet, Y might denote blood pressure, and M might denote sodium intake. We will let C denote a set of baseline covariates not affected by the exposure. We will let Y a and M a denote respectively the values of the outcome and mediator that would have been observed had the exposure A been set, possibly contrary to fact, to level a. We will let Y am denote the value of the outcome that would have been observed had the exposure, A, been set, possibly contrary to fact, to level a, and had the mediator, M, been set, possibly contrary to fact, to level m. These counterfactual or potential outcome variables, Y a , M a , and Y am presuppose that at least hypothetical interventions on A and M are conceivable. We make an assumption, sometimes referred to as the consistency assumption, that when A ϭ a, the counterfactual outcomes Y a and M a are, respectively, equal to the observed outcomes Y and M. We likewise assume that when A ϭ a and M ϭ m, the counterfactual outcome Y am is equal to Y. Further discussion of the interpretation of these consistency assumptions is given elsewhere. 6, 7 When hypothetical interventions are not conceivable, an alternative approach to mediation based on principal stratification is also possible. 8 -11 Although principal strata direct effects will not be the focus of this paper, a similar approach to sensitivity analysis to that described here is possible also for principal strata direct effects and is presented in the eAppendix (http://links.lww.com/EDE/A390).
In this paper, sensitivity analysis for several types of direct and indirect effects are considered. The average controlled direct effect comparing exposure level a to a* and fixing the mediator to level m is defined by CDE a,a* ͑m͒ ϭ E͓Y am Ϫ Y a*m ͔ and captures the effect of exposure A on outcome Y, intervening to fix M to m. If A is a binary exposure, then we would take a ϭ 1 and a* ϭ 0 and the controlled direct effect is then simply E ͓Y 1m Ϫ Y 0m ͔; it may be different for different levels of m. The so-called natural direct effect 3 differs from controlled direct effects in that the intermediate M is set to the level M a* , the level that it would have naturally been under some reference condition for the exposure, A ϭ a*; individual natural direct effects thus take the form NDE a,a* (a*) ϭ Y aMa* Ϫ Y a*Ma* . Similarly, individual natural indirect effects can be defined as NIE a,a* (a) ϭ Y aMa Ϫ Y aMa* , which compares the effect of the mediator at levels M a and M a* on the outcome when exposure A is set to a.
Natural direct and indirect effects have the property that a total effect Y a Ϫ Y a* decomposes into a natural direct and indirect effect:
ϭ NIE a,a* ͑a͒ ϩ NDE a,a* ͑a*͒.
The decomposition holds even when there are interactions and nonlinearities. The approach of Baron and Kenny 12 to direct and indirect effects, common in the social sciences, does not in general allow for effect decomposition in the presence of interactions and nonlinearities. If there is no interaction between the effect of the exposure A and the mediator M on the outcome Y in the sense that Y am Ϫ Y a*m does not vary with m, then the controlled direct effect and the natural direct effect coincide. 13 In general, controlled direct effects cannot be used for effect decomposition unless there is no interaction between the effects of the exposure and the mediator on the outcome. The difference between a total effect and a controlled direct effect cannot in general be interpreted as an indirect effect and thus cannot be used to assess mediation. 2, 3, 14, 15 This is because, if there is interaction between the effects of exposure A and mediator M on outcome Y, then controlled direct effects may differ from the total effect even if A is not a cause of M. If there is interaction between A and M, then Y am Ϫ Y a*m will differ for different values of m and thus for some m, one of the controlled direct effects Y am Ϫ Y a*m will differ from Y a Ϫ Y a* . Controlled direct effects are often of greater interest in policy 3, 13 ; natural direct and indirect effects are often of greater interest in evaluating etiology. 3, 13, 16, 17 A number of authors have considered various identification strategies for direct and indirect effects. 2,3,18 -20 Here we will follow the exposition given by Pearl 3 and some recent overviews in the epidemiologic literature. 18, 21 We note, however, that there are also other subtly different assumptions that suffice for the identification of controlled direct effects and natural direct and indirect effects. 18 -20 We let X Y͉Z denote that X is independent of Y conditional on Z. To identify total effects it is generally assumed that, conditional on some set of measured covariates C, the effect of exposure A on outcome Y is unconfounded given C; in counterfactual notation this is Y a A͉C. In practice, a researcher will attempt to collect data on a sufficiently rich set of covariates C to make the assumption plausible. Controlled direct effects can be identified by including in C all confounders of not only the exposure-outcome relationship but also the mediator-outcome relationship. In counterfactual notation, controlled direct effects will be identified 3, 22, 23 if for all a and m,
Assumption (1) can be interpreted as conditional on C there is no unmeasured confounding for the exposure-outcome relationship (except possibly through M). Assumption (2) can be interpreted as conditional on {A, C} there is no unmeasured confounding for the mediator-outcome relation-ship. If assumptions (1) and (2) hold, then average controlled direct effects are identified and given by 3, 22, 23 
In general, if there are variables that confound the mediator-outcome relationship that are not in C such that condition (2) is not satisfied, then the expression given above will be biased. [1] [2] [3] This bias is sometimes referred to as a form of collider stratification bias. 24 -26 Below we give results to assess the magnitude of the bias. In some cases, there may be an effect of the exposure A that confounds the mediator-outcome relationship; as discussed elsewhere, 3, 18, 21, 27 controlled direct effects can still be identified in such cases by modifying assumption (2) but nonstandard methods are then required. 21, 27 Here, however, we will focus on the simpler setting in which there is no effect of exposure A that confounds the mediator-outcome relationship, that is, the setting in which none of the mediator-outcome confounders are affected by A.
For the identification of natural direct and indirect effects, additional assumptions are generally needed. Natural direct and indirect effects will be identified if, in addition to assumptions (1) and (2), the following 2 assumptions hold, 3 that for all a, a*, and m,
Assumption (3) can be interpreted as that conditional on C there is no unmeasured confounding of the exposuremediator relationship. If assumption (2) holds, then assumption (4) will hold if there is no effect L of exposure A that itself affects both M and Y, ie, no effects of exposure A that confound the mediator-outcome relationship. 3 In some cases, assumption (4) may be more plausible if the mediator M occurs shortly after the exposure A. 7 If, however, assumption (4) is violated so that there is an effect of the exposure that confounds the mediator-outcome relationship, then it has been shown that natural direct and indirect effects will not in general be identified 28 ; in such cases, it may still be possible to estimate a controlled direct effect that has been standardized with respect to the distribution of the mediator under a particular treatment level. 29, 30 If assumptions (1)-(4) hold, then the average natural direct effect is identified and is given by 3, 21 :
Ϫ E ͓Y͉a*, m, c͔}P͑m͉a*, c͒ P͑c͒ and the average natural indirect effect is identified and is given by
If there is no interaction between the effect A and M on Y, then the controlled direct effect and the natural direct effect coincide. 13 Natural direct and indirect effects are then identified under assumptions (1) and (2) alone.
If assumptions (1)-(4) hold, then there are a variety of ways to estimate controlled direct effects and natural direct and indirect effects including regression models, 7, 18, 20, 31 structural mean models, 27, 32, 33 marginal structural, 21, 30, 34 and doubly robust estimators. 35 For example, regression models for Y conditional on A, M, C and for M conditional on A, C might be used as commonly employed in the social sciences. If there is no interaction between the effects of A and M on Y, then the regression approach of Baron and Kenny 12 used extensively in the psychology literature 31 may be employed. VanderWeele and Vansteelandt 7 recently showed how the notions of direct and indirect effects from the causal inference literature presented earlier could be used to extend this regression approach to settings in which there were interactions between A and M. In particular, if assumptions (1)-(4) hold and if Y and M are continuous and the following regression models for Y and M are correctly specified:
then the average controlled direct effect and the average natural direct and indirect effects are given by
Note that the expression above for the controlled direct effect will only in general be valid under assumptions (1) and (2), and the expressions for natural direct and indirect effects will only in general be valid under assumptions (1)-(4). As noted by VanderWeele and Vansteelandt, 7 if there is no interaction between A and M so that 3 ϭ 0, then these expressions reduce to the expressions of Baron and Kenny 12 used in the psychology literature. The controlled direct effect and the natural direct effect are then both equal to 1 ͑a Ϫ a*͒ and the natural indirect effect is 2 ␤ 1 ͑a Ϫ a*͒.
Note that if the interaction term 3 am is omitted from the regression model for Y (as is not uncommon in epidemi-ologic analyses) this can lead to very misleading inferences concerning mediation. In particular, if there is qualitative interaction between A and M so that 1 and 3 are of different signs, then if the term 3 am is omitted from the regression model for Y, one might then obtain an estimate of 1 fairly close to zero. In this situation one might wrongly conclude that most of the effect of A on Y is mediated by M when in fact there is simply interaction between the effects of A and M on Y. See VanderWeele and Vansteelandt 7 and Imai et al 20 for further and related discussion on using regression models for mediation analysis, and also for the computation of standard errors.
If conditional controlled direct effects, E ͓Y am Ϫ Y a*m ͉c͔, and conditional natural direct and indirect effects, E ͓Y aMa* Ϫ Y a*Ma* ͉c͔ and E ͓Y aMa Ϫ Y aMa* ͉c͔, are of interest, the same expressions as in (6) can be used, with the exception that for the conditional natural direct effect, E ͓Y aMa* Ϫ Y a*Ma* ͉c͔, the E͓C͔ in (6) is replaced with c. The expressions earlier are for what are sometimes referred to as the "pure" natural direct effect and the "total" natural indirect effects. 13 If instead the total natural direct effect and the pure natural indirect effect are of interest, then these are given in terms of the regression coefficients by
In the next section we will discuss sensitivity analysis to violations of assumption (2) , the assumption that the measured covariates C suffice to control for confounding of the mediator-outcome relationship. As noted previously, there are a number of different methods and models that can be used to estimate direct and indirect effects. The results described later are applicable irrespective of the method used to estimate direct and indirect effects.
SENSITIVITY ANALYSIS FOR CONTROLLED DIRECT EFFECTS
In many settings it may be difficult to include in the covariate set C a sufficient number of covariates to control for confounding of the mediator-outcome relationship. For example, in a randomized trial in which exposure A is randomized, the effect of A on Y and the effect of A on M will be unconfounded by randomization ie, assumptions (1) and (3) will hold. However, randomization of the exposure A does not imply that the effect of the mediator M on the outcome Y will be unconfounded ie, assumption (2) may fail.
To accommodate this issue of potential mediatoroutcome confounding we will give 2 sensitivity analysis results (1 for controlled direct effect and 1 for natural indirect effects) to assess the sensitivity of inferences about direct and indirect effects to the assumption that, conditional on C, there is no further mediator-outcome confounding. The results will build on related work for total effects (VanderWeele T. J. and Arah O. A., unpub-lished data). The results will assume that the effect of A on Y and the effect of A on M are unconfounded either by randomization or by control for the covariates in C; that is to say, both results will assume that assumptions (1) and (3) hold. The results will also assume that there are no effects of exposure A that themselves affect both M and Y. Our focus will be violations of assumption (2), ie of no unmeasured mediator-outcome confounding, as this is generally the assumption of greatest concern in analyses of direct and indirect effects. In the eAppendix (http://links.lww.com/EDE/A390) we also consider possible unmeasured exposure-mediator confounding. We will thus proceed as follows: we will assume that there is some unmeasured variable U such that conditional on C and U there would be no mediator-outcome confounding. In other words, U will denote our unmeasured mediator-outcome confounder. In counterfactual notation, we will assume that condition (2) is violated but that
holds, as would be the case in the causal diagram 36 in Figure  1 . Our first result gives a bias formula for controlled direct effects that can be used in sensitivity analysis when there are one or more unmeasured confounding variables U for the mediator-outcome relationship. Note that if we had data on only confounding variables C, we might still try to estimate controlled direct effects by the formula given in the previous section,
or by using the expression in (6) from the regressions. If there is an unmeasured mediator-outcome confounder U, then this expression will generally be biased for the average controlled direct effect. The bias between the estimator using the observed data and the true average controlled direct effect is then 
Theorem 1 below gives a general bias formula for the difference between the biased estimator using the observed data and the true average controlled direct effect. As discussed later in the text, the general bias formula is not entirely straightforward to use. However we will also give a Corollary to Theorem 1 that shows that under some simplifying assumptions the bias formula takes a very simple form. The proofs of the results are given in Appendix 2. We will return to the interpretation and applicability of the bias formula in Theorem 1 shortly but first we give a corollary which, under simplifying assumptions, simplifies the bias formula considerably. uncorrelated conditional on C, then the bias constituted by the difference between the estimate using the observed data given in (8) and the true controlled direct effect is simply the product ␦␥. Under the simplifying assumptions of Corollary 1, this gives rise to a particularly simple sensitivity analysis technique for assessing the sensitivity of estimates of a controlled direct effect to an unmeasured mediator-outcome confounder (see Table) . We can hypothesize a binary unmeasured mediator-outcome confounding variable U such that the difference in expected outcome Y comparing U ϭ 1 and U ϭ 0 is ␥ across strata of A and C conditional on M ϭ m, and such that the difference in the prevalence of U, comparing exposure levels a and a* (eg, comparing the exposed and unexposed), is ␦, across strata of C, conditional on M ϭ m. For such an unmeasured mediator-outcome confounding variable, the bias of our estimate in (8) using the observed data is given simply by ␦␥. We can assess sensitivity to the presence of such an unmeasured confounding variable by varying ␥ (which under certain assumptions ͓VanderWeele and Arah, unpublished data͔ can be interpreted as the direct effect of U on Y) and by varying ␦, interpreted as the prevalence difference of U, comparing exposure levels a and a* conditional on M ϭ m and C ϭ c. The simple bias formula in Corollary 1 could also be applied to both limits of a confidence interval. Note that the controlled direct effect, E ͓Y am Ϫ Y a*m ͔, may vary with m, and for different values of m we will likely want to consider different specifications of the values ␦ and ␥ in the sensitivity analysis. If there is no interaction between the effects of A and M on Y, then this simple sensitivity analysis technique based on Corollary 1 will also be applicable to natural direct effects. We will also consider general bias formulas for sensitivity analysis for natural direct and indirect effects that will be applicable when there are interactions between the exposure and the mediator.
Note that Corollary 1 makes 3 simplifying assumptions to obtain the easy-to-use bias formula. First, Corollary 1 assumes that U and A are uncorrelated conditional on C; this would hold in Figure 1 but would be violated if U affected A as well as M as is the case in Figure 2 . In the eAppendix (http://links.lww.com/EDE/A390) we consider bias formulas If these assumptions are thought to be unreasonable, then, as discussed later, it will be necessary to use Theorem 1 instead of just Corollary 1 in sensitivity analysis. It is important to note that ␦ is the prevalence difference conditional on M ϭ m and C ϭ c and not the unconditional prevalence difference. To see the importance of this distinction, let us assume that A and M are binary and note that U is assumed to be a cause of M. In specifying the conditional prevalence difference P͑U ϭ 1͉a, m, c͒ Ϫ P͑U ϭ 1͉a*, m, c͒, the variable U might be (unconditionally) of equal or greater prevalence comparing exposure levels A ϭ 1 and A ϭ 0, but it might still be conditionally less prevalent say, given M ϭ 1, because M ϭ 1 might occur if either U ϭ 1 or A ϭ 1 and thus conditional on M ϭ 1, if A ϭ 0 then we would know that U ϭ 1 because M ϭ 1 only when either U ϭ 1 or A ϭ 1. The prevalence of U, conditional on M ϭ m, in exposure levels A ϭ 1 and A ϭ 0 will depend on both the unconditional prevalence of U in exposure levels and also on the information that conditioning on M ϭ m gives about the prevalence of U in exposure levels A ϭ 1 and A ϭ 0. In the language of causal diagrams, the conditional prevalence of U, given M ϭ m, depends on the unconditional prevalence and also upon "collider stratification." 24 -26 When U, A, M are all binary, some intuition can be given concerning such collider stratification (ie, conditioning on a common effect, M, of U and A). In general, if the mechanism for M is an "and" mechanism (so that M occurs if A and U occur), then this will generally induce positive correlation between A and U, conditional on M; if the mechanism for M is an "or" mechanism (so that M occurs if A or U occurs), then this will generally induce negative correlation between A and U, conditional on M; however, exceptions can arise. 26, 37 See Hafeman 5 for a sensitivity analysis technique involving an alternative specification of sensitivity analysis parameters.
Corollary 1 gives a reasonably straightforward sensitivity analysis technique for controlled direct effects under simplifying assumptions. However, when such simplifying assumptions do not hold, Theorem 1 can still be used. To use these bias formulas in sensitivity analysis, one would choose a reference level uЈ of U and specify (i) {E ͓Y͉a, m, c, u͔ Ϫ E ͓Y͉a, m, c, uЈ͔} and {E ͓Y͉a*, m, c, u͔ Ϫ E ͓Y͉a*, m, c, uЈ͔}, ie, the relation between U and Y, among those with exposure level A ϭ a and A ϭ a*, within strata of c and m. One would also specify (ii) {P͑u͉a, m, c͒ Ϫ P͑u͉a, c͒} and {P͑u͉a*, m, c͒ Ϫ P͑u͉a*, c͒}, ie, how within each stratum of C, the distribution of the unmeasured confounder U among those with exposure level A ϭ a and A ϭ a*, conditional on M ϭ m, compares with the distribution of U, not conditional on M among those with exposure level A ϭ a and A ϭ a*. Although it will in general be difficult to specify these differences directly, it may be possible to use subject-matter knowledge to postulate plausible values of P͑u͉a, m, c͒, P͑u͉a*, m, c͒, P͑u͉a, c͒, and P͑u͉a*, c͒, from which differences could be computed. From the quantities (i) and (ii) specified in the sensitivity analysis, one can then calculate from Theorem 1 the bias between the true controlled direct effect and the estimator based on the observed data. In the following section, we will discuss a data analysis example and apply this sensitivity analysis techniques for controlled direct effects using Corollary 1. Note that if sensitivity analysis for the conditional controlled direct effect, E ͓Y am Ϫ Y a*m ͉c͔, is of interest, then the same expression as in Theorem 1 can be used, removing the sum over c and the term P(c) from the expression.
SENSITIVITY ANALYSIS FOR NATURAL DIRECT AND INDIRECT EFFECTS
Our second set of results gives a bias formula for natural direct and indirect effects that can be used in sensitivity analysis when there are one or more unmeasured confounding variables U for the mediator-outcome relationship as in Figure 1 
respectively. The bias for the natural direct effect can then be defined as the difference between the estimators in (9) and (10) Note that Bias͑NIE a,a* ͑a͒͒ϭϪBias͑NDE a,a* ͑a*͒͒. If sensitivity analysis for natural direct and indirect effects, conditional on C ϭ c, are of interest, then the same expressions as in Theorem 2 can be used, removing the sum over c and the term P(c) from the expression. As before, under certain simplifying assumptions, the bias formulas in Theorem 2 reduce to simpler expressions that are relatively straightforward to use in sensitivity analysis. Corollary 2 below gives these simple expressions for natural direct and indirect effects; it uses the same simplifying assumptions as in Corollary 1. If sensitivity analysis for natural direct and indirect effects, conditional on C ϭ c, are of interest, then the same expressions as in Corollary 2 can be used, removing the sum over c and the term P(c) from the expression. The use of Corollary 2 in sensitivity analysis for natural direct and indirect effects is fairly similar to that of Corollary 1 described earlier for controlled direct effects. However, if ␦ m ϭ P͑u͉a, m, c͒ Ϫ P͑u͉a*, m, c͒ is not constant in m then one will have to use the empirical distribution P͑m͉a*, c͒, estimated from the data, in applying Corollary 2 rather than relying on the simple expression ␦␥. Discussion of the class of distributions of variables for which an expression such as ␦ m ϭ P͑u͉a, m, c͒ Ϫ P͑u͉a*, m, c͒ would be constant in m can be found elsewhere. 38 As an alternative approach to conducting sensitivity analysis for natural indirect effects, one could use equation (9) to estimate natural direct effects, and then instead of using (10) to estimate natural indirect effects one could use the difference between the total effect, estimated by ͚c {E ͓Y͉a, c͔ Ϫ E ͓Y͉a*, c͔}P͑c͒, and the natural direct effect, estimated by equation (9), to give an estimate of the natural indirect effect. The bias for the natural indirect effect obtained in this way is then simply Bias͑NIE a,a* ͑a͒͒ϭ ϪBias͑NDE a,a* ͑a*͒͒ since the total effect of A on Y is unconfounded and the true natural direct effect, E ͓Y aMa Ϫ Y aMa* ͔, is equal to the difference between the total effect and the natural direct effect.
For settings in which the simplifying assumptions of Corollary 2 are considered unreasonable, one can use Theorem 2. The use of Theorem 2 is similar to Theorem 1 except that one must also use the empirical distributions of P͑m͉a, c͒ and P͑m͉a*, c͒, estimated from the data, in applying the bias formulas in Theorem 2. As with Theorem 1, one can use the bias formulas in Theorem 2 for natural direct and indirect effects once one specifies (i) {E ͓Y͉a, m, c, u͔ Ϫ E ͓Y͉a, m, c, uЈ͔} and {E ͓Y͉a*, m, c, u͔ Ϫ E ͓Y͉a*, m, c, uЈ͔} and (ii) P͑u͉a, m, c͒ Ϫ P͑u͉a*, m, c͒ for each m. Once one has calculated Bias͑NDE a,a* ͑a*͒͒, the approach described earlier for sensitivity analysis for the natural indirect effect is applicable.
An alternative sensitivity analysis technique has also been developed by Hafeman. 5 Hafeman's technique involves specifying the prevalence of the unmeasured confounder and also specifying risk ratios for the effect of the unmeasured confounder U on the mediator and on the outcome. The advantage of Hafeman's technique is that the prevalence of the unmeasured confounder and the risk ratio for the effect of the unmeasured confounder on the mediator are more intuitive quantities to specify than the prevalence difference of the unmeasured confounder within strata of the exposure, mediator and measured confounders. Hafeman's technique is, however, limited to binary exposures, mediators, and outcomes, whereas the technique presented here can be applied more generally.
Imai et al 39 has also recently provided an alternative sensitivity analysis technique for direct and indirect effects in settings in which linear or probit regression is used. This sensitivity analysis technique has been implemented using statistical software 40 and will likely be useful in a number of settings employing regression analysis. Nevertheless the sensitivity analysis technique presented in this section has a number of advantages. First, under the simplifying assumptions presented in this section, the sensitivity analysis technique for direct and indirect effects can be implemented in a straightforward manner without relying on software at all; the simple sensitivity analysis presented in Corollaries 1 and 2 can be conducted by hand in a very straightforward manner. A second advantage of the sensitivity analysis approach presented in this section is the following. The sensitivity analysis of Imai et al 39 and the straightforward sensitivity analysis in Corollaries 1 and 2 all make strong simplifying assumptions concerning functional form and homogeneity of effects. When these assumptions fail, the advantage of the results here is that the bias formulas in Theorems 1 and 2 can still be used to conduct sensitivity analysis in such settings; the bias formulas in Theorems 1 and 2 are very general. A final and related point is that the sensitivity analysis techniques of Imai et al 39 can be applied only when regression is used in the estimation of direct and indirect effects. As noted earlier, recent work on mediation has considered not only the use of regression models for mediation 7, 12, 18, 39 but also the use of marginal structural models 21, 30, 34 and structural mean models. 27, 32, 33, 35 The sensitivity analysis technique of Imai et al 39 is inapplicable when other sorts of models are used, whereas sensitivity analysis using Theorems 1 and 2 is applicable irrespective of what method or model is used in the final estimation process.
APPLICATION
In this section we consider an application of the sensitivity analysis techniques presented in this paper. Caffo et al 41 studied the extent to which the effect of cumulative lead dose, A, on cognitive function, Y, is mediated by brain volumes, M. Prior research had indicated that occupational exposure to organic and inorganic lead was longitudinally associated both with cognitive decline 42 and with a decrease in the volume of brain structures as measured by MRI. 43 Caffo et al 41 note that lead dose is associated with persistent changes in the brain structure long after lead levels decline; past cumulative absorption of lead is thus longitudinally associated with a decrease in the volume of total brain, parietal white and gray matter, temporal white matter, and 2 paralimbic system structures. Caffo et al 41 hypothesized that the effect of lead exposure on cognitive function would be at least partially mediated by brain volumes; to examine this, they used data for 2001-2003 from a study of 513 former organolead manufacturing workers in their analyses. Brain volume was measured using magnetic resonance imaging, which captures only brain volume differences and not more subtle neurobiologic changes to brain structure. Caffo et al control for a number of covariates, C, including age, education, smoking, and alcohol consumption; they consider a number of cognitive domains and both white and gray matter volumes and use a linear regression model of Y on A, M, C without an A ϫ M product term ie, 3 ϭ 0 in regression model (5) above. Under the assumption that the regression model is correctly specified and that there is no unmeasured exposure-outcome or mediator-outcome confounding, they obtain estimates of a direct effect of 3.79 point decline (95% confidence interval ͓CI͔ ϭ Ϫ7.40 to Ϫ0.18) in executive functioning cognitive test scores per 1-g/g increase in peak tibia lead exposure, controlling for white matter in brain regions associated with lead; the indirect effect of lead exposure as mediated through white matter brain volume was a 1.21 (P ϭ 0.01) point decline in executive functioning cognitive test scores per 1-g/g increase in peak tibia lead exposure; the total effect of lead exposure is thus a 5.00 point decline (95% CI ϭ Ϫ8.57 to Ϫ1.42) in executive functioning cognitive test scores per 1-g/g increase in peak tibia lead exposure.
Note under the assumption of no interaction between the effects of A and M on Y, controlled and natural direct effects coincide. Theorem 2 implies that the bias for the natural indirect effect is simply the negation of the bias of the natural direct effect and thus (under no interaction) the negation of the bias of the controlled direct effect.
Suppose now that there is an unmeasured confounding variable U affecting both white matter brain volume and executive function; U might denote an unknown genetic factor. We could employ Corollary 1 to assess the extent to which U might change our conclusions about the direct and indirect effect. The simplifying assumptions of Corollary 1 would be reasonable if U did not affect cumulative lead dose, if U did not interact with cumulative lead dose or with the measured confounding variables in its effects on cognitive function, and if neither U nor the measured confounding factors affected one another. Suppose then that individuals with the genetic factor present had on average 7point lower executive functioning test scores in that E ͓Y͉a, m, c, U ϭ 1͔ Ϫ E ͓Y͉a, m, c, U ϭ 0͔ϭϪ7; Corollary 1 implies if, conditional on white matter brain volume, individuals with a 1-g/g increase in peak tibia lead had a 0.54 higher probability of having the genotype present (ie, P͑U ϭ 1͉a ϩ 1, m, c͒ Ϫ P͑U ϭ 1͉a, m, c͒ ϭ 0.54), then the true direct effect might in fact be Ϫ3.79 Ϫ (Ϫ7)(0.54) ϭ 0 (95% CI ϭ Ϫ3.61 to 3.61). This degree of confounding seems implausible. Figure 3 gives the values of Epidemiology • Volume 21, Number 4, July 2010
Mediation Sensitivity Analysis ␥ ϭ E ͓Y͉a, m, c, U ϭ 1͔ Ϫ E ͓Y͉a, m, c, U ϭ 0͔ and ␦ ϭ P͑U ϭ 1͉a ϩ 1, m, c͒ Ϫ P͑U ϭ 1͉a, m, c͒ that would be required to completely eliminate the direct effect; values of ␥ and ␦ that lie below the curve would reverse the sign of the direct effect point estimate. We also have by Corollary 1 and Theorem 2 that if individuals with the genetic factor had on average 7-point lower executive functioning test scores and if, conditional on white matter brain volume, individuals with a 1-g/g increase in peak tibia lead had a 0.17 lower probability of having the genotype present, then the true indirect effect might in fact be Ϫ1.21 ϩ (Ϫ7)(Ϫ0.17) ϭ 0. This is arguably somewhat less implausible but perhaps still unlikely. The presence of a direct and indirect effect in the analyses of Caffo et al thus seem unlikely due simply to such mediator-outcome confounding. A second example, 25, 44, 45 using direct effect risk ratios, is given in the eAppendix (http://links.lww.com/EDE/A390), and illustrates a case in which the unmeasured mediator-outcome confounder may completely explain away the apparent direct effect.
DISCUSSION
This paper considers sensitivity analysis for direct and indirect effects in the presence of one or more unmeasured mediator-outcome confounders. The results give bias formulas when the data are analyzed as though there were no missing mediator-outcome confounding variable. Corollaries 1 and 2 give rise to particularly straightforward sensitivity analysis techniques that involve only the product of 2 sensitivity parameters. However, the use of these straightforward techniques requires some simplifying assumptions: roughly (i) that the unmeasured confounding variable affects only the mediator and the outcome, not the exposure; (ii) that the effect of the unmeasured confounder does not interact on the additive scale with the effects of the exposure or with the measured confounding variables; and (iii) that the unmeasured confounding variable is neither a cause of nor caused by the measured confounding variables. Under these simplifying assumptions, sensitivity analysis for mediation is very straightforward (Table) . When these assumptions are violated, Theorems 1 and 2 and the results given in the eAppendix (http://links.lww.com/EDE/A390) can still be used, and cover a wide range of settings for mediation. However, as described earlier, the use of these more general results in sensitivity analysis is somewhat more complex than the use of Corollaries 1 and 2. Although Theorems 1 and 2 and the results in the eAppendix are quite general, they are limited to settings in which there is no effect of the exposure that confounds the mediator-outcome relationship. Future work will consider sensitivity analysis for direct and indirect effects in cases in which there is an effect of exposure that is a mediator-outcome confounder.
Two further extensions are worth noting. First, although we have considered direct and indirect effects, defined as expected counterfactual outcome differences, the basic approach applies more generally to other measures of effect. In particular, in Appendix 1, it is shown that simple sensitivity analysis techniques for direct and indirect effects are also possible on the risk-ratio scale. Second, the focus here has been on the setting of nonclustered data; the basic sensitivity analysis presented in this paper is applicable also to clustered data and multilevel settings. Discussion of how concepts of mediation extends to a multilevel setting is provided elsewhere. 46 ACKNOWLEDGMENTS I thank Yasutaka Chiba, Jamie Robins, and 2 anonymous referees for helpful comments.
