We consider a problem where a set X of N objects (instances) coming from c classes have to be classified simultaneously. A restriction is imposed on X in that the maximum possible number of objects from each class is known, hence we dubbed the problem who-is-there? We compare three approaches to this problem: (1) Independent classification whereby each object is labelled in the class with the largest posterior probability; (2) A greedy approach which enforces the restriction; and (3) A theoretical approach which, in addition, maximises the likelihood of the label assignment, implemented through the Hungarian assignment algorithm. Our experimental study consists of two parts. The first part includes a custom-made chess data set where the pieces on the chess board must be recognised together from an image of the board. In the second part, we simulate the restricted set classification scenario using 96 datasets from a recently collated repository (University of Santiago de Compostela, USC). Our results show that the proposed approach (3) outperforms approaches (1) and (2).
D : R n → Ω.
(1)
We also require that D provides estimates of the posterior probabilities P (ω 1 |x), . . . , P (ω c |x).
Definition 3. A super-label for set X is any collection of m labels from Ω so that any instance x ∈ X receives a single label. A super-label will be called consistent if it satisfies the requirement that at most k i labels are equal to ω i , i = 1, . . . , c.
Denote by S the set of all possible super-labels of X. Let P = [p ij ] be a matrix of size m × c that 75 contains the posterior probability estimates obtained from the base classifier D applied to X. Entry p ij is the estimate of P (ω j |x i ). Let P be the set of all matrices P . 
We consider two type of estimates of the accuracy of D set for a given set X:
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• A T , total accuracy: A T = 1 if all labels are correctly assigned to the instances in X, and A T = 0, otherwise;
• A P , partial accuracy: A P is the proportion correctly labelled instances in X.
Definition 5. Independent (Baseline) Set Classifier D i set . This classifier takes the labels suggested by D without any modification. 85 Definition 6. Greedy Set Classifier D g set . Assume that D outputs the true posterior probabilities P (ω i |x), for i = 1 . . . , c and any x ∈ R n . This classifier labels the set X according to the following algorithm:
1. Initialise a set V = ∅ to store the assigned object-class pairs.
2. Identify the largest posterior probability P (ω * j |x * j ) among the objects and classes not assigned so far. 90 3. Remove ω * j from the list of available classes, and x * j from the list of available objects, and add the pair to set V . 4 . If there are no class-object pairs left, stop and return V . Else, continue from step 2.
To derive the extended model for simultaneous classification we will first introduce the two special cases: the who-is-who [1] and who-is-missing [2] . 95 
Who-is-who?
A set of c objects have to be labelled into c classes so that there is exactly one object in each class. Let p be the probability that D will label correctly a randomly chosen instance x. 
and 100 A P (D i set ) = p.
The super-label assigned by D i set may not be consistent, more likely so for larger number of classes c. It is possible to improve especially on A P (D i set ) by ensuring that the super label is consistent, for example by applying D g set .
Two classes
Let c = 2 and X = {x 1 , x 2 }. Without loss of generality, assume that x 1 was drawn from the distribution 105 of class ω 1 , and x 2 from ω 2 , hence the true super-label is ω 1 , ω 2 . Suppose again that D is the perfect classifier for the chosen feature space, and therefore we have knowledge of the true posterior probabilities.
To simplify notation, denote P 1 = P (ω 1 |x 1 ) and P 2 = P (ω 2 |x 2 ).
The probability that D i set will give the correct super-label of X is A T (D i set (X)) = P r(P 1 > 0.5 & P 2 > 0.5) .
However, D g set will add to this two more cases. The super-label will be correct also when P 1 < 0.5 and 110 P 2 > 1 − P 1 , ensuring that ω 2 will be assigned first to x 2 , leaving the free label ω 1 for x 1 . By the same logic, D g set will be right when P 2 < 0.5 and P 1 > 1 − P 2 . Since the cases are mutually exclusive, the probability that D g set will give the correct super-label of X is A T (D g set (X)) = P r(P 1 > 0.5 & P 2 > 0.5) + P r(P 1 < 0.5 & P 2 > (1 − P 1 )) + P r(P 1 > (1 − P 2 ) & P 2 < 0.5) (6)
The above expression reduces to 115 A T (D g set (X)) = P r(P 1 + P 2 > 0.5) .
As A T (D g set (X)) ≥ A T (D i set (X)) for any X, the inequality is valid across the whole space of pairs (x 1 , x 2 ). To visualise the improvement due to the greedy strategy, consider the two-dimensional data set shown in Figure 1 . We drew 10,000 random pairs X = {x 1 , x 2 }; x 1 from ω 1 and x 2 from ω 2 .
The true probabilities P 1 = P (ω 1 |x 1 ) and P 2 = P (ω 2 |x 2 ) are used as the coordinate axes in Figure 2 where points corresponding to the 10,000 pairs are scattered. The region where D i set gives the correct super-120 label is shaded in light grey, and the number of points is shown. The regions where D g set adds accuracy to that of D i set are shaded in dark grey. 5
x 1
x 2 Figure 1 : A two-dimensional data set with 10,000 points in each class.
For this example, A T (D i set ) = 80.80% and A T (D g set ) = 7.65 + 7.90 + 80.80 = 96.35%.
Proposition 1.
[1] For 2-class problems,
The proof is shown in the Appendix.
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The theory about the two-class who-is-who problem has been illustrated by an earlier experimental study to demonstrate the results' validity when D is not a Bayes classifier and the posterior probabilities are only estimates [1] .
c classes
independently of the other c − 1 objects. Then the likelihood of a super label S = s 1 , . . . , s c , s i ∈ Ω is
Since p(x i |ω i ) does not depend on the super-label S, we can organise it into a multiplicative constant
, and rewrite the likelihood as The set of feasible super-labels is the set of all permutations of the elements of Ω. The optimal super-label S * will be the one maximising the L (equivalently log(L)), that is
where I is the set of all permutations of the class labels in Ω. S * . Note that the greedy set classifier D g set will not guarantee the optimal solution.
Definition 7. Hungarian Set Classifier D h set . This classifier uses the Hungarian assignment algorithm [34] to find S * . 1 . The input to the algorithm is the matrix LP with the logarithms of the posterior probabilities obtained from the individual classifier, and the output is the optimal permutation S * , 140 guaranteeing the maximum sum of logarithms, as in equation (12) .
Previous experiments have shown significant improvement of
A T (D h set ) over both A T (D g set ) and A T (D i set ) [1].
Who-is-Missing?
In this scenario, a set X of k < c objects have to be labelled into c classes so that there is at most one object in each class [2] . As the question of interest here is "who-is-missing", it may be thought that 145 the correct assignment of the elements of X is not strictly necessary. However, in order to maximise the likelihood of discovering the identity of the missing classes, we still need to maximise the likelihood of the assignments of the objects in X. Let S (−) ⊂ Ω and S (+) = Ω \ S (−) be respectively the set of missing and the set of present classes. The probability that S (−) is missing is the same as the probability that S (+) is present.
Therefore, by maximising the log-likelihood of the collection of labels in S (+) , we maximise the probability of discovering the correct S (−) . This allows for the who-is-missing problem to be cast as who-is-who.
We create v = c − k dummy objects z 1 , . . . , z v , and assign probabilities P (ω i |z j ) = 1/c for all i = 1, . . . , c and j = 1, . . . , v. Thus the matrix with posterior probabilities P is of size c × c, and has v identical rows with values 1/c. The optimal labelling (eqn (12)) becomes
The second term can be absorbed into a constant which does not depend on S, and does not affect the 155 optimal assignment of labels to X. The Hungarian set algorithm D h set can be applied to P for finding S * . The labels assigned to the dummy objects are the missing classes. Note that the value of the constant we assign in place of the posterior probabilities for the dummy objects does not matter. The same assignment will be obtained for any value.
We carried a set of experiments for the who-is-missing problem [2] with the UCI letter data set and an 160 image data set of LEGO parts. The results again strongly favoured the Hungarian set algorithm D h set before the greedy D g set and the independent D i set set algorithms.
Solution to the restricted set classification problem
Following the naming convention for the two special cases above, we call the restricted set classification problem (Definition 1) 'who-is-there'.
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Recall the example of who-is-there where the chess pieces on a board are to be recognised from a birdview snapshot. In this case, there are 12 possible classes (pawn, bishop, knight, castle, king, queen; × 2 for black and white) and up to 32 objects. The maximum number of objects from each class is fixed by context.
We assume that we don't have prior knowledge of the moves leading to the current board configuration.
To solve the who-is-there problem, we should be looking to maximise the log-likelihood of the super-170 label. However, this time the set of classes has to be augmented with k i copies of each class. The posterior probabilities for the copies are the same as the one in the original column. In addition, the set of objects also has to be expanded to contain k objects altogether. The k − m dummy objects are assigned 1/c posterior probabilities for all k possible class labels in the super-label. The resultant matrix P is of size k × k. The example below illustrates this arrangement.
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Consider three classes denoted respectively •, and . It is known that X contains at most k = 5 objects where at most 2 are from class •, at most 1 is from class and at most 2 are from class . Suppose that the observed set X contains m = 4 objects with the following posterior probabilities provided by D: Object P (•|x) P ( |x) P ( |x) We construct P as shown in Figure 3 . The assignment resulting from applying D h set to P is also indicated Both super-labels satisfy the constraints but D h set leads to a higher (better) log-likelihood value compared to D g set . This is to be expected as D h set guarantees the optimal assignment of labels with respect to the log-likelihood criterion.
Experiments
Our hypothesis is that, for the restricted set classification problem, both accuracy measures A T and A P should be maximised by applying D h set compared to applying D g set and D i set , for various models of the base 190 classifier D. We decided to use the following features on each tile:
• Entropy of the grey-level image.
• Standard deviation of the grey-level image.
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• Difference between the mean grey intensity of (i) a square centred at the tile centre, with side equal to half of the tile side, and (ii) the tile area outside the square.
• 100 grey-level values obtained by resizing the image to 10 × 10 pixels.
The experiment was organised as 46-fold cross-validation where one board was left aside in each fold. A classifier was trained for each fold, and the posterior probabilities of the testing data were subsequently 205 calculated. The classifier models which we tried out as base classifier D are shown in Table 1 . 2
The matrix with the posterior probabilities P was expanded as demonstrated in Figure 3 . The three set classifiers: D i set (B), D g set (G) and D h set (H) were then applied giving the accuracies shown in Table 1 . Paired t-test was used to identify any significant differences between A P for the proposed D h set against D g set at p < 0.001 for the classifier models. The results favour D h set which is often the most accurate set 210 classifier. The greedy set classifier is the next best, and the baseline set classifier (independent application of D) wins only once, for the decision tree classifier. This is likely a result from the notoriously poor approximation of posterior probabilities by the standard decision tree classifier.
Looking at A T , the only base classifier which can be of any use in recognising the whole set of chess pieces for this experiment is the nearest neighbour. Even its accuracy A T is not sufficiently high. For the 215 purposes of demonstrating the advantage of using a proper set classifier, we chose a difficult task. This can be observed in the small example of the training set in Figure 4 (c). The position of the camera was such that the same type of piece could be seen to "lean" up, down, left or right, so much so that a distinguishing part of the top of the piece is missing. We did not attempt to analyse whether the background of the piece is black or white, and proceed to apply different classifiers accordingly. If the aim of the paper was to recognise correctly all the pieces in this restricted set classification problem, we would have opted for multiple cameras, more elaborate and context-related features, advanced classifiers such as deep learning neural networks, and calibration of the posterior probabilities. Our experiment is a proof of concept. It demonstrates that the restricted set classification problem needs special treatment beyond training a standard classifier D and applying it independently to the elements of the set of instances X. In the second set of experiments we used a collection of datasets chosen as a testbed for a comprehensive experimental evaluation of 179 classifiers from 17 families [37] 3 . Many of the datasets within the collection are from the UCI Machine Learning Repository [38] . We refer to this repository as USC after the host 230 university (University of Santiago de Compostela, Spain).
To enable a reasonable formulation of the restricted set classification problem we had to ensure that there is sufficient variability within each class we sampled from. Otherwise the results would depend too much on a few instances. Therefore, we reduced the original 121 datasets to 96 datasets, and modified those retained according to the following rule. Classes containing less than 50 examples were removed. Hence, 235 datasets without at least two classes with at least 50 examples in each were discarded from the collection.
The description of the data collection that we used is shown in Table 2 .
Experimental protocol
Two fold cross validation, repeated five times, was used to partition the data into training and initial testing sets. From each of the ten initial testing sets, 100 runs were carried out. Thus, for each dataset, we 240 carried out 1000 runs.
In each run, we commence by initialising the set to be labelled by X = ∅. A random integer between 1 and 10 is drawn for each class to serve as the limit on the number of possible objects from that class. Denote by k i the number of objects allowed for class ω i . Then a second random integer, r i , is drawn between 0 and k i , to determine how many objects from ω i will actually be present in the set X. Note that we include the 245 possibility of a completely absent class. Next, we add to X r i randomly selected testing objects whose true label is ω i . After constructing the set X, D i set (Baseline), D g set (Greedy) and D h set (Hungarian) are applied to find the respective super-labels.
The following set of classifiers were tested as D:
• Nearest neighbour (1-NN) 
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• Linear discriminant analysis (LDA)
• Naïve Bayes (NB)
• Logistic Regression (LOG)
• Decision tree (DT)
• Random Forest (RF)
255
• Rotation Forest (ROT)
Results
We have prepared a supplementary document which contains the full numerical results from the experiments in seven tables, one for each classifier. Here we reproduce only the table for the decision tree classifier (Table 4 ).
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The best and the worst base classifiers. We next give a graphical illustration of the two methods which appeared to be the weakest and the strongest in our experiment: Naïve Bayes (NB, the weakest) and Rotation Forest ensemble (ROT, the strongest). Figure 5 (a) shows the improvement on A P of D i set achieved by applying D h set to the restricted set classification problem. To prepare the plot, we arranged the datasets in ascending order of A P (D i set ). Then we plotted A P (D i set ) and A P (D h set ) versus the dataset 265 index. The differences between the two curves are small and not clearly visible, especially for larger values of A P (D i set ). Therefore, in order to show the consistency of the improvement, we drew a vertical line upwards from each point (dataset) where the strict inequality A P (D i set ) < A P (D h set ) held. Shown above the curves is the number of datasets out of 96 which satisfy the inequality. For NB, the partial accuracy A P (D h set ) was higher than A P (D i set ) for all 96 datasets.
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In the same way, we plot together the curves for A P (D g set ) and A P (D h set ), this time sorting the datasets on A P (D g set ). The graph is shown in Figure 5 (b). This time, there were datasets for which the opposite strict inequality held, that is, A P (D g set ) > A P (D h set ). For these datasets, we drew the vertical lines downward, and show the number of datasets under the curves. For this case, Method H was better than method G in 42 comparisons and worse in 13 comparisons, leaving 41 ties. We can apply the sign statistical test whose 275 p-value signifies reflects the probability that such difference may happen by chance if the two methods are, in fact, equivalent. For the results plotted in Figure 5 (b), p = 6.66 × 10 −5 , suggesting that A P (D h set ) is significantly better than A P (D g set ). Figure 5 suggests that, even though A P is not as high as for the remaining baseline classifiers D, the set classifier is able to improve on it consistently. Moreover, the Hungarian algorithm should be preferred to 280 the greedy algorithm for its, albeit small, provably superior accuracy. Figure 6 is a matching example to Figure 5 where the based classifier is the Rotation Forest ensemble, the best overall set classifier. Method H is again making a "clean sweep" against I. This time, however, the number of results where method H is worse than method G rose to 38 versus 55 comparisons in favour of method H. This gives p = 0.0180 for the two-tailed sign test, which still supports the claim that there is 285 significant difference in favour of method H at p < 0.01.
The scaling of the figures was kept the same to allow for a visual comparison of the accuracies. Clearly, ROT leads to better A P than NB as all curves run higher in Figure 6 . The improvement on A P , however, is more pronounced for NB. Part of this may be due to the fact that NB is meant to approximate posterior probabilities (under the feature independence assumption), and gives a ready-made matrix with probabilities Statistical testing for all results. Table 3 presents a summary of all the results. Given the large number of datasets, we considered it reasonable to display the average accuracies to support the statistical test results. Note that we still used the non-parametric sign test for the comparison. The results support the claim that the set classifier which uses the Hungarian assignment algorithm is consistently better than the two rival algorithms. Admittedly, while consistent, the improvement over method G is fairly small, as evidenced by Figures 5 -7 , where the curves for G and H visibly coincide. This raises up the question of whether the Hungarian algorithm is really needed for this task or satisfactory results can be obtained with 305 the greedy algorithm?
Note that this paper is about the definition of the restricted set classification problem. The crucial part of the proposed solution is the expansion of the probability matrix P . This can be followed by the optimal assignment algorithm (H) or a good suboptimal assignment algorithm (G).
Analysis of the improvement of H over B. Figure 8 Interestingly, the improvement on A P (sub-plot (a)) depends on the base accuracy while the improvement 315 on A T (sub-plot (b)) is more uniform on the total accuracy of B. The set classifier can correct individual errors better when the base classifier is not very accurate, and less so when the individual accuracy increases.
This tendency exists but is less pronounced for the total accuracy A T .
In Figure 9 we examine the relationship between the improvement on the partial and the total accuracy. The 672 points obtained from all seven classifier models and all datasets are scattered in the space . The lines of no improvement are depicted in red. The figure shows that the total accuracy benefits even more than the partial accuracy (68.6% of the points are above the diagonal line, that is ∆A T > ∆A P ). We identified and outlined by a triangle a dense region in the diagram containing approximately 54% of all points plotted. For these points, a fairly small improvement on the partial accuracy was sufficient to ensure a greater improvement 325 in the total accuracy, justifying overall the restricted set classification approach. Larger improvements on A P lead to larger improvement on A T too, but for most of these points, ∆A P > ∆A T (that is, the points lie under the diagonal).
Another interesting observation from the figure is that even for datasets where the partial accuracy of method H was worse than that of method method B (left from the line ∆A P = 0), the total accuracy of 330 method H was still better than that of method B (∆A T > 0). Overall, ∆A T > 0 for 93.75% of the points, ∆A T = 0 for 5.95% of the points, and ∆A T < 0 for 0.3% of the points. Note that this set of points includes all seven base classifiers and all datasets.
Relationship of the improvement of H over B and the number of classes.. Figure 10 method B. The problems with two and three classes make up 75% of the USC collection. It can be expected that more is to be gained if we have a large number of classes compared to fewer classes, but this could not be verified with this collection. 
Conclusion
We propose a solution for the restricted set classification problem which we also call "who-is-there".
The problem is to classify simultaneously a set of objects into c classes, ω 1 , . . . , ω c , knowing that there is at most k i objects from class ω i . The values of k i are specified in advance and fixed. Our solution is to expand the matrix with posterior probabilities given by the classifier so that we cover the possibility 345 for k = c i=1 k i objects and labels, and apply the Hungarian assignment algorithm on the logarithms of the posterior probabilities in the expanded matrix. The simpler alternatives which we considered were the standard approach of applying the trained classifier D individually to each instance in the set X, and a greedy approach where objects and classes are paired and eliminated from the set. Our experimental study validates the proposed approach for various choices of base classifier model D. 350 We demonstrated that the set classifier is better than the individual classifier for the restricted set classification problem through a two-part experiment. In the first part, we formulated the problem on a chess dataset where the all pieces on a chessboard had to be recognised from a bird-view snapshot. The second experiment was carried out using the University of Santiago de Compostela collection of 96 data.
We constructed restricted set classification problems and applied the proposed solution. The experiments 355 20 favoured ensemble classifiers as the base classifier D, and subsequently the Hungarian set classifier D h set on the expanded probability matrix.
The scalability of the proposed framework is affected only by the complexity of the Hungarian algorithm.
Training of the base classifier D is the same with or without the restricted set classification framework. The complexity of the Hungarian algorithm for our case is O(k 3 ), where k is the maximum number of objects in 360 the set. The Hungarian algorithm may be impractical for very large k or when rapid classification is needed, for example in tracking. In such cases, the greedy set classifier can be used, sacrificing some accuracy A P and A T .
An interesting question which we intend to address in the future is that about possible dependencies in the set of objects X. The instances in X may not be independently drawn from their respective classes.
365
For example, the snapshot of the chessboard has a certain illumination. When classifying the pieces in the individual squares cropped from the snapshot, we assume that they are drawn independently from their respective classes. In other words, the fact that these sub-images have similar illumination is not currently accounted for in the theoretical model we propose here. 
Proof. For D i set ,
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where p is the accuracy of D. For D g set ,
The ROC curve of a classifier for a two-class problem is constructed by nominating any of the two classes 380 to be the 'positive' class and the other to be the 'negative' class. The area under the ROC curve, AU C,
gives the probability that the classifier will rank a randomly chosen positive instance higher than randomly chosen negative instance [39] . Phrased differently, this is the probability that the classifier will make errors with less certainty compared to the certainty when assigning a correct label. Formally,
Denote by S 1 = P r(P 1 > 0.5) the sensitivity of D assuming that class ω 1 is the positive class, and by 385 S 2 = P r(P 2 > 0.5) the sensitivity of D assuming that class ω 2 is the positive class. Then
For the Bayes classifier D, whereby the labelling is done by the largest posterior probability, AU C > 0.5.
Therefore,
Results for the USC data for the decision tree classifier 
