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En aquest treball s’estudien alguns resultats sobre la modelitzacio´ de l’evolucio´
seguint ell model d’infeccio´ de Moran sobre grafs no dirigits. Concretament sobre un
graf no dirigit, on els ve`rtexs representen agents i les arestes les relacions entre aquests.
Al principi, tots els agents estan sans. A temps 1, un agent e´s infectat. A partir
d’aquest moment, es do´na un proce´s estoca`stic on l’agent infectat pot transmetre
l’infeccio´ a un ve´ı sa amb probabilitat proporcional a un nombre real r > 0 donat,
que e´s anomenat adaptacio´ gene`tica i representa l’habilitat de transmetre la infeccio´.
De la mateixa manera, un agent sa pot curar a un ve`rtex infectat amb adaptacio´
gene`tica igual a 1. Aquest sistema e´s Markovia` i te´ dos estats absorbents: fixacio´,
l’estat on tots els ve`rtexs han estan infectats, i extincio´, on tots els ve`rtexs han estat
curats. Les principals quantitats estudiades per aquests sistemes so´n la probabilitat
de fixacio´, probabilitat de que` comenc¸ant amb un u´nic ve`rtex infectat tot el graf acabi
infectat, i el temps d’absorcio´, el nombre esperat de passos que el sistema triga per
arribar a un dels dos estats absorbents.
Aquest treball segueix part del material referenciat en [1,2,6]. Aquests articles so´n
les fonts d’informacio´ d’on hem extret els enunciats i demostracions d’aquest projecte.
Per altra banda, l’autora d’aquest estudi e´s qui ha calculat les probabilitats de Kn
(r = 1) i de l’estrella.
Abstract
Keywords: Evolution on graphs, Moran Process, Stochastic Process, Fixation pro-
bability, Absorption time
MSC2000: 60J10, 05C80
In this project some recent results on the topic of modeling evolution of the Mo-
ran’s infection model on undirected graphs are surveyed. Namely, given an undirected
graph, where vertices represent agents and edges represent relationship between the
vertices. At the beginning all agents are healed. At time 1, one agent gets infec-
ted. From then on, there is stochastic process where an infected agent can transmit
the infection to a healthy neighbour with probability proportional to a given integer
r > 0, which is called the fitness and represents the ability to transmit the infection.
In the same manner a healthy agent can cure an infected node with a fitness of 1.
This system is Markovian and it has two absorbing states: fixation, the state where
all vertices end up being infected, and extinction, where all infected states have been
healed. The main quantities studied for these systems are the fixation probability,
probability that starting from a single infected vertex the whole graph ends infected,
and the absorption time, the expected number of steps until the system stops in one
of the two absorbing states.
This work follows part of the material in references [1,2,6], therefore the statement
and proof for the theorems in the manuscript are taking from there. On the other
hand, the author of this manuscript is responsible for the calculation of the fixations
probabilities for Kn (r = 1) and the star.
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Introduccio´
Si observem el que passa al nostre voltant, ens sorprendrem de la quantitat
d’interaccions que existeixen. Per exemple, les persones ve¨ınes acostumen a
obrir un compte de cre`dit al mateix banc i a dur als seus fills al mateix col·legi,
els directius adinerats tendeixen a frequ¨entar els mateixos llocs d’oci, els llibres
d’escriptors reconeguts solen ser demanats per me´s llibreries que els escrits per
aficionats,...
Des de la u´ltima de`cada l’intere`s per les connexions entre agents que com-
parteixen un entorn ha anat en augment. La motivacio´ d’aquest intere`s e´s
entendre, entre d’altres, per que` Internet ha crescut tan ra`pidament en moltes
zones o per que` la informacio´, les epide`mies i la crisi financera es propaguen ar-
reu del mo´n amb una velocitat i una intensitat sorprenents. Aquests feno`mens
que involucren xarxes1, incentius i comportaments de la gent; estan basats en
les connexions entre les persones i en la manera en que` les nostres decisions
afecten al desenvolupament dels altres.
Cada xarxa te´ una configuracio´ diferent, i poden estar formades per qual-
sevol tipus d’agent: persones, animals, gens, etc. Concretament, en aquest
treball estudiarem la propagacio´ de mutacions gene`tiques, molt relacionada
amb la difusio´ d’epide`mies. Una malaltia pot contagiar ra`pidament a tota una
poblacio´ o be´ pot persistir durant molt de temps amb petits brots infeccio-
sos, tal com s’explica al cap´ıtol 21 de [3]. Aixo` dependra` no nome´s del grau
d’infeccio´ de la malaltia sino´ tambe´ del contacte amb gent sana que tinguin
les persones infectades. E´s a dir, l’estructura de la poblacio´ ens aporta mol-
ta informacio´ sobre la propagacio´ de l’epide`mia. Per tant, si som capac¸os de
1El terme xarxa es refereix a l’escenari on es reflecteixen les relacions del que volem
estudiar.
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modelar la xarxa subjacent, serem capac¸os d’entendre la difusio´ de la malaltia.
Per altra banda, el proce´s d’infeccions entre individus e´s diferent segons
el context: propagacio´ d’informacio´ o d’idees, epide`mies o mutacions, etc. En
el context de contagi social, per exemple quan es tracta d’adoptar una nova
idea, les persones hem de prendre decisions que afecten a l’acceptacio´ o no
d’aquesta. En canvi, si parlem de malalties o mutacions, no hi ha cap presa
de decisions. A me´s, al ser aquest proce´s tan complex i impredictible, el me´s
convenient e´s modelitzar-lo de manera aleato`ria.
En biologia, hi ha diversos models que permeten definir l’evolucio´ d’una
poblacio´. En aquest treball, pero`, nome´s tractarem un: el proposat per Patrick
Moran i modificat, despre´s, per Martin A. Nowak i altres cient´ıfics. Patrick
Moran va proposar un proce´s aleatori que descriu la dina`mica d’una pobla-
cio´ formada per dues espe`cies que competeixen per la supervive`ncia. Aquest
proce´s rep el nom de proce´s de Moran. En aquest model un individu e´s escollit
per a reproduir-se i un altre per a morir. Despre´s, l’individu mort e´s substitu¨ıt
per una co`pia del primer. En el proce´s que Moran va proposar, ambdues selec-
cions es fan de manera aleato`ria i les dues espe`cies tenen la mateixa adaptacio´
gene`tica, e´s a dir, les dues espe`cies es reprodueixen amb ide`ntica probabilitat.
L’evolucio´ basada en aquest proce´s s’estudiava mitjanc¸ant equacions diferen-
cials. Aixo` e´s consequ¨e`ncia de que` nome´s importava la variacio´ del nombre
d’individus de les espe`cies: no es considerava en el model l’evolucio´ de cada
individu en particular.
Aleshores, els bio`legs es van adonar de la importa`ncia que tenia establir
connexions entre els individus. Com el proce´s original de Moran no les tenia
en compte, el model podia considerar que un individu havia infectat a un altre
quan, realment, no existia cap relacio´ entre ells. Aix´ı, el model no era tan fidel
a la realitat biolo`gica com podia ser. Per aquest motiu, Lieberman i Nowak,
tal i com podem veure a [6], van introduir una nova metodologia d’estudi: l’u´s
de grafs evolutius per representar les poblacions i, d’aquesta manera, establir
relacions entre els individus, fet que el proce´s de Moran obviava.
A me´s, van decidir donar valor afegit al model tenint en compte que no
totes les espe`cies es propaguen amb la mateixa velocitat: algunes, parlant en
termes reproductius, so´n me´s avantatjoses que altres. Un clar exemple e´s con-
4siderar els segu¨ents conjunts com a espe`cies: per una banda, les ce`l·lules sanes
del nostre cos i, per altra banda, les ce`l·lules cancer´ıgenes. D’aquestes dues
espe`cies e´s ben conegut el fet de que` les ce`l·lules cancer´ıgenes es reprodueixen
me´s ra`pidament que les normals2. Aix´ı, per tal de que` els resultats s’ajustes-
sin el ma`xim dins del possible a la realitat, van proposar afegir un nou factor:
l’adaptacio´ gene`tica de les espe`cies.
Aquest e´s un treball fonamentat en els progressos de Lieberman i Nowak
que hem esmentat. Considerarem una poblacio´ formada originalment per indi-
vidus d’una mateixa espe`cie en la qual, espora`dicament, un dels seus membres
pateix una modificacio´ gene`tica: muta. D’aquesta manera, tractarem amb una
poblacio´ formada per dues espe`cies amb adaptacio´ gene`tica diferent. A me´s,
considerarem les relacions entre els agents. E´s a dir, estudiarem la propagacio´
de mutacions gene`tiques mitjanc¸ant l’u´s de grafs evolutius. La motivacio´ e´s
poder cone`ixer l’evolucio´ d’una poblacio´ d’individus entre els quals hi ha algun
gene`ticament diferent a la resta.
2El lector pot trobar me´s informacio´ sobre la dina`mica de les ce`l·lules sanes que coexis-
teixen amb ce`l·lules cancer´ıgenes al cap´ıtol 12 de [7].
Cap´ıtol 1
Fonaments teo`rics
Per poder endinsar-nos en l’estudi evolutiu de les mutacions donades en un
conjunt d’individus, cal que parlem anteriorment sobre cadenes de Ma´rkov. Si
el lector volgues aprofundir me´s en aquests conceptes, recomanem la seccio´ 6
de [4], font de la informacio´ que a continuacio´ presentarem.
Un proce´s estoca`stic X = {X(t) : t ∈ T} e´s un conjunt de variables
aleato`ries. L’´ındex t sovint representa el temps, i en aquest cas X e´s una
famı´lia de variables aleato`ries X(t) que varien amb el temps.
Denotarem com X(t) l’estat del proce´s a temps t. A partir d’ara, utilit-
zarem Xt = X(t). Si per tot t, Xt pren valors d’un conjunt finit numerable,
aleshores direm que X e´s un proce´s d’espai discret. I si T e´s un conjunt infinit
numerable direm que X e´s un proce´s de temps discret.
A partir d’ara ens centrarem en un tipus especial de proce´s de temps
discret1: el proce´s estoca`stic d’espai discret X0, X1, . . . on el valor de Xt
depe`n del valor de Xt−1 pero` no de la sequ¨e`ncia d’estats que s’han donat de
temps 0 a temps t− 2.
Definicio´ 1. Un proce´s estoca`stic de temps discret X0, X1, . . . e´s una cadena
de Ma´rkov si
Pr(Xt = at | Xt−1 = at−1, Xt−2 = at−2, . . . , X0 = a0)
=Pr(Xt = at | Xt−1 = at−1) = Pat−1,at .
1Informem al lector que en aquest treball tractarem amb processos de temps finit.
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Aquesta definicio´ vol dir que l’estat Xt depe`n de l’estat previ Xt−1 pero` e´s
independent de la histo`ria pre`via que explica com el proce´s ha arribat a Xt−1.
Aquest fet rep el nom de propietat de Ma´rkov i e´s aixo` al que ens referirem
quan diem que una cadena e´s de Ma´rkov.2 E´s important comentar que la
propietat de Ma´rkov no implica que Xt sigui independent de les variables
aleato`ries X0, X1, . . . , Xt−2; nome´s implica que el passat de Xt queda reflectit
al valor de Xt−1.
Una cadena de Ma´rkov pot ser representada mitjanc¸ant grafs dirigits on
els ve`rtexs representen els estats i les arestes les probabilitats d’anar d’un a
l’altre. Aix´ı doncs, els ve`rtexs representen les configuracions de Xt i les arestes
dirigides entre nodes i i j tenen un pes que correspon a la probabilitat Pi,j
d’anar de l’estat i al j. Fixem-nos que poden haver bucles de manera que
durant un cert temps el proce´s romangui en un mateix estat. Els estats que
no tenen sortides cap a altres estats s’anomenen estats absorbents. La resta,
so´n anomenats estats transitoris. Notem que no totes les cadenes de Ma´rkov
tenen estats absorbents.
Sense pe`rdua de generalitat podem assumir que l’espai discret d’estats
d’una cadena de Ma´rkov e´s {0, 1, 2, . . . , n} (o {0, 1, 2, . . .} si e´s un conjunt
numerable infinit).3 La probabilitat de transicio´
Pi,j = Pr(Xt = j|Xt−1 = i)
e´s la probabilitat de que` el proce´s vagi de i a j en un sol pas. La propietat de
Ma´rkov implica que la cadena de Ma´rkov esta` definida de manera u´nica per
2Es diuen cadenes de Ma´rkov perque` una de les persones que va iniciar l’estudi dels
processos estoca`stics amb manca de memo`ria va ser Andre´i Ma´rkov, matema`tic ru´s del segle
XIX.
3Informem al lector que en aquest treball, a partir de la segu¨ent seccio´, nome´s tractarem
amb cadenes de Ma´rkov en espais discrets finits.
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la matriu de transicio´
P =

P0,0 P0,1 · · · P0,j · · ·
P1,0 P1,1 · · · P1,j · · ·
...
...
. . .
...
. . .
Pi,0 Pi,1 · · · Pi,j · · ·
...
...
. . .
. . .
. . .

.
D’aqu´ı tenim que per tot i,
∑
j≥0 Pi,j = 1. E´s a dir, P e´s una matriu
estoca`stica.
Aquesta representacio´ d’una cadena de Ma´rkov mitjanc¸ant la seva matriu
de transicio´ e´s convenient per computar la distribucio´ dels futurs estats del
proce´s. Sigui pi(t) la probabilitat de que` el proce´s estigui a l’estat i a temps t.
Sigui p¯ = (p0(t), p1(t), p2(t), . . .) el vector que ens diu la distribucio´ dels estats
en una cadena a temps t. Sumant tots els possibles estats on podem estar a
temps t− 1 obtenim
pi(t) =
∑
j≥1
pj(t− 1)Pj,i
o
p¯(t) = p¯(t− 1)P.
Representem la distribucio´ de probabilitats com un vector fila p¯ i observem
que donada la distribucio´ a temps t− 1 podem obtenir la distribucio´ a temps
t aplicant la matriu P.
Per qualsevol m > 0, definim la probabilitat de que` la cadena vagi de
l’estat i a l’estat j en exactament m passos com
Pmi,j = Pr(Xt+m = j|Xt = i).
Si barregem aquest resultat amb la probabilitat de transicio´ passant per
l’estat i obtenim
Pmi,j =
∑
k≥0
Pi,kP
m−1
k,j . (1.1)
Sigui P(m) la matriu amb valors equivalents a les probabilitats de transicio´
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en m passos, per tant, a la fila i i columna j hi haura` Pmi,j . A continuacio´,
utilitzant l’equacio´ (1.1) obtenim
P(m) = PP(m−1)
i per induccio´ sobre m:
P(m) = PP(m−1) = PPP(m−2) = P2P(m−2)
= P2PP(m−3) = P3P(m−3) = . . .
= Pm−kP(k) = Pm−kPP(k−1) = . . .
= Pm−2P(2) = Pm−2PP
= Pm.
Per tant, per qualsevolt t ≥ 0 i m ≥ 1,
p¯(t+m) = p¯(t) Pm.
Notacio´
• Donat un graf G, definirem G = (V,E) on V e´s el conjunt de ve`rtexs i
E el d’arestes.
• Sigui v ∈ V , aleshores definim deg(v) com el grau del ve`rtex v.
• El conjunt Z e´s el conjunt dels enters.
• t ∈ Z, on t representa el temps.
• P(V ) e´s el conjunt de particions de V .
• Un graf ∆-regular e´s un graf on ∀v ∈ V deg(v) = ∆.
Cap´ıtol 2
Grafs evolutius
Els grafs evolutius ens permeten representar l’estructura d’un conjunt d’agents
que comparteixen un entorn: els ve`rtexs simbolitzen els agents i les arestes les
relacions. Entre d’altres, com s’explica al cap´ıtol 1 de [3], els grafs evolutius
poden descriure les relacions entre les persones de la xarxa social. Aix´ı, amb
un cop d’ull podr´ıem identificar quines so´n les persones amb me´s contactes
dins de la xarxa. Si traslladem aquest exemple a un partit pol´ıtic, podrem
cone`ixer les persones amb me´s contactes que, en aquest context, podrien ser
les me´s influents. Tanmateix, dins de l’a`mbit social, la dina`mica del graf pot
descriure l’evolucio´ cultural i la propagacio´ de nous invents i idees. L’e`xit
de la disseminacio´ de quelcom nou depe`n del grup de persones receptores.
Per tenir una idea de com evolucionaria l’acceptacio´ del que volem difondre,
e´s convenient cone`ixer la influe`ncia entre les persones de la xarxa. On sera`
me´s fruct´ıfer comenc¸ar la difusio´? Als nuclis socials que, al graf, seran el
conjunt de ve`rtexs amb major grau. Per altra banda, podem cone`ixer, tambe´,
com e´s d’important una pa`gina web a partir dels enllac¸os d’altres pa`gines.
Observem que, en aquest cas, tractar´ıem amb un graf dirigit ja que una pa`gina
pot fer refere`ncia a una altra sense la necessitat de que` sigui rec´ıproc. Com
me´s pa`gines referenci¨ın a una en concret, me´s important sera`. Al graf estara`
representada pel ve`rtex amb me´s arestes incidents o sortints, depe`n de la
modelitzacio´ que fem.
En aquest treball ens centrarem en l’evolucio´ d’un conjunt d’invidus entre
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els quals hi ha algun que es diferencia gene`ticament de la resta. A aquest,
l’anomenarem mutant. L’objectiu e´s cone`ixer la probabilitat i el temps esperat
de que` aquest mutant transformi gene`ticament a tota la poblacio´, e´s a dir, de
que` la poblacio´ estigui formada u´nicament per individus mutants.
Als grafs evolutius amb els que tractarem, cada ve`rtex representa un in-
dividu i les arestes determinen les relacions entre aquests. Els grafs poden
ser dirigits o no dirigits depenent del proce´s evolutiu escollit (veure cap´ıtol
21 de [3] per a me´s informacio´). En aquest treball tractarem u´nicament amb
grafs no dirigits seguint el proce´s evolutiu de Moran, el qual me´s endavant
explicarem de manera me´s te`cnica. Veiem un exemple per entendre quines
so´n les relacions que descriuen les arestes d’aquest graf. Si hi ha una aresta
entre el ve`rtex i i el ve`rtex j i un d’ells e´s mutant i l’altre no (suposem que
l’individu representat pel ve`rtex i e´s mutant i el representat pel ve`rtex j no
ho e´s) aleshores el mutant pot substituir amb una co`pia seva a l’individu sa i
aquest u´ltim pot substituir amb una co`pia seva al primer. Aixo` e´s degut a que
s’influeixen mu´tuament. Aquest tipus de proce´s en epidemiologia s’anomena
SIS (Susceptible Infectious Susceptible). Si fe´ssim el s´ımil amb un escenari
social-cultural, informacio´ i idees poden propagar-se entre els individus i i j.
Per estudiar l’evolucio´ de poblacions que contenen individus mutants, cal
introduir un concepte anomenat adaptacio´ gene`tica1 que denotarem com a r.
L’adaptacio´ gene`tica ens indica la capacitat d’un individu per a reproduir-se:
a major adaptacio´, me´s gran e´s la probabilitat de que` l’individu es reprodueixi.
Considerarem que e´s una propietat d’un conjunt d’individus d’una espe`cie, no
e´s pro`pia u´nicament d’un individu. Veiem un exemple per entendre el seu
significat. Suposem que tenim un conjunt d’individus de diferents espe`cies,
A, B i C, i que l’adaptacio´ gene`tica de l’espe`cie A e´s major que la dels altres
conjunts. Aleshores, els individus d’A es reproduiran me´s ra`pidament que els
de B i C. E´s a dir, la seleccio´ afavorira` a A.
Ara, assumirem que l’adaptacio´ gene`tica de l’espe`cie sana e´s 1 mentre que
la de l’espe`cie infectada e´s r ∈ R+. Aquesta assumpcio´ e´s fa sempre i la gra`cia
sera` estudiar la dina`mica del graf en tres casos: per r < 1, r = 1 i r > 1.
Aquest tipus de sistemes evolutius tambe´ han estat estudiats mitjanc¸ant
1Aquest terme rep el nom de fitness en angle`s.
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equacions diferencials i teoria de jocs, tal com s’explica al cap´ıtol 2 i al cap´ıtol
4 de [7], respectivament. L’avantatge de fer servir grafs e´s que es pot establir
la influe`ncia entre individus particulars a trave´s d’arestes, fet que simplifica el
plantejament.
2.1 Proce´s de Moran
Considerem una poblacio´ de mida n: actualment formada per individus de
l’espe`cie A i de l’espe`cie B. A temps 0 aquesta poblacio´ esta` constitu¨ıda
exclusivament per individus de B. I aix´ı roman fins que un d’aquests pateix
una modificacio´ gene`tica que do´na lloc a l’espe`cie A, els mutants. L’adaptacio´
gene`tica de l’individu A e´s r ∈ Θ(1) mentre que la de B e´s 1. Si r < 1,
la seleccio´ afavorira` a B. Si r > 1, la seleccio´ afavorira` a A. I si r = 1, la
seleccio´ sera` neutral. Aquest resultat e´s consequ¨e`ncia de la teoria de cadenes
de Ma´rkov, tal com podem veure al cap´ıtol 5 de [4].
El proce´s de Moran estableix que a cada pas un individu e´s escollit per a
reproduir-se amb una probabilitat proporcional a la seva adaptacio´ gene`tica.
Aquest individu es duplicara` i la seva co`pia reemplac¸ara` a un altre individu.
Com ja hem esmentat anteriorment, seguint el model de Moran adaptat per
Nowak (cap´ıtols 6 i 8 de [7]), l’eleccio´ de l’individu que sera` substitu¨ıt no
es fa sobre tota la poblacio´ sino´ que es realitza sobre el conjunt de ve¨ıns de
l’individu seleccionat per a duplicar-se.
El fet de que` a cada pas hi ha exactament un naixement i una mort assegura
que la mida de la poblacio´ roman sent n. Denotarem el nombre d’individus
d’A com a k i el de B com a n − k. El proce´s de Moran esta` definit en el
conjunt k = 0, ..., n (espai d’estats).
Per la teoria sobre cadenes de Ma´rkov sabem que un cop el proce´s arribi a
algun dels estats absorbents (|A| = 0 i |A| = n), romandra` alla` per sempre. El
proce´s es mou al conjunt d’estats transitoris per un per´ıode finit de temps. Fi-
nalment, la poblacio´ estara` formada nome´s per individus d’A o de B. Malgrat
que sigui un proce´s aleatori, un dels dos tipus reemplac¸ara` a l’altre.
Definim, doncs, l’algoritme que segueix el proce´s de Moran adaptat per
Nowak.
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Algoritme proce´s de Moran adaptat per Nowak.
Sigui G = (V,E) un graf no dirigit amb |V | = n. L’adaptacio´ gene`tica dels
mutants e´s r i la dels no mutants e´s 1. Comencem considerant que tots els
ve´rtexs estan habitats per individus no mutants.
• A t = 0 es genera de manera aleato`ria un individu mutant a V .
• Per t > 0 assumim que hi ha k mutants i (n − k) no mutants. Definim
l’adaptacio´ gene`tica total com Wt = k r + (n− k).
mentre que l’estat no sigui un dels estats absorbents
escollim u ∈ V
si u e´s mutant l’eleccio´ te´ probabilitat rWt
altrament l’eleccio´ te´ probabilitat 1Wt
fi si
escollim v ∈ V tal que (u, v) ∈ E amb probabilitat 1deg(u)
si v e´s mutant
si u e´s mutant aleshores tornem a escollir u.
altrament u no e´s mutant aleshores una co`pia de v
substitueix a u: ara u e´s mutant.
fi si
altrament v no e´s mutant
si u e´s mutant aleshores una co`pia de v substitueix a
u: u ja no e´s mutant.
altrament u no e´s mutant aleshores reescollim u.
fi si
fi si
fi escollim
fi escollim
fi mentre
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Notem que a cada pas el nombre de mutants evoluciona en {−1, 0, 1}.
Com aquest proce´s estoca`stic te´ dos estats absorbents, que so´n l’estat
en que` tots els individus so´n mutants o l’estat en que` cap d’ells ho e´s, ens
podem preguntar: si partim de l’estat en que` hi ha k individus mutants,
quina e´s la probabilitat de que` al final tota la poblacio´ estigui formada per
individus d’A, e´s a dir, formada exclusivament per mutants? I que ho estigui
per individus de B? Aquestes probabilitats s’anomenen probabilitat de fixacio´,
que la denotarem com a Pk, i d’extincio´, respectivament. A partir d’ara, quan
parlem de probabilitat de fixacio´ utilitzarem ρ = P1, e´s a dir, ρ ens indica la
probabilitat d’arribar a l’estat k = n partint de l’estat k = 1. Aquest u´ltim
estat l’associem a una primera mutacio´ esponta`nia. Despre´s, se segueix el
proce´s de Moran. Me´s endavant veurem que el proce´s de Moran sobre grafs
regulars en que` r > 1, te´ una probabilitat de fixacio´ associada
ρ =
1− 1r
1− 1rn
.
Aquesta ρ e´s la probabilitat de fixacio´ considerada cano`nica, e´s a dir, e´s
la que fa de “model” a l’hora de comparar entre les probabilitats de fixacio´
associades a diferents grafs. Suposem que tenim un graf G amb probabilitat
de fixacio´ ρG. Si ρG > ρ =
1− 1
r
1− 1
rn
direm que G e´s un amplificador de la
seleccio´ ja que afavoreix la fixacio´ dels mutants a la poblacio´. En canvi, si
ρG < ρ =
1− 1
r
1− 1
rn
direm que G e´s un supressor de la seleccio´ ja que afavoreix
l’extincio´ dels mutants.
Per entendre l’evolucio´ dels grafs evolutius ens sera` d’utilitat simular el
proce´s de Moran mitjanc¸ant cadenes de Ma´rkov. Cada estat de la cadena sera`
representat per un ve`rtex. Hi ha dues maneres de fer-ho:
1. Cadena de Ma´rkov per nombre de mutants. (Veure Figura 2.1) Hi ha
tants estats a la cadena com individus al graf. En aquesta cadena ana-
litzem el proce´s estoca`stic utilitzant com a para`metre el nombre total
d’agents infectats i l’objectiu e´s estudiar com s’apropa o s’allunya de 0
i de n, els estats absorbents. Les probabilitats d’anar d’un estat a un
altre so´n:
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• pk e´s la probabilitat de que` la poblacio´ de mutants augmenti en un
individu; passaria d’haver k mutants a haver-n’hi k + 1. E´s a dir,
anir´ıem de l’estat k a l’k + 1.
• qk e´s la probabilitat de que` la poblacio´ de mutants disminueixi en
un individu; passaria d’haver k mutants a haver-n’hi k − 1. E´s a
dir, anir´ıem de l’estat k a l’k − 1.
• sk = 1− pk− qk. sk e´s la probabilitat de que` el nombre de mutants
no var¨ıi, e´s a dir, romangui havent k.
El gran avantatge d’aquest model e´s que per calcular la probabilitat de
fixacio´ podem considerar que el nombre de mutants a cada pas sempre
augmenta o disminueix en 1, mai roman constant. Malgrat aixo`, te´ un
petit inconvenient: no podem utilitzar-lo sempre. Aquest fet e´s con-
sequ¨e`ncia de que` sovint no podem donar amb facilitat un valor per a
pk i altre per a qk. Aixo` succeeix quan la probabilitat de passar d’un
estat a un altre depe`n del conjunt de ve`rtexs mutants. Dit amb altres
paraules, quan la probabilitat de transicio´ entre estats depe`n del conjunt
d’individus mutants que hi hagi en aquell moment. De fet, aixo` depe`n de
la configuracio´ dels ve`rtexs del graf. Me´s endavant veurem que aquest
model de cadena de Ma´rkov s’adiu amb grafs ∆-regulars. Ara, per cal-
cular la probabilitat de fixacio´ mitjanc¸ant aquest model normalitzem les
probabilitats acabades d’esmentar de la segu¨ent manera:
p′k =
pk
pk + qk
, q′k =
qk
pk + qk
,
s′k =
sk
pk + qk
=
1− (pk + qk)
pk + qk
=
1
pk + qk
− 1.
Aix´ı, tindrem p′k + q
′
k = 1 i podrem considerar s
′
k = 0. Aixo` no ho
podrem fer servir quan calculem el temps de fixacio´ ja que en aquest cas
e´s important considerar el temps que el proce´s passa en un mateix estat.
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Figura 2.1: Cadena de Ma´rkov per nombre de mutants amb n estats.
2. Cadena de Ma´rkov per configuracions. Hi ha tants estats com subcon-
junts d’individus: cada estat de la cadena representa un subconjunt de
mutants. Per tant, el nombre de ve`rtexs de la cadena depe`n de l’es-
tructura en que` estiguin els ve`rtex dins del graf evolutiu. La cadena de
Ma´rkov pot arribar a tenir 2n ve`rtexs i els estats absorbents seran {∅}
i {V }. Donats dos subconjunts C,D ⊆ 2n, si l’estat C te´ una aresta
directa a l’estat D, en un pas podem passar d’un conjunt de mutants C
a un conjunt de mutants D. Per tant, |D| = |C| ± 1. Podem veure un
exemple d’aixo` a la Figura 2.4.
2.2 Modelitzacio´ estoca`stica del proce´s de Moran
en grafs evolutius
Anem a veure els dos tipus de cadenes descrits mitjanc¸ant un exemple. Con-
siderem un graf evolutiu amb tres ve`rtexs: a, b i c connectats tal com mostra
la Figura 2.2 on els mutants tenen adaptacio´ gene`tica r > 0.
a b c
Figura 2.2: Graf evolutiu de tres ve`rtexs (recta).
Per estudiar com poden propagar-se les mutacions en la poblacio´, podem
definir la cadena de Ma´rkov per nombre d’individus infectats, tal com veiem
a la Figura 2.3. L’estat 1, per exemple, inclou tres possibles escenaris: o be´
l’individu a e´s un mutant, o be´ el b ho e´s o be´ el c. Modelitzant el proce´s
de Moran pel graf evolutiu de la Figura 2.2 tenim una cadena de Ma´rkov
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amb quatre estats corresponents a 0, 1, 2 i 3 individus infectats. En aquesta
cadena hem indicat les probabilitats de passar d’un estat a l’altre, pk i qk, i
de romandre en un mateix, sk.
0
1
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1
p1 ::
q1zz
s1

2
p2 ::
q2zz
s2

3
1
tt
Figura 2.3: Cadena de Ma´rkov per nombre de mutants associada al graf evo-
lutiu que mostra la Figura 2.2.
Per altra banda, podem definir tots els estats possibles partint de l’estat
en que` cap individu e´s mutant. Si aparegue´s un mutant, aquest podria ser
qualsevol dels tres e´ssers del conjunt i podria infectar als seus ve¨ıns. Una
vegada tingue´ssim dos individus infectats, o be´ retrocedim a l’estat en que` hi
ha un u´nic mutant o be´ l’individu gene`ticament sa e´s infectat. Si representem
aquest proce´s indicant quin e´s el subconjunt de mutants, obtenim la cadena
de Ma´rkov que veiem a la Figura 2.4. En aquesta cadena, cada ve`rtex denota
el subconjunt de ve`rtexs mutants. Podem calcular quines so´n les probabilitats
de passar d’un subconjunt mutant a un altre de la segu¨ent manera
a
sa
		
qa

pa 99
ab
sab
qabzz
pab

∅1 44 b
sb
qb
qq
pb1
KK
pb2

abc
1

c
qc
RR
pc 99
sc
		
bc
sbc
SS
qbc
zz
pbc
JJ
Figura 2.4: Cadena de Ma´rkov per configuracions associada al graf evolutiu
que mostra la Figura 2.2.
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pa = pc =
r
r + 2
· 1, qa = qc = 1
r + 2
· 1
2
,
pb = pb1 + pb2 = 2 ·
(
r
r + 2
· 1
2
)
, qb =
2
r + 2
· 1,
pab = pbc =
r
2r + 1
· 1
2
, qab = qbc =
1
2r + 1
· 1,
sa = sc = 1−
(
r
r + 2
+
1
2(r + 2)
)
,
sb = 1−
(
r
r + 2
+
2
r + 2
)
,
sab = sbc = 1−
(
r
2(2r + 1)
+
1
2r + 1
)
.
Notem que les probabilitats pC , qC i sC on C ⊂ P(V ) que acabem de
calcular so´n diferents a les probabilitats pk, qk i sk esmentades anteriorment
on k ∈ {0, . . . , 3}. Malgrat aixo`, podem establir una relacio´ entre elles. En
aquest cas particular tenim
p1 = pa + pb + pc, p2 = pab + pbc,
q1 = qa + qb + qc, q2 = qab + qbc,
s1 = sa + sb + sc, s2 = sab + sbc.
Cap´ıtol 3
Probabilitat de fixacio´
En aquest apartat enunciarem i demostrarem algunes propietats sobre la pro-
babilitat de fixacio´. Comenc¸arem amb l’estudi del cas me´s senzill en que`
l’adaptacio´ gene`tica e´s r = 1 i evolucionarem al cas en que` r > 0. Per co-
menc¸ar, estudiarem el proce´s de mutacio´ d’un graf evolutiu en particular: el
clique.
3.1 Proce´s neutral de Moran
Volem calcular quina e´s la probabilitat de fixacio´ d’una poblacio´ on tots els
individus estan connectats entre si (Figura 3.1) i l’adaptacio´ gene`tica de ca-
dascun e´s r = 1. Estudiarem com es desenvolupa aquest conjunt d’individus
seguint el proce´s de Moran.
Aquest cas e´s anomenat proce´s neutral de Moran ja que ni els individus
mutants ni els no mutants tenen avantatge sobre els altres (parlant en termes
reproductius). Sobre aquest graf evolutiu podem raonar utilitzant la cadena
de Ma´rkov per nombre de mutants. Aixo` e´s degut a que estem estudiant
el cas en que` tenim un graf regular i no ens importa quin e´s el subconjunt
de ve`rtexs infectat ja que tots els individus poden convertir-se en mutants de
manera equiprobable. Notem que la cadena de Ma´rkov per nombre de mutants
associada al graf evolutiu de la Figura 3.1 e´s la de la Figura 2.1, tambe´ amb
n estats.
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Figura 3.1: Graf evolutiu de n ve`rtexs (clique).
Per cone`ixer la probabilitat de que` tots els individus es converteixin en
mutants partint de l’aparicio´ espora`dica d’un infectat, e´s a dir, la probabilitat
de fixacio´, calcularem primer la probabilitat de que` el nombre de mutants
augmenti o disminueixi en un. Comenc¸arem assumint que a temps 0 neix
esponta`niament un mutant a un dels ve`rtexs.
• p1 = ? D’entre els n individus, hem de triar el mutant per a que es
reprodueixi i, dels ve¨ıns, qualsevol individu no-mutant per a que sigui
substitu¨ıt per la co`pia del primer.
p1 =
1
n
· n− 1
n− 1 =
1
n
.
• q1 = ? D’entre els n individus, hem de triar un no-mutant per a que es
reprodueixi i, dels ve¨ıns, el mutant per a que sigui substitu¨ıt per la co`pia
del primer.
q1 =
n− 1
n
· 1
n− 1 =
1
n
.
• s1 = ? D’entre els n individus, hem de triar un individu per a que es
reprodueixi i, dels ve¨ıns, un altre de la mateixa espe`cie (mutant - mutant
o be´ no mutant - no mutant) per a que sigui substitu¨ıt per la co`pia del
primer. Com nome´s hi ha un mutant, la u´nica combinacio´ possible e´s
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triar dos no mutants.
s1 =
n− 1
n
· n− 2
n− 1 =
n− 2
n
= 1− 2
n
.
Tambe´, com generalment farem, podem calcular s1 sabent que
s1 = 1− (p1 + q1) = 1− 2
n
.
Ana`logament obtenim aquestes probabilitats pel cas gene`ric en que` hi ha
k mutants dins la poblacio´:
pk =
k
n
· (n− 1)− (k − 1)
n− 1 =
k
n
· n− k
n− 1 ,
qk =
n− k
n
· k
n− 1 ,
sk = 1− pk − qk.
Notem que pk = qk ja que l’adaptacio´ gene`tica dels individus e´s 1: donats
k mutants, que un no-mutant muti i que un mutant es curi so´n successos equi-
probables.
Per simplificar aquest exemple imposarem sk = 0. I, per tant, pk = qk =
1
2 .
Definim com a Pk la probabilitat de fixacio´ quan hi ha k mutants. Consequ¨ent-
ment, tenim que
Pk =
1
2
Pk−1 +
1
2
Pk+1.
Sabem que Pn = 1 i P0 = 0. Aleshores:
Pn−1 =
1
2
Pn−2 +
1
2
,
P1 =
1
2
P2,
P2 =
1
2
P1 +
1
2
P3 =
1
2
·
(
1
2
P2
)
+
1
2
P3 =
1
4
P2 +
1
2
P3 ⇒ P = 4
3
· 1
2
P3 =
2
3
P3,
P3 =
1
2
P2 +
1
2
P4 =
1
2
·
(
2
3
P3
)
+
1
2
P4 =
1
3
ρ3 +
1
2
P4 ⇒ P3 = 3
2
· 1
2
P4 =
3
4
P4.
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Veurem per induccio´ que
Pk =
k
k + 1
Pk+1.
Suposem que e´s cert fins a n− 2. Vegem que` passa per n− 1:
Pn−1 =
1
2
Pn−2 +
1
2
=
1
2
· n− 1
n− 2Pn−1 +
1
2
.
⇒
(
1− 1
2
· n− 2
n− 1
)
Pn−1 =
2(n− 1)− (n− 2)
2(n− 1) Pn−1
=
n
2(n− 1)Pn−1 =
1
2
.
⇒Pn−1 = 1
2
· 2(n− 1)
n
=
n− 1
n
=
n− 1
n
Pn.
Ara, ja hem vist que Pk =
k
k+1Pk+1. A me´s, per k = n − 1 tenim que
Pn−1 = n−1n i si substitu¨ım aquest resultat a la primera equacio´, obtenim el
segu¨ent:
Pn−1 =
n− 1
n
,
Pn−2 =
n− 2
n− 1Pn−1 =
n− 2
n− 1 ·
n− 1
n
=
n− 2
n
,
Pn−3 =
n− 3
n− 2Pn−2 =
n− 3
n− 2 ·
n− 2
n
=
n− 3
n
,
...
Pk =
k
k + 1
Pk+1 =
k
k + 1
· k + 1
n
=
k
n
.
Per tant, concloem que la probabilitat de fixacio´ per a qualsevol k e´s
Pk =
k
n
.
I, doncs, la probabilitat de fixacio´ per a k = 1 e´s
ρ =
1
n
.
A la segu¨ent seccio´ veurem que per a qualsevol graf evolutiu seguint el
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proce´s neutral de Moran, r = 1, la probabilitat de fixacio´ e´s sempre la mateixa,
ρ = 1n .
3.2 Propietats de la probabilitat de fixacio´
Amb els segu¨ents resultats, extrets de [2], veurem que podem donar fites per la
probabilitat de fixacio´. El primer lema que enunciarem i demostrarem ens diu
que, per r = 1, la probabilitat de fixacio´ e´s 1n independenment de la topologia
del graf.
Lema 2. Sigui G = (V,E) un graf connex no dirigit amb n ve`rtexs. Per tant,
pel proce´s neutral de Moran, e´s a dir, per r = 1, tenim que ρ = 1n .
Demostracio´. Considerem una variant del proce´s on cada ve`rtex comenc¸a amb
un color (dels dos possibles: un representara` als mutants i l’altre als no-
mutants) i cada ve`rtex te´ r = 1. Ara, seguirem el proce´s de Moran: a cada
pas un ve`rtex e´s escollit uniformement de manera aleato`ria i el seu color es
propaga a algun dels seus ve¨ıns escollit, tambe´, aleato`riament. Per tant, algun
dels dos colors acabara` expandint-se sobre tot el graf amb probabilitat 1. I
la probabilitat de que` el color inicial del ve`rtex x sigui el color que acabara`
dominant el graf e´s
ρ = P1 =
1
n
∑
x∈V
P1(x) =
1
n
on P1(x) e´s la probabilitat de que` el ve`rtex x propagui el seu color a tot el
graf i, al ser P1(x) una distribucio´ de probabilitats,
∑
x∈V P1(x) = 1.
A continuacio´, veurem una relacio´ entre les probabilitats de fixacio´ de dos
conjunts pel proce´s neutral de Moran.
Lema 3. Donat un graf G = (V,E) no dirigit i connex i siguin C,D ⊆ V dos
conjunts on r = 1. Aleshores, tenim que PC∪D = PC + PD − PC∩D.
Demostracio´. Com hem fet abans, considerarem que cada ve`rtex te´ el seu propi
color i que r = 1. En qualsevol moment podem considerar que un subconjunt
de colors, que denotarem com a C, representa la poblacio´ de mutants. E´s a
dir, tots els ve`rtexs pintats amb un color dels que conte´ C seran considerats
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mutants. Per tant, tots aquests ve`rtexs pertanyeran a C. Ara, doncs, per
qualsevol C ⊆ V , PC e´s la probabilitat de que` nome´s romanguin els colors de
C. Aleshores, tenim
PC∪D =
∑
x∈C∪D
P1(x) =
∑
x∈C
P1(x)+
∑
x∈D
P1(x)−
∑
x∈C∩D
P1(x) = PC+PD−PC∩D
on P1(x) e´s la probabilitat de que` el ve`rtex x propagui el seu color a tot el
graf.
Els segu¨ent enunciat fita superiorment la probabilitat de fixacio´ per a grafs
evolutius amb r > 0.
Lema 4. Sigui G = (V,E) un graf no dirigit de n ve`rtexs. Aleshores
ρ ≤ 1− 1
n+ r
per qualsevol r > 0.
Demostracio´. Per donar una fita superior de ρ el que farem e´s assumir que la
fixacio´ s’assoleix quan hi ha dos mutants, e´s a dir, es donara` abans que en una
cadena de Ma´rkov usual amb n estats.
∀x ∈ V definim Q(x) = ∑xy∈E 1deg(y) , per tant ∑x∈V Q(x) = n. Ara,
suposem que hi ha un u´nic mutant. Es donen els segu¨ents resultats:
• La probabilitat de que` un nou mutant es cre¨ı e´s p1(x) = rn−1+r .
• La probabilitat de que` algun dels ve¨ıns del mutant sani al mutant e´s
q1(x) =
1
n−1+rQ(x).
• La probabilitat de que` el proce´s ramangui en el mateix estat ve donada
per s1(x) = 1− p1(x)− q1(x).
La probabilitat de que` la poblacio´ de mutants estigui formada per dos
individus (e´s a dir, que el primer canvi d’estat sigui la creacio´ d’un nou mutant)
ve donada per
P (x) =
p1(x)
p1(x) + q1(x)
=
r
r +Q(x)
.
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En consequ¨e`ncia, la probabilitat de fixacio´ segons el nou proce´s que hem
definit e´s
ρ˜ =
1
n
∑
x∈V
P (x) =
r
n
∑
x∈V
1
r +Q(x)
.
Reescrivint ρ˜ = rn
∑n
k=1(r + Qk)
−1 volem trobar el ma`xim valor de ρ˜
sabent que Qk > 0 ∀k i que
∑n
k=1Qk =
∑
x∈V Q(x) = n. Si fem me´s de`bil
la primera restriccio´ i suposem Qk ≥ 0, la suma e´s ma`xima quan Q1 = n i
Q2 = ... = Qn = 0. Aleshores,
ρ ≤ ρ˜ ≤ r
n
(
1
r + n
+ (n− 1) 1
r + 0
)
=
r
n
(
1
r + n
+
n
r
− 1
r
)
= 1 +
r
n
(
1
r + n
− 1
r
)
= 1 +
r
n(r + n)
− 1
n
= 1 +
r − (r + n)
n(r + n)
= 1− 1
r + n
.
Cap´ıtol 4
Proce´s de Moran per a grafs
connexos no dirigits i
∆-regulars
Donat un graf G connex no dirigit, es defineix com a W la seva matriu de
mutacio´ on W = [wij ] i wij e´s la probabilitat de que` l’individu i substitueixi
a l’individu j.
wij =
{
1
deg(i) , si i i j estan connectats,
0, altrament.
Notem que cada aresta te´ el mateix pes.
Veiem alguns exemples associats a diferents grafs:
• Recta. Escollim un graf amb forma de recta formada per tres punts.
1 2 3
La matriu de mutacio´ corresponent e´s
aaaaaaa W =
 0 1 012 0 12
0 1 0
.
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• Estrella. Escollim una estrella formada per 4+1 ve`rtexs.
1 4
32
5
La matriu de mutacio´ associada e´s
W =

0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
1
4
1
4
1
4
1
4 0
.
• Quadrat. Escollim un graf amb forma de quadrat tal com mostra la
segu¨ent figura.
1 2
4 3
La matriu de mutacio´ corresponent e´s
W =

0 12 0
1
2
1
2 0
1
2 0
0 12 0
1
2
1
2 0
1
2 0
.
Notem que la matriu associada a aquest graf evolutiu e´s doblement es-
toca`stica. Aixo` e´s perque` cada ve`rtex esta` connectat amb altres dos
ve`rtexs, e´s a dir, cada individu pot ser influenciat per altres dos de ma-
nera equiprobable. Aquest fet es do´na per a tot graf ∆-regular, tal com
veurem al lema 5.
• K4. Escollim un graf evolutiu 3-regular amb quatre ve`rtexs.
1 2
4 3
La matriu de mutacio´ associada e´s
W =

0 13
1
3
1
3
1
3 0
1
3
1
3
1
3
1
3 0
1
3
1
3
1
3
1
3 0
.
Observem que la matriu de mutacio´ associada al graf K4 tambe´ e´s do-
blement estoca`stica. La interpretacio´ e´s ana`loga al cas del quadrat.
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A continuacio´ veurem el que hem pogut observar en els dos u´ltims exem-
ples: la matriu de mutacio´ associada a un graf regular e´s doblement es-
toca`stica.
Lema 5. Donat un graf G = (V,E) amb |V | = n, G e´s regular =⇒ WG e´s
doblement estoca`stica.
Demostracio´. G e´s regular ⇒ WG e´s doblement estoca`stica. Suposem que G
e´s ∆-regular. Aleshores,
∀i = 1, ..., n
n∑
j=1
wij = ∆ · 1
∆
= 1.
∀j = 1, ..., n
n∑
i=1
wij = ∆ · 1
∆
= 1.
Ara, podem utilitzar els conceptes que hem definit per expressar la pro-
babilitat de fixacio´ en funcio´ del conjunt d’individus infectats. Anomenarem
PC a la probabilitat de fixacio´ donat un conjunt C de mutants. Com ja hem
vist en diversos exemples, podem expressar PC en funcio´ de la probabilitat de
fixacio´ de dos estats:{
|C| → |C|+ 1, la poblacio´ de mutants augmenta: C → C ∪ {j} on j /∈ C,
|C| → |C| − 1, la poblacio´ de mutants disminueix: C → C\{i} on i ∈ C.
Aix´ı doncs, expressarem PC en funcio´ de PC∪{j} i de PC\{i} tenint en compte
quina e´s la probabilitat d’arribar als dos estats partint de C. Per facilitar els
ca`lculs, definirem WC com l’adaptacio´ gene`tica total de C.
P (C → C ∪ {j}) =
∑
i mutant
∑
j no
mutant
r · wij
WC
=
∑
i∈C
∑
j /∈C
r · wij
WC
,
P (C → C\{i}) =
∑
i mutant
∑
j no
mutant
wji
WC
=
∑
i∈C
∑
j /∈C
wji
WC
.
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Ara, notem que
WC = r ·
∑
i∈C
∑
j /∈C
wij +
∑
j /∈C
∑
i∈C
wji =
∑
i∈C
∑
j /∈C
(r wij + wji)
on (i, j) ∈ E so´n les arestes que surten de C i les arestes (j, i) ∈ E so´n les
que entren a C. Podem veure un exemple a la Figura 4.1. En aquest exemple,
com existeix l’aresta (i, j) ∈ V amb i ∈ C i j /∈ C, i pot infectar a j amb
probabilitat wij i j pot curar a i amb probabilitat wji.
i
j
C
i
j
C
Figura 4.1: Possible evolucio´ d’un graf evolutiu en un pas: j cura a i.
D’aquesta manera obtenim la segu¨ent expressio´:
PC =
∑
i∈C
∑
j /∈C(r wijPC∪{j} + wjiPC\{i})∑
i∈C
∑
j /∈C(r wij + wji)
. (4.1)
El denominador pren el valor de l’adaptacio´ gene`tica que te´ la poblacio´ en
aquell estat. I el numerador e´s la suma de probabilitats de tots els estats als
que podem arribar partint de C.
Altre concepte que ens sera` d’utilitat e´s el de temperatura. La temperatura
del ve`rtex i e´s
Ti =
∑
j∈V
wji.
La temperatura d’un ve`rtex ens indica amb quina frequ¨e`ncia aquest ve`rtex e´s
reemplac¸at, e´s a dir, un node calent e´s reemplac¸at molt sovint i un node fred
rarament e´s substitu¨ıt.
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En el cas de grafs ∆-regulars tenim Ti =
∑
j∈V wji =
1
∆ .
Direm que un graf e´s isoterm quan tots els ve`rtexs tenen la mateixa tem-
peratura. Ara, introduirem un teorema que relaciona l’estructura d’un graf
amb la temperatura dels seus nodes (teorema 3.1 de [1]).
Teorema 6. Donat un graf G=(V, E) connex no dirigit i sigui r qualsevol,
tenim que G e´s regular ⇐⇒ G e´s isoterm.
Demostracio´. G e´s regular ⇒ G e´s isoterm. Suposem que G e´s ∆-regular.
Aleshores tenim que
Ti =
∑
j∈V
wji =
1
∆
=
∑
i∈V
wji = Tj .
Es a dir, ∀i, j tenim Ti = Tj . Consequ¨entment, G e´s isoterm.
G e´s isoterm ⇒ G e´s regular. Suposem que no e´s cert per arribar a contra-
diccio´. Considerem el conjunt S = {i | deg(i) = min{deg(v) | v ∈ V }}. Per
hipo`tesi S 6= V . Aleshores, existeix un ve`rtex i ∈ S que esta` connectat al
ve`rtex j ∈ V \S. En consequ¨e`ncia,
∑
v
wvi = wji +
∑
v 6=j
wvi <
1
deg(i)
+
∑
v 6=j
wvi ≤ 1
deg(i)
+
deg(i)− 1
deg(i)
= 1
arribem a contradiccio´, tal com vol´ıem veure.
El segu¨ent enunciat e´s el que ens permetra` calcular les probabilitats de
fixacio´ de grafs regulars amb r > 1 sense la necessitat de fer tots els ca`lculs
que hem realitzat anteriorment.
Corol·lari 7. Sigui G=(V, E) un graf isoterm no dirigit amb |V | = n on
l’adaptacio´ gene`tica dels mutants e´s r > 1. Aleshores, la probabilitat de
fixacio´ associada e´s
ρ =
1− 1r
1− 1rn
.
Aquesta e´s l’anomenada probabilitat de fixacio´ cano`nica ja que e´s la que cor-
respon a la majoria dels grafs isoterms.
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Demostracio´. Mitjanc¸ant el teorema anterior, com G e´s un graf isoterm sa-
bem que tambe´ e´s regular. Suposarem que e´s ∆-regular. Per altra banda,
utilitzarem la fo´rmula (4.1) pe`ro denotarem Pk = PC sent |C| = k. Aleshores
Pk =
a · ( 1∆ · r · Pk+1 + 1∆ · Pk−1)
a · ( 1∆ · r + 1∆)
=
r
r + 1
· Pk+1 + 1
r + 1
· Pk−1
on a e´s el nombre d’arestes (i, j) ∈ E amb i ∈ C i j /∈ C.
Al ser una equacio´ en difere`ncies buscarem una solucio´ de la forma Pk = θ
k
(tal com podem veure a la seccio´ 3.9 de [4]).
θk =
r
r + 1
· θk+1 + 1
r + 1
· θk−1,
−−−−−−→
·(θk−1)−1
r
r + 1
· θ2 − θ + 1
r + 1
= 0.
Aquesta equacio´ de segon grau te´ com a solucions
θ1 = 1 i θ2 =
1
r
.
En consequ¨e`ncia la solucio´ general de l’equacio´ de Pk e´s Pk = A θ
k
1 +B θ
k
2
per constants arbitra`ries A i B. Utilitzem les condicions de vora, P0 = 0 i
Pn = 1, per trobar-les:
0 = P0 = A+B ⇒ A = −B,
1 = Pn = A θ
n
1 +B θ
n
2 = A · 1 +B ·
1
rn
= B ·
(
1
rn
− 1
)
.
⇒ B =
(
1
rn
− 1
)−1
=
(
1− rn
rn
)−1
=
rn
1− rn .
⇒ A = −r
n
1− rn .
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Pk =
−rn
1− rn · 1
k +
rn
1− rn ·
(
1
r
)k
=
−rn · rk + rn
(1− rn) · rk
=
rn · (1− rk)
rk · (1− rn) =
(1−rk)
rk
(1−rn)
rn
=
1− 1
rk
1− 1rn
.
I, per tant
ρ =
1− 1r
1− 1rn
,
tal com vol´ıem veure.
Cap´ıtol 5
L’estrella
Volem calcular quina e´s la probabilitat de fixacio´ d’una poblacio´ de n+1 indi-
vidus connectats entre si tal com mostra la Figura 5 i on l’adaptacio´ gene`tica
de cadascun e´s r.
n 1
2
34
n+1
Figura 5.1: Graf evolutiu amb format d’estrella de n+ 1 ve`rtexs.
Notem que cal distingir el cas en que` el centre esta` ocupat per un mutant
del cas en que` esta` ocupat per un no-mutant. Aixo` ve de que` un individu
que esta` a les fulles de l’estrella nome´s esta` influenciat per l’individu del cen-
tre mentre que l’individu del centre esta` influenciat per la resta individus.
D’aquesta manera definirem les probabilitats de fixacio´ segu¨ent:
• P onk e´s la probabilitat de fixacio´ havent k mutants a les fulles i un mutant
al centre.
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• P offk e´s la probabilitat de fixacio´ havent k mutants a les fulles i cap
mutant al centre.
Abans de calcular aquestes probabilitats, definirem l’adaptacio´ gene`tica
total del graf per a k mutants com
W onk = (n− k) + (k + 1) · r
W offk = (n+ 1− k) + k · r
per simplificar els pro`xims ca`lculs. Tambe´, ana`logament al cas general, utilit-
zarem ponk , p
off
k , q
on
k i q
off
k . Aleshores, obtenim
P onk = q
on
k · P offk + ponk · P onk+1 + (1− (qonk + ponk )) · P onk (5.1)
P offk = p
off
k · P onk + qoffk · P offk−1 + (1− (qoffk + poffk )) · P offk (5.2)
on
qonk =
n− k
W onk
· 1 = n− k
W onk
, qoffk =
1
W offk
· k
n
=
k
n ·W offk
,
ponk =
r
W onk
· n− k
n
=
(n− k) · r
n ·W onk
, poffk =
k · r
W offk
· 1 = k · r
W offk
.
Ara, normalitzarem les equacions (5.1) i (5.2) per obtenir una expressio´ de
P onk i de P
off
k que obv¨ıi els bucles.
(5.1) Dividim la primera equacio´ per qonk + p
on
k :
qonk + p
on
k =
n− k
W onk
+
(n− k) · r
n ·W onk
=
n · (n− k) + r · (n− k)
n ·W onk
,
qonk
qonk + p
on
k
=
n · (n− k)
n · (n− k) + r · (n− k) =
n
n+ r
,
ponk
qonk + p
on
k
=
r · (n− k)
n · (n− k) + r · (n− k) =
r
n+ r
.
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1
qonk + p
on
k
· P onk =
qonk
qonk + p
on
k
· P offk +
ponk
qonk + p
on
k
· P onk+1 +
1− (qonk + ponk )
qonk + p
on
k
· P onk ,
1
qonk + p
on
k
· P onk =
n
n+ r
· P offk +
r
n+ r
· P onk+1 +
1
qonk + p
on
k
· P onk + P onk ,
P onk =
n
n+ r
· P offk +
r
n+ r
· P onk+1. (5.3)
(5.2) Dividim la segona equacio´ per qoffk + p
off
k :
qoffk + p
off
k =
k
n ·W offk
+
r · k
W offk
=
k + n · r · k
n ·W offk
,
qoffk
qoffk + p
off
k
=
n · k
n · (n · r · k + k) =
1
n · r + 1 ,
poffk
qoffk + p
off
k
=
n · r · k
n · r · k + k =
n · r
n · r + 1 .
1
qoffk + p
off
k
· P offk =
poffk
qoffk + p
off
k
· P onk +
qoffk
qoffk + p
off
k
· P offk−1 +
1− (qoffk + poffk )
qoffk + p
off
k
· P offk ,
1
qoffk + p
off
k
· P offk =
n · r
n · r + 1 · P
on
k +
1
n · r + 1 · P
off
k−1 +
1− (qoffk + poffk )
qoffk + p
off
k
· P offk ,
P offk =
n · r
n · r + 1 · P
on
k +
1
n · r + 1 · P
off
k−1. (5.4)
Ara, utilitzant l’equacio´ (5.3) obtenim
{
P onk =
n
n+r · P offk + rn+r · P onk+1,
P onk−1 =
n
n+r · P offk−1 + rn+r · P oni .
r
n+ r
· P onk = P onk−1 −
n
n+ r
· P offk−1.
⇒ P onk =
n+ r
r
·
(
P onk−1 −
n
n+ r
· P offk−1
)
=
n
r
· P onk−1 + P onk−1 −
n
r
· P offk−1.
⇒ P onk = P onk−1 +
n
r
·
(
P onk−1 − P offk−1
)
. (5.5)
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Volem expressar P off1 , P
on
2 , P
off
2 , ... com a funcio´ de P
on
1 . Per fer-ho, utilit-
zarem (5.4) i (5.5):
P off1 =
nr
nr + 1
P on1 +
1
nr + 1
P off0 =
nr
nr + 1
P on1 ,
P on2 = P
on
1 +
n
r
(
P on1 − P off1
)
= P on1
(
1 +
n
r
(1− nr
nr + 1
)
= P on1
(
1 +
n
r
· nr + 1− nr
nr + 1
)
= P on1
(
1 +
n
r(nr + 1)
)
,
P off2 =
nr
nr + 1
P on2 +
1
nr + 1
P off1
=
nr
nr + 1
(
1 +
n
r(nr + 1)
)
P on1 +
1
nr + 1
· nr
nr + 1
P on1
= P on1
(
nr
nr + 1
+
n2r
r(nr + 1)2
+
nr
(nr + 1)2
)
= P on1
(
n2r2 + nr + n2 + nr
(nr + 1)2
)
= P on1
(
n2r2 + 2nr + n2
(nr + 1)2
)
,
P on3 = P
on
2 +
n
r
(
P on2 − P off2
)
= P on1
(
1 +
n
r(nr + 1)
)
+
n
r
[
P on1
(
1 +
n
r(nr + 1)
)
− P on1
(
n2r2 + 2nr + n2
(nr + 1)2
)]
= P on1
(
1 +
n
r(nr + 1)
+
n
r
+
n2
r2(nr + 1)
− n
3r2 + 2n2r + n3
r(nr + 1)2
)
= P on1
(
1 +
n2r2 + nr + n3r3 + 2n2r2 + nr + n3r + n2 − n3r3 − 2n2r2 + n3r
r2(nr + 1)2
)
= P on1
(
1 +
n2r2 + nr + n2 + nr
r2(nr + 1)2
)
= P on1
(
1 +
n
r(nr + 1)
+
n(n+ r)
r2(nr + 1)2
)
= P on1
1 + n
n+ r
2∑
j=1
(
n+ r
r(nr + 1)
)j .
Utilitzant induccio´ podem veure
P onk = P
on
1 ·
1 + n
n+ r
k−1∑
j=1
(
n+ r
r(nr + 1)
)j .
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Ara doncs, aplicant l’expressio´ que acabem de trobar obtenim:
P onn−1 = P
on
1 ·
1 + n
n+ r
n−2∑
j=1
(
n+ r
r(nr + 1)
)j ,
P offn−1 =
n · r
n · r + 1 · P
on
n−1 +
1
n · r + 1 · P
off
n−2,
P onn = P
on
n−1 +
n
r
·
(
P onn−1 − P offn−1
)
.
Com P onn = 1, tenim
P on1 =
1
1 + nn+r
∑n−1
j=1
(
n+r
r(nr+1)
)j .
I, per (5.3) i (5.4) tenim P on0 =
r
r+n i P
off
1 =
nr
nr+1P
on
1 , respectivament.
Aleshores, obtenim que la probabilitat mitjana de fixacio´ e´s
ρ =
n nrnr+1 +
r
r+n
(n+ 1) ·
(
1 + nn+r
∑n−1
j=1
(
n+r
r(nr+1)
)j) .
I, si fem el l´ımit quan n→∞ obtenim
ρ ≈ lim
n→∞
n
(n+ 1) ·
(
1 +
∑n−1
j=1
(
n+r
r(nr+1)
)j) = limn→∞ 1
1 +
∑n−1
j=1
(
n+r
r(nr+1)
)j
= lim
n→∞
1
1 +
∑n−1
j=1
(
1
r2
)j = 11 + r2−r2n
1−r2
=
1− r2
1− r2 + r2 − r2n =
1− r2
1− r2n
=
1− 1
r2
1− 1
r2n
.
E´s a dir que la probabilitat de fixacio´ de l’estrella e´s semblant a la proba-
bilitat de fixacio´ cano`nica.
Es diu que l’estrella e´s un graf amplificador de la seleccio´ ja que aquesta
distribucio´ te´ una probabilitat de fixacio´ associada major que la probabilitat
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de fixacio´ esta`ndard de Moran,
ρestrella =
1− 1
r2
1− 1
r2n
>
1− 1r
1− 1rn
= ρcanonica.
Els grafs amplificadors tenen un para`metre associat. Diem que un graf
amplificador te´ para`metre K quan un mutant al graf amplificador es compor-
taria de la mateixa manera que ho faria un mutant amb r = rK a un graf
“normal” (ni supressor ni amplificador). En particular, l’estrella e´s un am-
plificador de para`metre 2. E´s per aixo` que la probabilitat de fixacio´ e´s la de
Moran esta`ndard substituint r per r2.
Cap´ıtol 6
Temps d’absorcio´
En aquesta seccio´ demostrarem que el proce´s de Moran sobre un graf G =
(V,E) connex no dirigit amb |V | = n acaba a un dels dos estats d’absorcio´
en un nombre polino`mic de passos. Tal com s’explica a la seccio´ 3 de [2],
veurem que l’esperanc¸a d’anar de l’estat i a l’i+ 1 e´s me´s gran que una certa
constant. En aquest treball ho demostrarem per a grafs evolutius amb r < 1.
Aix´ı doncs, observarem que el proce´s no s’estanca fins que arriba a un dels
estats absorbents.
Comenc¸arem definint la funcio´ potencial
φ(S) =
∑
x∈S
1
deg(x)
per a qualsevol estat S ⊆ V (G) i denotarem φ(V (G)) per φ(G). Observem
que 1 < φ(G) < n i que φ({x}) = 1deg(x) ≤ 1 per qualsevol ve`rtex x ∈ V .
Primer, demostrarem que l’esperanc¸a del potencial augmenta estrictament
quan r > 1 i que disminueix estrictament quan r < 1.
Lema 8. Sigui (Xi)i≥0 un proce´s de Moran sobre el graf G = (V,E) i S un
conjunt tal que ∅ ⊂ S ⊂ V . Si r ≥ 1, tenim
E[φ(Xi+1)− φ(Xi) | Xi = S] ≥
(
1− 1
r
)
· 1
n3
,
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donant-se la igualtat si i nome´s si r = 1. Si r < 1,
E[φ(Xi+1)− φ(Xi) | Xi = S] < r − 1
n3
.
Demostracio´. Denotem per W (S) = n + (r − 1)|S| l’adaptacio´ gene`tica total
de la poblacio´. Per ∅ ⊂ S ⊂ V i per a qualsevol valor de r, tenim
E[φ(Xi+1)− φ(Xi) | Xi = S] =
=
1
W (S)
∑
xy∈E
x∈S,y∈S¯
(
r · φ(S + y)− φ(S)
deg(x)
+
φ(S − x)− φ(S)
deg(y)
)
=
1
W (S)
∑
xy∈E
x∈S,y∈S¯
(
r · 1
deg(y)
· 1
deg(x)
− 1
deg(x)
· 1
deg(y)
)
=
r − 1
W (S)
∑
xy∈E
x∈S,y∈S¯
1
deg(x) deg(y)
.
Aixo` e´s clarament 0 si r = 1. Altrament, podem minimitzar la suma en valor
absolut observant que ha d’haver, com a mı´nim, una aresta entre S i S¯ i, els
seus ve`rtexs tindran com a ma`xim grau (n− 1) < n. A me´s, tenim que l’estat
amb W (S) me´s gran si r > 1 e´s el de fixacio´ i, per altra banda, si r < 1 e´s el
d’extincio´.
Aix´ı doncs, per a r > 1 tenim
E[φ(Xi+1)− φ(Xi) | Xi = S] > r − 1
rn
· 1
n2
=
(
1− 1
r
)
1
n3
i, si r < 1 tenim
E[φ(Xi+1)− φ(Xi) | Xi = S] < (r − 1) 1
n3
.
A continuacio´, enunciarem un teorema que do´na una fita superior pel temps
esperat d’absorcio´. Els cient´ıfics He i Yao, van donar una demostracio´ per
aquest, tal com podem veure a [5]. Aquesta prova utilitza coneixements de
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martingales que s’escapen del nostre camp d’estudi. E´s per aixo` que ens
limitarem a l’enunciacio´ del teorema.
Aquest resultat, ens sera` d’utilitat per poder afitar el temps d’absorcio´
associat al proce´s de Moran per r < 1.
Teorema 9. Sigui (Yi)i≥0 una cadena de Ma´rkov amb espai d’estats Ω, on Y0
e´s escollit d’un conjunt I ⊆ Ω. Si existeixen constants k1, k2 > 0 i una funcio´
no negativa ψ : Ω −→ R tal que
• ψ(S) = 0 per algun S ∈ Ω,
• ψ(S) ≤ k1 per tot S ∈ I i
• E[ψ(Yi)− ψ(Yi+1) | Yi = S] ≥ k2 ∀i ≥ 0 i tot S tal que ψ(S) > 0,
aleshores E[τ ] ≤ k1k2 , on τ = min{i : ψ(Yi) = 0}.
Ara doncs, com ja hem dit, donarem una fita superior pel temps d’absorcio´
esperat del proce´s de Moran.
Teorema 10. Sigui G = (V,E) un graf de grau n. Per r < 1 i qualsevol
S ⊆ V , el temps d’absorcio´ τ pel proce´s de Moran per G satisfa`
E[τ | X0 = S] ≤ 1
1− rn
3φ(S).
Demostracio´. Sigui (Yi)i≥0 el proce´s de Moran sobre G exceptuant que, si
s’arriba a l’estat de fixacio´, s’introdueix un nou individu no mutant en el lloc
d’un ve`rtex escollit aleato`riament. Aix´ı, de l’estat V anem a l’estat V − x on
x ∈ V e´s escollit de forma aleato`ria. Definim τ ′ = min{i : Yi = ∅} pel temps
d’absorcio´ d’aquest nou proce´s. Clarament E[τ | X0 = S] ≤ E[τ ′ | Y0 = S].
La funcio´ φ compleix les hipo`tesis de ψ del teorema 9 on k1 = φ(S) i
k2 = (1− r)n−3. Comprovem que tambe´ se satisfan les condicions per φ:
• φ(S) = 0 per S = ∅ ∈ Ω.
• φ(S) ≤ k1 = φ(S) per tot S ⊆ V .
• E[φ(Yi) − φ(Yi+1) | Yi = S] ≥ k2 = (1 − r) 1n3 . Cert pel lema 8 quan
r < 1.
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Aix´ı doncs, podem aplicar el teorema 9. Fent-ho obtenim
E[φ(Yi)− φ(Yi+1) | Yi = V ] = 1
n
∑
x∈V
1
deg x
>
1
n
> k2.
Aleshores,
E[τ | X0 = S] ≤ E[τ ′ | Y0 = S] ≤ 1
1− rn
3φ(S).
Cap´ıtol 7
Problemes oberts
So´n molts els grafs evolutius pels quals no s’ha trobat un valor asimpto`ticament
exacte de la probabilitat ni del temps de fixacio´ associats. En aquest treball
hem vist que podem obtenir aquests valors per a grafs evolutius regulars i per
a grafs amb pocs ve`rtexs. Pero`, hi ha molts altres grafs pels quals el ca`lcul e´s
massa complex i, de moment, no es coneix ni la probabilitat de fixacio´ ni el
temps d’absorcio´ corresponent de forma teo`rica. En canvi, s´ı que s’han trobat
aproximacions d’aquests valors experimentalment mitjanc¸ant simulacions amb
computadores. En aquesta seccio´, presentarem dos problemes oberts: la doble
estrella i el camı´. Ambdo´s grafs so´n no dirigits. Quan parlem de cadascun
d’aquests, remarcarem la importa`ncia d’aquest fet.
7.1 Doble estrella
Aquest graf evolutiu consisteix en dues estrelles unides per una aresta, tal com
mostra la Figura 7.1. D’aquest graf no es coneix la probabilitat de fixacio´ ni
el temps esperat d’absorcio´. De moment, l’u´nic que sabem e´s
• ρ ≤ 1− 1n+r si r > 0 pel lema 4.
• E[τ | X0 = S] ≤ 11−rn3φ(S) si r < 1 pel teorema 10.
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Figura 7.1: Doble estrella
7.2 Camı´
Per altra banda, altre problema obert e´s el camı´, que te´ forma de recta no
dirigida, tal com podem veure a la Figura 7.2. La probabilitat de fixacio´
associada a aquest graf ha estat estudiada per diversos cient´ıfics. Esmentarem
a M. Broom i J. Rychra´r˜ ja que el mateix article que hem utilitzat com a font
d’informacio´ per a diversos punts d’aquest treball, conte´ tambe´ el ca`lcul no
exacte de la probabilitat de fixacio´ associada al graf amb forma de camı´. El
lector pot cone`ixer me´s sobre el raonament que van seguir consultant la seccio´
6 de [1].
1 2 3 . . . n−1 n
Figura 7.2: Camı´ no dirigit de n ve`rtexs.
Ara, observarem com d’important e´s que el graf sigui no dirigit en aquest
cas per a que continu¨ı sent un problema obert. Estudiem doncs, el graf evolutiu
de la Figura 7.3 (cas ana`leg al de la Figura 7.2 pero` amb arestes dirigides
unidireccionalment entre els ve`rtexs). Notem que el raonament sobre aquest
graf e´s elemental. Aixo` e´s consequ¨e`ncia de que` cada ve`rtex e´s influenciat,
exclusivament, per l’anterior. E´s a dir, el ve`rtex n nome´s pot ser influenciat
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pel ve`rtex n − 1, l’n − 1 nome´s pot ser influenciat per l’n − 2, ... i aix´ı
successivament fins arribar a que el ve`rtex 2 nome´s pot ser influenciat pel
ve`rtex 1. D’aquesta manera, tenim que l’espe`cie que acabara` dominant el graf
evolutiu sera` la del ve`rtex 1: si el ve`rtex 1 representa un individu mutant, la
resta de ve`rtexs s’acabaran convertint en mutants ja que cap d’ells e´s capac¸ de
transformar el ve`rtex 1 en un no mutant. El mateix succeeix si 1 representa a
un individu no mutant. E´s per aixo` que la probabilitat de fixacio´ e´s ρ = 1n ja
que e´s la probabilitat de que` el ve`rtex 1 sigui mutant a temps 0.
1 2 3 . . . n−1 n
Figura 7.3: Camı´ dirigit de n ve`rtexs.
Acabem de veure que donat un graf del qual no es coneix el valor asimpto`ticament
exacte per a la probabilitat de fixacio´, si afegim direccions a les arestes, trans-
formem el ca`lcul de la probabilitat de fixacio´ en un fet elemental. A continu-
acio´, presentarem un altre graf interessant de ser comentat.
Aquest e´s el graf evolutiu amb forma d’estrella, ana`leg al de la Figura 5
pero`, amb arestes dirigides, tal com mostra la Figura 7.4.
1
2
3. . .
n
n+1
Figura 7.4: Estrella dirigida
Aquest graf te´ probabilitat de fixacio´ ρ = 1n+1 . El raonament e´s ana`leg
al del camı´ dirigit: la probabilitat de que` tots els individus es converteixin
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en mutants e´s igual a la probabilitat de que` el ve`rtex n+ 1 estigui infectat a
temps 0.
Malgrat que hem vist dos exemples de grafs amb ca`lculs molts senzills, so´n
molts els grafs evolutius pels quals no coneixem fites ajustades de la probabi-
litat de fixacio´ ni del temps d’absorcio´. Lieberman, com podem veure a [6],
ha estudiat alguns dels grafs que ara hem esmentat. Pero` no ha estat l’u´nic.
Diversos cient´ıfics han investigat per donar resposta als problemes que hem
presentat.
Fixem-nos, pero`, que l’intere`s en aquest camp va comenc¸ar fa uns 60 anys.
E´s a dir, aquesta e´s una a`rea d’estudi relativament nova. Aix´ı doncs, tots els
resultats que hem presentat en aquest treball han estat obtinguts per cient´ıfics
pioners que han volgut investigar sobre l’evolucio´ i les matema`tiques que hi
ha darrere.
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