Abstract: This paper deals with the "data deluge" issue in contemporary decision making settings; specifically, it reports on the development of an innovative platform that incorporates and orchestrates a set of interoperable Web services to facilitate and augment collaboration and decision making in data-intensive and cognitivelycomplex settings. The proposed approach exploits and builds on the most prominent high-performance computing paradigms and large data processing technologies to meaningfully search, analyze and aggregate data existing in diverse, extremely large and rapidly evolving sources. At the same time, it remedies the shortcomings of current "big data" analytics technology and provides the appropriate ways to nurture and capture the human intelligence in order to extract the necessary insights. It can thus reduce the dataintensiveness and complexity overload at critical decision points to a manageable level, thus permitting stakeholders to be more productive and concentrate on creative activities.
Introduction
Individuals and organizations are nowadays confronted with the rapidly growing problem of information overload [Economist, 2010] . An enormous amount of content already exists in the digital universe (i.e. information that is created, captured, or replicated in digital form), which is characterized by high rates of new information that is being distributed and demands attention. This enables us to have instant access to more information than we can ever possibly consume [Kirsh, 2000] . Supporting collaboration 2 Karacapilidis, Tzagarakis and Christodoulou in such contexts is a critical aspect [Finholt, 2003] as tasks become more and more collaborative in nature [Hara et al., 2003] ; people need to efficiently and effectively collaborate and make decisions by appropriately assembling and analyzing enormous volumes of complex multi-faceted data residing in different sources. Representative examples of such collaborative environments can be witnessed today in many domains, such as:
 A community of clinical researchers and bio-scientists, trying to locate and assemble huge quantities of data in order to examine heterogeneous clinicogenomic data and information sources for the production of new insightful conclusions or the formation of reliable biomedical knowledge related to molecular pathways, DNA sequence data, etc.
 A community of clinicians, radiologists, radiographers, patients and pharmaresearchers elaborating vast amounts of data that include blood tests, physical examinations, free text journals from patients on their experience from treatment, as well as X-Ray, Static and Dynamic MRI scans, to reach clinical decisions and assess drugs' efficiency during clinical trials.
 A marketing and consultancy company requiring to forage the Web (blogs, forums, wikis, etc.) for high-level knowledge, such as public opinions about its products and services, to quickly monitor public response to a new marketing launch and make decisions to inform a new strategy.
To facilitate decision making tasks in such contexts, users need to exploit a diverse set of tools to collect, store and analyze the available data, as well as tools to share and discuss the associated resources and outcomes. Despite the number of tools available to support the various stages of their work, users still invest great efforts to transform the data throughout the various stages, due to the standalone and independent nature of these tools [Lopez and Oliveira, 2011] . Furthermore, collaboration and data sharing aspects in such work settings are rarely considered as an integral part of the process. Approaches that consider collaboration support as central to "big data" tasks have started to emerge only recently [De Roure et al., 2009] .
In this paper, we present an innovative approach to decision making in data-intensive and cognitive-complex settings, which facilitates data analysis tasks and considers collaboration support as an integral part of such processes. The work reported is Machine and Human Reasoning 3 performed in the context of an FP7 EU project, namely Dicode (http://dicode-project.eu/). To achieve its goal, Dicode follows a hybrid approach, in that it exploits and builds on the synergy of human and machine reasoning to meaningfully analyze and aggregate data existing in diverse, extremely large, and rapidly evolving sources.
On a Meaningful Exploitation of
The remainder of this paper is structured as follows: The next section lists a series of critical issues that characterize contemporary collaboration and decision making settings.
Taking them into account, Section 3 reports on the proposed solution, while Section 4 describes in more detail the services offered. Section 5 sketches a specific scenario of use of the tool that meaningfully integrates the Dicode services, which is presented in Section 6. Finally, evaluation results are presented in Section 7, while concluding remarks are given in Section 8.
Contemporary Collaboration and Decision Making Settings
Collaboration and decision making settings are often associated with huge, everincreasing amounts of multiple types of data, obtained from diverse and distributed sources, which often have a low signal-to-noise ratio for addressing the problem at hand.
In many cases, the raw information is so overwhelming that stakeholders are often at a loss to know even where to begin to make sense of it. In addition, these data may vary in terms of subjectivity and importance, ranging from individual opinions and estimations to broadly accepted practices and undeniable measurements and scientific results. Their types can be of diverse level as far as human understanding and machine interpretation are concerned.
Besides, it is nowadays easier to get the data in than out. Big volumes of data can be effortlessly added to a database; the problems start when we want to consider and exploit the accumulated data, which may have been collected over a few weeks or months, and meaningfully analyze them towards making a decision. Admittedly, when things get complex, we need to identify, understand and exploit data patterns; we need to aggregate big volumes of data from multiple sources, and then mine it for insights that would never emerge from manual inspection or analysis of any single data source. In the settings under consideration, the way that data will be structured for query and analysis, as well as the way that tools will be designed to handle them efficiently are of great importance and certainly set a big research challenge.
Generally speaking, information management related tasks need to be streamlined and automated. Recent findings clearly indicate that information management costs too much when it is not well organized and meaningfully automated [Eppler and Mengis, 2004] . They also call for investments in innovative software that reduces or eliminates time wasted, reduces management overheads, streamlines collaborative processes, and automates the overall workflow. Return on such investments can be both tangible (e.g. time or money saved) and intangible (e.g. more valuable information, easier extraction of hidden information, increase of information workers' satisfaction and creativity, improved collaboration).
As results from the above, issues related to the guidance of the information worker through the space of available data and the indication of relevant information to facilitate and augment collaboration and decision making activities are of major importance.
Towards this direction, we foresee a semi-automatic, adaptive approach that makes use of both semantic metadata and pre-structured data patterns to provide plausible recommendations, while also learning from the users' feedback to better target their information interests [Adomavicius and Tuzhilin, 2005; Anya et al., 2011] . This will be enabled by innovative data mining techniques and services such as local pattern mining, similarity learning, and graph mining, coupled with a flexible collaboration framework where all these services are seamlessly integrated and orchestrated.
Recent research in data mining is geared towards the extraction of more semantic information. Since data and information is today available in large volumes and diverse types of representation, intelligent integration of these data sources to generate new knowledge -towards serving collaboration and decision making requirements -remains a key challenge. Data pre-processing requirements, associated with data cleansing as well as handling of noise and uncertainty in various data sources, are inherent here. In the settings under consideration, data sources are associated with various types of information, each of them covering distinct aspects. A systematic way is needed to generate different points of view for such kind of data. Contemporary approaches need to help users utilizing complex multi-source data in a reasonable way by supporting them in finding relevant information and by providing personalized recommendations.
Another big category of requirements concerns the exploration, delivery and visualization of the pertinent information. These should be based on: (i) an intelligent the meaningful analysis and exploitation of data patterns and interrelations, (iii) the capturing of stakeholders' tacit knowledge, as far as information analysis and problem solving are concerned, through a social web approach, and (iv) the exploitation of particular user and group characteristics to properly direct or adapt data. Generally speaking, semantics to be deployed should come out of a joint consideration of stakeholders, their actions in the settings under consideration, and data considered each time.
As far as collaboration and decision making support is concerned, stakeholders require solutions that easily enable them to create and maintain private or public workspaces, where the most pertinent information about the problem at hand can be gathered, linked, synthesized and assessed. Through such workspaces, they need to carry out synchronous or asynchronous collaboration to accommodate and elaborate the outcomes of data mining, get recommendations, identify inconsistencies, spot and repair information gaps, reason about actions etc. A goal-dependant integration of data coming from heterogeneous databases is also required (to complement goal-driven data search and acquisition). Data visualization issues also impose a series of important requirements here.
The above bring up the need for development of innovative services that shift in focus from the mere collection and representation of large-scale information to its meaningful assessment, aggregation and utilization in contemporary collaboration and decision making settings.
The Proposed Solution
In the context of the Dicode project, we exploit a cloud infrastructure to adapt and refine computationally expensive algorithms for semantic data mining to new paradigms for distributed computing, such as the MapReduce paradigm implemented in frameworks like Hadoop and its Mahout derivative. The Apache Mahout project aims at building a scalable machine learning library on top of Hadoop. In the context of this project, a number of machine learning algorithms have already been parallelized. Based on the outcomes of the Mahout project so far, our goal is to set up a basic analysis infrastructure for the Dicode project. Aiming at fully supporting the data mining process (including pre-processing, modeling, validation and deployment), we integrate, adapt and extend the Mahout machine learning library, e.g. by developing advanced machine learning algorithms for large scale data. For instance, Mahout may significantly help towards grouping similar items (being they related raw data or users with similar expertise or interests), identifying main or "hot" topics, assigning items to predefined categories, recommending important data to diverse stakeholders, and discovering frequent and meaningful patterns in a specific decision making setting.
The ultimate goal of the Dicode project is to support users in collaboratively solving problems and making decisions on complex scenarios with very large, potentially conflicting and incomplete amounts of information. To achieve this goal, Dicode exploits and advances the state-of-the-art in three relevant directions, namely: (i) new techniques for scalable high-performance data mining, (ii) data mining to make sense of real-world multi-faceted data, and (iii) collaboration and decision making support.
New techniques for scalable high-performance data mining
A particular challenge of Dicode is to develop data mining approaches that scale well to extremely large, rapidly evolving data sets in the terabyte range. To respond to this challenge, the project develops a flexible large-scale data mining platform based on the MapReduce framework and related technology. MapReduce has been already successfully deployed within Google and runs a myriad of different programming tasks.
Many of the building blocks that are necessary to cover the requirements mentioned above do not rely on simple filters or selection rules; instead, they can only be efficiently implemented by employing appropriate machine learning algorithms (e.g. classification of objects into predefined categories, clustering objects by similarity, identification of trends in document streams, extracting topics from documents). There are some approaches on scaling traditional machine learning algorithms to large scale datasets [Wegener et al., 2009] ; however, most research still leaves the aspect of scalability and performance optimization out of scope. The most comprehensive and active project aiming at implementing machine learning algorithms for large scale problems today is Apache Mahout [Ingersoll, 2009] . However, Mahout is unsuitable for out-of-the-box, adhoc data analysis of arbitrary data: the project includes only very basic modules for data pre-processing, data conversion and integration with existing systems.
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Data Mining to make sense of real-world multi-faceted data
Dicode also aims to support users in solving problems and making decisions on complex scenarios with large, potentially conflicting and incomplete amounts of information. A main challenge in this setting is that in real applications data is not as nicely structured as it seems to be in current solutions and closed systems. Instead, data in real-world applications are complex and multi-faceted, where important information is spread among multiple data sources and formats, and relations between these instances are not always obvious. For instance, while it is typically not a problem to show up many possible links between two pieces of information using standard features, it is hard to identify the really relevant links. A candidate technique to address this problem is similarity learning, which strives at finding an optimal, user-centric measure of similarity on the basis of many candidate similarity measures. Similarity learning has been proven to be successful in many different applications with complex items, ranging from the identification of similar people [Rüping et al., 2008] to the identification of similar process workflows [Friesen and Rüping, 2010] .
Besides, text data is the most central data type in many applications. To bridge the gap between human-readable texts and structured data that is suited for machine processing, text mining technologies are of much importance. In the context of Dicode, approaches to extract semantic information from text allow to generate higher-level knowledge, which can be fed to the users as additional input for their decision making process without the need to read all texts (which can be millions of web pages in an extreme case) by themselves.
Collaboration and Decision Making Support
The advent of Web 2.0 has introduced a plethora of collaboration tools which provide engagement at a massive scale and feature novel paradigms. These tools cover a broad spectrum of needs, ranging from exchanging, sharing and tagging, social networking, to authoring, mind mapping and discussing. For instance, Delicious (http://delicious.com) and CiteULike (http://www.citeulike.com) provide services for storing, sharing and discovering of user generated Web bookmarks and academic publications, respectively.
A different set of applications focuses on building online communities of people who share interests and activities (social networking applications). MySpace solving. Tools such as Thinkature (http://www.thinkature.com) fall into this category.
Finally, systems such as online discussion forums, Debatepedia (http://wiki.idebate.org) and Cohere (http://cohere.open.ac.uk/) support online discussions over the Web.
Although all the above tools enable the massive and unconstraint collaboration of users, this very feature is the source of a problem that these tools introduce to their users: the problem of information overload. Current Web 2.0 collaboration tools exhibit two important shortcomings making them prone to the problem of information overload.
First, these tools are 'information islands', thus providing only limited support for interoperation, integration and synergy with third party tools. Second, Web 2.0 collaboration tools are rather passive media; they lack reasoning services with which they could meaningfully support the collaboration.
As far as existing decision making support technologies are concerned, data warehouses and on-line analytical processing have been broadly recognized as technologies playing a prominent role in the development of current and future DSS [Shim et al., 2002] . However, there is still room for further developing the conceptual, methodological and application-oriented aspects of the problem. One critical point that is still missing is a holistic perspective on the issue of decision making. This originates out of the growing need to develop applications by following a more human-centric (not problem-centric) view, in order to appropriately address the requirements of the contemporary, knowledge-intensive organization's employees. Dicode advances decision making support technologies by adopting a knowledge-based decision-making view, enabled by the meaningful accommodation of the results of the data mining processes. In such a way, the decision making process is able to produce new knowledge, such as evidence justifying or challenging an alternative or practices to be followed or avoided after the evaluation of a decision. Knowledge management activities such as knowledge elicitation, representation and distribution influence the creation of the decision models to be adopted, thus enhancing the decision making process [Bolloju et al., 2002; Watanabe et al., 2010] .
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With respect to collaboration and decision making support, the Dicode project provides a series of innovative features: First, Dicode introduces advanced decision making services into collaborative environments in order to help control the impact of voluminous and complex data. Second, Dicode does not treat collaboration services as standalone applications that operate autonomously and in isolation from other services, but rather as ones that coexist. Third, Dicode enables both human and machine understandable argumentative discourses to support ease-of-use and expressiveness for users, as well as advanced reasoning by the machine.
Services offered
As noted above, the Dicode project aims at offering an innovative solution that reduces the data-intensiveness and overall complexity of real-life collaboration and decision making settings to a manageable level, thus permitting stakeholders to be more productive and concentrate on creative activities. Towards this direction, the project provides a suite of innovative, adaptive and interoperable services (both at a conceptual and a technical level) that satisfies the full range of the requirements reported above.
These services are running on the Web. Much attention is being given to the adaptability of the foreseen services with respect to changes in user requirements and operating conditions. As shown in Figure 1 , the Dicode suite of services comprises:  Data acquisition services, which enable the purposeful capturing of tractable information that exists in diverse data sources and formats. Particular attention is being paid to web resources and the development of the associated spider components (web crawler).
 Data pre-processing services, which efficiently manipulate raw data before their storage to the foreseen solution. Transformation of different kinds of documents into a canonical form, structuring of documents from layout information, data cleansing (e.g. removing noise from web pages, discarding useless database records), as well as language detection and linguistic annotations, are some of the functionalities that fall in this category of services. To better illustrate the use and orchestration of the abovementioned services, we first describe a detailed scenario taking place in a collaborative decision making setting (see next section). Through this specific scenario, we then present the features and functionalities of the proposed tool (namely, the Dicode Workbench -see Section 6).
A Specific Scenario: Investigating Genes Associated with Breast Cancer Disease
Consider two researchers, Jim and Alice, aiming to investigate which genes or groups of genes are associated with breast cancer disease. Initially, they create a new collaboration session (logbook), where they exchange ideas related to which data sources to use, based on their own data analysis experience and literature knowledge. They search relevant literature via PubMed (http://www.ncbi.nlm.nih.gov/pubmed) using the appropriate search services.
Jim has conducted an initial analysis with some in-house gene-expression datasets; however, his findings were not very encouraging, which was attributed to the small sample size (i.e. number of patients) available. He informs Alice about it and suggests potential solutions. The discussion proceeds and finally, in order to overcome the limited sample size problem, they decide to augment their samples with publicly available geneexpression data derived from the GEO (http://www.ncbi.nlm.nih.gov/geo/) and SMD (http://smd.stanford.edu/) databases.
After deciding what data to use, they keep collaborating in order to discuss how the data will be processed. Both suggest solutions, comment on them, and finally decide to use the normalized data for each platform and the UniGene annotation database (http://www.ncbi.nlm.nih.gov/unigene) to uniformly map all genes. Jim knows that there are particular confounding effects in such kind of analysis and for that reason suggests a specific strategy that would account for these effects. Particularly, they decide to first analyze the integrated dataset using the well-known Significant Analysis of Microarrays (SAM) methodology [Tusher et al., 2001] . This analysis will serve as a baseline to any further analysis they attempt. Jim is also offering to provide all the necessary R scripts 12 Karacapilidis, Tzagarakis and Christodoulou (http://www.r-project.org/) for this initial statistical analysis. In addition, they decide to employ model-based data integration methodologies that have been recently published and claim to perform better than simple data integration techniques [Huttenhower et al., 2006; Garrett-Mayer et al., 2007; Shabalin et al., 2008] .
Some of the models are readily available; however, others need to be coded. Jim offers to write the relevant scripts. Alice, being an experienced programmer, offers to hard code them using parallel programming and various servers available at her department. Parallel and cloud computing will ensure fast results, since they have both agreed that they should apply the selected methodologies to numerous datasets. Their goal is to identify novel or already reported groups of genes associated with breast cancer disease. In addition, they are interested in comparing the findings of the chosen methodologies to those of the simple analysis conducted by Jim. Both researchers can execute the available services and retrieve the results of the invoked tool (e.g. a scatter plot or heatmap plot). Once the results are available, they engage into interpreting the results in terms of the initial research question.
The Dicode Workbench
Scenarios such as the one described above bring up the need for development of innovative services that shift in focus from the mere collection and representation of large-scale information to its meaningful assessment, aggregation and utilization in contemporary collaboration and decision making settings. Such services are provided by the Dicode Workbench. At the center of the Dicode Workbench (see Figure 2) is the 'Dicode Collaborative
Workspace', which enables the argumentative collaboration among researchers. The approach adopted to support collaboration in Dicode builds on a conceptual framework 14 Karacapilidis, Tzagarakis and Christodoulou where formality and the level of knowledge structuring during collaboration is not considered as a predefined and rigid property, but rather as an adaptable aspect that can be modified to meet the needs of the tasks at hand. By the term formality, we refer to the rules enforced by the system, with which all user actions must comply. Allowing formality to vary within the collaboration space, incremental formalization -i.e. a stepwise and controlled evolution from a mere collection of individual ideas and resources to the production of highly contextualized and interrelated knowledge artifacts -can be achieved.
In our approach, views constitute the 'vehicle' that permits incremental formalization of the collaboration. A view can be defined as a particular representation of the collaboration space, in which a consistent set of abstractions able to solve a particular organizational problem during collaboration is available. Our approach enables the switching from a view to another. Each view of a collaboration workspace provides the necessary mechanisms to support a particular level of formality. The more informal a view is, the more easiness-of-use is implied. At the same time, the actions that users may perform are intuitive and not time consuming; however, the overall context is human (and not system) interpretable. On the other hand, the more formal a view is, easiness-of-use is reduced; actions permitted are less and less intuitive and more time consuming. The overall context in this case is both human and system interpretable. The already developed collaboration views, along with the functionalities they provide, are as follows:
 Discussion-forum view: In this view, a collaboration space is displayed as a traditional web-based forum, where posts are displayed in ascending chronological order. Users are able to post new messages to the collaboration space, which will appear at the end of the list of messages.
 Mind-map view: In this view, a collaboration space is displayed as a mind map, where users can 'interact' with the items uploaded so far. The map deploys a spatial metaphor permitting the easy movement and arrangement of items on the collaboration space. In this view, information triage -i.e. the process of sorting and organizing through numerous relevant materials and organizing them to meet the task at hand [Marshall and Shipman, 1997] -is supported.
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 Formal view: This view enables the posting of predefined knowledge items. It invokes a set of dedicated scoring and reasoning mechanisms aiming to aid users conceive the outcome of a particular collaborative session [Karacapilidis et al., 2009 ].
Recalling our scenario, as the initial goal of Jim and Alice is to accumulate a critical mass of relevant resources, they create a new collaboration workspace and may start using it in the 'forum-view'. The forum view primarily aims to effortlessly collect and share the available resources (without the need to interrelate them). During this collaboration phase, Jim and Alice upload available resources and assess them informally, by briefly commenting on them.
When many resources start appearing in the forum view, Jim and Alice may decide to switch to a mind-map view, where they can better manage these resources. In this view, Jim and Alice may organize the available items in more advanced ways and exploit dedicated item types such as ideas, notes and comments (Figure 2 ). Ideas stand for items that deserve further exploitation; they may correspond to an alternative solution to the issue under consideration and they usually trigger the evolution of the collaboration.
Notes are generally considered as items expressing one's knowledge about the overall issue, an already asserted idea or note. Finally, comments are items that usually express less strong statements and are uploaded to express some explanatory text or point to some potentially useful. Multimedia resources can be also uploaded.
All the above items can be interrelated by trouble-free actions. When interrelating items, Jim and Alice may select the color of the connecting arrow and provide a legend describing the interrelationship they conceive. These legends are intentionally arbitrary.
The visual cues of the arrows bear well-defined semantics: for instance, green arrows declare support, whereas red ones declare opposition. Another visual cue that appears in Figure 2 concerns the colored rectangles that have been created by Jim and Alice to meaningfully group/cluster related items.
By using the mind-map view, Jim and Alice can transform the resources from a mere collection of items into coherent knowledge structures that facilitating sense making on the available resources. By using the search facilities of the workbench, they are also able to search for relevant literature or data sets, which can be also uploaded on the 
Evaluation results
To assess the effectiveness of the Dicode approach, an extensive evaluation process is currently underway. A first evaluation phase has been completed aiming to assess a series of key success indicators concerning the maturity of the technology used, as well as the usability and acceptability of Dicode services in three real-life contexts (clinic-genomic research, medical decision making, and opinion mining from Web 2.0 data). Evaluators were asked to read a service-specific scenario, experiment with the Dicode services and fill in a mixed-type questionnaire (responses expected were in both quantitative and qualitative form). For the case reported in this paper, the sample consisted of 58 evaluators with varying background knowledge in bioscience fields. Answers to the quantitative questions of the questionnaires were given in a 1-5 scale, where 1 stands for 'I strongly disagree' and 5 for 'I strongly agree' [Nielsen, 1991; Norman, 1998 ]. its interface is pleasant and that they will recommend it to their peers/community.
The evaluation focused also in assessing the collaboration aspects of the workbench, which constitutes a central part of the Dicode approach. Generally speaking, the feedback received from the first evaluation phase of the Dicode project was positive, clearly pointing out that the overall Dicode approach is promising.
The big majority of the evaluators appreciated the potential of exploiting the synergy of machine and human intelligence through data mining and collaborative decision making services. Evaluators indicated that the approach adopted reduces the data-intensiveness and overall complexity of real-life collaboration and decision making settings to a manageable level, thus permitting stakeholders to be more productive and concentrate on creative activities. Towards this direction, the Dicode Workbench provides a flexible 20 Karacapilidis, Tzagarakis and Christodoulou integration framework that also exploits and augments the underlying collective intelligence.
Conclusions
Dealing with data-intensive and cognitively complex settings is not a technical problem alone. Building on current advancements, the approach described in this paper brings together the reasoning capabilities of the machine and the humans. It can be viewed as an innovative workbench incorporating and orchestrating a set of interoperable services that reduce the data-intensiveness and complexity overload at critical decision points to a manageable level, thus permitting stakeholders to be more productive and concentrate on creative and innovative activities.
Aiming at facilitating and augmenting collaboration and decision making, the proposed approach may enhance the quality of these processes and render time and cost savings.
The initial evaluation of the Dicode services supports this claim. Moreover, the proposed approach faces two major imperatives: (i) it exploits the information growth by ensuring a flexible, adaptable and scalable information and computation infrastructure, and (ii) it exploits the competences of all stakeholders and information workers to meaningfully confront various information management issues, such as information characterization, classification, presentation, retention, storage, and disposal.
