A model-based algorithm is presented that adaptively estimates in situ ultrasonic guided wave system parameters. Dispersion curves, propagation loss, transducer distances, transmitted signal, and mode weighting coefficients are estimated using minimal a priori information and assumptions. The five-part algorithm is scalable to accommodate two or more receivers and one or more propagating modes, provided that mode separation can be achieved prior to use of the algorithm. Algorithmic performance is demonstrated on signals obtained both from theoretical dispersion curves and finite element modeling. Quantitative performance curves are presented that are based on algorithmic performance from multiple simulated test cases with varying amounts of additive noise. Results show excellent agreement between estimated and actual parameters, as well as between modeled and received signals.
I. INTRODUCTION
Most ultrasonic systems employing guided waves for flaw detection require knowledge of the operating environment, which may include dispersion curves, transducer locations, and the transmitted signal. Errors in this a priori information typically degrade performance and limit the ability of the system to detect and characterize defects. 1 For example, nominal dispersion curves are typically computed by numerically solving the Rayleigh-Lamb equations. Errors in bulkwave speeds and the plate thickness are compounded with numerical errors in the final dispersion computation. Variations in temperature also change wave speeds and may also perturb the spatial relationship of transducers, introducing additional errors. By characterizing the entire propagating environment at the time of test and foregoing potentially erroneous a priori estimates, performance of ultrasonic guided wave systems can be improved. [2] [3] [4] The motivation for this research is in situ characterization of the source, receivers, and propagating environment as applied to a spatially distributed array of guided wave sensors such as those that might be appropriate for nondestructive evaluation and structural health monitoring applications. [4] [5] [6] A model-based approach is proposed for which a propagation model is assumed and model parameters ͑distances, dispersion curves, etc.͒ are obtained, allowing the model to describe the received signals as closely as possible. Such an approach takes advantage of the inherent constraints of the system model in an effort to simplify the parameter search.
Various aspects of this problem have been considered previously for both bulk waves and guided waves. In 1977, Sachse and Pao 7 proposed a phase spectral analysis method using received signals from two different distances from the transmitter to extract phase velocity of longitudinal waves. The change in phase of the received signals was analyzed, assuming a known transmitted signal and propagation distance. Their work was extended by Peters and Petit 8 to avoid the use of a reference medium, and by Hutchins et al. 9 to apply the technique to Lamb waves with an excitation spectrum that does not extend to 0 Hz. Hutchins et al. 9 used a model-based approach to separate the problems of determining plate thickness and dispersion relations by performing a nonlinear least-squares fit to an assumed propagation model. Prosser and Gorman 10 used the phase spectral analysis method with Lamb waves to underscore the limitations of classical plate theory for composite materials by showing experimental data that agreed much more closely with Mindlin plate theory. 11 Schumacher et al. 12 further demonstrated the capabilities of the phase spectral method to estimate phase velocities up to 4 MHz-mm for laser-generated Lamb waves.
Time-frequency representations ͑TFRs͒ have also been applied to estimate frequency-dependent group velocities for Lamb waves. [13] [14] [15] One benefit that is unique to TFR analysis is the ability to extract both group velocity and attenuation information from a single multi-mode signal. However, without determination of an unknown integration constant, group velocity cannot be translated to phase velocity or a wavenumber versus frequency dispersion curve.
As yet another example of dispersion estimation, Alleyne and Cawley 16 successfully demonstrated a twodimensional ͑2D͒ Fourier transform method that is capable of accurately estimating dispersion relations from a set of multi-mode signals. Costley and Berthelot 17 and Eisenhardt et al. 18 further validated the method using laser-generated Lamb waves to estimate dispersion curves up to several megahertz. One of the few limitations associated with the two-dimensional Fourier transform method is the requirement for linear spatial sampling at sufficiently close intervals to avoid spatial aliasing.
In all of the above approaches, the propagation distances are assumed known. In contrast, He and Zheng 19 found that both the phase velocity and the sample thickness can be determined for normal incident longitudinal waves from the phase spectra of four recorded pulses. Their approach took advantage of the different pulse echo and through transmission propagation paths traveled by each recorded signal.
Holland et al. 20 demonstrated that the propagation distance can be estimated from a single received guided wave signal via analysis of its TFR. Their method required a search for the distance that provided the best match between theoretical dispersion curves and features of the TFR. The matching procedure was based on a visual comparison and was not automated.
The algorithm presented in this paper builds upon the work of Sachse and Pao 7 in that the difference in phase between received signals is used to obtain the dispersion relationships. By placing bounds on the problem through an assumed model, however, the model-based approach allows a significant amount of information to be extracted from a set of received signals. Specifically, the algorithm adaptively estimates dispersion curves, propagation loss, relative transducer distances, transmitted signal function, and mode weighting coefficients in a multi-mode propagation environment using a minimal number of ultrasonic transducers and as little a priori information as possible.
This paper is organized as follows. Section II presents the problem statement, which includes a description of the propagation model and a discussion of assumptions and limitations. Section III is a detailed description of the algorithm itself. Performance results are presented and discussed in Sec. IV, and concluding remarks are made in Sec. V.
II. PROBLEM STATEMENT
It is assumed that waveform data are obtained by generating an ultrasonic guided wave with one transducer and by recording the response with multiple receivers. The received signals are windowed in time to isolate the direct arrivals and to remove any reflections. Assuming a homogeneous plate with N identical receivers and a common transmitted signal, a frequency domain model of the recorded signal at the ith receiver, R DAi ͑͒, is
Here M is the number of modes and ␥ m ͑͒ = p͑͒ + jk m ͑͒. The function T͑͒ incorporates the excitation signal, the transfer function relating the excitation signal to the guided wave, and the combined transfer function of the receiving transducer and its instrumentation. Since it is assumed that the transmitter is isotropic, the receivers are all identical, and the propagation medium is homogeneous, T͑͒ is independent of both mode and receiver. The transfer function for the ith receiver H DAi ͑͒ is composed of a mode and frequencydependent weighting term ␣ m ͑͒, an exponential propagation loss term due to both geometric spreading and attenuation p͑͒, and a mode and frequency-dependent dispersion term k m ͑͒. The additive noise term is a complex Gaussian random variable ϳ N͑0, 2 ͒ that represents the incoherent or electronic noise associated with the receiving transducer. Table I summarizes key assumptions and defines model parameters. A waterfall plot of a typical set of received signals is shown in Fig. 1 . These signals were calculated using nominal S 0 and A 0 dispersion curves for a 3 mm thick aluminum plate at 25°C. The transmitted signal is a three-cycle, Hanningwindowed sinusoid with a center frequency of 200 kHz. The weighting coefficient for the S 0 mode is 0.5, and that for the A 0 mode is 0.866. Receivers are located at 400, 500, 617, and 803 mm from the transmitter, and Gaussian noise was added to each signal. Although a priori information is kept to a minimum, it cannot be avoided entirely. Note that the exponential term ␥ m ͑͒d i in Eq. ͑1͒ cannot be separated mathematically from ͓C␥ m ͔͓͑͒d i / C͔, where C is an unknown constant. Thus, these model parameters can only be determined within a common scaling factor, which is resolved after-the-fact by using a priori information about d i . Similarly, to remove the ambiguity in the product of T͑͒ and H DAi ͑͒, it is assumed that the squares of the ␣ m ͑͒ sum to one at each frequency.
The signal-to-noise ratio ͑SNR͒ for all frequencies being considered is assumed to be sufficiently high so that signal power exceeds noise power. This requirement is a consequence of using both power ratios and phase-response information. Therefore, transmitted signals with power spectral densities that contain nulls extending below the receiver noise floor must be handled as two separate signals.
At this time, it is assumed that mode separation has been achieved and that single-mode sub-signals are available at each individual receiver. The model for each sub-signal ͑mode͒ is 
III. ALGORITHM
The assumption of mode separation allows many of the model variables to be isolated and estimated independently. As such, the algorithm is split into five distinct stages: ͑1͒ mode weighting coefficient estimation, ͑2͒ relative distance and group velocity estimation, ͑3͒ common distance estimation, ͑4͒ constant offset estimation, and ͑5͒ magnitude response and propagation loss estimation. Each stage is described in detail in Secs. III A-III E, and data used for discussion purposes are that of Fig. 1 .
Although the receiving transducers, and therefore their respective noise levels, are expected to be identical, signal power at each receiver is different because of propagation loss. Therefore, as illustrated in Fig. 1 , SNRs are not identical between receivers. Additionally, when considering frequency-dependent parameters, it is important to note that the SNR varies over the bandwidth of the signal. Thus, frequency-dependent estimates tend to have higher errors at frequencies for which the signal has low signal power. For this reason, at various stages of the algorithm, weighted means are frequently used across receivers and/or frequencies to provide preference to higher SNR data. The weights are always a function of signal power.
Each calculation in the algorithm affects system noise. For many of the calculations, the noise remains a Gaussian white noise distribution that corresponds to the frequencyand receiver-dependent SNR. To avoid the confusion associated with introducing a new random variable at each step, the random variable is used to represent any noise that is consistent across the frequency spectrum, as in Eq. ͑1͒, and corresponds to a SNR dependent Gaussian distribution, such as that observed in phase-response measurements. It is important to note that even though the same noise variable appears in multiple equations, the variance changes at each stage and is not necessarily identical to the initial variance.
A. Mode weighting coefficient
Mode weighting coefficients reflect the frequencydependent power distribution between propagating modes. Using Eq. ͑2͒, the magnitudes of the received mth-mode subsignals are
The algebraic simplification is possible by noting that the complex random variable of Eq. ͑2͒, ϳ N͑0, 2 ͒, can be replaced by a real random variable that represents the noise of the magnitude response. At frequencies for which ͉noise͉ Ͻ ͉signal͉, the magnitude of each ͉R DAi m ͉͑͒ is guaranteed positive and of Eq. ͑3͒ is another Gaussian random variable ϳ N͑0, 2 / 2͒. If the SNR is not sufficiently high, is no longer a Gaussian random variable and further analysis becomes much more complex. Assuming that the noise term of Eq. ͑3͒ is Gaussian, each of the received signal magnitudes can be described by a Gaussian random variable with a nonzero mean:
where R i m ͑͒ϳN͉͑T͉͉͑͒␣ m ͉͑͒e p͑͒d i , 2 / 2͒. Taking advantage of the fact that the propagation loss p͑͒ and transmitted signal term T͑͒ are common to all modes, weighting coefficient ratios between modes m i and m j are obtained for each receiver via a simple division operation:
Since the propagating environment is homogeneous and isotropic and the excitation is assumed to be isotropic, weighting coefficient ratios should be identical at each receiver. Therefore, each element of the column vector in Eq. ͑5͒ can be combined to obtain a composite coefficient ratio:
where E SNR ͕ · ͖ is the expected value operator, incorporating total power from each receiver as a weighting basis. Hinkley 21 showed that the ratio of uncorrelated, nonzero mean Gaussian random variables has a closed-form probability density function. This density function, however, can be heavy-tailed, causing a bias in the expected value. Intuitively, the heavy-tailed behavior is accentuated with small denominator values. Therefore, as confirmed by Hinkley, the ratio of Eq. ͑5͒ is more numerically stable if the mode with greater power is used as the denominator. Two methods of compensation for the heavy-tailed behavior were considered when combining ratio estimates across receiver pairs in Eq. ͑6͒: ͑1͒ use of the median value and ͑2͒ a weighted mean. While both methods showed improvement in SNR environments that produced a biased estimate, the weighted mean produced more consistent results.
With a single, data-driven, zero-bias approximation of each mode weighting coefficient ratio from Eq. ͑6͒, a leastsquares approach at each frequency can be used to produce the final frequency-dependent estimate of ␣ m ͑͒. It is assumed that the sum of the squares of the mode weighting coefficients is 1. Therefore, the governing equations are
These equations can be rewritten in matrix form as Ax ៝ = b ៝ , where
Since the columns of A are linearly independent, a unique, least-squares solution to Eq. ͑8͒ can be obtained for each frequency with sufficient signal power. Note that potential bias in the m i ,m j ͑͒ terms may cause the least-squares estimate of x ៝ to also reflect this bias. The use of a conditioning pre-transformation or a total least-squares solution may yield improved results.
B. Relative distance/group velocity
Group velocity and receiver distance estimation is based on measured differences in the phase-response of each received signal. The phase-response of a single-mode subsignal is
for i =1, ... ,N and m =1, ... , M.
The challenges associated with the modulo nature of the phase information can be addressed through the use of an unwrapped phase-response. An assumption must be made that the maximum angular change between two adjacent frequencies of the frequency response of each received signal is less than . Ignoring the impact of noise, the angular change between two adjacent frequencies of a Fast Fourier Transform ͑FFT͒ is obtained from Eq. ͑9͒ as
where ⌬ is the spacing between FFT frequency bins and v gr ͑͒ is the group velocity ‫ץ͓‬ / ‫ץ‬k m ͔͑͒. The impact of noise on the phase-response is related to the SNR for that specific frequency. The maximum angular deviation in phase for a specific frequency due to noise with amplitude a is
For the angular change between frequencies to be less than for any , the angular change between two adjacent frequencies due to the signal, Eq. ͑10͒, and twice the maximum angular deviation that is possible from either bin due to noise, Eq. ͑11͒, must sum to less than :
ͯ⌬Ͻ. ͑12͒
Here, the minimum SNR of any frequency SNR min , the maximum distance between transmitter and any receiver d max , and the minimum group velocity for any propagating mode at any excited frequency v min are used to preserve the inequality and extend the bound to any receiver, propagating mode, and excited frequency. Note that for many cases, including the case described in this paper, the derivative of the transmitted phase-response in Eq. ͑12͒ can be safely ignored because of the magnitude difference between the two terms in the absolute value function. Substituting ⌬ =2F s / n, where F s is the sampling frequency and n is the number of samples, Eq. ͑12͒ can be rearranged as
The number of samples can be increased to n or greater by padding the direct arrival signals with zeros and, thus, does not translate to any operational system requirements. By unwrapping the phase-response data and placing it into a single mode-specific vector, the structure of the equations can be better understood:
͑14͒
Since the phase-responses have been unwrapped, the b i represent unknown integers that are consistent across the entire frequency spectrum. Although each b i is unknown, it represents the appropriate 2 offset to account for the inherent modulo operation. By subtracting the vector elements in Eq. ͑14͒ from one another using a projection matrix P such as
the transmitted signal term T͑͒ can be eliminated:
Here D ៝ represents the relative-distance vector, defined as D ៝ = Pd ៝ . The addition of noise terms, which are both frequency and receiver dependent, produces a Gaussian noise vector ៝ , in which each element is expected to have increased variance compared to Eq. ͑14͒. 
Note that e͑D ͒ is minimized when D is aligned with the relative-distance vector D ៝ , as described in Eq. ͑17͒,
Although an N-dimensional search can be computationally intensive, the error-metric is fairly well behaved, and the search can be performed using a gradient method over the restricted search space of N-dimensional unit vectors.
One method to improve estimation accuracy is to use frequency-dependent weighting in the variance computation of Eq. ͑18͒. By providing preference for higher SNR data, the search metric is more robust to noise at the frequencies with low signal power. Since the relative distance vector is identical for all modes, further improvement can also be obtained by incorporating information from all modes into a single vector,
The minimization in Eq. ͑18͒ is then performed using the above B ៝ ͑͒ vectors.
Once the relative distance vector is estimated, the modespecific dispersion curve k m ͑͒ can be estimated within an unknown constant offset C k m :
Taking the derivative with respect to of the dispersion curve estimate of Eq. ͑20͒ yields a zero-bias, data-driven approximation of the inverse scaled group velocity, v gr −1 ͑͒. Figure 2 reflects the group velocity estimate. Note that although the inverse group velocity approximation is zerobias, the group velocity estimate is biased away from zero with increased noise variance at the low and high frequencies indicative of the frequency-dependent SNR. Additionally, the noise level observed in v gr ͑͒ is higher than that of the k m ͑͒ estimate because of the differentiation with respect to .
For reference to actual group velocity curves, the ʈD ៝ ʈ scaling factor shown in Eq. ͑20͒ must be known. An estimate of ʈD ៝ ʈ is obtained by incorporating information from the measured distance vector d m . A measured relative distance vector D m is found using the projection matrix P of Eq. ͑15͒, i.e., D m = Pd m . An estimate of ʈD ៝ ʈ is then the absolute value of the inner product between the measured relative distance vector D m and estimated relative distance vector D :
C. Common distance
The next step in the algorithm is a search to characterize the distance vector by leveraging the information contained in the relative distance vector D ៝ . Since it can be shown that the null-space of P in Eq. ͑15͒ is spanned by a single, constant-valued vector, the scaled distance vector d can be described as a linear combination of the null-space of P and the Moore-Penrose pseudo-inverse 22 of P ͑denoted by †͒ applied to the relative-distance vector:
Here, ␥ is referred to as the scaled common distance variable since it represents a distance that is common to all elements of the scaled distance vector. The scaled common distance is found by subtracting the estimated phase changes due to dispersion from the phaseresponse of the received signals:
Let t ៝ m ͑␥ , ͒ be the vector defined as the derivative of Eq. ͑23͒ with respect to frequency. Assuming a frequency spacing of ⌬, the derivative is approximated as
͑24͒
Equation ͑24͒ reveals that if d ៝ − ʈD ៝ ʈd ͑␥ ͒ = 0, then each t ៝ m ͑␥ , ͒ vector represents a set of N independent estimates of the same value ⌬ ѯ T͑͒ / ⌬. These mode-specific estimates can be combined into a single ͑NM͒ ϫ W matrix T͑␥ ͒:
where W is the number of frequencies. The scaled common distance variable ␥ is found by searching for the value that creates the most agreement between the rows of T͑␥ ͒, which can be done quantitatively by several different techniques. An intuitive approach to measuring the agreement between rows is to measure the variance along each column of T͑␥ ͒ and perform a SNR-based weighted average across the resulting values. More accurate results, however, were consistently obtained by first taking the SNR-weighted average across all frequencies, and then analyzing the variance across receivers and modes. The resulting error metric is e͑␥ ͒ = var͑E SNR ͕T͑␥ ͖͒͒. ͑26͒
The improvement associated with this technique is likely a result of the noise averaging that occurs prior to the variance calculation ͑NM Ӷ W͒. This error-metric, like the error-metric in Eq. ͑18͒ for the relative-distance vector, is well-behaved and takes into account data from all receivers and all modes. Unlike the error-metric in Eq. ͑18͒, however, the search-space is onedimensional and can be performed using any linear search algorithm.
Once the scaled common distance value ␥ is found, the scaled distance vector d is obtained from Eq. ͑22͒, and the derivative of the phase-response of the transmitted signal is found using a SNR-weighted sum of the rows of T͑␥ ͒ in Eq. ͑25͒. Integrating with respect to frequency, the transmitted signal phase-response is then
where C T is an unknown constant of integration.
D. Constant offsets
Although both the dispersion curves and transmitted signal phase-response have now been estimated, these estimates have unknown additive constants ͑i.e., C k m and C T ͒ that must be resolved. A frequency-dependent phase term is calculated as follows:
By substituting Eqs. ͑9͒, ͑20͒, ͑22͒, and ͑27͒ into Eq. ͑28͒, this phase term can be expressed as
which should not change with frequency. A SNR-based weighted average can then be taken across the frequency spectrum to arrive at a single phase vector estimate:
Similar to the approach taken previously, the C T term of Eq. ͑29͒ is removed by subtracting one row from another using the projection matrix P from Eq. ͑15͒,
where ␦ ៝ represents an all-integer vector. Ignoring the noise term, these equations can be restructured into matrix form:
where I N−1 is the ͑N −1͒ ϫ ͑N −1͒ identity matrix. It can be verified that since P has a single-vector null-space, the matrix X also has a single-vector null-space. Therefore, let f ៝ ͑͒ be defined as the following vector:
This equation shows that valid values of C k m are directly related to ␦ ៝ . Specifically, since each element of ␦ ៝ must be an integer, any value of that produces all-integer elements of ␦ ៝ also produces a value of C k m that satisfies the assumed model. Therefore, a search for C k m can be performed by minimizing the following error metric:
where f ‫ء‬ ៝ ͑͒ corresponds to the f ៝ ͑͒ vector of Eq. ͑33͒ without the first element. Unfortunately, one of the implications of Eq. ͑33͒ is that the resulting C k m is not unique. Two examples are provided in Fig. 3 that demonstrate the existence or lack of multiple minima from the error-metric of Eq. ͑34͒. The receiver distances are critical to the existence ͑or lack͒ of multiple minima. The ambiguity is a direct result of spatial subsampling and is a phenomenon observed in earlier work by Ting and Sachse 23 in the context of bulk-wave dispersion estimation. In addition, irregularly spaced receivers ͑espe-cially with irrational spacings͒ can maximize the distance between minima, allowing reasonable bounds to be used to select the appropriate value for C k m .
It is possible to establish a lower-bound on the ambiguity of C k m . To do so, notice that the impact on the phase term of Eq. ͑29͒ due to an error in C k m of ⌬ is simply d ជ ⌬ / ʈD ជ ʈ. Therefore, ambiguous solutions result when
where ␦ ជ is an all-integer vector.
Let ⌬ min be the smallest value of ⌬ that satisfies Eq. ͑35͒. Considering the special case when C ⌬ is some scalar value and C ⌬ d ជ is an all-integer vector,
͑36͒
Here gcd͑ · ͒ represents the greatest common denominator for all vector elements within the parentheses. Since there are some uncertainties in receiver distances, both due to measurement uncertainty and the finite size of the transducers, a path accuracy is defined as
where d t is the uncertainty of the effective transducer location and · represents the ceiling function. Let d m be the measured ͑nominal͒ distance vector and ʈD m ʈ be an approximation of the norm of the relative distance vector ͑obtained using Eq. ͑21͒ or more directly as ʈPd m ʈ͒. Given the uncertainty in path measurement indicated by ⌬p, it is possible that d ជ / ⌬p is very close to an all-integer vector. Therefore, Eq. ͑36͒ can be modified to bound ⌬ min :
As ⌬p → 0, ⌬ min reaches a stable value. In Fig. 3 , the top graph corresponds to the test case of Fig. 1 , where ⌬ min → 37 600 as ⌬p → 0. The bottom graph, however, reflects alternative receiver distances of 400, 500, 600, and 750 mm, where ⌬ min → 65 as ⌬p → 0.
With an estimate of the constant offset C k m , the scaled dispersion curves ʈD ៝ ʈk m ͑͒ of Eq. ͑20͒ can be obtained. Figure 4 compares estimated k m ͑͒ dispersion curves with the actual curves used to generate the signals. Estimates for both modes exhibit excellent agreement with the reference values.
The constant C T of Eq. ͑27͒ can be found, modulo 2, by substituting the C k m term into Eq. ͑29͒, performing a modulo 2 operation on every element to remove the 2b i terms, and then performing a SNR-based weighted average across all modes and frequencies.
E. Magnitude response and propagation loss
The transmitted signal magnitude and propagation loss are estimated using the magnitude response of the received signals. Subtracting the log of the estimated mode weighting coefficients from the log of the received magnitude response yields
All received signals from the same mode can be expressed in vector form:
Substituting Eq. ͑39͒ into Eq. ͑40͒:
Note that a scaling constant has been introduced so that the estimated distance vector can be used in the rightmost column of the matrix in the right-hand-side of Eq. ͑41͒. Also, it is worth noting that the two columns of the right-hand-side matrix are linearly independent, but are not orthogonal. This can be seen in Eq. ͑22͒ by the fact that one of the components of the estimated distance vector is the all-ones vector multiplied by the common distance variable. Therefore, the numerical stability of this system of equations is largely dependent on the magnitude relationship between the common distance variable and relative distance vector.
All received modes can be further combined into a composite system of equations:
The two columns of the matrix on the right-hand-side of Eq. ͑42͒ are again linearly independent. Therefore, the MoorePenrose pseudo-inverse can be used to obtain the leastsquares approximation of both the transmitted-signal amplitude response and the scaled propagation loss,
and X ͑͒ is defined as in Eq. ͑40͒, using the estimated mode weighting coefficients, ␣ m ͑͒.
The top plot of Fig. 5 shows the composite ͑magnitude and phase͒ estimation performance for the transmitted signal. Recall that this transmitted signal is not necessarily the same as the excitation signal because it incorporates the transmitter and receiver transducer transfer functions and the guided wave excitation. The bottom plot of Fig. 5 demonstrates typical model-fit accuracy for this input SNR level. An estimate of the received signal at 803 mm is generated by forward propagating the estimated transmitted signal using the previously estimated parameters and is compared with the actual received signal at 803 mm. 
IV. RESULTS
Multiple simulations were used to characterize the expected performance of the algorithm whereby signals were computed using numerical estimates of theoretical dispersion curves. Performance results are presented for noisy, synthetic test data that match the assumed model, and thus represent best-case performance for the specific SNR level in use. Although the actual parameters associated with the propagating environment are not available for many experimental situations, such simulations allow the comparison of estimated parameters to "true" parameters to obtain performance metrics. Signals obtained from finite element modeling are also considered to verify algorithmic performance on data that do not exactly match the model.
To quantitatively analyze performance, compare estimation performance across parameters, and provide some degree of consistency between model-fit and parameter estimation performance, a generalized error-metric, referred to as the parameter-error-ratio ͑PER͒, is utilized; it is analogous to SNR and is the reciprocal of the normalized least-squares error:
͑44͒
Here p k is the parameter being estimated ͑i.e., distance vector, mode weighting coefficients, etc.͒, w k is a weighting coefficient, p k is the estimated parameter, and k is an index used to span the length of the comparison. For all frequencydependent parameters, w k is based on SNR; however, distance vector estimates use uniform weights for the PER calculation. Model fit SNR is computed in a similar fashion to Eq. ͑44͒, where k now spans all samples over all N timedomain signals:
Input SNR is calculated as in Eq. ͑45͒ with the exception that the denominator ͑Gaussian noise term͒ is scaled to account for the nominal bandwidth of interest, which is a fraction of the total sampling bandwidth. Algorithm performance is evaluated based on 2100 separate simulations. The transmitted signal and dispersion curves are those used for Fig. 1 and are held constant across all iterations to provide some consistency and simplify coding. The simulations are based on 100 variations of mode weighting coefficients, propagation loss, and receiver locations. Mode weighting coefficients are selected at random with the constraint that the sum of the squares equals 1 and magnitudes are constant across all frequencies. Values for propagation loss are selected from a uniform distribution between Ϫ7 and Ϫ12 and are also constant across the frequency spectrum. Five receiver distances are chosen randomly with the constraint that the worst-case minimum wavenumber-frequency offset from Eq. ͑38͒, ⌬ min , is sufficiently high to avoid ambiguity. One set of synthetic received signals is generated for each of the 100 variations. The case of four receivers is considered by dropping one of the five signals, where the dropped signal is selected such that the ⌬ min for the remaining four receivers is sufficiently high to avoid ambiguity. Three receivers are considered by dropping an additional signal in the same manner. Gaussian noise is added to each set of synthetic received signals to achieve seven desired input SNR ratios, calculated over a nominal bandwidth of 200 kHz. Note that the noise level and SNR for each specific receiver varies as a function of the number of receivers because the composite signal power is changed.
For each simulation, the noisy signals are presented to the estimation algorithm and the estimated parameters are used to model the original received signals. The estimated parameters and modeled received signals are then compared to the original parameters and noise-free synthetic received signals to determine algorithmic performance. Figure 6 presents average parameter estimation performance of the proposed algorithm. These results provide an indication of how accurately model parameters are estimated given an input SNR value. It can be seen that for a given input SNR, the inverse group velocity values are estimated with the lowest PER of all parameters, while the distances and dispersion offset values are obtained with the highest PER values.
Similarly, Fig. 7 presents averaged model-fit performance of the proposed algorithm. One can see that for a given input SNR, additional receivers tend to improve model-fit performance, which is to be expected since additional signals provide a means to further average out noisy measurements. Note that some of the larger errors ͑i.e., low model-fit SNR͒ are attributed to very asymmetric mode weighting coefficients, which can result in degraded dispersion curves and transmitted signal phase estimation. Figure 8 illustrates model-fit performance with input data from a 2D finite element model ͑FEM͒. The FEM simulations were conducted using ABAQUS/EXPLICIT, which uses explicit time integration. Receiver distances are identical to the simulation case used throughout this paper. The FEM data represent transmission and reception that are free of electronic noise, although model-mismatch and numerical noise are present. The 2D simulation was performed on a 3 mm thick aluminum plate using a time resolution of 0.05 µs and a grid spacing of 0.5 mm. The excitation was a vertical force whose time history was a three-cycle, Hanning-windowed sinusoid with a center frequency of 250 kHz. All received signals were out-of-plane displacements obtained from the side of the plate opposite the transmitter. Since the 2D simulations did not reflect geometric spreading loss or material absorption, the FEM signals were artificially attenuated according to the assumed propagation model. There is clear agreement between the FEM received signals and those calculated from the model, achieving a model-fit SNR of 18 dB. Note that beginning at approximately 320 s, some oscillations in the FEM data are not matched in the forward propagated model. These ϳ36 kHz oscillations, which are probably numerical artifacts, are not in the analyzed spectrum ͑ϳ100-400 kHz͒ and are therefore not incorporated into the model. Figure 9 compares dispersion curves obtained from the algorithm to nominal dispersion curves calculated for the same material properties and thickness as used for the finite element model. The agreement is excellent for both modes despite the much lower amplitude of the S 0 mode as compared to A 0 .
V. SUMMARY AND CONCLUSIONS
This paper presents an algorithm that leverages an assumed propagation model to adaptively estimate dispersion curves, propagation loss, transducer distances, and mode . ͑Color online͒ Average model-fit performance from 2100 simulations ͑100 per data point͒. Each simulation is based on randomly selected distances, mode weighting coefficients, and propagation loss. Error bars correspond to 1 standard deviation, and the asymmetry about the mean is caused by the linear-log mapping. weighting coefficients with minimal a priori information. The five-part algorithm is described in detail and performance results are provided with both numerically simulated and FEM data. The primary contributions of this paper are the mathematical development of the algorithm, the ability to simultaneously estimate multiple guided wave parameters, and the applicability of the algorithm to in situ measurements using a small number of spatially distributed sensors. As is shown in the paper, estimated parameters are available in a form where they can be directly used to compute received signals. It is expected that parameters adaptively estimated at the time of test can be used in nondestructive evaluation and structural health monitoring algorithms to reduce errors caused by a priori assumptions such as the use of nominal dispersion curves and inaccurate transducer locations.
The limitations of the algorithm are also discussed. First and foremost, the algorithm is model-based in nature, and therefore all model assumptions must hold in order to achieve satisfactory results. Additionally, distances and dispersion curves can only be established to within a common scaling factor, which must be combined with measured distances to resolve the uncertainty. Further, transducer spacing plays a direct role in the ambiguity ͑or lack thereof͒ of dispersion curves, and judicious selection of transducer distances is necessary. Finally, the requirement for mode separation is a limitation that has not yet been addressed and may limit algorithm applicability, especially when higher order guided wave modes are present.
Although results for two modes are shown here, the algorithm is also suitable for single-mode signals. This case is of significant interest because of the emphasis on achieving mode purity for both nondestructive evaluation and structural health monitoring applications. Additionally, a single mode approach would be appropriate to apply if the model does not hold, such as may be the case if propagation loss values or combined isotropic transducer functions are not common for all measured modes.
Although the algorithm was developed for isotropic media and transducers, it could be applied to anisotropic media under some circumstances. For example, if multiple receivers were placed along directions of propagation with the same dispersion characteristics, then the propagation model would apply and the algorithm could be used.
Future work should be directed at applying the algorithm to experimental data, further improving algorithmic computational performance, and adapting the algorithm to eliminate the mode-separation requirement.
