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Abstract
A precision inertial sensor based on the interference of matter waves has been designed
and implemented. The apparatus is capable of producing both cold thermal and ultra-
cold Bose-Einstein condensate (BEC) atomic ensembles as the inertial test mass. BECs
of up to 5 × 106 Rubidium 87 atoms with an effective temperature (Te f f ) of 50 nK are
produced every 13 seconds using a combination of two and three dimensional magneto-
optical traps (2D and 3D MOT) and evaporative cooling in a hybrid magnetic-quadrupole
and crossed optical dipole trap. The atomic cloud is then propagated through a ver-
tically oriented Mach-Zehnder interferometer utilizing Bragg diffraction beam splitters.
An∼2.6 m drop tube allows for up to 750 ms of free fall and interferometer times (T) of up
to ∼250 ms. The drop has four regions of imaging corresponding to 0− 25 ms, 220 ms,
530 ms, and 750 ms of expansion. Standard absorption imaging is used for the upper
two imaging regions and frequency modulation imaging (FMI) is used for the lower re-
gions. FMI exhibits near atom-shot noise limited signal-to-noise of ∼948 on a 1 × 106
atom cloud. The inertial reference is provided by the Bragg beam retroreflector which is
suspended via a geometric anti-spring passive vibration isolation system providing 65 dB
of isolation at 70 Hz. Prior to the first interferometer pulse the ensemble is placed into a
spin superposition of the |F = 1〉 ground state manifold using horizontal co-propagating
Raman beams. The three internal spin states remain orthogonal throughout the interfer-
ometer sequence resulting in three simultaneous interferometer with separable magnetic
gradient and gravitational acceleration signals.
The effects of meanfield energy on the interferometric phase uncertainty is explored
under current trap conditions. It is found that 30 ms of free expansion prior to the first
beam splitter decreases the internal energy such that the expected meanfield phase noise
iv
is below 1 mrad. No significant decrease in the interferometer contrast is observed for
all available T, whereas a thermal test mass interferometer of equivalent longitudinal
temperature produces no interference at T > 100 ms.
A direct comparison of test mass spatial coherence length in an optically transversely
confined interferometer is investigated. The visibility and contrast of a BEC and three
thermal sources with varying spatial coherence are compared as a function of interfer-
ometer time. At short times, the fringe visibility of a BEC source approaches 100 %,
nearly independent of pi pulse efficiency, while thermal sources have fringe visibilities
limited to the pi pulse efficiency. More importantly for precision measurement systems,
the BEC source maintains interference at interferometer times significantly beyond that
of the thermal source.
A BEC test mass is used for the simultaneous precision measurement of gravity and
magnetic field gradients. An 8 hour data run of a T = 130 ms interferometer shows good
agreement between the interferometer output and a theoretical model of the solid earth
tides. The residual of the theoretical model and the experimental data show a 1000 run
precision of ∆g/g = 1.45× 10−9 corresponding to a phase noise of ∼3.8 mrad. The in-
tegrated phase noise of the apparatus shows a sensitivity to magnetic field gradients of
120 pT/m. By varying the central spatial position of a T = 40 ms interferometer the mag-
netic field gradient along a portion of the drop tube is measured.
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Chapter 1
Introduction
THE quest for an understanding of gravitation has spanned hundreds of years andbillions of light years, from the early experiments of Simon Stevin in 1586 demon-
strating the equivalence of free fall [1] and Sir Issac Newton’s formulation of the inverse
square law [2] to the discovery of the Higgs boson in 2012 [3] and the measurement of
gravitational waves produced by orbiting black holes 1.3 billion light years away from
earth [4]. The contributions of these endeavors to the advancement in understanding the
mechanics of the universe can not be overstated. However, as we continue to look out-
wards in search of what gravitation may reveal about the universe it is also important to
ask what gravitation may be able to uncover about the Earth itself.
The underlying principle of gravitation is illustrated by Newton’s universal law of
gravitation 1.1 where F is force, m1,2 and a1,2 are mass and acceleration of object 1 and
2 respectively, and r the distance between the masses. This simple equation describes
the classical attraction between massive bodies and shows a direct relation between the
absolute acceleration of a test mass (a1,2) and the total mass (m2,1) acting on it.
F = m1,2a1,2 =
Gm1m2
r2
(1.1)
With this relation and the development of high precision gravity sensors it has become
possible to explore the spatial and temporal gravitational dynamics of the Earth with
unprecedented accuracy.g = 9.7959938810 m/s2AquifersAltitude Tides Air Pressure
Solid Density Glacial Rebound
Figure 1.1: A general value of gravitational acceleration (g). The maximum deviation from this
value for various sources is highlighted. Note: Adapted from a presentation by Richard Lane of Geo-
science Australia.
Through the precise monitoring of local gravitational acceleration it is possible to
identify time dependent changes in gravity from a number of sources, such as altitude
changes, the Earth-moon-sun orbital system (tidal forces), variations in atmospheric air
pressure, the filling and draining of subterranean aquifers, or ground uplift caused from
glacial rebound. Additionally, with the advent of portable sensors, spatial anomalies in
the Earth’s crust caused by changes in the solid earth density can be observed. The ability
to measure these signals is critical to the many scientific fields including mineral and oil
exploration and monitoring [5, 6], water reserve discovery and monitoring [7], climate
1
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Gravimeter Type Precision
(
∆g
g
)
Accuracy (g)
Scintrex Autograv CG-5
Spring-mass
(Relative)
< 5× 10−9 [25] N/A
GWR Instruments iOSG
Superconducting
Mass Levitation
(Relative)
1× 10−12 [26] N/A
Micro-g LaCoste FG5-X
Falling Corner-cube
(Absolute)
1× 10−10 [27] 2× 10−9 [27]
GAIN
Falling Atom Cloud
(Absolute)
5× 10−11 [24] 3.9× 10−9 [24]
Table 1.1: Performance of various gravity meters.
science [8], and navigation based on gravity maps [9]. Figure 1.1 shows the change in
gravitational acceleration from various spatial and temporal features [7, 10].
In response to the vast applications of precision gravimetry a diverse array of devices
have been developed to directly measure (absolute) or measure changes (relative) to the
relation in Equation 1.1 to high precision. The most notable of the early sensors are based
off macroscopic classical springs [11], super conducting systems [12], and falling corner
cubes [13]. Following early pioneering work in precision atom interferometry [14], the
past decade has seen devices using cold atomic sources become competitive with tradi-
tional gravitation sensors [15, 16, 17, 18, 19]. Table 1.1 shows the highest achieved inte-
grated sensitivities achieved by various sensors as well as the accuracy achieved by sen-
sors capable of the absolute measurement of g. Technical developments improving size,
weight and power have allowed for applications in space science [20] and field ready
state-of-the-art gravimeters and gradiometers [21, 22, 23, 24].
Supplementing gravitational anomaly data with other quantities such as magnetic
field gradients (∆Bz) has the potential to improve mapping resolution as well as enhance
the ability to identify specific materials based on their magnetic and density signatures
[28]. Ferromagnetic, paramagnetic, and diamagnetic features from an array of mineral
deposits and water reservoirs cause large variations in the Earth’s natural magnetic field
gradient. The maximum expected gradients at a 100 m measuring distance resulting from
a number of magnetic features is shown in Figure 1.2.= 0000.002709 nT/mIron Ore Ma�ic-Felsic Gneiss Vertical Contact
Magnetite Felsic Gneiss
dzdBFigure 1.2: A general value of Earth’s background vertical magnetic field gradient (∆Bz). The
maximum deviation from this value for variou sources is highlighted.
Generally, magnetic field gradient measurements are made using two or more mag-
netic field sensors separated by a known distance. The uncertainty in the relative position
of the two sensors limits the absolute sensitivity of such devices [28]. Atom interferome-
ter based magnetic gradient sensors do not suffer from this distance uncertainty as they
are directly sensitive to magnetic field gradients, as is shown in Section 9.3. Table 1.2
shows the maximum integrated sensitivity of the best magnetic gradiometers.
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Magnetic Gradiometer Type Precision (∆Bz)
Fluxgate Solid-state 520 pT/m [29]
SQUID
Superconducting
Quantum
Interference
10 pT/m [30]
ANU Atom
Interferometer
Falling Atom
Cloud
120 pT/m [31]
Table 1.2: Performance
of various magnetic
gradient meters.
Recent efforts have been made to combined magnetic and gravitational data to im-
prove feature recognition [32] however, the inability to acquire the data under identi-
cal conditions (simultaneously) does not allow effective stitching of the two data sets.
Furthermore having to run multiple data acquisition campaigns greatly increases explo-
ration costs, especially for airborne measurements.
Atom based systems have previously been shown to outperform all absolute gravity
meters [24] as well as shown promise for the precision detection of magnetic field gradi-
ents [33]. The ability to access internal degrees of freedom in atom based sensors allows
for the system to exhibit deterministic responses to select fields. By operating these sen-
sors in a mix of internal states it is then possible to simultaneously measure various back-
ground quantities. Additionally, atom interferometers rely on a sequence of laser pulses
to split and redirect the atomic sample through the interferometer. The laser pulses are
analogus to optical mirrors and beam splitters in typical optical interferometers. This fea-
ture allows for the dynamic control of interferometer configurations simply by changing
the type and sequence of pulses. It is possible to make the interferometer sensitive to
different quantities such as gravitational fields and their gradients [15], rotations [34, 35],
or time [36]. Although these advantages are intrinsic to all atomic sources, ultra-cold
Bose-Einstein condensates (BEC) offer additional benefits over thermal atoms. An intrin-
sic feature of a BEC is a spatial coherence equivalent to the size of the cloud which is
generally 100s of µm while thermal sources have spatial coherence length on the order of
the de Broglie wavelength typically ∼0.1 µm. This spatial coherence is shown to provide
robustness to systematics which result in loss of fringe contrast such as cloud mismatch
at the final beam splitter pulse [37, 38]. The BEC then allows a sensor to be operated un-
shielded in varying environments where background field gradients and curvatures are
non-negligible.
Atom interferometers provide a pathway towards an integrated device capable of the
simultaneous precision measurements of numerous quantities. This work demonstrates
the ability to simultaneously measure magnetic field gradients and gravitational acceler-
ation to high precision in a single sensor. This is the first iteration towards an all-in-one
sensor capable of measuring gravity, gravity gradients, magnetic fields, magnetic field
gradients, rotations, and time. The basic operation of an atom interferometer is covered
below followed by a detailed discussion of the apparatus design and performance in-
cluding the vacuum system (Chapter 2), atomic cooling (Chapter 3), beam splitting and
manipulation of internal states (Chapter 4), atom cloud imaging (Chapter 5), vibration
isolation (Chapter 6), interferometer noise (Chapter 7), a comparison between thermal
state atomic sources (Chapter 8), and lastly the simultaneous precision sensing of gravi-
tational accelerations and magnetic field gradients (Chapter 9).
4 Introduction
1.1 Atom Interferometry
The atom interferometer is the matter-wave analog to the well known optical interfer-
ometer. As a consequence of the wave-particle duality of matter, all massive objects may
be represented as a wave function (|Ψ〉) with deterministic frequency (ω) and phase (φ)
[39]. This property allows for the propagation of a matter-wave interferometer where
light and matter have exchanged roles. Just like their optical counterparts, atom inter-
ferometers rely on placing a single input source into a superposition of two states which
propagate through different interferometer arms, acquiring relative phase, before being
recombined and hence interfered. This is accomplished using optical mirrors and beam
splitters in optical interferometers and pulses of an optical lattice in a matter-wave inter-
ferometer.
While optical beam paths are separated in position space matter-wave inertial sensors
operate with momentum space superpositions. The amplitude of each recombined state
is then measured. By comparing the amplitude of the output states the relative phase
between the two interferometer paths can be acquired. The output state amplitudes are
found by counting the number of atoms in each state. This can be accomplished using
absorption imaging (AI), fluorescence imaging (FI), or frequency modulation imaging
(FMI), a newly implemented technique used in this research. These three imaging tech-
niques are discussed in Sections 5.1, 5.2, and 5.3. Much like an optical interferometer, an
interferometric fringe may be scanned by varying the relative path length of the interfer-
ometer arms. In optical systems this is accomplished by directly adjusting a beam path
by simply modulating the position of a mirror or beam splitter. Similarly, a fringe may
be traced in a matter-wave interferometer by scanning the optical phase of the lattice, as
will be seen in the derivation of the atom interferometer phase relation. An example of
an interferometric fringe from a atom interferometer is shown in Figure 1.3, where the
normalized atom number (Nrel = N1/(N1 + N2), where N1,2 are the atom numbers in
output states |1, 2〉, respectively) in output state 1 (|1〉) is plotted as the optical phase of
the lattice is scanned through 360◦. Figures of merit for an interferometer fringe are as
follows: contrast (C), the maximum deviation in Nrel ; visibility (V), the amplitude of a
sinusoidal fit to the fringe; phase (φ), the absolute phase of the sinusoidal fit; and phase
uncertainty (∆φ), the standard deviation in φ of the sinusoidal fit. It should be noted that
contrast is a quantitative measure of the interference strength but does not imply phase
sensitivity as it is possible to have high fringe contrast while ∆φ > pi rad. A non-zero
measurement of visibility is only possible for interferometers which exhibit measurable
φ implying sensitivity to changes in the interferometer propagation.
As stated above, the splitting, redirecting, and recombining of the atomic sample in
precision inertial sensors is generally realized using pulses of an optical lattice formed by
mutually polarized counter propagating beams of wave numbers k1 and k2 (ki = 2pi/λi,
where λi is the wavelength of the ith beam). A common variable which will be used
throughout this thesis is ke f f = 4pi/λ¯, where λ¯ is the average wavelength of the two
counter-propagating beams. The lattice is configured to drive one of two, two-photon
transitions referred to as Bragg [40] and Raman [41] transitions. Both Bragg and Raman
transitions have the ability to manipulate the momentum states of the atomic sample
however, there is a key difference which makes each better suited for specific applica-
tions. As discussed in Chapter 4, Raman transitions couple between ground state levels
while inducing momentum transfer via photon recoil, while Bragg transitions couple di-
rectly between momentum states with no internal state change. The level structure for
Raman and Bragg transitions is shown in Figure 4.2. Raman transitions not only produce
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Figure 1.3: Example of a atom inter-
ferometer fringe taken by scanning
the effective phase of one of the lat-
tice pulses. (—) The interferometer
contrast as given by the maximum
deviation in Nrel = N1/(N1 + N2),
where N1,2 are the atom numbers in
output states |1, 2〉, respectively. (—
) The interferometer visibility given
by 2 times the amplitude of a sinu-
soidal fit to the fringe. (—) The inter-
ferometer phase (φ) and uncertainty
in phase (∆φ) as determined from the
sinusoidal fit.
a momentum difference but also an internal energy difference between the two interfer-
ometer arms. The difference in internal energies ensures that no free propagation time
is needed for the states to spatially separate prior to imaging, as the two ports’ imaging
transitions are non-degenerate. Raman pulsed interferometers are more susceptible to ac-
Stark and Zeeman shifts, which affect the two interferometer arms differently due to the
internal state difference. This will negatively contribute to the interferometer phase par-
ticularly in unshielded environments. Conversely, Bragg based interferometers are first
order insensitive to these environmental effects but require spatial separation of the two
output states in order to image. Additionally, the Bragg transition frequency typically
ranges from 10s of kHz to 10s of MHz while Raman transitions between hyperfine levels
can be ∼10 GHz. The relatively low frequency of the Bragg transitions greatly simplifies
the electronics needed to control the laser frequencies.
There are a number of common configurations for atom interferometers including the
Ramsey-Bordé, butterfly, and Mach-Zehnder all with different phase dependencies. For
the purposes of this thesis only the Mach-Zehnder interferometer (MZI) will be discussed
as it exhibits behavior conducive to inertial sensing.
The typical MZI is made up of three Bragg pulses: the first pulse at time T0 places the
initial cloud into a 50/50 (pi/2 pulse) superposition of two momentum states (|1, 2〉); the
two states are allowed to propagate for T before a second pulse mirrors the momentum
states (pi pulse) such that the momentum of |1〉 is now the momentum of |2〉 and vice
versa; lastly, the states propagate for another time T after which a third and final Bragg
pulse (pi/2 pulse) is applied, mixing and interfering the two arms. An illustration of a
MZI propagating in an inertial field is shown in Figure 1.4. Throughout this thesis T will
be referred to as the interferometer time. The definition of the noted pi and pi/2 pulses are
a result of specific conditions during the Rabi flopping of a two-level transition, discussed
in Section 4.1.
The derivation of the phase dependence of a matter-wave MZI has been extensively
covered in previous texts and will not be shown here [10, 15, 42, 43]. The phase accu-
mulation in a MZI is typically represented by Equation 1.2 and can be found by treating
the atomic ensemble as a classical propagator with an internal clock, and calculating the
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Figure 1.4: Illustration of an atomic sourced Mach-Zehnder interferometer (MZI).
action along each interferometer path [10]. In the limit where the internal clocks of each
interferometer arm (ω1,2) tick at the same rate Equation 1.2 is found, showing a direct
relation between the acceleration of the atoms (a), the lattice phase (φL), and the interfer-
ometer phase (φ). This thesis will continually reference Equation 1.2 as it, and variations
on it, fully describe the phase behavior of the interferometer.
φ = ke f f aT2 + φL (1.2)
Under conditions in which the internal clock rates are not identical a phase term must
be added corresponding to the difference in the accumulated phase attributed to the un-
equal clock rates, as shown in Equation 1.3. Differences in clock rates may arise from a
number of sources including gravitational redshift [44, 45, 46, 47] and, key to this appa-
ratus, internal energy variations between the atomic ensembles caused by the meanfield
energy of the Bose-condensed source [48, 49]. The effects of this meanfield energy in the
interferometer are theoretically and experimentally explored in Section 7.6.
φc =
∫ 2T
0
(ω1 −ω2)dt (1.3)
As with all inertial measurements, the measurement must be measured in relation to
some absolute reference. As such it should be noted that the acceleration in Equation
1.2 is the relative acceleration between the propagating atom cloud and the lattice laser.
Vibrations which modulate the phase of the lattice then directly couple to the interferom-
eter in a way that is indistinguishable from pure acceleration of the atom cloud. Great
care is then taken to provide a system which effectively eliminates background vibrations
that couple to the lattice, described in detail in Section 6.
1
2
V√
N
= ke f f∆aT2 (1.4)
The absolute limit on sensitivity of these devices is given by the atom shot noise limit
in which the phase noise per run is solely limited by statistical fluctuations in atom num-
ber on the output states. This limit is given by Equation 1.4, where ∆a is the sensitivity
to changes in acceleration, V is the interfeometer fringe visibility, and N is the number of
atoms contributing to the interferometer.
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Vacuum System
Figure 2.1: Rendered draw-
ing of the designed vacuum
system.
In order to facilitate effective cooling during all steps of the
cooling procedure the atomic ensemble’s interaction with
the 300 K environment must be limited. Three main ther-
mal energy transportation mechanisms must be considered
when attempting to isolate the atoms: radiative; mechan-
ical; and convective. Radiative heating of cooled samples
is of tremendous concern and requires extensive radiation
shielding when considering bulk objects like those seen in
cryogenic buffer gas systems [50]. However, the low den-
sity laser cooled atomic samples used in this apparatus have
vanishingly small photon absorption cross-sections and rel-
atively limited atomic transitions in comparison. These two
properties alone all but eliminate any heating effect from
black-body radiation. In order to eliminate or at least re-
duce the heating effects caused by mechanical and convec-
tive processes to tolerable levels the atomic sample may be
placed in an ultra-high vacuum (UHV) chamber and iso-
lated from the walls using various optical and magnetic
techniques. The techniques used for trapping the atomic en-
semble are discussed in Section 3. Sections 2.2 and 2.3 dis-
cusses the mechanical and convective heating mechanisms,
while the vacuum system design is detailed in Section 2.4.
2.1 Radiative Heating
The absorption and emission of radiation from bulk objects
of finite temperature is described by Planck’s law which is
given in Equation 2.1, where h is Planck’s constant, c is the
speed of light, A is the area of the object, λ is the wave-
length of light, kB is Boltzmann’s constant, and Te f f is the
object’s temperature. This expression well defines the ra-
diation spectrum of systems which behave as black-body
radiators such as the vacuum system walls. For a typical
black-body absorber at Te f f = 0 being irradiated by a 300 K
source the total absorbed power is given by the integration
of Equation 2.1 across all λ.
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P = 2hcA
∫ 1
λ5
(
e
hc
kBTe f f λ − 1
)−1
dλ (2.1)
To estimate the amount of power absorbed by an atomic sample the quantized ab-
sorption spectrum must be considered. The total power available to be absorbed by the
atomic sample, to a good approximation, is given by integrating Equation 2.1 across the
individual atomic absorption lines using their respective linewidths. For the 87Rb sample
used here there exist only two fine-structure transitions with λ < 50 µ at λ0 ≈ 780 nm
and 795 nm. Using the on resonant absorption cross-section as given by 3λ20/2pi the esti-
mated absorbed power per atom from the 300 K background is∼2× 10−41 W. This power
corresponds to a single photon absorption event in∼4× 1014 years leading to a negligible
heating rate caused by black-body radiation.
2.2 Mechanical Heating
Mechanical heating is caused by the transfer of heat through solid mechanically linked
objects of different temperatures. Generally, the rate of heat exchange between ridgedly
connected objects is given by Equation 2.2, where κ is the thermal conductivity of the
interface, ∆Te f f is the temperature difference between the objects, A is the cross-section,
and x is the length of the interface. By levitating the atomic sample using optical and/or
magnetic fields any structural connection between the 300 K environment and the sample
is eliminated.
γheat = κ∆Te f f
A
x
(2.2)
2.3 Convective Heating and Atom Loss
The most pressing concern when considering the interactions of trapped atomic sources
with the 300 K environment is collisions of the sample with hot background gasses. These
collisions lead to heating as well as loss of atoms from the atomic ensemble. The formula-
tion and dynamics of the interactions has been explored in previous works and therefore
will only be discussed briefly here [51, 52].
The background pressure of UHV systems is generally dominated by diatomic Hy-
drogen molecules (H2) and can be checked fairly simply through the use of a mass spec-
trum analyzer. Due to the relatively low temperature of the cooled atoms compared to
the background gas the inter-atomic velocity is dominated by the 300 K background gas.
The elastic scattering rate between the cold trapped atoms and the hot background
gas is given by Equation 2.3, where N is the number of trapped atoms, nb is the den-
sity of the background gas, vb is the velocity of the background gas as given by vb =√
3kbTe f f /mb, mb is the mass of the dominant background species, and σatom is the to-
tal elastic cross-section comprised of classical and diffractive components between the
colliding species. For the Rb− H2 collisions of interest here σatom = 295× 10−20 m2 [51].
γscat = 1.05Nnbvbσatom (2.3)
When consider the scattering dynamics of collisions which induce heating it must
first be determined whether the system is in the classical or diffractive scattering limit.
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The diffractive scattering limit is defined by the inequality in Equation 2.4, where U is
the depth of the trapping potential, ed is the diffractive depth, h¯ is the reduced Planck’s
constant, and m is the mass of the trapped atoms. To convert Equation 2.4 to tempera-
ture simply divide by kB. Typical optical and magnetic traps used in atomic physics are
capable of trapping atoms of Te f f ≤ 1 mK which is small compared to the ed = 23.6 mK
for this system. The trapping potentials used here are discussed in Section 3.2.2.
U < ed =
4pih¯2
mσatom
(2.4)
In the diffractive scattering limit (shallow trap) the heating rate is then described by
Equation 2.5 and the trap loss rate is effectively given by Equation 2.3. By reducing the
background pressure (1× 10−10 Torr) and therefore nb the heating and loss of atoms can
be reduced to manageable levels over the apparatus’ evaporative cooling cycle (6 s).
γheat = 0.37γscat
U
ed
(2.5)
2.4 Vacuum Design
The creation, cooling, and trap loading scheme of the atomic ensemble requires two dif-
ferent pressure cells corresponding to regions of medium (MV) and ultra-high vacuum
(UHV). Section 3 discusses the creation, cooling, and trap loading theory and procedure
in detail. An illustration of the designed vacuum system is shown in Figure 2.2.
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Figure 2.2: Illustration of the assem-
bled vacuum system showing the
variance of pressure at different point
in the device.
The MV cell houses the two-dimensional magneto-optical-trap (2D MOT) for pre-
cooling of hot 87Rb atoms. The cell itself is a rectangular anti-reflection (AR) coated glass
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cell1 with electronic feed through for the Rb alloy dispenser2, Figure 2.3.
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In order to maintain the lowest pressure possible in the UHV chamber the MV and
UHV cells are separated by an area of high impedance. This reduces convective heating
effects on the atomic sample during the final stages of cooling. The impedance is achieved
as shown in Figure 2.4 by separating the cells with a long stainless steel tube with a
low conductance created by an aperture of 1 mm diameter 2 cm length. The aperture
effectively reduces the unwanted gas flow from the MV to the UHV cells while allowing
cooled atoms to be selectively ‘pushed’ between the cells. Section 3.1.3 discusses the
selective transfer of atoms between the cells [53].
The UHV cell is a custom designed aluminum cell shown in Figure 2.53. The cell has
8 horizontal and 2 vertical 2.75” stainless steel (SS) conflat (CF) flanges as well as 8 hori-
zontal 1.33” SS CF flanges. These flanges are used for cooling and trapping optical access
and 2D MOT, vacuum pump, and long drop mounting. The chamber was designed to
have magnetic coils wrapped directly onto the system thereby improving heat dissipa-
tion and minimizing the distance between the coils and the atoms to optimize trapping.
The orientation of the cooling and trapping beams in relation to the UHV cell is discussed
in detail in Section 3.
An ∼2.6 m long drop region is mounted to the bottom of the UHV cell. This section
allows for the free fall of atoms from the center of the UHV cell for up to 750 ms. The
long drop region consists of 3 cells4 allowing optical access connected via two ∼1 m CF
1Precision Glassblowing part# custom order
2Alvatec alvasource part# AS-6-Rb-100-F
3Atlas Technologies part# custom order
4Kimball Physics 2.75” spherical cube part# MCF275-SphCube-C6
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nipples5. In conjunction with the UHV cell, the long drop allows four areas for imaging
the atomic ensemble. The four imaging regions correspond to 0 → 25, 220, 530, and
750 ms of free fall.
The system responsible for pumping and maintaining vacuum in the apparatus is
mounted to the UHV cell as shown in Figure 2.5. This systems consists of a passive
Titanium-sublimation pump (Ti-sub)6 and an active Ion pump (IP)7 which provides the
majority of the pumping.
2.5 Vacuum Performance
The assembled vacuum system placed under medium vacuum, 1× 10−7 Torr, and baked
vertically in a fan forced oven at 160 C for 24 hours. Prior to cooling the apparatus the
Ti-sub pump was fired 3 times to sufficiently coat the inner vacuum chamber with a
Titanium film. This assists in the ‘freezing’ of gas to the walls during the cool down.
Upon cooling to room temperature a pressure of 2× 10−11 Torr was reached, determined
by the IP pressure gauge.
From this pressure reading, pipe conductance, and conservation of flow the pressure
at any point along the system can be found [54]. Equations 2.6 and 2.7 give the conduc-
tance of pipe (C) in the molecular flow regime and the pressure drop (∆P) required across
a pipe in order the flow rate, where Tgas is the temperature of the background gas, m is the
mass of the gas, D is the diameter of the pipe in cm, L is the length of the pipe in cm, and
Q is the gas flow rate in Torr-liters/second. For multiple pipes in series the conductance
is additive.
C = 3.81
(
Tgas
m
)1/2 D3
L
(2.6)
∆P =
Q
C
(2.7)
The flow rate of the system is found from the IP’s pumping speed at the achieved pres-
sure. For the pump used here this gives ∼60 L/s at 2× 10−11 Torr (1.2× 10−9 Torr L/s)
[55]. Figure 2.2 shows the pressure along the apparatus as 2× 10−11, 2.2× 10−11, 9.4×
10−11, 1.35× 10−10, 2.27× 10−10, 3.2× 10−10, and 1× 10−7 Torr corresponding to the crit-
ical regions of the IP, IP to UHV cell interface, center of the UHV cell, imaging region 2,
imaging region 3, imaging region 4, and the MV cell. The pressure at various points in
the apparatus is illustrated in Figure 2.2.
5Kurt J. Lesker Company full nipple part# FN-C4114390
6Gamma Vacuum Titanium sublimation pump part# 360819
7Gamma Vacuum small Ion pump part# 75S-CV-2V-SC-N-N
Chapter 3
87Rubidium Cooling
Cooling the atomic ensemble which constitutes the interferometer test mass is of the ut-
most importance. A non-zero effective horizontal temperature (Te f f ) leads to divergence
of the sample as it propagates through the interferometer. The divergence of the cloud
has the potential to lead to a number of detrimental effects which may limit the interfer-
ometer’s phase sensitivity.
The most pressing effect comes about from the cloud sampling various aberrations
in the lattice beams during propagation [56]. A number of experiments have been car-
ried out to investigate the affect wavefront distortions have on the interferometer phase
sensitivity. These studies conclude that, even for clouds of Te f f ≈ µK and beam diame-
ters of < 12 mm, this effect could be a large, although not limiting, source of phase noise
[17, 57, 58].
A high divergence rate associated with a high source Te f f leads to a drastic decrease
in the test mass density during propogation ∼T2e f f T3. This results in optically diffuse
clouds at the interferometer output ports requiring a more complicated imaging scheme
in order to maintain adequate signal-to-noise (SNR). The phase noise associated with
imaging SNR is discussed in Section 7.5.
The most obvious solution to such problems is to produce a test mass with the mini-
mum amount of divergence possible. Typically, this is accomplished through a dual stage
of laser cooling[59] consisting of a magneto-optical trap (MOT) [60] and polarization gra-
dient cooling (PGC) [61, 62, 63]. Precision atom interferometers using the mentioned
cooling methods obtain Te f f ranging from 1→ 3 µK [14, 17, 64]. However, these temper-
atures may not be low enough to overcome wavefront distortion effects. The temperature
may be reduced further using more intricate laser cooling methods such as gray molasses
[65, 66, 67] or Raman sideband cooling [68, 69, 70] but these will not be discussed here.
To further reduce the temperature, the atomic sample may be confined to a trap, gen-
erally created via a magnetic quadrupole [71] or optical potential[72], where a sequence
of evaporative cooling is subsequently implemented [73]. Using a combination of laser
and evaporative cooling schemes Te f f  1 nK may be achieved [74]. Evaporative tech-
niques have been used to produces "point source" ultra-cold atomic ensembles for atom
interferometry [35] further limiting the negative effects due to optical wavefront aber-
rations. Although evaporative cooling is a powerful and effective method for reaching
ultra-cold temperatures it is only possible through the loss of atom number.
With the proper application of cooling techniques the required cloud temperature
and density may be reached to achieve quantum state degeneracy thereby producing
a Bose-Einstein condensate (BEC) [75, 76]. The theory for BEC formation and charac-
teristics are covered in depth by many previous texts and will not be discussed in de-
tail here [48, 77, 78]. Typically, BEC formation is realized when the ensemble’s inter-
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atomic spacing becomes less than the thermal de Broglie wavelength (λDB) thus satisfy-
ing the inequality in Equation 3.1, where N is the number of atoms, V is the ensemble’s
volume, h is Planck’s constant, m is the atomic mass, kB is Boltzmann’s constant, and
λDB = h/(3mkBTe f f )1/2. The value of Equation 3.1 is generally referred to as phase-
space-density (PSD).
PSD =
N
V
h3
(3mkBTe f f )3/2
 1 (3.1)
52S1/2
52P3/2
384.230 THz(780.241 nm)
3
2
10
-3-2-10123-2-1012-1010
-101
-2-1012
1
2
6.8 Ghz
72 MHz
157 Mhz
266 Mhz
282 THz(1064 nm) Dipole
Repump
Cooling&Imaging
mfµBgjB
|F’
|F
|m’f
|mf
Figure 3.1: The 87Rb D2 transition structure including the Zeeman level splitting and orientation
important for magnetic trapping. Noted are the transitions used for cooling, imaging, repuming,
and optical trapping. At the completion of cooling the atoms occupy the F = 1 m f = −1 ground
state.
The expansion rate (v) of a BEC is no longer dominated by a thermal distribution
of atoms but rather the inter-atomic potential energy (meanfield) [48]. A discussion of
meanfield energy can be found in Section 7.6.1. Although the expansion is not thermally
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driven it may still be characterized as an effective temperature of expansion providing
an intuitive measure of kinetic energy 12 mv
2 ≈ 32 kBTe f f .
In addition to the exceptionally low expansion rates of BEC sources, a number of
other characteristics make them ideal propagators for atom interferometers, most notably
a large spatial coherence encompassing the entire condensate. The advantages to this
coherence are further discussed in Section 8.
The element used for the test mass in this apparatus is 87Rb. An illustration of the
87Rb D2 transition structure showing the relevant laser cooling, and trapping transitions
is given in Figure 3.1.
3.1 Laser Cooling
The behavior of a thermal collection of atoms (uncondensed) is well described by Boltz-
mann statistics and as such has a well defined relation between the ensembles tempera-
ture (Te f f ) and the root-mean-squared of velocity (vRMS) is given by the familiar Equation
3.2. Due to this relation methods for cooling thermal clouds focus on decreasing vRMS.
Laser cooling uses the transfer of photon momentum to atoms in order to decrease the
sample’s velocity distribution in a deterministic manner.
3
2
kBTe f f =
1
2
mv2RMS (3.2)
3.1.1 Magneto-Optical Trap Theory
The standard laser cooling scheme, illustrated in Figure 3.2, is the magneto-optical trap
(MOT). A hot atomic vapor is placed in a magnetic field produced by two coils in anti-
Helmholtz configuration. This produces a magnetic field which is zero at the center and
increases in magnitude with the radius. The exact form of the field and field gradient
can be found and is discussed in Section 3.2.2. The magnetic field produces a position
dependent Zeeman splitting for the atomic ensemble giving the ability to selectively in-
teract with atoms at precise radii through proper tuning of the cooling light or varying
the magnetic field gradient.
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Figure 3.2: Illustration of a typical three-
dimensional magneto-optical trap (3D MOT) for
the laser cooling of atoms. The trap consists of
3 pairs of orthogonal circularly polarized beams
intersecting at the zero field center of a mag-
netic field created by two electromagnets in anti-
Helmholtz configuration. The three beam pairs
are oriented along the x, y, and z axis, respec-
tively. Atoms are trapped at the magnetic field
minimum as a result of the spatially dependent
radiation pressure induced by the spatially de-
pendent Zeeman splittings of the atoms. (—) De-
notes an applied magnetic field.
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The MOT cooling light may consist one, two or three pairs (one-dimensional MOT
(1D), two-dimensional MOT (2D), or three-dimensional MOT (3D)) of counter propagat-
ing narrow linewidth beams each with the ability to be frequency tuned near and to a
cycling atomic transition, like that shown in Figure 3.1. By choosing that each pair of
cooling beams is of orthogonal circular polarization (σ+ and σ−), each beam is only res-
onant with atoms occupying a single coordinate quadrant. Cooling and trapping in a 1D
MOT is achieved in the following manner: Assume an atom occupies the +y quadrant
and has velocity +v; when the atom passes the position y′ the such that m fµBgjB = h¯∆ω
is satisfied the atom absorbs a photon from the beam; the atom spontaneously emits the
absorbed photon randomly into 4pi in the excited state lifetime; after a number of in-
teractions (n) the momentum of the atom along the y-axis has been altered by n photon
recoils and pushed toward the center; as the atom traverses past y = 0 it becomes res-
onant with the counter-propagating beam and is again pushed back towards the center;
the frequency of light can be adjusted to address any spatial position y; by sweeping the
laser frequency and magnetic field gradient it is possible to highly compress the atom
cloud.
Throughout the MOT process the initial absorbed photons provide cooling to the sam-
ple whereas the spontaneously emitted photons heat. The mean square velocity of the
sample is given by Equation 3.3 [79], where Γ is the linewidth of the transition, and ∆ω
is the detuning of the laser from the transition.
v2RMS =
h¯Γ
4m
1+ ( 2∆ωΓ )
2
2|∆ω|
Γ
(3.3)
By minimizing Equation 3.3 and setting the kinetic energy equal to the 1D thermal energy,
similar to Equation 3.2, the minimum achievable temperature is found, Equation 3.4.
The system is trivially extended to 3D. The minimum of Equation 3.4 is considered the
Doppler temperature limit and is ∼145 µK for 87Rb with cooling beams on the F = 2 →
F′ = 3 D2 transition.
Te f f =
h¯Γ
2kB
(3.4)
3.1.2 Polarization-Gradient-Cooling Theory
It is possible to laser cool below the Doppler limit using a polarization-gradient-cooling
(PGC) scheme. The details of PGC have been exhaustively explored in previous work
[63] and will not be discussed in detail here. Briefly, PGC arises from the spatially vary-
ing polarization vector produced from the phase interference of the counter propagat-
ing cooling beams. For the case of counter-propagating orthogonal circularly polarized
beams the electric field components as a function of distance are given by Equations 3.5
and 3.6, where λ is the frequency of light, and z is the propagation direction.
Ex = cos(
2pi
λ
z)− sin(2pi
λ
z) (3.5)
Ey = sin(
2pi
λ
z)− cos(2pi
λ
z) (3.6)
The spatially dependent electric field vector created by this configuration is shown
in Figure 3.3. The counter-propagating beams form a polarization lattice consisting of
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Figure 3.3: The spatially depen-
dent polarization orientation formed
through the counter-propagation of
right (σ+) and left (σ−) handed circu-
larly polarized light. A helical struc-
ture is seen, created by linear polar-
ization which rotates about the prop-
agation axis undergoing a 2pi rota-
tion over the wavelength of light (λ).
The total electric field remains con-
stant over all space showing the ex-
pected lack of intensity interference.
spatially rotating linear polarization. The polarization rotates through 2pi in a length
scale determined by λ. As would be expected, the magnitude of the electric field vector
remains constant for all spatial positions resulting in no intensity variations along the
beams.
In order for PGC to work effectively the quantization axis of the atoms must be well
defined by the polarization axis of the light and therefore the background magnetic field
should be minimized. The cooling mechanism is best described starting with an individ-
ual atom at rest at position z′. The atom exists in a linearly polarized (pi) light field with
quantization axis defined by the field. The atom has a probability distribution among
it’s |m f 〉 ground states which can be found directly from the Clebsh-Gordon coefficients
pertaining to the cooling transition.
If the atom is now given a velocity (v) it begins sampling the rotating polarization
field. The cooling mechanism is induced from a non-adiabatic following of the ground
state populations as the atom propagates through the varying quantization axes. The
non-adiabatic following produces an imbalance in the ground state populations leading
to optical pumping from the cooling beams. This manifests itself as an imbalance in
radiation pressure between the counter-propagating beams which provides a force in the
opposite direction to v.
In the limit of ∆ω  Γ the equilibrium temperature for counter-propagating circu-
larly polarized cooling beams in given in Equation 3.7 [63], whereΩ is the Rabi frequency
of the cooling transition as defined in Section 4.1. In practice Te f f is limited by the re-
absorption of spontaneously emitted photons limiting the temperature to the photon re-
coil limit, Equation 3.8, where k = 2pi/λ. The recoil limit for the 87Rb F = 2→ F′ = 3 D2
cooling transition is ∼150 nK.
Te f f =
29
300
h¯Ω2
kB|∆ω| (3.7)
Trecoil =
h¯2k2
3mkB
(3.8)
3.1.3 Laser Cooling System
The laser cooling system is responsible for the generation and manipulation of the light
used for the cooling of the atomic sample. This includes the MOT light and the addition
of a repump beam. The basic theory discussed in Sections 3.1.1 and 3.1.2 assumes the
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implementation of cooling on a pure cycling transition with no loss of atoms to other
states. Although the F = 2→ F′ = 3 transitions used here is a cycling transition the close
proximity of the F = 2→ F′ = 2 (∆ω = 2pi× 266 MHz) line gives rise to significant atom
loss to the F = 1 ground state through off resonant transitions. As a consequence, a beam
resonant with the F = 1→ F′ = 2 transition is required to repump the lost atoms back to
the cooling line. The rate of off resonant pumping to the F = 1 ground state is discussed
in Section 5.1.1. Figure 3.1 shows the 87Rb D2 structure.
In order to efficiently cool, a standard technique is to separate the cooling into two
vacuum regions: one low vacuum region where the atoms are produced and precooled
in a 2D MOT; and a second ultra-high vacuum (UHV) chamber where a 3D MOT is im-
plemented. The addition of the low vacuum region requires a separate ‘push’ beam to
transfer atoms through a high impedance line to the UHV chamber. The details of the
vacuum system are discussed in Section 2. Due to the sensitivity of the Bose-Einstein
condensate to stray resonant light the optics are split between two tables: The main ta-
ble, Figure 3.4, is completely sealed with high neutral density acrylic to minimize light
leakage and encompasses all the optics necessary for the amplification, switching and
frequency manipulation of the light; and the second table corresponds to the apparatus
table, Figure 3.6, where the light is directed into the science cell.
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Figure 3.4: Illustration of the optics system responsible for the production of the 2D and 3D MOT,
imaging, push, and repump beams corresponding to the main optics table only. The external cav-
ity diode lasers are not shown. Abbreviations are as follows: external cavity diode laser (ECDL);
half-wave plate (λ/2); quarter wave plate (λ/4); polarizing beam splitter (PBS); acoustic-optic
modulator (AOM); photodiode (PD); tapered amplifier (TA); horizontal components of the three-
dimensional magneto-optical trap (H 3D MOT); vertical component of the three-dimensional
magneto-optical trap (V 3D MOT); and component of the two-dimensional magneto-optical trap
(2D MOT).
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The optics corresponding to the 2D MOT, 3D MOT, imaging and push beam are all
seeded on the main table from a single external cavity diode laser (ECDL)1 producing
∼40 mW of linearly polarized light . The output of the ECDL initially passes through a
number of optical isolators2 producing 160 dB isolation which limits the back transmitted
light from a tapered amplifier (TA) further down the optics line. The high degree of
isolation for ECDL 1 is paramount as any reverse transmitted light from the TA will
inhibit the ECDL from running single mode. On the output of the isolators the light
is split via a half-waveplate (λ/2) and polarizing beam splitter (PBS) along two paths.
The transmitted light is further split along three paths used for the push beam switching
and frequency control, the imaging switching and frequency control, and the absolute
frequency locking scheme for the ECDL. The reflected light is used for the 2D and 3D
MOT cooling beams.
The switching and frequency control lines for the imaging and push beams are of
identical design originating from individual PBSs and propagating as follows: light is
passed through an acoustic-optic modulator (AOM)3 such that the first order diffraction
mode (+1) is dominant; all light then passes through a quarter-wave plate (λ/4) and
a lens; following the lens an iris blocks the zeroth order diffraction before the light is
retroreflected along the same path; after the second pass through the λ/4 the light has the
opposite linear polarization so it will pass the PBS; with proper alignment the first order
diffraction on the second AOM pass will be along the same vector as the input beam;
the frequency shifted light is then coupled to the apparatus table through a polarization
maintaining optical fiber4[80]. Placing the lens such that both the AOM and retroreflector
are at the focal length will ensure proper overlap and mode matching on the incoming
and reflected beam.
In order to reduce unwanted birefringent effects in the fiber such as polarization rota-
tion or mixing, the incident beams are aligned to the fast and slow polarization axes of the
fiber using a λ/2. Proper axis alignment will result in an extinction ratio of ∼23 dB while
the fiber is mechanically or thermally stressed. The light on the output of the double pass
AOM will have been frequency shifted by twice the AOM driving frequency resulting in
beams with frequencies 2ω1 and 2ω2, where ω1 and ω2 are the driving frequencies of the
AOMs.
All AOMs in the cooling system are driven through a voltage controlled oscillator
(VCO)5 in series with a transistor-transistor logic switch (TTL)6 and radio frequency am-
plifier7. The voltage control and switch signal for the VCO and TTL is provided from the
control computer.
The absolute frequency reference and locking scheme for the ECDL is produced from
the standard saturated absorption spectroscopy (SatAbs) of a Zeeman modulated Rb va-
por cell. The detailed discussion of SatAbs is provided in Reference [81]. The SatAbs
optics are relatively simple and consist of an initially linearly polarized beam passing
through a PBS and λ/4 creating circularly polarized light. The light then passes through
a Zeeman modulated Rb vapor cell and is retroreflected back along the same path. At the
second pass of the λ/4 and PBS the light is reflected and incident on a photodiode (PD)8.
1MOGLabs Littrow extended cavity diode laser part# ECD004
2Thorlabs optical isolator part# IO-5-780-HP
3AA Opto-electronics modulator part# MT110-A1-IR
4Schäfter + Kirchoff patch cable part# PMC-780-5.3-NA012-3-APC-500-P
5Mini-Circuits oscillator part# ZX95-100-S+
6Mini-Circuits high isolation switch part# ZASWA-2-50DR+
7Mini-Circuits amplifier part# ZHL-3A-S+
8MOGLabs balanced differential photodetector part# PDD001
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Figure 3.5: The saturated
absorption spectrum of Rb
centered around the 87Rb
D2 transition. All spec-
tral features labeled as x-y
denotes a crossover transi-
tion, i.e. the feature F =
2 → F′ = 2 − 3 corre-
sponds to a frequency mid-
way between the F = 2 →
F′ = 2 and the F = 2 →
F′ = 3 lines. The crossover
transitions are a result of
the matching Doppler con-
ditions of atoms moving in
opposite directions[82].
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If the frequency of the input light is scanned a saturated absorption spectrum such as
that in Figure 3.5 is seen. The absolute energy and energy difference for all relevant 87Rb
transitions can be found in Figures 3.5 and 3.1. The signal from the PD which contains
the Rb SatAbs is passed into a locking loop9 which has active current and grating control
of the ECDL.
The light used for the 2D and 3D MOT beams is steered and focused into a TA10 pro-
ducing up to 2 W at the output. After passing through an optical isolator, two sets of λ/2
and PBSs split the light into the separate switching and frequency control setups corre-
sponding to the 2D and 3D MOT. The 2D and 3D MOT frequency control is accomplished
through standard double pass AOM setups as described above for the imaging and push
beam lines. Upon exiting the frequency control setups the 2D MOT line is steered directly
into a fiber, coupling the light to the apparatus table.
The orientation of the magnetic coils responsible for generating the MOT and mag-
netic quadrupole trap requires that one pair of MOT beams be aligned to vertical, along
the same path as the Bragg beams. To facilitate this the 3D MOT beam is split once again
with the first path (V 3D MOT), at 1/3 the total power, being sent to the Bragg system.
Once in the Bragg system the V 3D MOT light is coupled with the Bragg light and then
coupled to the apparatus table. The second path (H 3D MOT), at 2/3 total power, is di-
rectly fiber coupled to the apparatus. As explained above, the proper alignment of the
light polarization axis to the fast or slow axis of the optical fibers is essential.
A separate ECDL is responsible for all repump light due to the 6.8 GHz splitting be-
tween the F = 2→ F′ = 3 and F = 1→ F′ = 2 transitions. The ECDL produces∼40 mW
of linearly polarized light which is passed directly through an optical isolator. On the
output of the isolator the light is split between two paths via a λ/2 and PBS. The first
path is steered to a standard SatAbs setup identical to that discussed above. The sec-
ond path is passed through an AOM such that the +1 mode is dominant. Prior to fiber
9All locking electronics are done via a MOGLabs diode laser controller part# DLC502
10m2K Laser tapered amplifier part# TA-0785-2000-DHP
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Figure 3.6: Illustration of the optics system responsible for the production of the 2D and 3D MOT,
push, and repump beams corresponding to the apparatus table only. The inset shows the vertical
orientation of the vertical magneto-optical trap beam. (—) Induced magnetic field for the three-
dimensional magneto-optical trap. Abbreviations are as follows: half-wave plate (λ/2); quarter
wave plate (λ/4); polarizing beam splitter (PBS); horizontal components of the three-dimensional
magneto-optical trap (H 3D MOT); vertical component of the three-dimensional magneto-optical
trap (V 3D MOT); and component of the two-dimensional magneto-optical trap (2D MOT).
coupling the +1 mode to the apparatus, the zero order mode is dumped onto a iris.
Once coupled to the apparatus table the light is distributed as illustrated in Figure 3.6.
All beams are outcoupled with large aperture fiber collimators11 giving beam waists of
2 cm FWHM. The 20 mW of repump light passes through a λ/2 and two PBSs. A fraction
of the light is reflected from the first PBS and overlapped with the 2D MOT light. The
remaining repump light is passed through the second PBS and overlapped with the 3D
MOT light. The 2D and 3D MOTs may be partially optimized by adjusting the fraction of
repump which is shunted to each line.
The 180 mW 2D MOT line’s polarization is rotated such that it passes its initial PBS
and is phase delayed such that the light is of circular polarization. Before entering the
low vacuum cell the beam is expanded to 5 cm FWHM. The 2D MOT in formed from a
single recycled beam which passes horizontally through the cell, is reflected using three
mirrors to then propagate through the cell vertically, passes through an λ/4, and is retro
reflected along the original path now having orthogonal polarization.
The 85 mW H 3D MOT beam is totally reflected and overlapped with the repump
beam on a PBS at the outcoupler. A λ/2 and PBS then splits the light equally along two
paths which make up the horizontal 3D MOT lines. Each line is passed through a λ/4
making it circularly polarized prior to entry into the science cell. On the opposing side of
the cell the beams are passed through a second λ/4 and retro reflected.
11Schäfter + Kirchoff fiber collimator part# 60FC-T-4-M100-37
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The 30 mW V MOT beam is outcoupled to the apparatus table using the same ver-
tically oriented large aperture outcoupler as the Bragg beams and follows the same se-
quence of optical elements as the H 3D MOT beams with the addition of a PBS before of
the retroreflector.
At the apparatus table the push beam is out coupled and polarization cleaned with
a PBS. The beam is made to have circular polarization and is aligned overlapping with
the atom fluorescence from the 2D MOT such that its vector is through the center of the
impedance line.
3.1.4 Laser Cooling Procedure and Performance
Hot Rb atoms are continuously created in the low vacuum cell by passing current through
a metallic dispenser which contains a Rb alloy12. This produces a background Rb vapor
of 10−7 Torr. The 2D MOT, push, repump, and 3D MOT light are turned on simultane-
ously. Figure 3.7 is a graphical representation of the laser cooling procedure showing
laser detunings from the relative transitions shown in Figure 3.1, amplitudes, magnetic
field gradients, and Te f f . Radiation pressure from the 12 MHz red detuned (−12 MHz)
2D MOT light cools the hot vapor into a long cigar shaped cloud which is colinear with
the high impedance line. The push beam, which is 17 MHz blue detuned (17 MHz), pro-
vides a directional group momentum to the cooled cloud such that they are continuously
pushed from the low vacuum cell and into the UHV cell. Once in the UHV cell the 2D
cooled atoms are trapped in the 3D MOT formed using −23 MHz detuned MOT light,
resonant repump light, and a magnetic field gradient of 26 G/cm. The 3D MOT is al-
lowed to load for 5.99 s after which the 2D MOT and push light are extinguished. In a
typical 6 s loading procedure 5× 109 atoms are collected in the 3D MOT with a temper-
ature of 120 µK. This number can be increased to 1× 1010 atoms in 10 s with the same
temperature.
After 5.99 s the push and 2D MOT light are extinguished. It is essential that the back-
ground magnetic field bias now be zero. The PGC procedure is started with the repump
detuning, 3D MOT light detuning, and magnetic field gradient jumped to−9 MHz,−40 MHz,
and 7.5 G/cm, respectively. This cools and compresses the original cloud. The system re-
mains at the stated values for 27 ms as cooling continues. Over the final 20 ms of laser
cooling the repump detuning, 3D MOT light detuning, and magnetic field gradient are
slowly ramped to −10 MHz, −54 MHz, and 0 G/cm, respectively. The 3D MOT ampli-
tude is also ramped down during this time and finally switched to zero at 6.04 s. At the
final stage of PGC, ∆Bz = 0, the cloud has reached a temperature of 20 µK. As the de-
tuning of all beams increases and the power of the 3D MOT light decreases the radiation
pressure is no longer able to support the atoms in the gravitational field. At this point
the cloud is trapped in a hybrid magnetic and optical cross-dipole trap [83] for further
cooling, as outlined in Section 3.2.
12Alvatec alvasource part# AS-6-Rb-100-F
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Figure 3.7: Illustration of the push,
2D magneto-optical trap (MOT), re-
pump, and 3D MOT light detuning,
3D MOT light amplitude, and MOT
magnetic field gradient as a function
of time after run start. The laser cool-
ing is divided into two regions: the
first from 0 → 5.99 s corresponds
to the initial MOT which achieves a
temperature of 120 µK; and the sec-
ond from 5.99 → 6.04 s corresponds
to polarization gradient culling and
reaches a minimum temperature of
20 µK.
3.2 Evaporative Cooling
Evaporative cooling of atomic samples relies on the selective removal of hot atoms al-
lowing the remaining atoms to rethermalize to a lower temperature. There are a number
of techniques which allow for evaporative cooling to occur, all of which involve trapping
atoms in a harmonic potential. Details relating to the confinement of atoms in a magnetic
and optical trap will be discussed here.
3.2.1 Evaporative Cooling Theory
The confinement of an atomic sample to a potential naturally induces a spatial depen-
dency to the spread in the atomic velocities. This can easily be shown when considering
the somewhat simplified system shown in Figure 3.8 where the atomic motion correlated
to temperature is confined to the x, y plane.
An atom placed in a potential (U) will feel a force (FU(x,y)) which for magnetic and
electro-magnetic fields is proportional to the field gradient (∇). Equations 3.9 and 3.10
give the applied force for a neutral atom in a magnetic or optical potential, where µB is
the Bohr magneton, g f is the Landé g-factor, m f is the magnetic spin state, c is the speed
of light, ω0 is the frequency of the nearest atomic resonance, and I is the optical intensity.
For a typical harmonic potential this gradient increases with the radius (r), whereas a
quadrupole potential has a constant field gradient. In order to obtain a stable orbit in the
potential the centripetal force (Fc = mv2/r = 3kBTe f f /r) and FU(x,y) must be equal. This
gives a general mapping of v to r and as a consequence r to Te f f , where the stable orbital
radius increases with Te f f .
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Figure 3.8: An illustration of a single atom
trapped in a harmonic potential (U). For simplic-
ity the velocity (v) of the atom corresponding to
its temperature is constrained to the x, y plane.
A downward force from gravity (Fg) is counter-
acted by the vertical gradient of U (FUz). For sta-
ble orbit in the potential well the centripetal force
(Fg) must be equal to the inward force from the
horizontal gradient of U (FU(x,y)), where r is the
radius of orbit.
z
x y U
v -FcFg
FUzFU(x, y)r
FB = µBg f m f∇B (3.9)
FD =
3pic2
2h¯ω0
Γ
∆ω
∇I (3.10)
The expulsion of atoms from the trap is accomplished through two common methods:
adiabatic reduction of the trapping field; and/or selective radiative pumping of the atoms
in the outer orbits to untrapped states.
After the ejection of hot atoms from the trap the remaining atoms must rethermalize
through elastic collisions, thereby reducing vRMS and Te f f according to Equation 3.2. The
number of atomic collisions necessary for thermalization can be found by considering
the atoms as scattering hard spheres with a scattering angle defined by θ = sin−1(b/2r),
where b is the impact parameter and r is the sphere radius [84]. The scattering system
is illustrated in Figure 3.9. Assuming a uniform density of scattering spheres bavg = r
corresponding to a θ = 30◦.
Figure 3.9: A) Illustration of the hard sphere
scattering of two identical spheres of radius r.
The reference frame is chosen such that the ini-
tial velocity of sphere 2 is zero. The initial rela-
tive velocity is then v1,i. The impact parameter is
denoted by b. Upon the elastic collision, kinetic
energy is transferred to sphere 2 which scatters
at an angle θ. B) The scattering angle as a func-
tion of impact parameter. The average scattering
angle, 30◦, occurs at b = r. 1.00.90.80.70.60.50.40.30.20.10.0
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From standard conservation of energy arguments it can be shown that the average
collision, θ = 30◦, leads to a total kinetic energy splitting between the two spheres of 77−
23 %. After∼2.65 collisions the system would be oscillating around an equilibrium state.
87Rubidium Cooling 25
This simple argument agrees well with the 2.7 collisions found through more stringent
theoretical models [85].
In order to facilitate efficient cooling in reasonable experimental timescales the in-trap
scattering rates should be on the order of γscat = 3 collisions/s. The average scattering
rate (γscat) of the trap can be found from the ratio of the mean-free-path of atoms in the
trap (l) to vRMS of the Boltzmann distribution. The mean free path is defined as shown
in Equation 3.11, where V is the trap volume, N is the number of atoms, and a is the
atom-atom elastic scattering cross-section [86].
l =
V
N8pia2
(3.11)
From the cloud temperature and Equation 3.2 the mean orbital radius (rmean) can be
found by setting Fc = FB,D leaving Equation 3.12.
rmean =
3kBTe f f
F(B,D)
(3.12)
Using Equation 3.12 an estimate of the trap volume can be made, given V = 43pir
3.
Finally, Equation 3.13 gives an estimation for the elastic scattering rate in the harmonic
trap. It can be seen from Equation 3.12 that in order to facilitate time efficient evaporation
the initial temperature of the loaded cloud should be made as low as possible while
trapping the highest number of atoms.
γscat =
(3kBTe f f )5/2m1/2
6NaF(B,D)
(3.13)
As Te f f decreases and the atoms move to lower orbits the orbital frequencies ( forbit)
increase according to Equation 3.14. Although this feature is an asset for rethermalization
it leads to a condition in magnetically confined clouds in which the trapped states are
not able to adiabatically follow the potential field. This leads to severe atom loss and
apparent heating of the atomic sample once the adiabaticity condition in Equation 3.15 is
no longer met, where fLarmor is the Larmor frequency, and B is the field amplitude.
forbit =
F(B,D)
(3mkBTe f f )1/2
(3.14)
fLarmor =
µBB
h
 forbit. (3.15)
The loss of atoms due to the non-adiabatic following can be mitigated through the
uses of an optical plug [76] or time-orbiting-potential traps [87] which limit the atom’s
interaction with the lower orbits. Conversely, by overlaying an optical trap with the
magnetic field minimum the atoms that would have otherwise been lost from the mag-
netic trap are instead confined to the optical potential. This hybrid magnetic and optical
dipole trap is utilized in the apparatus discussed here.
3.2.2 Evaporative Cooling System
The evaporative cooling system is responsible for the production and manipulation of the
overlapping magnetic and optical dipole harmonic potentials as well as the production of
tunable microwave radiation for the selective pumping of magnetically confined atoms.
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Figure 3.10 illustrates the location and orientation of the coils responsible for generating
the magnetic p tential and the optics necessary for the optical trap.
A pair of vertically oriented coils in an anti-Helmholtz configuration separated by
4.5 cm produce the confining magnetic potential. Each coil has a central radius of 2.54 cm
and is made up of 15 layers of 10 turns wrapped directly onto the vacuum chamber. The
expected magnetic field potential created by this coil arrangement under experimental
conditions is found from the standard Biot-Savart law shown in Equation 3.16, where I
is the electric current, r is the radius of the coil wrap, and c is the coil offset. Through the
definite integral
∫ 2pi
0 dB(x, y, z)dθ the magnetic field for each axis (B(x,y,z)) can be found
13.
Figure 3.11 shows the expected magnetic field produced from the above coil configura-
tion supposing 12 A of driving current giving central vertical and horizontal magnetic
field gradients of ∼120 and 60 G/cm, respectively.
dB(x,y,z)(θ) =
µB Ir
4pi(r2 + y2 + (z− c)2 − 2yr sin(θ))3/2 ((z− c) cos(θ), (z− c) sin(θ), r− y sin(θ))
(3.16)
Every layer of the 1.8 mm diameter magnet wire is held in place using a high thermal
conductivity epoxy14 to promote the dissipation of heat and minimize the likelihood of
local hot spots. The Joule heating15 of each coil caused by the resistivity of the wire, R =
6.57Ω/km, and a 12 A driving current will produce ∼35 W of heat which is dissipated
passively through the use of cooling fins and a the direct wrapping of the coils to the
13This integration produces an extended analytic solution for each component and will not be shown
here. It should be noted that the integration of the x component does go to zero
14Arctic Silver slow cure silver epoxy part# SCSE-100G
15The total power dissipated into heat is given by P = I2R, where R is the total coil resistance
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Figure 3.11: Expected spatially dependent magnetic field from a pair of coils in anti-Helmholtz
configuration. The coils have a central radius of 2.54 cm and each consists of 15 layers of 10 turns
of 1.8 mm diameter magnet wire. The coils are separated by 4.5 cm. A driving current of 12 A is
applied. A) The magnetic field gradient as taken along the section A in the left figure. The z-axis
is co-linear with the coils central axis.
vacuum chamber, shown in Figure 3.10. The vertical orientation of the coils allows for
lower heat dissipation requirements than horizontal coils as the on axis gradients are two
times greater than the transverse gradients. This can be seen in Figure 3.11.
The microwave radiation used to drive transitions between the magneticly trapped
F = 1 m f = −1 and the untrapped F = 2 m f = −1 ground states is generated from a
simple high power (3 W) frequency doubled crystal oscillator. The circuit consists of a
3.25 → 3.45 GHz VCO16 which is pre-amplified17 and passed through a frequency dou-
bler18 producing low power microwaves with a tuning range of 6.5 → 6.9 GHz. Passing
the doubled source through a high power amplifier19 produces a maximum of 3 W. The
microwave radiation is produced by driving a 1/4 wave antenna near the science cell
such that the radiation is guided to the atomic sample via a 2.5 cm diameter viewport.
The optical dipole potential is formed by two high power 1064 nm broadband fiber
lasers20 21 intersecting at 22.5◦. On the output of the fiber laser head the two beams
are collimated such that they have 1 cm FWHM waists at the focal optics. Each beam is
passed through an independent 1 m focal length lens and steered into the science cell.
The beams are oriented such that they intersect at the beams’ mutual focal point which
is aligned with the center of the magnetic trap in the x, y plane. Maximum loading of the
dipole trap was found to occur when the dipole beams were offset ∼1 beam waist below
the magnetic trap minimum.
The expected dipole intensities in the region of interest can be found by using the
focused waist (w0), Equation 3.17, and Rayleigh length (z0), Equation 3.18, to produce a
Gaussian spatial line shape. Here, λ is the wavelength of light, f is the lens focal length,
and D is the illuminated diameter of the lens. Figure 3.12 shows the estimated spatial in-
16Mini Circuits voltage controlled oscillator part# ZX95-3450+
17Mini Circuit low noise amplifier part# ZX60-362GLN+
18Mini Circuits X2 frequency multiplier part# ZX90-2-36-S+
19Mini Circuits
20SPI redPOWER cw fiber lasers 25 W part# SP-25C
21SPI redPOWER cw fiber lasers 50 W part# SP-50C
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Figure 3.12: The expected spatially dependent light intensity field from the intersection of two
broadband 1064 nm fiber lasers at 22.5◦. The beams have powers of 25 and 12.5 W and initial
waists of 1 cm. Each beam passes through a 1 m focal length lens such that they overlap at the
focal point. A) The intensity gradient as taken along the section A in the left figure.
tensity produced using the above conditions and laser powers of 25 and 12.5 W as during
the initial trapping in the apparatus.
w0 =
1.22 fλ
D
(3.17)
z0 =
piw20
4λ
(3.18)
3.2.3 Evaporative Cooling Procedure and Performance
After the completion of the PGC phase of laser cooling, discussed in Section 3.1, the
20 µK cloud must be loaded into the hybrid harmonic trap. Figure 3.13 is a graphical
representation of the evaporative cooling procedure showing the magnetic field gradient,
microwave radiation source detuning from the ground state hyperfine levels shown in
Figure 3.1, power of the individual dipole beams, and Te f f .
The loading of the hybrid trap is accomplished by the sudden increase of the magnetic
field gradient ∇Bz = 0 → 120 G/cm. Simultaneously, the two optical dipole beams are
switched on with powers of 25 and 12.5 W. The hybrid trap confines ∼4 × 108 atoms.
However, the sudden confinement heats the atom cloud as shown in Figure 3.14. Due
to the relatively small trap volume of the dipole beams the dominate source of heating
during the initial loading is from the magnetic trap.
In order to achieve efficient evaporation on the time scales of seconds the initial N,
∇B, and Te f f of the loaded cloud must have values such that 1/γscat ≥ 3. The derivation
of this inequality is discussed in Section 3.2.1. Figure 3.15 shows the elastic scattering rate
from Equation 3.13 of N = 1× 108 atoms confined in magnetic traps of various ∇Bz as
a function of loaded Te f f . Through the comparison of the trap heating, ∇Bz, and 1/γscat
an optimized loading condition can be found. For the current apparatus an initial∇Bz of
122 G/cm was used.
Once the hybrid trap has been loaded a microwave radiation source, initially 100 MHz
detuned from the F = 1 → F = 2 ground state hyperfine transition, is turned on. The
87Rubidium Cooling 29
120100806040200
-100-80-60
-40-20
121086252015105 12.812.011.210.49.68.88.07.26.4 Time (s)
∇
B z (G/c
m)
Δ
ω
 (MHz)
Power 
(W)
Power 
(W)
4µK 50nK135µK
Coils
Microwave
Dipole 1
Dipole 2
Figure 3.13: Illustration of the mag-
netic field gradient, microwave de-
tuning, and power of the two dipole
beams as a function of time after the
start of the run. At the confinement
of the laser cooled cloud to the har-
monic potential the temperature of
the cloud is 135 µK. Evaporation in
the magnetic trap occurs over 4.5 s re-
sulting in a temperature of 4 µK. The
final 1.5 s consists of evaporation in
the cross dipole trap culminating in
a final effective temperature of 50 nK.
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Figure 3.14: Temperature of the atomic en-
semble after the initial confinement to the
hybrid trap for various vertical magnetic
field gradients.
microwaves are ramped towards the zero field resonance over 4.5 s ending at a detuning
of 7.7 MHz. All values are then kept constant for 0.5 s to allow for adequate thermal-
ization. Over the next 200 ms ∇Bz is lowered such that the atoms are supported solely
by the dipole trap. The now N = 4 × 107 atom cloud has a Te f f = 4 µK once loaded
into the dipole trap. During the initial lowering of the dipole intensities magnetic evap-
oration is still occurring as ∇Bz is ramped to zero over 1 s. The overlap of magnetic and
optical evaporation is critical in achieving high optical trap loading and efficient evapora-
tion during the initial dipole intensity reduction. This dipole loading procedure exhibits
100 % efficient magnetic to optical trap atom transfer. Lastly, the two optical fields are
ramped to final powers of ∼5 W in the last 1.5 s of evaporation. The final source has a
Te f f = 50 nK and a PSD, as defined in Equation 3.1, greater than 1000.
30 87Rubidium Cooling
Figure 3.15: Theoretically expected inter-
atomic elastic collision rate for 1 × 108
87Rb atoms as a function of temperature.
The gradient of the confining magnetic
field is varied from 10 → 250 G/cm.
Rethermalization of the atomic sample re-
quires ∼3 collisions requiring a collision
rate of 3 collisions/s for thermalization on
the time scale of one second.
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3.3 Thermal state selection
The thermal state of the atomic ensemble may be varied through various Te f f from a pure
thermal source whose velocity distribution is well defined by Maxwell-Boltzmann statis-
tics to a pure BEC source exhibiting a velocity distribution dependent on the ground state
of the trapping potential. Selecting the final temperature state of the atomic ensemble is
accomplished by simply adjusting the depth of the optical dipole harmonic potential at
the moment of cloud release. Figure 3.16 shows the integrated ensemble’s cross-section
after 750 ms of free expansion for various trap depths. All cloud profiles were taken using
frequency modulation imaging as described in Section 5.3.Dipole Trap Depth
5
4
3
2
1
0 101 101 101 101 101
Thermal346nK BEC 148nK ThermalN/A BEC 50nKThermal903nK BEC N/AThermal2260nK BEC N/AThermal3730nK BEC N/A
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Figure 3.16: Integrated atomic profile at 750 ms of free expansion showing effective temperature
(Te f f ) and thermal state of the evaporated atomic ensemble for decreasing final dipole depths
(intensity). As Te f f decreases a strong bi-modal profile is observed indicating the onset of Bose-
Einstein condensation. The final image shows a nearly pure BEC profile. (—) Experimental mea-
sured profiles. (- -) Fit to the profile thermal fraction. (- -) Fit to the profile BEC fraction.
For large final trap depths, corresponding to less evaporation, the atomic ensemble
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(arb.) Figure 3.17: Demonstration of the selec-tion of a 86 nK effective temperature (Te f f )
thermal profile from a cloud originally of
Te f f = 1983 nK. The selection was accom-
plished by six sequential Bragg pulses of
width 80 µs.
exhibits a purely thermal distribution of Te f f up to 4 µK. As the trap depth is lowered
and further evaporation occurs the temperature of the cloud continues to decrease. At
Te f f u 400 nK and a strong bi-modal lineshape is observed. This behavior is indicative of
the onset of Bose-Einstein condensation as a large fraction of the ensemble starts to exhibit
dynamics that are no longer well characterized by Boltzmann statistics. If evaporation is
continued the thermal fraction of the cloud diminishes until the profile is dominated by
the condensate expansion dynamics.
In order to produce a direct comparison between a thermal source and a BEC source
in a high sensitivity atom interferometer all characteristics other than those brought on
by the BEC phase transition should be kept as similar as possible. To accomplish this,
the thermal clouds are temperature selected using a vertical Bragg pulse. By selecting
the Bragg pulse duration, the temperature width of the diffracted cloud is modified, as
discussed in Section 4.1.
The temperature selection of a thermal cloud of initial Te f f = 1983 nK is shown in
Figure 3.17. The original cloud has had six sequential Bragg pulses applied reducing the
vertical temperature to 86 nK. Although the longitudinal temperature of the cloud has
been reduced, such that it is similar to the BEC sources, the ensemble still behaves like a
thermal cloud as density is not high enough for condensation to occur.
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Chapter 4
Two-Photon Transitions
A number of desirable atomic and molecular transitions are unreachable to single pho-
tons produced using standard optical lasers. This is in part due to selection rule limi-
tations as well as the limited availability of laser technology across the full optical spec-
trum. Multiphoton processes in which an atom or molecule "simultaneously" absorbs/emits
two or more photons allow a number of these transitions to be reached. The ability to
reach these alternative transitions has made two-photon transitions an indisposable tool
for atomic and molecular physics. For the purposes of this thesis only processes which
involve two photons will be discussed.
Two-photon processes are generally classed into the two schemes shown in Figure 4.1.
These correspond to direct two-photon absorption (Ξ) and single photon absorption ac-
companied with a single spontaneous or stimulated emission event (Λ). The strength of
these transitions relies on the transfer of atoms from a initial ground state (|g〉) "through"
a virtual excited state (|ev〉) and into the desired real final state (|e〉) thus bypassing the
disallowed single photon transition. Typical Ξ-type systems are used for two-photon ab-
sorption [88], multi-photon ionization[89], and spectroscopy of energetically restrictive
single photon transitions [90].
The two-photon process of relevance to this apparatus is of Λ orientation which en-
compasses the very familiar process of Raman scattering [91]. In a standard Raman scat-
tering event an atomic sample is illuminated by a monochromatic light source detuned
from all electronic resonances. The atoms are able to simultaneously absorb an incident
photon and emit a photon of a different frequency. Through this process the atom is co-
herently transferred to a energy level which is equal to the energy difference between
Δ
δ
|g
|e
|en|ev
ω1
ω2
|g
|ev
|e
δ
ω1
ω2
Ξ Λ
Figure 4.1: Two-photon transition schemes. Left)
Two-photon absorption (Ξ) in which an initial
photon off resonance from any atomic transition
is absorbed to a virtual state followed by a sec-
ond absorption event to an allowed real energy
state. In this scheme the total photon energy,
h¯(ω1 + ω2), must be equal to the energy split-
ting between real states, |e〉 − |g〉. Right) Sin-
gle photon absorption accompanied by single
spontaneous or stimulated emission event (Λ).
In this scheme the difference in photon energy,
h¯|(ω1 − ω2)|, must be equal to the energy split-
ting between real states, |e〉 − |g〉. The single
and two photon detunings are given by ∆ and
δ, respectively.
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Figure 4.2: 87Rb D2 structure. Atoms originally occupy |F = 1, m f = −1〉. In a small background
magnetic field the energy splitting ||m f = x〉 − |m f = x± 1〉| is given by the linear Zeeman shift.
Co-propagating Raman beams drive transitions between |m f = −1, 0, 1〉. Counter-propagating
Bragg beams drive transitions between momentum states where the energy separation is equiv-
alent to the two photon recoil energy. The polarization of all beams must be set such that the
selection rules for the initial and final energy states are satisfied.
the two photons. This absorption and decay event produces the classic Λ level scheme
illustrated in Figure 4.1. The manipulation of the atomic ensemble used here employs
two very similar transition schemes with the exception being that the decay process is
stimulated to a desired state.
Most current high precision atom interferometers use a single scheme which modi-
fies the internal and external energy states simultaneously. The coupling between inter-
nal and external energy during the transitions limit the versatility of such devices. The
apparatus used here utilizes two distinct Λ transitions in order to independently manip-
ulate the atomic ensembles internal and momentum states. An illustration of these on
the relevant 87Rb D2 line is shown in Figure 4.2. A typical stimulated Raman transition
is used to modify the populations of atoms occupying the magnetic substates (|m f 〉) in
the |F = 1〉 manifold, while a separate system is used to drive stimulated Λ transitions
between external momentum states (|p〉). The transitions resonant with external momen-
tum states are referred to as Bragg transitions due to there analogous behavior to optical
Bragg diffraction as is discussed in Section 4.1.2.
4.1 Theory
The dynamics of stimulated Λ transitions can be seen when considering the temporal
evolution of a two-level atom in an oscillating electric field. This formulation has been
treated through various means in many previous works [81, 92, 93] and will be only
discussed briefly here. Under the dipole approximation1 the Hamiltonian describing
an atom in an oscillating electric field is given by Equation 4.1, where Hˆ0 is the time
1The wavelength of light is much larger than the atomic diameter, λ a0 [81]
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independent Hamiltonian, dˆ is the dipole moment of the transition, and E(t) is the time
dependent electric field amplitude. Generally, E(t) = E cos(ωt + φ) for electromagnetic
radiation at frequency ω and phase φ.
Hˆ = h¯ω− dˆ · E(t) (4.1)
For the theoretical system at hand in which there exists only two stationary states
the time dependent wavefunction (Ψ〉(t)) takes the familiar form presented in Equation
4.2, where |g〉 and |e〉 corresponding to the ground and excited states, Eg and Ee are the
energies of the ground and excited states, and cg and ce are the normalization factors such
that |cg|2 + |ce|2 = 1.
|Ψ〉(t) = cg|g〉e−iEgt/h¯ + ce|e〉e−iEet/h¯ (4.2)
By substituting Equation 4.2 into Equation 4.1 and taking the inner products with |g〉
and |e〉 the expressions shown in Equations 4.3 and 4.4 are found, where Ω = dˆ · E/h¯ is
what is known as the Rabi frequency, and ω0 = (Ee − Eg)/h¯.
c˙g = iceΩ cos(ωt + φ)e−iω0t (4.3)
c˙e = icgΩ cos(ωt + φ)eiω0t (4.4)
These expressions can be simplified further by expanding cos(ωt + φ) = (eiωt+φ +
e−iωtφ)/2 and taking the rotating wave approximation2. This arrives at Equations 4.5
and 4.6, where δ = ω−ω0.
c˙g = ice
Ω
2
eiδt+φ (4.5)
c˙e = ice
Ω
2
e−iδt+φ (4.6)
From here an expression for ce can be found by solving the paired Equations 4.5 and
4.6 giving the time dependent probability of the system being in state |e〉 in Equation 4.8.
ce = −ie−iφ Ω
(Ω2 + δ2)1/2
sin
(
(Ω2 + δ2)1/2t
2
)
(4.7)
|ce|2 = Ω
2
Ω2 + δ2
sin2
(
(Ω2 + δ2)1/2t
2
)
(4.8)
The dynamic behavior of the population expressed in Equation 4.8 is illustrated in
Figure 4.3 for on resonant coupling between states. The probability of finding the parti-
cle in |e〉 is seen to oscillate between 0 and 1 at a frequency equal to Ω. This oscillatory
behavior is referred to as Rabi flopping and provides a tool for theoretical 100 % trans-
fer into the excited state of a two-level system. It should be noted that at the temporal
conditions Ω = pi/2 and Ω = pi the system exhibits 50 and 100 % population transfer,
respectively. These conditions define what is described in atom interferometer as pi/2
and pi pulses, analog to optical 50/50 beam splitters and mirrors.
This solution can be extended to a Λ excitation scheme such as that shown in Figure
4.1 with Rabi frequencies Ω1 = dˆ · E1 and Ω2 = dˆ · E2. The new driving electric field
2All "fast" rotating terms can be neglected, e±i(ω+ω0)t → 0
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Figure 4.3: Temporal dynamics of the
excited state population in a two-
level atomic system. At conditions
Ωt = pi/2 and pi the probabilities of
finding a particle in the excited state
are 50 and 100 %, respectively. These
conditions correspond to atom inter-
ferometer pi/2 and pi pulses.
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is given by E(t) = E1 cos(ω1t + φ1) + E2 cos(ω2t + φ2). Under conditions such that the
effective detuning (δ) is small compared to the detuning of the virtual state (|ev〉) from
the nearest allowed transition (|en〉) the Λ scheme functions as a two-level system with
an effective Rabi frequency given by Equation 4.9 [81].
Ωe f f =
Ω1Ω2
2∆
(4.9)
In practice the time scale to interact with the atoms is restricted due to the non-zero
momentum width of the atomic sample. To ensure adequate coupling of the entire en-
semble the energy linewidth of the interacting light must be greater than the energy
width of the sample. This is simply expressed in Equation 4.10, where Γ is the frequency
width of the light pulses, ∆p is the momentum width of the sample, and m is the atomic
mass.
h¯Γ =
(∆p)2
2m
(4.10)
It is possible to then pick a pulse duration which satisfies the energy-time uncertainty
relation (h¯/2 ≥ ∆E∆t, where ∆E is the energy linewidth and ∆t is the pulse duration)
as well as Equation 4.10 for a given atomic sample. Furthermore, for large momentum
width clouds it is possible to selectively couple a narrow momentum class from the cloud
by simply adjusting the temporal width of the pulse. This is generally referred to as
velocity selection.
4.1.1 Raman Transitions
The stimulated Λ transitions discussed in Section 4.1 are generally referred to as stim-
ulated Raman transitions. For the apparatus used here Raman transitions will be used
to manipulate the atomic populations between magnetic substates in the same |F〉 man-
ifold. The illustration of the desired transition is shown in Figure 4.2. Initially all atoms
occupy a magnetic stretch state in the given ground state manifold (|F = 1, m f = −1〉).
By applying a known background magnetic bias field (B) the degeneracy of the magnetic
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states is broken such that the resonant condition to induce Raman transitions between
neighboring magnetic states is given by Equation 4.113, where µB is the Bohr magneton,
and gF is the Landé g-factor.
|ω2 −ω1| = 1h¯µBgFB (4.11)
Under special Raman beam orientations in which the absorbed and stimulated pho-
tons are along different vectors Equation 4.11 must be modified to include an added term
associated with this recoil energy Erecoil = 8h¯
2 sin(θ/2)/(mc2/ω¯2). Here, θ is the physical
angle between the coupling fields and ω¯ is the average frequency of the driving fields.
In the experimental setup θ ≈ 0 such that the Raman beams only couple between in-
ternal states. The experimental uncertainty in θ is discussed in Section 4.2.2. Resonant
transitions to kinetic energy states is discussed in Section 4.1.2.
In order to make neighboring transitions the selection rules for transitions between
|g〉 and |e〉must be met. For this configuration the polarization of the interacting fields is
required to be of σ+ and pi for the ω1 and ω2 coupling fields, respectively. Lastly, while in
the limit that the magnetic state splittings are well defined by the linear Zeeman approx-
imation the coupling fields are simultaneously resonant with all m f → m f+1 states. The
details of this Raman system are described in previous texts and are not discussed here
[94, 95]. However, for a system which occupies a F = 1 manifold complete population
transfer to the m f = 0 state is unobtainable. This is a result of the two degenerate cou-
pling fields to the |m f = 0〉 state. The maximum population transfer for each |m f 〉 state
is 1, 0.5, and 1 for the |m f = 1, 0,−1〉 states in the linear Zeeman limit, respectively.
4.1.2 Bragg Transitions
The Bragg transition is a special case of the stimulated Λ transition in which the two-
photon transition energy does not correspond to an internal energy state but instead an
atomic momentum state. The Bragg condition for matter waves can be found directly
from Equation 4.12 which governs optical Bragg diffraction, where d is the lattice spacing
in a crystal structure, φ is the incident angle of the light, and λL is the wavelength of the
incident light.
2d sin(φ) = λL (4.12)
Using the substitutions d→ λβ2 sin( θ2 ) and λL → 2pih¯/p the effective roles of the light
and atoms have been reversed. Assuming the atoms are incident perpendicular to the
lattice, φ = pi, Equation 4.13 is produced, where λβ is the average wavelength of the two
Bragg beams, θ is the angle between the beams, and 2pih¯/p is the deBroglie wavelength
of the atomic source.
λβ sin(θ/2) =
2pih¯
p
(4.13)
From the matter-wave Bragg equation the resonant conditions for Bragg transitions
is found, Equation 4.14.
|ω2 −ω1| = 8h¯pi
2
mλ2β
sin(
θ
2
) (4.14)
3This holds true only in the limit of small magnetic field such that the magnetic state splitting is defined
well by the linear Zeeman model
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This result may also be obtained by simply setting the energy difference between the
two coupling fields equal to the kinetic energy from the photon absorption and emission
event, h¯|ω2 −ω1| = sin(θ/2)p2/(2m), where p = 2h¯k and k = 2pi/λ.
4.2 Laser System
Both Raman and Bragg transitions rely on the transfer of atoms "through" an atomic
virtual electronic state in a stimulated Λ transition. The timescales and light intensities
needed for these transitions are dictated by Ωe f f and indirectly through the momentum
width of the interacting atomic sample. Typical timescales for experimentally relevant
samples are on the order of 10s of µs. For the 50 nK BEC source used in the apparatus
a 50 µs pulse is used. In order to efficiently drive these two-photon processes over such
a timescale, while using a large diameter beam (∼2 cm FWHM), it is necessary to use
a laser system capable of providing hundreds of mW of power near the desired atomic
transition (780 nm).
The high laser power involved in these transitions has the potential for degrading the
atom number of the atomic ensemble through off-resonant absorption on allowed elec-
tronic transitions. The off-resonant absorption of light from the Raman and Bragg beams
is best described through the scattered power per atom, given by σI, where σ is the off-
resonant absorption cross-section as shown in Equation 5.2, and I is the laser intensity.
Detuning the Raman and Bragg lasers far from any allowed transition mitigates the un-
wanted absorption as the power required for the multiphoton transition scales with δ
and the unfavorable scattering rate scales as 1/δ2. A locking or frequency monitoring
system must then be incorporated to ensure stable and adequate frequency detuning of
the Raman and Bragg beams.
As with all atomic transitions Bragg and Raman transitions are resonant processes
and as such require systems in place for accurate laser frequency manipulation. Further
control of the Bragg system is required due to restrictions on the acceptable variance in
wavenumber, k, for a desired phase sensitivity of the interferometer. The relation between
phase uncertainty and wavenumber uncertainty is found from the standard interferome-
ter phase equation ∆k = ∆φ/(gT2). To reach the atom shot-noise limit for 2× 106 atoms
propagating through a T = 130 ms interferometer the laser system must be stabilized to
∼150 kHz.
The design, layout and limitations of the various aspects of the multiphoton transi-
tion laser system; fiber amplifier, Raman, and Bragg systems are fully discussed in their
corresponding Sections 4.2.1, 4.2.2, and 4.2.3.
4.2.1 Fiber Amplifier System
Light for the Bragg and Raman systems is produced from a common high power fiber
setup [96] capable of providing 30 W near 1560 nm . The setup consists of an IPG Photon-
ics fiber amplifier4 accompanied by a lab built external cavity diode laser (ECDL) based
on a fiber pigtailed gain chip [97]. The ECDL provides a narrow linewidth (∼14.6 kHz)
highly agile seed with a 3 dB tuning width of 130 nm centered at 1560 nm.
Amplified fiber systems have the potential to introduce phase/frequency noise to
narrow linewidth seeds [98]. Depending on the material characteristics of the dopped
fiber the spectral broadening can range from <Hz to kHz [99, 100, 101]. Although this
4IPG Photonics part# EAR-30K-1560-LP-SF
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Figure 4.4: Measured frequency
noise power spectrum of the 1560 nm
external cavity diode laser seeded
30 W fiber amplifier system. The
laser linewidth is found from the
square root of the integrated power
spectrum from 0.01 → 100 kHz.
(—) Frequency noise as measured
directly from the external cavity
diode laser prior to amplification.
(—) Frequency noise as measured
on the amplified light with a power
output of ∼20 W.
effect is expected to be small compared to the seed linewidth. A measurement of the laser
linewidth was performed with and without fiber amplification, Figure 4.4. The linewidth
was measured using an ‘unbalanced’ Mach-Zehnder interferometer technique, similar to
that described in Reference [97], with a 300 m mismatch in interferometer arm length. The
linewidths were found be 14.6 and 14 kHz for the seed and amplified system performing
at ∼20 W, respectively. These linewidths agree to within the measurement uncertainty,
∼1 kHz, indicating negligible spectral broadening for the use here.
The IPG fiber amplifier produces a significant amount of heat and due to this is ac-
tively fan cooled. The fans produce large amounts of acoustic noise which is detrimental
to the apparatus, Section 6.4. As a consequence the amplifier must be located outside of
the acoustically isolated experimental room. A byproduct of this cooling system is the
inability for the amplifier to regulate the fiber temperature to high precision. This then
leads to temporal variations in the fiber gain, and therefore output power. The free run-
ning variation in fiber output power is ∼10 % when running at 20 W output which needs
to be reduced to produce accurate Bragg beam splitter pulses. A power locking scheme
is incorporated in the Bragg system for this purpose, Section 4.2.3.
4.2.2 Raman System
The Raman laser system is responsible for the production of high power laser light at
780 nm as well as the frequency manipulation of this light and creation of the desired
Raman field in which the atomic sample will interact. An illustration of the full optical
setup is shown in Figure 4.5. The optics for the Raman system are located on two separate
fiber coupled tables, doubling and apparatus table, due to the limited length of the fiber
output on the high power 1560 nm source and the need for this source to be located in an
adjacent room for noise considerations.
The high power fiber laser discussed in Section 4.2.1 is the direct input for the Raman
laser system. The linearly polarized (piV)5 high power 1560 nm light is steered, polar-
5When used in reference to polarization the symbols σ± and piV,H denote right and left handed circular,
and vertical and horizontal linear polarizations, respectively.
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Figure 4.5: Illustration of the optics systems responsible for producing the Raman field. The
fiber amplifier system is not shown. (—) Corresponds to 1560 nm light. (—) Corresponds to
780 nm light. (—) Denotes an applied magnetic field. The gravity vector points into the page.
Optical element abbreviations are as follows: half-wave plate (λ/2); quarter wave plate (λ/4);
dichroic mirror (Dichroic); polarizing beam splitter (PBS); acoustic-optic modulator (AOM); and
non-polarizing beam splitter (NPBS).
ization matched via a half-wave plate (λ/2), and focused through a periodically-poled
lithium niobate crystal6 (PPLN) encased in a temperature controlled oven78. By match-
ing the input wavelength and polarization to the PPLN length through proper alignment
and crystal temperature tuning second harmonic generation of the input light is achieved
producing frequency doubled light at 780 nm. By tuning the temperature of the crystal
the efficiency of the doubling process is altered such that only the power needed for the
Raman beams is produced. Typical Raman intensities used are ∼75 mW/cm2 per beam
at the atoms. On the output of the PPLN the light passes through a dichroic mirror9 pass-
ing the 780 nm light to the remaining Raman optics and reflecting the 1560 nm light to
the Bragg system. The absolute frequency reference and offset locking elements are inte-
grated into the Bragg system and are discussed in Section 4.2.3. Generally, the Bragg and
Raman beams are operated 24.8 GHz to the red of the F = 2 → F′ = 2, 3 D2 crossover.
The saturated absorption signal for laser locking is shown in Figure 4.8.
After recollimating the frequency doubled light it passes through an optical isolator
before being split via a λ/2 and a polarizing beam splitter (PBS) into two beams with or-
thogonal linear polarization. Each beam is then passed through an acoustic-optic modu-
6Covesion Magnesium doped periodically-poled lithium niobate crystal for second harmonic generation
part# MSHG1550-0.5-40
7Covesion periodically-poled lithium niobate crystal oven part# PV40
8Covesion temperature controller part# OC2
9Thorlabs shortpass dichroic mirror part# DMSP950
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lator (AOM)10 providing relative frequency control between beams and pulse amplitude
shaping. The relative frequencies, ω1,2, are adjusted in order to match the Raman reso-
nance conditions discussed is Section 4.1.1. The AOMs are driven with a two channel
direct digital synthesizer (DDS)11. Typical Raman pulses used here are Gaussian ampli-
tude envelopes of 50 µs FWHM.
The frequency shifted beams corresponding to the +1 order diffraction of the AOM’s
are then overlapped on a PBS and coupled into a fiber12 transferring the light to the appa-
ratus table. In order to reduce unwanted birefringent effects in the fiber such as polariza-
tion rotation or mixing the incident beams are aligned to the fast and slow polarization
axis of the fiber using a λ/2. Proper axis alignment will result in an extinction ratio of
∼23 dB while the fiber is mechanically or thermally stressed.
Upon outcoupling on the apparatus table the light is once again split into two paths
with a λ/2 and a PBS. This should be done in such a way to ensure no mixing between the
pre-fiber orthogonal polarization components13. Each beam path now consists of a single
frequency ω1 or ω2. A quarter wave plate (λ/4) is placed in the beam path corresponding
to ω2 phase shifting the light such that it is now of circular polarization (σ±). The linearly
polarized ω1 light is mixed with the circularly polarized ω2 light on a non-polarizing
beam splitter (NPBS). Finally the Raman field produced from the two co-propagating
beams is steered to the atoms.
To ensure proper overlap of the Raman beams they are mutually coupled into a fiber
a distance of 1 m from the NPBS providing < 1 µradian angular mismatch between the
beams. An angular mismatch of this order will lead to negligible imparted horizontal
velocity to the atomic sample of ∼10−8 m/s. The interferometer phase noise associated
with the cloud’s horizontal velocity is discussed in Section 7.4.
4.2.3 Bragg System
The Bragg laser system is responsible for the production of high power laser light at
780 nm as well as the frequency manipulation of this light and creation of the desired
Bragg lattice in which the atomic sample will interact. An illustration of the full optical
setup is shown in Figures 4.6 and 4.7. The optics for the Bragg system are located on three
separate fiber coupled tables: the doubling; main; and apparatus table. This is due to the
limited length of the fiber output on the high power 1560 nm source, the need for this
source to be located in an adjacent room for noise considerations, and space limitations
on the apparatus table.
The Bragg laser system is seeded on the doubling table with recycled high power
1560 nm light collected after the doubling crystal in the Raman setup, shown in Figure 4.5.
After being recollimated the recycled light is focused and steered into the Bragg PPLN
doubling crystal in an identical fashion to that described in Section 4.2.2. On the output
of the crystal the beam passes through a dichroic mirror which reflects the left over first
harmonic 1560 nm light to a beam dump and passes the second harmonic 780 nm light.
The light is then collimated and passed through an optical isolator. A λ/2 is used after
the isolator to align the polarization of light parallel to the vertical mirror surfaces. This
helps alleviate birefringent effects caused by dielectric mirrors14. The high power light is
10AA Opto-electronics modulator part#MT110-A1-IR
11Monash Technologies
12Schäfter + Kirchoff patch cable part# PMC-780-5.3-NA012-3-APC-500-P
13The extinction ratio of each individual beam should remain 23 dB at the PBS.
14Metallic mirrors, which have negligible birefringence, may be used in place of the dielectric mirrors,
however this comes with a loss in surface reflectivity.
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Figure 4.6: Illustration of the optics systems responsible for producing the Bragg lattice corre-
sponding to the doubling table only. The fiber amplifier system is not shown. (—) Corresponds to
1560 nm light. (—) Corresponds to 780 nm light. The gravity vector points into the page. Optical
element abbreviations are as follows: half-wave plate (λ/2); quarter wave plate (λ/4); dichroic
mirror (Dichroic); polarizing beam splitter (PBS); wollaston polarizer (WP); photodiode (PD); and
electro-optic modulator (EOM).
steered, polarization cleaned and oriented, and coupled through a fiber to the main optics
table as described previously in Section 4.2.2. A wollaston polarizer15 (WP) on the fiber
input ensures pure linearly polarized light is launched into the fiber further reducing
possible birefringent effects in the fiber.
On exiting the fiber on the main table, Figure 4.7, the polarization is cleaned with
a PBS and separated along two beam paths via a λ/2 and PBS. Both beam paths will
propagate through identical amplitude shaping and frequency control setups as follows:
light is passed through an AOM such that the first order diffraction mode is dominant;
all light then passes through a λ/4 and a lens; following the lens an iris blocks the zeroth
order diffraction before the light is retro-reflected along the same path; after the second
pass through the λ/4 the light has the opposite linear polarization and so passes the PBS;
with proper alignment the first order diffraction on the second AOM pass will be along
the same vector as the input beam. Placing the lens in the frequency control setups such
that both the AOM and retro-reflector are at the focal length will ensure proper overlap
and mode matching on the incoming and reflected beam. The light on the output of the
double pass AOM will have been frequency shifted by twice the AOM driving frequency
resulting in beams with frequencies ω0 + 2ω1 and ω0 + 2ω2. By adjusting the relative
frequencies ∆ω = (2ω1− 2ω2) the desired Bragg condition, as described in Section 4.1.2,
is met. The Bragg AOMs are individually driven with the same two channel direct digital
synthesizer DDS as the Raman system. An inline radio frequency (RF) switch toggles the
DDS control between the Raman and Bragg systems.
Before being coupled to the apparatus the two frequency shifted beams must be re-
15Thorlabs wollaston polarizer part# WP10-B
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Figure 4.7: Illustration of the optics systems responsible for producing the Bragg lattice corre-
sponding to the main and apparatus tables only. (—) Corresponds to 780 nm light. The gravity
vector points into the page on the main table and toward the bottom of the page for the apparatus
table. Optical element abbreviations are as follows: Magneto-optical trap (MOT); half-wave plate
(λ/2); quarter wave plate (λ/4); polarizing beam splitter (PBS); acoustic-optic modulator (AOM);
and liquid crystal variable waveplate (LCWP).
combined. Additionally, as a result of the orientation of the magnetic coils used in the
cooling, the beams must be combined with the vertical MOT beam. Details discussing
this are in Section 3. The output of one double pass AOM is directly combined with the
vertical MOT beam using a λ/2 and PBS. As a consequence of the MOT and combined
Bragg beam (MOT-Bragg) being of orthogonal polarization only one may be combined
with the other Bragg beam at a time. To accomplish this the MOT-Bragg beam passes
through a liquid crystal variable waveplate16 (LCWP) before being combined with the
second Bragg on a PBS. The LCWP can be temporally changed to induce 0 → λ/2 re-
tardance thus selectively choosing to transmit the Bragg or MOT beam through the PBS.
Once combined the beams are coupled into a fiber and passed to the apparatus. Again,
adequate polarization alignment (23 dB extinction ratio) of the light to the fiber is essen-
tial.
At the apparatus table the light is outcoupled through a vertically oriented large aper-
ture fiber collimator17 giving a beam waist of 2 cm FWHM. The MOT orientation requires
that the vertical MOT beam be of circular polarization in the atom-light interaction re-
gion. As a result the linearly polarized outcoupled light is passed through a λ/4 prior
to entering the science cell. After the λ/4 the MOT and two Bragg beams have σ+, and
σ+ and σ− polarizations, respectively. For the remainder of the discussion it is assumed
16ThorLabs half-wave liquid crystal variable retarder part# LCC1111-B
17Schäfter + Kirchoff fiber collimator part# 60FC-T-4-M100-37
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that the LCWP is at such an orientation to pass both Bragg beams and block the vertical
MOT line. The Bragg beams of frequency 2ω1 and 2ω2, and orthogonal circular polariza-
tion pass the science cell and through a final λ/4. At the output of the λ/4 σ+ and σ−
have been converted to piV and piH polarization. The linearly polarized light is passed
through a PBS where the piV beam is reflected to a ridged retro-reflection mirror and
the piH is passed to a vibration isolated retro-reflection mirror. Section 6.2 discusses the
mechanism for isolating the mirror in detail. Due to the ultra low resonant frequency of
the isolated mirror real time adjustment of the vertical MOT beam alignment is imprac-
tical if this where to be use this as a retro-reflector. The PBS prior to the retro-reflection
allows for the vertical MOT beam and the piV Bragg beam to be reflected from a ridged
reflector removing alignment difficulties. The Bragg conditions are modified such that
the piV Bragg beam interacts with the atoms prior to the retro-reflector such that isolation
of this beam is not required.
Upon retroreflection both beams repass the bottom λ/4 where they obtain orthogo-
nal circular polarization to that of the incoming beam18. This creates two sets of spatial
lattices equal in spatial frequency ke f f but of opposite phase propagation velocities ∆ω
and −∆ω. The Bragg transitions discussed in Section 4.1.2 display resonant conditions
which are dependent on the relative velocity between the atomic ensemble and the Bragg
lattice. For an atomic ensemble which is stationary in the lab frame the Bragg conditions
for both beams are degenerate. After release into the gravitational field the acquired lab
frame velocity of the atoms breaks this degeneracy ensuring only a single lattice is on
resonant at any given time. For the Bragg pulse width of 10s of µs, ∼1 ms of free fall is
needed such that the velocity width of the pulse is smaller than the cloud’s group ve-
locity. This can be found simply from the energy-time uncertainty relation discussed at
the end of Section 4.1. It is good practice to operate at time scales much larger than the
minimum required group velocity.
For accurate measurements of gravity it is essential that the Bragg lattice be oriented
parallel to the gravitational force vector (g) as the interferometer is only sensitive to the
projection of accelerations along the ke f f vector. To align the lattice to gravity the isolated
mirror shown in Figure 4.7 was replaced with a liquid mercury mirror which self orients
perpendicular to g. The alignment of the vertical outcoupler was then adjusted such that
the retroreflection was coupled back into the fiber. The total light propagation distance
for the round trip path is ∼6.5 m. On alignment of the outcoupler the permanent retrore-
flection mirrors were installed and adjusted such that the reflected light is once again
coupled into the vertical outcoupler. This results in an angular uncertainty of 1 µrad.
The use of a permanent mercury mirror on the isolated mount was attempted. How-
ever, adequate space on the vibration isolation system had not been allocated. With a
properly designed mirror mount system a mercury mirror retroreflector would be feasi-
ble.
Amplitude and Frequency Locking System
A small percentage of the total Bragg laser power is reflected out of the isolator at the
leading beam splitter as seen in Figure 4.6. This light is used for the Raman and Bragg
amplitude and frequency locking schemes. The light is split along two paths using a λ/2
and a PBS.
18The beam which was originally of σ+ polarization for the first pass through the science cell is now σ−
for the return pass.
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One path containing relatively low power, ∼1 mW, is incident on a reference photo
diode19 (PD) for monitoring laser power. The amplitude signal from the PD is read on
an oscilloscope20 and passed to a control computer via USB. A software proportional
integral derivative (PID) control modulates the fiber pump diode power to stabilize the
power at the reference diode. The PID decreases the IPG power fluctuations by more
than an order of magnitude to < 0.5 %.
The reflective output of the PBS is steered, polarization cleaned and oriented, and cou-
pled into a fiber. An inline fiber electro-optic modulator21 (EOM) driven at microwave
frequencies22 produces an output beam with usable frequency sidebands up to 18 GHz.
The modulated light is out coupled from the fiber and passed through a balanced sat-
urated absorption spectroscopy (SatAbs) setup. Reference [81] explains the theoretical
details of SatAbs in detail. The balanced SatAbs setup consists of an initial λ/2 and PBS
to separate a power reference and the light which is used in spectroscopy. A number of
mirrors redirect the reference light onto one of two inputs on a balanced PD23. Light from
the spectroscopy port is passed through a λ/4, through a Zeeman modulated Rb vapor
cell and retroreflected back along the same path. On interaction with the Rb vapor an
absorption signal similar to that shown in Figure 4.8 is produced with strong absorption
lines from the carrier and a second set of absorption lines which are shifted 18 GHz due
to the sideband. Upon entering the PBS this light is now of orthogonal linear polarization
and is reflected onto the second input of the balanced PD. The relative power between
the ports on the first PBS should be adjusted such that the subtracted signal on the output
of the PD is centered around zero. By using the balanced PD any amplitude variations
due to varying input power or parasitic amplitude modulation from the EOM will be
removed. The signal from the PD which contains the Rb SatAbs lines is passed into a
locking loop24 which has active current and grating control of the ECDL seed laser for
the fiber amplifier system. The sidebands produced by the EOM allow for offset-locking
of the fiber laser system up to 18 GHz to the red of the F = 2 → F′ = 2, 3 D2 crossover
and a linewidth of ∼14.6 kHz as shown in Figure 4.4.
During the interferometer sequence the atomic ensemble occupies the F = 1 ground
state. The effective Bragg and Raman detuning from the 52P3/2 manifold is then 24.8 GHz
as shown in Figure 4.2. Typical intensities of the Raman and Bragg pulses at the atoms
can reach I = 20Isat for a first order transition. The expected photon scattering rate due
to off-resonant transitions to the 52P3/2 manifold can be found by σI/h¯ω, where σ is
the off-resonant scattering cross-section. At usual Raman-Bragg detunings and intensi-
ties, scattering rates of 170 photons/s/atom are expected. Assuming that each scattering
event removes a single atom from the ensemble, due to the drastically increased tempera-
ture, a 50 µs light pulse would result in a 0.8 % reduction in atom number. For the 2× 106
atom clouds used in the apparatus this would correspond to a worst case total loss from
a single Raman and three Bragg pulses of ∼2.5 % or ∼5.2× 104 atoms.
The interferometer phase noise attributed to 14.6 kHz linewidth of the high power
fiber amp system is discussed in Section 7.3.
19Thorlabs Si switchable gain detector part# PDA36A
20Tektronix two channel digital oscilloscope part#TDS 1001B
21EOSpace phase modulator part # PM-0K5-10-PFA-PFA-785-UL
22Rohde & Schwarz microwave signal generator part# SMF100A
23MOGLabs balanced differential photodetector part# PDD001
24All locking electronics are done via a MOGLabs diode laser controller part# DLC502
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Figure 4.8: Saturated absorption
spectroscopy signal of the rubidium
(Rb) D2 transitions. The probing
light has been modulated to produce
sidebands at 18 GHz. Absorption
lines corresponding to the unshifted
carrier (four leftmost features) and
the −18 GHz sideband (four right-
most features) are visible. (—) The
highlighted broad absorption lines
corresponded to all allowed 87Rb
F = 1 and F = 2 ground state
transitions and crossovers. 85Rb
transitions are labeled as such. The
inset shows the 87Rb F = 2 ground
state transitions produced from
the sideband. Narrow hyperfine
transitions are clearly visible in
the inset due to the spectral hole
burning effect in saturated absorp-
tion spectroscopy. The strong 87Rb
F = 2 → 2, 3 crossover transition is
used for locking. A strong non-linear
response in the frequency sweep
of the ECDL over such a scanning
range prohibits a direct mapping of
the x-axis to frequency.
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4.3 Internal State Selection
The ability to place the atomic ensemble in a superposition of magnetic substates is a key
aspect of this apparatus. Upon the release from the optical dipole trap the 87Rb atomic
sample occupies the |F = 1, m f = −1〉 ground state. After a free propagation time of 5 ms
a bias magnetic field (B) is ramped on to break the magnetic substate degeneracy. The
atoms are then pumped into a variation of |m f = −1, 0, 1〉 via two co-propagating Raman
beams of frequency difference given by Equation 4.11. Free propagation of the ensemble
continues for 515 ms until an adiabatic Stern-Gerlach (SG) pulse is applied[102]. The
adiabaticity of the SG pulse is checked by propagating a sample in the original stretch
state |m f = −1〉 and ensuring negligible projections to |m f = 0, 1〉 induced by the SG
pulse. At 750 ms of total fee fall the now spatially separated m f states are imaged using
frequency modulation imaging (FMI). FMI is discussed in detail in Section 5.3.
By adjusting the intensity of the Raman pulse the atomic ensemble is placed into nor-
malized |m f 〉 populations ranging from |m f = −1, 0, 1〉 = | − 1〉 through the intermediate√
1/4| − 1〉+√1/2|0〉+√1/4|1〉 to the stretched |1〉. Figure 4.9 shows the progression
of Raman pumping across the |F = 1〉manifold. During all high sensitivity interferome-
ters the apparatus is run such that the ensemble occupies the intermediate spin mixture
corresponding to |m f = −1, 0, 1〉 =
√
1/4| − 1〉+√1/2|0〉+√1/4|1〉.
In addition to Raman pumping Figure 4.9 also demonstrates a significant lensing ef-
fect induced by the SG pulses. This is evident from the different profile widths corre-
sponding to |m f = −1, 0, 1〉. Generally referred to as magnetic lensing or delta-kick
cooling it is used by a number of groups to limit the transverse expansion rate of a prop-
agating atomic source[103, 104, 105]. For this apparatus the magnetic lensing effect is
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Figure 4.9: Frequency modulation images take of a 2× 106 atom 87Rb Bose-Einstein condensate
(BEC) after 750 ms of free fall. Two co-propagating Raman beams are applied at 5 ms free fall to
pump the BEC into various |m f 〉 states. The states are separated prior to imaging using an adia-
batic Stern-Gerlach (SG) pulse. A-E) The intensity of the Raman light is increased for a constant
pulse duration of 100 µs. Efficient pumping across the |m f = −1, 0, 1〉 magnetic substates of the
|F = 1〉 manifold is demonstrated. Total atom number is conserved during the Raman pumping
although the line profiles have been modified due to a lensing effect induced by the SG pulse.
neither advantageous nor a hindrance, but for simplicity the SG pulses are adjusted such
that the effect is negligible.
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Chapter 5
Imaging
Atom interferometers, analogous to their optical counterparts, rely on sufficient moni-
toring of a number of output ports. For a standard optical Mach-Zehnder interferometer
[106, 107] this involves temporally tracking the light intensity on two outputs. The in-
terferometer signal is then given by the normalized intensity on a single port as given
by I1/(I1 + I2), where I1,2 is the measured intensity in port 1 and 2, respectively. Assum-
ing that all other interferometer noise sources are negligible the interferometer sensitivity
will be limited solely by the ability to adequately measure I. In the case of atom based
interferometers the output ports consist of atoms instead of photons and the interferom-
eter signal is then given by N1/(N1 + N2), where N1,2 is the atom number in output port
1 and 2, respectively. A detailed discussion of atom interferometers is given in Section
1.1. In order to limit the interferometer noise associated with imaging, N1 and N2 must
be measured to the highest possible signal-to-noise ratio (SNR).
Typically the interaction of neutral atoms with light is described by the index of re-
fraction of the atomic ensemble as shown in Equation 5.1 [108], where nre f is the index of
refraction, λ is the on resonance wavelength, ntot is the atomic density, δ is the detuning
in half linewidths from λ, σ is the absorption cross-section defined in Equation 5.2[109], I
is the laser intensity, Isat is the atom saturation intensity, and σ0 = 3λ2/2pi is the weakly
pumped cross-section. The relation for nre f can be decomposed into imaginary and real
parts which correspond to absorption and scattering, or an optical phase shift of interact-
ing photons, respectively.
nre f = 1+
σλntot
4pi
[
i
1+ δ2
− δ
1+ δ2
]
(5.1)
σ =
σ0
1+ δ2/4+ I/Isat
(5.2)
By considering the interaction of light with an atomic ensemble of width z, and treat-
ing the imaginary and real parts separately the absorption coefficient, Equation 5.3, and
optical phase shift, Equation 5.4, can be found.
a = 1− exp
[
−σ
2
1
1+ δ2
∫
ntotdz
]
(5.3)
φ = −σ
2
δ
1+ δ2
∫
ntotdz (5.4)
These two distinct consequences of atom light interaction allow for a number of imag-
ing schemes which are individually suited for specific systems, typically related to con-
straints on the number of photons scattered or limits imposed by the density of the atomic
ensemble [110].
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The long baseline atom interferometer, discussed here, has the ability for the output to
be measured at four imaging areas encompassing a variety of propagation times ranging
from < 1 to 750 ms, discussed in Section 2. Over this free expansion period, the on
resonance optical density (OD), Equation 5.5, will vary by five orders of magnitude. Due
to the variation in ensemble density, separate imaging techniques are used for the high
density/short expansion and low density/long expansion regions. For the discussion of
imaging techniques high and low density clouds will be defined as OD& 1 and  1,
respectively.
OD = − ln(1− a) (5.5)
Short propagation times, 0 → 220 ms, which correspond to high density samples at
imaging are not conducive to high precision interferometric measurements in the cur-
rent apparatus. However, these imaging regions do provide useful information in order
to quantitatively characterize the cold atom clouds. Absorption imaging is the standard
benchmark for imaging BECs in this regime as it exhibits relatively high SNR when imag-
ing high density atomic samples and the simplicity of the optical setup [111].
At the long propagation times (530 → 750 ms) needed for high precision measure-
ments the diffuse atomic sample has reached ODs of  1. The standard approach to
the detection of these optically thin clouds is known as fluorescence imaging [112]. This
technique has long been considered ideal for these systems due to its ‘zero background’
nature. In practice, limited atom-light interaction times and inadequate rejection of clas-
sical noise, such as background light and low photon collection efficiency, limit the effec-
tiveness of this method.
As a consequence of the limitations in fluorescence imaging an alternative scheme,
frequency modulation imaging (FMI), was utilized. FMI was first suggested as a tech-
nique for measuring cold ions in 1983 [113] and more recently has been analyzed as
a ‘nondestructive’ probe of ultra-cold ensembles of atoms [114, 115, 116]. The method
used here is a totally destructive implementation of the FMI technique and yields SNR to
within a factor of two of the atom shot-noise limit for N = 2× 106.
5.1 Absorption Imaging
Absorption imaging (AI) relies on the removal of photons from an imaging beam which
is passed through an atomic sample and indecent on a detector. A typical AI optics setup
is shown in Figure 5.1. The standard scheme is as follows: light on or near resonant with
the atomic transition of the sample is coupled to the science cell; the light enters the cell
and interacts with the atomic sample; the atomic sample absorbs photons from the imag-
ing beam according to Equation 5.3 casting a ‘shadow’ in the beam; finally, the shadow
is passed through a one-to-one single lens imaging system and collected on a detector.
Typically charge-coupled-device (CCD) or complementary metal oxide semiconductor
(CMOS) cameras are used as photon detectors in order to gain spatial information about
the probed cloud.
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Figure 5.1: Illustration of a standard absorption imaging scheme. Light on or near resonant to a
desired atomic transition is coupled to the science cell where it interacts with an atomic sample.
A fraction of light is absorbed from then imaging leaving a shadow which is imaged on a charge-
coupled-device camera with a one-to-one single lens imaging system.
5.1.1 Theory
A simple theoretical model for the shot-noise limited SNR in AI, Equation 5.6, is found
when considering an atomic ensemble made up of true two level atoms being illuminated
by narrow linewidth plane wave radiation. Here, η is the detector efficiency, I is the
imaging laser intensity, h¯ is the reduced Planck’s constant, ω = 2pic/λ, t is the atom-light
interaction time, and a is defined in Equation 5.3.
SNRAI =
√
η I
2h¯ω
t× a (5.6)
The assumption of a two level atom is only valid for cycling atomic transitions in
which loss through off resonant driven transitions and radiative decay to various ground
states is negligible. Typical transitions implemented in AI such as the 87Rb F = 2→ F′ =
3 D2 transition, shown in Figure 3.1, experience significant atom loss from the desired
transition. Equations 5.3 and 5.6 can be modified to include a time dependent absorption
coefficient resulting in Equations 5.7 and 5.8, respectively.
a(t) = 1− exp
[
−σ
2
1
1+ δ2
∫
n(t)dz
]
(5.7)
SNRAI =
√
η I
2h¯ωt
×
∫
a(t)dt (5.8)
The effective atom number, n(t), interacting with the imaging light as a result of a
non-cycling atom loss rate, rloss percent loss per lifetime, can be describe by Equation 5.9,
where γ is the linewidth of the main imaging transition.
n(t) = ntot
[
1+ rloss
(
1− 1
1+ I/Isat
)]tγ
(5.9)
Through the numerical integration from 0→ t and solving of Equation 5.8 the AI SNR
for various imaging I, t, and ntot can be found. In order to compare this to the experi-
mental system, ntot has been converted to expansion time of the atomic ensemble, texp.
This is done using standard ballistic expansion w/2 = texp
√
3kTe f f /m, where w is the
cloud full width half max (FWHM), k is Boltzmann’s constant, Te f f is the effective cloud
temperature, and m is the atom mass. Figure 5.2 shows the theoretical AI SNR behavior
under conditions similar to experimental parameters including initial conditions; atomic
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Figure 5.2: Theoretical absorption imaging signal-to-noise ratio for a 50 nK cloud of 2× 106 atoms
on the partially cyclic 87Rb F = 2 → F′ = 3 D2 transition. A) Signal-to-noise for various atom-
light interaction times and imaging intensities at 200 ms expansion. (—) Theoretical curve cor-
responding to the typical imaging intensity for the experimental apparatus (I/Isat = 1/160). B)
Signal-to-noise as a function of atomic ensemble expansion time for a constant imaging inten-
sity (I/Isat = 1/160). (—) The interaction time has been optimized in order to obtain the maxi-
mum signal-to-noise at all expansion times. (—) Theoretical curve for constant interaction time
(t = 100 µs) corresponding to the typical imaging time used in the experiments.
mass of m = 87 AMU, effective temperature of Te f f = 50 nK, and width at texp = 0 of
50 µm. The effect of atom loss from the imaging transition is evident in Figure 5.2A. For
any given imaging intensity the SNR increases until∼8 % ntot has been lost to other states
at which point the noise begins to rise faster than the absorption signal and a decrease in
SNR is observed. Figure 5.2B shows the SNR as a function of texp for a typical imaging
intensity I = 1/160Isat. The dramatic decrease of SNR with increasing texp limits this sys-
tem’s usefulness for long baseline interferometers. Limited atom-light interaction times
due to the high atom velocities at long drop times and finite photon collection depths of
the CCD or CMOS cameras further restrict AI in real world applications.
5.1.2 Performance
Standard absorption imaging using the optical configuration shown in Figure 5.1 was
used for the initial quantitative classification of the atomic sample. This includes mea-
surements of the total atom number, initial cloud width, ensemble’s effective tempera-
ture, and short baseline interferometers (1 ≤ T ≤ 50 ms). The experimental apparatus
provides four separate imaging regions corresponding to 0 → 25, 230, 550, and 750 ms
of cloud free fall. Figure 5.3 shows a background image followed by absorption images
taken at 25, 230, and 550. Beyond 537 ms SNR decreases very rapidly as classical noise
sources such as camera vibrations and laser intensity variations dominate the signal.
Immediately prior to imaging the 2× 106 87Rb atoms are optically pumped from the
F = 1 to the F = 2 ground state using a 100 µs repumping pulse resonant with the
F = 2 → F′ = 3 D2 electronic transition. Subsequently the ensemble is imaged using
the semi-closed F = 2 → F′ = 3 D2 transition. The absorption images are taken using
a Point Grey Grasshopper3 CCD Camera1 with η = 15 %[117], 100 µs illumination and
1Point Grey part# GS3-U3-14S5M
Imaging 53
x Position (arb.) Integrated OD (arb.) Integrated Counts (arb.)
050
100150
200250
300350
400450
y Posit
ion (ar
b.)
-2.0 -1.5 -1.0 -0.5 0 0.5 1.0 1.50 50 100 150 200 250 300 350 400 -20 -15 -10 -5 0 5 10
NoiseSTD � 21 counts
A B C
Background
0
00 0
50100
150200
250300
350400
450 50 100 150 200 250 300 350 400 450 200 400 600 800 1000 2 4 6 8 10 12 14 16 18 20x103
y Posit
ion (ar
b.)
Signal � 17880 counts
A CB
25 ms Expansion
0
00 0
50100
150200
250300
350400
450 50 100 150 200 250 300 350 400 450 10 20 30 40 50 60 1 2 3 4 5 6 7 8 9 10x103
y Posit
ion (ar
b.)
Signal � 9504 counts
A B C
230 ms Expansion
0
00 0
50100
150200
250300
350400
450 50 100 150 200 250 300 350 400 450 10 20 30 40 50 60 1 2 3 4 5 6 7 8 9 10x103
y Posit
ion (ar
b.)
Signal � 2951 counts
A B C
550 ms Expansion
SNR � 851
SNR � 452
SNR � 140
g
Figure 5.3: Typical absorption images including a background taken without atoms present and
a 2 × 106 87Rb atom BEC imaged at drop times of 25, 230, and 550/,ms. The atom clouds are
propagating towards the bottom of the page along the direction of gravity (g). A) Raw absorption
images converted to optical density. B) The integrated optical density trace acquired through
a single axis integration of the image in A. C) The total camera counts found by a cumulative
integral of B. The signal-to-noise ratio for each image is found by the ratio of the total counts to
the variance of integrated count in the background.
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camera shutter time, and ∼10 mW imaging power which corresponds to an intensity of
∼1/160Isat.
The standard absorption imaging analysis is as follows: a first image is taken with
atoms propagating through the imaging beam; 100 ms later a second image is taken with-
out atoms present; the two images are used to produce an single image in units of OD
via Equation 5.5, seen in Figures 5.4A; integrating the image along a single axis provides
the integrated OD trace shown in Figures 5.4B; a cumulative second integration is per-
formed, Figures 5.4C, showing total camera counts. The SNR is found through the ratio
of the total counts with atoms present to the variance of the second integration of the
background image.
The experimentally measured SNRs for 25, 230, and 550 ms expansion times are found
to be 851, 452, and 140, respectively. Figure 5.4 shows these data points against the ex-
pected SNR for similar imaging conditions from the theoretical model described in Sec-
tion 5.1.1.
Figure 5.4: Absorption imaging
signal-to-noise ratio as a function of
atomic cloud expansion time. ( )
Experimentally measured values.
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The low SNR at long expansion times is detrimental for long baseline interferome-
ters. Additionally, unlike all other atom interferometers, which operate with two output
ports, the current apparatus operates with a total of six outputs further lowering the
ability to measure the individual states with sufficient SNR. An imaging system which
is more robust in the limit of optically thin clouds must be used for the long baseline
interferometers.
5.2 Fluorescence Imaging
Fluorescence imaging (FI) is an imaging scheme based on the direct scattering of incident
photons, similar to absorption imaging. However, as AI measures the removal of photons
from a bright background (‘bright ground imaging’) FI relies on the collection of scattered
photons in directions other than that of the incident beam. This type of collection allows
for photons to be counted with respect to a dark background (‘dark ground imaging’)
eliminating the photon shot-noise associated with bright ground imaging techniques.
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A typical FI optics setup is shown in Figure 5.5. The standard imaging scheme is
as follows: light on or near resonant with the sample’s atomic transition is coupled to
the science cell; the light enters the cell and interacts with the atomic sample; the atomic
sample absorbs photons from the imaging beam according to Equation 5.3; after a time,
1/γ, determined by the transition linewidth the absorbed photon is then emitted into a
spherical radiation mode2; The emitted photons which do not propagate along the origi-
nal beam path are collected onto a detector. Typically high quantum efficiency detectors
such as avalanche photo diodes or photomultiplier tubes are used as photon detectors.
FI may also be accomplished through the use of a one-to-one single lens imaging system
which is imaged on a CCD or CMOS camera, however these devices typically have rela-
tively low quantum efficiency, 15→ 45 % at 780 nm [117], which limit their usefulness.
Figure 5.5: Illustration of a fluores-
cence imaging scheme. Light on or
near resonant to a desired atomic
transmission is coupled to the sci-
ence cell where it interacts with an
atomic sample. A fraction of the
incident light is absorbed and emit-
ted into a spherical radiation mode.
The radiated light is collected with
a lens and focused on a high quan-
tum efficiency detector, typically an
avalanche photo diode or photomul-
tiplier tube.
5.2.1 Theory
A simple theoretical model for shot-noise limited fluorescence imaging can be found
when considering the desired transition’s excited state decay rate (γ). Any given atom,
once excited, will decay back to the ground state and spontaneously emit a photon into
the spherical radiation mode in time 1/γ. The collection lens only collects a fraction,
typically χ = 1 → 10 %, of the total emitted photons. By scaling the decay rate by the
total number of atoms, the total collection efficiency (χ), and the device bandwidth (B)
the photons collected per unit time is found. By integration over the atom-light inter-
action time, the total signal is found. Due to the ‘dark ground’ nature of FI the photon
shot-noise on the detector is simply the square root of the total signal. Applying these
steps results in the FI SNR given in Equation 5.10 [119]. Unlike absorption imaging, FI is
independent of OD ensuring that it should work equally well for all expansion times.
SNRFI =
√
Nχγt
B
(5.10)
In the case of a non or semi-cycling imaging transition the total atom number my be
modified as described in Section 5.1 using Equation 5.9. However, to mitigate the effect of
2The assumption of a spherical radiation mode does not hold true in the case of a polarized atomic
sample. In this case the photons will be preferentially radiated perpendicular to the polarization axis. See
reference [118] for a detailed discussion.
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atom loss a simple repumping beam may be used to continually repopulate the desired
transition with the lost atoms.
The theoretical shot-noise limited FI SNR for a 2× 106 atom 87Rb BEC being probed
on the semi-closed F = 2 → F′ = 3 D2 transition and continuously repumped on the
F = 1 → F′ = 2 D2 transition is shown in Figure 5.6. It is assumed that photons which
scatter at a rate of 3× 107 photons/second/atom are collected via a lens with χ = 10 %,
and counted on a Hamamatsu S3884 avalanche photodiode [120].
Figure 5.6: Theoretical signal-to-
noise ratio for fluorescence imaging
of a 2 × 106 atom 87Rb atomic
ensemble with effective tempera-
ture of 50 nK. Atoms are imaged
and continually repumped on the
F = 2 → F′ = 3 and F = 1 → F′ = 2
D2 transitions, respectively. (—) All
atoms are illuminated during photon
collection time. (—) Modified signal-
to-noise ratio assuming 1/5th of the
total atom number is interacting with
the light at any given time. This is
a consequence of a ∼200 µm light
sheet needed for imaging to obtain
adequate vertical spatial resolution
of the falling cloud. ( ) Expected
signal-to-noise ratios for the limited
interaction times 811, 790, and 780 µs
corresponding to 220, 550, 750 ms of
free fall, respectively.
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The upper most curve is the optimal SNR in the described theoretical system assum-
ing that all atoms are illuminated for the full photon collection time. A number of con-
straints in the apparatus most notably the need for vertical spatial resolution of the clouds
and limited interaction times because the atoms are in free fall further restrict the SNR.
As a result of the implementation of Bragg beam splitters the output ports of the inter-
ferometer occupy the same internal electronic state, F = 1. This then requires the two
states to be spatially separated vertically for the horizontal imaging system. A final state
separation of∼200 µm at imaging is adequate requiring∼200 µm imaging spatial resolu-
tion. In order to accomplish this the atoms will fall through an illumination light sheet of
vertical thickness ∼200 µm. Due to the limited thickness of the illumination beam only
a fraction, ∼1/5, of the atoms in the cloud will be illuminated at any time. The lower
curve in Figure 5.6 has adjusted for the decrease in illuminated atom number. Lastly, the
limited size and accumulated velocity at various drop times limit the atom-light interac-
tion times to 811, 790, and 780 µs for 220, 550, 750 ms of free fall, respectively. These very
limited interaction times correspond to a SNR for the system of ∼95, shown in the inset
of Figure 5.6.
5.2.2 Performance
Due to the very low expected SNR attributed to the limited atom-light interaction times
and need for vertical spatial resolution coupled with the ability to only collect < 1 % of
the scattered photons in the real system, no experimental data was taken using FI.
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5.3 Frequency Modulation Imaging
Frequency modulation imaging (FMI) has been suggested as a technique for measuring
cold atoms as far back as 1983 [113]. More recently FMI has been analysed as a ‘non-
destructive’ probe of ultra-cold atoms [121, 122, 123] and has been used to create a ‘self-
locked’ magneto-optical trap [124]. FMI is a heterodyne spectroscopy technique based
on the addition of frequency sidebands (ωs) to a narrow linewidth laser at frequency ωc.
A standard FMI optical and electric setup is illustrated in Figure 5.7.
The standard FMI imaging scheme is as follows: narrow linewidth light detuned from
the desired atomic transition (∆ω) produced from a stable laser source is coupled to an
electro-optic modulator (EOM); a low noise function generator drives the EOM at fre-
quency ωs = ∆ω; the EOM modulates the incoming light at ωs producing frequency
sidebands at ±ωs; the light is then coupled to the science cell; the light enters the cell
and interacts with the atomic ensemble; photons which occupy the resonant sideband
are consequently absorbed by the atoms leading to a decrease in sideband intensity; the
modulated light is then collected on a fast photodiode (PD); the electronic signal from
the PD is mixed with a phase shifted output from the function generator using an appro-
priate radio frequency mixer and subsequently demodulated; the demodulated signal is
passed through a band-pass filter and amplified; an oscilloscope is used to view the final
signal.
  
EOSPACE EOM
  g
Atoms
40
Detuning (MHz)
Time
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80400 80400
Input  +EOM  +Atoms
Figure 5.7: Illustration of a frequency modulation imaging scheme. Light detuned from the de-
sired imaging transition is modulated via a low noise function generator driven electro-optic
modulator. The modulation is chosen such that one frequency sideband is now resonant with the
atomic transition. As the modulated light interacts with the atomic sample the resonant sideband
is absorbed. The light is collected on a fast photodiode and the electrical output is demodulated
using a phase shifted signal from the function generator and a radio frequency mixer. Before
being viewed on a oscilloscope the demodulated signal is passed through a bandpass filter and
amplified.
58 Imaging
5.3.1 Theory
The general theory concerning frequency modulation imaging is similar to that of side-
band detection in electrical signals where deviations in an electronic sideband at fre-
quency ω0 ± ωs is monitored through the demodulation of the carrier at ωs using a
stable-low noise reference oscillator. A theoretical shot-noise limited signal-to-noise for
the optical system can be found by considering the initial electric field of the imaging
laser as it passes through the optical setup. The FMI SNR has been derived previously
[113] however it will be revisited here for completeness
An imaging laser at frequency ωc prior to any external interaction has a time depen-
dent electric field E(t) = E0eiωct, where E0 is the electric field amplitude and t is time.
If the beam is then modulated at ωs then the resulting electric field is given by Equation
5.11, where M is the modulation index.
Emod(t) =
E0
2
[
−M
2
ei(ωc−ωs)t + eiωct +
M
2
ei(ωc+ωs)t
]
(5.11)
In the case in which the modulated electric field interacts with an atomic sample the
transmitted field will have been altered via the absorptive and dispersive components of
the index of refraction, Equation 5.1, resulting in Equation 5.12, where a−1,0,1 and φ−1,0,1
correspond to the absorption and phase coefficients for frequency components ωc − ωs,
ω0, and ωc +ωs, respectively.
ET(t) =
E0
2
[
−M
2
e(a−1−iφ−1)ei(ωc−ωs)t + e(a0−iφ0)eiωct +
M
2
e(a1−iφ1)ei(ωc+ωs)t
]
(5.12)
A single cell PD’s signal is a direct measure of optical power therefore it is convenient
to convert the electrical field to intensity for further SNR discussion. The laser intensity
is given by I(t) = c|ET(t)|2/4pi, where c is the speed of light. Neglecting terms of M2
and higher and assuming the limit of optically thin clouds |a0 − a1|, |a0 − a−1|, |φ0 − φ1|,
and |φ0 − φ−1| are 1, allows terms such as ea0−a1 to be Taylor expanded to first order
(ex = 1 + x). The light intensity at the detector is then given by Equation 5.13, where
∆a = a−1 − a1 and ∆φ = 2φ0 − φ1 − φ−1.
I(t) =
cE20
8pi
e−2a0 [1+ M∆a cos(ωst) + M∆φ sin(ωst)] (5.13)
The FMI imaging scheme employed in the apparatus, as described in Section 5.3,
ensures that a single sideband is resonant with the atomic transition. Additionally, the
modulation frequency ωs  γ/2 making the FMI signal dominated by the purely ab-
sorptive term. Converting Equation 5.13 to laser power (P = AI(t)) and assuming negli-
gible absorption from the background (a0 = 1) the optical power at the PD is found to be
Equation 5.14, where P0 = AcE20/2pi and A is area.
P(t) = P0 [1+ M∆a cos(ωst)] (5.14)
In order to maintain a consistent derivation to that of AI SNR, Section 5.1.1, and FI
SNR , Section 5.3.1, P0 is expressed in photon number (N), using P0 = Nh¯ω/t where h¯
is the reduced Planck’s constant and ω is the imaging transition frequency. The back-
ground (ib) and beat signal (is) photocurrents produced by a PD with photo-sensitivity
Sp, quantum efficiency η, and gain g are given by Equations 5.15 and 5.16.
ib = gSp
ηNh¯ω
t
(5.15)
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is(t) = gSp
ηNh¯ω
t
M∆a cos(ωt) (5.16)
Equation 5.17 is the effective photocurrent shot-noise produced via ib, where B is the
PD bandwidth. The root-mean-squared (RMS) power of the beat signal and noise is then
found via i¯s
2 and ¯isn
2 and shown in Equations 5.18 and 5.19.
isn = gSp
√
ηNh¯ω√
Bt
(5.17)
i¯s
2
=
1
2
g2S2p M
2∆a2
(
ηNh¯ω
t
2
)
(5.18)
¯isn
2
= g2S2p
ηNh¯2ω2
t2
(5.19)
Finally, the expected FMI SNR is found in Equation 5.20 by the ratio of i¯s
2 to ¯isn
2. Pho-
ton number has been converted back to total laser power to show the SNR’s dependence
with P0.
SNRFMI =
P0η∆a2M2t
2h¯ωB
(5.20)
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Figure 5.8: Theoretical signal-to-noise ratio for frequency modulation imaging of a 2× 106 atom
87Rb atomic ensemble with effective temperature of 50 nK. Atoms are imaged on the F = 2 →
F′ = 3 D2 transition. (—) All atoms are illuminated during various photon collection times,
1 µs→ 100 ms. (—) Modified signal-to-noise ratio assuming 1/5th of the total atom number is
interacting with the light at any given time. This is a consequence of a∼200 µm light sheet needed
for imaging to obtain adequate vertical spatial resolution of the falling cloud. The atom-light
interaction time has been limited to 780 µs which is the light sheet traverse time of the atom cloud
after 750 ms of free fall.
From Equation 5.20 it can be seen that FMI exhibits drastically different behavior than
AI or FI which make FMI an ideal imaging technique for diffuse atomic samples. Perhaps
the most important aspect of FMI lies in the P0∆a scaling of the SNR. This scaling ensures
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that an SNR> 1 may be achieved for an arbitrarily low atomic absorption coefficient by
simply increasing the power of the interacting light.
Figure 5.8 shows the theoretical shot-noise limited SNR curves for FMI according to
the above model assuming a cloud of 2× 106 atoms, M = 1, and ∆a = 1. The light is
collected on a Newport 1601FS-AC PD, as is used in the experiment. The expected SNR
increase with laser power is evident as well as the increased in SNR across all powers
for increasing atom-light interaction times. In order to accurately compare the model to
the real experimental system a number of constraints must be imposed. As a result of the
implementation of Bragg beam splitters the output ports of the interferometer occupy the
same internal electronic state. This then requires the two states to be vertically spatially
separated for the horizontal imaging system. A final state separation of∼200 µm at imag-
ing is adequate requiring∼200 µm imaging spatial resolution. In order to accomplish this
the atoms will fall through a illumination light sheet of vertical thickness ∼200 µm. Due
to the limited thickness of the illumination beam only a fraction, ∼1/5, of the atoms in
the cloud will be illuminated at any time. Furthermore, the experimental modulation is
M∼20. By imposing the interacting atom limit as well as adjusting for the appropriate
M the ‘Experimental Limitations’ curve in Figure 5.8 is acquired. Under experimental
conditions pertaining to long base-line interferometer the FMI theoretically exhibits SNR
over an order of magnitude higher than that of AI and FI.
5.3.2 Performance
Frequency modulation imaging was implemented on the lower two imaging regions of
the apparatus which correspond to 550 and 750 ms of free fall. The optical setup used
is identical to that illustrated in Figure 5.7. The modulation of the imaging light is ac-
complished through driving an EOSpace EOM3 with channel 1 of a dual channel Rigol
function generator4. Channel 1 and 2 of the function generator have independent phase
control and are phase locked to an external Cesium primary frequency standard5. In or-
der to minimize the percentage of the beam which will never interact with the falling
sample the beam is apertured to match the horizontal width of the sample in the given
imaging region. The aperture center and width are adjusted in real time during the run-
ning of the experiment to maximize output signal. After passing through the science cell
the light is focused onto a fast Newport alternating current (AC) PD6. The AC output
from the PD is mixed7 with the channel 2 from the function generator demodulating the
signal. The demodulated signal is then amplified and bandpass filtered using a Stan-
ford Research Systems preamplifier8. As a result of the light-sheet type detection system
and the vertical velocity of the atomic sample at any given imaging region the AC signal
acquired as the atoms traverse the detection beam will have a deterministic frequency
fsig ≈ 1/t. The signal frequency then allows for additional electronic noise suppression
for f 6= 1/t by the proper selection of the band-pass filter. Finally the signals are recorded
using a National Instruments data acquisition (DAQ) board9.
As described in Section 5.3.1 it is important to select a modulation frequency such
that ωs > γ/2. Additionally, the electronic noise across the radio frequency (rf) spec-
3EOSpace part # PM-0K5-10-PFA-PFA-785-UL
4Rigol part # DG 4102
5Microsemi part # 5071A
6Newport part # 1601FS-AC
7Minicircuits part # ZAD-6
8Standford Research Systems part # SRS560
9National Instruments part # NI PXI-6143 S Series
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trum is not constant. By measuring the phase (frequency) noise on the output of the PD
minimums in the background AC noise are found, Figure 5.9. The modulation frequency
should be chosen such that it corresponds to a low in this spectrum. An ωs = 37 MHz
was used for this imaging implementation.
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Figure 5.9: Phase (frequency) noise
on the output of the frequency modu-
lation imaging photo diode. The data
was taken with 300 µW of imaging
light incident on the detector and a
frequency of 37.7 MHz. High radio
frequency noise is observed at fre-
quencies 42 < f < 10 MHz. (—) The
beat frequency at 37.7 MHz as a re-
sult of the light modulation is clearly
visible.
Figure 5.10 shows typical experimental atomic sample detection using FMI. The atomic
ensemble was initial characterized using absorption imaging, Section 5.1, at short drop
time and found to be a 2× 106 atom BEC with effective temperature of 50 nK. FMI imag-
ing data was taken at imaging regions corresponding to 550 and 750 ms of sample free
expansion. At release from the atom trap the atomic ensemble occupies the F = 1 ground
state. Immediately, < 100 µs, prior to imaging the atoms are pumped into the F = 2
ground state using a < 100 µs light pulse resonate with the F = 1 → F′ = 2 D2 tran-
sition. The imaging laser’s frequency is set such that ωc + ωs is on resonance with the
F = 2 → F′ = 3 D2 transition. As the atoms pass through the imaging beam a single
sideband is absorbed producing an integrated cloud profile.
The the method for SNR calculation is similar to that described in Section 5.1.2 for
AI. For every experimental cycle a single ‘image’ is collected. The length of each data ac-
quisition cycle is significantly greater than the total length of atom-light interaction. This
ensures that a large fraction of the data is collected without atoms present giving a good
estimation of background noise for each experimental run. Each trace is post corrected
to remove any direct current (DC) offset. A section of the background noise for a 550 and
750 ms expansion image are shown in Figures 5.10A Background. A running integration
of the background is performed producing Figures 5.10B Background. By calculating
the variance in the running integration of the background, the amplitude background
noise is found. Similarly, a running integration of the data in the region where atoms
are present is performed resulting in Figures 5.10B Expansions. The total signal from the
atoms is then the end value of the integration. The SNR is then found from the ratio of
the total atom signal to the variance of the integrated noise. After 550 and 750 ms of BEC
expansion FMI typically exhibits SNR of 900→ 1000 as seen in Figure 5.10.
During normal operation of the apparatus the initial atom cloud will be separated
into six spatially separated states upon imaging. These six states represent the output
ports of three independent mutually propagating interferometers corresponding to dif-
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Figure 5.10: Typical frequency mod-
ulation imaging traces for a 2 × 106
atom BEC with an effective temper-
ature of 50 nK. The atom clouds are
propagating towards the bottom of
the page along the direction of grav-
ity (g). A Background) Imaging sig-
nal without atoms present for the 550
and 750 ms imaging regions. A Trace)
Atomic signals for 550 and 750 ms
imaging regions. B) The running in-
tegration of the signals represented
in A. The noise for each trace is given
by the variance in the integrated
background signals. The signal-to-
noise ratios are found through the ra-
tio of the maximum total counts in
the integrated atomic signals to the
noise calculated from B Background.
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ferent internal magnetic atomic states (m f = −1, 0, 1), the details of which are discussed
in Section 1.1. Generally, the total atomic population is split between the −1, 0, and 1
magnetic states as ∼25, 50, and 25 %, respectively. Figure 5.11A Trace shows a standard
FMI trace of the six output ports at 750 ms expansion.
The SNR analysis for the FMI of six states is identical to that of the single state dis-
cussed above with the exception that the integral of the atomic trace is now separated into
three regions for the different magnetic state interferometers. Figure 5.11B Trace shows
relative populations of 20.5, 51, and 28.5 % for states −1, 0, and 1, respectively. The im-
plemented FMI scheme continues to produce high SNR despite the further limiting of
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Figure 5.11: Typical frequency mod-
ulation imaging traces for a 2 × 106
atom BEC with an effective tempera-
ture of 50 nK. The initial single BEC
has been placed into a super-position
of three internal magnetic sub-states,
(m f =-1, 0, 1). After the initial
state preparation the BEC propagates
through a Mach-Zehnder interferom-
eter. Prior to imaging the three states
are spatially separated via an ap-
plied magnetic field gradient result-
ing in six spatially separated output
ports. The atom clouds are prop-
agating towards the bottom of the
page along the direction of gravity
(g). A Background) Imaging signal
without atoms present for the 750 ms
imaging region. A Trace) Atomic sig-
nals for 750 ms imaging region. B)
The running integration of the sig-
nals represented in A. The noise for
each trace is given by the variance
in the integrated background signals.
The signal-to-noise ratios are found
through the ratio of the maximum to-
tal counts per state in the integrated
atomic signals to the noise calculated
from B Background.
the OD through the separation of the initial cloud. SNRs of 388, 948, and 533 for the
three simultaneous interferometers are a good representation of the run-to-run outputs
produced by this imaging system.
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Chapter 6
Vibration isolation
All interferometers whether optical or matter-wave rely on a stable inertial reference or
sequence of references in which to relate phase. Ideally the number of references should
be minimized to both decrease complexity of the system as well as limit the number of
optical elements which need to be stabilized. Precision atom interferometers use a single
retro-reflection mirror that acts as a local inertial reference for the atomic ensemble. As
a consequence of the equivalence principle, motion of the reference is indistinguishable
from changes in the atomic test motion and therefore oscillatory positional variations of
the reference will lead to phase uncertainty in the interferometer output. The phase out-
put for a Mach-Zehnder configuration is described by the simple relation φ = ke f f aT2,
where ke f f = 4pi/λ, λ is the wavelength of light used for the interacting lattice, a is rela-
tive acceleration between the reference and the test mass, and 2T is the total interferome-
ter time. Sections 7 and 1.1 discuss the relation between interferometer phase uncertainty
and reference jitter in detail.
Vibrational noise which couples to the reference is generally a dominant noise source
in the majority of state-of-the-art precision atom interferometers [14, 16, 125]. As such,
great care is taken to design systems which limit the coupling of vibrations to the refer-
ence. Vibrations from the surroundings may be coupled to the reference through solid-
solid, seismic, gas-solid boundaries, or acoustic; seen in Figure 6.1.
Seismic noise, due to vibrations propagating through the Earth from both natural and
artificial sources, is the largest contributor to vibration noise. The vertical components of
this noise couple directly to vertical shifts in the gravitationally aligned reference leading
to a first order correlation between vibrations and phase uncertainty. A secondary effect
is produced via horizontal seismic noise. Although a vertically aligned interferometer
is insensitive to pure horizontal oscillations the coupling between horizontal oscillations
and tilt/bending modes of the reference platform or tower lead to second order phase
noise correlations. Figure 6.1 illustrates how the tilt/bending mode of the reference plat-
form or tower leads to a change in the lattice vector effectively modifying ke f f .
Vibration isolation technology consists of three classes: active, post correction and
passive. Active isolation generally consist of a seismic sensor which monitors the move-
ment on the component of interest. The data from the sensor is fed forward to a me-
chanical control system in order to minimize the vibrations. Through the use of low
noise, ultra-low frequency accelerometers1 it is possible to correct for oscillation frequen-
cies as low as ∼10 mHz. To limit the effect of spurious noise from electronics signals
active systems are often limited to operate well below the frequency of background AC
lines (50 Hz). This restricts the usefulness of active systems to the low frequency domain,
0.01− 10’s of Hz with very little high frequency isolation.
Post correction of vibration noise, like active isolation, uses a seismic sensor to mon-
1Guralp 3 series
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Figure 6.1: Illustration of a basic tower support-
ing the light out coupler and inertial reference.
A laser of frequency k propagates from the out
coupler and is retro-reflected from the reference
mirror setting up a lattice of vertical spatial fre-
quency ke f f and initial phase φ0, set by the ref-
erence position. The position of a test mass ( )
is measured relative to this. Ground oscillations
along the vertical axis, Zg,directly couple to the
position of the reference and therefore modulate
φ. φ is insensitive to ground oscillations along
the horizontal axis, Xg, however the horizontal
motion couples to both tilt and bending modes
of the support structure. The tilt/bend modes
alter the angle, θ, between the lattice and vertical
changing ke f f and as a consequence φ. Acoustic
noise from the surroundings can couple to inter-
nal modes in many structural components lead-
ing to vibrations of the inertial reference mirror.
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6.1 Harmonic Oscillator
The fundamental behavior of a harmonic oscillator makes it ideal for passive vibration
filters. This becomes evident when considering the transmissibility of the simple mass
on a spring system, illustrated in Figure 6.2. In this system a load of mass M is sus-
Ground
M
m
NS Cu
𝛾
k zg
zM
Figure 6.2: Illustration of a typical damped mass
on a spring oscillator where a load of mass M
is suspended from the ground via a spring with
mass m and spring constant k. The displacement
of the ground, zg, is then transmitted to the load
producing a displacement, zM. Induced eddy
currents produced by the relative motion of cop-
per bars attached to the load and external per-
manent magnets impart a damping forces with
coefficient γ.
pended from the ground by a spring with non-negligible mass, m, and spring constant,
k. Displacements of the ground, zg, are transferred to the load whose displacement from
equilibrium, zM, is then given via the transmissibility of the mass-spring system. Further-
more, the motion of the load may be damped by the use of a variety of viscous damping
mechanisms such as eddy current damping. The viscous damping coefficient is denoted
by γ. The equation of motion for this system is then given by [129]:
(M + me f f )z¨M[t] + me f f z¨g[t] + k(zM[t]− zg[t]) + γz˙M[t] = f [t], (6.1)
where me f f is the effective mass of the spring. me f f can take values ranging between m/3
to 4m/pi2 under conditions M >> m and m  M, respectively. The typical mass on a
spring system approaches the M m limit. The Fourier transform of Equation 6.1 yields
the equation of motion in the frequency domain, given by:
− (M + me f f )ω2ZM[ω]−me f fω2Zg[ω] + k(ZM[ω]− Zg[ω]) + γωZM[ω] = F[ω]. (6.2)
Substituting the system’s natural frequency ωn =
√
k/(M + me f f ) it becomes possible to
solve for the transmission of the harmonic oscillator, also known as the transfer function
(H), given by:
H(Z) =
ZM
Zg
=
ω2n + βω
2
ω2n −ω2 +
γω
MT
, (6.3)
where MT = M + me f f , and β = me f f /MT. The term β in Equation 6.3 is responsible for
the center of percussion (COP) effect, which is discussed in detail in references [130, 131].
The behavior of the harmonic oscillator transfer function for various values of γ and
β is shown in Figure 6.3.2 Under the condition of β and γ = 0 Equation 6.3 reduces to
the transfer function for the simple harmonic oscillator and the general filtering behavior
is evident: Figure 6.3i (XM/Xg[ω << ωn]) The oscillator provides no amplitude filtering
2dB = 10Log(Iout/Iin)
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with Xg coupling directly to XM; Figure 6.3ii (XM/Xg[ω∼ωn]) The ground motion is
amplified by the oscillator; and Figure 6.3iii (XM/Xg[ω >
√
2ωn]) The amplitude of
oscillation at the load is reduced when compared to the ground motion. The amplitude
filtering in this region follows a 1/ω2 tend.
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102030
40
0.1 1 102 3 4 5 6 7 8 9 2 3 4 5 6 7 8 9 2 3 4 5 6 7 8 9100
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dB)
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β=1x10 -4
γ=5x10 -3
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Figure 6.3: The theoretical transfer function of a harmonic oscillator displaying fn = 200 mHz
with varying damping (γ), center of percussion (β), and magnitudes. Typical oscillator behavior
is broken into three zone: (i) XM/Xg[ω  ωn] no filtering is present; (ii) XM/Xg[ω∼ωn] the
ground motion is amplified due to the resonance of the oscillator; and (iii) XM/Xg[ω >
√
2ωn]
filtering of the ground motion to the load is present. (- -) The ideal harmonic oscillator. (—)An
amplitude filtering plateau occurs for β > 0 limiting the oscillators filtering effectiveness at high
frequencies. (—)For values of γ > 0 damping of the oscillator resonant peak occurs.
For values of γ 6= 0 a reduction in the amplitude of the transfer function resonant
peak at ωn is seen. This effect will increase as γ becomes larger. The COP effect caused
when β 6= 0 becomes evident at large ω. As ω  ωn Equation 6.3 simplifies to H(Z) = β,
implying a saturation level for the transfer function. It is possible to effectively eliminate
any COP effect by mechanically altering the systems effective center-of-mass thereby re-
ducing β to zero.
Due to the natural amplitude filtering behavior of the harmonic oscillator shown in
Equation 6.3 and illustrated in Figure 6.3 these systems are ideal for passive vibration
isolation. In order to obtain proper seismic isolation ωn must be pushed as low as possi-
ble. Obtaining ωns which approach zero in vertically oriented oscillators is a notoriously
difficult problem with limited feasible solutions.
6.2 Geometric Anti-Spring
Many oscillator systems have been theoretically explored and mechanically developed
with the intention of obtaining arbitrary low natural frequencies. Much of this research
has been conducted in the fields of inertial sensing and gravitational wave detection as
well as automotive and building design [132]. Arguably, the systems which have had
the most success are developed using ‘anti-spring’ technology. The simple anti-spring
is based on a tapered cantilever blade under both load and compression. Contrary to
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simple spring systems the cantilever exhibits non-linear positional dependence with ap-
plied force. This nonlinearity allows for special loading and compression parameters in
which the spring constant and therefore natural frequency may be theoretically reduced
arbitrarily close to zero, as will be shown in Section 6.2.1. Variations of the anti-spring
have been implemented in all current gravitational wave detectors (VIRGO [133], LIGO
Hanford and Livingston [134]) as passive vertical vibration isolation systems for the in-
terferometer main mirrors.
The main vibration isolation system implemented on the ANU gravimeter is pred-
icated on the geometric anti-spring (GAS) design developed for the first iteration of
VIRGO. In this design a central keystone holds the load and is supported by a number of
cantilever blades in a circular orientation around the keystone as illustrated in Figure 6.4.
The opposite end of the cantilevers are mounted to a main support disk which is coupled
to the ground motion. The GAS has ground motion filtering properties described by the
transfer function given in Equation 6.3. Due to the strict vibrational constraints set on
the gravimeter’s interferometer retro-reflector mirror, as discussed in section 6, it will be
supported solely by the GAS central keystone.
B: Keystone
C: Cantilever
D: Mounting Disk
E: Load
A: MirrorA B
C DE
Figure 6.4: Basic illustration of the geometric anti-spring configuration. Cantilevers are supported
to a rigid disk which is coupled to the ground motion. The free end of the cantilevers are fastened
to a central keystone. All cantilevers are stressed via a central load which is suspended by a wire
from the keystone. The optic which needs vibration isolation will be mounted to the top of the
keystone.
6.2.1 Theory
The ability of a GAS filter to reach ultra low vertical natural frequencies, fn, relies of the
highly nonlinear response in the effective spring constant, k, for large displacements of a
cantilever spring. Figure 6.5 shows the profile view of a typical cantilever spring when
localized loading, Fy, and compression forces, Fx, are applied to the free end. Similarly
to other spring systems the spring constant for the x and y axes follow a simple relation
between the applied force and the cantilever displacement, ∂x,y which is given by kx,y =
Fx,y/∂x,y. Therefore it becomes necessary to solve for an equation relating ∂x,y to Fx,y.
The general equation of curvature, κ, and that of a typical cantilever beam are given
by:
κ =
1
r
=
M(s)
EI(s)
, (6.4)
where r is the bend radius, M(s) is the bending moment at distance s along the can-
tilever, E is the Young’s modulus, and I(s) is the moment of inertia for a non-uniform
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Figure 6.5: Illustration of a typical cantilever shape with loading forces Fx and Fy and unstressed
length, L. A cantilever anchored at one end is displaced from an unloaded equilibrium position
(- -) to a stressed final shape (—). The net displacement of any point, s, along the cantilever is
given by x and y.
cantilever. It can be seen from Figure 6.5 and Equation 6.4 that a further relation to κ can
be given by:
κ =
∂φ(s)
∂s
, (6.5)
where φ is the angle between the blade and the horizon as shown in Figure 6.5. Assuming
that the mass of the cantilever Fy,x then the beam moment is given by [2, 135]:
M(s) = −(Fy(L− ∂x− x) + Fx(L− ∂y− y)), (6.6)
where L is the blade length and x,and y are the horizontal and vertical lengths to position
s, seen in Figure 6.5. Combining Equations 6.4, 6.5, and 6.6 gives:
I(s)
∂φ(s)
∂s
= − 1
E
(Fy(L− ∂x− x) + Fx(L− ∂y− y)). (6.7)
Taking the derivative of Equation 6.7 with respect to s and substituting the relations
cos(φ(s)) = ∂x/∂s and sin(φ(s)) = ∂y/∂s gives:
I(s)
∂2φ(s)
∂2s
+
∂I(s)
∂s
∂φ(s)
∂s
=
1
E
(−Fy cos(φ(s))− Fx sin(φ(s))). (6.8)
Equation 6.8 can be solved numerically for φ(s) using the initial launch and loading end
angle, φ(0) and φ(L) respectively. The solution to 6.8 is then related to the total beam
deflections, x and y, by: ∫
cos(φ(s))∂s = x, (6.9a)∫
sin(φ(s))∂s = y. (6.9b)
Under the conditions for small displacements of the cantilever free end and Fx = 0 the
complete solution simplifies to the standard small angle cantilever equation where the
displacement, y, is given by:
y =
−Fyx2
6EI
(3L− x). (6.10)
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Figure 6.6: Theoretical deflection curves for a cantilever of width, w = 16 mm, thickness, h =
1.6 mm, L = 300 mm and E = 210 GPa. A) Cantilever deflection, y, as a function of horizontal
position, x, for the complete (—/—) and small angle (- -/- -) deflection theory for loading forces of
1 and 40 Newtons. B) The residual of the complete and small angle deflection theory for varying
loading forces.
A comparison between the deflection of a simple cantilever using Equation 6.10 and
the full solution found from Equations 6.8 and 6.9 is shown in Figure 6.6. It is evident at
small angle the two solutions have very good agreement, however as the loading force is
increased the residual between the small angle solution and the complete solution con-
tinues to diverge. This divergent behavior is a direct consequence of the cantilevers non-
linear k at large loading forces (large displacements).
Using the solutions to Equation 6.9, the displacement of the free end of a cantilever
can be found for varying Fx and Fy. The loading behavior is shown in Figure 6.7A for
a linearly tapered cantilever of with initial width, w(0) = 100 mm, final width, w(L) =
16 mm, thickness, h = 1.6 mm, L = 300 mm, E = 210 GPa, φ(0) = 45◦, and φ(L) = −30◦.
Under certain loading and compression parameters these systems exhibit regions where
∂Fy/∂x has positive, zero and negative values thus corresponding to positive, zero and
negative k. By carefully choosing proper Fx and Fy it is possible to obtain a system whose
natural frequency ( fn) becomes arbitrarily close to zero, Figure 6.7B. Loading curves con-
taining local areas which have−k inherently exhibit two stable equilibrium regions corre-
sponding to equal loading force but differing cantilever positions. Due to the bi-stability
of these loading curves the operation of the GAS filter in such regimes should be avoided.
The loading curves of the cantilevers exhibit strong φ(0) dependence as shown in
Figure 6.8. During the design of the cantilever system the precision φ(0) for all blades
is paramount as well as maintaining the desired φ(0) while the mounting surfaces are
under high stress. A large spread in the operating φ(0)’s will lead to poor performance.
Similar constraints are seen for φ(L).
Under the conditions necessary for minimizing fn the cantilevers are under very high
stress, on the order of GPa. The stress at the surface of the cantilever is proportional to
the curvature and given by:
σ = E
h
2
∂φ(s)
∂s
(6.11)
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Figure 6.7: Theoretical loading behavior of a linearly tapered cantilever of w(0) = 100 mm,
w(L) = 16 mm, h = 1.6 mm, L = 300 mm, E = 210 GPa, φ(0) = 45◦, and φ(L) = −30◦. A)
The maximum displacement of the cantilever for loading forces, Fy, from 70 → 150 Newtons
and compression forces, Fx, from 356 → 406 Newtons. (—) Loading curves corresponding to
Fx = 356→ 386 N show pure stable equilibrium solutions in which the value of k = ∂Fy/∂x > 0.
(- -) Solutions for Fx > 386 N exhibit unstable regions where k < 0. The unstable regions are
bounded by two stable equilibrium regions corresponding to equal loading force but differing
cantilever positions. The asymmetry around the intersection point is an artifact of the cantilever
taper. As the ratio of w(0)/w(L) for a given taper function (linear, quadratic, ext.) increases
the asymmetry is exacerbated. B) The natural frequency, fn, as a function of Fy for the loading
curves in A. (—) Loading curves corresponding to Fx = 356 → 386 N show fn tending towards
zero. With adequate control of parameters it should be possible to reach fn’s arbitrarily close to
zero. The bi-stable behavior of loading curves Fx > 386 is evident from the hysteresis seen when
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A) The maximum displacement of the cantilever for loading forces, Fy, from 107→ 110 Newtons
and compression force Fx = 386 Newtons. (—) Loading curves corresponding to φ(0) = 45− 0.3◦
show pure stable equilibrium solutions in which the value of k = ∂Fy/∂x > 0. (- -) Solutions for
φ(0) = 45+ 0.3◦ exhibit unstable regions where k < 0. B) The natural frequency, fn, as a function
of Fy for the loading curves in A.
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Figure 6.9: A) Cantilever profiles for three typical tapering functions, linear (—), quadratic (—),
and cubic (—). All cantilevers have a length= 300 mm, an initial width of 100 mm, and a final
width of 16 mm. B) The strain of each cantilever as a function of position along the profile. All
strain curves are taken under conditions which ensure natural frequencies of ∼100 mHz.
Minimizing the effective strain may be accomplished through implementing a variety
of tapers to the cantilever profile. Three standard profiles are shown in Figure 6.9A cor-
responding to linear, quadratic, and cubic tapering functions. Under conditions in which
all blade shapes have fn∼100 mHz the quadratic and cubic tapered cantilevers show fac-
tor of 1.3 reduction in the maximum cantilever stress when compared to the linear ta-
pered cantilever however there is no significant improvement between the quadratic and
cubic cantilever tapers, Figure 6.9B.
6.2.2 Design
Figure 6.10: Rendered drawing of the designed
geometric anti-spring filter.
As seen in Section 6.2.1 the principle of
operation for the general GAS filter is rel-
atively simple. However, as with most
mechanical systems special care must be
taken when implementing the proposed
system in the laboratory. Table 6.1 pro-
vides material properties for many com-
mon and lesser known high strength ma-
terials for design consideration. Basic de-
sign considerations will be discussed here,
followed by individual design criteria for
each separate section. The GAS design
consists of 5 sections: Cantilevers; Support
disk; Cantilever slide assembly; Keystone
assembly; Load assembly; and Safety as-
sembly. A COP canceling system (magic
wand) was also designed to integrate with
the GAS filter however, the magic wand was never needed. The machining of all parts
was completed by Galli e Morelli, Italy.
Prior to the design of individual parts, general aspects which will constrain the system
must first be considered. Two major considerations are the overall GAS size and mass of
load. The current gravimeter is designed as a lab-based, proof-of-principle device and
as such does not have strict size and weight limitations. The overall foot print of the
apparatus will be invariably set by the width, wv, of the upper vacuum chamber. The
diameter of the support disk will then be restricted to wv∼770 mm as to not increase the
apparatus foot print. This also allows for adequate working room inside the vacuum
chamber support tower, Section 6.3, for GAS tuning.
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Material
Young’s
Modulus
(GPa)
Yield
Strength
(MPa)
Tensile
Strength
(MPa)
Hardness
(BHN)
Density
(g/cm3)
Carbon Steel
1340 200 910 979 285 7.87
4620 205 758 883 277 7.85
5160 205 1070 1170 341 7.85
6150 205 1225 1240 363 7.85
8620 205 360 635 183 7.85
9261 204 1558 1779 514 7.75
Stainless Steel
304 193 330 590 92 8
316N 196 290 620 180 7.92
431 200 1080 1350 388 7.8
Maraging Steel
200 183 1760 1824 504 8
350 210 2395 2451 562 8.08
Nickel Alloy
Monel 500 180 1034 1241 140 8.44
Titanium Alloy
Grade 5 120 1130 1200 311 4.42
Aluminum Alloy
1100 70 34 90 23 2.71
2024-T4 73 280 420 120 2.78
5182 70 130 275 74 2.65
6061-T6 69 276 310 95 2.7
7075-T6 71 420 500 150 2.8
Unalloyed Metal
Copper 110 69 220 44 8.93
Molybdenum 330 560 655 225 10.22
Tungsten 400 1510 1510 444 19.3
Miscellaneous
Tungsten Carbide 686 530 530 90 HRA3 15.7
Table 6.1: Table of Materials.
As proper GAS tuning involves careful adjustments of Fy it is necessary to pick work-
ing points which will allow tuning to low fn with achievable incremental loading. As
seen in Figure 6.7B as fn approaches zero the width, ∆Fy, of the minimum narrows. Fur-
thermore it can be readily shown through the solution to Equation 6.8 that by increasing
M the tolerance on ∆Fy, to achieve the same fn, decreases. For general ease-of-use an
achievable mass increment is ∼ g, therefore an M should be chosen which allows for
fn∼100 mHz and a tolerance of ∼5 g. Assuming a cantilever with E similar to that of
stainless steel a M∼10 Kg will satisfy the previous condition.
3Tungsten carbide is used as the indentor mass for the Brinell hardness (BHN) therefore it is noted here
in Rockwell hardness (HRA). For comparison 767 BHN=84.7 HRA.
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Cantilever Design
The criteria needed to obtain low fn place very high stress on the cantilevers, as seen in
Figure 6.9. It is possible minimize the stress along the cantilever by choosing an appropri-
ate profile shape. Even for near optimal cantilever profiles, stresses as high as 800 MPa
may be exceeded. There are a number of suitable materials which are both relatively
flexible and able to withstand the high stress conditions necessary, Table 6.1. Maraging
steel was chosen to be used here for its unsurpassed yield strength as well as its well
documented success in previous GAS designs [134].
A simple linearly tapered cantilever profile is chosen with L = 300 mm, w(0) =
100 mm. The full investigation into optimizing blade shape was completed after the GAS
design had been completed. The load end of the cantilever will be secured to the keystone
via a single M6 bolt. The area of the M6 head and washer then set the minimum w(L) to
∼14 mm. An extra 1 mm will be added to both sides making the designed w(L) = 16 mm.
Using the noted dimensions and M∼10 Kg Equations 6.8 and 6.9 are solved to find the
appropriate cantilever height to minimize fn. The final cantilever dimensions are shown
in Figure 6.11.
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Figure 6.11: Machine drawing for the implemented cantilever profile.
Support Disk
The support disk is the main mounting point for all cantilevers and is responsible for pro-
viding a rigid support structure when supporting the load and compression forces of the
cantilever springs. The working solution to Equation 6.9 has relatively strict constraints
on a number of parameters including the boundary condition φ(0). Although solutions
will exist for a variety of φ(0) they may not pertain closely enough to the designed can-
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tilever profile and load specifications. The cantilever behavior for varying φ(0) is shown
in Figure 6.8. Due to this behavior, the imparted deflection on the support disk from the
cantilever forces should be kept below 0.3◦ ensuring no more than a 1 % deviation from
the proposed M. Accomplishing the deflection limitation is trivial as the thickness of any
material used may always be adjusted. A more pressing concern is the ability to machine
the disk to the required flatness such that all cantilevers have φ(0) within 0.3◦. With the
overall width of the disk 5 770 mm, as described in Section 6.2.2, the only feasible mate-
rial to maintain the desired flatness during machining is 5000 series Aluminum4. A finite
element analysis5 of the support disk was used to find the deflection under the expected
compression and loading forces. The expected deflection on the designed support disk
will impart a 0.02◦ change in the expected φ(0) which is well within the specified range.
An even number of cantilevers was chosen to ensure symmetric tuning of compres-
sion forces by having the ability to tune the system in pairs. With the available width
of the disk it is possible to comfortably fit 8 cantilever mounting areas as well as have
enough room for the addition of magic wand systems if the need should arise.
The compression force for each cantilever will be adjusted via three high precision
adjustment screws, 1/4”− 1006, and threaded bushings 7 mounted on the outer edge of
the disk.8 These screws will tune Fx by adjusting the position of the cantilever mounts
which will be able to slide radially along the disk. Raised tracks on the support disk
will guide the cantilever mounts to maintain smooth linear translation. All track edges
should be chamfered or rounded to avoid galling during adjustments. A sectional view
showing 1/8th of the disk with cantilever mount and adjustment mechanism is shown
in Figure 6.12.
Figure 6.12: Illustration of a section of the sup-
port disk with a bushing and fine adjust screws
installed as well as a single cantilever slide. Fine Adjust Screws
Support Disk
Bushings
Cantilever Slide Chamfer
For Magic Wand 
Mounts
Support Mounts WireHoleSafety Stop Mounts
The load will be suspended from the keystone via a long support wire and therefore a
central through hole must be placed in the support disk to allow for this wire. A number
of mounting holes are placed around t e central hole for the securing of safety stops.9
All additional material not necessary for support or mounting is to be machined away
to reduce the overall mass of the support disk. Lastly, four counter bored through holes
at each cantilever section are used for mounting the support disk to an additional metal
4Personal communication Galli e Morelli, Italy
5Solid Works 2013 modeling software
6Thorlabs part# F25US200
7Thorlabs part# F25USN1P
8Proper bore diameter for mounting bushings: 0.864,−0.00,+0.01 mm. Recommended mounting com-
pound: Loctite 680.
9Many of the mounting holes may be under very high tension which in Aluminum has a tendency to
lead to galling and seizing. Avoid the use of Aluminum bolts with the Aluminum disk or insert Heli-Coils
of a dissimilar material.
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support structure. The mechanical drawing with full dimensions in given in Figure 6.13.
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Support DiskFigure 6.13: Machine drawing for the implemented support disk.
Cantilever Slide Assembly
The cantilever slide assembly paired with the support disk provide a rigid mounting
platform for the cantilevers as well as the ability to smoothly tune the compression force
to high precision. There are three individual parts which make up the slide assembly:
The cantilever slide (Figure 6.15); slide top (Figure 6.16); slide fasteners (Figure 6.17); and
cantilever mold (Figure 6.18). The constructed cantilever slide assembly is shown with
and without the cantilever mold in Figure 6.14.
In order to have effective and fast tuning of the cantilever springs it is a necessity to
dynamically adjust the cantilever slide while under tension. During this adjustment a
relatively high amount of energy will be dissipated through friction between the slide
and the support disk. In order to minimize the probability of the two parts adhering all
parts of the slide assembly were machined with 316 stainless steel.
The cantilever slide is the bulk of the slide assembly. The base of the slide contains
two recessed tracks with chamfered edges to fit snugly over the raised tracks on the sup-
port disk. This ensures smooth linear translation and minimizes slide rotations. Three
precision adjustment screws anchored in the support disk will adjust the position of the
slide by pushing on the slide wall while the cantilever is under tension. Due to the high
pressure at the slide-screw interface, tungsten carbide inserts1011 are placed in these po-
sitions. The very high surface hardness of the tungsten carbide will safeguard against
10Newport Corporation part# CPP-F-6
11Recommended mounting compound: Loctite 609
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Fasteners
Translation
Cantileve
r
CarbideInserts
Slide Top Cantilever Mold
A B
Figure 6.14: A) Illustration of an installed cantilever slide assembly consisting of the cantilever
slide, slide top, and slide fasteners. The cantilever is shown for reference. B) Illustration showing
the installed cantilever mold for use during GAS construction in particular the initial stressing of
the cantilevers.
surface damage and help smooth tuning.
An angled cantilever mounting surface is machined with the specified launch angle
φ(0) = 45◦. The lower end of the cantilever profile will sit in a 0.3 mm recess on the
angled surface. Due to the inability of the machining process to make 90◦ corners on
the recess, the corners must be drilled to allow proper sitting of the cantilever profile. A
matching recess is machined in the slide top, section 6.16, for proper alignment. The slide
top secures the cantilever to the cantilever slide via 6 bolts. Proper compression of the
cantilever top is ensured by the 1 mm discrepancy between the cantilever height and the
total recess depth.
The cantilever slide is secured to the support disk using two slide fasteners, Figure
6.17, which press the external tabs of the cantilever slide to the support disk. To reach
adequate securing force the slide fasteners should be designed such that it will never
directly contact the disk. When tuning the cantilevers the fasteners should be loosened
∼1/2 turn from tight to allow the slide to translate under the force of the adjustment
screws.
During the construction of the GAS and initial stressing of the cantilevers the can-
tilever mold will be bolted to the cantilever slide as seen in Figure 6.14. The cantilever
will be stressed over the mold and fastened to the keystone, Figure 6.19, which is rigidly
secured to the safety assembly, Figure 6.29. The curvature of the mold should be designed
such that it matches the cantilever shape near the desired loading and compression forces.
Attaching the cantilevers in this way ensures minimal over stressing of the cantilevers.
Attempting to initially stress the cantilevers without the use of a mold may result in local
areas of extremely high stress leading to permanent plastic deformation or possibly me-
chanical failure of the cantilever. Once the cantilever is secured to the keystone the molds
should be removed.
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Cantilever Slide
Figure 6.15: Machine drawing for the implemented cantilever slide.
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Slide Top
Figure 6.16: Machine drawing for the implemented slide top.
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Slide Fastener
Figure 6.17: Machine drawing for the implemented slide fasteners.
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Cantilever Mold
   Values to be adjusted to meet desired cantilever bend
Figure 6.18: Machine drawing for the implemented cantilever mold.
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Keystone Assembly
The keystone assembly is responsible for providing a central mounting platform for all
cantilevers, the load, and the retro-reflector mirror. There are three major parts which
make up the keystone assembly: the keystone, Figures 6.20 and 6.21; the cantilever to
keystone fastener, Figure 6.22; and the adjustable mirror mount, Figure 6.23. Figure 6.19
shows the constructed keystone assembly.
Cantilever
Mirror     Mirror Mount
Fine AdjustScrews Bushings
KeystoneFastener
Figure 6.19: Illustration of the keystone assem-
bly consisting of the keystone, cantilever to key-
stone fastener, and adjustable mirror mount. A
single cantilever is attached for reference.
There are two general design considerations to consider when drafting the keystone:
Firstly, the keystone radius should be minimized in order to limit the variation from the
calculated optimal load due to the change in arm length; Secondly, by limiting the mass
of the keystone the GAS system will behave more similarly to the ideal bent cantilever
where the majority of the load acts as a point source.
Design limitations of the keystone size are dependent upon the final designs of var-
ious GAS components. The minimum radius of the keystone will be set by the number
of cantilever mounting points (number of cantilever mounts on the support disk) and
the required cantilever width at L or the radius of the retro-reflection optic, whichever
is larger. The relatively high strength-to-weight ratio of aircraft grade aluminum (series
6061) makes it an ideal material for the keystone. This will ensure a rigid mounting sur-
face with high strength threads (6061 Aluminum M6 thread with 4 mm thread depth has
a shear strength of > 6 kN) allowing for minimal mounting bolts, as well as reducing the
overall mass when compared to similar strength materials such as 316 stainless steel. The
final designed keystone has a mass of 280 grams which is < 1% of the total load.
The mounting surface for the cantilevers must be machined to the proper angle φ(L) =
−30◦ and meet the requirements set on φ(L) from the theoretical model, specifically an-
gular certainty to within 0.3◦ under the required loads. A finite element analysis12 of the
Keystone was used to find the deflection under the expected compression and loading
forces. The expected deflection on the designed keystone will impart a 0.02◦ change in
the expected φ(L) which is well within the specified range.
The outer radius of the keystone is machined with a hexadecagon profile to allow
for added mounting surfaces between cantilever mount point. These extra mounting
surfaces are machined to incorporate adjustable mounts for a magic wand system. As
12Solid Works 2013 modeling software
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Keystone
Figure 6.20: Machine drawing for the implemented Keystone (Drawing 1 of 2).
the magic wand system was never implemented in experiments it will not be discussed
further here.
A 2 inch diameter recess in the top of the keystone gives the ability to static mount a
retro-reflector as well as limiting the overall weight of the keystone if the adjustable retro-
reflector mount, Figure 6.23, is used. The circular recess in the underside of the keystone
is for reducing the overall weight while also giving a mounting surface for the support
wire clamp assembly, Figure 6.24.
A 0.3 mm recess whose foot print matches that of the end of the cantilever is machined
on to the cantilever mounting surface to ensure proper alignment of the cantilevers and
keystone. The cantilevers are secured to the keystone via the cantilever to keystone fas-
teners, Figure 6.22, and a single M6 bolt. The 0.4 mm discrepancy between the total recess
depth and cantilever height will allow for proper compression of the mounting bolt.
The adjustable mirror mount, Figure6.23, is designed to hold a 2 inch retro-reflector
optic is the central recess. Adjustments to the horizontal plane of the retro-reflector
mount is accomplished via three high precision adjustment screws, 1/4” − 10013, and
threaded bushings14 mounted on a 36.77 mm radius.15 The mounting plate will sit on the
upper surface of the keystone and be solely supported by the adjustments screws. Once
the appropriate orientation of the retro-reflector has been set the mount is secured to the
keystone via 12 M2 bolts.16 Four 6.6 mm diameter through holes on the outer radius of
13Thorlabs part# F25US200
14Thorlabs part# F25USN1P
15Proper bore diameter for mounting bushings: 0.864,−0.00,+0.01 mm. Recommended mounting com-
pound: Loctite 680.
16Adequate mounting tensions may be reached with only 3 M2 bolts. The bolt pattern was designed for
Viton o-ring compression for use with a liquid mercury mirror.
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Keystone
Figure 6.21: Machine drawing for the implemented Keystone (Drawing 2 of 2).
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Keystone Cantilever
Fastener
Figure 6.22: Machine drawing for the implemented cantilever to keystone fastener.
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Mirror Mount
Figure 6.23: Machine drawing for the implemented adjustable mirror mount.
the mirror mount allow for the safety assembly, Section 6.2.2, to be rigidly secured to the
keystone during construction.
Load Assembly
The load assembly is responsible for mounting and suspending the desired load from
the central keystone as well as providing a mounting surface for a reference accelerator.
There are four components which make up the load assembly: the load, Figure 6.25; the
load slides; Figure 6.26; the wire fasteners, Figures 6.27 and 6.28; and the support wire.
Figure 6.24 shows the constructed load assembly. The overall mass of the load assembly
should be designed approximately 200 grams below the calculated working point load
for the GAS. This will ensure the GAS is not overloaded during construction and allows
for fine tuning of the load through the addition of small external masses.
Each cantilever is designed for a local suspended load of ∼10 kg. The total mass
from the keystone is then n× 10 kg, where n is the number of cantilevers. A total load
of more than 40 kg begins to become very cumbersome to work with as well as adding
extra tuning complexity with an increase in n. For this reason the load was designed for
a total of four cantilevers. The load is machined from a single roll of 316 stainless steel
due to it’s high density and relatively low cost. On the upper surface of the load four
recessed rail guides are machined for the load slides to be placed. Four M4 mounting
holes are provided to secure the wire fastener to load providing> 8 kN of shear strength.
A reference accelerometer17 may be secured to the base of the load via 2 M6 bolts.
The copper load slides will rest in the rail guides on the load. By adjusting the relative
17Wilcoxon Research Model 731A
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Fastener
LoadSlide
Fastener
Support Wire
Figure 6.24: Illustration of the load assembly
consisting of the load, the load slides, the wire
fasteners and the support wire.
distance of the slides to the center of the load it is possible to level the load in the event
that it is not supported from the true center of mass. The copper construction of the
slides enables the motion of the load to be damped with the addition of large permanent
magnets placed near the slides.
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Figure 6.25: Machine drawing for the implemented load.
The load is suspended from the eystone by a single wire. This wire is required to
support the full load with no permanent deformation and minimal stretching. At both
the keystone and load the wire is secured via the wire fastener, Figures 6.27 and 6.28.
The fastener is of clamp type design which relies on the static friction force created by
pressing the wire between two plates. Each Aluminum plate has a V shaped groove
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Load Slide
Figure 6.26: Machine drawing for the implemented load slides.
in which to press the wire. This will ensure four points of contact between the wire
and fastener. The large compression forces which is applied when compressing the wire
may result in deformation of the wire thereby reducing the effective yield strength. To
mitigate this effect the wire must have a surface hardness much greater than that of the
Aluminum fastener allowing the fastener to deform around the wire. Tungsten carbide is
an ideal material for the support wire with very high Young’s modulus, tensile strength
and surface hardness. A tungsten carbide wire with diameter 1.3 mm will support the
desired 40 kg load with a factor of safety (FOS)18 of 1.75.
18FOS =
Maximum Designed Load
Maximum Expected Load
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Figure 6.27: Machine drawing for the implemented wire fastener (Drawing 1 of 2).
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Figure 6.28: Machine drawing for the implemented wire fastener (Drawing 2 of 2).
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Safety Assembly
The safety assembly serves three main purposes including providing a rigid mounting
point for the keystone during the GAS construction, limiting the keystone displacement
when the GAS experiences very high amplitude vibrations or failure, and giving the
ability to mount limited optics immediately above the retro-reflector. There are two com-
ponents which make up the safety assembly: the safety stop, Figure 6.30; and safety rods,
Figure 6.30.
Figure 6.29: Illustration of the safety assembly.
The keystone is shown attached to the safety as
it would be during construction and the initial
stressing of the cantilevers.
Safety Stop
Safety Rods
The safety stop is a single disk of Aluminum situated just above the keystone. A
number of M6 clearance slots cut into the outer radius serve as mounting points for 8
safety rods which will connect the stop to the support disk. Optics will be mounted to
the upper side of the stop via a grid of M6 tapped holes with 2 cm by 2 cm spacing. A
large central hole in the stop allows for vertical line of sight to the retro-reflection. Three
through slots cut into the inner radius provide clearance for the mirror mount fine adjust
screws to extend above the safety stop.
During construction of the GAS system the keystone assembly is fixed to the safety
stop by four short safety rods. These short safety rods are secured to the under side of the
safety stop and extend down the mounting holes on the keystone. The rigged securing
of the keystone is necessary for construction purposes. Once the GAS has been fully
assembled the short safety rods are removed allowing the cantilevers to support the full
load.
The lengths of all safety rods should be adjusted such that the safety stop will be posi-
tioned no more than∼2 cm above the working point of the keystone. The limited allowed
keystone travel will ensure no over-stressing of the cantilevers during abnormally large
oscillations as well as minimize the momentum of the keystone before collision with the
safety in the event of complete GAS failure.
The safety rods are made from solid Aluminum rod with 1 mm extrusions in the
mounting surfaces for proper bolt compression. All safety rods are fastened to the de-
sired component with M6 bolts. The 8 safety rods connecting the safety stop of the sup-
port disk will provide ∼128 kN worth of stopping force.
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Safety Stop
Figure 6.30: Machine drawing for the implemented safety stop.
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Figure 6.31: Machine drawing for the implemented safety rods.
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6.2.3 Performance
The overall performance of any passive isolation system is generally classified by the
measured transfer function. As described in Section 6.1, the transfer function is a direct
measurement of vibration power filtering from the incident ground vibrations to the key-
stone movement. In order to maximize the vibration filtering of the GAS system it must
be tuned to the lowest natural frequency possible while still maintaining stable perfor-
mance.
Proper adjustment of the GAS systems is an iterative process in which tuning curves
of natural oscillation frequency vs load for differing compression forces (horizontal can-
tilever positions) are experimentally found. A minimum fn is found for each compression
force with the working compression being that which exhibits the lowest fn. The tuning
sequence is as follows:
1) All cantilevers are placed a known horizontal distance from the keystone.19
2) The oscillation frequency of the GAS is measured by setting the keystone into oscilla-
tion and viewing the output signal from an accelerometer placed either on the keystone
or the load.
3) A known mass is added to the load.
4) Repeat step 2.
5) repeat steps 2 and 3 until a local minimum fn is found.
6) Remove all added masses; 7) Adjust the position of all cantilevers a known distance.
7) Repeat steps 2 through 7 until a global minimum fn is found.
Under certain compression conditions the GAS loading behavior will become bi-
stable. Operation in these regions should be avoided as is discussed in detail in Section
6.2.1. A number of typical tuning curves for the implemented GAS system are shown in
Figure 6.32. Using minimum horizontal compression steps of 0.03175 mm (1/8 turn using
a 1/4” 100 fine adjust screw) and minimum mass steps of 0.49 grams (mass of single M6
stainless steel washer) it was possible to obtain stable GAS operation with fn = 160 mHz.
When operating at such low fn the GAS system is extremely sensitive to temperature
fluctuations which induce thermal expansions/contractions in the cantilevers which ef-
fectively alter the compression forces. For the cantilever used here a 1◦ C change in room
temperature corresponds to a∼4 µm change in cantilever length. The temperature stabil-
ity in the laboratory is extremely poor, leading to temperature fluctuations of many de-
grees over the period of days. Temperature fluctuations of this amplitude lead to highly
varying fn and the need for daily GAS adjustment to maintain fn = 160 mHz. To miti-
gate this effect the GAS is generally run at fn ≈ 180 mHz. An absolute low fn = 70 mHz
was achieved while operating the GAS in a bi-stable configuration. Only 10 minutes of
operation were achieved before the GAS moved into a negative k region and came to rest
on the safety stops.
Once the desired fn is achieved it is possible to complete a direct measurement of the
GAS transfer function, Equation 6.3. For the transfer function measurement it is neces-
sary to directly compare the vibration noise on the ground to that on the load. To accom-
plish this similar accelerometers20 were placed on the ground and the underside of the
load. For simplicity a direct comparison of the accelerometer’s Fourier spectra without
19The position of the cantilever slide assembly with all fine adjust screws turned completely out was used
here.
20Wilcoxon Researcher Model 731A
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Figure 6.32: Typical tuning curves for the implemented geometric anti-spring system. The tuning
curves are found by setting all cantilevers an equal yet arbitrary distance from a known point on
the support disk, mass is then added incrementally to the load. The natural frequency is then
measured for each additional mass using an acclerometer attached to the base of the load. All
added masses are removed, the cantilevers are all adjusted to a new position, and all steps are
repeated until a global minimum fn is found. For simplicity the desired working compression
is noted as the zero position for the cantilevers and all other positions are indicated as changes
from this position. ( ) A stable global minimum fn of 169 mHz was found. (NH  ) The
five uppermost curves show stable operations for various compression distances all exhibiting
local minimum. (×) For relative compression 0.0635 mm the GAS exhibited bi-stable operation
indicating that the cantilevers had been over compressed.
any additional vibration noise, other than the natural ground motion, was performed.
Figure 6.33 shows the power spectrum of displacement for the ground motion and the
GAS load motion with and without magnetic damping. Magnetic damping of the load is
accomplished by placing Neodymium permanent magnets near the copper load slides.
The theoretically expected flattening of the resonant peak, shown in Section 6.1, is clearly
seen in the inset of Figure 6.33. This set of data was taken while the GAS system had been
tuned to fn = 200 mHz. A large peak at f = 150 mHz on the ground vibration data is
due to seismic noise. This feature is notably absent from both of the GAS load vibration
measurements. This may be due to the different times of day in which each data set was
taken.
Using the displacement power spectra the transfer function of the GAS filter can then
be found. This is shown in Figure 6.34. The prominent peaks at f = 200 mHz correspond
to the tuned fn of the GAS. A dip in the transfer function for f < 200 mHz is due to
microseismic activity which was present during the ground vibration data but not at the
time in which the GAS data was taken. GAS vibration filtering is expected to begin at
∼ f > fn +HWHM.21 However, for 10 Hz> f > fn +HWHM the vibrational noise is at
the limit of the load accelerometer. For 600 mHz> f > fn +HWHM the vibrations on the
ground and on the load are below the noise of the accelerometer leading to an apparent
lack of filtering. The GAS filter reaches a plateau of ∼ − 65 dB of filtering. Adding a
magic wand system to the GAS has been shown to increase the vibration filtering at high
21HWHM corresponds to the half width half max of the GAS resonant peak
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Figure 6.33: Power spectrum of vibrational noise. (...) Vibrations as measured on the laboratory
floor. The large peak around f = 150 mHz is consistent with micro seismic noise. (—) The
vibration spectrum as measured on the GAS load. A prominent peak at f = 200 mHz due to the
tuned natural frequency of the GAS. The drastic deviation from the ground motion curve is seen
indicating frequency filtering. (—) The vibration spectrum as measured on the GAS load where
a passive magnetic damping scheme has been implemented. A resonance peak at f = 200mHz
is seen with reduced amplitude when compared to the undamped system. The insert shows a
zoomed view of the damped and undamped resonant peaks.
frequencies [130].
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Figure 6.34: GAS transfer function between measured ground motion and GAS load motion.
( ) Vibration filtering characteristics of the magnetically damped GAS. () Resonant peak of the
undamped GAS for amplitude comparison with the damped system. The GAS filter reaches to
plateau of ∼− 65 dB of filtering.
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6.3 Apparatus Support Structure
The apparatus support structure, shown in Figure 6.35, consists of two main sections: the
tower frame; and the foundation. This structure provides both a firm mounting feature
for the BEC apparatus and optics, as well as an initial vibration isolation stage for vertical
and tilt mode ground vibrations. The details of the individual sections are described
below.
Concrete Slab High Density Foam
Shear Wall
Shear Wall
Shear Wall
1.5m 1.5m
3.5m
1.35m
0.214m
0.850m
0.92m
OpticsBoard
GASFrame
Al
Pro�ile
Figure 6.35: Illustration of the appa-
ratus support structure. The beams,
columns, and trusses are made from
pre-manufacted Aluminum profile.
Small breadboards for minimal op-
tics are placed at the 1st, 2nd and top
level. A large 1.3 × 1.6 m2 bread-
board is mounted to the 3rd level
where the majority of optics neces-
sary for BEC formation are mounted.
Each side of the tower is enclosed
with three individual shear walls.
The tower frame is mounted to a
floating foundation made of a 2.2 ×
2.2 m2 concrete slab which rests on
high density vibrational isolation
foam.
6.3.1 Tower Frame
The tower frame is a 3.5 m tall enclosed support frame with three elevated ‘floors’ in
which breadboards are mounted. An illustration of the tower frame is shown in Figure
6.35. The tower frame is designed with an overall footprint equal to that of the vacuum
system. It is imperative that the frame be rigid with a natural bending mode as high
as possible while still maintaining easy access to the BEC apparatus. To accomplish this
the tower frame is constructed with pre-manufacted Aluminum profile beams22 to which
shear walls of high density structural plywood are added.
22Aluminum profile manufacturer: ITEM 24
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Structure Oscillation Mode Theory
The expected natural modes of the tower frame are calculated using "a simplified method
for calculations of the natural frequencies of wall frame buildings" [136] which is described
below.
Ground ... Ground ... Ground ...Ground ...
i=1 2 3 n...
j=1 2 3
mh
A B C D
H
Xg
l
Figure 6.36: Illustrations of a basic wall framed structure. A) A 3-dimensional representation of an
un-deformed structure having overall height, H, floor height, h, beam length, l, column number,
i, from 1 → n, and framework number, j, from 1 → m. B-D) Deformation of the j = 1 frame
will under lateral vibrations of displacement amplitude Xg. B) Pure shear deformation mode. C)
Pure global full height bending deformation mode. D) Pure local full height bending deformation
mode of the individual columns.
An illustration of a typical beam frame structure is shown in Figure 6.36A with a sin-
gle framework consisting of n vertical beams, f coupled frameworks, and floor height h.
Under lateral vibration buildings will exhibit three main bending profiles: shear, Figure
6.36B; global full height bending, Figure 6.36C; and local full height bending of indi-
vidual beams, Figure 6.36D. The natural lateral frequency, fn, of the frame structure is
determined by the interaction between these three stress modes seen in Equation 6.12.
f 2n = f
2
B + f
2
S +
(
η(k)2
0.313
− k
2
5
)
s f 2B (6.12)
Here, fB is the frequency of the local full height bending of individual beams, fS
is the frequency of the effective shear mode, k is a non-dimensional parameter, η(k) is
the frequency parameter dependent on k, and s is the effectiveness factor. The effective
bending mode is defined by Equations 6.13 and 6.15 where r f is the reduction factor, H is
the total height, M is the mass density per unit length, l is the beam length, and h is the
story height, Ec, Eb, and Ew are the young’s modulus of the columns, beams, and shear
walls, and Ic(j,i), Ib(j,i), and Iw(a) are the area moment of inertia for the ith column or beam,
jth frame and ath shear wall.
f 2B =
0.313r2f EI
H4M
(6.13)
EI = Ec
m
∑
j=1
n
∑
i=1
rj Ic(j,i) + Ew
z
∑
a=1
Iw(a) (6.14)
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rj =
∑ni=1
12Ec Ic(i)
h2
∑ni=1
12Ec Ic(i)
h2
+∑n−1i=1
12Eb Ib(i)
lih
(6.15)
The effective shear mode, fS, given by a coupling between pure shear and global
full height bending is defined by Equations 6.16-6.19 where fs and fg are the natural
frequencies for pure shear and global full height bending modes, and Ig is the global area
moment of inertia defined in Equation 6.20. Here, A and t are the cross-sectional area of
the ith column and the distance from that column to the centroid of all cross-sections.
f 2s =
r2f
M(4H2)
m
∑
j=1
f 2g(j)
f 2g(j) + f
2
s′(j)
K(j) (6.16)
f 2s′(j) =
r2f K(j)
M(4H)2
(6.17)
f 2g(j) =
0.313r2f Ec Ig(j)
MH4
(6.18)
Kj =
( n∑
i=1
12Ec Ic(i)
h2
)−1
+
(
n−1
∑
i=1
12Eb Ib(i)
lih
)−1−1 (6.19)
Ig(i) =
n
∑
i=1
A(i)t(i) (6.20)
s =
f 2g(j)
f 2g(j) + f
2
s′(j)
(6.21)
The values for k, η(k), and r f vary between systems based upon the material makeup,
effective stiffness, and number of stories. Tables containing these variable values can be
found in Reference [136].
Using the physical attributes of the designed system (H = 3.5 m, M = 300 Kg/m
(total system mass/height), l = 1.5 m, h = 1.04 m (Averaged floor height), Ec = Eb =
7.04× 1010 m4, Ic = Ib = 1.72× 10−6 N/m2, Ew = 1.13× 1010N/m2, Iw = 6.4× 10−2 m4)
and the appropriate values for constants (r f = 0.770, k = 0.1, η = 0.5606) [137] the
above system of equations can be solved to find the fundamental oscillation frequency,
fn. Under these conditions it is expect that the fn of the loaded tower with shear walls
will be ∼77 Hz. The floor heights in the designed system range from 0.85→ 1.35 leading
to a negligible uncertainty in fn. The model assumes a uniform vertical mass distribution
with the mass distributed equally between all floors. A highly non-uniform mass dis-
tribution of the tower in which a disproportionate amount of mass is loaded on the top
floor leads to the dominant uncertainty in fn of +7−5 Hz.
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Tower Oscillation Mode Measurement
The oscillation mode of the loaded tower frame was measured using a high precision
two-axis inclinometer.23 Figure 6.37 shows the power spectrum of tilt vibrations on the
tower. A prominent peak at ∼75 Hz corresponds to the tower’s fundamental frequency.
Two other modes at ∼145 and ∼364 Hz are likely the second harmonic of fn and the
towers second natural frequency.
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Figure 6.37: The Fourier transform of the tilt mode vibrations on the top level of the tower con-
verted into power spectrum. Notable resonance peaks at ∼75, ∼145, and ∼364 Hz likely cor-
respond to the towers natural frequency, the second harmonic of the natural frequency and the
second natural frequency.
The relatively high frequency of fn when compared to the foundation’s tilt mode,
Section 6.3.2, will ensure very little coupling between the ground motion and the tower
mode at fn.
6.3.2 Foundation
The foundation which supports the tower frame, geometric anti-spring, and Bose-Einstein
condensate apparatus will be the only contact point for the complete system to the build-
ing, Figure 6.35. In order to limit the transmission of building vibration noise into the
system the foundation will not be rigidly fastened to the surrounding building. Alterna-
tively, a ‘soft contact’ point will be used which will act as a pre-isolation stage for building
vibrational noise.
A 2.2× 2.2 m2 concrete slab provide a rigged mounting plate form for which the tower
frame and GAS legs are fastened. The concrete slab is poured directly on three layers of
high density isolation foam.24 As described in Section 6.1 it is imperative to operate all
passive isolation systems at the minimum natural frequency achievable. A tuning curve
for the chosen high density foam, provided by the manufacture [138], shows a mini-
mum achievable vertical fn = 9.3 Hz, Figure 6.38A. The appropriate loading of the foam
23Sherborne Sensors Model# T233-0001-03
24Regupol Vibration 200
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is accomplished by selecting an adequate thickness for the concrete slab as well as the
addition of concrete bricks for post-construction adjustments. By simultaneously mea-
suring ground and slab vibrations after the full apparatus has been installed the transfer
function of the pre-isolation is measured, Figure 6.38B. Transfer functions are described
in detail in Section 6.1. Two prominent resonant peaks in the transfer function at 3.6 and
9 Hz correspond to the tower tilt and the vertical fn of the pre-isolation, respectively. The
good agreement between the manufacture’s minimum fn and the experimentally mea-
sured vertical fn indicates optimum loading of the high density foam. The nature of a
reduction in isolation from 60 → 90 Hz is unknown. It is evident from Figure 6.38B that
the filtering behavior of the pre-isolation becomes negligible for f > 500 Hz.
2221201918171615141312111098 0.0200.0150.0100.0050.000 Load (N/mm2)
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Figure 6.38: A) The loading curve for three layers of Regupol 200 high density vibration isolation
foam as provided by the manufacturer. A minimum vertical fn = 9.3 Hz corresponds to a 7.5×
10−3 N/mm2 loading parameter. B) The measured transfer function from ground motion, Xg, to
concrete slab motion, Xs. (—) A resonant peak at 3.6 Hz corresponds to the pre-isolation tilt mode.
(—) A resonant peak at 9 Hz corresponds to the vertical fn of the pre-isolation.
6.4 Acoustic Isolation
Oscillating longitudinal pressure waves in air have the ability to drive mechanical reso-
nances in solid structures through coupling at the air/solid boundary. Large amplitude
acoustic waves in loud environments have the ability to limit the stability of many oth-
erwise isolated components. In Sections 6.2 and 6.3 it is seen that great consideration is
taken when attempting to limit the seismic vibrations which couple into certain compo-
nents in the full apparatus. Although components such as the cantilevers, optics mounts,
and tower frame are isolated from seismic vibrations they, as with most solid features,
exhibit strong internal vibrational modes which lie within the acoustic spectrum, 10’s of
Hz to 10’s of kHz.
The internal and bulk acoustic modes of a number of components was experimental
measured including the cantilevers, Figure 6.39, optics mounts [139], and tower, Fig-
ure 6.37. These measurements show strong modes ranging from ∼75 Hz→ kHz for the
tower, ∼10 → 30 kHz for the optics mounts, and arguably most importantly ∼200 Hz→
9.5 kHz.
To limit the coupling of acoustic waves to sensitive apparatus elements a number of
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Figure 6.39: Spectrogram showing the acoustic modes of the GAS cantilevers. Acoustic data was
recorded over 5 seconds after the cantilever was struck with a soft mallet. Prominent acoustic
modes are marked on the left of each graph. A) Data from a free, unstressed cantilever showing
modes ranging from 100 Hz→ 10 kHz. B) Data from a stressed cantilever installed in a tuned
GAS system. No notable high frequency modes are present however a number of low frequency
resonances, < 400 Hz are now visible.
Frequency (Hz) 125 250 500 1000 2000 4000
Absorption Coefficient 0.44 0.48 1.19 1.12 1.16 1.16
Table 6.2: Acoustic foam absorption coefficients.
steps where taken. The apparatus, lasers, and optics reside in a separate sealed room
from the control systems (computers, power supplies, all components with active cool-
ing, ect.). These two rooms are referred to as the experiment and plant rooms, respec-
tively. To further damp acoustic waves the walls and ceiling of the experiment room
are lined with 80 mm depth convoluted acoustic polyurethane foam with an ‘egg crate’
profile. Additionally, the enclosed tower which holds the apparatus is encased with an-
other layer of acoustics foam. Typical absorption coefficients of acoustic isolation foam
of similar thickness are shown in Table 6.2.
The acoustics levels in the plant room were measured with a microphone over a pe-
riod of ten seconds and converted to a spectrogram showing a spread in background
acoustic frequencies from Hz→ 10’s of kHz, Figure 6.40A. The integrated total acoustic
power was measured via decibel meter and found to be 65 dB. Similarly, the noise lev-
els inside the acoustically isolated support tower were measured, Figure 6.40B. There is
a drastic reduction in acoustic noise as seen from the absence of acoustic modes in the
spectrogram and the 30 dB reduction in the integrated power. Figure 6.40A and B have
equal background scaling until 10 s when the sensitivity of Figure 6.40B is increased by a
factor of 5 making it possible to discern the low frequency mode structure. The existences
of low frequency modes in the experimental room is attributed to the minimal absorption
of the acoustic foam at frequencies < 500 Hz.
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Figure 6.40: Specrogram of background noise taken in various rooms via 15 second acoustic mi-
crophone recordings and total integrated acoustic noise levels as measured by a decibel meter.
A) Data taken in the plant room showing broad spectrum acoustic noise over the full frequency
range (< 20 kHz) with total power of 67 dB. B) Data taken in the experiment room showing a
decrease in the high frequency noise as compared to the plant room and a 30 dB reduction in
acoustic power. The plant and experimental room data have equal scaling until 10 seconds when
the sensitivity in the experiment room is increased by a factor of 5. The expected low frequency
modes are seen in the experiment room.
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Chapter 7
Interferometer Phase Noise
The interferometer output signal is produced through the integrated path length differ-
ence between the two momentum arms of the interferometer test mass. This path length
difference produces a interferometric phase (φ) which is directly related to the accelera-
tion (a) of the test mass relative to an engineered inertial reference. A detailed discussion
of atom interferometry is given in Section 1.1. A number of environmental and instru-
mental systematic noise sources have the ability to limit the interferometer’s sensitivity
in φ. Understanding and quantifying the magnitude of the various noise sources is of
great importance when operating a precision atom interferometer. Having the ability to
accurately evaluate the dominate noise sources not only allows for the opportunity to
increase phase sensitivity through adequate post processing of data but also provides
valuable information for future improvement of the apparatus.
In order to accurately assess the effect noise sources have on the phase sensitivity,
the susceptibility of the interferometer to noise sources at differing frequencies must be
known. The susceptibility in frequency space is referred to as the interferometer sensitiv-
ity function and is discussed in Section 7.1.
The phase noise attributed to the largest noise sources for the current apparatus; ver-
tical vibrations of the reference, phase noise between the Bragg beams, horizontal vibra-
tions coupling to rotation modes of the tower, and imaging noise are discussed in Sections
7.2, 7.3, 7.4, and 7.5, respectively.
7.1 Sensitivity Function
A typical atom interferometer consists of a number of discrete light pulses used to place
a single test mass in various superpositions of momentum states. The interferometer
used here is in a Mach-Zehnder configuration which consist of three pulses, of some
duration (τR), separated by a time (T) and can be run successively with a duty cycle of
Tc. As a consequence of the discontinuous operation, the interferometer has fluctuating
regions in frequency space of high and low sensitivity. The complete formulation of the
interferometer sensitivity function has been shown in many previous publications and
will not be derived here [140, 141]. Equation 7.1 shows the applicable sensitivity function
(G(ω)) for a Mach-Zehnder atom interferometer, where ω = 2pi f , f is frequency, and ΩR
is the Rabi frequency, generally taken as pi/2τR.
G(ω) =
4iΩR
ω2 −Ω2R
sin
(
ω(T + 2τR)
2
)(
cos
(
ω(T + 2τR)
2
)
+
ΩR
ω
sin
(
ωT
2
))
(7.1)
Using the sensitivity function, the interferometer weighting function (|H(ω)|2) can
be found from the relation in Equation 7.2. Figure 7.1 shows the weighting function
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for a Mach-Zehnder atom interferometer with τ = 50 µs and T = 100 ms. The oscilla-
tory behavior of the weighting function is evident by the repetitive regions of vanishing
amplitude occurring at f = n/(T + 2τR), where n is an integer. At high frequencies
|H(ω)|2 shows a loss in interferometer sensitivity with a 2/(2pi f /ΩR)2 trend. This indi-
cates that the interferometer behaves as a effective low pass filter with a cut off frequency
f =
√
3ΩR/6pi.
|H(ω)|2 = ω2|G(ω)|2 (7.2)
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)|2 2(2π�/ΩR ) 2Figure 7.1: The weighting function for a Mach-Zehnder atom interferometer consisting of threelattice pulses of duration τR = 50 µs and pulse separation T = 100 ms. The interferometer ex-
hibits regions of diminishing sensitivity at periods of f = n/(T + 2τR), where n is an integer.
Characteristics of a f =
√
3ΩR/6pi low pass filter are evident from the 2/(2pi f /ΩR)2 sensitivity
tend at high frequencies.
The weighting function can be applied to various power spectrum measurements of
noise sources to find the interferometer uncertainty function (σ(ω)) and through an in-
tegration along ω the phase uncertainty (σ) is found. The application of the weighting
function to a number of power spectrum (S(ω)) is shown in Equations 7.3-7.5. A direct
mapping of |H(ω)|2 to σ is possible only for a power spectrum Sφ(ω), of initial units
radians2/Hz as shown in Equation 7.3. For all other S(ω) such as Sz(ω) and Sa(ω), of
units displacement2/Hz and acceleration2/Hz, scaling functions must be applied ensur-
ing proper dimensionality. The proper scaling functions can be trivially extracted from
Equations 7.4 and 7.5, where ke f f = 4pi/λ and λ is the wavelength of the lattice light.
σ(ω)2 =
1
m
|H(ω)|2Sφ(ω) (7.3)
σ(ω)2 =
k2e f f
m
|H(ω)|2Sz(ω) (7.4)
σ(ω)2 =
k2e f f
m
|H(ω)|2
(ω)4
Sa(ω) (7.5)
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7.2 Vertical Vibrations
The expected contribution of vibration noise to the interferometer phase noise can be cal-
culated by mapping the interferometer weighting function on the power spectral density
of displacement noise (Sz(ω)) of the retroreflector as described in Section 7.1. Figure 6.33
shows the measured Sz(ω) of the inertial reference suspend by the implemented GAS
filter, see Section 6.2. Using parameters for the high sensitivity interferometer in Section
9 T = 130 ms, τR = 50 µs, ke f f = 4pi/780× 10−9 m−1, and m = 1, the weighting function
shown in Figure 7.2A is produced. By applying |H(ω)|2 to Sz(ω) according to Equation
7.4 the expected interferometer vibrational phase noise is found. Integrating from 0.01 to
100 Hz results is σ∼45 mrad/run.
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Figure 7.2: A) The interferometer weighting function for parameters T = 130 ms and τR = 50 µs,.
B) The interferometer uncertainty function for vibrations on the magnetically damped GAS with
fn = 200 mHz and parameters ke f f = 4pi/780× 10−9 m−1, and m = 1. The integrated phase noise
from 0.01 to 100 Hz due to vibrations is ∼45 mrad/run.
7.3 Bragg lasers
The lattice responsible for driving Bragg transitions is produced via a frequency doubled
1550 nm seeded fiber laser source. This source is split, passed through two double pass
AOM’s, and recombined before entering the science chamber. Section 4.2.3 discusses the
full optics and electronics setup for the Bragg laser system in detail. The current system
does not utilize any active frequency stabilization between the two recombined Bragg
beams [142]. As a consequence all phase noise acquired from the non-common paths of
the two Bragg beams couples directly to lattice phase jitter.
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To characterize the effective phase noise on the lattice, the beams entering the science
chamber are polarization rotated such that they are mixed on a polarizing beam splitter,
and measured with a low-noise wide-band photo detector1. The frequency difference
between the two lattice beams is set to 15 kHz which is the first order atomic Bragg res-
onance. This beat is logged for 1 s at a sampling rate of 5 MHz. A Fourier transform of
the logged data is performed and converted to a power spectrum, Sφ(ω). Using Equa-
tion 7.3 the uncertainty function of the interferometer under parameters T = 130 ms,
τR = 50 µs, ke f f = 4pi/780× 10−9 m−1, and m = 1 is produced. This is shown in Fig-
ure 7.3. The expected phase noise contribution from the Bragg laser system is found to
be ∼360 mrad/run. This phase noise estimation includes all aspects of the Bragg laser
system including the AOM frequency control DDS, optics and optical fibers.
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Figure 7.3: The interferometer uncertainty function for the Bragg lattice system using parameters
T = 130 ms, τR = 50 µs, ke f f = 4pi/780× 10−9 m−1, and m = 1. The integrated phase noise from
1 Hz to 1 MHz due to Bragg lattice phase/frequency noise is ∼360 mrad/run.
Frequency noise on the Bragg beams also contributes to an uncertainty in interferome-
ter phase exhibited by a time varying lattice spacing. The magnitude of the effect is found
from the standard interferometer relation ∆φ = ∆ke f f gT2. By measuring the linewidth
of the high power fiber laser system used for producing the Bragg lattice the amplitude
of the frequency noise was found to ∼14 kHz. Section 4.2.3 discusses the linewidth mea-
surements and laser frequency locking scheme in detail. Using the above relation for
a T = 130 ms interferometer the measured frequency noise is expected to contribute
0.1 mrad phase noise, negligible compared to other noise sources.
7.4 Horizontal Vibrations and Rotations
To first order, vertically oriented interferometers are insensitive to direct horizontal vibra-
tions however, these vibrations have the ability to induce systematic phase shifts in the
output through a number of processes including imparting an initial horizontal velocity
1Thorlabs DC-150 MHz bandwidth photo detector part# PDA10A
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to the atomic test mass and coupling to motional modes which change the interferometer
pointing vector.
7.4.1 Coriolis
One of many drawbacks when performing inertial measurements using an Earth based
laboratory manifests itself when considering the non-inertial rotating frame of the Earth.
In order to understand the motion of inertial objects in non-inertial frames the addition of
fictitious inertial forces becomes necessary. The most well known and pertinent inertial
force for the application discussed here is the Coriolis force [143]. The Coriolis force
is a consequence of an observer (the laboratory) being coupled to a rotating frame of
reference and manifests in an observed acceleration (ac) of an uncoupled test mass given
by the cross product between the reference rotation, (ΩRot) and the test mass velocity (v)
as seen in Equation 7.6.
ac = 2ΩRot × v (7.6)
The cross product in Equation 7.6 implies an observed inertial acceleration pointing
inwards or outwards from the center of the rotation for test mass velocities against or
with the direction of rotation, respectively. Accelerations of this nature project along the
interferometer lattice vector and couple directly to the output signal [144]. Figure 7.4
illustrates the experimental apparatus with pointing vector along ke f f , a test mass initial
horizontal velocity vH, and a latitude angle ϕ, coupled to the Earth with rotation rate
ΩEarth = 7.29× 10−5 rad/s.
Ω Earth
keffv H
φ
Figure 7.4: Illustration showing the
relative position of the apparatus
with respect Earth’s rotation axis.
The rotating frame of reference of the
laboratory connected to the surface
of the Earth gives rise to the ficti-
tious Coriolis force. Initial velocities
of the atomic test mass which are par-
allel to the direction of Earth’s rota-
tion couple to the interferometer sig-
nal through this inertial force.
Substituting ac for a into the standard
Mach-Zehnder phase equation (φ =
ke f f aT2)th uncertainty in interfero
meter phase (∆φ) from test mass initi
al horizontal velocity isf u d to be Equation 7.7.
∆φ = 2ΩEarth(vH × ke f f )T2 (7
.7)
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The variance in vH of the atomic test mass was experimentally measured using two
independent methods. Firstly, the tilt modes of the tower where measured, as described
in Section 6.3. A dominate resonance feature at f = 75 Hz of radial amplitude A =
4.5 µrad was found. Given the vertical path length (L) of a T = 130 ms interferometer,
this has the ability to impart a maximum vH to the test mass given by vH = 2pi f L. Using
this method the tilt data is converted to a power spectrum of velocity2/Hz (Sv). The
weighting function from Equation 7.2 can then be applied to Sv with the proper scaling
as shown in Equation 7.8. Figure 7.5 shows the interferometer uncertainty function for
horizontal velocities around the dominant 75 Hz tower resonance feature. By integrating
σ(w) across the resonance a total interferometer phase uncertainty σ = 27 mrad/run is
found.
σ(ω)2 =
|H(ω)|2(2ΩEarthke f f )2
m
× Sv(ω) (7.8)
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Figure 7.5: (—) The interferometer uncertainty function for initial horizontal velocities of the test
mass produced by tilt/bend modes in the tower. (—) The dominant resonance feature of the
tower modes occurs at 75 Hz. Integrating σ2( f ) around the feature gives a total expected phase
noise of φ = 27 mrad/run.
Additionally, the initial horizontal velocity of the atomic test mass is inferred from
measuring variations in test mass horizontal position after a known free fall. The atomic
test mass is allowed 225 ms of free fall and then imaged using standard absorption imag-
ing. The horizontal position jitter is seen to be ∼260 µm, as seen in Figure 7.6. This
corresponds to vH = 578 µm/s. Using Equation 7.7 the interferometer phase uncertainty
is found to be 26 mrad/run.
Both methods for estimating the interferometer phase uncertainty attributed to the
fictional Coriolis force from initial horizontal velocity of the test mass are in good agree-
ment. This implies that the largest contribution to vH is the tilt/bend modes of the tower.
Interferometer Phase Noise 107
1
0.75
0.50
0.25
4.03.53.02.52.01.50 Position (mm)
Norma
lized In
tegrate
d OD (a
rb.)
Δx=260µm
σ=26mrad
Figure 7.6: (—) A typical atomic test
mass profile after 225 ms of free fall.
The profile has been integrated once
along the horizontal axis and normal-
ized. The horizontal position of the
test mass is measured over 100 runs.
(—) The single run position uncer-
tainty of ∼260 µm is shown directly
above the profile. The positional
uncertainty is used to infer an ini-
tial horizontal velocity jitter of vH =
578 µm/s.
7.4.2 Pointing Vector
The coupling of horizontal ground motion to rotation modes and bending modes in the
tower also leads to an oscillating ke f f pointing vector. A change to the interferometer
pointing vector leads to a measured change in test mass position/phase which is propor-
tional to cos(θ), where θ is the deviation angle from vertical. This is illustrated in Figure
6.1. The rotational and bending modes of the tower were measured to have large funda-
mental oscillations at 3.6 and 75 Hz, respectively. These are discussed in detail in Section
6.3. Both modes have effectively the same angular amplitude of 5 µrad. Using the ba-
sic geometric relation cos(θ) = x/(∆x − x), where x = 12 g(2T)2 is the vertical distance
traveled by the interferometer, g is the gravitational acceleration, and ∆x is the variance
in measured x due to the oscillation of the pointing vector, the maximum variance of the
measured test mass position is found to be∼3.4× 10−12 m. In order to acquire a 2pi phase
shift, the effective position of the test mass must oscillate by x = 12 ke f f . It is found that
the measured variance from rotation and bend modes will contribute a negligible phase
uncertainty to the interferometer output of ∼50 µrad/run.
7.5 Imaging
The output of a standard atom interferometer consists of two output ports (|1〉 and |2〉) as
described in Section 1.1. Each port is made up of a single propagating atom cloud whose
amplitude is dictated by the number of atoms (N1,2) in that port. From N1,2 the phase of
the interferometer can be found by calculated the normalized atom number in a single
state N˜1,2 = N1,2/(N1 + N2). The interferometer phase then oscillates with N˜ giving the
sinusoidal mapping showing in Figure 7.7. The highest phase sensitivity (∂N˜1,2/∂φ) is
achieved when there are equal populations in |1〉 and |2〉. This condition is generally
refereed to as ‘midfringe’. At the midfringe condition ∂N˜1,2/∂φ = 1/2C, where C is the
interferometer contrast, Section 1.1. The inability to accurately measure atom number
then results in a phase uncertainty in the interferometer.
Assuming that the interferometer will be operated in the small angle limit around
midfringe, the phase uncertainty is given by Equation 7.9, where SNR is the signal-to-
noise ratio of the imaging system or equivalently the fractional uncertainty in the mea-
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Figure 7.7: (—)Illustration of a inter-
ferometric fringe. (—) The contrast
(C) of the fringe is defined as the
variation in the vertical spread of the
fringe. —) The linear expansion of a
sinusoidal fit around pi in the small
angle limit with a slope of 1/2C.
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The apparatus employs two imaging schemes, each suited for different cloud optical
densities (OD). In the upper imaging regions, corresponding to the 0 → 25 and 220 ms
expansions, the OD of the output states remain relatively high OD & 1 and a standard
absorption imaging system is used, Section 5.1. Section 5.1.2 shows the measured SNRs
of 851 and 452 for the 0 → 25 and 220 ms regions. Using Equation 7.9 and the typical
interferometer contrast C = 0.8, shown in Section 9, the expected phase uncertainty due
to imaging noise for a standard two port interferometer is found to be 0.47 and 0.89 mrad
for the upper imaging regions. The limited drop times of these regions limits them to
relatively short interferometer times and as such they are not used in the high precision
interferometric measurements.
The long baseline atom interferometers ranging from T = 90 → 130 ms used in the
apparatus’ high precision measurements require the bottom imaging region which corre-
sponds to 750 ms of free fall. At such long expansions the OD of the atomic ensemble has
reduced significantly such that OD  1. In this limit absorption imaging is no longer a
viable option. Frequency modulation imaging (FMI), as discussed in Section 5.3, is uti-
lized as an alternative capable of producing high SNR under low OD conditions. The
typical SNR of a single state achieved through FMI after 750 ms of expansion is ∼972,
Section 5.3.2. This would imply ∆φ = 0.41 mrad on a standard two port interferometer.
Generally, the apparatus is run in a configuration which allows for the simultaneous
measurements of magnetic gradients as well as gravity. This is achieved by preparing the
initial atomic sample in a super position of three magnetic substates. Section 4.3 describes
the initial state preparation in detail. As a consequence of the initial state, three indepen-
dent interferometers propagate simultaneously during each run of the apparatus. Each
interferometer, which consist of two output ports, are spatially separated via an applied
magnetic field gradient after the final recombination pulse. A standard FMI image illus-
trating the six output ports corresponding to three independent interferometers is shown
in Figure 5.11. The typical SNR acquired for each individual interferometer ranges from
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388 → 948, as shown in Section 5.3.2. From Equation 7.9 the expected phase noise from
FMI in the three state high precision interferometer is found to be 0.42→ 1 mrad depend-
ing on the magnetic substate.
7.6 Meanfield
The formulation of the interferometer phase signal as shown in Section 1.1 arrives at the
standard relation φ ≈ ke f f aT2. This simple association between interferometer phase and
test mass acceleration relies on the assumption of negligible internal clock shift between
the two interferometer arms. For interferometers using cold diffuse atomic ensembles
as the test mass this limit generally holds true. A possible source of relative interferom-
eter arm clock shift, in which there has been much debate, arises from the slope of the
background gravitational potential [44, 45, 46, 47]. The spatially varying gravitational
potential leads to gravitational redshift which alters the proper time of each interferom-
eter arm causing a relative clock frequency of 1 + ∆V/c2, where ∆V is the difference in
gravitational potential between the two arms and c is the speed of light. This effect would
at most lead to a constant systematic phase shift which will be of little relevance in the
discussion of interferometer sensitivity. A more pressing concern arises directly from the
density of atoms in the test mass. As the density of atomic ensembles increases from the
diffuse thermal clouds, used in previous atom interferometers, to the dense Bose-Einstein
condensates (BEC) used here, the atom-atom interactions become a prevalent source of
energy for the system. This energy is referred to as meanfield energy and under some
circumstances will lead to phase uncertainty in the interferometer.
7.6.1 Theory
For the purposes of this discussion the nature of the atom-atom interactions is captured
fully by the Gross-Piaevskii equation (GPE) where the potential energy (E) of a single
atom encompassed by an atomic ensemble of density n is given by Equation 7.11 [48,
49]. The variable U0 in Equation 7.11 is generally known as the non-linear Schrodinger
constant where, m is the atomic mass, h¯ is the reduced Planck’s constant, and a is the
atom-atom scattering length.
E1,2 = U0n1,2 (7.10)
U0 =
4pih¯2a
m
(7.11)
The internal clock rate of each individual atom is dictated by the Compton frequency,
given in Equation 7.12 [145]. Here, Etot is the total energy of the atom consisting of ther-
mal (ET), internal (Eint), interferometer momentum (Eh¯ke f f ), meanfield (E1,2), and rest en-
ergy (Erest = mc2). Due to the linear addition of the different energy components, shown
in Equation 7.13 it is possible to investigate the individual effect meanfield processes will
have on the interferometer phase. Furthermore, for an atom interferometer in a Mach-
Zehnder configuration all energy components will be consistent between the two inter-
ferometer arms leading to no additional phase shift assuming; (i) the beam splitter pulses
couple the full momentum width of the initial cloud, and (ii) perfect beam splitters with
zero population uncertainty. Section 1.1 shows the formulation of the acquired interfer-
ometer phase in detail. In reality the condition requiring perfectly certain matter-wave
splitters does not hold. Typically the transfer uncertainty of the beam splitters range from
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1→ 5 %. This leads to a density discrepancy between the to interferometer arms thereby
making the clock rates dissimilar.
ω =
Etot
h¯
(7.12)
Etot = ET + Eint + Eh¯ke f f + E1,2 + Erest (7.13)
From here the interferometer phase uncertainty attributed to meanfield effects can be
modeled under varying conditions using a simple Compton frequency argument. Dur-
ing the propagation of a standard Mach-Zehnder interferometer an individual atomic
ensemble containing N atoms and initial width w = w0 FWHM is released from a trap-
ping potential at time t = 0 followed by beam splitter pulses at time t = t1, t2, and t3,
where the interferometer time is T = t2 − t1 = t3 − t2. At t = 0 the cloud has an initial
meanfield energy component given by Equation 7.11. An effective average density can
be found from Equation 7.14 for a Gaussian wavefunction where A is the normalization
constant such that N = A1,2
t
ψ2dxdydz.
n1,2 =
A1,2
t
ψ2dxdydz
w3
=
N1,2
w3
(7.14)
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Figure 7.8: Theoretical interferometer phase noise associated with meanfield effects as a function
of atomic test mass free expansion time before the first beam splitter. A BEC with initial trapped
width of 50 µm, effective temperature of 50 nK, and total atom number of 1.5× 106 is propagated
through a T = 60 ms Mach-Zehnder interferometer. (- -) Phase noise attributed to a 5 % uncer-
tainty in the first pi/2 beam splitter. (—) This inner shaded region corresponds to an additional
uncertainty in the total atom number and effective temperature of±20 % and±5 nK, respectively.
(—) The outer shaded region corresponds to varying uncertainties in the pi/2 beam splitter rang-
ing from 1 % at the lower bound to 10 % at the upper bound. (- -) The interferometer atomic shot
noise phase uncertainty limit for N = 1.5× 106.
During the time before the start of the interferometer the initial meanfield energy is
converted into kinetic energy and the cloud width expands. At t1 a pi/2 beam splitter is
applied transferring the cloud into the two momentum states which make up the arms of
the interferometer. For an imperfect beam splitter the atom number in each arm, given by
N1,2, will vary while w remains the same. This atom number imbalance at the first beam
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splitter pulse generates an imbalance in the Compton frequency between each arm. By
comparing the total phase accumulation of each interferometer arm over the full time of
the interferometer a phase uncertainty is obtained, Equation 7.15.
∆φMF = 2T(ω1 −ω2) (7.15)
The theoretical phase uncertainty is seen in Figure 7.8 using parameters matching
experimental data: N = 1.5 × 106, w0 = 50 µm, Te f f = 50 nK; T = 60 ms; ti = 1 →
100 ms; and 100 run integration. The central line is associated with a 5 % uncertainty in
beam splitter efficiency and the above parameters. An inner shaded region corresponds
to additional ±5 nK and ±20 % uncertainty in the cloud temperature and initial atom
number, respectively. The outer shaded region is produced by±1 and±10 % uncertainty
in beam splitter efficiency mapped to the lower and upper bounds, respectively. The
central curve reaches the interferometer atom shot noise limit for N = 1.5× 106 at t1 ≈
30 ms. This indicates that for typical BEC apparatus parameters it should be possible to
operate in a regime in which the phase effects attributed to meanfield are below 1 mrad.
7.6.2 Experiment
In order to investigate the phase uncertainty related to meanfield effects in the atom inter-
ferometer, a number of data cycles were taken varying the free expansion time. All data
cycles consisted of 100 experimental runs of a T = 60 ms interferometer with 50± 2 nK
effective temperature and 1.5× 106 ± 10 % total atom number. To exacerbate the phase
uncertainty effect described in Section 7.6.1 the population transfer uncertainty of the first
beam splitter was modulated by ∼5 %. Figure 7.9 shows the experimental data points
overlaid with the expected theoretical prediction from the model in Section 7.6.1. The
experimentally acquired phase noise asymptotes to ∼20 mrad at long t1 where it is dom-
inated by additional phase noise sources. The design of the lattice system, described in
Section 4, prohibits data being taken for t1 < 5 ms due to coupling of multiple momen-
tum states.
A constant background phase noise offset was added in quadrature to the theoreti-
cally predicted meanfield phase noise to account for a experimentally measured phase
uncertainty not attributed to meanfield effects. The theoretical model is described in Sec-
tion 7.6.1. After t1 = 20 ms the interferometer phase noise is dominated by alternative
sources of phase noise suggesting that all precision measurement interferometer runs in
the current system should allow at least this amount of initial cloud propagation.
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Figure 7.9: ( ) Experimentally measured phase noise for a BEC with initial trapped width of
50 µm, effective temperature of 50± 2 nK, and total atom number of 1.5× 106 ± 10 % which is
propagated through a T = 60 ms Mach-Zehnder interferometer as a function of BEC free ex-
pansion time prior to the first beam splitter. The phase noise asymptotes to ∼20 mrad at long
t1 = 20 ms where the meanfield effects no longer dominate the phase uncertainty. (- -) Theoretical
model in which a constant background phase noise offset was added in quadrature to account for
the experimentally measured phase uncertainty at long expansion times.
Chapter 8
BEC and Thermal Comparison in a
Transversely Confined Interferometer
Prior to the development of the Bose-Einstein condensate (BEC) sourced precision gravime-
ter and magnetic gradiometer, discussed above, a direct comparison of thermal and BEC
propagators in a Mach-Zehnder configuration atom interferometer (MZI) was performed
[37]. A comparison of a BEC and thermal source for use in an atom gravimeter has been
previously made [38]. This work saw an increase in fringe visibility when using the BEC
source however, the exact cause of the increase and any systematic effects introduced by
the new source were never explored.
Typical atom based interferometers operate using thermal ensembles of atoms whose
coherence length is dictated by their thermal de Broglie wavelength given in Equation
8.1 [146], where h¯ is the reduced Planck’s constant, m is the mass of the atom, kB is Boltz-
mann’s constant, and T is the interferometer time. The limited coherence length leads
to loss in apparatus interference in environmentally noisy systems as it becomes difficult
to maintain adequate state overlap at the final beam splitter. BEC sources exhibit funda-
mental properties which differ from thermal sources including a spatial coherence which
extends the width of the cloud as well as the existence of meanfield energy [147]. Using
such a source for interferometry has the potential to modify the measured phase shifts.
λDB =
√
2pih¯2
mkbT
(8.1)
To investigate the robustness of the different sources a non-ideal system was created.
This was accomplished by reducing the amplitude of the interferometer pi pulse until
only 80 % transfer was obtained. By producing a non-ideal pulse background impurities
are added into the arms of the interferometer. These impurities are analogous to many
practical problems which arise when separating a single cloud into different momentum
states. Impurities such as these can be introduced to interferometer systems in many
ways, including scattering into a continuum of momentum states during the cloud sepa-
ration [148, 149] and the creation of multiple (more than two) states created during large
momentum transfer (LMT) Bragg [150] or successive imperfect single Bragg order pulses
[150, 151].
In order to limit the phase effects due to the wavefront aberration sampling between
the BEC and thermal sources all clouds are confined to a horizontal waveguide in which
the interferometer is operated. The data and discussion is separated into two areas cor-
responding to interferometer times in which the apparatus demonstrates fringe visibil-
ity (V) (T = 0.2 → 2 ms) and interferometer times where only contrast (C) is observed
(T > 4.5 ms).
113
114 BEC and Thermal Comparison in a Transversely Confined Interferometer
8.1 Apparatus and Source Formation
The apparatus for the source comparison has been described in detail previously [152]
and as it is not a major focus of this thesis will only be discussed briefly here.
Similar to the gravimeter vacuum system, Section 2.4, this apparatus is separated into
medium (MV) and ultra-high vacuum (UHV) regions separated by a high impedance
flow line. A hot vapor of 87Rb is produced from an alkali-metal dispenser and pre-
cooled in a two-dimensional magneto-optical trap (2D MOT). The atoms are then trans-
ported through the high impedance line by a 450 µW push beam 6 MHz detuned from
the |F = 2〉 → |F′ = 3〉 transition. After passing through the high impedance the atoms
enter the secondary cooling three-dimensional (3D) MOT UHV stage. The atoms are po-
larization gradient cooled (PGC) to∼15 µK before being loaded into a hybrid quadupole-
magnetic and optical-dipole trap, where they are further cooled to ≥ 1 µK using radio
frequency evaporation of atoms in the |F = 1, mF = −1〉 ground state. By extinguish-
ing the quadupole-magnetic trap the atoms are then loaded into an optical cross dipole
trap [153]. The dipole trap originates from two separate lasers, dipole 1 at λ = 1090 nm,
with a 2 nm linewidth, which is strictly used for the evaporation process and dipole 2 at
λ = 1064,nm, with a 1 MHz linewidth, which doubles as an evaporation and an optical
waveguide (WG) beam for the interferometer. The two optical dipole beams are ramped
from an initial power of 12 W each to a set value of 5 W for the WG beam. Depending on
the desired transverse momentum width and phase space of the source cloud, the dura-
tion of the ramps is varied between 3 and 6 seconds, while the final power of dipole 1 can
take values of 2.4, 2, or 1.2 W. Immediately following the final evaporation stage, dipole 1
is ramped off. Simultaneously, the WG beam is increased to 7 W over 250 ms to load the
atoms in the WG, where they are supported against gravity. The WG’s transverse and
longitudinal trap frequencies where measured through in trap oscillations of the atomic
ensemble to be ω⊥ = 2pi × 70 Hz and ω‖ = 2pi × 9 Hz, respectively. The lifetime of the
cloud in the WG is on the order of seconds.
The optical beam splitters and mirrors used in this experiment are generated using
Bragg transitions, detailed in Section 4. The Bragg (optical lattice) laser used in this ex-
perimental setup has been described previously [154]. A maximum power of 100 mW,
105 GHz detuned to the blue of the D2 |F = 1〉 → |F′ = 2〉 transition, is split equally be-
tween two counter propagating beams to form the Bragg lattice, which itself is aligned
co-linear with the optical WG. The Bragg beams are collimated to a 1.85 mm 1e2 width at
the atoms. Two independent acoustic-optic modulators (AOM) control the relative fre-
quency of the Bragg beams, much like the Raman laser setup described in Section 4.2.2.
8.2 Cloud Properties
By adjusting the dipole evaporation procedure three thermal sources of varying temper-
ature (momentum widths) and a pure condensate source is made and loaded into the
WG. The WG confines the source cloud’s transverse spatial extent, eliminating expan-
sion in the transverse direction during the interferometer. This limits visibility decay
caused by the sampling of the Bragg lattice beam’s aberrations as the clouds propagate
through the interferometer arms, a process that can imprint varying phases dependent
on the cloud’s spatial position and extent [56]. The transverse spatial width (2R⊥) and
momentum widths (∆p⊥) of thermal sources in the WG are found through extrapolation
from 25 ms of free ballistic expansion. This resulted in 2R⊥ ≈ 54, 21, and 13 µm and
∆p⊥ = 2.1, 0.68, and 0.41 h¯k for the three thermal sources, respectively. Due to the mean-
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Figure 8.2: Bragg spectroscopy curves for the four clouds, three thermal and one Bose-Einstein
condensate (BEC), implemented in the interferometer. The transverse momentum width (∆p⊥)
of each cloud varies with it’s temperature or thermal state. Each cloud has been velocity selected
such that their longitudinal momentum width’s (∆p‖) are within the measurement uncertainty. (-
-) Gaussian fits to the experimental data showing the 1/e ∆p‖ for each cloud.
pulses are discussed in Section 4. Due to the large momentum width of the thermal
source clouds, often more than one momentum state is coupled out leading to a large
background of impurities in the initial velocity selected cloud. To separate the desired
momentum state from the background, a second velocity selection pulse is used. A stan-
dard Bragg spectroscopy technique is used to measure ∆p‖ of the individual clouds [156].
Briefly, a 600 µs duration Bragg pulse is used to out-couple 0.032 h¯k momentum width
slices from the clouds. By adjusting the Bragg detuning to either side of the zero group
velocity resonance the Bragg condition is altered such that a non-zero group velocity
class is out-coupled. Figure 8.2 shows the Bragg spectroscopy of the four different ∆p⊥
clouds used in the interferometer. The ∆p‖ of all the velocity selected clouds was found
to be ∼0.12 h¯k and agree within the measurement uncertainties. Through careful control
of the amplitude of the velocity section pulse all interferometer clouds have a mean atom
number N = 1× 105 with a ±15 % deviation.
8.3 Interferometer Configuration
In order to investigate the effect various sources may have in a high precision gravimeter
the interferometer configuration of the gravimeter and this experiment must be equiv-
alent. As discussed in Section 1.1 the gravimeter operates in a Mach-Zehnder interfer-
ometer configuration and as will the interferometer discussed here. The velocity selected
cloud is first split into two arms through the interaction with a pi/2 Bragg pulse, placing
the cloud in a 50/50 superposition between 0 and 10 h¯k momentum states. A time, T,
later, a pi pulse swaps the momenta of each arm, making the 10 h¯k states 0 h¯k and vice
versa. The two arms of the interferometer will be spatially overlapped a time, T, later and
a final pi/2 pulse is applied to interfere the two momentum states. After the final pulse,
the two clouds are given ≈ 25 ms of expansion in the waveguide to spatially separate.
At this time, the waveguide is switched off and the final states undergo 10 ms of ballistic
expansion before being imaged.
The total number of atoms in each final state is counted using absorption imaging
on resonance with the |F = 2〉 → |F′ = 3〉 D2 transition. Prior to imaging the atoms are
pumped to the |F = 2〉 ground state with a repump pulse on the |F = 1〉 → |F′ = 2〉 D2
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Figure 8.3: Interferometer fringe with
visibility approaching 100 %, taken
with T = 0.2 ms, n = 5 MZI, using
a BEC source. ( ) Data taken using a
pi pulse with ∼95 % efficiency. Phase
along the horizontal axis is adjusted
by varying the laser phase of the fi-
nal pi/2 pulse. The expected fringe
period is 360/n degrees. (- -) Sinu-
soidal fit to the experimental data.
transition. The final number of atoms in state |1〉 is normalized to the total number and
given by Nrel =
N1
N1+N2
, where N1 and N2 correspond to the total atom number in each
respective momentum state. This is done to eliminate the run-to-run total atom number
fluctuations. The absorption imaging data is analyzed with a Fourier decomposition
algorithm, described previously [154], to determine which parts of the image contribute
to the interference. By scanning the phase of the final pulse, a fringe in relative atom
number and phase is observed and shown in Fig 8.3. The obtained interference fringe
oscillates as Nrel = y0 + V cos(φ0 + nφpi2 ), where y0 is the Nrel offset, V is the fringe
visibility, φ0 is the phase offset, n is the Bragg order, and φpi2 is the phase of the final
pulse.
8.4 Interferometer T = 0.2→ 2 ms
Mach-Zehnder interferometers are run using the four clouds shown in Section 8.2 for
T = 0.2 → 2 ms. The pi pulse efficiency for all interferometers was adjusted to be 80± 2
%. Figure 8.4 shows the experimentally measured fringe visibility for the various in-
terferometer times, thermal states, and momentum widths. During these interferometer
times the impurity states overlap with the two main MZI states at the final beam splitter.
This essentially leads to a four state interferometer.
The effects from the extended coherence length of the BEC source are seen clearly
from an increase in fringe visibility at small T beyond the limit of the reduced pi pulse.
The introduced impurity clouds will contribute to the BEC interference signal until the
impurities are no longer spatially overlapped with the main clouds during the final pi/2
pulse. For the system described here, this corresponds to T = 4.5 ms, which is dependent
on the momentum imparted to the clouds during the first pi/2 pulse, ∆p‖, and the veloc-
ity selected cloud’s initial longitudinal size. At an interferometer time of T & 0.01 ms, the
impurity clouds created from the imperfect pi pulse are spatially separated beyond the
thermal cloud’s spatial coherence length which is determined by Equation 8.1. Beyond
this time, the impurity states will no longer interfere with the main thermal interferom-
eter clouds. The impurity clouds then add to the overall signal as a background, which
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Figure 8.4: The fringe visibility, as measured from the peak to peak amplitude of a sinusoidal fit,
vs interferometer time (T) for four separate interferometers with varying levels of source cloud
coherence. The pi pulse efficiency has been reduced to 80 % to introduce impurity states into the
interferometer. Atom numbers between clouds are kept consistent to within 30 %. A velocity
selection pulse is used to ensure equal longitudinal momentum for all source clouds. The in-
terferometer is in a Mach-Zehnder (MZI) configuration. The curves show an increase in fringe
visibility beyond the pi pulse efficiency for the BEC source as well as similar decay rates for all
sources. The uncertainty in visibility is the height of an individual data point.
limits the interferometer visibility to the efficiency of the pi pulse.
The spatial confinement of the source cloud in the waveguide ensures only a small
fraction, < 3 %, of the Bragg beam’s wavefront is sampled during the interferometer.
This eliminates the decay associated with the transverse expansion of the cloud. The
decay seen in Fig 8.4 can then be attributed to an effective spatial separation of the main
clouds during the final pi2 pulse, resulting from another noise source such as transverse os-
cillations as the clouds propagate [153]. By extrapolating the three thermal decay curves
to zero visibility the T at which the spatial offset of the clouds at the recombination pulse
will have exceeded the thermal de Broglie wavelength can be estimated. As the coherence
length of a BEC source extends beyond the thermal de Broglie wavelength to the spatial
extent of the cloud the fringe visibility and contrast, Section 8.5, will be maintained until
a much larger effective spatial offset.
In the BEC interferometer the spatial mismatch of the four interfering states should
exhibit a spatial interference pattern, analogous to an optical four slit experiment. The
fringe spacing is dictated by the atomic system’s de Broglie wavelength λSDB = 2pih¯/∆p,
where ∆p = nh¯k is the momentum difference between the interfering clouds, T, and
expansion time [157]. The spatial interference fringes have a period on the order of mi-
crons and are not observed in the final clouds due to the limited resolution of the imaging
system, ∼30 µm.
The ability of impurity states of a BEC source to interfere with the MZI output leads
to an additional phase offset for the interferometer. Figure 8.5 demonstrates this effect
where the phase of a T = 1 ms MZI for both 90 and 50 % pi pulse efficiency is shown. This
phase offset is non-trivially dependent on T, as the impurity states interfere in a Ramsey
like interferometer configuration whose phase has both T and T2 dependent components
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Figure 8.5: Experimental interferom-
eter fringes and fits (- -) from a BEC
source for a T = 1 ms, 10 h¯k in-
terferometer with 90 ( ) and 50 %
pi ( ) pulse efficiency. These show
the expected phase shifts induced
by the interference from the veloc-
ity dependent phase of the impurity
states. The 50 % pi pulse interferom-
eter appears to be retarded in phase
however it has undergone an integer
number of period advances. The ex-
perimental curves have been normal-
ized such that the deviation in Nrel is
1.
[158]. The one-dimensional Gross-Pitaevskii model discussed in Section 8.4.1 captures
this phase behavior.
8.4.1 Numerical Model
The multipath interference observed in the overlapping of BEC impurity states can be
modeled numerically by reducing the 3D system to 1D. The dimensionality reduction
can be performed by writing an equivalent equation for the system in the dimension of
interest [159]. A Gross-Pitaevskii (GP) model [160, 161] of the Bose-condensed Bragg
interferometer in one dimension (co-linear with the Bragg optical lattice) is then given by
Equation 8.5, where where ψ0 and ψn are the GP wavefunctions for the 0 and nth order
momentum states, respectively, and L ≡ − 12 ∂
2
∂x2 +U( |ψ0|2 + |ψn|2).
iψ˙0 = (L+ 12 x2 + Gx)ψ0 +Ωψneikx
iψ˙n = (L+ Gx + ∆)ψn +Ωψ0e−ikx
(8.5)
Here ∆ and Ω are the energy detuning between momentum states, and the Rabi fre-
quency of the coupling, measured in units of the longitudinal trapping frequency prior to
release into the waveguide ω‖ of the |F = 1, mF = 1〉 state, U is the interaction coefficient
and G = mgh¯ω‖ (
h¯
mω‖
)1/2 sin θ is the dimensionless component of gravity along the horizon-
tal guide. The wave functions, time, spatial coordinates, and interaction strengths are
measured in the units of (h¯/mω‖)−1/4, ω−1‖ , (h¯/mω‖)
1/2, and (h¯ω‖)−1(h¯/mω‖)−1/2, re-
spectively. The nonlinear interaction strength is derived by requiring that the 1D Thomas-
Fermi chemical potential along the guide be equivalent to the full 3D case. In general the
initial conditions are calculated using the relaxation method [162] for the time indepen-
dent solution, ψ0(x), in the potential 12 x
2, and solving the time dependent equations with
only the potential G = 3, essentially simulating free propagation along the guide with a
mrad tilt. There are no free parameters in this model; U = 5.4× 10−3, ∆ = −418, and
k = 29 is used.
Figure 8.6 shows the visibility curves for a 2 h¯k, T = 1 ms interferometer with 100 and
< 80 % pi pulses obtained from the above GP model. The modeled interferometer corre-
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Figure 8.6: Interference fringes for a
BEC source obtained from the GP
model for a T = 0.35 d.u., 2 h¯k inter-
ferometer with 100% pi (—) and 80 %
pi (—) pulse. This model agrees with
the experimental results showing an
increase in fringe contrast above the
pi pulse efficiency for short T.
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sponds, in cloud separation, to the experimental interferometer at T = 0.2 ms. Consistent
with the experimental data, the GP simulation shows fringe visibility greater than the pi
pulse efficiency. This increase in visibility is due to the four path interference from the
two main states and the two impurity states. An added phase offset for the interferometer
in which impurities are present is also visible.
Figure 8.7: The expected phase off-
set as obtained from the GP model
of a strongly interacting BEC source,
2 h¯k, interferometer with 100 (—) and
80 % (—) efficient pi pulses as T is in-
creased. The flat trend of the 100 %
pi efficient interferometer behaves as
expected, from a thermal source with
only minor fluctuations attributed to
the strongly interacting BEC’s mean-
field energy. The 80 % pi efficient
shows oscillator behavior that ob-
tains significant phase offset from the
ideal system.
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The expected interferometer phase offset as a function of T, obtained from the GP
model, is shown in Figure 8.7. It is seen that a strongly interacting BEC source with a
100 % pi pulse has similar phase shifts as expected from the thermal source, ie. ≈ 0 added
phase shift in T. However, a small fluctuation in ∆φ exists attributed to the high amounts
of meanfield energy present in the propagating clouds. The meanfield dependent phase
shifts where explored in detail in the high precision gravimeter, Section 7.6, due to insuf-
ficient phase stability in this apparatus. An 80 % efficient pi pulse interferometer gives
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rise to an oscillatory phase offset in T which will drastically effect the system’s measured
output. For short time interferometers or any systems in which impurity states may be
overlapped with the desired interferometer clouds this must be accounted for when pro-
cessing the sensor’s signal. Fortunately, most high precision sensors operate at T’s such
that any impurity states will be many cloud widths away from the central MZI output at
the final beam splitter.
8.5 Interferometer T > 4.5 ms
To investigate the role of BEC and thermal source coherence at long T, the fringe contrast
was measured for T greater than the extrapolated visibility zero crossing. To ensure no
contribution from the impurity states the interferometers where operated at T = 5.5 ms
and ∼100 % pi pulse efficiency. It was calculated and experimental confirmed, through
ballistic expansion, that there is no spatial overlap between the main MZI states and any
residual impurities at this T. The direct comparison of a BEC and the ∆p⊥ = 0.41 h¯k
thermal source is shown in Figure 8.8.
0.800.750.700.650.600.550.500.450.400.350.30 7006005004003002001000
201816141210864
8007006005004003002001000
30252015105Counts
N rel
ф
π/2 (degrees)
ThermalBEC
Figure 8.8: Left) Interferometer output of a T = 5.5 ms, n = 5, and∼100 % pi pulse efficiency using
a BEC source produced by scanning the phase of the final beam splitter pulse. The fringe exhibits
no visibility. A watermark is shown of a histogram created from 15 binned, evenly spaced, sec-
tions of the vertical axis. The bi-modal nature of this data is indicative of interference resulting
in ≈ 20 % fringe contrast. Right) Interferometer output of a T = 5.5 ms, n = 5, and ∼100 % pi
pulse efficiency using a velocity selected ∆p⊥ = 0.41 h¯k thermal source produced by scanning the
phase of the final beam splitter pulse. The fringe exhibits no visibility. A watermark is shown of
a histogram created from 15 binned, evenly spaced, sections of the vertical axis. The single peak
nature of this histogram implies that no interference is present and therefore zero contrast. ( )
Experimental data points. (- -) The envelope of the histogram.
A qualitative measure of interference in fringes where V = 0, can be obtained though
the production of a histogram in Nrel . The addition of random phase, where the phase
uncertainty is greater than 360◦ (2pi), to a sinusoid generates a bimodal distribution in the
density of points along the vertical axis [151, 163]. Histograms of the scanned interfer-
ometer fringes are shown as watermarks in Figure 8.8 and the profile of the histograms
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are also highlighted. The histograms are formed via 15 binned, evenly spaced sections
across Nrel . The bunching of points at two locations either side of the mean is indicative
of interference resulting in ∼20 % contrast for the interferometer. Conversely, the single
mode nature of the thermal source suggests there is no interference on the interferometer
output.
The interference of the BEC source, at T beyond where interference in thermal sources
can be seen, is attributed to the fundamentally extended coherence length of the BEC.
This allows for greater tolerance to spatial offset, induced from various noise sources,
during the recombination pulse. This maintained contrast is consistent with the pre-
diction of the first order spatial coherence function, g1(∆x) =
(
1− NcN
)
e−pi
(
∆x
λDB
)2
+ NcN ,
where ∆x is the spatial offset of the interfering clouds (∆x <cloud width), Nc is the con-
densed atom number and N is the total atom number [164].
Chapter 9
Inertial Sensing
The culmination of the apparatus, whose design and individual component performance
is discussed in Chapters 2 through 7, was the implementation of a vertically oriented
atom interferometer used for the precision measurement of inertial fields [31]. The use
of the high density, low divergent, and high spatial coherence Bose-Einstein condensate
(BEC) test mass and Bragg based beam splitters allowed for the simultaneous measure-
ments of gravitational acceleration as well as magnetic field gradients in an unshielded
device. This was the first realization of a BEC being utilized to make a precision mea-
surement.
9.1 Apparatus Overview
Detailed discussion of the vacuum chamber, cooling methods, internal and external state
manipulation, imaging system, vibration isolation, and the expected interferometer phase
noise are presented in Chapters 2, 3, 4, 5, 6, and 7, respectively. A brief overview of the
apparatus and full run procedure will be given here. A general overview of the apparatus
is shown in Figure 9.1.
The inertial sensor vacuum system is divided into medium (MV) and ultra-high vac-
uum (UHV) regions separated by a high impedance flow line. A hot sample of 87Rb
atoms is created in the MV cell and precooled in a two-dimensional magneto-optical trap
(2D MOT). These precooled atoms are transferred to an aluminum UHV cell via the high
impedance gas line and a blue detuned push beam. In 6 s, 5× 109 atoms are collected in
a three-dimensional (3D) MOT where a standard compression and polarization gradient
cooling sequence is applied achieving a 20 µK temperature. The atoms are then loaded
into a hybrid magnetic-quadrupole and crossed optical dipole trap. An initial stage of
evaporation is completed using a microwave knife over 4.5 s leaving 4 × 107 atoms at
4 µK and a phase space density of 1× 10−4. The vertical magnetic field gradient is de-
creased from 150 G/cm to 25 G/cm over 200 ms where the atoms are no longer supported
against gravity. This efficiently loads all the atoms into the crossed dipole trap. The mag-
netic field is subsequently reduced to zero and extinguished. A pair of 1064 nm broad
linewidth fiber lasers intersecting at 22.5◦ each with beam waists of 300 µm provide the
optical trap volume. Forced evaporation is then completed by simultaneously reducing
the intensity of both optical beams. After 2 s of evaporation a pure
∣∣F = 1, m f = −1〉
2× 106 atom BEC is formed with an in trap width of ∼50 µm. The measured momentum
width of the cloud at large expansion times corresponds to an effective temperature of
Te f f = 50 nK. The majority of this kinetic energy is derived from the initial BEC’s mean-
field energy which is converted into kinetic energy during the first 30 ms of expansion,
Section 7.6. The true thermal temperature of the condensate is estimated to be signifi-
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Figure 9.1: Experimental Overview. Element
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(TOF); three-dimensional magneto-optical trap
(3D MOT); two-dimensional magneto-optical
trap (2D MOT); magnetic coils (Mag coils); op-
tical cross-dipole trap (X-Dipole); quarter wave-
plate (λ/4); absorption imaging (AI); frequency
modulation imaging (FMI); and geometric anti-
spring (GAS).
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three 24.8 GHz detuned, 50 µs full width half maximum (FWHM) duration Bragg pulses
is used to measure the phase accumulated on all three internal states as they fall. Al-
though the Bragg conditions for all |m f 〉 states are degenerate, mixing between the states
during the Bragg pulses does not occur due to the σ+ + σ− transition selection rules. All
interferometers discussed here use first order (n = 1) Bragg diffraction corresponding to
a 2h¯k momentum separation between the interferometer arms, where h¯ is the reduced
Planck’s constant, k = 2pi/λ, and λ is the central wavelength of the two Bragg beams.
The Bragg lattice is generated by two frequency shifted beams with orthogonal linear
polarizations. These beams are coupled to the apparatus head in a single polarization-
maintaining single-mode fiber and then passed through a quarter waveplate (λ/4) before
and after the atoms. This is followed by the inertial reference retro reflector. The orienta-
tion of Bragg optics is such that the Bragg transitions are driven by circularly polarized
light. As the atom’s velocity relative to the inertial reference is changing, due to the
gravitational acceleration, one of the Bragg beams is frequency chirped at 25.1 MHz/s
to maintain the Bragg resonance along the drop. The Bragg laser is aligned to vertical
using a liquid mercury mirror and back coupled into the output fiber over a 6 m total
path length. A home built external cavity diode laser seeds a frequency doubled 1560 nm
fiber laser system capable of producing 11 W of 780 nm light with a linewidth of 5 kHz,
generating the Bragg and Raman light [166]. Independent frequency control and pulse
shaping for all Bragg and Raman beams is accomplished using four acousto-optic modu-
lators (AOMs) driven with a direct digital synthesizer (DDS) and referenced to a Cesium
primary frequency standard. No active optical phase locking system has been imple-
mented in the current setup. The relative phase noise between the two Bragg beams is
discussed in Section 7.3 and is shown to contribute∼360 mrad per run phase uncertainty
which is the limiting source of noise for the apparatus.
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Figure 9.2: A) A typical frequency
modulation imaging (FMI) image of
a three magnetic state interferometer:
(—) m f = −1; (—) m f = 0; and
(—) m f = 1 . B) The interference
fringes produced by a T = 60 ms
Mach-Zehnder interferometer with a
spinor BEC source achieving 9 mrad
phase noise in 100 runs. The dashed
lines are sinusoidal fits to the experi-
mental data.
A 5 cm gold mirror mounted on a home built geometric anti-spring (GAS) [167] pro-
vides the inertial reference. The GAS provides passive filtering of ground vibrations by
virtue of a low frequency mechanical oscillator. This passive oscillator is tuned to an
ultra-low natural frequency of 180 mHz. A direct measurement of the GAS transfer func-
tion shows significant isolation from 1 Hz with the isolation plateauing at 70 Hz where it
provides −65 dB of filtering. The transfer function of the GAS isolation system is given
in Section 6.2.3
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Figure 9.3: A) The contrast of a |mf =
−1〉 BEC interferometer for varying
T. Contrast is defined here as the dif-
ference between the maximum and
minimum of an interference fringe
with normalized state populations.
B) The visibility of a |mf = −1〉 BEC
interferometer for varying T. Visibil-
ity is defined here as the amplitude
of a sinusoidal fit to the interference
fringe. Each data point corresponds
to the mean of a sequence of 5 100 run
data sets. The data was taken at var-
ious times of day across numerous
days to eliminate any temporal sys-
tematics. The error bars are the maxi-
mum deviation in contrast or visibil-
ity through the five runs.
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The output of the interferometer produces six total output states, two for each of the
propagating |m f = −1, 0, 1〉 states. At the final beam splitter pulse the three magnetic
state interferometers are spatially degenerate. Prior to imaging, the interferometers are
spatially separated via a Stern-Gerlach pulse. Figure 9.2A shows a typical FMI TOF image
of the six interferometer states. By advancing the phase of the final pi/2 pulse in 10◦
increments per experimental run the relative populations Nrel for each |m f = −1, 0, 1〉
state exhibits sinusoidal oscillations as shown in figure 9.2B. Here, Nrel =
N1
N1+N2
, where
N1 and N2 correspond to the total atom number in output states |1〉 and |2〉, respectively.
The total available interferometer time is limited to T = 250 ms. This is due to the
need for spatially resolved imaging as both arms of the interferometer are in the same
internal states as a consequence of the use of Bragg beam splitters. Contrary to this, atom
interferometers which implement Raman beam splitters can address each output state
separately as the internal states are non-degenerate. For typical cloud sizes at the final
beam splitter pulse (∼mm) and a 2h¯k momentum separation between the arms,∼200 ms
of free expansion is necessary for the atom clouds to adequately separate for imaging.
Figure 9.4: Typical |mf = −1〉 T =
40 ms interferometer fringes from a
Te f f = 50 nK BEC ( ) and a ther-
mal cloud ( ) which has been veloc-
ity selected to Te f f = 86 nK. The BEC
source shows ∼70 % contrast while
the contrast of the thermal source
has been diminished by a order of
magnitude.
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The interferometer contrast and visibility is then measured as a function of T for a
single state |m f = −1〉 interferometer, as shown in Figure 9.3. No adjustments were
made to the interferometer pulse sequence during the full data set including adjustments
to the final beam splitter timing to maximize interference. High contrast is maintained for
all T. An expected linear decline of fringe visibility is observed as a result of the increased
phase noise in the interferometer. In comparison the contrast of a thermal cloud which
had been velocity selected to Te f f = 86 nK (0.63 h¯k), Section 3.3, has been reduced to 7 %
by T = 40 ms. A typical T = 40 ms BEC and thermal fringe are given for comparison
in Figure 9.4. Although the BEC source exhibits much higher visibility and contrast the
sources exhibit equivalent phase uncertainty. The decay in contrast continues until at
long interferometer times T ≈ 100 ms the magnetically sensitive thermal interferometer
shows no interference.
In order to limit meanfield contributions to the measurement sensitivity, all BECs are
given 30 ms of free expansion prior to the first beam splitter pulse. This is discussed in
detail in Section 7.6.
9.2 Gravimetry
A Mach-Zehnder type atom interferometer, such as the one used here, acquires interfer-
ometer phase (φ) according to Equation 9.2, where ke f f = 4pi/λ and a is any external ac-
celeration. This relation is discussed in detail in Section 1.1. In order to make a precision
measurement of a specified inertial field a test mass must be used which is insensitive to
all other background fields or have a phase component which is deterministically sep-
arable. For neutral atoms the most prevalent acceleration fields are gravitation (g) and
magnetic gradients (∂B/∂z) [15]. By placing the BEC test mass into a super position of
magnetic substates (|m f = −1, 0, 1〉), a system of three simultaneous interferometers is
created. The interferometer which corresponds to the |m f = 0〉 substate is by definition
first order insensitive to magnetic field gradients. Therefore, the dominant force acting
on this state is g which results in the simple phase relation shown in Equation 9.2.
φtotal = nke f f aT2 (9.1)
φg = nke f f gT2 (9.2)
To determine the long term stability and integrated precision of the apparatus a T =
130 ms spinor BEC interferometer was run continuously over an 8 hour period on June
6th 2016. During this extended data set the initial phase of the interferometer was set such
that Nrel = 0.5. This set phase condition will be referred to as midfringe. The phase devi-
ations from midfringe are logged and converted to g using Equation 9.2. Over the 8 hour
period the background gravitational acceleration modulates significantly due to the solid
Earth tides. To obtain an accurate measurement of the device’s precision this tidal change
must be subtracted. Figure 9.5A shows the experimental data from the |m f = 0〉 inter-
ferometer against the theoretical solid Earth tidal model produced using the Tsoft Earth
tides software [168]. A 1000 point running integration of the data has been taken corre-
sponding to the highest integrated sensor sensitivity. The residual of the integrated data
and the tidal model is shown in Figure 9.5B showing a 1000 run integrated precision of
∆g/g = 1.45× 10−9. Figure 9.5C shows the phase uncertainty of the interferometer for
varying bin widths. This was obtained from the relative residuals of the binned data and
the tidal model, as above. The apparatus’ sensitivity generally follows the statistically
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Figure 9.5: The deviation in gravitational acceleration over an 8 hour period is monitored using
a spinor BEC sourced T = 130 ms interferometer. Data corresponding to the |m f = 0〉 state is
plotted. A) 1000 point running average of experimental data ( ) with the solid earth tide theory
overlaid (- -). B) The residual of the experimental data and the solid earth tide theory. A maximum
precision of ∆g/g = 8× 10−8 per run and ∆g/g = 1.45× 10−9 in 1000 runs was achieved. C) The
integrated phase sensitivity of the interferometer corresponding to varying bin widths ( ) shown
with a 1/
√
N fit (- -). A maximum phase sensitivity of 3.8 mrad is reached for a 1000 run bin
width.
expected 1/
√
N integrated scaling, where N is the bin number. The achieved gravita-
tional acceleration sensitivity of this device reached a combined three state precision of
∆g/g = 8× 10−8 per run and ∆g/g = 1.45× 10−9 in 1000 runs. This sensitivity is limited
by laser phase noise on the passive Bragg laser system, as discussed in Section 7.3.
9.3 Magnetic Gradiometry
The acceleration of the various magnetic substate interferometers attributed to back-
ground magnetic field gradients (∂B/∂z) can be derived from the Breit-Rabi formula.
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This describes the modification of the Zeeman sublevels when placed in a magnetic field
(B) [169] and is shown in Equation 9.3. Here, ∆E is the deviation from the zero field en-
ergy level, h is Planck’s constant, ∆ω is the fine-structure frequency splitting, I is the spin
angular momentum, µB is the Bohr magneton, gI is the nuclear Landé g-factor, gJ is the
fine-structure Landé g-factors, m f is the magnetic spin state, and B is the magnetic field.
In the limit of small B this reduces to the weak field limit ∆E = µBm f g f B.
∆E = − h∆ω
2(2I + 1)
+ µBgIm f B± h∆ω2
(
1+ 2µBm f B
gJ − gI
h∆ω(I + 1/2)
+
(
µBB
gJ − gI
h∆ω
)2)1/2
(9.3)
aB =
1
m
∂B
∂z
(
gIm f − (gJ − gI)
2
√
A
(
m f
4
+ x
))
(9.4)
The modified energy for each state is due to the addition of potential energy to the
system (∆E = U) and as such the force each states feels can then be found from the
familiar F = −∇U. For simplicity the gradient is taken along the vertical direction only
and divided by the atom’s mass giving the acceleration shown in Equation 9.4, where
∂B/∂z is the field gradient along the z axis and A = 1+ 4m f x+x
2
4 with x =
(gJ−gI)
h∆ω µBB. The
total interferometer phase shift is then the sum of the magnetic field gradient (φB) and
the gravitational phase shifts (φg), as seen in Equation 9.5.
φtotal = φg + φB
φg = nke f f gT2
φB =
nke f f T2
m
∂B
∂z
(
gIm f − (gJ − gI)
2
√
A
(
m f
4
+ x
)) (9.5)
Evident in Equation 9.5 and shown in Figure 9.2, the |mf = −1〉 and |mf = 1〉 state
interferometers are phase shifted with opposite sign away from the magnetically insen-
sitive state.
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Figure 9.6: The magnetic field gradient along a portion of the drop is mapped by varying the
initial position of a T = 40 ms interferometer where the initial cloud has been prepared in a
superposition of |m f = −1〉 and |m f = 1〉. The error in the gradient measurement is less than the
point size.
By monitoring the relative phases of all three interferometers it is possible to separate
the magnetic and gravitational components. The maximum achieved phase sensitivity of
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the apparatus, as demonstrated in Section 9.2, enables a magnetic field gradient sensitiv-
ity of 120 pT/m. By comparing the small difference between the relative phase shifts of
the |m f = −1〉 and |m f = 1〉 to |m f = 0〉 caused by the non-linear Zeeman shift it is also
possible to obtain the background B to 50 µT.
To illustrate the sensor’s ability to measure magnetic field gradients a T = 40 ms
spinor BEC interferometer was run for multiple initial expansion times. By adjusting the
time before the first Bragg pulse the spatial position of the interferometer is varied. Fig-
ure 9.6 shows the measured magnetic field gradient from 100 run integrations at various
positions along the drop with a vertical background field of 23.067 µT.
Chapter 10
Summary and Conclusions
This thesis discusses the development of a new type of quantum sensor which is capa-
ble of making simultaneous precision measurements of gravitational acceleration and
magnetic field gradients using a Bose-Einstein condensate (BEC). A full and detailed ex-
ploration of the apparatus design taking a ground up approach is given. This is followed
by an investigation into the hindrances and benefits of using a BEC as the test mass in an
atom interferometer. Lastly, the implementation of a BEC test mass in the designed appa-
ratus to measure gravitational acceleration and magnetic field gradients to high precision
is shown.
10.0.1 Apparatus Design
The apparatus design begins with the central vacuum system. This emphasizes its cru-
cial roll in limiting the atomic ensemble’s interaction with the 300 K environment dur-
ing the atom cooling process, Chapter 2. The cooling scheme for the gaseous 87Rb is
then discussed, Chapter 3. This is seperated into two sections concerning laser cooling
and evaporative cooling theory and techniques. The methods for creating the 2 × 106
atom 87Rb BEC are shown in detail here as well as the ability to selectively choose be-
tween a thermal or BEC source. Once the source cloud has been created the internal
and external state manipulation of this cloud through Raman and Bragg transitions is
described in theory and the implementation is shown, Chapter 4. Here, demonstra-
tion of pumping, the originally spin polarized ensemble, into the spin super position
|m f = −1, 0, 1〉 =
√
1/4| − 1〉+√1/2|0〉+√1/4|1〉 is given.
After the ensemble propagates through the interferometer it must be imaged. Chapter
5 discusses the theory, design, and implementation of the two utilized imaging schemes:
absorption imaging; and frequency modulation imaging (FMI). A theoretical compari-
son between standard fluorescence imaging and FMI is explored showing a significant
advantage to FMI for the imaging of diffuse atom clouds. A signal-to-noise ratio (SNR)
of up to 1000 is achieved when imaging a single 2× 106 atom BEC after 750 ms of free
expansion. The imaging of the three state interferometer exhibts typical SNRs of 388,
948, and 533 for the |m f = −1, 0, 1〉 states, respectively. This shows near atom-shot-noise
limited imaging of the |m f = 0〉 state which consist of ∼1× 106 atoms.
The stabilization of the inertial reference mirror and structural tower is then dis-
cussed, Chapter 6. A geometric anti-spring (GAS) passive vibration isolation system is
used to suspend the reference mirror. The theoretical behavior and mechanical design
of the implemented GAS is described. A minimum stable vertical resonant frequency
of 169 mHz was achieved. Typical operating natural frequencies are ∼180 mHz which
provides significant isolation from > 1 Hz ground vibrations. Accurate measurements of
the isolation at low frequencies were limited by the vibration sensors noise floor. A full
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theoretical model of the expected tower vibrations is also given.
Lastly, the expected phase noise contributions to the interferometer from all large
known sources is explored. The dominating noise source in the system is seen to be the
relative phase noise on the counter propagating Bragg beams. This is expected to produce
∼360 mrad per run noise on a T = 130 ms interferometer. This matches the per run noise
as seen in the high precision data.
10.0.2 BEC and Thermal Comparison in a Transversely Confined Interferom-
eter
A previous experiment exploring the use of a BEC or thermal ensemble as the source
in an atom interferometer is shown, Chapter 8. This experiment was performed prior
to the development of the precision inertial sensor and therefore was completed on a
different apparatus. A brief overview of the experimental system is given explaining the
similarities and differences from the current system. Key variations include the ability to
transversely confine the atomic ensemble to a horizontal waveguide as well as a complete
lack of vibration isolation for the machine. By confining the propagation to a waveguide
any possible dephasing effects due to transverse expansion of the clouds is eliminated.
Interferometers of varying lengths were run using four sources of differing transverse
momentum widths (∆p⊥). These varied from ∆p⊥ < 0.2 h¯k for BEC to ∆p⊥ = 2.1 h¯k for
a 1.3 µK thermal source. Over this temperature range and through the BEC phase tran-
sition the coherence length of the propagators varies by two order of magnitude. The
longitudinal momentum widths (∆p‖) of all the clouds are made equal through a ve-
locity selection pulse. The effects of the extended coherence length of the BEC source
manifest itself when operating the system in a nonideal Mach-Zehnder interferometer
(MZI) where the pi pulse efficiency has been reduced to 80%. In this system, the BEC
source shows near 100 % fringe visibility at short interferometer times while the thermal
sources’ visibility is limited by the pi pulse efficiency. The fringe visibility and contrast
of the BEC source extend to interferometer times (T) far beyond when these metrics have
reached zero for the thermal sources. Interferometer phase shifts associated with mul-
tipath interference and meanfield energy of the BEC source is theoretically investigated
and compared to experimental data.
The long coherence length of the BEC appears to produce a more robust atom inter-
ferometer in a nonideal noisy system. Unwanted phase effects associated with the con-
densate are easily mitigated in a long baseline precision interferometer through ensuring
long propagation times such that no multipath interference is present as well as allowing
adequate free expansion time prior to the start of the interferometer for the conversion
of meanfield energy to kinetic energy. A BEC source shows great promise for precision
interferometers operating in real world environments.
10.0.3 Inertial Sensing
The culmination of the thesis was the implementation of a simultaneous precision mea-
surement of gravitational acceleration and magnetic field gradients using a BEC in a ver-
tically oriented atom interferometer, Chapter 9. A brief overview of the apparatus is
given explaining the creation, internal and thermal state selection, and propagation of
a 2× 106 atom BEC with Te f f = 50 nK in a MZI. The experimental detail are given in
preceding chapters.
For high precision sensing the BEC is placed into a spin super position, described by
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|m f = −1, 0, 1〉 =
√
1/4| − 1〉 +√1/2|0〉 +√1/4|1〉, prior to the start of the interfer-
ometer. This allows for the separation of accelerations from the gravitational field and
magnetic field gradients. The machine was run continuously over an 8 hour period on
June 6th 2016 to monitor the solid Earth tides. The residual of the data and the solid
Earth tide model shows a combined three state precision of ∆g/g = 8× 10−8 per run and
∆g/g = 1.45× 10−9 in 1000 runs. To demonstrate ability to measure magnetic field gra-
dients a T = 40 ms interferometer was used to map the field gradient along the vacuum
drop tube. The integrated phase uncertainty results in a 120 pT/m sensitivity to magnetic
field gradients.
Due to the large and spatially varying background magnetic field of the surrounding
environment the simultaneous measurement of all states (magnetic and non-magnetic)
would not be possible without the macroscopic spatial coherence provided by the con-
densed source. The flexibility of this device allowed for direct meanfield noise charac-
terization of a BEC in a high precision apparatus. Furthermore, a direct comparison of
thermal and BEC sources was achieved showing that under near identical systematic
conditions a condensate has contrast a factor of 5 higher than the thermal cloud.
To date, this is the highest sensitivity achieved in an atom-based magnetic gradient
sensor. This is competitive with the state of the art relative devices such as solid state
(0.52 nT/m, 1 second integration) [29] and SQUID based systems (10 pT/m, 1 second
integration) [30]. A more sophisticated analysis of the sensor noise is likely to achieve
significantly higher precision through common mode noise reduction. At current preci-
sion this sensor is capable of recognizing weak magnetic features such as paramagnetic
rock anomalies at depths of 1 km [170]. This step change in sensor technology enabled
by fundamental properties in source selection will allow for the simultaneous precision
exploration of gravitational and magnetic anomalies leading to higher spatial resolution
mapping as well as the ability to differentiate the feature’s material properties.
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Chapter 11
Outlook
As discussed in Section 7 the current system appears to have three major sources of phase
noise: relative phase noise between the Bragg beams; vibration noise of the inertial refer-
ence; and Coriolis effects. Systematically eliminating these effects provides a clear path
forward in attempting to reach the per run atom shot-noise limit of ∆φ'1 mrad. Through
the implementation of an optical phase lock between the two Bragg beams the sensitiv-
ity of the apparatus should improve by a factor of ∼10 before hitting the vibration noise
floor. The vibrations on the inertial reference mirror must then be reduced to continue to
increase the apparatus’ sensitivity. This may be accomplished through the addition of an
active low frequency isolation system in parallel with the current geometric anti-spring
passive system. Lastly, real time correction for Coriolis effects may be implemented by
rotating the reference mirror to counter act the Earth’s rotation. This technique has been
used previously with great success [144].
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Figure 11.1: Phase noise from the three largest contributors: relative phase noise between the
Bragg beams; vibration noise of the inertial reference; and Coriolis effects.
The long coherence length of the BEC lends itself to spatial fringe interferometry.
This has been explored briefly during the work described in this thesis however, was
not included due to incompleteness. The ability to produce interferometer output states
which exhibit spatial fringes allows for a direct single run measurement of phase and
visibility, eliminating the need to scan a beam splitter phase over a number of individual
runs to acquire these values. A spatial fringe interferometer acquired during this work is
shown in Figure 11.2. An extension of this work is ongoing with the end purpose being
the implementation of a spatial fringe interferometer in a high precision gravimeter.
A clear technical hurdle that needs to be overcome for condensed sources to become
viable in field deployable devices is the time required to prepare a large BEC (10 s). Signif-
icant progress towards solving this problem has been reported and summarized recently
[171]. Nonetheless, fast condensate production generally sacrifices total atom number for
duty cycle. This is evident from the best integrated flux [171] achieved in fast devices,
2.5 × 105 atoms/s, when compared to the 4 × 105 atoms/s flux in this device. The ap-
plication of techniques such as sideband cooling offer a path to improving flux on both
atom chip and free-space based sensors [172] without sacrificing atom number. The pos-
135
136 Outlook
045
90135
170
270225
360315
405450
495
0 1 2 3 4 5 6 7 8 9 10-1-2-3-4-5-6-7-8-9-10 Position (arb.)
φ
π
/2 (degr
ees)
Figure 11.2: Spatial fringe interferometer showing the measured spatial phase for a T = 10 ms
interferometer as the final pi/2 phase is scanned.
sibility for the integration of sideband cooling techniques with the current sensor is being
explored.
Finally, Bragg transitions allow for the implementation of large momentum transfer
(LMT) interferometry. This topic was not discussed in this thesis however, it has the
potential to drastically improve the sensor’s base line sensitivity. LMT involves produc-
ing beam splitters capable of driving high order diffraction (n > 1) resulting in an in-
crease in phase sensitivity due to the linear relation between diffraction order and phase
(φ = nke f f aT2). Interferometers using LMT have been shown in previous works with
diffraction orders reaching n = 40 while maintaining fringe visibility [153] and n = 51
with demonstrated interference (contrast) but no visibility [151].
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