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Робота складається із вступу та чотирьох розділів. Загальний обсяг роботи: 
83 аркуші основного тексту, 34 ілюстрації, 23 таблиць. При підготовці 
використовувалася література з 20 різних джерел. 
Актуальність. З кожним днем у різні сервіси з продажу впроваджуються 
аналітичні додатки, що допомагають краще зрозуміти користувача та 
запропонувати придбати товар, що буде відповідати його вподобанням. Таким 
підбором рекомендацій займаються рекомендаційні системи. На початку їх запуску 
дуже часто не вистачає початкових даних про користувачів, щоб побудувати 
рекомендації правильно, тому існує проблема «холодного старту». 
 Використання технологій нейромереж не є новим, але має велику 
популярність через доволі точні розрахунки та гнучкість у налаштуванні. Розробка 
рекомендаційної системи, що може подолати проблему «холодного старту» та 
використовує технологію нейронних мереж є актуальною. 
Мета і завдання дослідження. Метою даної магістерської роботи є 
розробка рекомендаційної системи, що вирішує проблему «холодного старту» 
шляхом аналізу графічних зображень з використанням технології нейронних 
мереж. 
Для досягнення мети дослідження поставлено і вирішено такі завдання: 
• дослідження структури та  принципів роботи рекомендаційних систем; 
• дослідження видів архітектур та принципів роботи нейронних мереж, а 
особливо згорткових; 
• побудова алгоритму роботи рекомендаційної системи; 
• розробка прототипу рекомендаційної системи та тестового середовища 
для демонстрації результатів; 
• ілюстрація роботи моделі та аналіз отриманих результатів;   
Об’єкт дослідження – підходи до подолання проблеми «холодного старту» 
у рекомендаційних системах. 
Предмет дослідження – Розробка рекомендаційної системи, що буде 
вирішувати проблему «холодного старту» шляхом аналізу графічних зображень 
та з використанням технології нейронних мереж.  
Методи досліджень. Для досягнення поставлених в магістерській роботі 
задач, використано технології згорткових нейронних мереж. 
Наукова новизна одержаних результатів роботи полягає у наступному: 
• запропоновано вирішення проблеми «холодного старту» шляхом 
аналізу контенту товару з сервісу продажу товарів, що базується на аналізі 
графічного зображення товару з допомогою використання технології 
згорткових нейронних мереж. 
• розроблено програмний продукт для побудови рекомендацій та тестове 
середовище для демонстрації результату. 
Проведене дослідження дає можливість використання розробленої 
рекомендаційної системи для побудови рекомендацій товарів без потреби у 
персональних даних користувачів та одразу після запуску сервісу. 
Особистий внесок здобувача. Магістерське дослідження є самостійно 
виконаною роботою, в якій відображено особистий авторський підхід та особисто 
отримані теоретичні та прикладні результати, що відносяться до вирішення задачі 
розробки рекомендаційної системи, що вирішує проблему «холодного старту» з 
використанням технології нейронних мереж. Формулювання мети та завдань 
дослідження проводилось спільно з науковим керівником. 
 
Практична цінність. Отримані результати можуть використовуватися у 
майбутніх дослідженнях за напрямками:  
• розробка рекомендаційних систем; 
• вдосконалення технології побудови рекомендацій на основі графічних 
зображень; 
• аналіз схожості графічних зображень з використанням технології 
нейронних мереж; 
Ключові слова 
Рекомендаційні системи, проблема «холодного старту», нейронні мережі, 




on master's thesis 
made on the topic: Neural network-based optimized 
recommendation system 
by: Anna Lytvynenko 
 
The master thesis consists of introduction and four sections. Total volume of work: 
83 sheets of the main text, 34 illustrations, 23 tables. Literature from 20 different sources 
was used in the preparation. 
Relevance of the topic. Every day in various sales services are implemented 
analytical applications that help to better understand the user and offer to buy a product 
that will match his preferences. Recommendation systems are engaged in such selection 
of recommendations. At the beginning of their launch, there is often a lack of initial user 
data to build recommendations correctly, so there is a "cold start" problem. 
The usage of neural network technology is not new, but it is very popular due to 
fairly accurate calculations and flexibility in configuration. The development of a 
recommendation system that can overcome the problem of "cold start" and uses neural 
network technology is relevant in nowadays. 
The purpose of research. The purpose of this master's thesis is to develop a 
recommendation system that solves the problem of "cold start" by analyzing graphic 
images using neural network technology. 
To achieve the goal of the study, the following tasks were set and solved: 
• study the structure and operation principles of recommendation systems; 
• study the types of architectures and principles of neural networks, especially 
convolutional; 
• construction of the algorithm of the recommendation system; 
• development of a prototype of a recommendation system and test environment to 
demonstrate the results; 
• illustration of the model and analysis of the obtained results; 
The object of research - approach to overcoming the problem of "cold start" in 
recommendation systems. 
Subject of research - development of a recommendation system that will solve the 
problem of "cold start" by analyzing graphic images and using neural network 
technology. 
Research methods. To achieve the objectives set in the master's thesis, the 
technology of convolutional neural networks is used. 
The scientific novelty of the obtained results is as follows: 
• the solution of the problem of "cold start" by the analysis of the content of the 
goods from the sale services based on the analysis of the graphic image of the goods 
with the technology of the convolutional neural networks is offered. 
• developed a software product to create recommendations and a test environment 
to demonstrate the result. 
The study makes it possible to use the developed recommendation system to build 
product recommendations without the need for personal data of users and immediately 
after the first launch of the service. 
Personal contribution of the applicant. The master's research is a self-performed 
work, which reflects the personal author's approach and personally obtained theoretical 
and applied results related to the problem of developing a recommendation system that 
solves the problem of "cold start" using neural network technology. The formulation of 
the purpose and objectives of the study was carried out jointly with the supervisor. 
 
Practical value. The obtained results can be used in future research in the 
following areas: 
• development of recommendation systems; 
• improving the technology of constructing recommendations based on graphic 
images; 
• analysis of similarity of graphic images using neural network technology; 
Keywords 
Recommendation systems, the problem of "cold start", neural networks, 
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Інформаційні технології відіграють дуже важливу роль у сучасному світі. Ко-
жного за нас повсякчас супроводжують новітні технології, а іноді навіть ті, про які 
ми не замислюємося. Інформатизація охоплює усі сфери нашого   життя, почина-
ючи з спілкування, рутинних щоденних справ, розважальної діяльності та, завер-
шуючи, наукову діяльність. 
Якщо розглядати будь-яку сферу, то можна дійти висновку, що чим більше 
вона розвивається, тим більше стає потреб. Тепер, навіть, вибір будь-чого можна 
доручити комп’ютерній системі. Такі системи є рекомендуючими і у наш час дуже 
поширені. Рекомендаційні системи є невід’ємною частиною великої кількості інте-
рнет-магазинів, сервісів з онлайн перегляду фільмів, пошуку маршрутів для подо-
рожей, прослуховування музики та новин, що будуть цікавими певному користу-
вачу. Системи з рекомендацій товарів та послуг забезпечують бізнесу більший при-
буток, адже може «вгадувати» бажання клієнта, чим привертає більше уваги та до-
віри.  
Рекомендаційні системи працюють на основі аналізу даних користувачів, іх 
уподобань, маршрутів переходу на сайті та інше. Кожен користувач хоче, щоб йому 
рекомендували саме те, що він хоче отримати, придбати і для цього потрібно пев-
ним чином проаналізувати усі дані, що з ним зв’язані. Існуючі системи здебільшого 
розраховані на велику кількість вхідних статистичних даних, що вже була зібрана 
з допомогою користувачів протягом певного часу роботи сервісу. Але кожен сервіс, 
починаючи свою роботу, не має на старті вхідних аналітичних даних, щоб система 
рекомендації працювала коректно. Цей процес називається «холодним стартом». 
Інтернет-магазини, що продають одяг та взуття, частіше за все можуть реко-
мендувати користувачу нові товари, базуючись на кольоровій гаммі, типу товару 
та його зображенні. Отже, для створення навіть самої простої системи рекоменда-
цій потрібно проаналізувати зображення, щоб підібрати максимально подібні до 
того, яким цікавиться користувач. 
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Серед сучасних технологій обробки та аналізу даних можна виділити техно-
логію нейронних мереж. Вона виділяється своєю відносною точністю та масовістю 
способів застосування. Нейронні мережі мають різну архітектуру, яка задовольняє 
певні потреби. Існують декілька архітектур, що показують досить високі резуль-
тати у обробці даних зображення та його аналізу. З допомогою технології нейроме-
реж та певної її архітектури можна розробити оптимізовану рекомендаційну сис-
тему для «холодного» старту з можливістю аналізу зображень. 
Тому, тема магістерської дисертації, а саме вирішення проблеми «холодного 
старту» з допомогою технології нейромереж у рекомендаційних системах є актуа-
льною. Також досліджується концепція, принципи роботи рекомендаційних сис-
тем, їх види, способи аналізу вхідних даних та технологія нейромереж, складові 





1 РОЗДІЛ  
ДОСЛІДЖЕННЯ ПРИНЦИПІВ РОБОТИ РЕКОМЕНДАЦІЙНИХ 
СИСТЕМ ТА НЕЙРОННИХ МЕРЕЖ 
1.1 Рекомендаційна система 
Рекомендаційна система - це підклас системи фільтрації інформації, яка пе-
редбачає "рейтинг" або "оцінку", яку користувач надасть товару. Також такі сис-
теми називають рекомендаційна платформа або «двигун». Такі системи в основ-
ному використовуються в комерційних програмах. 
Рекомендаційні системи використовуються в різних сферах і найчастіше зу-
стрічаються як генератори списків відтворення для відео та музичних послуг, таких 
як стримінгові сервіси, онлайн кінотеатри, рекомендатори продуктів для таких по-
слуг, як інтернет магазини, або рекомендаторів вмісту для платформ соціальних 
медіа. Ці системи можуть працювати з одним типом контенту, наприклад музикою, 
або кількома типами на платформах та між ними, таких як новини, книги та пошу-
кові запити. Існують також популярні системи рекомендацій для певних тем, таких 
як ресторани та знайомства в Інтернеті. Також були розроблені системи рекомен-
дацій для вивчення дослідницьких статей та експертів, співавторів та фінансових 
служб. 
Системи рекомендацій найчастіше використовують колаборативну фільтра-
цію, фільтрацію на основі змісту або їх поєднання.  
Суть систем з колаборативною фільтрацією полягає у тому, що будується мо-
дуль на основі попередньої поведінки користувача (товари, що користувач придбав 
раніше, або оцінки, що користувач проставив цим товарам), а також схожої поведі-
нки інших користувачів. Після збору даних модель використовується для прогно-
зування товарів, які можуть зацікавити користувача. 
Системи, що базуються на вмісті використовують заздалегідь визначені ха-




1.2 Колаборативна фільтрація 
Головною метою алгоритмів колаборативної фільтрації є рекомендація нових 
товарів, послуг або прогнозування цінності певного товару для конкретного кори-
стувача но основі його попередніх уподобань, або думок інших користувачів. 
 За типовим сценарієм колаборативного фільтрування існує список m корис-
тувачів 𝑈 = {𝑢1, 𝑢2, … , 𝑢𝑚} та список елементів 𝐼 =  {𝑖1, 𝑖2, … , 𝑖𝑛}. Кожен користу-
вач 𝑢𝑖  має список елементів 𝐼𝑢𝑖 , які він оцінив, або висловив свою думку про них. 
Оцінка товару може бути подана як рейтинговий бал, як правило, у межах певної 
числової шкали, або може бути отримана з допомогою аналізу переходів користу-
вача за гіперпосиланнями на ці товари. Також, можливо, що 𝐼𝑢𝑖 можу бути пустою 
І-множиною. 
 Задача алгоритмів колаборативної фільтрації допомогти знайти користувачу 
𝑢𝑎 ∈ 𝑈, названому як «активний користувач», товари, що йому можуть сподоба-
тися. Інтерес до товарів можна показати з допомогою двох форм: 
• Прогнозування – числове значення 𝑃𝑎,𝑗, що відображає прогнозований інте-
рес елементу 𝑖𝑗 ∉ 𝐼𝑢𝑎  для активного користувача 𝑢𝑎. Це передбачення також 
підпадає під ту саму шкалу (наприклад, від 1 до 5), як з допомогою якої ко-
ристувач 𝑢𝑎  оцінював товари. 
• Рекомендація – список, що складається з N елементів, 𝐼𝑟 ⊂ 𝐼 що сподоба-
ються користувачу найбільше. Рекомендації повинні базуватися тільки на 
елементах, що ще користувач не купував, тобто 𝐼𝑟  ∩  𝐼𝑢𝑎 = Φ. Такий вишляд 







Рис. 1.1 Процес колаборативної фільтрації 
На Рис. 1.1 можна побачити схематичну діаграму процесу колаборативної фі-
льтрації. Алгоритм репрезентує матрицю 𝐴 𝑚 × 𝑛, що містить дані про користу-
вача, елементи та їх оцінку. Кожне 𝑎𝑖,𝑗 в 𝐴 показує оцінку і-того користувача j-того 
елемента. Кожна окрема оцінка визначена в рамках певної числової шкали та може 
бути також дорівнювати 0, що буде означати, що користувач ще не оцінив цей еле-
мент. Науковці поділили алгоритми колаборативної фільтрації на дві головні кате-
горії – засновані на пам’яті(засновані на користувачі) та засновані на моделі(засно-
вані на елементах) [1].  
1.2.1 Алгоритми засновані на пам’яті 
Алгоритми, які засновані на пам’яті використовують всю базу даних елемен-
тів користувача для створення прогнозу. Такі системи використовують статистичні 
методи для пошуку списку користувачів, відомих як «сусіди», що мають схожість 
з цільовим користувачем (тобто вони схоже оцінюють ті самі товари, або вони схи-
льні придбати одні й ті самі товари). Коли сусідство двох користувачів встанов-
лено, то системи використовують різні алгоритми для поєднання переваг сусідів 
для отримання прогнозу або рекомендації «TOP-N» для активного користувача. 
Такі техніки відомі як «найближчий сусід» або фільтрація, заснована на користува-
чах, найбільш популярні та широко використовуються на практиці. 
Для того, щоб виміряти подібність, потрібно визначити співвідношення між 
двома користувачами. Таким чином визначається значення від -1 до 1, яку визна-
чає, як схожі ці користувачі. Значення 1 означає, що користувачі оцінюють елемент 
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однаково, а значення -1 означає, що вони оцінюють товар по-різному (один оцінив 
позитивною, високою оцінкою, а інший - низькою) [2]. 
Коефіцієнт кореляції Пірсона може визначити подібність користувачів. Це 
основний алгоритм кореляції для зразків, адаптованих для оцінки інформації. Він 
намагається виміряти, наскільки обидва користувачі відрізняються  від їхніх зви-
чайних голосів (тобто величина голосів кожного у порівнянні з їх середньою оцін-
кою). Якщо виміри будуть однаково змінюватися, щодо загальних оцінок, то вони 
отримають позитивну кореляцію. Інакше, вони отримають негативну. 
Інше вимірювання подібності називається векторною подібністю. Можна ро-
зглядати користувачів, як вектори у n-вимірному просторі, де n-кількість елементів 
у базі даних. Як у будь-яких двох векторів, ми можемо порівняти кут між ними. 
Інтуїтивно, якщо два вектори в цілому спрямовані в одному напрямку, вони отри-
мують позитивну подібність. Якщо вони вказують в протилежні сторони, вони 
отримують негативну подібність. Щоб імітувати це, потрібно просто взяти косинус 
кута між цими двома векторами, що дає нам значення від -1 до 1. 
Для передбачення рейтингу елемента для активного користувача, потрібно 
знайти всі ваги між активним користувачем та всіма іншими користувачами. Потім 
ми беруться всі ненульові ваги і пропонуємо користувачам "голосувати" за те, що, 
на їх думку, повинен оцінити актив. Ті, хто має більшу вагу, матимуть більше зна-
чення в процесі голосування. Після підрахунку цих голосів отримується передба-
чуване голосування. 
Можна зауважити, що голосування базується на тому, наскільки далеко від 
середнього показника користувач оцінює елемент (товар) – тобто наскільки далеко 
від середнього показника активний користувач оцінить елемент. Таким чином, при 
позитивній кореляції активний користувач погоджується з тим, наскільки далеко 
інший користувач проголосував за певний пункт, а при негативній кореляції акти-





Такий алгоритм працює добре, але існують деякі вдосконалення такого алго-
ритму: 
1) Голосування за замовчуванням. Кореляція, як вимірювання подібності, пра-
цює не дуже добре на розріджених наборах даних. Тобто, коли у двох корис-
тувачів мало спільних предметів, їх вага, як правило, надмірно підкреслю-
ється. Голосування за замовчуванням просто додає ряд уявних пунктів, які 
оцінюються за однаковим шаблоном, щоб зробити голосування більш нейт-
ральним. 
2) Зворотна частота користувачів. Існує інтуїтивна оцінка, яка зазвичай віддає 
перевагу предметам, що мають менше значення ваги, ніж більш рідкісні пре-
дмети. Тобто, якщо всім сподобались «Зоряні війни», це не так допомагає у 
визначенні ваги, як двоє людей, які разом насолоджуються рідкісним незале-
жним фільмом. Щоб взяти це до уваги, просто трансформується кожен голос, 
зважуючи двох користувачів таким чином, що загально оцінюваним пунктам 
надається менше значення. 
3) Підсилення випадку. Підхід дуже простий. Просто експоненціально підсилю-
ється кожна вага показника, щоб вищі ваги ставали вищими, а менші - мен-
шими. Як правило, це працює не дуже добре, але можна помітити незначне 
поліпшення. 
Розглянувши головні характеристики алгоритмів колаборативної фільтрації, 
заснованих на пам’яті можна виділити декілька переваг: 
1) Якість прогнозування досить хороша. 
2) Алгоритм колаборативної фільтрації відносно простий у реалізації у будь-
якій системі. 
3) Оновлення бази даних досить легке, адже алгоритм використовує всю базу 







Також, можна виділити і декілька недоліків алгоритмів такого типу: 
1) Оскільки алгоритм використовує для аналізу всю базу даних коли робить 
прогноз, то база повинна бути постійно у пам’яті, що сповільнює роботу. 
2) Іноді така система не може зробити вірну рекомендацію, або рекомендацію 
взагалі. Це може статися через те, що у активного користувача немає спіль-
них елементів з усіма людьми, які оцінили цільовий елемент. 
3) Перекриває дані. Вся випадкова мінливість оцінок людей сприймається як 
причинно-наслідковий зв'язок, що може бути справжньою проблемою. Ін-
шими словами, алгоритми, засновані на пам'яті, взагалі не узагальнюють 
дані. 
 
1.2.2 Алгоритми засновані на моделі 
Алгоритми, засновані на даних, базуються на моделях, які надають рекомен-
дації щодо товарів, спершу розробляючи модель оцінок користувачів. Алгоритми 
цієї категорії мають імовірнісний підхід і представляють процес колаборативної 
фільтрації, як обчислення очікуваного значення прогнозування користувача, вра-
ховуючи його оцінки інших елементів [3].  
Процес побудови моделі виконується за допомогою різних алгоритмів ма-
шинного навчання, таких як байєсівська мережа, кластеризація та підходи, засно-
вані на правилах. 
Модель мережі Байєса формулює імовірнісну модель для задачі колаборати-
вної фільтрації. Кластеризаційна модель сприймає колаборативну фільтрацію, як 
задачу класифікації і працює шляхом кластеризації схожих користувачів в одному 
класі та оцінки ймовірності того, що конкретний користувач перебуває в певному 
класі C, і звідти обчислює умовну ймовірність оцінок. Підхід, заснований на пра-
вилах, застосовує алгоритми виявлення правил асоціації до асоціації між товарами, 
що були придбані спільно, а потім генерує рекомендації щодо товарів на основі 
міцності зв'язку між предметами. 
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Основна ідея систем рекомендацій на основі пам’яті полягає в тому, щоб ро-
зрахувати та використовувати схожість між користувачами або елементами та ви-
користовувати їх як «ваги» для прогнозування рейтингу для користувача та елеме-
нта. Ту саму ідею можна використовувати в алгоритмах, заснованих на моделях: 
подібність між користувачами та/або елементами можна обчислити, а потім збере-
гти як модель, а потім можна використовувати збережені значення подібності для 
прогнозування оцінок. Ці моделі також можна будувати, використовуючи схожість 
між елементами, а не користувачами, і іноді це доцільніше робити. Наприклад, 
NetflixPrize дані містять трохи менше 5 000 000 користувачів, але лише трохи бі-
льше 17 000 фільмів. Це робить можливим те, що отримана модель для елементів 
буде меншою, ніж для користувачів. 
Така система, що базується на моделі, також часто дозволяє обрізати модель, 
щоб зробити систему більш масштабованою. Зокрема, ми можемо обмежити кіль-
кість подібних сутностей (користувачів або предметів), які ми зберігаємо для кож-
ного об’єкта. Іншими словами, ми зберігаємо лише k найбільш подібних сутностей. 
Дослідники виявили, що зберігання обмеженої кількості подібних об’єктів часто 
мало впливає на точність прогнозів. 
Серед переваг таких алгоритмів колаборативної фільтрації можна виділити: 
1) Масштабованість. Більшість моделей, отриманих на основі модельних алго-
ритмів, набагато менші, ніж фактичний набір даних, так що навіть для дуже 
великих наборів даних модель виявляється досить малою для ефективного 
використання. Це надає масштабованості загальній системі. 
2) Швидкість прогнозування. Системи на основі моделі також, швидше за все, 
будуть швидшими , принаймні в порівнянні з системами на основі пам'яті, 
оскільки час, необхідний для запиту моделі (на відміну від цілого набору да-
них), як правило, набагато менший, ніж час, необхідний для запиту весь набір 
даних. 
3) Уникнення переобладнання. Якщо набір даних, над яким збудована модель, 
є достатньо репрезентативним для реальних даних, легше спробувати уник-
нути переобладнання системами, заснованими на моделях. 
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Окрім переваг, також існує пара недоліків: 
1) Негнучкість. Оскільки побудова моделі часто є трудомістким процесом, як 
правило, складніше додавати дані до систем на основі моделей, роблячи їх 
негнучкими. 
2) Якість прогнозів. Так як не використовується вся доступна інформація (весь 
набір даних), можливо, що в системах на основі моделей не отримуються на-
стільки точні передбачення, як у системах на основі пам’яті. Однак слід за-
значити , що якість прогнозів залежить від способу побудови моделі. 
 
1.3 Алгоритм колаборативної фільтрації заснований на елементах 
Підхід, що ґрунтується на елементах, розглядає набір елементів, які оцінив 
цільовий користувач, і обчислює, наскільки вони схожі на цільовий елемент i, а 
потім вибирає k найбільш подібні предмети {𝑖1, 𝑖2, … , 𝑖𝑘}. У той же час їх відповідні 
подібності {𝑠𝑖1, 𝑠𝑖2, … , 𝑠𝑖𝑘} також обчислюються. Після того, як знайдені найбільш 
подібні предмети, прогноз потім обчислюється шляхом взяття середньозваженої 
цілі оцінки користувачів щодо подібних предметів. 
Один із найважливіших кроків у колаборативній фільтрації на основі товарів 
полягає в обчисленні подібності між елементами та потім обираються найбільш 
схожі елементи. Основна ідея в обчисленні подібності між двома елементами 𝑖 та 𝑗 
полягає у ізолюванні користувачів, які оцінили обидва ці елементи, а потім засто-
совувати методику обчислення подібності для визначення подібність 𝑠𝑖,𝑗. Рисунок 
1.2 ілюструє цей процес. Тут рядки матриці представляють користувачів, а стовпці 
- предметів. 
Існує ряд різних способів обчислення подібності між предметами. Це подіб-
ність на основі косинусів, подібність на основі кореляції та подібність на основі 




Рис. 1.2 Ізоляція спільно оцінених елементів та розрахунок схожості 
 
1.3.1 Подібність на основі косинусів 
У цьому випадку два елементи розглядаються як два вектори в m-мірний про-
стір користувача. Подібність між ними вимірюється обчисленням косинуса кута 
між цими двома векторами. Формально в m х n рейтинговій матриці 
на Рисунку 1.2, подібність між елементами 𝑖 та 𝑗, позначене як 
𝑠𝑖𝑚(𝑖, 𝑗) задано як 
𝑠𝑖𝑚(𝑖, 𝑗) = cos(𝑖, 𝑗) =
𝑖 ∙ 𝑗 
‖𝑖‖2 ∗ ‖𝑗‖2
 , 
де «.» позначає точковий добуток двох векторів [1]. 
 
1.3.2 Подібність на основі кореляції 
У цьому методі подібність між двома елементами i та j вимірюється обчис-
ленням кореляційних корекцій Пірсона 𝑐𝑜𝑟𝑟𝑖,𝑗. Щоб зробити коректне обчислення 
кореляційним, потрібно спочатку відокремити випадки, що оцінюються спільно 
(тобто випадки, коли користувачі оцінювали як 𝑖, так і 𝑗), як показано на Рисунку 
1.2. Нехай набір користувачів, які обидва оцінені 𝑖 та 𝑗 позначаються 𝑈, тоді коре-




∑ (𝑅𝑢,𝑖 − ?̅?𝑖)(𝑅𝑢,𝑗 − 𝑅?̅?)𝑢∈𝑈
√∑ (𝑅𝑢,𝑖 − 𝑅?̅?)
2




Тут 𝑅𝑢,𝑖 позначає рейтинг користувача 𝑢 елемента 𝑖, 𝑅?̅?  - середня оцінка 𝑖-го 
елемента [1]. 
 
1.3.3 Подібність на основі скоригованих косинусів 
Однією з принципових відмінностей між обчисленнями подібності в колабо-
ративній фільтрації на основі користувача та колаборативній фільтрації на основі 
елементів є те, що у випадку для фільтрацій, заснованих на користувачеві, подіб-
ність обчислюється по рядках матриці, але у випадку колаборативної фільтрації, 
що базується на елементах, подібність обчислюється вздовж стовпців, тобто кожна 
пара в наборі, що оцінюється, відповідає різному користувачеві (Рисунок 1.2). Об-
числення подібності за допомогою базової косинусної міри у випадку фільтрації на 
основі елементів має один важливий недолік/відмінність в шкалі оцінок між різ-
ними користувачами не враховуються. Відрегульована схожість косинусів компе-
нсує цей недолік, віднімаючи відповідне середнє значення для кожного з загальних 
рейтингів. Формально подібність між елементами i та j використовує цю формулу 
𝑠𝑖𝑚(𝑖, 𝑗) =
∑ (𝑅𝑢,𝑖 − ?̅?𝑢)(𝑅𝑢,𝑗 − 𝑅𝑢̅̅̅̅ )𝑢∈𝑈
√∑ (𝑅𝑢,𝑖 − 𝑅𝑢̅̅̅̅ )
2




Тут  𝑅𝑢̅̅̅̅   - середнє значення 𝑢-го користувача [1]. 
 
1.3.4 Розрахунок прогнозу 
Найважливішим кроком у системі колаборативної фільтрації є створення ви-
хідного інтерфейсу з точки зору прогнозування. Як тільки виділиться безліч най-
подібніших елементів на основі вимірів подібності, наступним кроком є вивчення 
рейтингів цільових користувачів та використання техніки отримання прогнозів.  
Можна виділити дві таких техніки: 
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1) Зважена сума. Як випливає з назви, цей метод обчислює передбачення за еле-
ментом 𝑖 для користувача 𝑢 шляхом обчислення суми оцінок користувача 
щодо предметів, подібних до 𝑖. Кожна оцінка зважується відповідною подіб-
ністю 𝑠𝑖,𝑗 між елементами 𝑖 та 𝑗. Формально, використовуючи поняття, наве-
дене на Рисунку 1.3, можна позначати передбачення 𝑃𝑢,𝑖 як  
𝑃𝑢,𝑖 =
∑ (𝑆𝑖,𝑁 ∗ 𝑅𝑢,𝑁)𝑎𝑙𝑙 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑖𝑡𝑒𝑚𝑠,𝑁
∑ (|𝑠𝑖,𝑁|)𝑎𝑙𝑙 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑖𝑡𝑒𝑚𝑠,𝑁
 . 
В основному, такий підхід намагається визначити, як активний користувач 
оцінює подібні елементи. Зважена сума масштабується на сумою термінів по-
дібності, щоб переконатись, що передбачення знаходиться в заданому діапа-
зоні. 
2) Регресія. Цей підхід подібний до методу зваженої суми, але замість безпосе-
реднього використання рейтингів подібних елементів він використовує на-
ближення рейтингів на основі регресійної моделі. На практиці подібність, об-
числена за допомогою косинусів або вимірювань співвідношення, може вве-
сти в оману в тому сенсі, що два рейтингові вектори можуть бути віддале-
ними (в евклідовому розумінні), але можуть мають дуже високу схожість. У 
такому випадку використовуються необроблені рейтинги так званого «поді-
бного» елемента може призвести до поганого прогнозування. Основна ідея - 
використовувати ту саму формулу, що і техніка зваженої суми, але замість 
того, щоб використовувати аналогічні значення 𝑁 вихідних рейтингових зна-
чень 𝑅𝑢,𝑁, ця модель використовує їх наближені значення 𝑅𝑢,𝑁́  на основі мо-
делі лінійної регресії. Якщо ми позначимо відповідні вектори цільового еле-
мента 𝑖 та подібного елемента 𝑁 через 𝑅𝑖 та 𝑅𝑁, модель лінійної регресії може 
бути виражена як 
𝑅?́?
̅̅ ̅̅ = 𝛼𝑅?̅? + 𝛽 + 𝜖 
Параметри 𝛼 та 𝛽 моделі регресії визначаються шляхом перегляду обох век-




Рис. 1.3 Алгоритм, заснований на елементах. Генерація передбачення пока-
зана для 5 сусідів 
 
1.4 Нейронна мережа 
Штучна нейронна мережа створена за зразком біологічної нейронної мережі. 
Як і біологічна нейронна мережа, ANN є взаємозв'язком вузлів, аналогічним ней-
ронам. Кожна нейронна мережа має три критичні компоненти: характер вузла, то-
пологію мережі та правила навчання. Символ вузла визначає спосіб обробки сиг-
налів вузлом, наприклад кількість входів і виходів, пов'язаних з вузлом, вагу, пов'-
язану з кожним входом і виходом, та функцію активації. Топологія мережі визначає 
способи організації та підключення вузлів. Правила навчання визначають спосіб 
ініціалізації та коригування ваг. 
 




Основна модель вузла в ANN наведена на Рисунку 1.4. Кожен вузол отримує 
кілька входів від інших через з'єднання, що мають пов'язані ваги, аналогічні силі 
синапсу. Коли зважена сума входів перевищує порогове значення вузла, він акти-
вує і передає сигнал через передавальну функцію і передає його сусіднім вузлам. 
Цей процес можна виразити як математичну модель: 




де 𝑦 - вихід вузла, 𝑓 - передавальна функція, 𝑤𝑖 - вага вхідного 𝑥𝑖, 𝑇 - порогове 
значення. Функція передачі має багато форм. Нелінійна передавальна функція є 
більш корисною, ніж лінійна, оскільки лише декілька задач є лінійно відокремлю-
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Сигмоїдна функція також часто використовується як функція активації, оскі-
льки функція та її похідна є безперервними (див. Рис. 1.5): 
 
Рис. 1.5 Передавальна функція 
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На Рис. 1.6 показано загальну архітектуру ANN. Вузли організовані в лінійні 
масиви, які називаються шарами. Зазвичай є вхідні шари, вихідні шари та приховані 
шари. Не може бути жодного до декількох прихованих шарів. Проектування топо-
логії мережі передбачає визначення кількості вузлів на кожному шарі, кількості 
шарів у мережі та шляху з'єднань між вузлами. Зазвичай ці фактори спочатку вста-
новлюються за допомогою інтуїції та оптимізуються за допомогою численних ци-
клів експериментів. Також деякі раціональні методи можуть бути використані для 
проектування нейронної мережі. Наприклад, генетична нейронна мережа (GNN) 
використовує загальний алгоритм для вибору вхідних функцій для нейронної ме-
режі. 
Існує два типи зв’язку між вузлами. Одне - одностороннє з'єднання без зво-
ротного циклу. Інший - це зворотне з'єднання, в якому вихід вузлів може бути вхо-
дом до попередніх або однакових рівнів. На основі вищезгаданого типу з'єднань 
нейронні мережі можна класифікувати на два типи: мережа прямого зв'язку та ме-
режа зворотного зв'язку, як показано на Рис. 1.7 та 1.8. Оскільки сигнал рухається 
лише в один бік, мережа прямого пересилання є статичною, тобто один вхід асоці-
юється з одним конкретним виходом. Мережа зворотного зв'язку є динамічною. 
Для одного входу стан мережі зворотного зв'язку змінюється протягом багатьох 
циклів, поки не досягне точки рівноваги, тому один вхід виробляє серію виходів. 
Перцептрон - це широко використовувана мережа зворотного зв'язку. Деякі відомі 






Рис. 1.6 Загальна архітектура ANN 
 
 




Рис. 1.8 Мережа зворотного зв'язку 
 
1.5 Згорткова нейронна мережа 
Згорткова нейронна мережа (ЗНМ) - це модель глибокого навчання для обро-
бки даних, яка має сітчасту структуру, таку як зображення, яка натхнена організа-
цією зорової кори тварин і призначена для автоматичного та адаптивного вивчення 
просторових ієрархій особливостей, від моделей низького до високого рівня. ЗНМ 
- це математична конструкція, яка, як правило, складається з трьох типів шарів (або 
будівельних блоків): згортки, об'єднання та повністю пов'язаних шарів. Перші два, 
згортання та об’єднання шарів, виконують вилучення ознак, тоді як третій, повні-
стю зв’язаний шар, відображає вилучені об’єкти у кінцевий результат, такий як кла-
сифікація. Рівень згортки відіграє ключову роль у ЗНМ, який складається з набору 
математичних операцій, таких як згортка - спеціалізований тип лінійних операцій. 
У цифрових зображеннях значення пікселів зберігаються у двовимірній (2D) сітці, 
тобто масиві чисел (Рис.1.9) і застосовується невелика сітка параметрів, яка нази-
вається ядром, оптимізованим екстрактором функцій у кожному положенні зобра-
ження, що робить ЗНМ високоефективними для обробки зображень, оскільки фун-
кція може виникати де завгодно на зображенні. По мірі того, як один шар подає 
свої результати в наступний шар, витягнуті функції можуть ієрархічно і поступово 
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ускладнюватися. Процес оптимізації таких параметрів, як ядра, називається на-
вчанням, яке виконується таким чином, щоб мінімізувати різницю між виходами та 
основними мітками істини за допомогою алгоритму оптимізації, названого зворот-
нім розповсюдженням та зниженням градієнта, серед іншого. 
Архітектура ЗНМ включає декілька будівельних блоків, таких як згорткові 
шари, об'єднуючі шари та повністю пов'язані шари. Типова архітектура складається 
з повторень стека з декількох шарів згортки та шару об'єднання, за яким слідує один 
або кілька повністю з'єднаних шарів. Крок, де вхідні дані перетворюються у вихідні 
через ці шари, називається прямим поширенням. Незважаючи на те, що операції 
згортки та об'єднання стосуються 2D-CNN, подібні операції можуть виконуватися 
і для тривимірних (3D) -CNN [5]. 
 
 
Рис. 1.9 Комп'ютер бачить зображення у вигляді масиву чисел. Матриця 
справа складається з чисел, що показують яскравість пікселів[5] 
 
1.5.1 Згортковий шар 
Шар згортки є фундаментальним компонентом архітектури ЗНМ, який вико-
нує виділення ознак, який зазвичай складається з комбінації лінійних та нелінійних 
операцій, тобто, операція згортки та функція активації. 
Згортка - це спеціалізований тип лінійної операції, що використовується для 
вилучення ознак, де на вхід подається невеликий масив чисел, який називається 
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ядром, що є масивом чисел, який називається тензором. Поелементно добуток між 
кожним елементом ядра та вхідним тензором обчислюється в кожному розташу-
ванні тензора і підсумовується для отримання вихідного значення у відповідному 
положенні вихідного тензора, що називається картою ознак (Рис.1.10). Ця проце-
дура повторюється із застосуванням декількох ядер для формування довільної кі-
лькості карт функцій, які представляють різні характеристики вхідних тензорів. 
Отже, різні ядра можна розглядати як різні екстрактори особливостей. Два ключо-
вих гіперпараметри, що визначають операцію згортки - це розмір та кількість ядер. 
Перший, як правило, становить 3 × 3, але іноді 5 × 5 або 7 × 7. Останній є довіль-
ним і визначає глибину вихідних характеристичних карт [5]. 
 
 




Описана вище операція згортки не дозволяє центру кожного ядра перекри-
вати крайній елемент вхідного тензора і зменшує висоту та ширину вихідної карти 
функцій порівняно з вхідним тензором. Доповнення, як правило, нульове запов-
нення, - це техніка вирішення цієї проблеми, коли рядки та стовпці нулів додаються 
з кожного боку вхідного тензора, щоб відповідати центру ядра на самому зовніш-
ньому елементі і зберігати однакову площину розмірність за допомогою операції 
згортки (Рис. 1.11). Сучасні архітектури CNN зазвичай використовують нульове за-
повнення, щоб зберегти площинні розміри, щоб нанести більше шарів. Без нульо-
вого заповнення кожна наступна карта об’єктів буде зменшуватися після операції 
згортки [5]. 
Відстань між двома послідовними положеннями ядра називається кроком, 
який також визначає операцію згортки. Загальним вибором кроку є 1, однак іноді 
використовується крок, більший за 1, для того, щоб домогтися дискретизації функ-
ціональних карт. Альтернативною технікою для зменшення вибірки є операція 
об’єднання, як описано нижче. 
 




Ключовою особливістю операції згортки є розподіл ваги: ядра розподіля-
ються по всіх позиціях зображення. Спільне використання ваги створює наступні 
характеристики операцій згортки:  
1) Надання локальним шаблонам ознак, вилучених перекладом ядер b, інваріа-
нтними, коли ядра пересуваються по всіх позиціях зображення та виявляють 
вивчені локальні шаблони.  
2) Вивчення просторових ієрархій шаблонів об’єктів шляхом зменшення вибі-
рки в у поєднанні з операцією об'єднання, що призводить до захоплення де-
далі більшого поля зору.  
3) Підвищення ефективності моделі за рахунок зменшення кількості парамет-
рів, які потрібно засвоїти в порівнянні з повністю підключеними нейронними 
мережами. 
Процес навчання моделі CNN щодо рівня згортки полягає у визначенні ядер, 
які найкраще працюють для даного завдання на основі заданого набору даних нав-
чання. Ядра - це єдині параметри, які автоматично засвоюються під час тренуваль-
ного процесу в шарі згортки. З іншого боку, розмір ядер, кількість ядер, прокладки 
та крок - це гіперпараметри, які потрібно встановити перед початком навчального 
процесу. 
Потім виходи лінійної операції, такі як згортка, передаються через нелінійну 
функцію активації. Хоча раніше використовувались гладкі нелінійні функції, такі 
як сигмоїдна або гіперболічна дотична (𝑡𝑎𝑛𝑐ℎ), оскільки вони є математичними 
зображеннями поведінки біологічних нейронів, найпоширенішою функцією нелі-
нійної активації, що використовується в даний час, є випрямлена лінійна одиниця 
(ReLU), яка просто обчислює функція: 𝑓(𝑥) = max (0, 𝑥). 
 
1.5.2 Шар пулінгу 
Шар об'єднання забезпечує типову операцію зменшення вибірки, яка змен-
шує розмірність площини карт об'єктів, щоб внести незмінність перекладу до неве-
ликих зсувів та спотворень, а також зменшити кількість наступних параметрів, що 
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піддаються вивченню. Слід зазначити, що в жодному з шарів об’єднання немає па-
раметру, що навчається, тоді як розмір фільтра, крок та відступ - це гіперпараметри 
в операціях об’єднання, подібно до операцій згортання. 
Найпопулярнішою формою операції об'єднання є максимальне об'єднання, 
яке витягує патчі з вхідних карт функцій, виводить максимальне значення в кож-
ному патчі та відкидає всі інші значення (Рис. 1.12). На практиці зазвичай викори-
стовується максимальне об’єднання з фільтром розміром 2 × 2 з кроком 2. Це зме-
ншує площину розмірності карт об'єктів у 2 рази на відміну від висоти та ширини, 
розмір глибини карт об'єктів залишається незмінним [5]. 
 
Рис. 1.12 Приклад операції максимального об’єднання з розміром фільтра 2 
× 2, без заповнення та кроком 2 
 
Ще однією операцією об’єднання, на яку слід звернути увагу, є загальне се-
реднє об’єднань. Глобальне середнє об’єднання здійснює екстремальний тип змен-
шення дискретизації, коли карта об’єктів із розміром висоти × ширини зменшу-
ється в масив 1 × 1, просто беручи середнє значення всіх елементів на кожній карті 
об’єктів, тоді як глибина карт об’єктів зберігається. Ця операція, як правило, засто-
совується лише один раз перед повнозв'язними шарами. Переваги застосування за-
гального середнього пулінгу полягають у наступному: зменшує кількість засвою-
ваних параметрів і дозволяє ЗНМ приймати входи змінного розміру. 
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1.5.3 Повнозв'язний шар 
Карти вихідних ознак остаточної згортки або шару об'єднання зазвичай 
сплющуються, тобто перетворюються в одновимірний (1D) масив чисел (або век-
тор) і з'єднуються з одним або декількома повністю з'єднаними шарами, також ві-
домими як щільні шари, в якому кожен вхід пов’язаний з кожним виходом вагою, 
який можна дізнатись. Після створення об’єктів, вилучених шарами згортки та зме-
ншених вибіркою шарів пулінгу (об’єднання), вони відображаються підмножиною 
повністю зв’язаних шарів із кінцевими виходами мережі, такими як ймовірності 
для кожного класу в задачах класифікації. Кінцевий повністю зв’язаний шар зазви-
чай має таку ж кількість вихідних вузлів, як і кількість класів. За кожним повністю 
зв’язаним шаром слідує нелінійна функція, така як ReLU та інші [5]. 
1.5.4 Функція активації останнього шару 
Функція активації, застосована до останнього повністю підключеного шару, 
зазвичай відрізняється від інших. Відповідно до кожного завдання потрібно виб-
рати відповідну функцію активації. Функція активації, застосована до багатокласо-
вої класифікаційної задачі - це функція softmax, яка нормалізує вихідні реальні зна-
чення з останнього повністю підключеного шару до імовірностей цільового класу, 
де кожне значення коливається від 0 до 1, а всі значення складають до 1. Типовий 
вибір останнього шару функція активації для різних типів завдань наведено в Табл. 
1.1 [5]. 
Таблиця 1.1 
Список найпопулярніших функцій активації для різних задач 
Задача 
Функція активації останнього 
шару 
Бінарна класифікація Сигмоїдальна 
Багатокласова однокласна класифікація Softmax 
Багатокласова багатокласна класифікація Сигмоїдальна 
Регресія до безперервних значень Тотожна 
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 ВИСНОВКИ ДО РОЗДІЛУ 1 
Нейромережі, а особливо згорткові, являються сучасною та перспективною 
технологією, яка вже активно використовується у сьогоденні. Згорткові нейроме-
режі набули популярності через стійкість алгоритму до модифікацій зображення, 
узагальнення характеристик зображення, та значне прискорення у обчисленнях, че-
рез можливість розпаралелювання. Всі ці характеристики дають перевагу у якості 
та швидкості аналізу зображень. 
Основною проблемою більшості наявних підходів у рекомендаційних систе-
мах являється проблема «холодного старту», тобто недостатня кількість вхідних 
даних для повноцінної роботи алгоритмів рекомендаційних систем. Отже, для ви-
рішення даної проблеми потрібно реалізувати алгоритм аналізу графічних зобра-






ВИБІР ЗАСОБІВ ВИРІШЕННЯ ЗАДАЧІ ТА РОЗРОБКА АЛГОРИ-
ТМУ 
2.1 Вибір інструментів для розробки 
На даний час можна виділити безліч інструментів для розробки програмного 
забезпечення. Це стосується мов програмування, середовищ для розробки, баз да-
них, додаткових фреймворків для реалізації певних задач та інше.  
Сьогодні налічується більше 265 мов програмування і кожна з них має своє 
призначення та особливості. З огляду на рейтинги, можна зробити висновки, що 
найпопулярнішими є Java, Javascript, Python, C++ та C#. Мова програмування по-
винна бути досить багатофункціональною, гнучкою, надійною, кросплатформеною 
та відносно простою у використанні. Під ці характеристики підпадає мова програ-
мування Java, тому була обрана для розробки програмного забезпечення у цій ро-
боті. 
До найпопулярніших середовищ для розробки (IDE) на мова Java можна від-
нести Eclipse, NetBeans та IntelijIdea. 
IntelijIdea – середовище для розробки програмного забезпечення, яке напи-
сано на мові Java для розробки на Java. Це середовище забезпечує певні функції, 
такі як автодоповнення коду шляхом аналізу контексту, навігація по кодовій базі 
проекту, яка дозволяє переходити до декларацій методів безпосередньо. Також 
IntelijIdea має широкий вибір інструментів для рефакторингу коду, його налаго-
дження та середовище само може запропонувати змінити частину коду з відповід-
ними підказками [6]. 
Це середовище розробки має вбудовану інтеграцію з системами контролю ве-
рсій Git, Mercurial, SVN та Perforce. Існує можливість роботи з базами даних SQL 
Server, MySQL, PostgreSQL та іншими прямо з середовища розробки.  
Середовище розробки IntelijIdea має підтримку великої кількості мов програ-
мування. Звичайно, це Java та Kotlin, які безпосередньо настроєні з початку запуску 
IDE, а більше 15 інших мов доступні з допомогою плагінів. 
IntelijIdea має дві версії: «Ultimate» (платна) та «Community» (безкоштовна).  
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Eclipse - це інтегроване середовище розробки (IDE), що використовується в 
комп'ютерному програмуванні. Воно містить базовий робочий простір та розши-
рювану систему плагінів для налаштування середовища. Eclipse написаний здебі-
льшого на Java, і його основне використання - для розробки програм Java, але він 
також може використовуватися для розробки додатків на інших мовах програму-
вання за допомогою плагінів, включаючи Ada , ABAP , C , C ++ , C #  та інші [7]. 
Комплект розробки програмного забезпечення Eclipse (SDK) - це безкошто-
вне програмне забезпечення з відкритим кодом, випущене на умовах Загальної лі-
цензії Eclipse. 
NetBeans - це інтегроване середовище розробки з відкритим кодом. IDE 
NetBeans підтримує розробку всіх типів програм Java (Java SE (включаючи JavaFX 
), Java ME, WEB, EJB та мобільні додатки). Серед інших можливостей - система 
проектів на основі Ant, підтримка Maven, рефакторинг, контроль версій (підтримка 
CVS , Subversion , Git , Mercurial та Clearcase). NetBeans дозволяє розробляти дода-
тки із набору модульних програмних компонентів, які називаються модулями. Ко-
жен модуль забезпечує чітко визначені функції, такі як підтримка мови Java, реда-
гування або підтримка системи версій CVS та SVN. NetBeans містить всі модулі, 
необхідні для розробки Java, за одне завантаження, що дозволяє користувачеві не-
гайно розпочати роботу. Модулі також дозволяють розширити NetBeans. Нові фу-
нкції, такі як підтримка інших мов програмування, можна додати, встановивши до-
даткові модулі [8]. 
З огляду на найпопулярніші середовища розробки для мови програмування 
Java, можна виділити середовище IntelijIdea. Це IDE дозволяє швидко та продукти-
вно розробляти програмний продукт, так як має можливість автодоповнення коду, 
зв’язку з базою даних безпосередньо із середовища та має широкий спектр допомі-




2.2 Вибір допоміжних технологій для розробки 
Для реалізації задачі по розробці рекомендаційної системи з допомогою тех-
нології нейромереж знадобиться використання бази даних, фреймворк для роботи 
з нейромережами та інше. Для того, щоб продемонструвати роботу рекомендацій-
ної системи, потрібно розробити WEB-додаток. 
Існує два підходи до створення WEB-додатків на мові Java. Один з них – Java 
EE (Java Enterprise Edition). Цей підхід доволі складний у реалізації та дуже затра-
тний по часу, тому на заміну йому у всьому світі використовують фреймворк Spring 
(Spring Boot). 
Spring (Spring Boot) -  фреймворк і інверсія контролю контейнера для плат-
форми Java. Основні функції фреймворку можуть використовувати будь-які дода-
тки Java. Spring Framework складається з функцій, організованих приблизно в 20 
модулів. Ці модулі згруповані як показано на Рис. 2.1 [9]: 
 
 
Рис. 2.1 Структура фреймворка Spring[10] 
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Наявність модулів дозволяє досить гнучко підходити до розробки програм-
ного забезпечення. Можна підключати тільки ті модулі, які будуть дійсно потрібні 
під час розробки. 
Наприклад, якщо передбачена робота з базами даних, то можна підключити 
Spring Data JPA – це додатковий модуль, який дозволяє взаємодіяти з «сутнос-
тями», відображенням яких є таблиці у базі даних, структурування їх та обробка. 
Головною перевагою є те, що більшість операцій, що часто використовуються, вже 
визначені та не потребують додаткового налаштування. 
 Для того, щоб ще спростити розробку додатків, розробники Spring створили 
«фасад» над звичайними фреймворком Spring та назвали його Spring Boot. Spring 
Boot – це проект на рівні виконання (IO Execution) IO Spring Framework, який спро-
щує настроювання Spring та підключення до нього модулів. 
Переваги SpringBoot: 
1) Допомагає автоматично налаштувати всі компоненти для виробничого дода-
тка Spring. 
2) Допомагає уникнути всілякої ручної роботи з написання зразкового коду, 
анотацій та складних конфігурацій XML. 
3) Поставляється із вбудованими HTTP-серверами, такими як Jetty та Tomcat, 
для тестування веб-додатків. 
4) Скорочує час, витрачений на розробку. 
5) Дозволяє легко підключатись до служб баз даних та черг, таких як Oracle, 
PostgreSQL, MySQL, MongoDB, Redis, Solr, ElasticSearch, Rabbit MQ, 
ActiveMQ та багатьох інших. 
6) Допомагає автоматично налаштувати всі компоненти для виробничого дода-
тка Spring. 
7) Полегшує настроювання залежності внутрішніх компонент і постачається з 
вбудованим контейнером для сервлетів. 
8) Надає безліч плагінів, які розробники можуть використовувати для плавної 
та легкої роботи із вбудованими базами даних та вбудованими базами даних. 
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Для взаємодії з додатком потрібно визначити протокол спілкування. Існує два 
найпопулярніших типи REST та SOAP. 
REST(REpresentational State Transfer) - призначений для використання переваг 
існуючих протоколів HTTP при використанні для WEB-API. Він дуже гнучкий, 
оскільки не прив’язаний до ресурсів чи методів і має можливість обробляти різні 
виклики та формати даних. Оскільки REST API не обмежений таким форматом 
XML, як SOAP, він може повертати кілька інших форматів залежно від того, що 
потрібно. Якщо служба дотримується цього стилю, вона вважається додатком 
«RESTful». REST дозволяє компонентам отримувати доступ та керувати функціями 
в іншій програмі. 
REST API моделює взаємодію клієнт-сервер. Для спілкування потрібно відпра-
вляти відповідні запити. Запити мають різні типи («UPDATE», «POST», «GET», 
«DELETE») в залежності від мети. Наприклад, для отримання потрібен GET, а для 
збереження на сервері – POST. 
Після того, як сервер отримує запит, відбувається його обробка. У залежності 
від того, чи успішною вона була повертається статус, який містить код. Код описує 
конкретну помилку, що сталася, або повідомлення про успішне виконання. 
 
2.3 Вибір фреймворка для роботи з нейромережею 
Для того, щоб реалізовувати певні задачі з використанням нейромереж на 
мові Java можна виділити кілька базових фреймворків. Основні це Neuroph та 
Deeplearning4j. 
Neuroph представляє об’єктно-орієнтовану структуру штучної нейромережі, 
що написана на Java. Такий фреймворк використовується для того, щоб навчати 
програмно нейронні мережі на мові Java.  Також цей фреймворк надає для роботи 
бібліотеку класів та інструмент з візуальним інтерфейсом GUI «easyNeurons» з фу-
нкціями створення та навчання нейронних мереж. 
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Фреймворк Neuroph надає класи, що покривають основні потреби при роботі 
з нейромережами такі як штучний нейрон, нейронні зв’язки, вага нейрона, транс-
портна функція, правила навчання та інше. Фреймворк підтримує найпопулярніші 
архітектури нейронних мереж. Такими архітектурами є багатошаровий перцептрон 
з методом зворотного поширення, мережа Хопфілда та Кохонана. Базові класи 
фреймворка можна доповнювати та налаштовувати для того, щоб створювати осо-
бливі правила навчання та нейронні мережі. Також Neuroph підтримує можливість 
розпізнавання зображень та роботу з ними [11]. 
Фреймворк Deeplearning4j представляє собою бібліотеку, що надає можливо-
сті роботи з машинним навчанням та написана на мові Java і має досить широку 
обчислювальну базу алгоритмів машинного навчання. Deeplearning4j також надає 
можливість використовувати нестандартні архітектури нейронних мереж, такі як 
обмежена машина Больцмана, мережа переконань, автокодер з багатошаровим шу-
мопоглинанням та рекурсивна мережа нейронних тензорів, word2vec, doc2vec i 
GloVe. Реалізація усіх архітектур можлива з підтримкою паралелізації та інтеграції 
з Apache Hadoop i Spark. 
Deeplearning4j має інтеграцію з Tensorflow та Keras. Фреймворк має змогу 
імпортувати моделі з Tensorflow та інших Python фреймворків, якщо моделі були 
створені з допомогою Keras. 
Після огляду основних фреймворків для роботи з нейронними мережами на 
мові Java, було обрано Deeplearning4j через більший набір функцій,  підтримуваних 
архітектур та інтеграцію з Apache Hadoop, Spark і Tensorflow [12]. 
 
2.4 Вибір архітектури згорткової нейронної мережі  
Для вирішення задачі розробки рекомендаційної системи на основі зобра-
жень елементів та з використанням нейронних мереж, можна підібрати та викори-





LeNet-5 є багатошаровою нейронною мережею, і вона навчена алгоритмом 
зворотного поширення. Ця архітектура була, в основному, спрямована на розпізна-
вання символів, написаних від руки та на машинці. 
Вона має дуже просту архітектурну конструкцію і значно меншу кількість 
шарів у порівнянні з сучасними глибокими нейронними мережами. Але в поєднанні 
з правильним оптимізатором і швидкістю навчання це може дати справді хороші 
результати. Також, за певними даними, мережа є вдалим прикладом техніки нав-
чання на основі градієнта. 
LeNet-5 може легко розпізнавати письмові та друковані цифри та документи, 
навіть якщо шаблони вносять певну мінливість. З часу впровадження LeNet-5, ро-
бота, заснована на Computer Vision та Deep Learning, пройшла довгий шлях. Можна 
легко сказати, що це, мабуть, було визначальним моментом для світу мережевих 
технік комп’ютерного зору, що породило ще багато проривів [13]. 
Архітектура складається загалом із 7 шарів, що складаються з 2 наборів шарів 
згортки та 2 наборів шарів середнього об’єднання, за якими слідує згладжувальний 
шар згортки. Після цього ми маємо 2 щільні повністю зв’язані шари і, нарешті, кла-
сифікатор softmax [14]. 
Вхідний шар. Якщо взяти стандартне зображення MNIST, тоді отримується 
вхідне зображення (32x32) у відтінках сірого, яке проходить через перший шар зго-
ртки з 6 картами функцій або фільтрами, що мають розмір (5x5) ядра і з кроком 1. 
Значення вхідних пікселів нормуються так, що білий фон і чорний план переднього 
плану відповідають -0,1 та 1,175 відповідно, роблячи середнє значення приблизно 
0, а дисперсію приблизно 1. Цей вхідний шар не враховується в структурі мережі 
LeNet-5 зазвичай, та не розглядається як один із ієрархії мережі. 
Перший шар (Рис. 2.2). Результат згортки вхідного зображення з 6 фільтрами 
повинен призвести до зміни розміру від (32x32x1) до (28x28x6), і отримується пер-
ший шар. Отже, 1 канал змінюється на 6 каналів, оскільки до вхідного зображення 
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застосовується 6 фільтрів. Крім того, розмір зображення був зменшений в резуль-
таті нульових відступів із розміром ядра (5x5). 
 
Рис. 2.2 Перший шар LeNet-5 
 
У згортковій мережі значення фільтра – це параметри, що отримуються шля-
хом навчання. Кількість параметрів дорівнює сумі ваг та зміщення, що помножено 
на кількість фільтрів. Отримуємо такий вираз: 
𝑛𝑢𝑚 = (𝑤 + 𝑏𝑖) ∗ 𝑓, 
де 𝑛𝑢𝑚 − кількість параметрів тренування, 𝑤 – ваги, 𝑏𝑖 – зміщення для кожного 
фільтра та 𝑓 – кількість фільтрів. Розрахувавши за формулою, отримаємо 𝑛𝑢𝑚 =
(5 ∗ 5 + 1) ∗ 6 = 156. Загальна кількість з’єднань буде дорівнювати добутку кіль-
кості параметрів тренування та площі фільтра - 122304. 
Другий шар (Рис. 2.3). У другому шарі реалізовано середній шар об’єднання 
з розміром фільтра (2x2) і кроком 2. Отже, результуючий розмір зображення змен-
шиться до (14x14x6). Тут кожна одиниця на кожній карті об'єктів підключена до (2 




Рис. 2.3 Другий шар LeNet-5 
 
Чотири входи додаються до одиниці в S2 з відповідної карти функцій в C1, 
потім множаться на тренувальний коефіцієнт і додають до нього зміщується змі-
щення. Потім результат передається через сигмоїдальну функцію активації, і ми 
отримуємо результат Q (Рис. 2.4). 
 
Рис. 2.4 Отриманий результат Q 
 
Третій шар (Рис. 2.5). Якщо перейти до третього шару, застосовується 16 фі-
льтрів з розміром ядра (5x5) до S2, що призводить до рівня згортки C3 з 16 картами 
функцій. Ця згортка призводить до зміни розміру зображення з (14 x 14 x 6) у S2 на 




Рис. 2.5 Третій шар LeNet-5 
 
Як показано на Рис. 2.5, що вхід, тобто S2, має 6 шарів, а вихід, тобто С3, має 
16 шарів. Тому ми не можемо безпосередньо зіставити кожен вхідний шар із вихі-
дним шаром. Отже, завдяки цьому кожна одиниця на кожній карті об’єктів, тобто 
C3, пов’язана з кількома (5 x 5) районами в однакових місцях у підмножині карт 
об’єктів S2. Поєднання різних вхідних карт функцій із S2 дозволить створювати 
більше нових функцій. 
Четвертий шар (Рис. 2.6). У четвертому шарі знову застосовується середній 
шар об’єднання з розміром фільтра (2x2) та кроком 2. Отже, результуюче зобра-
ження має результуючу середнього пулу, який буде мати розмірність (5x5x16). Тут 
кожна одиниця на кожній карті об'єктів S4 підключена до (2 x 2) сусідів відповідної 




Рис. 2.6 Четвертий шар LeNet-5 
 
П’ятий шар (Рис. 2.7). У п’ятому шарі отримується повністю зв’язаний згор-
тковий шар С5, який має 120 одиниць нейронів, і кожна одиниця С5 підключена до 
(5 х 5) сусідства на всіх 16 картах функцій S4, тобто кожна одиниця С5 підключена 
до всіх карти функцій S4 і, отже, C5 відомий як повнозв’язний шар згортки.  
Отже, у четвертому шарі отримані розміри становлять (5x5x16), тож загальні 
вузли становлять 5x5x16 = 400 нейронів. Це означає, що 400 вузлів підключено до 
120 вузлів як щільна повністю зв’язна мережа. 
 




Шостий шар (Рис. 2.8). Шостий шар F6 складається з 84 нейронів, повністю 
пов'язаних з С5. Тут виконується крапковий добуток між вхідним вектором і век-
тором ваги, а потім до нього додається зміщення. Потім результат передається че-
рез сигмоїдальну функцію активації. 
 
Рис. 2.8 Шостий шар LeNet-5 
 
Кількість нейронів у шарі F6 вибирається як 84, що відповідає растровому 
зображенню 7 x 12, -1 означає білий, 1 означає чорний, тому чорно-біле бітове зо-
браження кожного символу відповідає коду. Таке подання корисно для розпізна-
вання рядків символів, взятих із набору для друку ASCII. Символи, які виглядають 
подібними та заплутаними, як великі літери «О», «0» та малі «о», матимуть одна-
кові вихідні коди. 
І нарешті, отримується повністю зв’язний вихідний шар softmax (Рис. 2.9) з 
10 можливими значеннями, що відповідають цифрам від 0 до 9. 
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Отже, отримується функція «активації softmax» на вихідному шарі та інших 
шарах, які, як було зазначено, мають «𝑡𝑎𝑛ℎ», оскільки функція активації, оскільки 
softmax, дасть вірогідність появи кожного вихідного класу в кінці. 
 
Рис. 2.9 Шар Softmax 
 
2.4.2 AlexNet 
AlexNet – це згорткова нейромережа, що мала великий вплив на середовище 
машинного навчання та алгоритми комп’ютерного зору. Ця мережа виграла кон-
курс ImageNet LSVRC-2012 у 2012 році з великим відривом 15,3% проти 26,2% 
(друге місце). Ця мережа має схожі риси з мережею Яна ЛеКуна LeNet. Проте, 
AlexNet має більшу кількість згорткових шарів та більше фільтрів на кожному 
шарі. Мережа складається з шарів згортки, максимального пулінгу, дропаут, аугме-






1) Використовується функція ReLu, замість Tanh, щоб додавати нелінійність. 
Такий підхід прискорює швидкість у 6 разів при збереженні точності. 
2) Використовується дропаут замість регуляризації таким чином вирішує про-
блему перенавчання. Однак, час навчання подвоюється з показником дропа-
уту 0.5. 
3) Накладання пулінгу для зменшення розміру мережі. Це зменшує коефіцієнти 
помилок топ-1 та топ-5 на 0,4% та 0,3% відповідно. 
Архітектура мережі складається з восьми шарів з коефіцієнтами. Перші шари 
згорткові (їх п’ять), а інші три – повнозв’язні. Мережа на виході має функцію акти-
вації «softmax» та близько тисячі міток класів. Ядра згорткових шарів 2, 4 та 5 
пов’язані безпосередньо з картами ядра попереднього шару, які знаходяться на 
тому самому графічному процесорі. Ядра третього згорткового шару повністю 
пов’язані з усіма ядрами попереднього, другого, шару. Повнозв’язні шари мають 
нейрони, які пов’язані з всіма нейронами попередніх шарів. Дропаути застосову-
ються перед першим та другим повнозв’язними шарами. Згорткові шари виробля-
ють 95% обчислень, хоч і припадає на них всього 6% параметрів. Архітектура ме-
режі AlexNet зображена на Рис. 2.10. 
 




VGG-16  - модель згорткової нейромережі, яку запропонували вчені з Окс-
фордського університету. Модель досягає точності 92.7%. Ця нейромережа явля-
ється покращеною версією AlexNet, у якій замінені фільтри(розміру 11 та 5 у пер-
шому та другому згорткових шарах відповідно) на декілька фільтрів розміру 3 х 3, 
які йдуть один за одним (Рис. 2.11). 
Вхідними даними в мережу є зображення розмірів (224, 224, 3). Перші два 
шари мають 64 канали 3 * 3 розміру фільтра і однакові відступи. Потім після мак-
симального шару пулу з кроком (2, 2), два згорткових шари з 256 фільтрами, які 
мають розмір фільтра (3, 3). Далі слідує максимальний шар об'єднання (2, 2), який 
збігається з попереднім шаром. Тоді є 2 згорткові шари розміру фільтра (3, 3) і кі-
лькістю в 256 фільтрів. Після цього існує 2 набори з 3-х згорткових шарів та мак-
симального шару пулу. Кожен з них має 512 фільтрів розміром (3, 3) з однаковим 
відступом. Це зображення потім передається в стек двох шарів згортки. У цих ша-
рах згортки та максимального об’єднання використовуються фільтри розміром 3 * 
3 замість 11 * 11 у AlexNet та 7 * 7 у ZF-Net. У деяких шарах також використову-
ється 1 * 1 піксель, який використовується для маніпулювання кількістю вхідних 
каналів. Після кожного згорткового шару виконується заповнення 1 пікселем, щоб 
запобігти просторовій характеристиці зображення. 
Після стеку згорткового шару та шару максимального об’єднання отриму-
ється (7, 7, 512) карта функцій. Ми згладжуємо цей вихід, щоб зробити його (1, 
25088) вектором ознак. Після цього є 3 повністю зв’язаних шара, перший шар бере 
вхід з останнього вектора ознак і має на виході вектор (1, 4096), другий шар також 
має на виході вектор розміру (1, 4096), але третій шар має на виході 1000 каналів, 
після чого вихід 3-го повністю підключеного шару передається шару softmax для 
нормалізації вектора класифікації. Після виведення вектора класифікації топ-5 ка-
тегорій для оцінки. Усі приховані шари використовують ReLU як свою функцію 
активації. ReLU є більш обчислювально-ефективним, оскільки призводить до шви-
























2.5 Алгоритм визначення рекомендацій 
Основний алгоритм визначення рекомендацій було реалізовано, як показано 
на Рис. 2.12. 
 
Рис. 2.12 Алгоритм визначення рекомендацій 
Для того, щоб проаналізувати усі зображення системи, потрібно запустити 
окремий аналізатор, який до початку роботи інтернет-ресурсу зможе проаналізу-
вати усі зображення, що знаходяться у системі. 
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Аналізатор повинен завантажити усі зображення  та обробити їх перед поча-
тком аналізу. Їх потрібно привести до стандартної форми та перевести у нормалі-
зований векторний вигляд. Після цього зображення повинні пройти через нейроме-
режу. Під час проходження заздалегідь навчена нейромережа аналізує зображення 
та виділяє вихідну карту характеристик. Вона має вигляд великого вектору з чис-
лами. Для того, щоб під час кожного запуску аналізатора не виділяти карту харак-
теристик, можна скористатися базою даних або будь-яким хмарним сховищем. 
Після аналізу окремих зображень потрібно розрахувати подібність між усіма 
зображеннями попарно. Тобто, кожне зображення аналізується у парі з іншим і ви-
раховується косинусоїдальна відстань між векторами їх характеристик. Вихідний 
коефіцієнт показує наскільки вектори подібні, а отже і самі зображення подібні між 
собою.  
На основі отриманих коефіцієнтів потрібно створити матрицю (таблицю), у 
якій стовпці та рядки будуть визначати зображення, а дані у матриці – коефіцієнти 
їх схожості. Таку таблицю можна зберігати як локально у вигляді CSV файлу, так і 
у NoSQL базі даних, або у хмарному сховище. 
Головний алгоритм завершено. Після роботи аналізатора можна запускати 
сервіс, який використовує проаналізовані зображення. Коли користувач, напри-
клад, інтернет-магазину обирає товар і переходить на сторінку з деталями, то сис-
тема аналізує «матрицю схожості». Відбувається пошук за назвою зображення, або 
унікальним ідентифікатором рядка чи стовбця, що відповідає цьому зображенню і 
надалі рядок/стовпець сортується за спаданням. Таким чином, коефіцієнти будуть 
розставлені від найбільш схожого до менш схожого. Далі серед відсортованих зна-
чень виділяється певна кількість перших значень і відправляється до клієнтської 
частини додатку. Додаток робить пошук товарів за ідентифікаторами і представляє 




2.6 Аналіз ефективності методу рекомендацій на основі методу аналізу 
зображень нейромережею 
 Для того, щоб рекомендувати товари на основі візуальної складової, дуже ча-
сто постає проблема точності обробки зображень та часу виконання операцій. Такі 
проблеми виникають, здебільшого, через час, який потрібно витратити на нормалі-
зацію зображення та приведення його до вигляду, який буде зручно обробити. 
 Точність обчислення залежить від алгоритму виявлення характеристик оці-
нюваного зображення та порівняння цих характеристик з існуючими для інших зо-
бражень. Для того, щоб точніше виявити схожість, потрібно використовувати ба-
гато обчислень, щоб перевірити всі можливі перетворення зображення. 
 Рекомендаційна система на основі аналізу графічних зображень з допомогою 
нейромережі дозволяє значно скоротити час через збереження вектору характери-
стик, з якими працює нейромережа, до бази даних, або іншого сховища. Також то-
чність здобувається тим, що архітектура згорткової нейромережі направлена на ви-
значення особливостей кожного зображення та збереження їх до вектора характе-
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В цьому розділі були розглянуті актуальні мови програмування та середо-
вища розробки задля вибору найбільш зручної для вирішення поставленої задачі. 
Ними стали мова Java для серверної частини, Angular для клієнтської та середо-
вище розробки Intellij Idea. 
Було детально розглянуто різні архітектури згорткових нейромереж, оцінені 
їх переваги та недоліки, а також фреймворки, з допомогою яких буде вестися ро-
бота з нейромережею. Фреймворком був обраний Deeplearning4j через можливість 
програмування на мові Java та архітектурою була обрана VGG-16, так як показує 
найкращий результат в обробці та аналізі зображень. Був розроблений алгоритм 
рекомендацій на основі методу аналізу зображень нейромережею та збереженням 









РЕАЛІЗАЦІЯ ВИРІШЕННЯ ЗАДАЧІ ТА РОЗРОБКА ПРОГРАМИ 
3.1 Вимоги до програмного продукту 
Для демонстрації роботи запропонованого алгоритму, було вирішено розробити 
веб додаток у вигляді інтернет-магазину та додатковий модуль, що окремо від до-
датку аналізує зображення та розраховує рекомендації. Розроблюваний додаток по-
винен бути прости для розуміння роботи алгоритму, та забезпечувати виконання 
наступних вимог: 
1. Можливість завантаження вхідних зображень для аналізу. 
2. Відображення роботи рекомендаційної системи, тобто самих рекомендацій. 
Для виконання поставленого завдання було обрано мову Java з використанням 
SpringBoot Framework для розробки веб додатку. Також, для розробки клієнтської 
частини було обрано Angular Framework [17], що забезпечує візуальний інтерфейс. 
Для реалізації роботи з нейромережею буде використано фреймворк 
Deeplearning4j, що надасть можливість використовувати обрану раніше архітек-
туру VGG16 та датасет ImageNet [18], щоб аналізувати зображення та виділяти ка-
рти їх характеристик. Для того, щоб будувати матрицю рекомендацій зображень, 
буде використано фреймворк Tablesaw [19]. 
Для коректної роботи програми, було визначено наступні оптимальні  характе-
ристики ПК: 
• Чотирьох-ядерний процесор з тактовою частотою 1.8ГГц 
• 16ГБ RAM 
• Операційна система Windows 7 або новіше 
• Встановлена Java версії 8 та новіше 
3.2 Реалізація методу визначення рекомендацій товарів на основі гра-
фічних зображень 
Отже, метод має такі етапи: 
1) Завантаження даних для роботи нейромережі: завантаження архітектури 
VGG16 нейромережі та датасету ImageNet 
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2) Робота з зображеннями: завантаження зображень для інтернет магазину, но-
рмалізація зображення, завантаження зображення до нейромережі та його обробка, 
отримання карти характеристик зображень. 
3) Побудова матриці схожості: побудова матриці на основі векторів схожості 
зображень. 
4) Використання рекомендаційної системи: збереження файлу з рекомендаці-
ями та робота додатку на основі цих рекомендацій. 
3.2.1 Реалізація кроку завантаження даних для роботи ней-
ромережі 
Для роботи з нейромережею було обрано фреймворк Deeplearning4j. Перед без-
посередньою роботою з нейромережею проходить настроювання середовища та за-
вантаження архітектури мережі, завантаження датасету. Так, як було обрано архі-
тектуру VGG16, то на початковому етапі потрібно створити екземпляр класу 
VGG16 з допомогою конструктора new VGG16().  
Після створення екземпляра класу VGG16(), потрібно завантажити датасет. 
Фреймворк Deeplearning4j має вбудовані можливості для завантаження датасетів, 
зокрема ImageNet. Після того, як усе було завантажено та додаток готовий для на-
ступних кроків, можна переходити безпосередньо до роботи з графічними зобра-
женнями та їх аналізу. 
3.2.2 Реалізація роботи з зображеннями 
На початку потрібно завантажити усі зображення товарів, що існують у певному 
інтернет-магазині. В даному випадку, вони будуть зберігатися у локальному схо-
вищі комп’ютера, але можна розширити можливості та користуватися хмарними 
сховищами. 
Безпосередня робота із зображеннями виконується у окремому модулі додатку, 
що називається «analyzer». Для запуску всіх етапів існує метод analyzeImage() у ко-




Рис. 3.1 Структура класу AnalyzeController.java 
  
Після відправки запиту на роботу аналізатора, робота переходить до сервісу, 
що називається AnalyzerService.java (Рис. 3.2). 
 
Рис. 3.2 Структура класу AnalyzerService.java 
  
У методі classify() відбувається головна робота з аналізу зображень. Перш за 
все потрібно завантажити зображення з відповідної директорії. Це відбувається у 
методі getImagesFromDir(). Під час завантаження зображення одразу і відбувається 
його приведення до певних розмірів, нормалізація та виділення карти характерис-
тик, що відбувається у методі  classifyImage().  
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Після відпрацювання методу getImagesFromDir() отримується список 
об’єктів класу Image.java (Рис. 3.3). Цей список передається далі для формування 
матриці. 
 
Рис. 3.3 Структура класу Image.java 
  
3.2.3 Реалізація побудові матриці схожості зображень 
Після попереднього етапу отримується список усіх зображень з їх іменами, 
векторами характеристик. Далі потрібно визначити схожість кожного зображення 
з усіма іншими та на основі таких даних збудувати матрицю схожості. Для обчис-
лення схожості використовується розрахунок косинусоїдальної відстані. Ці обчис-
лення відбуваються безпосередньо під час запису до матриці, що відбувається у 
методі classify().  
Матриця будується з допомогою розширення Tablesaw, методом побудови 
таблиці. У таблиці кожен стовпець має назву, що означає назву зображення, кожен 
рядок також має назву, що відповідає назві зображення. На перетині двох зобра-
жень записується коефіцієнт ]х схожості. Чим більший коефіцієнт, тим більш схожі 
зображення. Така таблиця зберігається до сховища у вигляді CSV (Comma-
separated values) і у подальшому може використовуватись у інтернет-магазину для 





Рис. 3.4 Таблиця схожості зображень 
  
3.2.4 Реалізація використання рекомендацій  
Основний додаток інтернет-магазин має клієнтську частину та серверну. Під 
час відкриття сторінки деталей певного товару відбувається запит з клієнтської ча-
стини додатку до серверної, у якому надсилається назва поточного зображення. 
Серверна частина додатку має сервіс RecomendationService.java, що проводить ана-
ліз значень, що збережені у csv файлі та обирає товари, що можуть рекомендува-
тися. Його структура наведена на Рис. 3.5. 
 
Рис. 3.5 Структура класу RecomendationService.java 
  
Саме метод getRecommendedImages() аналізує коефіцієнти та обирає зобра-
ження, що найбільш схожі на поточне. У додатку існує тип Product.java (Рис. 3.6), 
що відображає структуру продукту і має у собі поле recommended для збереження 
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рекомендованих продуктів. Після аналізу рекомендацій, у це поле записуються ре-
комендовані продукти та цей об’єкт повертається до клієнтської частини, де відо-
бражається. 
 
Рис. 3.6 Структура класу Product.java 
  
3.3 Інструкція користувачеві 
Розроблюваний додаток має вигляд інтернет-магазину, що працює на лока-
льному комп’ютері на порту 5000 – серверна частина, а клієнтська частина до-
ступна на порту 4200. Щоб відкрити сторінку, потрібно відкрити будь-який браузер 
та ввести у адресному рядку localhost:4200. 
На даному етапі додаток має декілька екранів. Головний екран виглядає як 





Рис. 3.7 Головна сторінка додатку 
  
Для того, щоб побачити рекомендовані товари, потрібно обрати будь-який 
товар з каталогу та навести мишкою на обраний товар. З’явиться меню, у якому 
будуть опції «Показати деталі» та «Додати у кошик». Для відкриття товару потрі-




Рис. 3.8 Опції при наведенні на товар 
  
Після відкриття деталей товару буде відкрита безпосередньо сторінка з това-
ром та будуть показані рекомендовані товари у нижній частині сторінки (Рис. 3.9). 
 
Рис. 3.9 Сторінка з деталями товару 
  
У поточній версії додатку усі категорії взуття беруть участь у аналізі і не 
приймаються до уваги під час прогнозування, тому іноді можуть бути серед реко-
мендованих товарів не дуже коректні (Рис. 3.10). Для більш точного рекоменду-
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 В даному розділі було розглянуто реалізацію алгоритму пошуку рекомендо-
ваних товарів на основі зображень з допомогою технології нейронних мереж. Були 
розглянуті усі етапи роботи алгоритму та детально описані. Також були описано 
деталі інтеграції з нейронною мережею, робота з фреймворком Deeplearning4j та 
Tablesaw. Після опису алгоритму була надана детальна інструкція користувача, що 
демонструє працездатність заданого алгоритму. Даний алгоритм перш за все вирі-
шує проблему «холодного старту», при якій не надано жодних персоналізованих 
даних про користувачів та їх уподобання. Додаток за заданим алгоритмом пошуку 
рекомендацій справляється з поставленою задачею та для більш точних результатів 






4.1 Опис ідеї проекту 
Рекомендаційні системи з кожним роком все більш застосовуються у різних 
сервісах. Їх використання допомагає бізнесу збільшувати дохід та більш комфортно 
для користувача надавати будь-які послуги, або продавати товари. Від якості реко-
мендаційної системи та її типу залежить наскільки прибутковим буде сервіс, або 
інтернет-магазин.  
Найпопулярніші сервіси використовують технології рекомендаційних сис-
тем, що аналізують усі дані про користувача. Це можуть бути і просто оцінки ко-
ристувачем товарів, його коментарі, товари, які він уже купував та супутні з ними, 
так і навіть просто карта переходів по сайту. Такі дані потрібно збирати тривалий 
час та аналізувати і порівнювати з іншими користувачами сервісу, або магазину. 
Коли ж сервіс тільки запускається, то даних для аналізу немає і постає проблема 
«холодного старту». Ідея даного проекту дозволяє вирішити цю проблему доволі 
ефективно та оптимально. 
В даному дипломному проекті реалізовано тестову версію такої рекоменда-
ційної системи та додатку у вигляді інтернет-магазину, що використовує розроб-
лену рекомендаційну систему для прикладу працездатності даного підходу. В 
цьому розділі буде описано стартап-проект підходу до рішення проблеми «холод-
ного старту» у рекомендаційних системах з допомогою аналізу зображень товарів 
з використанням технології нейронних мереж. В Табл. 4.1 викладено зміст ідеї, що 
пропонується, основні переваги, які може отримати користувач з ідеї та чим відрі-










Опис ідеї, напрямків застосування та вигод користувача 
Зміст ідеї Напрямки засто-
сування 
Вигоди для користувача 
Рекомендаційна сис-
тема, яка аналізує гра-







мендації товарів з самого поча-
тку запуску сервісу 
Точна рекоменда-
ція на основі візу-
ального відобра-
ження 
Дозволяє бачити рекомендовані 
товари, що найбільш схожі за 






рне завантаження того самого 
зображення товару 
 
Аналіз потенційних техніко-економічних переваг ідеї (чим відрізняється від 
існуючих аналогів та замінників). 
Попереднім колом аналогів підходів є групові рекомендації (group 


















Мій проект Аналоги 




+ + + - 
2 Наявність певної 
кількості базових 
користувачів 
- + + - 




+ - - - 
4 Відсутність пот-
реби в особистих 
даних користувача 
+ - - - 
5 Рекомендація су-
путніх товарів 
- + + + 
6 Аналіз візуальної 
складової товарів 
+ - - - 
 
Визначений перелік слабких, сильних та нетральних характеристик та влас-
тивостей ідеї потенційного товару є підґрунтям для формування його конкуренто-
спроможності. Як видно з Табл. 4.2, основними перевагами є відсутність необхід-
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ності мати базові статистичні дані користувачів та відсутність потреби у зборі осо-
бистих даних. Основним недоліком є те, що немає можливості рекомендувати су-
путні товари, але даний підхід перед усім вирішує проблему «холодного старту». 
 
4.2 Технологічний аудит ідеї проекту     
Таблиця 4.3 
Технологічна здійсненність ідеї проекту 
















вання  Java 




Є в наявності Доступні безкош-
товно 
3 Архітектура ней-
ронної мережі та 
датасет ImageNet 




Є в наявності Доступні безкош-
товно 
 
Обрана технологія реалізації ідеї проекту: розробка програми на мові програ-
мування Java, фреймворк для роботи з нейронними мережами, фреймворк для ро-
боти з таблицями та CSV файлами, архітектура нейронної мережі та датасет 
ImageNet, в тому числі запропонований в даному дипломному проекті.  
 
4.3 Аналіз ринкових можливостей запуску стартап-проекту  
Визначення ринкових можливостей, які можна використати під час ринко-
вого впровадження проекту, та ринкових загроз, які можуть перешкодити реалізації 
проекту, дозволяє визначити та окреслити напрями розвитку проекту із урахуван-
ням стану потокового ринку, потреб потенційних клієнтів та пропозицій проектів-
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конкурентів. В Табл. 4.4 наведена попередня характеристика потенційного ринку 
для розроблюваного стартап-проекту. 
 
Таблиця 4.4 
Попередня характеристика потенційного ринку стартап-проекту 
№ Показники стану ринку Характеристика 
1 Кількість головних гравців, од >10 
2 Динаміка ринку (якісна оцінка) В сфері рекомендаційних систем 
ринок знаходиться на етапі стрім-
кого зросту 
3 Наявність обмежень для входу (вка-
зати характер обмежень) 
Велика кількість конкурентних 
підходів та наявність у великих 
гравців уже настроєної бази кори-
стувачів, що відкидає проблему 
«холодного старту» 
4 Специфічні вимоги до стандартизації 
та сертифікації 
Немає вимог 















Характеристика потенційних клієнтів стартап-проекту 







вих груп клієнтів 
Вимоги спожи-






Нові сервіси та 
інтернет-мага-
зини, що тільки 
запускають свою 











































вісу без входу 








№ Фактор Зміст загрози Можлива реакція компанії 
1 Висока конкуре-
нція 
На даний момент існує ба-
гато рішень, що можуть 
вирішить проблему «хо-
лодного старту», деякі з 
них плавно перетворю-
ються в основну рекомен-
даційну систему 
Швидка  реакція команди 
розробників на побажання 
потенційних клієнтів, мо-
жливість розширення да-
ного рішення та його до-
повнення. 
2 Вузький функці-
онал та спектр 
можливостей 
На ринок потрібно вихо-
дити з рішенням, яке мак-
симально буде покривати 
усі можливі проблеми га-
лузі для того, щоб бути 
конкурентноспроможним  
Можлива інтеграція до 
якогось сервісу з метою 
колаборації та скорішого 
виходу на ринок, також 
можливе кардинальне роз-
ширення функціоналу 
3 Брак коштів Через те, що проект новий 
та фінансове становище 
обмежене, можливий брак 
коштів, адже компанія ще 
не дає достатнього прибу-
тку 
Залучення інвесторів з до-
бре розробленим бізнес-
планом або пропозиція ко-



















Для залучення інвестицій 
потрібно розробити чіт-
кий якісний бізнес план та 
можливості розширення і 
розвитку 
Погодитися на спів-
працю з іншими ком-
паніями, залучити спе-
ціалістів, які допомо-




За рахунок створення чіт-
кого бізнес-плану та стра-
тегії розвитку, також мож-
ливої співпраці з провід-





вісам, або тим, ідея 
яких була популярна 
ще до виходу на ри-






Заключення контрактів з 
потенційними клієнтами 
для розгортання розробле-
ного сервісу та розши-
рення існуючого функціо-
налу у рамках індивідуа-
льного підходу до кож-
ного клієнта 
Запропонувати спів-














Ступеневий аналіз конкуренції на ринку 
Особливості конкурент-
ного середовища 
В чому проявляється 
дана характеристика 
Вплив на діяльність 
підприємства (можливі 
дії компанії, щоб бути 
конкурентоспромож-
ною) 
Складність входу на ри-
нок 
Багато рекомендаційних 
систем інтегруються у 
сервіси з допомогою ро-
зробників самого сер-
вісу і зачасту не потре-
бують залучення сто-
ронніх компаній та спе-
ціалістів 
Пропонувати більш ви-
гідні умови розробки. 
Це означає як і фінан-
сову сторону, так і мо-
жливість рішення «під 










у загальному доступі, 
тому багато систем мо-
жуть їх інтегрувати 
Важливо пропонувати 
не тільки загальнодо-
ступні алгоритми, а і 
рішення їх оптимізації 
та можливість швид-
кого та комфортного 
інтегрування з поточ-






























































































































Обґрунтування факторів конкурентоспроможності 
№ Фактор конкурентоспромож-
ності 
Обґрунтування (наведення чинників, що 
роблять фактор для порівняння конкуре-
нтних проектів значущим) 
1 Простий інтерфейс для роботи 
з додатком 
Так як продукт ще на стадії розробки та 
проектування, то існує можливість про-
аналізувати існуючі варіанти інтерфей-
сів для роботи з додатком, або розро-
бити такий, що буде задовольняти біль-
шість користувачів на ринку 
2 Забезпечення зручної інтегра-
ції 
Часто рекомендаційні системи інтегру-
ються напряму у існуючий додаток та 
доволі важко змінювати поточний алго-
ритм рекомендації. Даний підхід перед-
бачає створення окремого модулю, що 
дозволить  більш комфортно користува-
тися такою системою 
3 Аналіз «фідбеку» від користу-
вачів 
Під час розробки продукту важливою 
складовою є аналіз потреб користувача, 
тому можна розширити функціонал до-
датку для можливості забезпечення від-
гуків, пропозицій та питань. Такий під-
хід дозволить максимально швидко роз-
ширяти функціонал та робити продукт 
актуальним 

















Рейтинг товарів-конкурентів у по- 
рівнянні з розроблюваним продук-
том 
-3 -2 -1 0 1 2 3 
1 Простий інтерфейс для ро-
боти з додатком 
11     ✓   
2 Забезпечення зручної інтег-
рації 
18      ✓  
3 Аналіз «фідбеку» від кори-
стувачів 
10    ✓    
  
Таблиця 4.12 
SWOT- аналіз стартап-проекту 
Сильні сторони: 
Зручний інтерфейс для роботи з 
додатком 
Забезпечення зручної інтеграції 
Можливість аналізу конкурент-
них підходів 
Аналіз побажань та оцінок кліє-
нтів 
Слабкі сторони: 
Велика кількість сервісів з уже 
інтегрованими рішеннями 
Наявність opensource рішень 
Недовіра великих клієнтів 
Невелика кількість «нових грав-
ців» на ринку, для яких буде цікава 
ідея 
Можливості: 
Отримати пропозицію для спів-
праці та розвитку продукту 
 
Загрози: 
Рішення клієнтів самостійно роз-










Альтернативи ринкового впровадження стартап-проекту 





1 Розміщення ідеї на відк-
ритому ресурсі  
Низька ймовірність че-
рез відсутність достат-
нього фінансування та 
можливість закриття 
проекту на етапі тесто-
вої версії 
Упродовж тижня 




але вона є, так як через 
конференції потен-
ційні клієнти можуть 
дізнатися та про наяв-
ний продукт та запро-
понувати варіанти 
співпраці 
Від півроку і більше 
3 Укладання договорів з 
новими сервісами на ри-
нку 
Більша за середню, 
адже самостійно вийти 
на ринок доволі важко, 
а у співпраці з більш 
стабільним сервісом 
або інтернет-магази-
ном зробити це буде 
простіше. Співпраця 
можлива на безоплат-
ній основі з перспекти-
вою розділення прибу-
тку  
Близько півроку, або 
у залежності від рі-










4.4 Розроблення ринкової стратегії проекту 
Таблиця 4.14 
Вибір цільових груп потенційних споживачів 





































































Які цільові групи обрано:  
Можна працювати з усіма цільовими групами потенційних клієнтів, але 
слід надавати перевагу приватним клієнтами, таким як сервіси з продажу то-
варів та інтернет-магазини. Слід обирати такі групи потенційних споживачів 
через більш вірогідний прибуток від співпраці та більший шанс вигоди від ре-






Визначення базової стратегії розвитку 











1 Розвиток шляхом ін-
тернет-маркетингу 
та демонстрації про-










рення продукту з 










жань та вимог 
клієнтів 
           
Таблиця 4.16 
 Визначення базової стратегії конкурентної поведінки 
№ Чи є проект 
«першопроходь-
цем» на ринку? 
Чи буде компанія 
шукати нових спо-
живачів, або заби-















нових клієнтів та на-
магатися «перема-























Визначення стратегії позиціонування 

























































4.5 Розроблення маркетингової програми стартап-проекту 
Таблиця 4.18 
Визначення ключових переваг концепції потенційного товару 
№ Потреба Вигода, яку пропонує 
товар 
Ключові переваги перед кон-
курентами (існуючі або такі, 





ційної системи для 
інтернет-магазинів, 
що продають товари 
на основі аналізу їх 
графічних зображень 
Можливість аналізувати графі-
чні зображення, що мають то-
вари та достатньо точно реко-







що виникає на старті 






варів з мінімальним викорис-
танням даних та розрахунко-
вих потужностей. Для аналізу 







дувати товари у інте-
рнет-магазині та не 
примушувати корис-
тувача залишати свої 
особисті дані для роз-
рахунку рекоменда-
цій  
До уваги не беруться ніякі пер-
сональні дані користувачів, що 
дозволяє працювати системі 
навіть у режимі «анонімного 
профілю», тобто без необхід-












Опис трьох рівнів моделі товару 
Рівні товару Сутність та складові 
 
І. Товар за за-
думом 
Рекомендаційна система, що базується на аналізі графічних 
зображень товарів з інтернет-магазину та використовує тех-
нології нейронних мереж. 
 







1. Модуль, що реалізує аналізатор зо-







2. Модуль для тесту системи, а саме 
приклад реального інтернет-мага-








Якість: внутрішнє тестування додатку, система обробки по-
милок та логування непередбачених ситуацій 
Пакування: продукт доступний при завантаженні з офіцій-
ного сайту, або напряму налаштовує спеціаліст 






Продовження таблиці 4.19 
ІІІ. Товар із 
підкріпленням 
 
До продажу: програмний код 
Після продажу: ліцензія з можливістю підтримки спеціаліс-
тами та можливостями розширення 
За рахунок чого потенційний товар буде захищено від копіювання: пряме на-
лаштування програмного продукту спеціалістами компанії без доступу до 


























































Визначення меж встановлення ціни 
№ 
п/п 
Рівень цін на то-
вари-замінники 
 


























































































 ВИСНОВКИ ДО РОЗДІЛУ 4 
Даний розділ містить інформацію про розробку стартап-проекту до розроб-
люваного програмного продукту. Також було наведено опис ідеї проекту, прове-
дено аналіз конкурентів ринку, їх можливостей, було розглянуто сильні та слабкі 
сторони і показані особливості, що виділяють розроблюваний проект на фоні інших 
аналогів. 
У відповідних підрозділах було описано наступні особливості проекту: 
− Було наведено головну ідею проекту, описано функціонал розроблюва-
ного програмного забезпечення, наведено основні конкурентні рі-
шення та підходи і порівняно їх характеристики для визначення особ-
ливостей, що виділяють розроблюваний проект серед інших. 
− Проведено технологічний аудит розроблюваного програмного забезпе-
чення та визначення особливостей його реалізації. 
− Порівняно конкурентні рішення у розрізі ринкових можливостей, пер-
спективи запуску програмного продукту. Також розроблена стратегія 
виходу на ринок, визначено цільову групу споживачів та проаналізо-
вано їх вимоги до продукту. 
− Було проаналізовано канали збуту, описані основні принципи просу-
вання та способи продажу продукту, визначено шляхи та кроки компа-
нії, які можуть бути вжиті для охоплення більшої аудиторії та скорі-
шого виходу на ринок. 
Отже, після аналізу було отримано стартап-проект, що відображає шлях ви-
ходу програмного продукту на ринок, його запуск. Також отримано навички у ство-
ренні стартап-проектів, аналізу ринку конкурентних рішень, визначення маркетин-
гової стратегії виходу на ринок та аналізу особливостей проекту, що виокремить 






Дана магістерська робота була розроблена з метою вирішення задачі побу-
дови оптимізованого рішення до створення рекомендаційної системи, яка аналізує 
графічні зображення, що використовуються для наповнення контентом сторінок 
товарів сервісів з продажу або інтернет-магазинів. Для вирішення поставленої за-
дачі було використано технології нейронних мереж, що показують високі резуль-
тати під час аналізу графічних зображень. 
У відповідних розділах роботи було розглянуто базові теоретичні відомості 
про технологію нейронних мереж, а саме про згорткові нейромережі, було розгля-
нуто види їх архітектури та проаналізовано шари кожного типу нейронної мережі. 
Було наведено відомості про рекомендаційні системи, особливо про проблему «хо-
лодного старту» та розглянуто шляхи її подолання. 
Під час розробки програмного рішення було  розглянуто середовища розро-
бки програмного забезпечення, мови програмування та допоміжні технології для 
створення web-додатків, їх підтримки та запуску. Було обрано фреймворк, що за-
довольняє усім потребам та має найбільш повний функціонал для роботи з нейрон-
ними мережами, їх архітектурами та даними, що будуть використані при аналізі 
графічних зображень. Для збереження проміжних даних, а саме рекомендацій, та-
кож було обрано бібліотеку, що має задовільний набір функцій. Після огляду різних 
архітектур згорткових нейронних мереж, було обрано для роботи VGG-16 архітек-
туру через найкращі показники тесту при роботі з графічними зображеннями. 
Розроблено алгоритм, за яким працює рекомендаційна система, що аналізує 
графічні зображення та розглянуто ефективність і особливості цього алгоритму. 
Наведено реалізацію даного алгоритму і описані відповідні розроблені модулі сис-
теми, класи та методи. Було детально описано механізм роботи з нейронною мере-





У відповідному розділі було запропоновано інструкцію користувача, що по-
казує головні кроки для відображення працездатності програмного забезпечення. 
Розроблений програмний продукт реалізує наведений алгоритм побудови рекоме-
ндацій, що будуються на основі аналізу графічних зображень та використанням те-
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Оптимізована рекомендаційна система з використанням 




































public class AnalyzeController { 
    private final AnalyzerService analyzerService; 
    public AnalyzeController(AnalyzerService analyzerService) { 
        this.analyzerService = analyzerService; 
    } 
    @GetMapping("/classify") 
    public String analyzeImage() throws IOException { 
        analyzerService.classify(); 
        return "Classified!"; 




































public class AnalyzerService { 
    private static final int HEIGHT = 224; 
    private static final int WIDTH = 224; 
    private static final int CHANNELS = 3; 
    private ComputationGraph vgg16; 
    private NativeImageLoader nativeImageLoader; 
 
    @Autowired 
    public AnalyzerService() { 
        try { 
            //Setup the VGG16 model from the DL4J ModelZoo 
            ZooModel zooModel = VGG16.builder().build(); 
            vgg16 = (ComputationGraph) zooModel.initPretrained(PretrainedType.IMAGENET); 
        } catch (IOException e) { 
            e.printStackTrace(); 
        } 
        nativeImageLoader = new NativeImageLoader(HEIGHT, WIDTH, CHANNELS); 
    } 
    public HashMap<String, Double> classifyAll(InputStream file) { 
        INDArray image = null; 
        try { 
            image = nativeImageLoader.asMatrix(file); 
        } catch (IOException e) { 
            e.printStackTrace(); 
        } 
        normalizeImage(image); 
 
        INDArray output = processImage(image); 
        HashMap<String, Double> res = new HashMap<>(); 
        return res; 
    } 
    private INDArray classifyImage(InputStream file) { 
        INDArray image = null; 
        try { 
            image = nativeImageLoader.asMatrix(file); 
        } catch (IOException e) { 
            e.printStackTrace(); 
        } 
        normalizeImage(image); 
        return processImage(image); 
    } 
    public void classify() throws IOException { 
        List<Image> processedImages = getImagesFromDir(); 
        List<String> imageNames = new ArrayList<>(); 
        processedImages.forEach(image -> imageNames.add(image.getFileName())); 
        Table analizedImages = 
                Table.create("analizedImages") 
                        .addColumns( 
                                StringColumn.create("Names", imageNames.toArray(new String[0]))); 
        for (int i = 0; i < processedImages.size(); i++) { 
            List<Double> features = new ArrayList<>(); 
            for (Image processedImage : processedImages) { 
                features.add(calculateCosineSimilarity(processedImages.get(i).getFeatures(), 
processedImage.getFeatures())); 
            } 
            analizedImages.insertColumn(i + 1, 
DoubleColumn.create(processedImages.get(i).getFileName(), features.toArray(new Double[0]))); 
        } 
        analizedImages.write().csv("C:/Users/alytvy/Documents/recomendation-sys/recomendation-
sys/analyzed-images.csv"); 
        System.out.println(analizedImages); 
    } 
    private Double calculateCosineSimilarity(INDArray columnImage, INDArray rowImage) { 
        return Transforms.cosineSim(columnImage, rowImage); 
    } 
    private List<Image> getImagesFromDir() { 
        List<Image> files = new ArrayList<>(); 
        try (Stream<Path> paths = Files.walk(Paths.get("C:/Users/alytvy/Documents/recomendation-sys/" + 
                "recomendation-sys/imgs/shoes"))) { 
            paths 
                    .filter(Files::isRegularFile) 
                    .forEach(file -> { 
                        try { 
                            files.add(new Image(file.getFileName().toString(), classifyImage(new 
FileInputStream(file.toFile())))); 
                        } catch (FileNotFoundException e) { 
                            e.printStackTrace(); 
                        } 
                    }); 
        } catch (IOException e) { 
            e.printStackTrace(); 
        } 
        return files; 
    } 
    private INDArray getArrayFromString(String features) { 
        String[] splitted = features.split(" "); 
        double[] arr = new double[splitted.length]; 
        for (int i = 0; i < splitted.length; i++) { 
            arr[i] = Double.parseDouble(splitted[i]); 
        } 
        INDArray res = Nd4j.create(arr); 
        return res; 
    } 
    private String processOutput(INDArray array) { 
        String output = array.toString(); 
        output = output.substring(1, output.length() - 1); 
        output = output.replaceAll(",", " "); 
        output = output.replaceAll(" +", " "); 
        return output; 
    } 
    private INDArray processImage(final INDArray image) { 
        INDArray[] output = vgg16.output(true, image); 
        return output[0]; 
    } 
    /** 
     * Normalize the image 
     * 
     * @param image 
     */ 
    private void normalizeImage(final INDArray image) { 
        DataNormalization scaler = new VGG16ImagePreProcessor(); 
        scaler.transform(image); 















public class Image { 
    private String fileName; 









public class AnalyzerApplication { 
 
    public static void main(String[] args) { 
        SpringApplication.run(AnalyzerApplication.class, args); 


















public class ProductController { 
    private final ProductService productService; 
    private final RecomendationService recomendationService; 
 
    public ProductController(ProductService productService, RecomendationService recomendationService) 
{ 
        this.productService = productService; 
        this.recomendationService = recomendationService; 
    } 
 
    @GetMapping(value = {"", "/"}) 
    public Iterable<Product> getProducts() { 
        return productService.getAllProducts(); 
    } 
 
    @GetMapping(value = "/{id}") 
    public Product findByIds(@PathVariable Long id) throws IOException { 
        Table analyzedImages = recomendationService.getTableWithImages(); 
        Product product = productService.getProduct(id); 
        return recomendationService.getRecommendedImages(product, analyzedImages); 












public class RecomendationService { 
    private final ProductService productService; 
 
    public RecomendationService(ProductService productService) { 
        this.productService = productService; 
    } 
    public Table getTableWithImages() throws IOException { 
        return Table.read().csv("analyzed-images.csv"); 
    } 
    public Product getRecommendedImages(Product product, Table table) { 
        String imageName = product.getImage(); 
        Table descending = table.sortDescendingOn(imageName).first(7); 
        descending.retainColumns("Names", imageName); 
        List<Product> products = new ArrayList<>(); 
        for (int i = 0; i < 6; i++) { 
            Double feature = descending.row(i + 1).getDouble(1); 
            String pictureUrl = descending.row(i + 1).getString(0); 
            products.add(productService.getProductByImage(pictureUrl)); 
        } 
        product.setRecommended(products); 
        System.out.println(descending); 
        return product; 
    } 
} 
 
import {Component, OnInit} from '@angular/core'; 
import {ActivatedRoute} from "@angular/router"; 
import {ProductService} from "../../services/products.service"; 
import {Product} from "../../model/product"; 
import {CartService} from "../../services/cart.service"; 
 
@Component({ 
  selector: 'app-product', 
  templateUrl: './product.component.html', 
  styleUrls: ['./product.component.css'] 
}) 
export class ProductComponent implements OnInit { 
  private sub; 
  public product: Product; 
  public recommendedProd: Product[]; 
  quantity: number = 1; 
 
  constructor(private route: ActivatedRoute, 
              private productService: ProductService, 
              private cartService: CartService 
  ) { 
  } 
 
  ngOnInit() { 
    this.route.params 
      .subscribe(res => { 
        this.recommendedProd = []; 
        this.getProduct(res.id); 
      }) 
  } 
 
  getProduct = (id) => { 
    this.sub = this.productService.getProductById(id).subscribe(product => { 
        this.product = JSON.parse(product['_body']); 
      }, 
      (error) => console.log(error) 
    ); 
  }; 
 
  changeQuantity = (newQuantity: number) => { 
    this.quantity = newQuantity; 
  }; 
  addToCart = (product) => { 
    if (this.quantity) this.cartService.addToCart({product, quantity: this.quantity}) 
  }; 
 
  ngOnDestroy() { 
    this.sub.unsubscribe(); 
  } 
} 
 
<div *ngIf="product" class="product-page"> 
  <div class="product-page-container"> 
    <ol class="product-breadcrumbs"> 
      <li class="breadcrumb-item"><a routerLink="/">Home</a></li> 
      <li class="breadcrumb-item"> / <a routerLink="/">Shoes</a></li> 
      <li class="breadcrumb-item"> / {{product.title}}</li> 
    </ol> 
    <div class="row"> 
      <div class="col-md-8"> 
        <div class="product-details-image" [ngStyle]="{'background-image': 'url(./assets/shoes/' + 
product.image + ')'}"></div> 
      </div> 
      <div class="col-md-4"> 
        <div class="product-details-row"> 
          <div class="product-brand">{{product.brand}}</div> 
          <h1 class="product-title">{{product.title}}</h1> 
          <div class="product-price">{{product.price | currency :'USD':true }}</div> 
          <div class="product-description">{{product.description}}</div> 
        </div> 
        <div class="product-details-button"> 
          <quantity-control [quantity]="quantity" (onChange)="changeQuantity($event)"></quantity-
control> 
          <div class="product-cart-button button button-primary button-large" 
(click)="addToCart(product)">Add to cart</div> 
        </div> 
      </div> 
    </div> 
    <div class="product-title">Recommended</div> 
    <div class="row"> 
      <div class="col-md-2" *ngFor="let recom of product.recommended;let i = index"> 
        <div class="product-image" [ngStyle]="{'background-image': 'url(./assets/shoes/' + recom.image 
+ ')'}"></div> 
        <div class="product-brand">{{recom.brand}}</div> 
        <h1 class="product-title" [routerLink]="['../../product',recom.id]">{{recom.title}}</h1> 
        <div class="product-price">{{recom.price | currency :'USD':true }}</div> 
      </div> 
    </div> 
  </div> 
</div> 
 
import { Component, OnInit } from '@angular/core'; 
import {ProductService} from "../../services/products.service"; 
import {Product} from "../../model/product"; 
import {CartService} from "../../services/cart.service"; 
import {Router} from "@angular/router"; 
import {Subscription} from "rxjs/internal/Subscription"; 
 
@Component({ 
  selector: 'app-category', 
  templateUrl: './category.component.html', 
  styleUrls: ['./category.component.css'] 
}) 
export class CategoryComponent implements OnInit { 
  public products:Array<Product>; 
  private sub; 
  constructor( 
    private productService:ProductService, 
    private cartService:CartService, 
    private router: Router, 
  ) { } 
 
  ngOnInit() { 
    this.load(); 
  } 
  load = () => { 
    this.sub = this.productService.getAllProducts() 
      .subscribe(products => { 
          this.products = JSON.parse(products['_body']); 
        }, 
        (error) => console.log(error) 
      ); 
  }; 
  addToCart = (product) => { 
    this.cartService.addToCart({product,quantity:1}) 
  }; 
  ngOnDestroy() { 
    this.sub.unsubscribe(); 




  <div class="header-block"> 
    <div class="header-text"> 
      <div class="header-text-title">Online store</div> 
      <p> 
        Lorem ipsum dolor sit amet, consectetur adipiscing elit. Cras nec mollis sem. Etiam id luctus 
libero. 
        Vivamus vulputate urna eget velit iaculis, et interdum elit pellentesque. Duis porta nunc 
neque, nec volutpat erat lacinia a. 
      </p> 
    </div> 
  </div> 
</div> 
<div class="layout-container container"> 
  <div class="product-grid row"> 
    <div class="col-md-4 col-sm-6 col-lg-4 col-xl-4" *ngFor="let product of products;let i = index"> 
      <div class="image-container"> 
        <div class="product-image" [ngStyle]="{'background-image': 'url(./assets/shoes/' + 
product.image + ')'}"></div> 
        <div class="overlay"> 
          <div class="button button-primary" [routerLink]="['../product',product.id]">View 
Details</div> 
          <div class="button button-primary" (click)="addToCart(product)">Add To Cart</div> 
        </div> 
      </div> 
      <div class="product-details"> 
        <div class="product-brand">{{product.brand}}</div> 
        <div class="product-title">{{product.title}}</div> 
        <div class="product-price">{{product.price | currency :'USD':true }}</div> 
      </div> 
    </div> 
  </div> 
</div> 
 
