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Happy 2020 INFORMS Computing Society Members! With the explosion of data and the ubiquity of hyperscaled compute capabilities, there has never been a more exciting time to be at the interface of OR and computing. Our members have an unprecedented opportunity to make an impact on computing research and practice. However, we must strive to make our computational advances more widely accessible. To this end, we are emphasizing the importance of making algorithms, code and datasets available to our broader community.
I am excited to start my term as the new ICS chair this year. I would like to thank Cole Smith for his leadership and service to ICS over the past two years. He has also been a great resource as I transition into my new role. Cole led the development of the new "Harvey J Greenberg Research Award" in honor of our dear friend of ICS, Harvey Greenberg, who passed away in 2018. This new ICS award honors research excellence in the field of computation and OR applications, especially in emerging domains. Thanks to Dr. Bill Pierskalla's generosity, and a number of university and individual sponsors, we have raised over $30K, far exceeding our original funding goals. More details on this award and its sponsors are forthcoming. Please consider submitting your best work at the interface of computing and emerging applications to this award.
The 2021 ICS Conference will be in Tampa, Florida. Thanks to the local organizing committee Changhyun Kwon, Hadi Charkhgard, and Tapas Das, for an excellent proposal. Stay tuned for more details and please make attending this conference a high priority.
Message from the Editor-in-Chief of INFORMS Journal on Computing by ALICE SMITH 1
Happy 2020 all INFORMS Computing Society members! INFORMS Journal on Computing continues to expand both in scope and in quantity of papers published. We now have over 70 editors and advisory group members including a large proportion of new area and associate editors. IJOC has ten technical areas including the recent Software Tools area which is a unique place to publish your research which results in innovative software to share.
In 2019 we instituted a policy which defines the situation of journal paper submissions with overlapping previously appearing conference papers. This will better inform both editors and reviewers and authors but still allow a great deal of flexibility. Importantly, we (the editors and staff of the journal) are working very hard in getting both the time to review down and the time to publishing down so your papers can be processed and appear in a reasonable timeframe. We are also now considering proposals for special issues. A special issue should be an emerging area or one that is underserved by our current journal but is worthy of attention by the OR/CS research community. We have also instituted a few new awards including Meritorious Paper (to recognize exceptional papers as they are accepted to the journal) and Meritorious Reviewer (to recognize the unsung heroes who go beyond the call of duty in reviewing). Our flagship new award is the Test of Time award which is detailed in the next article of this newsletter.
We are grateful for the support of the society as INFORMS JOC continues to advance and I invite your suggestions and comments to dynamically shape our journal to best serve our research community. And, please continue to send your impactful research papers to the journal and to serve as reviewers when asked.
The Test of Time Award for papers published in the INFORMS Journal on Computing in the years 2004-2008
We have started several new awards at the journal including the IJOC Test of Time Paper Award. The specifics of this award are below:
• Number of awards : one per calendar year • Goal : recognition of a published IJOC paper which has proven impactful over a length of time. Considerations can be citations per year, downloads per year, influence of sparking new areas of research, practical implications, significance of findings, etc. • Criteria : all those papers published in the time window are considered. A paper can only be recognized with this award once. The time window is defined as a rolling window of five years starting 15 years ago. • Deadline: none. Papers are considered on an annual basis • Selection : small committee appointed by the editor in chief • Recognition : certificate of Test of Time Award (transmitted by email) and annual recognition in the journal (paper, authors, affiliations, citation). • Procedure : The set of papers published in IJOC during the time window with their citations per year (since publishing) will be sent to the committee members for their deliberation. A winner is selected by the committee and the editor in chief is notified. of global optimization. A large variety of applications have been successfully attacked using OptQuest, and commercial global optimization solvers such as LINDO have been influenced by the ideas described in the paper. OptQuest has also developed into a leading tool for simulation optimization.
Comments on the 2019 IJOC Test of Time Paper Award from the authors: When we started our work on nonlinear mixed integer programming in 2004 we felt that there was an opportunity to expand on the designs of multistart algorithms to solve these problems. Our flexible framework to combine heuristics as trial solution generators, local solvers supplied with the trial solutions as starting points, procedures to deal with discrete variables, and the inclusion of starting point filters proved to be quite effective. The resulting system described in our 2007 paper incorporated the OptQuest implementation of the scatter search heuristic to generate the trial solutions and the LSGRG local solver to provide high accuracy solutions. Our work showed that the applications of OptQuest in the simulation optimiza-tion domain and of LSGRG in the nonlinear optimization domain could be integrated via a multistart framework to provide a useful technology for additional important classes of problems. 
Research Highlight: Recent Developments in Pyomo
Pyomo provides support for expressing and solving optimization problems using Python. When the authors of the Pyomo book [5] were awarded the ICS prize, we were asked to provide a project update for the newsletter. It was a great honor to be recognized by the society and we are happy to provide an update. While active development continues on the core Pyomo modeling components and solver interfaces with an eye toward improving efficiency, these activities occur "behind the scenes" with a strong emphasis on preserving backwards compatibility and ensuring a stable user experience. As such, the majority of the recent user-facing changes and developments have occurred through modeling extensions and related packages. This article will outline a few of the many user-facing capabilities that have been recently added to the Pyomo family or are in the development pipeline and will soon be available.
Pyomo is used by industry and government as well as academics for both teaching and research. The Pyomo website is http://www.pyomo.org.
Chama
Chama [6] is a Python package built on Pyomo that provides mixed-integer, stochastic programming formulations to determine sensor locations and technologies that maximize the detection capabilities of sensor networks. Some of the methods in Chama were originally developed to design sensor networks to detect contamination in water distribution systems [2] . The redesigned software builds on this work to provide general purpose methods that can be applied to many sensor placement optimization problems. The methods in Chama include the ability to define sensor models which can be stationary or mobile, and extract simulation data needed for optimization. The optimization can be used to design sensor networks to minimize impact metrics or maximize coverage given a set budget. Furthermore, the software includes the ability to add side constraints to the optimization formulations that enforce the number of sensors allowed within user defined sets. This capability allows the user to find optimal sensor placements that, for example, adhere to spacing requirements or use a specified mix of sensor technologies. For more information, go to http://chama.readthedocs.io
Coramin
Coramin is a Pyomo-based Python package that provides tools for developing tailored algorithms for mixed-integer nonlinear programming problems. This software includes classes for managing and refining convex relaxations of nonconvex constraints. These classes provide methods for updating the relaxation based on new variable bounds, creating and managing piecewise relaxations (for multi-tree based algorithms), and adding outer-approximation based cuts for convex or concave constraints. 
EGRET
EGRET is a Python-based package for power grid operations optimization, based on Pyomo. EGRET is designed to quickly facilitate high-level analysis (e.g., as an engine for expressing and solving well-known and/or state-ofthe-art optimization models), while simultaneously providing flexibility for researchers to rapidly explore new optimization models in this domain. Key features include a full range of Pyomo models for the unit commitment and economic dispatch optimization problems -which reside at the core of power systems operations in practice -in addition to related power flow problems (e.g., DCOPF and ACOPF). EGRET is organized to allow for a range of problem formulations, approximations, and relaxations, allows for generic handling of data across distinct optimization models, and provides a declarative model representation to support the development of advanced formulations. For more information, we refer to https: //github.com/grid-parity-exchange/Egret.
Prescient
Prescient is a power systems operations modeling tool, with both production cost and resilience analysis capabilities. Prescient provides three primary capabilities:
(1) probabilistic operations scenario construction, (2) unit commitment and dispatch optimization, and (3) rolling horizon simulation. Prescient is written entirely in Python. All optimization models, including those for probabilistic scenario construction and commitment and dispatch, are modeled in and solved via Pyomo. Commitment and dispatch optimization models were recently migrated to EGRET. Prescient's probabilistic scenario construction capability automatically produces scenarios with attached probabilities from historical forecasts for load, solar, and/or wind power production and corresponding time-correlated actuals. Prescient provides both deterministic and stochastic commitment and dispatch capabilities. Stochastic variants of commitment and dispatch models are very difficult to solve in practice; Prescient leverages Pyomo's PySP [10] 
GDP and GDPOpt
Pyomo provides the Pyomo.GDP extension to support the direct expression of structured disjunctive models through the Generalized Disjunction Programming paradigm. Included with the GDP extension are standard reformulations for automatically generating several Mixed Integer Beyond relaxations, we have also developed the GDPOpt solver, which directly optimizes GDP models using logicbased decomposition approaches thereby avoiding the reformulation of the entire model as a MI(N)LP problem. Usage and implementation details for GDPopt can be found in [4] .
IDAES
The U.S. Department of Energy's Institute for the Design of Advanced Energy Systems (IDAES) was formed in 2016 to develop new advanced process systems engineering capabilities to support the design and optimization of innovative new energy processes that go beyond current equipment/process constraints. In particular, the IDAES Computational Platform provides an extensible, equationoriented process modeling library built on Pyomo, to address challenges in formulating, manipulating, and solving large, complex, structured process optimization problems. The IDAES Computational Platform leverages numerous Pyomo capabilities and related packages, including
• block-oriented modeling for generating unit operations models, • generalized disjunctive programming and the GDPOpt solver for expressing and solving conceptual design problems, • the Parmest parameter estimation package for processing raw plant data, • a trust region-based algorithm for optimizing "grey box" models, • the Pyomo.DAE package for expressing dynamic process models, • machine learning and surrogate modeling capabilities for managing models across multiple scales and fidelties and developing thermodynamic, physical property, and kinetic submodels from experimental data, • and Prescient for grid/plant interaction studies.
By combining these and other capabilities, IDAES builds on multiple advances in modeling, algorithms, and hardware to transform the paradigm of process modeling and simulation to one of modeling and optimization. The IDAES framework is currently being used to increase the efficiency and operational flexibility of existing power plants, accelerating the identification and development of next-generation energy technologies. IDAES is also being extended to enable modeling and optimization of advanced water treatment and desalination systems. For more information visit https://idaes.org/.
Kernel
The pyomo.kernel sub-package is an experimental modeling layer designed to provide a more pythonic and objectoriented approach to expressing Pyomo models. It includes the basic set of modeling components necessary to express algebraic models, redesigned from the ground up to be easier to use and extend. Features currently available in pyomo.kernel include:
1. an improved set of tools for modeling piecewiselinear functions, including support for multivariate functions, 2. reduced memory-usage for highly-structured, blockhierarchical models, 3. specialized constraint classes that can reduce model build time by several factors, 4. baked-in support for user-defined subclasses of modeling components and containers, and 5. direct support for conic constraint types recognized by MOSEK [8] .
More information about pyomo.kernel can be found at https://pyomo.readthedocs.io/en/stable/ library_reference/kernel/index.html.
Parmest
The Pyomo contributed package Parmest [7] facilitates model-based parameter estimation along with characterization of uncertainty associated with the estimates such as confidence regions around the parameter estimates. Additionally, interfaces with PySP can make use of parameter vector scenarios, each with an attached probability estimate.
Parmest includes the following capabilities:
1. model based parameter estimation using experimental data, 2. bootstrap resampling to calculate ↵-level confidence regions based on single or multi-variate distributions, and 3. likelihood ratio test to identify parameter values within a confidence region using the 2 distribution.
The software also facilitates the use of standard data formats, graphics, and parallel processing. More information can be found at https://pyomo.readthedocs.io/ en/stable/contributed_packages/parmest/ index.html
PyNumero
Numerical optimization has proven to be an efficient tool for characterizing, designing, and operating chemical processes. Efficient optimization algorithms are typically complex code bases written in low-level compiled programming languages. However, this complexity also impedes development of new algorithms, requiring significant programming and software engineering expertise and a steep learning curve. This is especially true when developing decomposition approaches to solve large-scale structured problems in parallel.
To address and mitigate these challenges, we have been developing PyNumero, a Python package that provides a high-level programming framework for rapid development of optimization algorithms and analysis techniques for nonlinear problems. The package allows algorithm development using high-level features of the Python programming language without making large sacrifices in computational performance. It combines the capabilities of the modeling language Pyomo with efficient libraries like the AMPL Solver Library (ASL), the Harwell Subroutine Library (HSL), the Message Passing Interface (mpi4py) and NumPy/SciPy. This combination makes Pynumero an excellent tool to develop numerical optimization algorithms that are interfaced with Pyomo. Furthermore, Pynumero performs all linear algebra operations in compiled code, and is designed to avoid marshaling of data between the C and Python environments.
mpi-sppy
PySP [10] allows users to model optimization problems where the input data is provided as a set of scenarios, each with an attached probability. The data are organized into a tree that corresponds to multiple decision stages.
The new software won't be called PySP2 because it is a major departure from PySP. The new software is much more parallelized and its user interface is much more programmatic.
One major feature it shares with PySP, and most other modeling systems for optimization under uncertainty, is the ease with which one can start with a deterministic model and "add stochastics." This is done by defining a function that instantiates a Pyomo model. The function takes arguments that allow it to give the data for the appropriate scenario. One of the novel features of the new software is support for a virtual scenario tree to enhance scalability for very large numbers of scenarios.
An alpha release is planned for late Spring.
SUSPECT
SUSPECT [3] is an open source toolkit (https:// github.com/cog-imperial/suspect) that symbolically analyzes mixed-integer nonlinear optimization problems formulated using Pyomo. SUSPECT works on a directed acyclic graph representation of the entire optimization problem to perform bounds tightening, bound propagation, monotonicity detection, and convexity detection. The tree-walking rules in SUSPECT balance the need for lightweight computation with effective special structure detection. SUSPECT can be used as a standalone tool or as a Python library to be integrated in other tools or solvers.
Introduction
Many important problems from the operations research literature exhibit logical relationships between a continuous variable x and a binary variable z of the form "x = 0 if z = 0". Among others, start-up costs in machine scheduling problems, financial transaction costs, cardinality constraints and fixed costs in facility location problems exhibit this relationship. Since the work of Glover [19] , this relationship is usually enforced through a big-M constraint of the form Mz  x  Mz for a su ciently large constant M > 0. Glover's work has been so influential that big-M constraints are now considered as intrinsic components of the initial formulations, to the extent that textbooks in the field introduce facility location, network design or sparse portfolio problems with big-M constraints by default, although they are actually reformulations of logical constraints.
In this work, we adopt a di↵erent perspective on the big-M paradigm, viewing it as a regularization term, rather than a modeling trick. Under this lens, we show that regularization drives the computational tractability of problems with logical constraints, explore alternatives to the big-M paradigm and propose a numerically e cient algorithmic strategy which solves a broad class of problems with logical constraints.
Problem Formulation and Main Contributions
We consider optimization problems which unfold over two stages. In the first stage, a decision-maker activates binary variables, while satisfying resource budget constraints and incurring activation costs. Subsequently, in the second stage, the decision-maker optimizes over the continuous variables. Formally, we consider the problem
is a generic convex function, and ⌦(·) is a convex regularization function; we formally state its structure in Assumption 1.
In this work, we provide three main contributions. First, we reformulate the logical constraint "x i = 0 if z i = 0" in a nonlinear way, by substituting z i x i for x i in Problem (1) . Second, we leverage the regularization term ⌦(x) to derive a tractable reformulation of Problem (1) . Finally, by invoking strong duality, we reformulate Problem (1) as a mixed-integer saddle-point problem, which is solvable via outer approximation.
Observe that the structure of Problem (1) is quite general, as the feasible set Z can capture known lower and upper bounds on z, relations between di↵erent z i 's, or a cardinality constraint e > z  k. Moreover, constraints of the form x 2 X, for some convex set X, can be encoded within the domain of g, by defining g(x) = +1 if x < X. As a result, (1) encompasses a large number of problems from the operations research literature, including the network design problem described in Example 1.
Example 1. Network design is an important example of problems of the form (1). Given a set of m nodes, the network design problem consists of constructing edges to minimize the construction plus flow transportation cost. Let E denote the set of all potential edges and let n = |E|. Then, the network design problem is given by:
where A 2 R m⇥n is the flow conservation matrix, b 2 R m is the vector of external demands and Q 2 R n⇥n , d 2 R n define the quadratic and linear costs of flow circulation. We assume that Q ⌫ 0 is positive semi-definite. Moreover, inequalities of the form` z  u can be incorporated within Z to account for existing/forbidden edges in the network. Problem (2) is of the same form as (1) with
Observe that we can generalize this model to account for multiple commodities and edge capacities.
Structure
We propose a unifying framework to address mixed-integer optimization problems (MIOs), and jointly discuss modeling choice and numerical algorithms.
In Section 2, we identify a general class of MIOs, which encompasses sparse regression, sparse portfolio selection, facility location, and network design problems 1 . For this class, we discuss how imposing either big-M or ridge regularization accounts for non-linear relations between continuous and binary variables in a tractable fashion. We also establish that regularization controls the convexity and smoothness of the objective.
In Section 3, we propose a conjunction of general-purpose numerical algorithms to solve Problem (1) . The backbone of our approach is an outer-approximation framework, enhanced with first-order methods to solve the Boolean relaxations and obtain improved lower bounds, and certifiably near-optimal warmstarts via randomized rounding. We also connect our approach to the perspective cut approach [14] from a theoretical and implementation standpoint.
In Section 4, we demonstrate that algorithms derived from our framework can outperform state-of-the-art solvers. On network design problems with 100s of nodes, we improve the objective value of the returned solution by 5 to 40%, and our edge increases as the problem size increases. On empirical risk minimization problems, our method with ridge regularization is able to accurately select features among 100, 000s (resp. 10, 000s) of covariates for regression (resp. classification) problems, with higher accuracy than both Lasso and non-convex penalties from the statistics literature. For sparse portfolio selection, we solve to provable optimality problems one order of magnitude larger than previous attempts.
Notation: We use nonbold face characters to denote scalars, lowercase bold faced characters such as x to denote vectors, uppercase bold faced characters such as X to denote matrices, and calligraphic characters such as X to denote sets. We let e denote a vector of all 1's, and 0 denote a vector of all 0's. If x is a n-dimensional vector then Diag(x) denotes the n ⇥ n diagonal matrix whose diagonal entries are given by x. Finally, we let R n + denote the n-dimensional nonnegative orthant.
Framework and Examples
In this section, we present the family of problems to which our analysis applies, discuss the role played by regularization, and provide some examples from the literature.
Examples
Problem (1) has a two-stage structure which comprises first "turning on" some indicator variables z, and second solving a continuous optimization problem over the active components of x. Precisely, (1) can be viewed as a discrete problem:
where the inner minimization problem
yields a best choice of x given z. As we now illustrate, a number of problems of practical interest exhibit this structure.
Example 2. For the network design example (2), we have f (z) := min
x 0:Ax=b
Sparse Empirical Risk Minimization
Given a matrix of covariates X 2 R n⇥p and a response vector y 2 R n , the sparse empirical risk minimization problem seeks a vector w which explains the response in a compelling manner,
where`is an appropriate convex loss function; see Bertsimas et al. [8, Table 1 ] for examples.
Sparse Portfolio Selection
Given an expected marginal return vector µ 2 R n , estimated covariance matrix ⌃ 2 R n⇥n , uncertainty budget parameter > 0, cardinality budget parameter k 2 {2, ..., n 1}, linear constraint matrix A 2 R n⇥m , and right-hand-side bounds l, u 2 R m , investors determine an optimal allocation of capital between assets by minimizing over
Facility Location
Given a set of n facilities and m customers, the facility location problem consists of constructing facilities i = 1, . . . , n at cost c i in order to satisfy demand at minimal cost, i.e., min z2{0,1} n min
where X i j corresponds to the quantity produced in facility i and shipped to customer j at a marginal cost of C i j , each facility i has a maximum output capacity of U i and each customer j has a demand of d j . In the uncapacitated case where U i = 1, the inner minimization problems decouple into independent knapsack problems for each customer j.
A Regularization Assumption
When we stated Problem (1), we assumed that its objective function consists of a convex function g(x) plus a regularization term ⌦(x). We now formalize this assumption:
This decomposition often constitutes a modeling choice in itself. We now illustrate this via the network design example 2 .
Example 3. In the network design example (2), given the flow conservation structure Ax = b, we have that
In addition, if Q 0 then the objective function naturally contains a ridge regularization term with 1/ equal to the smallest eigenvalue of Q. Moreover, it is possible to obtain a tighter natural ridge regularization term by solving the following auxiliary semidefinite optimization problem apriori
and using q i as the ridge regularizer for each index i [15] .
Big-M constraints are often considered to be a modeling trick. However, our framework demonstrates that imposing either big-M constraints or a ridge penalty is actually a regularization method. Interestingly, ridge regularization accounts for the relationship between the binary and continuous variables just as well as big-M regularization, without performing an algebraic reformulation of the logical constraints 3 .
Conceptually, both regularization functions are equivalent to a soft or hard constraint on the continuous variables x. However, they admit practical di↵erences: For big-M regularization, there usually exists a finite value M 0 , typically unknown a priori, such that if M < M 0 , the regularized problem is infeasible. Alternatively, for every value of the ridge regularization parameter , if the original problem is feasible then the regularized problem is also feasible. Consequently, if there is no natural choice of M then imposing ridge regularization may be less restrictive than imposing big-M regularization. However, for any > 0, the objective of the optimization problem with ridge regularization is di↵erent from its unregularized limit as ! 1, while for big-M regularization, there usually exists a finite value M 1 above which the two objective values match.
Duality to the Rescue
In this section, we derive Problem (4)'s dual and reformulate f (z) as a maximization problem. This reformulation is significant for two reasons: First, it leverages a non-linear reformulation of the logical constraints "x i = 0 if z i = 0" by introducing additional variables v i such that v i = z i x i . Second, it proves that the regularization term ⌦(x) drives the convexity and smoothness of f (z), and thereby drives the computational tractability of the problem. To derive (4)'s dual, we require: Assumption 2. For each subproblem generated by f (z), where z 2 Z, either the problem is infeasible, or strong duality holds.
Note that all four problems stated in Section 2.1 satisfy Assumption 2, as their inner problems are convex quadratics with linear constraints [see 10, Section 5.2.3]. Under Assumption 2, we now reformulate Problem (3) as a saddle-point problem:
Theorem 1. Under Assumption 2, Problem (3) is equivalent to the following problem: 
Hence, (2) is equivalent to minimizing over z 2 Z
Theorem 1 reformulates f (z) in (3) as the problem
for any feasible binary z 2 Z. The regularization term ⌦ will be instrumental in our numerical strategy for it directly controls both convexity and smoothness f .
Convexity: f (z) is convex in z as a point-wise maximum of linear function of z. In addition, denoting ↵ ? (z) a solution of (9), we have the following lower-approximation 
Proposition 1 demonstrates that, as the coordinates of ↵ ? (z) are uniformly bounded with respect to z, f (z) is Lipschitz continuous, with a constant proportional to M (resp. ) in the big-M (resp. ridge) case.
Examples -Continued
We now derive the dual reformulation (8) for the examples from Section 2.1.
Sparse Empirical Risk Minimization
Let`? denote the Fenchel conjugate of the loss functionẁ ith respect to its second argument (see [8, Table 1 ] for examples). Then, we can rewrite Problem (5) as [see 8, for a proof]:
Sparse Portfolio Selection
After either imposing an additional ridge regularization penalty term 1 /2 kxk 2 2 or decomposing ⌃ into a diagonal matrix D plus a low-rank matrix V > FV and using the term x > Dx as a ridge regularization with a di↵erent value of for each coordinate x 2 i , we can rewrite Problem (5) as:
where X := p ⌃ denotes the square root of ⌃ and y, d are the projections of µ onto the span and nullspace of X [see 4].
Facility Location
The facility location problem (7) admits a natural big-M regularization by taking M = min(U i , d j ) for each X i j , and its dual formulation (8) involves:
An E cient Numerical Approach
In this section, we present an e cient numerical approach to solve (8) . The backbone is an outer-approximation strategy to solve the problem exactly. We also use information from the problem's Boolean relaxation to improve the duality gap.
Overall Outer-Approximation Scheme
Theorem 1 reformulates the function f (z) as an inner maximization problem, and demonstrates that f (z) is convex in z, meaning a linear outer approximation provides a valid underestimator of f (z), as outlined in Equation (10) . Consequently, a valid numerical strategy for minimizing f (z) comprises iteratively minimizing a piecewise linear lower-approximation of f and refining this approximation at each step until some approximation error " is reached, as described in Algorithm 1. This scheme was originally proposed for continuous variables by Kelley [22] , and later extended to binary variables by Duran and Grossmann [12] , who provide a proof of termination in a finite, yet exponential in the worst case, number of iterations.
Algorithm 1 Outer-approximation scheme
Require: Initial solution
To avoid solving a mixed-integer linear optimization problem at each iteration, as suggested in the pseudo-code, this strategy can be integrated within a single branch-and-bound procedure using lazy callbacks. Lazy callbacks are now standard tools in commercial solvers such as Gurobi and CPLEX and provide significant speed-ups for outer-approximation algorithms. With this implementation, the commercial solver constructs a single branch-and-bound tree and generates a new cut when at a feasible solution z.
Improving the Lower-Bound: A Boolean Relaxation
To certify optimality, high-quality lower bounds are of interest and can be obtained by relaxing the constraint z 2 {0, 1} n to z 2 [0, 1] n . The Boolean relaxation of (3) becomes:
which can be solved using Kelley's algorithm [22] , which is a continuous analog of Algorithm 1. Stabilization strategies have been empirically successful to accelerate the convergence of Kelley's algorithm, as recently demonstrated on uncapacitated facility location problems by Fischetti et al. [13] . However, for Boolean relaxations, Kelleys's algorithm computes f (z) and r f (z) at dense vectors z, which is (sometimes substantially) more expensive than for sparse binary vectors z's, unless each subproblem can be solved e ciently as in Fischetti et al. [13] .
Alternatively, the continuous minimization problem admits a saddle-point reformulation
analogous to Problem (8) . Under Assumption 2, we can further write the min-max relaxation formulation (11) as a non-smooth maximization problem
and apply a projected sub-gradient ascent method as in Bertsimas et al. [8] . We refer to [3, Chapter 7.5.] for a discussion on implementation choices regarding step-size schedule and stopping criterion, and Renegar and Grimmer [26] for recent enhancements using restarting. The benefits of solving the Boolean relaxation with these algorithms are threefold. First, it provides a lower bound on the objective value of the discrete optimization problem (3). Second, it generates valid lower approximations of f (z) to initialize the cutting-plane algorithm. Finally, it supplies a sequence of continuous solutions that can be rounded and polished to obtain good binary solutions. Indeed, the Lipschitz continuity of f (z) suggests that high-quality feasible binary solutions can be found in the neighborhood of a solution to the relaxation. We formalize this observation in the following theorem: This result calls for multiple remarks: • For " > p  ln(|R|), we have that p > 0, which implies the existence of a binary "-optimal solution in the neighborhood of z ? , in turn bounding the integrality gap by ". As a result, lower values of M or typically make the discrete optimization problem easier.
• A solution to the Boolean relaxation often includes some binary coordinates, i.e., |R| < n. In this situation, it is tempting to fix z i = z ? i for i < R and solve the master problem (3) over coordinates in R. In general, this provides sub-optimal solutions. However, Theorem 2 quantifies the price of fixing variables and bounds the optimality gap by p  ln(|R|). • In the above high-probability bound, we do not account for the feasibility of the randomly rounded solution z. Accounting for z's feasibility marginally reduces the above probability, as shown for discrete optimization problems by [25] .
• If R is empty, by the probabilistic method, z ? solves (8) .
Under specific problem structure, other strategies might be more e cient than Kelley's method or the subgradient algorithm. For instance, if Z is a polyhedron, then, by strong duality, the inner minimization problem defining q(↵) is a linear optimization problem that can be rewritten as a maximization problem. Moreover, although we only consider linear relaxations here, tighter bounds could be attained by taking a higherlevel relaxation from a hierarchy, such as the Lasserre [23] hierarchy [see 24, for a comparison]. The main benefit of such a relaxation is that while the aforementioned Boolean relaxation only controls the first moment of the probability measure studied in Theorem 2, higher level relaxations control an increasing sequence of moments and thereby provide non-worsening probabilistic guarantees for randomized rounding methods. However, the additional tightness of these bounds comes at the expense of solving relaxations with additional variables and constraints; yielding a sequence of ever-larger semidefinite optimization problems. Indeed, even the SDP relaxation which controls the first two moments of a randomized rounding method is usually intractable when n > 300, with current technology. For an analysis of higher-level relaxations in sparse regression problems, we refer the reader to Atamturk and Gomez [2] .
Relationship With Perspective Cuts
In this section, we connect the perspective cuts introduced by Frangioni and Gentile [14] with our framework and discuss the merits of both approaches. To the best of our knowledge, a connection between Boolean relaxations of the two approaches has only been made in the context of sparse regression, by Xie and Deng [27] . We first demonstrate that imposing the ridge regularization term ⌦(x) = 1 2 kxk 2 2 naturally leads to the perspective formulation of Frangioni and Gentile [14] :
Theorem 3. Suppose that ⌦(x) = 1 2 kxk 2 2 and that Assumption 2 holds. Then, Problem (8) is equivalent to the problem:
> > > > > > > :
Theorem 3 follows from taking the dual of the inner maximization problem in Problem (9) (proof omitted). Note that the equivalence stated in Theorem 3 also holds for z 2 Conv(Z). As previously observed in Aktürk et al. [1] , Problem (12) can be formulated as a second-order cone problem (SOCP) min x2R n ,z2Z,✓2R n
and solved by linearizing the SOCP constraints into so-called perspective cuts, i.e., ✓ i 1 2 x i (2x i x i z i ), 8x 2X, which have been extensively studied in the literature in the past fifteen years [14, 20] . Observe that by separating Problem (12) into master and subproblems, an outer approximation algorithm would yield the same cut (10) as in our scheme. However, while theoretically similar, there are subtle di↵erences which make the computational performance of our proposal more attractive:
• Our approach is, strictly speaking, a generalized Benders decomposition scheme [see 18] which only includes cuts corresponding to optimal choices of x for a given incumbent solution z. Alternatively, the perspective cut approach is an outer approximation scheme in the sense of [12] which generates the optimal cut with respect to (z, x). • Our outer-approximation scheme can easily be implemented within a standard integer optimization solver such as CPLEX or Gurobi using callbacks. Unfortunately, a full outer approximation approach for the perspective formulation requires a tailored branch-and-bound procedure [see 14, Section 3.1 for details]. In this regard, our approach is more practical.
Numerical Experiments
In this section, we numerically evaluate our cutting-plane algorithm, implemented in Julia 1.0 using CPLEX 12.8.0 and the Julia package JuMP.jl version 0.18.4 [11] . We compare our method against solving the natural big-M or MISOCP formulations directly, using CPLEX 12.8.0. All experiments were performed on one Intel Xeon E5 2690 v4 2.6GHz CPU core and using 32 GB RAM. The big-M and MISOCP formulations are allocated 8 threads, unless explicitly stated otherwise. However, JuMP.jl version 0.18.4 does not allow our outerapproximation scheme to benefit from multi-threading.
Overall Empirical Performance Versus State-of-the-Art
In this section, we compare our approach to state-of-the-art methods, and demonstrate that our approach outperforms the state-of-the-art for several relevant problems.
Network Design
We begin by evaluating the performance of our approach for the multi-commodity network design problem (formulation omitted for space). We adapt the methodology of Günlük and Linderoth [20] and generate instances where each node i 2 [m] is the unique source of one commodity (k = m). For each commodity j 2 [m], we generate demands via:
where bxe is the closest integer to x and U(a, b) is uniform on [a, b]. We generate edge construction costs, c e , uniformly on U (1, 4) , and marginal flow circulation costs proportionally to each edge length 4 . The discrete set Z contains constraints of the form z 0  z, where z 0 is a binary vector which encodes existing edges. We generate graphs which contain a spanning tree plus pm additional randomly picked edges, with p 2 [4] , so that the initial network is sparse 5 and connected. We also impose a cardinality constraint e > z  (1+5%)z > 0 e, which ensures that the network size increases by no more than 5%. For each edge, we impose a capacity u e ⇠ bU(0.2, 1)B/Ae, where B = P m j=1 b j j is the total demand and A = (1 + p)m. We penalize the constraint x  u via a penalty parameter = 1, 000.
We apply our approach to large networks with 100s nodes, i.e., 10, 000s edges, which is ten times larger than the stateof-the-art [21, 20] , and compare the quality of the incumbent solutions after an hour. In 100 instances, our cutting plane algorithm with big-M regularization provides a better solution 94% of the time, by 9.9% on average, and by up to 40% for the largest networks. For ridge regularization, the cutting plane algorithm scales to higher dimensions than plain mixed-integer SOCP, returns solutions systematically better than those found by CPLEX (in terms of unregularized cost), by 11% on average, and usually outperforms big-M regularization, as reported in Table 1 . Even artificially added, ridge regularization improves the tractability of outer approximation.
Sparse Empirical Risk Minimization
For sparse empirical risk minimization, our method with ridge regularization scales to regression problems with up p = 100, 000s features and classification problems with p = 10, 000s of features [8] . This constitutes a three-order-of-magnitude improvement over previous attempts using big-M regularization [5] . We also select features more accurately, as shown in Figure  1 , which compares the accuracy of the features selected by the outer-approximation algorithm (in green) with those obtained from the Boolean relaxation (in blue) and other methods. 
Sparse Portfolio Selection
We applied our approach to sparse portfolio selection problems in Bertsimas and Cory-Wright [4] and, by introducing a Table 1 : Best solution found after one hour on network design instances with m nodes and (1 + p)m initial edges. We report improvement, i.e., the relative di↵erence between the solutions returned by CPLEX and the cutting-plane. Values are averaged over five randomly generated instances. For ridge regularization, we report the "unregularized" objective value, that is we fix z to the best solution found and resolve the corresponding sub-problem with big-M regularization. A " " indicates that the solver could not finish the root node inspection within the time limit (one hour). ridge regularization term, successfully solved instances to optimality at a scale of one order of magnitude larger than previous attempts as summarized in Table 2 .
Big-M

Big-M Versus Ridge Regularization
In this section, we compare big-M and ridge regularization for the sparse portfolio selection problem (6) . Figure 2 depicts the relationship between the optimal allocation of funds x ? and the regularization parameter M (left) and (right). Qualitatively, both parameters impact the investment profiles in a comparable manner and eventually select the same stocks. Yet, we observe two main di↵erences: First, setting M < 1 k renders the entire problem infeasible, while the problem remains feasible for any > 0. This is a serious concern when a lower bound on M is not known apriori. Second, the profile for ridge regularization seems smoother than its equivalent with big-M.
More generally, our numerical experiments [see 6, Section 4] suggest that big-M and ridge regularization play fundamentally the same role in reformulating logical constraints. There are, however, some key di↵erences:
• Ridge regularization is more amenable to outer-approximation, because it makes the objective function strongly convex and breaks degeneracy issues which usually hinder convergence. • Ridge regularization should be the method of choice when the objective function contains a naturally occurring strongly convex term, which is su ciently large (this occurs for sparse ERM and portfolio selection problems). • Big-M regularization does not increase the complexity of linear separation problems, while ridge regularization does. As a result, ridge regularization yields more expensive separation problems when the underlying problem is a linear opti-mization problem with logical constraints, and big-M regularization often performs better in this setting. • The e ciency of outer-approximation relies on the speed at which separation problems are solved. In this regard, special problem-structure or cardinality constraints on the discrete variable z help. This has been the case in the network design, sparse ERM and portfolio selection problems studied here. In summary, the benefits of applying big-M or ridge regularization are largely even and depend on the instance to be solved. 
Conclusion
In this work, we proposed a new interpretation of the big-M method, as a regularization term rather than a modeling trick. By expanding this regularization interpretation to include ridge regularization, we considered a wide family of relevant problems from the operations research literature and derived equivalent reformulations as mixed-integer saddle-point problems, which naturally give rise to theoretical analysis and computational algorithms. Our framework provides provably nearoptimal solutions in polynomial time via solving Boolean relaxations and performing randomized rounding as well as certifiably optimal solutions through an e cient branch-and-bound procedure, and indeed frequently outperforms the state-of-theart in numerical experiments. We believe our framework, which decomposes the problem into a discrete master problem and continuous subproblems, could be extended more generally to mixed-integer conic optimization, such as mixed-integer semidefinite optimization, as developed in Bertsimas et al. [7] .
Introduction
Cloud computing has motivated renewed interest in resource allocation, manifested in new consumption models (e.g., AWS spot pricing), as well as the design of resource-sharing platforms [1, 2] . These platforms need to support a heterogenous set of users, that share the same physical computing resource, e.g., CPU, memory, I/O bandwidth. Providers such as Amazon, Microsoft and Google o er cloud services with the goal of benefiting from economies of scale. However, the ine cient use of resources -over-provisioning on the one hand or congestion on the other -could result in a low return on investment or in loss of customer goodwill, respectively. Hence, resource allocation algorithms are key for e ciently utilizing cloud resources. To ensure quality of service, cloud o erings often come with a service level agreement (SLA) between the provider and the users. An SLA specifies the amount of resource the user is entitled to consume. Perhaps the most common example is renting a virtual machine (VM) that guarantees an explicit amount of CPU, memory, etc. Naturally, VMs that guarantee more resources are more expensive. In this context, a simple allocation policy is to assign each user the resources specified by their SLAs. However, such an allocation can be wasteful, as users may not need the resource at all times. In principle, a dynamic allocation of resources can increase the total e ciency of the system. However, allocating resources dynamically without carefully accounting for SLAs can lead GaTech, sperez@gatech.edu † Microsoft Research, ishai@microsoft.com ‡ GaTech, mohitsinghr@gmail.com § GaTech, atoriello@isye.gatech.edu to user dissatisfaction. Recent scheduling proposals address these challenges through work-maximizing yet fair schedulers [3, 4] . However, such schedulers do not have explicit SLA guarantees. On the other hand, other works focus on enforcing SLAs [5] [6] [7] , but do not explicitly optimize the use of extra resources. Our goal in this work is to understand the fundamental tradeo between high utilization of resources and SLA satisfaction of individual users. In particular, we design algorithms that guarantee both near optimal utilization as well as the satisfaction of individual SLAs, simultaneously. To that end, we formulate a basic model for online dynamic resource allocation. We focus on a single divisible resource, such as CPU or I/O bandwidth, that has to be shared among multiple users. Each user also has an SLA that specifies the fraction of the resource it expects to obtain. The actual demand of the user is in general time-varying, and may exceed the fraction specified in the SLA. As in many real systems, the demand is not known in advance, but rather arrives in an online manner. Arriving demand is either processed or queued up, depending on the resource availability. In many realworld scenarios, it is di cult to measure the actual demand size (see, e.g., [8] ). Accordingly, we assume that the system (and the underlying algorithm) receives only a simple binary feedback per user at any given time: whether the user queue is empty (the user's work arriving so far has been completed), or not. This is a plausible assumption in many systems, because one can observe workload activity, yet anticipating how much of the resource a job will require is more di cult. Additionally, it also models settings where demands are not known in advance. While online dynamic resource allocation problems have been studied in di erent contexts and communities, our work aims to address the novel aspects arising in the cloud computing paradigm, particularly the presence of SLAs, the highly limited feedback about the state of the system, and a desired robustness over arbitrary input sequences. For the algorithm design itself, we pay close attention to practicality; our approach involves fairly simple computations that can be implemented with minimal overhead of space or time.
The Model
We consider the problem of having multiple users sharing a single resource, such as CPU, I/O or networking bandwidth. For simplicity, we assume that the total resource capacity is normalized to 1. We have N users sharing the resource, a finite but possibly unknown discrete time horizon indexed t = 1, . . . , T, and an underlying queuing system. For each user i, we are also given an expected share of resource
The input is an online sequence of workloads L 1 , . . . , L T 2 R N + , where L t (i) 0 corresponds to i's workload arising at time t. The system maintains a queue Q t (i), denoting i's remaining work at time t. In our model, the decision maker does not have direct access to the values of the queues or the workloads. This allows us to consider settings where the job sizes are not known in advance and minimal information is available about the underlying system, a regular occurrence in many cloud settings. At time t, the following happens:
1. Feedback: The decision maker observes which queues are non-empty (the set of users i with Q t (i) > 0, the active users), and which are empty (Q t (i) = 0, the inactive users).
Decision:
The decision maker updates user resource allocations h t (i), satisfying P i h t (i)  1.
Update:
The load L t (i) for each i arrives and each user processes as much of the work from the queue plus the arriving workload as possible. The work completed by user i in step t is
The queues at the end of the time step are updated accordingly,
We assess the performance of any algorithm based on two measures.
1. Work Maximization. The algorithm should maximize the total work completed over all users, and thus utilize the resource as much as possible.
2. SLA Satisfaction. The algorithm should (approximately) satisfy the SLAs in the following manner. The work completed by user i up to any time 1  t  T should be no less than the work completed for this user up to t if it were given a constant fraction (i) of the resource over the whole horizon.
Achieving either of the criteria on their own is straightforward. A greedy strategy that takes away resources from an idle user and gives them to any user whose queue is non-empty is approximately workmaximizing. On the other hand, to satisfy the SLAs, we give each user a static assignment of h t (i) := (i) for all t. Naturally, the two criteria compete with each other; the following examples illustrate why these simple algorithms do not satisfy both simultaneously. 
We assume that T is divisible by 3. In Figure 1 we show the three users' loads in blue dashed lines and the corresponding SLAs in dotted red lines. The static solution given by the SLAs, i.e. h t (i) = (i) for all t, ensures a total of 5T/6 work done. However, the dynamic policy shown in the green line, given by
ensures T work is done (the green area). Moreover, it also ensures SLA satisfaction at all times. An alternative policy is
which is also work maximizing. However, it does not ensure SLA satisfaction. Indeed, this policy does not satisfy user 3's SLA at any time in (T/3, 2T/3]. 
Our Results and Contributions
We design an online algorithm that achieves approximate work maximization as well as approximate SLA satisfaction even in the limited feedback model that we consider. For work maximization, we analyze the performance by comparing our algorithm to the optimal o ine dynamic allocation that knows all the data up front. In contrast, our online algorithm receives limited feedback even in an online setting. Thus, our aim is to minimize the quantity
) is the work done at time t by these allocations, and work alg is the work done by the algorithm with allocations h 1 , . . . , h T and work w t = (w t (1), . . . , w t (N )) at time t. The objective of the decision maker is to minimize this quantity by constructing a sequence of good allocations that approach the best allocations in hindsight. Note that our benchmark is dynamic, rather than the more common static o ine optimum usually considered in regret minimization [9] [10] [11] . Similarly, for SLA satisfaction, our benchmark is the total work done for a user if they were given (i) resources for each time 1  t  T. We give a bi-criteria online algorithm that achieves nearly the same performance as the benchmarks if the resources for the latter are slightly more constrained than that of the algorithm. Algorithm 1, follows a multiplicative weight approach. The idea is to boost the allocations of active users by a factor greater than 1, with more emphasis on users with current allocation below their SLA. This intuition translates into a simple update rule that ensures high utilization of the resource and SLA satisfaction; formally:
Algorithm 1: MW Algorithm
Input: Parameters 0 < "  1 10 . 1 Initialization: h 1 any allocation over " and = " 2 8N . 2 for t = 1, . . . , T do 3 Set allocation h t .
4
Read active and inactive users A t and B t .
Set gain function g t (i) = 8 > > > > < > > > > :
Update allocation:
Where " = {x : kxk 1 = 1, x(i) "/N } is the truncated simplex, this ensures no user gets an allocation arbitrarily close to zero, and ⇡ " (·) is the projection function onto " using Kullback-Leibler divergence, i.e., ⇡ " (y) := argmin x2 " P i x(i) log(x(i)/y(i)), where y = (y(1), . . . , y(N )) 2 R N 0 .
Theorem 1 For any 0 < "  1 10 , SLAs = ( (1), . . . , (N )) satisfying (i) 2 " N , and online 1 Introduction
Our paper presents a novel framework for data-driven robust hypothesis testing. We are motivated by the phenomena that true distributions are usually unknown in practice, which makes it di cult to obtain the exact optimal solution to the hypothesis testing problem. For example, the well-known Neyman-Pearson Lemma establishes the optimal test for two hypotheses as given by the likelihood ratio. This requires to specify a priori two distribution functions P 1 and P 2 for the two hypotheses. When P 1 , P 2 are unknown and the assumed distributions deviate from the true distributions, the likelihood ratio test performs worse and is no longer optimal. In this work, we treat the true underlying distributions as unknown information and construct the hypotheses based on samples observed. We are particularly interested in the case with limited number of samples, which makes it di cult to estimate the density functions. We do not assume any parametric form of the underlying distributions. Our goal is to build an optimal hypothesis test that maps new data point to the corresponding hypothesis.
In the absence of a reliable estimator of the underlying distributions, various forms of robust hypothesis testing have been developed by considering di↵erent "uncertainty sets". Here each uncertainty set can be viewed as a hypothesis that contains several possible distributions. [ sets that contain distributions close to a nominal distribution defined by total-variation distance. [14] and [9] consider uncertainty sets induced by Kullback-Leibler divergence.
We consider a new way to construct uncertainty sets using Wasserstein measures [15] , which is more flexible and can capture the divergence between distributions with non-overlapping support. On the surface, this leads to an infinite-dimensional problem which is hard to compute in general. We derive a tractable reformulation that can be solved e ciently by convex programming.
Problem Formulation
Consider a general hypothesis test setting with K hypotheses. When K = 2, this corresponds to the classic hypothesis test with the so-called "null" and "alternative" hypotheses. Let ⌦ ⇢ R d be the space of the observed random variable and denote by P(⌦) as the set of Borel probability measures supported on ⌦. Assume that P 1 , . . . , P K ⇢ P(⌦) are uncertainty sets associated with hypotheses H 1 , . . . , H K , respectively. Given a test sample ! 2 ⌦, we would like to decide between these hypotheses H k : ! ⇠ P k , P k 2 P k , k = 1, 2, . . . , K.
This problem also corresponds to classification problems in machine learning, where the goal is to build a classifier to identify the most likely class. A test is a mapping T : ⌦ ! {1, . . . , K}. For any sample ! 2 ⌦, the test accept Hypothesis H T (!) .
Uncertainty sets. We assume the underlying distributions are unknown and build the hypotheses using a data-driven approach. Suppose there are K sets of "training samples" available for each hypothesis (or classes), denoted as {b ! k i } nk i=1 for k = 1, . . . , K, where n k is the number of samples for the k-th hypothesis. Let ! denotes a Dirac measure (unit mass) concentrated at !. Define empirical distributions using the training samples for each of the classes
We construct uncertainty sets as Wasserstein balls that center at empirical distributions [7] . Wasserstein metric of order-one between two probability measures P and Q is defined as
where c(·, ·) denotes the cost function, which is a metric on R d that measures the distance between two points. The uncertainty sets are defined as
where ✓ k > 0 specifies the radius of the sets. When the radius equals 0, the uncertainty sets reduce to singletons, and the problem reduces to a simple hypothesis test. Many commonly used metrics for defining distances between distributions, including the total variation [10] and Kullback-Leibler divergence [14] , are only defined for distributions with the same support. In contrast, Wasserstein distance can be used for two distributions with di↵erent support; therefore, we choose the Wasserstein metric to define the uncertainty sets.
Randomized test. We consider a special class of test, the so-called randomized test [12] , which is defined as a vector-valued function ⇡ : ⌦ ! K , where K is a (K 1)-dimensional simplex that satisfies
. For any observation ! 2 ⌦, the randomized test ⇡ will accept the k-th hypothesis with probability ⇡ k (!) for k = 1, . . . , K.
Minimax formulation. We consider the minimax hypothesis testing formulation, the most commonly used setup in statistical hypothesis test. Given a risk function, the goal is to find the optimal randomized test ⇡ ⇤ that minimizes the worst-case risk, which is the maximum risk over all possible distributions in the uncertainty sets.
We first define the risk function. Given a collection of probability distributions P 1 , . . . , P K , we define the risk of a randomized test ⇡ as the total expected error probability under each distribution (⇡; P 1 , . . . , P K ) :=
Intuitively, E Pk [1 ⇡ k (!)] denotes the probability of false decision when the true distribution is P k .
The minimax test ⇡ ⇤ is the optimal solution to the following saddle-point problem
where the uncertainty sets P k are defined in (2) . The resulted minimizers {P ⇤ k } K k=1 are referred to as the least favorable distribution (LFD) [10, 11] in the statistical literature.
Tractable Reformulation
The minimax problem (3) is challenging to solve because it is infinite-dimensional. Typically infinitedimensional problems can be intractable. Here we present the tractable reformulation by exploiting the structure of the Wasserstein uncertainty sets.
Our strategy to find the minimax randomized test is as follows. We first show the strong duality, which enables us to write (3) as
Based on this strong duality, we first focus on finding the optimal test ⇡ ⇤ for the simple hypothesis test given P 1 , . . . , P K . Then we find the least favorable distributions {P ⇤ k } K k=1 , by reducing the infinite-dimensional variational problem to a finitedimensional convex optimization problem.
Optimal test for simple hypothesis test. Given P 1 , . . . , P K , let dPk d(P1+···+PK ) be the density (Radon-Nikodym derivative) of P k with respect to P 1 + · · · + P K , k = 1, . . . , K. For any test sample !, the corresponding optimal test ⇡ ⇤ (!) is any probability distribution supported on arg max The above result shows that the optimal randomized test ⇡ ⇤ for a simple hypothesis test can be solved in closed-form. The corresponding test has a simple illustration: given an observation !, the test accepts the hypothesis that has the highest probability density.
Least favorable distributions. Substituting the optimal test for simple hypothesis test into (4) yields the following LFD problem sup {Pk2Pk} K k=1 (P 1 , . . . , P K ).
We call it the LFD problem, since it can be interpreted as finding the distributions {P ⇤ k } K k=1 that give rise to the worst-case test error. An important observation is that the least favorable distributions can be solved e ciently when the cost function c(·, ·) used in the Wasserstein distance (1) is concave, i.e., c(! 1 , ! 2 ) = g(k! 1 ! 2 k 2 ) with g being a strictly concave function satisfying g(0) = 0. From Lemma 5.1 in [5] , we have that this concave cost is still a metric in R d that satisfies the triangle inequality.
Under the concave metric, the least favorable distributions are supported on the finite set b ⌦ := [ K k=1 {b ! k i } nk i=1 that contains all empirical samples. Therefore, we can restrict the feasible region of (4) to discrete distributions supported on b ⌦. This leads to a finite-dimensional convex problem that has the same optimal value as the original problem (4). Since the solved LFDs are only supported on⌦, the optimal test as obtained this way cannot be evaluated when the test sample is outside⌦. This issue can be addressed by convolving the discrete LFDs with a kernel function, such as the Gaussian kernel.
Numerical Experiments
We perform numerical experiments to illustrate the performance of our proposed approach, using both synthetic and real data.
Gaussian mixture example. Consider a setting where data are 100-dimensional.
The samples under two hypotheses are generated from two Gaussian mixture models (GMM): (1) 0.5N (0.4e, I 100 ) + 0.5N ( 0.4e, I 100 );
(2) 0.5N (0.4f , I 100 ) + 0.5N ( 0.4f , I 100 ). Here e 2 R 100 is a vector with all entries equal to 1, and f 2 R 100 is a vector with first 50 entries equal to 1 and remaining 50 entries equal to 1. We draw n 1 = n 2 = 10 training samples from each Gaussian mixture distribution, and test on 1000 new samples from each mixture model. The radius of the uncertainty sets are chosen by cross-validation.
We compare the performance of the proposed approach with other commonly used methods, including logistic regression, kernel support vector machine (SVM) with radial basis function (RBF) kernel, and a three-layer perceptron [4] (to illustrate the performance of a simple neural network). The error of different methods are shown in Table 1 , where the first column corresponds to the single observation scheme, while other columns are results using multiple observations, with the number of observations m varying from 2 to 10. For testing batch samples, we use a majority vote scheme [1] , i.e., we apply these classifiers to each test sample individually and choose the class with the largest number of "positives". Note that there are over 2500 parameters in the perceptron model with two hidden layers (50 nodes in each layer), which may be di cult to train when the training data size is small (this is to illustrate the issue of scarcity of data). The results in Table 1 show that when there is a small sample size, our minimax test performs much better than the other methods. This can be due to the fact that given a limited number of samples (10 samples for each class), estimating the underlying Gaussian mixture model is unrealistic.
MNIST data. To demonstrate the performance of the proposed approach for multiple hypotheses, we use the MNIST handwritten digits dataset [13] . We use 60,000 images as training data and the remaining 10,000 images as testing data. We randomly select five training images from each class and solve the optimal randomized test from (3) . We also perform the test in a batch setting, where we divide test images from the same class into batches, each consisting of m images. The decision for each batch is again made according to the majority vote scheme. This process is repeated 500 trials and the average misclassification rates are reported in Table 2 . We see that our test outperforms logistic regression and SVM and the performance gain is even higher in the batch test setting: the errors decay quickly as m increases.
Conclusion
We present a novel approach for data-driven robust hypothesis testing when we only have small number of "training samples" corresponding to each of the hypotheses. Our approach is to formulate it as a minimax hypothesis testing problem to decide between K sets of distributions that are centered around empirical distributions via Wasserstein metrics. Our goal is to find the solution, i.e., the optimal test that minimizes the worst-case errors over all possible distributions in the sets. Our framework can be directly generalized to various machine learning problems such as classification and anomaly detection. Moreover, we provide new insights into the structural proper- ties of our solution that are di↵erent in nature from those occurred in other DRO problems [2, 3, 6] .
