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Detection and Isolation of Failures in Directed
Networks of LTI Systems
Mohammad Amin Rahimian, Victor M. Preciado ∗
Abstract—We propose a methodology to detect and isolate link
failures in a weighted and directed network of identical multi-
input multi-output LTI systems when only the output responses
of a subset of nodes are available. Our method is based on the
observation of jump discontinuities in the output derivatives,
which can be explicitly related to the occurrence of link failures.
The order of the derivative at which the jump is observed is
given by r(d+1), where r is the relative degree of each system’s
transfer matrix, and d denotes the distance from the location of
the failure to the observation point. We then propose detection
and isolation strategies based on this relation. Furthermore, we
propose an efficient algorithm for sensor placement to detect
and isolate any possible link failure using a small number of
sensors. Available results from the theory of sub-modular set
functions provide us with performance guarantees that bound
the size of the chosen sensor set within a logarithmic factor of
the smallest feasible set of sensors. These results are illustrated
through elaborative examples and supplemented by computer
experiments.
I. INTRODUCTION
Fault Detection and Isolation (FDI) is an active area of
research with a wide range of applications, such as power sys-
tems analysis [1], robotic networks [2], and security of cyber-
physical systems [3]. In particular, reliability analysis of multi-
agent networks is vital in many areas of engineering, since
many critical infrastructures can be modeled as networked
dynamical systems. In this context, the collective dynamics
of a network of dynamic agents can be severely affected by
network failures, resulting in undesirable behaviors. Hence,
studying the effects of link and/or node failures on the network
dynamics is of vital importance with a wide range of practical
implications [4], [5]. On account of its relevance, there is
a wide literature on (Failure Detection and Isolation) FDI
techniques and engineering applications (see, for example, [6]
and references therein).
The analysis and development of FDI techniques for net-
works of LTI systems is theoretically, as well as practically,
appealing. Networks of LTI systems have been extensively
investigated, since they encompass particularly relevant dy-
namics, such as linear agreement protocols [7], [8]. In this
paper, we focus our attention to this class of systems and
develop graph-theoretic tools for FDI. Our work is related
to [9], in which Yoon and Tsumura use graph theory to
draw interesting results about the stability margins of transfer
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functions between pairs of input/output nodes in terms of
the length of shortest paths. In [10], Rahimian et al. derive
sufficient conditions for detectability and identifiability of link
failures in terms of inter-nodal distances between link failures
and observation points.
The main objective of this paper is to provide an explicit
methodology for FDI in directed networks of LTI agents.
Our algorithms are based on the analysis of discontinuities
in the derivatives of the output responses of a subset of sensor
nodes. Based on our results, we also provide an efficient sensor
placement algorithm for FDI using a small number of sensors.
Although finding the minimum number of sensors for FDI is
a hard combinatorial problem, we provide an approximation
algorithm with quality guarantees based on submodular set
functions. In particular, we prove that the our algorithm is a
log |E| + 1 approximation to the combinatorial FDI problem,
where |E| is the number of edges in the network.
The remainder of this paper is organized as follows. Sec-
tion II begins with some preliminaries on graph and matrix
theory, as well as the networked dynamics. In Section II-C, we
introduce the model of dynamic network under consideration
and formulate the detection and isolation problem. Section III
contains the relationship between the location of link failures
and discontinuities in the network output signals. In Sub-
sections IV-A and IV-B, efficient algorithms are proposed
to find an effective selection of observation nodes, for both
detection and isolation problems. In Subsection IV-C, we
use results from the theory of submodular set functions to
derive performance guarantees for our algorithms. Illustrative
examples and discussions in Section V elucidate the results
followed by computer experiments on large random networks.
Section VI concludes the paper. All proofs are included in the
Appendix.
II. PRELIMINARIES AND PROBLEM FORMULATION
Throughout the paper, the imaginary unit is denoted by J :=√−1. The set of integers {1, 2, . . . , k} is denoted by [k], N is
the set of all positive integers, R is the set of all real numbers,
and any other set is represented by a calligraphic capital letter.
The cardinality of a set X is denoted by |X |. The difference of
two sets X and Y is denoted by XKY . Matrices are represented
by capital letters and vectors are expressed by boldface lower-
case letters. Moreover, 1k and 0k are k-dimensional column
vectors with all ones and all zeros, respectively; and ei,k is
the i-th vector in the standard basis of Rk. For a matrix A,
aij := [A]ij denotes its ij-th entry, and for a block matrix M ,
M(i)(j) denotes the matrix corresponding to the ij-th block.
The k×k identity matrix is denoted by Ik , and Zk is the k×k
matrix of all zeros.
2A. Algebraic Graph Theory
A directed graph or digraph G is defined as an ordered pair
of sets G := (V , E), where V = {ν1, . . . , νN} is a set of
N = |V| vertices (also called nodes or agents) and E ⊆ V×V
is a set of directed edges (also called links or arcs). Each
edge ǫ := (τ, ν) ∈ E is graphically represented by a directed
arc from vertex τ ∈ V to vertex ν ∈ V . Vertices ν and τ are
referred to as the head and tail of the edge ǫ, and a (ν, ν) edge
is called a self-loop on ν. In our graphical representation, we
do not allow parallel edges, also called multi-edges, and we
also assume that graphs do not contain self-loops.
Given an integer k ∈ N, an ordered set of (possibly
repeated) indices (α1, α2, . . . , αk) with αi ∈ [N ], and two
vertices τ, ν ∈ V , a τν-walk of length k + 1 is defined as
an ordered sequence of directed edges of the form W :=
((τ, να1), (να1 , να2), . . . , (ναk−1 , ναk), (ναk , ν)). A cycle or
closed walk on node ν signifies a νν-walk. For any q, p ∈ [N ],
Ωk(νq, νp) is the set of all νqνp-walks in G with length k. In
the same venue, we define the distance from νq to νp in G as
dist(νq, νp) = min
k∈N,Ωk(νq,νp) 6=∅
k,
where, by convention, dist(νq, νq) = 0; and dist(νq, νp) =∞
if Ωk(νq, νp) = ∅, for all k ∈ N. The diameter of G, denoted
by diam(G), is defined as the maximum distance between any
pair of nodes νp, νq ∈ V : diam(G) = maxνq ,νp∈V dist(νq, νp).
The adjacency matrix of G, which we denote by G = [gij ],
is a binary matrix G ∈ {0, 1}N×N such that Gpq = 0 for all
pairs p, q such that (νq, νp) 6∈ E and Gpq = 1, otherwise. The
following is a well-known result from algebraic graph theory
[11], [12]:
Lemma 1 (Weighted Walk Counting). Given the adjacency
matrix G of a directed graph, the following identities hold:
1) [Gk]
pq
= 0, for all k < dist(νq, νp),
2) [Gk]
pq
> 0 for k = dist(νq, νp).
B. Matrices and their Kronecker Algebra
For matrices A ∈ Rn×m and B ∈ Rp×q , their Kronecker
product A⊗B is defined as:
A⊗B =


a11B · · · a1nB
.
.
.
.
.
.
.
.
.
am1B · · · amnB

 ,
and given matrices M1,M2,M3 and M4 of appropriate di-
mensions, the following identities are always satisfied:
(M1 ⊗M2)(M3 ⊗M4) = (M1M3)⊗ (M2M4), (1)
(M1 ⊗M2)⊗M3 = M1 ⊗ (M2 ⊗M3),
(M1 ⊗M2)−1 = M−11 ⊗M−12 .
In particular, for any k ∈ N, (1) implies (M1 ⊗ M2)k =
Mk1 ⊗Mk2 .
C. Network Dynamic Model
Consider a network of N identical LTI subsystems whose
interaction structure is expressed by a directed information
flow graph G = (V , E) with adjacency matrix G = [gij ]. Let
x(i)(t) ∈ Rd be the state of the system in node νi at time t.
The evolution of this subsystem for time t > t0 ∈ R is given
by:
x˙(i) (t) =Ax(i) (t) +B
(
N∑
q=1
giqΓy(q) (t) +w(i) (t)
)
, (2)
y(i) (t) =Cx(i) (t) , (3)
where y(i) (t) ∈ Ro is the output of the i−th subsystem.
Similarly, w(i) (t) ∈ Rm is a vector of exogenous input
signals injected into the i−th subsystem. Matrices A ∈ Rd×d,
B ∈ Rd×m and C ∈ Ro×d describe the evolution of each
subsystem in isolation, and Γ ∈ Rm×o is called the inner-
coupling matrix describing how the output of neighboring
nodes influence the state of the i-th subsystem. We can
describe the global network dynamics using a set of ‘stacked’
vectors, x := (xT(1), . . . ,x
T
(N))
T
, y := (yT(1), . . . ,y
T
(N))
T and
w := (w(1), . . . ,w
T
(N))
T
, and Kronecker products, as follows,
x˙ (t) = (IN ⊗A+G⊗BΓC)x (t) + (IN ⊗B)w (t) ,
y (t) = (IN ⊗ C)x (t) . (4)
Part of our analysis will be performed in frequency domain.
In this context, each individual subsystem can be represented
as a o × m transfer matrix H(s) = C(sId − A)−1B. We
denote by r the least relative degree among all the entries
of H(s), i.e., the least difference between the degrees of
the polynomials in the denominator and the numerator of
each entry. This quantity will be important in the succeeding
derivations.
D. Detection, Isolation, and Sensor Location Problems
Let us now state the particular problems considered in this
paper. We describe the detection problem first. We assume that
a central entity, which we call ‘designer’, has access to the
outputs of a subset of nodes S ⊆ V . We also assume that the
designer knows the nominal network information flow digraph
G (the ‘faultless’ graph). Neither the location of the failure, nor
the time of failure tf are known by the designer. In the failure
detection problem, the designer is interested in determining the
existence of a single link failure, irrespective of its location,
at any given time. In the failure isolation problem, however,
the designer would like to determine, not only the existence
of a failure, but also its location.
In this paper, we propose a detection and isolation algorithm
based on the analysis of abrupt changes in the derivatives, up to
a certain order z, of the sensor outputs induced by the failure,
i.e., the designer has access to the derivatives, dkyp
/
dtk for
k = 1, . . . , z and νp ∈ S.
In the sensor location problem, the designer needs to choose
the location of a set of sensors S ⊆ V to be able to detect
and isolate any potential edge failure for a given graph G. The
optimal solution of the problem is achieved when the designer
solves the problem using the minimum number of sensors |S|.
This problem is combinatorial in nature and can be shown
to be NP-hard, by reductions to the set-cover problems [13].
In this paper, we propose a greedy algorithm to approximate
3the optimal solution to this problem and provide quality
guarantees using submodular set functions. In particular, we
prove that our algorithm is a (log |E|)+1 approximation of the
optimal combinatorial problem, in the sense that the cardinality
of the sensor set returned by the proposed algorithm is no
more than (log |E|)+1 times the minimum number of sensors
required for the detection and isolation tasks.
III. FAILURE DETECTION AND ISOLATION
In this Section we propose a methodology to detect and
isolate link failures in the dynamic network model proposed
in Subsection II-C. Our algorithm is based on the analysis of
the derivatives of the output of sensor nodes S induced by a
link failure. The impact on the dynamics of a particular link
failure can be replicated by a carefully designed exogenous
input, which we call the fault-replicant input and denote by
f(t). In the rest of the section, we first analyze the effect
of the fault-replicant input on the sensor measurements, in
particular, on its derivatives (Subsection III-A). In Theorem 1,
we provide an exact characterization of the effect of a faulty
link on the sensor derivatives as a function of the distance,
in number of hops, from the faulty link to the sensor node.
Based on this characterization, in Subsection III-C we propose
efficient algorithms to detect and isolate failures from the
sensor outputs.
A. Modeling a Single-Link Failure
We start our analysis by considering the failure of a single
link ǫ¯ = (νj , νi) ∈ E at time tf > t0. Consequently, the
information flow graph for t > tf is given by G¯ = (V , EK{ǫ¯}),
which implies that gij = 0 for t > tf . Hence, the dynamics
of the i-th subsystem (the ‘head’ of the faulty directed link ǫ¯)
for t > t0 is given by,
x˙(i) (t) =Ax(i) (t) +B

∑
q 6=j
giqΓy(q) (t) +w(i) (t)

 .(5)
It is convenient to replicate the dynamics of the network after
link (νj , νi) fails by injecting an exogenous input f(i) (t) into
the i-th node of the faultless network, as follows,
x˙(i) (t) =Ax(i) (t)
+B
(
N∑
q=1
giqΓCx(q) (t) + f(i)(t) +w(i)(t)
)
,
where the exogenous, fault-replicant input is defined as
f(i) (t) :=
{
0, for t < tf ,
−gijΓCx(j) (t) , for t > tf . (6)
Notice that using f(i) (t) + w(i) (t) defined above as the
exogenous input for the i-th subsystem results in the faulty
dynamics in (5). We can incorporate the fault-replicant in-
put into the faultless, global network dynamics in (4), by
adding an exogenous input f (t) := ei,N ⊗ f(i) (t). Since,
x(j) (t) =
(
eTj,N ⊗ Id
)
x (t), we have, from (6),
f (t) =ei,N ⊗
(−gijΓC (eTj,N ⊗ Id)x (t))
= − gij
(
ei,Ne
T
j,N ⊗ ΓC
)
x (t) ,
for t > tf ; and f (t) = 0Nm for t < tf .
B. Impact of Single-Link Failures on Output Derivatives
We now proceed to analyze the effect of the fault-replicant
input on the sensor measurements, in particular, on their
derivatives. We present a theorem that characterizes the effect
of single-link faults on the derivatives of the sensor outputs as
a function of the distance from the faulty link to the sensor
node. We state the theorem in terms of the following function,
∆p,k(t) := lim
ε→0+
(
dky(p)
dtk
∣∣∣∣∣
t+ε
− d
ky(p)
dtk
∣∣∣∣∣
t−ε
)
,
which measures the jump in the k-th derivative of the output
of node p at time t: y(p)(t).
Theorem 1 (Jump Discontinuities of Output Derivatives).
Consider the dynamic network in (2)-(3) where the exogenous
input w(i) is (diam (G) + 1)r-differentiable and r is the least
relative degree among all the entries of the transfer matrix
H(s) = C(sId−A)−1B. Assume that link ǫ¯ = (νj , νi) fails at
time tf . Then, ∆p,k(tf ) = 0o for k < (dist(νi, νp) + 1)r and
∆p,k(tf ) = gij
[
Gk
]
pi
QΓCx(j)(tf ), if k = (dist(νi, νp) +
1)r, where all distances are calculated w.r.t. the original
digraph G, and Q ∈ Ro×o is a constant matrix given by
Q := lims→∞sk [H(s)Γ]dist(νi,νp)+1.
Remark 1. The above theorem characterizes the effect of a
fault in link (νj , νi) on the k-th derivative of the output of
node νp as a function of the distance (in number of hops)
from the head of the faulty link νi to the output node νp, and
the relative degree r of the transfer matrix H(s).
C. Algorithms for Fault Detection and Isolation
In this subsection, we propose an algorithm for fault detec-
tion and isolation based on the preceding results. Theorem 1
states that the failure of link (νj , νi) induces a jump in the k-th
derivative of the output of node νp for k = (dist(νi, νp)+1)r.
We can therefore design a simple detection algorithm by
monitoring the jumps in the derivatives of the sensor nodes.
Specifically, if ∆p,k(tf ) 6= 0o for any νp ∈ S, k ≤ z and
tf > t0, then a link has failed in the network at time tf . The
following condition for detectability of a link failure is a direct
consequence of Theorem 1:
Corollary 1 (Detectable Links). The failure of link (νj , νi) is
detectable using the set of output derivatives { dk
dtk
y(p) : νp ∈
S, k ≤ z} if there exists a directed path of length l ≤ ( z
r
)− 1
from νi to a node in S.
Once a link failure is detected, it may also be isolated by
looking at the values of p and k for which ∆p,k(tf ) 6= 0o,
under certain condition on the distribution of sensors, which
we study in Section IV. Our strategy is based on exploiting
the relationship between the location of the failure and abrupt
changes in the output derivatives of a particular order. To
achieve this, it is convenient to define a look-up table D, with
dpǫ = [D]pǫ ∈ {0, 1, . . . , z}|S|×|E|, with columns indexed by
edges and rows by sensor nodes. Given a communication graph
4G, the designer can compute the matrix D, running a double
loop search over the set of edges ǫ ∈ E and the set of sensor
nodes νp ∈ S. For each edge ǫ = (νj , νi) and node νp in this
loop, the designer assigns dpǫ := (dist(νp, νi)+1)r. Although
matrix D is defined using distances in the communication
graph, its entries has a dynamical interpretation. According
to Theorem 1, if link ǫ ∈ E fails at time tf , the we have
min
k≤z
{k : ∆p,k(tf ) 6= 0o} = dpǫ.
In other words, dpǫ is equal to the smallest order k of the
derivative of sensor p’s output yp, at which we observe an
abrupt change when link ǫ fails. Therefore, using the matrix
D, the designer may be able to isolate a link failure, as follows.
First, when a link failure is detected at t = tf , the designer
constructs a column vector k =
(
k1, . . . , k|S|
)T
, where kp :=
mink≤z {k : ∆p,k(tf ) 6= 0o}, i.e., kp is the smallest order of
the derivative at which the designer observes a jump in the
output of sensor node νp. Notice that, if the vector k matches
one, and only one, of the |E| columns of D, then the designer
can isolate the location of the link failure. In particular, if k
matches the ǫ-th column of D, then the designer can conclude
that link ǫ has failed. In Section IV, we propose a sensor
location algorithm to guarantee the existence and uniqueness
of a column in D matching k for any possible link failure.
We illustrate the above methodology for failure isolation in
the following example.
Example 1. Isolation of a Link Failure.
Consider the cycle network in Fig 1. Agents in this network
are single integrators following a Laplacian dynamics, i.e.,
x˙ = −L(G)x, where L(G) is the Laplacian matrix of the net-
work. Assume that we have two sensor nodes, S = {ν2, ν3},
and the edges are labeled such that the edge set is given by
E = {ǫq, q ∈ [5]}, where for q ∈ [5]K{1}, ǫq = (νq−1, νq)
and ǫ1 = (ν5, ν1). Following the methodology proposed in
this subsection, we can construct the following look-up table
matrix,
D =
(
2 1 0 4 3
3 2 1 0 4
)
,
where the entries in the ǫ-th column of D, for ǫ = 1, . . . , 5,
are the distances, plus one, from the head of the ǫ-th link
to each one of the nodes in S = {ν2, ν3}. Let us assume,
for example, a failure in edge ǫ2 = (ν1, ν2). According to
Theorem 1, this failure induces abrupt changes in the 1st and
2nd derivatives of nodes 2 and 3, respectively, which results
in a vector k = (1, 2)T . Notice that this vector matches the
second column of D; therefore, the designer is able to detect
and isolate this failure from changes in the first two derivatives
of the sensor nodes, by matching the order of derivatives in
which the jumps are observed with the columns of D.
IV. EFFICIENT SENSOR PLACEMENT
It is not always possible to isolate, or even detect, link
failures from a given set of sensor locations, S. In this section,
we study the problem of distributing sensors in a network to
guarantee that the designer is able to detect and isolate any
possible link failure. Although finding the minimum number
ν1
ν2
ν3
ν4
ν5
(a) Original Digraph
ν1
ν2
ν3
ν4
ν5
(b) After Link Failure
Fig. 1: A Directed Cycle of Length Five
of sensors to accomplish this goal is a hard combinatorial
problem, we provide in this section efficient approximation
algorithm with quality guarantees based on submodular set
functions and the set-cover problem. In particular, we prove
that our algorithm is a log |E|+1 approximation to the optimal
combinatorial problem. In other words, the size of the sensor
set S rendered by the approximation algorithm is at most
log |E| + 1 times the minimum number of sensors required
for fault detection and isolation.
Before describing our sensor placement algorithm, we de-
fine a set of binary relations that will be used later on.
Definition 1 (Binary Relations between Edges and Nodes).
We define the following binary relations between [N ] and E ,
denoted by R0 and Rk, for k ∈ [z]. For all p ∈ [N ] and
ǫ = (νq, νs) ∈ E:
• (p, ǫ) ∈ Rk ⇐⇒ k = (dist(νs, νp) + 1)r,
• (p, ǫ) ∈ R0 ⇐⇒ (p, ǫ) 6∈ Rk for any k ∈ [z].
Remark 2. Rk is defined such that if (p, ǫ) ∈ Rk, then the
failure of link ǫ produces a jump in the k-th derivative of the
response of node p. On the other hand, if (p, ǫ) ∈ R0, then
the failure of edge ǫ does not produce a jump in any of the
derivatives of the response of node p up to the z-th order.
Based on the above definition, we propose in the following
subsections efficient algorithms for sensor placement. We also
provide quality guarantees based on the results developed in
the context of set-cover problems [14], [15].
A. Detection of Link Failures: Coverage
The link-failure detection problem can be restated using the
binary relation R0, as follows:
Problem 1 (Detection). Given a digraph G = (V , E), find
a subset of nodes MD ⊆ V of minimum cardinality |MD|,
such that for all ǫ ∈ E , there exists a node νp ∈ MD with
(p, ǫ) 6∈ R0.
Let MD be any solution to the above problem. Then, the
failure of any link at time tf would induce an abrupt change in
some of the first z derivatives of the output of at least one node
in MD. In other words, by observing the first z derivatives
of the outputs of all nodes in MD, one is able to determine
that a failure occurs. Finding MD is a hard combinatorial
problem for which we propose an approximation algorithm
below. To present this approximation, it is convenient to define
the following concepts:
5Definition 2 (Submodular Functions). Given two sets
Mˆ,M¯ ⊂ V such that Mˆ ⊂ M¯, a function1 f : P (V)→ R+
is submodular if for all νq ∈ V the following inequality holds
true f(Mˆ ∪ {νq})− f(Mˆ) 6 f(M¯ ∪ {νq})− f(M¯).
Definition 3 (Coverage Function). Given a set of nodes M⊂
V , we define the “coverage function” fD : P(V)→ [|E|]∪{0},
as follows fD(M) = |{ǫ ∈ E : ∀p ∈ M, (p, ǫ) ∈ R0}|. In
other words, this is the number of edges in the network whose
failure would not induce a jump in any of the first z derivatives
of the outputs of any node in M.
Claim 1 (Submodularity of Coverage Function). The function
−fD(·) is a submodular set function from P(V) to [|E|]∪{0}.
In what follows, we propose a greedy algorithm [16] to
efficiently find an approximate solution MD to Problem 1.
We provide performance guarantees in Subsection IV-C.
Routine 1 Determine a Solution MD to Problem 1
Input: G = (V , E)
1: MD ⇐ ∅
2: while fD(MD) 6= 0 do
3: νq ⇐ argmin{fD(MD ∪ {νq}) − fD(MD); νq ∈
VKMD}
4: MD ⇐MD ∪ {νq}
5: end while
Output: MD
Remark 3. The function fD(MD) measures the coverage of
set MD by counting the number of links that are not yet
covered by MD. At each iteration of Routine 1, the extra
agent q is selected and added to MD such that the number
of newly covered links is maximized. Note that since for any
ǫ = (νq, νp) ∈ E , (p, ǫ) ∈ R1 it follows that fD(V) = 0,
whence Routine 1 is guaranteed to terminate.
The focus is next shifted to the isolation problem, for which
a similar routine is developed.
B. Isolation of Link Failures: Resolution
For analyzing the isolation problem, we introduce several
definitions that will be useful to describe our isolation algo-
rithm.
Definition 4 (Indicator Set of an Edge). Given a subset of
agents M ⊆ V and an edge ǫ ∈ E , we define the “indicator
set” of ǫ w.r.t. M as the correspondence I : P(V) × E →
P(([z] ∪ {0}) × V), given by I(M, ǫ) = {(k, νp) ∈ ([z] ∪
{0})×M) such that (p, ǫ) ∈ Rk}. In other words, given an
edge ε and a set of nodes M, this indicator set is the set of
all the pairs (k, νp) where k is the order of the derivative at
which there is a jump in the output of node νp ∈ M when
edge ε fails.
Definition 5 (Resolution Function). Given a subset of agents
M ⊆ V , define the set of unidentified edges associated
1Given a set X , we denote by P(X ) = {MM ⊂ X} the power-set of
X , which is the set of all its subsets.
with M as the correspondence U : P(V) → P(E), given
by U(M) = {ǫ ∈ E : ∃ǫˆ ∈ EK{ǫ} for which I(M, ǫ) =
I(M, ǫˆ)}. Defined such, U(M) is the set of all edges whose
failures are not uniquely identified based on the order of the
derivative at which there is a jump in the output responses of
the nodes in M. We further define the “resolution function”,
fI(M) = |U(M)|, as the number of edges that are not
uniquely identified based on the orders of the derivatives at
which we observe jumps in the outputs of the nodes in M.
Claim 2 (Submodularity of Resolution Function). The func-
tion −fI(·) is a submodular set function from P(V) to
[|E|] ∪ {0}.
Next using the above concepts, we can restate the isolation
problem, as follows:
Problem 2 (Isolation). Given a digraph G = (V , E), find a
subset of vertices MI ⊂ V with the smallest cardinality |MI |,
such that fI (MI) = 0.
Remark 4. Note that when fI (MI) = 0, there are no edges
in the network that cannot be uniquely identified based on the
jumps in the derivatives of the outputs of nodes in MI . In
other words, all edge failures can be isolated.
Corollary 2. Isolation of all edge failures is possible if and
only if fI (V) = 0.
Since Problem 2 is hard to solve exactly, we now propose a
greedy heuristic similar to the one in Subsection IV-A to find
an approximate solution, as follows. We also provide quality
guarantees in Subsection IV-C.
Routine 2 Determine a Solution MI to Problem 2
Input: G = (V , E) & MD
1: MI ⇐MD
2: while fI(MI) 6= 0 & MI 6= V do
3: νq ⇐ argmin{fI(MI∪{νq})−fI(MI); νq ∈ VKMI}
4: MI ⇐MI ∪ {νq}
5: end while
6: if fI(MI) 6= 0 then
7: MI ⇐ ∅
8: end if
Output: MI
Remark 5. Note that a solution MD to Problem 1 is required
as an input for Routine 2, with which MI is initialized. This
ensures that any valid output of Routine 2 also satisfies the
detection requirements, and such an initialization is required
because the R0 relations (lack of jumps in some nodes) are
just as informative for the isolation purposes. In other words,
unlike the detection problem where the goal is to ensure a non-
zero relation at one or more observation points for any edge
in the network; in the case of isolation, a link may just as well
be identified through its R0 relations with all the observation
points. This, however, renders the failure of the link in question
undetectable and it is exactly to prevent such a case that the
initialization step in Routine 2 is necessary.
6Remark 6. The function fI(MI) measures the resolution of
set MI by counting the number of links that are not uniquely
identified through their relations Rk with the vertexes of set
MI . At each iteration of Routine 2, the extra agent q is
selected and added to MI such that the resultant improvement
in the resolution of MI is maximized. Note that unlike
Problem 1, it is possible for Problem 2 to have no solutions
at all, in which case Routine 2 returns ∅. This occurs if, and
only if, fI(V) 6= 0.
C. Performance Guarantees from the Set Covering Problem
The following definition is most useful when implementing
Routines 1 and 2 in general networks and selecting possible
solutions MD and MI for Problems 1 and 2, respectively.
Label the edges of the network from 1 to l = |E| and denote
them by E = {ǫq, q ∈ [l]}. Associate with every edge ǫq, q ∈ [l]
a row vector rq with N columns, whose element [rq]γ , γ ∈ [N ]
is equal to k if (γ, ǫq) ∈ Rk for some k ∈ [z] ∪ {0} and let
matrix R ∈ ([z] ∪ {0})l×N be the matrix whose q−th row is
equal to rq for all q ∈ [l]. The highest order of derivatives
z that is to be observed at the observation points is then set
equal to the maximum value of the entries of matrix R and is
thus bounded above by the diameter of the network.
Problems 1 and 2 can now be restated in terms of the matrix
R as follows. For the detection problem choose the columns
of R such that the corresponding entries have at least one non-
zero element per each row. By the same token, for the isolation
choose the columns such that the set of entries ordered in the
order of the chosen columns are not identical for any two rows.
Let the location of the non-zero entries of the matrix R of
a network be indexed by the one entries in a binary matrix R˜,
which has the same dimensions l × N as R. Problem 1 can
then be formulated as finding x such that:
minimize
x∈{0,1}N
1
T
Nx
subject to R˜x > 1Tl .
(7)
The discrete optimization problem in (7) is an instance
of the set covering problem [17]. Accordingly, given equal
column weights, it is desired to choose a subset of columns
with minimum total weight, such that at least one non-zero
element from each row is selected. For an integer d ∈ N,
define the truncated harmonic sum H(d) = ∑di=1 1i and let
dmax be the maximum of the column sums associated with
matrix R˜. It is known from the classical results [13], [18],
[19], [20], that the greedy heuristic in Routine 1 is guaranteed
to produce a result MD, which is no worse than H(dmax)
times the value of the optimal answer 1TNx obtained from 7.
Similarly for Problem 2, it lends itself to the following
formulation as a sub-modular set covering problem [21],
minimize
S⊂[N ]
∑
j∈S
wj
subject to fI({νq, q ∈ S}) = fI(V),
where using the unity column weights: wj = 1, ∀j ∈ [N ],
the objective can be rewritten as ∑j∈S wj = |S|. It is again
known from the classical theory that the value of the solution
ν5 ν1
ν2
ν3
ν4
Fig. 2: A Star Digraph of Size Five
of the greedy heuristic in Routine 2 never exceeds the optimal
value by more than a factor of H(maxj{l− fI({νj})}), [21].
Noting the trivial bounds, H(dmax) 6 H(|E|), H(maxj{l −
fI({νj})}) 6 H(|E|), and H(|E|) 6 log(|E|) + 1, it follows
that the proposed sensor placement algorithms of Subsections
IV-A and IV-B provide answers that are within a factor
log(|E|) + 1 of the optimal answer; and therefore, they scale
with a rate no worse than the logarithm of the size of the
network edge-set.
V. EXAMPLES AND DISCUSSIONS
In this section we provide additional examples and discus-
sions of special cases, followed by computer experiments with
a random geometric graph.
Example 2. Star Networks.
For this and the next subsection, let V = {νq, q ∈ [5]} be
a set of five vertexes. As the first example, consider the case
of a star network (Fig. 2), where there are four edges in the
network and all of them share the same head vertex ν5. In this
case, the designer can detect the failure of any single edge in
the network by observing the first derivative of the response of
x5; however, there are no subset of nodes that can be observed
for isolating the failed edge. In fact fI([5]) = 4 in the case of
a star network, and every edge of the network is in the same
relations R1 with the node ν5 and R0 with the rest of the
nodes. Indeed, this is best seen through its R matrix given as
R = (Z4 14).
The above generalizes for finite star networks of arbitrary
size. In particular, there is no solution to the isolation prob-
lem for any star network and detection can be achieved by
observing the first derivative of the common head vertex.
Example 3. Laplacian Dynamics on Cycle Networks.
As the second example, consider the five node cycle in Fig.1
and Example 1. The matrix R for this network is given by:
R =


1 2 3 4 0
0 1 2 3 4
4 0 1 2 3
3 4 0 1 2
2 3 4 0 1

 .
It is evident from matrix R that any two distinct vertexes
offer a solution MI to Problem 1, since the locations of
0 entries do not overlap for distinct vertexes. Thence, the
designer can detect the failure of any links in the cycle network
by observing the jumps in the first four derivatives of any two
nodes in the network. In the same vein, any set of two distinct
7vertexes can also be used to uniquely determine which link has
failed based on the observed jumps in the first four derivatives.
For instance, taking MI = {2, 3}, ǫ2 is the only edge whose
failure produces a jump in the first and second derivatives of
x2(t) and x3(t), respectively, at the time of failure, t = tf . Fig
3 depicts the responses of the second and third agents, for a di-
rected cycle of length five initialized at x(0) = (1, 2, 3, 4, 5)T ,
where for all t ∈ R, x(t) = (x1(t), x2(t), x3(t), x4(t), x5(t))T
and x˙(t) = −L(G)x(t), 5 > t > 0, with L(G) denoting the
graph Laplacian, given by:
L(G) =


1 0 0 0 −1
−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1

 .
The edge ǫ2 is removed at time tf = 5, whence the agents
evolution becomes x˙(t) = −L(G¯)x(t), t > 5, where L(G¯)
is the same as L(G) above except for its second row which
is all zeros. Consequently, the first derivative of x2(t) and
the second derivative of x3(t) exhibit jump discontinuities at
tf = 5, as depicted in Fig 4.
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The Time Responses of the Second and Third Agents
t
 
 
x2(t)
x3(t)
Fig. 3: The output responses x2(t) and x3(t) are plotted for
0 6 t 6 10. The link failure happens at tf = 5, where there
is a break in the plot of x2(t) but not of x3(t).
For any finite cycle network of arbitrary size, if all deriva-
tives up to one less than the network size are observed, then
any two nodes offer a solution to not only the detection, but
also the isolation problem. The attention is next shifted to
the sensor placement problem and the performance of the
algorithms proposed in Subsections IV-A and IV-B.
Example 4. Sensor Placement for Detection and Isolation in
Simple Random Instances.
Computer codes for Routines 1 and 2 are developed in
MATLAB R© and tested on randomly generated networks.
Given the adjacency matrix of the network, a subroutine
computes the matrix R defined at the beginning of this section,
which is then used to compute the outputs of functions fI
and fD for any given subset of nodes, as required for the
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The Derivatives of the Responses
 
 
d
dt
x2(t)
d
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x3(t)
d
2
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Fig. 4: The derivatives of x2(t) and x3(t) are plotted for
0 6 t 6 10. At the time of failure tf = 5, there are jump
discontinuities in the plots of ddtx2(t) and
d2
dt2 x3(t). The plot
of d
2
dt2 x2(t) contains an impulse at tf = 5, while
d
dtx3(t) is a
continuous function of time.
implementation of the routines given in Subsections IV-A
and IV-B. For an arbitrary graph input to Routines 1 and 2
several cases may arise. For the digraph in Fig. 5a, detection is
achieved through the four nodes that are indicated with stars;
however, the highlighted links cannot be isolated using the
output of just these four nodes nodes. In fact, increasing the set
of observation points to include the entire vertex set still does
not reduce the set of indistinguishable edges, and complete
isolation of all links in this digraph is impossible.
The situation in the digraph of Fig. 5b is reversed, in the
sense that with the same set of nodes that are the output of
Routine 1 complete isolation is also achieved. In other words,
no extra nodes are needed after MI is initialized with MD
in Routine 2. For the digraph of Fig. 5c, on the other hand,
with the detection output the two highlighted edges cannot be
distinguished, but their status is resolved upon the addition of
an extra node in Fig. 5d.
Example 5. Computer Experiments with a Random Geometric
Graph.
In the following, the performance of the developed routines
is tested for a random geometric graph model, where the nodes
of the network are randomly and uniformly spread across
a bounded region, and there is an edge wherever a certain
distance threshold is met. The orientation of edges in each
case is chosen by independent fair coin flips. The graph of
Fig. 6 depicts one such graph instance with 50 nodes and
200 unidirectional edges. It follows that a total of 17 nodes is
sufficient for detection, and these 17 nodes enable the isolation
of all but 75 edges of the digraph, which are highlighted in
Fig. 6. For this directed network, by observing all of the nodes
in the network, the cardinality of the set of unresolved links
reduces to 34.
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(a) Isolation is impossible
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Observation Points
(b) Isolation is possible
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Not Isolated
Observation Points for Detection
(c) Nodes chosen for detection
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Observation Points for Isolation
(d) Nodes chosen for isolation
Fig. 5: (a) Even with all of the nodes selected as observation points, the highlighted links will remain unidentified. (b) The
indicated nodes are enough to achieve both detection and isolation for all of the network links. (c) The highlighted links are not
distinguishable using the indicated observation points. (d) By adding an extra node to the sensor set of (c), all edges become
isolated.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Edges That Are Not Isolated.
Observation Points
Fig. 6: By observing upto the 9-th orders of derivatives in the
indicated 17 nodes, the 75 edges that are highlighted cannot be
isolated, although every edge is detectable; and even with all
of the nodes observed, there still remain 34 edges that cannot
be isolated.
VI. CONCLUSIONS
In this paper, a method was developed, both analytically and
algorithmically, that enables the designer to detect and isolate
link failures, based on the observed jumps in the derivatives
of the output responses of a subset of nodes in a network
of identical LTI systems. A theorem was presented, which
relates the jumps in the derivatives at the time of failure to the
distance of the failed link from the observation point. Next a
set of efficient algorithms was developed for sensor placement,
which together with the theorem, enables the designer to
determine the existence and location of any link failure based
on the observed jumps. Performance guarantees from the set
coverage problem ensure that the proposed algorithms always
return a result that is with a log |E|+1 factor of the optimum
answer, where E is the number of edges in the network.
The authors’ ongoing research focuses on the development
of detection techniques for jumps in high order derivatives
using binary hypothesis testing, as well as the investigation of
the case where the networked systems are heterogeneous and
with bounds on the number of available sensors.
APPENDIX A
PROOFS FOR THE MAIN RESULTS
A. Proof of Theorem 1: Jump Discontinuities of the Output
Derivatives
Given the state space equations in (4), the transfer matrix
from the input f(i) (t) to the output y(p) (t) can be written as:
[H(s)](p)(i) =
(
eTp,N ⊗ C
)× . . .
[sINd − (IN ⊗A+G⊗BΓC)]−1 (ei,N ⊗B)
=
(
eTp,N ⊗ C
)× . . .
[(IN ⊗ (sId −A))− (G⊗BΓC)]−1 (ei,N ⊗B)
Pre- and post-multiplication by
[
IN ⊗ (sId −A)−1
]
yields:
[H(s)](p)(i) =
(
eTp,N ⊗ C
) [
IN ⊗ (sId −A)−1
]
× . . .{
INd −
[
G⊗BΓC (sId −A)−1
]}−1
(ei,N ⊗B)
The matrix inverse can be expanded as follows:
[H(s)](p)(i) =
(
eTp,N ⊗ C
) [
IN ⊗ (sId −A)−1
]
× . . .{
INd +
∞∑
l=1
[
G⊗BΓC (sId −A)−1
]l}
(ei,N ⊗B)
Write[
G⊗BΓC (sId −A)−1
]l
= Gl ⊗
(
BΓC (sId −A)−1
)l
,
9and apply Lemma 1 for the pi−th block of the center matrix,
to get:
[H(s)](p)(i) =
∞∑
l=dist(νi,νp)
{[Gl]
pi
C (sId −A)−1 × . . .
(
BΓC (sId −A)−1
)l
B}.
Using H(s) = C(sId−A)−1B, the above can be rewritten
as:
[H(s)](p)(i) Γ =
∞∑
l=dist(νi,νp)
[
Gl
]
pi
[H(s)Γ]
l+1
.
From (3) the Laplace transform of the output at node p is
given by:
yˆ(p)(s) =
(
eTp,N ⊗ Io
)
H(s)
(
fˆ(s) +W(s)
)
(8)
+
(
eTp,N ⊗ C
)
[sINd − (IN ⊗A+G⊗BΓC)]−1x (t0) e−t0s
Note that Laplace transforms of outputs in the the healthy and
faulty systems differ only in the term fˆ(s) appearing in (8). To
measure the jump in the k-th derivative of y(p) (t) due to the
link failure stimulated by the virtual input f (t), we apply the
initial value theorem to the k-th derivatives of the time shifted
outputs for the healthy and faulty systems and calculate their
difference to get:
∆(p, k) = lims→∞sk+1etfs
(
eTp,N ⊗ Io
)
H (s) fˆ (s)
= lims→∞sk+1etfs [H(s)](p)(i) fˆ(i)(s),
which can be decomposed as
∆(p, k) = (9)(
lims→∞sk [H(s)](p)(i)
)(
lims→∞setf sfˆ(i)(s)
)
.
The remainder of the proof is in calculating the two limits ap-
pearing in (9). We use Laplace domain techniques along with
facts from complex analysis to calculate lims→∞setfsfˆ(i)(s),
which we shall see is contributing a constant multiplier factor
to the quantity ∆(p, k). On the other hand, the calculation
of lims→∞sk [H(s)](p)(i) is based primarily on Lemma 1 and
that is where the inter-nodal distance relations come into play.
We begin by taking the Laplace transform of f(i) (t) in (6):
fˆ(i)(s) = −gijΓC
∫ +∞
0
x(j)(t)H¯tf (t)e
−st dt, (10)
where H¯tf (t) is the shifted Heaviside step function given by
H¯tf (t) = 0 for t < tf and H¯tf (t) = 1 otherwise. The Laplace
transform of H¯tf (·) is given by Hˆtf (s) = e−tfs/s for s ∈ C
having positive real part. Using the contour integral for inverse
Laplace transform [22, Chapter 7], we can write
H¯tf (t) =
1
2πJ
∫ σ+j∞
σ−j∞
e−tfζ
ζ
dζ, (11)
for σ large enough such that the vertical line from
σ − j∞ to σ + j∞ lies to the right of all singularities
of the integrand e−tfζ/ζ. Next replacing (11) in L(s) :=∫ +∞
0
x(t)H¯tf (t)e
−st dt and switching the order of the inte-
grals yields
L(s) =
1
2πJ
σ+J∞∫
σ−J∞
e−tfζ
ζ
+∞∫
0
x(j)(t)e
−(s−ζ)t dt dζ. (12)
Using the Laplace transform
xˆ(j)(s− ζ) =
∫ ∞
0
x(j)(t)e
−(s−ζ)t dt,
and the change of variable η = s− ζ, (12) can be rewritten as
L(s) =
1
2πJ
σ′+J∞∫
σ′−J∞
e−tf (s−η)
η − s xˆ(j)(η) dη
=
e−tfs
2πJ
σ′+J∞∫
σ′−J∞
etfη
η − s xˆ(j)(η) dη,
for σ′ large enough. Wherefore we get that
lim
s→∞
setfsL(s) =
1
2πJ
σ′+J∞∫
σ′−J∞
lim
s→∞
setfη
η − s xˆ(j)(η) dη
=
−1
2πJ
σ′+J∞∫
σ′−J∞
etfηxˆ(j)(η) dη = −x(j)(tf ), (13)
exchanging the limit and integral in the first equality justifiable
through the dominated convergence, and the last equality
following by the inverse Laplace transform. Using (13) in (10)
thus establishes that
lims→∞setfs fˆ(i)(s) = gijΓCx(j)(tf ). (14)
Next for the limit term, lims→∞ sk [H(s)](p)(i), appearing in
(9) we have
lim
s→∞
sk [H(s)](p)(i)
= lims→∞skgij

 ∞∑
l=dist(νi,νp)
[
Gl
]
pi
[H (s) Γ]l+1


= gij

 ∞∑
l=dist(νi,νp)
[
Gl
]
pi
lims→∞sk [H (s) Γ]l+1

 . (15)
However, with k = r(dist(νi, νp) + 1) in (15), it fol-
lows by the choice of r being the relative degree that
lims→∞sk [H(s)Γ]l+1 := Q ∈ Ro×o for l = dist(νi, νp) and
lims→∞sk [H(s)Γ]l+1 = Zo for l > dist(νi, νp); while for
k < r(dist(νi, νp) + 1), lims→∞sk [H(s)Γ]l+1 = Zo for all
l > dist(νi, νp). In particular, we have that
lim
s→∞
sk [H(s)](p)(i) (16)
=
{ [
Gk
]
pi
Q, if k = r(dist(νi, νp) + 1),
Zo, if k < r(dist(νi, νp) + 1),
and the claim follows upon replacing (14) and (16) in (9). 
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B. Claim 1: Submodularity of Coverage Function
For the proof we need the additional concept of a cov-
erage function, and we use a known result form the the-
ory of submodular set functions that coverage functions are
submodular [23]. Given a collection of subsets of edges
E1, E2, . . . , EN ⊂ E , where each Eq is associated with a
node νq , the coverage function fC : P (V) → R+ is defined
as fC (S) =
∣∣∪νq∈SEq∣∣ for any S ⊆ V . Given a node
νq , let C(νq) = {ǫ ∈ E : (q, ǫ) /∈ R0} be the correspondence
that for each node νq in the network gives the set of edges
whose failure does induce a jump in any of the first z
derivatives of yq (t). We have that fD(M) =
∣∣∩νq∈MCcq ∣∣ =∣∣(∪νq∈MCq)c∣∣ = |E| − ∣∣(∪νq∈MCq)∣∣, where c denotes the
set complement w.r.t. E . The claim now follows upon noting
that the latter term is a coverage function. 
C. Claim 2: Submodularity of Resolution Function
Consider any two subsets of nodes M¯ and Mˆ such that
M¯ ⊂ Mˆ ⊂ V and a vertex νq ∈ VK
(
M¯ ∪ Mˆ
)
. Note that
M¯ ⊂ Mˆ implies that U(Mˆ) ⊂ U(M¯) so that fI(Mˆ) 6
fI(M¯). In particular, fI(M¯) > fI(M¯ ∪ {νq}). Now, take
any ǫ ∈ U(Mˆ) and note that there exists an ǫˆ ∈ U(Mˆ) such
that I(M, ǫ) = I(M, ǫˆ). Now if all such ǫ and ǫˆ are in the
same relations Rk, k ∈ [z] ∪ {0} with the vertex νq, then
fI(Mˆ ∪ {νq}) − fI(Mˆ) = 0 > fI(M¯ ∪ {νq}) − fI(M¯).
Next consider the case where U(Mˆ)KU(Mˆ∪{νq}) 6= ∅. Any
edge ǫ ∈ U(Mˆ)KU(Mˆ ∪ {νq}) is such that for all edges ǫˆ ∈
U(Mˆ) having I(M, ǫ) = I(M, ǫˆ), ǫ and ǫˆ satisfy different
binary relations with the added vertex νq. But then since both
ǫ, ǫˆ ∈ U(M¯) and are in different relations with νq it follows
that ǫ, ǫˆ ∈ U(M¯)KU(M¯ ∪ {νq}). Hence, we have shown that
U(Mˆ) K U(Mˆ ∪ {νq}) ⊂ U(M¯) K U(M¯ ∪ {νq}) so that
again |U(Mˆ) K U(Mˆ ∪ {νq})| = fI(Mˆ)− fI(Mˆ ∪ {νq}) 6
fI(M¯)− fI(M¯ ∪ {νq}) = |U(M¯) K U(M¯ ∪ {νq})|, and the
property of submodularity for −fI(·) follows by definition. 
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