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quasi difference sets
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Abstract
Using the technique of quasi difference sets we characterize geometry and auto-
morphisms of configurations which can be presented as a join of some others, in
particular – which can be presented as series of cyclically inscribed copies of another
configuration.
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Introduction
The technique involving difference sets is one of the standard ones used to
construct block designs of various types, in particular – to construct finite
projective planes. In fact, every finite Desarguesian projective plane can
be defined with the help of this method (see [4]). However, in effect, the
structure defined in terms of a difference set cannot be ”partial”. We propose
to overcome this trouble generalizing the notion of difference set to a quasi
difference set.
This approach, applied in [8] to a very special and simple case of products
of two cyclic groups could be fruitfully used to represent configurations,
which can be visualized as series of closed polygons, inscribed cyclically one
into the previous one. In particular, classical Pappus configuration can be
presented in this way, and some others as well.
The idea is simple – blocks (”lines”) are the images of some fixed sub-
set D of a group G under left translations of this group. Some necessary
and sufficient conditions are imposed on D which assure that the resulting
incidence structure is a λ-design (such a set D is called a difference set in
G); specifically, for λ = 1 – a linear space. Some weaker conditions imposed
on D assure that the resulting structure is a partial linear space. A set D
which meets these conditions is called a quasi difference set in G.
Some other generalizations can be found in the literature. One of them
is the notion of a partial difference set (PDS). While defining a difference set
D we require that every nonzero element of G can be presented in exactly λ
ways as a difference of two elements of D, defining a PDS D we require that
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every nonzero element a of G can be presented in λ1 ways (if a ∈ D) and
in λ2 ways (if a /∈ D) as a corresponding difference, for some fixed λ1, λ2
(cf. e.g. [5]). Generally, a nonzero element of G can be presented in either
λ1 = 0, or λ2 = 1, or λ3 = n ways as a difference of a n-element quasi
difference set. However, no algebraic regularity is assumed characterizing
those elements of G, which are λi-ways differences, for each particular i =
1, 2, 3. Moreover, admitting elements which are λ3 = n-ways differences
we come to (geometrically) less regular structures so, finally, in this paper
we consider quasi difference sets with only λ1 = 0 and λ2 = 1 admitted.
However, such quasi difference sets are not partial difference sets. One of
the most important questions in the theory of PDS’s is to determine the
existence and characterize such sets in various particular groups, for various
special types of them (there is a huge literature on this subject, older and
newer, see e.g. [2], [3], [1]). These are not the questions considered in this
paper. Instead, we are mainly interested in the geometry (in the rather
classical style) of partial linear spaces determined by quasi difference sets.
This project was started in [8]. Here, we study in some details configu-
rations which can be defined with the help of arbitrary quasi difference set.
We also pay some attention to elementary properties of such structures: we
discuss if Veblen, Pappos, and Desargues axioms may hold in them (Prop.’s
4.1, 4.2, 4.3, 4.4, 4.5, 4.6). A special emphasis was imposed on structures
which arise from groups decomposed into a cyclic group Ck and some other
group G, simply because these structures can be seen as multiplied config-
urations – series of cyclically inscribed configurations, each one isomorphic
to the configuration associated with G. This construction, on the other
hand, is just a special case of the operation of ”joining” (”gluing”) two
structures, corresponding to the operation of the direct sum of groups. In
some cases corresponding decomposition can be defined within the resulting
”sum”, in terms of the geometry of the considered structures. This definable
decomposition enables us to characterize the automorphism group of such
a ”glue-sum”. Some other techniques are used to determine the automor-
phism group of cyclically inscribed configuration. Roughly speaking, groups
in question are semidirect products of some symmetric group and the group
of translations of the underlying group.
The technique of quasi difference sets can be used to produce new con-
figurations, so far not considered in the literature. Many of them seem to
be of a real geometrical interest for their own. In the last section we apply
our apparatus to some new configurations, arising from the well known (like
cyclically inscribed Pappus or Fano configurations, multiplied Pappus con-
figurations, sums of cyclic projective planes), and determine their geometric
properties and automorphisms.
Usually, dealing with abelian groups we shall follow ”additive” notation,
while the ”multiplicative” one will be used for arbitrary group.
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1 Basic notions
In [8] series of cyclically inscribed n-gons were investigated and for this
purpose a construction involving quasi difference sets was used. Below we
briefly recall this construction. Let G = 〈G, ·, 1〉 be an arbitrary group and
D ⊂ G, we set
L = L(G,D) = G/D = {a ·D : a ∈ G}.
Clearly, L ⊆ ℘(G), and, since every left translation τa : G ∋ x 7→ a · x ∈ G
is a bijection, we get |a ·D| = |D| for every a ∈ G. Following this notation
we can write a ·D = τa(D), and L(G,D) = {τa(D) : a ∈ G}. We set
D(G,D) = 〈G,L(G,D)〉. (1)
Every translation τa over G is an automorphism of D(G,D). Indeed, clearly,
L(G,D) = L(G,τa(D)) for every a ∈ G; this also yields that without loss of
generality we can assume that 1 ∈ D.
It was proved in [8] that the following conditions are equivalent:
The structure D(G,D) is a configuration (i.e. a partial lin-
ear space in which the rank of a point and the rank of a
line are equal)
QDS: For every c ∈ G, c 6= 1 there is at most one pair (a, b) ∈
D ×D with ab−1 = c.
If G is abelian then D(G,D) is a configuration iff it is a partial linear space
with point rank at least 2. The number of points of D(G,D) is |G|, the
number of lines is |G||GD| , the rank of a line is |D|, and the rank of a point is
|D|
|GD|
.
In the sequel a quasi difference set in G means any subset D of G which
satisfies QDS. In [8] we were mainly interested in the structures of the form
D(Ck ⊕ Cn,D), where D = {(0, 0), (1, 0), (0, 1)}. In the paper we shall gen-
eralize this construction.
Let us adopt the following convention:
• element a ∈ G will be denoted as pa – an abstract ”point” with ”co-
ordinates” (a);
• a line a · D ∈ G/D will be denoted by la – its ”coordinates” will be
written as [a].
Then we can write
(a) [b] iff pa ∈ lb iff a ∈ b ·D iff b
−1 · a ∈ D. (2)
We use the symbol to denote the relation of incidence.
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Generally, an automorphism of an incidence structure M = 〈S,L, 〉 is
a pair ϕ = (ϕ′, ϕ′′) of bijections ϕ′ : S 7−→ S, ϕ′′ : L 7−→ L such that for
every a ∈ S, l ∈ L the conditions a l and ϕ′(a) ϕ′′(l) are equivalent. In
particular, if M = D(G,D) then every automorphism ϕ = (ϕ′, ϕ′′) of M
uniquely corresponds to a pair f = (f ′, f ′′) of bijections of G determined by
ϕ′
(
(a)
)
=
(
f ′(a)
)
, ϕ′′
(
[b]
)
=
[
f ′′(b)
]
.
We shall frequently refer to the pair f as to an automorphism of M.
As a convenient tool to establish possible automorphisms of an incidence
structure M = 〈S,L, 〉, we frequently use in the paper the notion of the
neighborhood M(a) of a point a ∈ S. It is a substructure of M, whose
points are all the points of M collinear with a, and lines are the lines of M
which contain at least two points collinear with a (”lines” are considered in
a purely incidence way here: lines of M(a) consist only of points of M(a)).
Clearly, if ϕ = (ϕ′, ϕ′′) is an automorphism of M, then ϕ maps M(a) onto
M(ϕ′(a)).
Let M = 〈M,L〉 be an arbitrary partial linear space and let κ = (κ′,κ′′)
with κ′ : M −→ L, κ′′ : L −→ M be a correlation of M′. Recall that if
κ = (κ′,κ′′) is a correlation of M then the pair ψ of maps, (convention:
coordinate-wise composition of pairs of functions) ψ = (ψ′, ψ′′) = (κ′′,κ′) ◦
(κ′,κ′′) is a standard collineation of M.
2 Generalities
Now, we are going to present some general facts about properties of the
structure D(G,D).
Some of the automorphisms of D(G,D) are determined by automor-
phisms of the underlying group G, namely
Remark 2.1. If f ∈ Aut(G) then f determines an automorphism ϕ =
(ϕ′, ϕ′′) of D(G,D) with ϕ′ = f iff f(D) = q · D for some q ∈ G and
ϕ′′([a]) = [q · f(a)] for every a ∈ G .
Proposition 2.2. Let D be a quasi difference set in a commutative group
G. Then the map κ defined by
κ((a)) = [a−1], κ([a]) = (a−1) (3)
is an involutive correlation of the structure D = D(G,D). Consequently, D
is self-dual. A point a of D is selfconjugate under κ iff a2 ∈ D.
Proof. Clearly, κ is involutory.
Let a, b ∈ G. Then (a) [b] means that b−1 · a ∈ D. This is equivalent
to (a−1)
−1
· b−1 ∈ D, i.e. κ([b]) = (b−1) [a−1] = κ((a)). Thus κ is a
correlation.
Finally, assume that (a) κ((a)) = [a−1]. From (2) we obtain a2 ∈ D.
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The correlation defined by (3) will be referred to as the standard corre-
lation of D(G,D).
Following a notation frequently used in the projective geometry we write
[b]∗ for the set of the points which are incident with a line [b],
[b]∗ = {(b · d) : d ∈ D}.
Immediate from (2) is the following
Lemma 2.3. Let D = D(G,D) for a subset D of a group G and let a, b ∈ G.
(i) The set of the lines of D through the point (a) can be identified with
a ·D−1. We write (a)∗ for the set of the lines through (a) and then
(a)∗ = {[a · d−1] : d ∈ D}. (4)
(ii) The points (a) and (b) are collinear in D (we write: (a) ∼ (b)) iff
a−1 · b ∈ D−1D. If (a) 6= (b) are two collinear points then we write a, b for
the line which joins these two points. If a−1b = d1
−1d2 with d1, d2 ∈ D then
a, b = [a · d1
−1] = [b · d2
−1]. (5)
(iii) The lines [a] and [b] of D have a common point iff a−1 · b ∈ DD−1.
We write a ⊓ b for the common point of two mutually intersecting lines [a]
and [b]. If a−1 · b = d1 · d2
−1 with d1, d2 ∈ D then
a ⊓ b = (a · d1) = (b · d2). (6)
Proof. (i): By definition, (a) [b] is equivalent to a ∈ bD, i.e. to a−1 ∈
(bD)−1 = D−1b−1. And the last condition is equivalent to a−1b ∈ D−1, i.e.
to b ∈ aD−1.
(ii): From (i), (b) is collinear with (a) iff (b) [p] for some line [p] through
(a). This means that b = pd2, for some d2 ∈ D, and [p] ∈ (a)
∗. Thus
b = ad1
−1d2 for some d1, d2 ∈ D, so a
−1 · b ∈ D−1D. Then ad1
−1 = bd2
−1
and directly from (2) we verify that (a), (b) [ad1
−1].
(iii) is proved dually; [a] and [b] have a common point if ad1 = bd2 for
some d1, d2 ∈ D, which yields our claim.
As a straightforward consequence of 2.3 we get
Proposition 2.4. Let G = 〈G, ·, 1〉 be a group, D be a quasi difference
set in G with 1 ∈ D, and a1, a2 ∈ G. Points (a1) and (a2) can be joined
with a polygonal path in D(G,D) iff there is a finite sequence q1, . . . , qs of
elements of D−1D such that a1 = q1 · . . . ·qs ·a2. Consequently, the connected
component of the point (1) is isomorphic to D(〈D〉
G
,D), where 〈D〉
G
is the
subgroup of G generated by D. Every two connected components of any two
points are isomorphic.
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From now on we assume that D generates G.
Let D be a quasi difference set in a group G satisfying the following:
if d1, d2, d3, d4 ∈ D and d1d2
−1d3d4
−1 ∈ DD−1 then
d1d2
−1 = 1 or d3d4
−1 = 1 or d1d4
−1 = 1, or d3d2
−1 = 1.
(⋆)
Lemma 2.5. Assume that G is an abelian group, and (⋆) holds. Let (a)
be a point of D(G,D), d1, d2 ∈ D, and [b1] = [ad1
−1] and [b2] = [ad2
−1] be
two distinct lines through (a).
(i) If d′i ∈ D and (pi) = (adi
−1d′i) is a point (on [bi]) distinct from (a)
for i = 1, 2, then (p1) ∼ (p2) iff d
′
1 = d
′
2.
(ii) For every point (pd) = (ad1
−1d) of [b1] with d ∈ D, d 6= d2, d1 there
is the unique point (q) = (ad2
−1d) on [b2] which completes (a), (pd) to a
triangle. The point (pd2) cannot be completed in such a way.
(iii) If [g] is a line of D(G,D) which crosses [b1], [b2] and misses (a)
then g = ad1
−1d2
−1d for some d ∈ D with d 6= d1, d2.
(iv) If [gi] = [ad1
−1d2
−1d′i] with d
′
i ∈ D for i = 1, 2 are two lines, both
crossing [b1], [b2] and missing (a), then [g1], [g2] intersect each other in the
point (ad1
−1d2
−1d′1d
′
2).
Proof. Since G is commutative, we have D−1D = DD−1, and (xy)−1 =
x−1y−1 for all elements x, y of G.
(i): In view of 2.3(ii), (p1) ∼ (p2) iff p1
−1p2 ∈ D
−1D. Since p1
−1p2 =
d′1
−1d1d2
−1d′2, we need d
′
1
−1d1d2
−1d′2 ∈ DD
−1. From (⋆) we get one of the
following:
• d1d2
−1 = 1: in this case d1 = d2, and thus [b1] = [b2], contrary to the
assumptions.
• d′2d2
−1 = 1 or d′1
−1 = d1: in this case (p2) = (a) or (p1) = (a).
• d′1
−1d′2 = 1: this is our claim.
(ii) follows immediately from (i).
(iii): Let [g] cross [bi] in a point (pi). From definition, pi = adi
−1d for
some d ∈ D, and from (ii), d 6= d1, d2. Then from (6) we obtain p1, p2 =
[p1d2
−1] = [ad1
−1d2
−1d].
(iv): From 2.3(iii) we find that [g1] and [g2] have a common point,
since g1
−1g2 = d
′
2d
′
1
−1 ∈ DD−1. With (6) we have g1 ⊓ g2 = (g1d
′
2) =
(ad1
−1d2
−1d′1d
′
2)
Then we shall try to establish automorphisms of structures of the form
(1). Let us begin with some rigidity properties.
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Lemma 2.6. Let D = D(G,D), where D satisfies assumption (⋆). Let f
be a collineation of D such that f(o) = o for a point o. If f satisfies any of
the following:
a) f fixes all points on a line through o, or
b) f preserves every line through o
then f fixes all the points on lines through o.
Proof. SinceD has a transitive group of automorphisms, we can assume that
o = (d0) = (0). Let f = (f
′, f ′′) be a collineation of D and f ′ ↾ l1 = idl1
for a line l1 = [−d1] through o (d1 ∈ D). Take any line l2 = [−d2]. Then
the points (−d1 + d2) on l1 and (−d2+ d1) on l2 give the unique pair of not
collinear points ”between” l1 and l2 (cf. 2.5(ii)). We have f
′(−d1 + d2) =
(−d1+d2) and f
′(−d2+d1) [f
′′(−d2)]. The only point in D(o) non-collinear
with (−d1 + d2) lies on [−d2]; therefore f
′′(−d2) = −d2. Thus f preserves
every line through o.
Now, let f(l) = l for every line l through o. Take arbitrary l1 = [−d1],
l2 = [−d2], d1, d2 ∈ D. As above, we show that (−d1 + d2) and (−d2 + d1)
are preserved by f ′. This yields f ′(−d1+d2) = (−d1+d2) for all d1, d2 ∈ D,
which is our claim.
As an immediate consequence we get
Corollary 2.7. Let f be a collineation which fixes a line l of D point-
wise. Under assumption (⋆) f fixes all points on every line which crosses
l. Consequently, if D is connected then f = id.
Corollary 2.8. Under assumption (⋆) every automorphism of D which
has a fixed point o is uniquely determined by its action on the lines through
o. Consequently, the point stabilizer Aut(D)(o) of the automorphism group
of D is isomorphic to a subgroup of Sr, where r = |D|.
3 Products of difference sets
Let Gi = 〈Gi, ·i, 1i〉 be a group for i ∈ I, and 1i ∈ Di ⊂ Gi for every i ∈ I.
Let G =
∏
i∈I Gi, i.e. let G be the set of all functions g : I −→
⋃
{Gi : i ∈
I} with g(i) ∈ Gi. Then the product
∏
i∈I Gi is the structure 〈G, ·, 1〉, where
(g1 ·g2)(i) = g1(i) ·i g2(i) for g1, g2 ∈ G, and 1(i) = 1i. It is just the standard
construction of the direct product of groups. The set∑
i∈I Gi = {g ∈ G : g(i) 6= 1i for a finite number of i ∈ I}
is a subgroup of
∏
i∈I Gi, denoted by
∑
i∈I Gi. If I = {1, . . . , r} is finite then
G1 ⊕ . . .⊕ Gr :=
∏
i∈I Gi =
∑
i∈I Gi =:
∑r
i=1 Gi.
For every j ∈ I we define the standard projection pij :
∏
i∈I Gi −→ Gj
by pij(g) = g(j), and the standard inclusion εj : Gj −→
∑
i∈I Gi by the
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conditions (εj(a))(j) = a and (εj(a))(i) = 1i for i 6= j and a ∈ Gj . Recall
that pij and εj are group homomorphisms.
We set
∑
i∈I Di =
⋃
{εi(Di) : i ∈ I}. For a finite set I = {1, . . . r} we
write
∑
i∈I Di =
∑r
i=1Di = D1 ⊎ . . . ⊎Dr.
Proposition 3.1. If Di is a quasi difference set in Gi for every i ∈ I then∑
i∈I Di is a quasi difference set in
∑
i∈I Gi.
Proof. We set D =
∑
i∈I Di. The aim is to prove that D satisfies QDS. Let
g1, g2, g3, g4 ∈ D and assume that g1g2
−1 = g3g4
−1. Let gi ∈ εji(Dji). If
j1 = j2 then pij(g1g2
−1) = 1j for every j 6= j1; thus pij(g3g4
−1) = 1j , and
thus j3 = j4 = j1. From assumption we infer that g1 = g3 and g2 = g4.
If j1 6= j2, analogously, we come to j1 = j3 and j2 = j4. Then we obtain
g1 = g3 and g2
−1 = g4
−1, which yields our claim.
Let Di = D(Gi,Di). We write∑
i∈I Di := D(
∑
i∈I Gi,
∑
i∈I Di).
For I = {1, . . . , r} we write also
∑r
i=1Di := D(G1,D1) ⊕ . . . ⊕D(Gr,Dr).
This terminology can be somewhat misleading (it is not true that D(G,D)
determines the set D in some standard way); we hope this will not lead
to misunderstanding, since in any case suitable quasi difference sets will be
explicitly given.
Let us examine two particular cases of the above construction. First,
let D = D(Ck, {0, 1}) ⊕ D(G
′,D′). Set D = {0, 1} ⊎ D′ and denote D′ =
D(G′,D′); then D = D(Ck ⊕ G
′,D). Let a = (i, a′) ∈ Ck × G
′. Then the
points of a·D are of the form (i, a′·p) with p ∈ D′, and – one point – (i+1, a′).
Somewhat informally we can say that the line with the coordinates [i, a′]
consists of the points (i, p), where (p) [a′] and one ”new” point (i+ 1, a′).
In other words, we have a function fi which assigns to every line of D
′ a
point of D′ such that the lines of D are of the form i × l′ ∪ {(i + 1, fi(l))},
where l′ is a line of D′. Thus we can consider D as a space D′ k-times
inscribed cyclically into itself. In the above construction, the function fi is
defined by fi([a]) = (a).
Let D = D(G1,D1)⊕D(G2,D2). The lines of D are of the form (a1, a2)+
D1⊎D2, which, on the other hand, can be written as [a1]
∗×{(a2)}∪{(a1)}×
[a2]
∗. Recall, that the lines of the Segre productD∗ = D(G1,D1)⊗D(G2,D2)
(cf. [7]) are the sets of one of two forms: [a1]
∗ × {(a2)} or {(a1)} × [a2]
∗.
Therefore, the lines of D are unions of some pairs of the lines of D∗.
Immediately from 2.4 we have the following
Corollary 3.2. Let Di be a quasi difference set in a group Gi such that
〈Di〉Gi = Gi for i ∈ I. Then
∑
i∈I Di generates
∑
i∈I Gi. Consequently,
if every one of the structures Di = D(Gi,Di) is connected then
∑
i∈I Di is
connected as well.
Multiplied configurations 9
Let J ⊂ I; we extend the inclusions εi to the map εJ :
∑
j∈J Gj −→∑
i∈I Gi by the condition
(εJ(a))(i) =
{
1i for i ∈ I \ J
a(i) for i ∈ J
for arbitrary a ∈
∑
j∈J Gj . (7)
Let us denote M =
∑
i∈I Di and N =
∑
j∈J Dj. Next, let c ∈
∑
i∈I\J Gi.
Let M ≀I\J c be the substructure of M determined by the set {p ∈∑
i∈I Gi : p(i) = c(i), ∀ i ∈ I \ J}. The following is immediate from def-
initions.
Proposition 3.3. The map τεI\J(c) ◦ εJ is an isomorphism of N and the
structure M ≀I\J a. Consequently, for any c
′, c′′ ∈
∑
i∈I\J Gi the map
τεI\J(c′′) ◦ τεI\J(c′)
−1 is an isomorphism of M ≀I\J c
′ and M ≀I\J c
′′.
A substructure of M of the form M ≀I\J c will be referred to as a J-part
of M; in fact, it is a Baer substructure of M.
With similar techniques we can prove
Proposition 3.4. Let J be a nonempty proper subset of I. Then∑
i∈I Di
∼=
∑
i∈J Di ⊕
∑
i∈I\J Di.
Proposition 3.5. Let Di = D(Gi,Di), where Di is a quasi difference set in
a group Gi for i ∈ I. Assume that there is a pair of bijections ϕ
′
i, ϕ
′′
i : Gi −→
Gi such that the pair κi = (κ
′
i,κ
′′
i ) of maps
κ′i : (a) 7→ [ϕ
′
i(a)], κ
′′
i : [a] 7→ (ϕ
′′
i (a)) for a ∈ Gi (8)
is a correlation of Di for i ∈ I. Set ϕ
′ = ϕ′1×. . .×ϕ
′
r and ϕ
′′ = ϕ′′1×. . .×ϕ
′′
r .
If ϕ′i = ϕ
′′
i for every i ∈ I (i.e. if κi are involutory) then the pair κ =
(κ′,κ′′) of maps
κ′ : (a) 7→ [ϕ′(a)], κ′′ : [a] 7→ (ϕ′′(a)) for a ∈
∑
i∈I Gi (9)
is an involutory correlation of
∑
i∈I Di.
Proof. Let us note that, directly from the definition of D =
∑
i∈I Di the
following conditions are equivalent for a, b ∈
∑
i∈I Gi:
a) (a) [b], and
b) (ai) [bi] in Di for some i ∈ I and aj = bj for i 6= j ∈ I.
Indeed, a ∈ b ·D iff a = b ·d for some d ∈
⋃
{εi(Di) : i ∈ I} i.e. iff ai ∈ bi ·Di
and aj = bj for all j 6= i. Therefore,
κ′′([b]) = (ϕ′′(b)) [ϕ′(a)] = κ′((a))
iff the following holds:
κ′′i ([bi]) = (ϕ
′′
i (bi)) [ϕ
′(ai)] = κ
′
i((ai)) and ϕ
′′
j (bj) = ϕ
′
j(aj) for j 6= i.
Now the claim is evident.
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Note that, in particular, if we assume in 3.5 that every κi is the standard
correlation (ϕ′i(a) = −a, cf. 2.2), then κ is the standard correlation as well.
Proposition 3.6. Let Di = D(Gi,Di) and fi = (f
′
i , f
′′
i ) be bijections of Gi
such that f ′i : (a) 7−→ (f
′
i(a)) and f
′′
i : [a] 7−→ [f
′′
i (a)] yields a collineation of
Di for i ∈ I, and let D =
∑
i∈I Di. We set F
′ =
∏
i∈I f
′
i , F
′′ =
∏
i∈I f
′′
i ,
and F = (F ′, F ′′). Then the pair F is a collineation of D iff f ′i = f
′′
i for
every i ∈ I.
Proof. Let p ∈
∑
i∈I Gi, take arbitrary i ∈ I. Let the points g1, g2 of the
form
gs(j) =
{
p(j) for j 6= i
p(j) + ds for j = i
(10)
lie on the line [p]. Consequently, their images are F (gs) with
F (gs)(j) =
{
f ′(pj) for j 6= i
f ′(pj + d
s) for j = i,
(11)
for d1, d2 ∈ Di. Besides, from the assumption, the points F (g1), F (g2) lie on
[f ′′(p)] and f ′′(p)(j) = f ′′j (pj) as well. Furthermore, if F (gs) ∈ [f
′′(p)] then
according to (11) we obtain f ′′(p)(j) = f ′j(pj). Finally, we get that F is a
collineation of D iff [f ′′i (a)] = f
′′
i ([a]) = [f
′
i(a)] for every a ∈ Gi.
Obviously, the pair (f ′i , f
′′
i ), where f
′
i = f
′′
i = τai and ai ∈ Gi, is a
collineation of Di; therefore, the pair (
∏
i∈I f
′
i ,
∏
i∈I f
′′
i ) is an automorphism
of D. But this is a rather trivial result, as
∏
i∈I τai = τa. We have also some
automorphisms of another type:
Lemma 3.7. Let β ∈ Sn and let the map h : G
n −→ Gn be defined by the
condition h((x1, . . . , xn)) = (xβ(1), . . . , xβ(n)). Then the pair F = (f
′
i , f
′′
i ) =
(h, h) is a collineation of
D(G,D)⊕D(G,D)⊕ . . .D(G,D)︸ ︷︷ ︸
n times
= D(Gn,Dn).
Proof. Take a point (x) = (x1, . . . , xn) and a line [y] = [y1, . . . , yn], such
that (x) [y]. Then, there exists i ∈ I with xi = yi + d
i, di ∈ D and xj = yj
for all j 6= i. Images of x and y under h satisfy analogous condition, with i
replaced by β(i) and thus (h(x)) [h(y)].
3.1 Cyclic multiplying
In this section we shall be mainly concerned with structures of the form
D(G,Dr), determined by G = Cn1⊕. . .⊕Cnr andDr = {e0, e1, . . . , er}, where
e0 = (0, 0, . . . , 0) and (ei)j = 0 for i 6= j, (ei)i = 1. Such a set Dr will be
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called canonical. One can observe thatD(G,Dr) ∼=
∑r
i=1D(Cni , {0, 1}) and,
on the other hand D(G,Dr) ∼= D(Cn1 , {0, 1}) ⊕D(Cn2 ⊕ . . .⊕ Cnr ,Dr−1).
Thus defining a structureD(G,Dr) we generalize a construction of cyclically
inscribed polygons. Figure 1 illustrates the structure D(C3 ⊕C3 ⊕ C3,D3)
which, on the other hand can be considered as consisting of three copies of
Pappus configuration cyclically inscribed.
Fig. 1: Multiplied Pappus configuration
Lemma 3.8. Let M = D((Ck)
n,Dn), where Dn is the canonical quasi dif-
ference set in abelian group (Ck)
n.
(i) For every permutation α of the set {0, . . . , n}, such that α(0) = 0,
there exists a collineation f = (f ′, f ′′) of the structure M such that f ′(e0) =
e0 and f
′′(−ei) = −eα(i) for i = {0, . . . , n}.
(ii) For every transposition α of the set {0, . . . , n}, such that α(0) =
s 6= 0, there exists a collineation f = (f ′, f ′′) of the structure M such that
f ′(e0) = e0 and f
′′(−ei) = −eα(i) for i = {0, . . . , n}.
(iii) For every permutation α of the set {0, . . . , n} there exists a collineation
f = (f ′, f ′′) of the structure M such that f ′(e0) = e0 and f
′′(−ei) = −eα(i)
for i = {0, . . . , n}.
(iv) If α is a permutation of the set {0, . . . , n} and f = (f ′, f ′′) is a
collineation of the structure M such that f ′(e0) = e0, f
′′(−ei) = −eα(i) for
i = {0, . . . , n}, then f ′τv(f
′)−1 = τf ′(v).
Proof. (i): Let us define a function f ′ : G −→ G by following formula:
f ′(x1, . . . , xn) = (xα(1), . . . , xα(n)). (12)
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Then f ′ ∈ Aut(G) and f ′(Dn) = Dn, thus f
′ determines an automorphism
of M. In view of 2.1 we get f ′′(y1, . . . , yn) = (yα(1), . . . , yα(n)) so, f
′′(−ei) =
−eα(i).
(ii): We define a function f ′ : G 7−→ G by formula:
f ′(x1, . . . , xn) = (x1, . . . , xs−1,−
n∑
i=1
xi, xs+1, . . . , xn), (13)
then f ′ ∈ Aut(G). It is easy to notice that f ′(Dn) = −es + Dn. From
2.1, f ′ gives a collineation and f ′′(y1, . . . , yn) = (y1, . . . , ys−1,−
∑n
i=1 yi −
1, ys+1, . . . , yn), and thus f
′′(−ei) = −eα(i).
(iii) follows immediately from (i) and (ii).
(iv): Let α be a permutation such that α(0) = 0, then f ′ is given by (12)
and (f ′)−1(x1, . . . , xn) = (xα−1(1), . . . , xα−1(n)). Therefore f
′τv(f
′)−1(x1, . . . , xn) =
(x1, . . . , xn) + f
′(v) = τf ′(v)(x1, . . . , xn).
If α is a transposition then f ′ is given by (13), thus f ′ = (f ′)−1 and,
analogously, after simple calculation we get our claim.
Lemma 3.9. Let M = D((C3)
n,Dn) and θ = (0, . . . , 0). For every k, i, j ∈
{0, . . . , n} with k 6= j, i there is exactly one point qk,i;j such that θ 6=
qk,i;j [−ei] and qk,i;j is collinear with (−ek + ej) [−ek]. We have
qk,i;j =
{
(−ei + ej) if i 6= j
(−ei + ek) if i = j
(14)
Consequently, for every point o of M, any two distinct lines L1, L2 through
o and every point p with o 6= p L1 there is the unique point q such that
o 6= q L2 and p ∼ q.
Proof. Let us consider, first, the case k = 0. Clearly, (ej), (−ei+ej) [−ei+ej]
and o 6= (−ei + ej) [−ei] for i 6= j (cf. 2.5). If (ej) ∼ (−ei + ek) = q [−ei]
and i 6= j then, by 2.3(ii) we have u := ej + ei − ek ∈ Dn − Dn. Then u is
a combination of at most two elements of Dn and thus i = k or j = k. If
i = k then q = θ; if j = k we obtain the claim.
Further, since 2ei = −ei we have (ei), (−ei) [ei] and, clearly, (−ei) [−ei].
The requirement (ei) ∼ (−ei + ek) [−ei] in view of 2.3(ii) gives ei + ek ∈
Dn − Dn, which has only two solutions: ek = e0 = θ and ek = ei. This
proves the formula (14) for k = 0.
For arbitrary k we can see that (−ek + ej), (−ei + ej) [−ek − ei + ej]
and θ 6= (−ei + ej) [−ei] for i 6= j, and (−ek + ei), (−ei + ek) [ek + ei] and
θ 6= (−ei+ek) [−ei]. Since the stabilizer of the point θ in the automorphism
group of M acts transitively on lines through θ (cf. 3.8) we proved (14).
To close the proof it suffices to recall that M is homogeneous: transla-
tions form a transitive group of automorphisms of M.
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Proposition 3.10. Let k > 3. Under the notation from 3.8 the group
Aut(M)(o) with o = (0, . . . , 0) is isomorphic to Sn+1, while Aut(M)
∼=
Sn+1 ⋉ (Ck)
n.
Proof. To every collineation f = (f ′, f ′′), which fixes o, there is a permuta-
tion α = αf uniquely assigned such that f
′′(−ei) = −eα(i). Clearly, from
2.8 the map f 7−→
ξ
αf is a group monomorphism. From (iii) of 3.8, ξ is an
epimorphism so, ξ is an isomorphism of Sn+1 and Aut(M)(o). We know that
Tr(G) ∼= G and Aut(M) = Tr
(
(Ck)
n
)
◦Aut(M)(o). Based on 3.8(iv) we have
(τufα)(τvfβ) = τuτfα(v)fαβ, which yields our claim.
Then, we shall pay some attention to the more general case. Namely,
we describe the neighborhood of a point q in the configuration of the form
M = D(Ck,D2) ⊕D(G,D), i.e. D(Ck ⊕ G, {0, 1} ⊎D), where D is a quasi
difference set in an abelian group G. Since M has a point-transitive auto-
morphisms group, without loss of generality we can assume that q = (0, θ),
where θ is the zero of G. Immediately from definitions we calculate the
following
Lemma 3.11. Let D = {d0, . . . , dn} be a quasi difference set in an abelian
group G = 〈G,+, θ〉, and let q = (0, θ) ∈ Ck × G. Set M = D(Ck,D2) ⊕
D(G,D). The lines of M through q are the following:
1: li = [0,−di] for i = 0, . . . , n.
Each line [0,−di] contains q and the following points:
a: qi,j = (0,−di + dj) for j = 0, . . . , i, i 6= j;
b: p′i = (1,−di).
2: l′′ = [−1, θ] = [k − 1, θ].
Its points are q and the following
c: p′′i = (−1, di) for i = 0, . . . , n.
Then the points qi,j form a substructure isomorphic under the map (0, a) 7−→
(a) to the neighborhood of θ in D(G,D). Moreover, the following additional
connecting lines appear:
3: For every i, j = 0, . . . , n, i 6= j the line l′′i,j = [−1,−dj + di] joins p
′′
i =
(−1, di) [−1, θ] = l
′′ with qj,i = (0,−dj + di) [0,−dj ] = lj .
4: For every i, j as above, the line l′i,j = l
′
j,i = [1,−(di + dj)] joins p
′
i =
(1,−di) [0,−di] = li with p
′
j = (1,−dj) [0,−dj ] = lj .
The lines listed above are pairwise distinct.
(i) If k > 3, then no other connecting line appears.
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(ii) Let k = 3. Then −1 = 2 holds in Ck, and then another connections
are associated with triples (di, dj , dr) ∈ D
3 satisfying
di + dj + dr = θ. (15)
Namely, let (15) be satisfied. Evidently, −(di + dj) = dr.
5: The line l′i,j = [1,−(dj + di)] = [1, dr] connects p
′′
r = (−1, dr) [−1, θ] =
l′′ with p′j = (1,−dj) [0,−dj ] = lj .
6: If, moreover, j 6= i, then the above line passes through p′i as well so, it
coincides with the line defined in (4).
The cases presented above are illustrated in Figures 2 and 3.
q0,i
q=(0 ),q
...
q0, j
qi, j
qi, 0
qj, 0
qj, i
p
||
0
p
||
i
p
||
j
l0
li
lj
l
||
p
|
0
p
|
i
p
|
j
. . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
l
|
0 ,j
l
|
i, 0 l
|
j, i
l
||
0 ,i
l
||
0 ,j
l
||
i, 0
l
||
i, j
l
||
j, i
l
||
j, 0
Fig. 2: The neighborhood of the point (0, θ) in a configuration D(Ck,D2)⊕
D(G,D)
In the case of configurations determined by quasi difference sets we
can apply also some other techniques generalizing those of [8]. Let D0 =
D(G0,D) for a quasi difference set in a group G0, let k be an integer, and
D = D(Ck ⊕ G0,D ⊎ {0, 1}). Then, let f = (f
′, f ′′) be a collineation
of D0. Recall that a collineation of D(Ck, {0, 1}) is simply an element
of the dihedral group Dk, i.e. it is any map αε,q : i 7→ εi + q, where
ε ∈ {1,−1}. Proposition 3.6 determines all the automorphisms of D of
the form (i, a) 7→ (αε,q(i), f
′(a)). Still, in this case we should look for auto-
morphisms defined with more complicated formulas.
Proposition 3.12. Let D be defined as above and f = (f ′, f ′′) ∈ Aut(D0).
The following conditions are equivalent:
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q0,i
q=(0 ),q
...
q0, j
qi, j
qi, 0
qj, 0
qj, i
p
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j
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p
|
0
p
|
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|
j
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l
|
0 ,j
l
|
i, 0
l
||
0 ,i
l
||
0 ,j
l
||
i, 0
l
||
i, j
l
||
j, i
l
||
j, 0
p =(-1,-(d +d ))
||
r j i
l
|
j,i
l
|
0 ,0
Fig. 3: The neighborhood of the point (0, θ) in a configuration D(Ck,D2)⊕
D(G,D) for k = 3
(i) There is a collineation ϕ = (ϕ′, ϕ′′) of D such that ϕ′((0, a)) =
(0, f ′(a)) and ϕ′′([0, b]) = [0, f ′′(b)].
(ii) There is a sequence fi (i ∈ Ck) of collineations of D0 defined recur-
sively by the formulas: f0 = f and f
′
i+1 = f
′′
i , where fi = (f
′
i , f
′′
i ).
In the case (ii) we have ϕ′((i, a)) = (i, f ′i(a)) and ϕ
′′([i, b]) = [i, f ′′i (b)].
Proof. It suffices to note that if (i) holds then (1, a) [0, a] for every a ∈ G0,
which gives, necessarily, ϕ′((1, a)) ϕ′′([0, a]) = [0, f ′′(a)] and thus ϕ′((1, a)) =
(1, f ′′(a)). Therefore, f ′′ (as a transformation of points) must determine a
collineation of D0.
4 Elementary properties
Lemma 2.5 enables us to discuss some elementary axiomatic properties of
the structures D(G,D). Let D be a quasi difference set in a commutative
group G.
Proposition 4.1. Under assumption (⋆) the structure D(G,D) is Veble-
nian.
Proof. Set D = D(G,D). Let (a) be a point of D and [b1], [b2] be two
distinct lines of D through (a). From (4), bi = adi
−1 for some d1, d2 ∈ D
with d1 6= d2. Consider any two lines [g1], [g2] which cross [b1] and [b2] and
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do not pass through (a). From 2.5(iii) gi = ad1
−1d2
−1d′i for some d
′
1, d
′
2 ∈ D
and then 2.5(iv) yields that the lines [g1], [g2] intersect each other, which
proves our claim.
Proposition 4.2. Under assumption (⋆) the structure D(G,D) is Desar-
guesian.
Proof. Let [bi] = [adi
−1] with di ∈ D be three lines through a point (a), and
let (p′i), (p
′′
i ) be two triples of points such that (p
′
i), (p
′′
i ) [bi] and p
′
i, p
′′
i 6= a
for i = 1, 2, 3, and ((p′1), (p
′
2), (p
′
3)), ((p
′′
1), (p
′′
2), (p
′′
3)) are triangles. With 2.5
we get for {i, j, k} = {1, 2, 3} that
[g′k] := p
′
i, p
′
j = [adi
−1dj
−1d′] and [g′′k ] := p
′′
i , p
′′
j = [adi
−1dj
−1d′′]
for some d′, d′′ ∈ D. From 2.5 we get
(qk) := g
′
k ⊓ g
′′
k = (adi
−1dj
−1d′d′′).
To close the proof it suffices to observe that (q1), (q2), (q3) [ad1
−1d2
−1d3
−1d′d′′].
Let us note that under assumptions of 2.5 the structure D(G,D) does
not contain any Pappus configuration. Indeed, (cf. e.g. [6] or [8]) the
Pappus configuration can be considered as D(C3 ⊕ C3,D0), where D0 =
{(0, 0), (0, 1), (1, 0)}, see Figure 4. Then (0, 0), (1, 0), (0, 1) [0, 0]; (0, 0), (1, 2), (0, 2) [0, 2];
(1, 0) ∼ (1, 2), and (0, 1) ∼ (0, 2), which contradicts 2.5(ii).
Fig. 4: Pappus configuration
Lemma 4.3. Let D be a quasi difference set in an abelian group G such that
1 ∈ D. Assume that there are d1, d2, d3, d4 ∈ D\{1} with d1 6= d3, d
2
1 = d2
−1,
and d23 = d4
−1. Then D = D(G,D) contains Pappus configurations.
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Proof. From the assumptions we get d2 6= d4 as well. Note that incidences
indicated in the following table hold in D:


(1) (d1) (d3) (d2
−1) (d4
−1) (d2
−1
d4
−1) d1d3 d2
−1
d3 d4
−1
d1
[1] × × ×
[d2
−1
d4
−1] × × ×
[d1d3] × × ×
[d2
−1] × × ×
[d4
−1] × × ×
[d1] × × ×
[d1d4
−1] × × ×
[d3] × × ×
[d3d2
−1] × × ×


Then the map defined for the points by
(0, 0) (1, 0) (0, 1) (1, 2) (2, 1) (1, 1) (2, 2) (0, 2) (2, 0)
(1) (d1) (d3) (d2
−1) (d4
−1) (d2
−1d4
−1) d1d3 d2
−1d3 d4
−1d1
and for the lines by
[0, 0] [1, 1] [2, 2] [0, 2] [2, 0] [1, 2] [1, 0] [2, 1] [0, 1]
[1] [d2
−1d4
−1] [d1d3] [d2
−1] [d4
−1] [d1] [d1d4
−1] [d3] [d3d2
−1]
embeds the Pappus configuration into the structure D.
Note that if Dn is the canonical quasi difference set in the abelian group
(Ck)
n then the structure M = D((Ck)
n,Dn) satisfies (⋆) iff k > 3. Then,
as a consequence of 4.1 and 4.2 we get
Corollary 4.4. Let k > 3. Then the structure M = D((Ck)
n,Dn) is Veble-
nian and Desarguesian.
Proposition 4.5. For k = 3 the structure M = D((Ck)
n,Dn) is not Veble-
nian.
Proof. Let (e0), (−e1+e2), (−e2+e1) be a triangle inM. We take Li = [−ei]
for i = 1, 2, and K1 = [e1+ e2], K2 = [−e1− e2+ e3]. Then (e0) L1, L2, and
K1 crosses L1 in (−e1 + e2) and L2 in (−e2 + e1). Furthermore, the lines
K2, L1 meet in (−e1 + e3), and (−e1 + e3) is the common point of K2, L2.
Suppose that K1∩K2 6= {∅}; then (e1+e2)+et = (−e1−e2+e3)+es for
some s, t = {1, . . . , n}, s 6= t, which implies a contradiction: e1+e2+e3+es =
et.
Proposition 4.6. For k = 3 the structure M = D((Ck)
n,Dn) is Desargue-
sian.
Proof. Let k = 3. We gather some simple facts, useful in further part of the
proof. The structure M has the following properties:
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1) all the lines through the point (e0) are of the form [−ei], where i =
1, . . . , n;
2) (−ei + es), (−ej + es) [−ei − ej + es], where j, s = 1, . . . , n, s 6= i, j;
3) (−ei + ej), (−ej + ei) [ei + ej ];
4) [−ei − ej + es] crosses [−ei − ej + et] in (−ei − ej + es + et), where
t = 1, . . . , n, t 6= i, j;
5) [−ei − ej + es] does not cross [ei + ej ];
6) there is no other line which crosses both [−ei] and [−ej ] except [−ei −
ej + es] or [ei + ej ].
Indeed: 1), 2), 3), 4) – follow immediately from 2.5, 2.3.
Ad 5): If [−ei − ej + es] intersects [ei + ej ] then for some r, t we have
ei + ej + es = er − et – a contradiction.
6) follows from 3.9.
Without loss of generality we can assume that o = (e0) is the perspective
center of two triangles T1, T2, inscribed into three lines L1, L2, L3 of M such
that the corresponding pairs of their sides intersect each other. From 1), the
Lr for r = 1, 2, 3 are of the form Lr = [−eir ]. From 2), 3), and 6) we get
that the sides of these triangles can be the lines [−ei − ej + es] or [ei + ej ].
On the other hand, none of the sides of the triangles inscribed into the Lr
can have the form [ei + ej ], since, as a consequence of 5), the line [ei + ej]
(joining two points: one on Li, and the second on Lj) does not intersect
any other line which crosses both Li and Lj, and which should be a side
of the second corresponding triangle. Then the sides are lines of the type
[−ei − ej + es], which pairwise intersect each other respectively, in view of
4). Consequently, we find that the triangles T1, T2 have as their vertices the
points
T1 : (−ei1 + es), (−ei2 + es), (−ei1 + es), T2 : (−ei1 + et), (−ei2 + et), (−ei1 + et),
for some es, et. With the help of 2) and 4) we calculate that the points of
intersection of the corresponding sides of T1 and T2 are c1 = (−ei1 − ei2 +
es+et), c2 = (−ei2−ei3 +es+et), and c3 = (−ei3−ei1 +es+et). Evidently,
the points c1, c2, c3 lie on the line [−ei1 − ei2 − ei3 + es + et], which proves
the claim.
5 Examples
5.1 Multi-Fano configuration
Let us consider the Fano configuration F as a configuration given by a
quasi difference set F = D(C7, {0, 1, 3}) (cf. [6, 4]). Now we present
multi-Fano configuration F+ = D(Ck ⊕ C7, {(0, 0), (0, 1), (0, 3), (1, 0)}) ∼=
D(Ck, {0, 1}) ⊕ F as a particular case of multiplied Fano configuration.
The configuration F+ for k = 3 is presented in Figure 5. One can observe
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that this structure contains Pappus configuration. We refer to a {2}-part
{i} × C7 = F
+ ≀{1} (i) of F
+ as to a Fano part of it (cf. 3.3).
(0,0)
(0,3) (0,4)
(0,6)
(0,2)
(0,5)
(0,1)
(1,0)
(1,2)
(1,4)
(1,1)
(1,5)
(1,3)
(1,6)
(2,0)
(2,1)
(2,3)
(2,2)
(2,5)
(2,6)
(2,4)
[0,1]
[0,2]
[0,3]
[0,4]
[0,5]
[0,6]
[0,0]
[1,1]
[1,2]
[1,3]
[1,4]
[1,5]
[1,6]
[1,0]
[2,1]
[2,2]
[2,3]
[2,4]
[2,5]
[2,6]
[2,0]
Fig. 5: The multi-Fano configurationD(C3 ⊕ C7, {(0, 0), (0, 1), (0, 3), (1, 0)})
Lemma 5.1. If f ∈ Aut(F+), and x, y are two points of M, such that
f(x) = y, then f transforms the Fano’s part of the neighborhood of x into
the Fano’s part of the neighborhood of y.
Proof. Let us assume k > 3. Then the structure determined by points which
are collinear with x = (i, a) is shown in Figure 6. Let us observe, that the
points of rank 4 in the (i, a) neighborhood form the Fano part F+ ≀{1} (i),
which yields our claim.
If k = 3, then three new lines appear: [i+1, a], [i+1, a+1], [i+1, a+3] in
the neighborhood of x, and the point (i+1, a+6) is the only one of the rank 3.
There are three rank 2 lines and one rank 4 line through the point (i+1, a);
and one rank 3, two rank 2, one rank 4 line through the point (i+1, a+4).
Thus the triangle {(i+ 1, a + d) : d = 0, 4, 6} is uniquely determined by the
geometry, and as a consequence the lines {[i + 1, a + d] : d = 0, 1, 3} are
determined as well. Now the claim is evident.
Lemma 5.2. If f ∈ Aut(F+) and f preserves {0} × C7 then f preserves
{i} × C7 for every i ∈ {0, 1, . . . , k − 1}.
Proof. Let f ∈ Aut(F+); assume that f preserves {0} × C7 = F
+ ≀{1} (0).
Then every line [0, l] is transformed by f onto a line of the form [0, l′]. Thus
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(i,a)
(i,a+1)
(i,a+3)
(i,a+5)
(i,a+4)
(i-1,a+1)
(i-1,a)
(i,a+6)
(i+1,a+6)
(i+1,a+4)
(i+1,a)
(i-1,a+3)
(i,a+2)
[i,a]
[i,a+4] [i,a+6] [i-1,-a]
[i-1,a+5]
[i-1,a+1]
[i-1,a+3]
[i-1,a+2]
[i-1,a+6]
[i,a+5]
[i,a+1]
[i-1,a+4]
[i,a+2]
[i,a+3]
[i+1,a+6] [i+1,a+3]
[i+1,a+4]
Fig. 6: Neighborhoods of a point (i, a) in multi-Fano configuration
the image of the point (1, a) [0, l] is (1, a′) [0, l′] for some a′, l′. Consequently,
f maps the substructure F+ ≀{1} (i) of points of the level i = 1 onto itself.
Inductively, we get the same result for every i = 0, 1, . . . , k − 1.
Lemma 5.3. If f ∈ Aut(F) then f = τ ◦ g, where τ is a translation of the
group C7, and g ∈ Aut(F)(a). All the elements of Aut(F)(a) are written in
the table below.
Collineations of the Fano configuration D(C7, {0, 1, 3}) which fix the
point (a)
a + 1 a+ 2 a + 3 a+ 4 a + 5 a + 6 [a] [a+ 1] [a+ 2] [a+ 3] [a+ 4] [a + 5] [a+ 6]
a + 1 a+ 2 a + 3 a+ 4 a + 5 a + 6 [a] [a+ 1] [a+ 2] [a+ 3] [a+ 4] [a + 5] [a+ 6]
a + 1 a+ 4 a + 3 a+ 2 a + 6 a + 5 [a] [a+ 1] [a+ 3] [a+ 2] [a+ 6] [a + 5] [a+ 4]
a + 1 a+ 5 a + 3 a+ 6 a + 2 a + 4 [a] [a+ 5] [a+ 2] [a+ 3] [a+ 6] [a + 1] [a+ 4]
a + 1 a+ 6 a + 3 a+ 5 a + 4 a + 2 [a] [a+ 5] [a+ 3] [a+ 2] [a+ 4] [a + 1] [a+ 6]
a + 2 a+ 1 a + 6 a+ 4 a + 5 a + 3 [a + 6] [a+ 1] [a+ 5] [a+ 3] [a+ 4] [a + 2] [a]
a + 6 a+ 3 a + 2 a+ 4 a + 5 a + 1 [a + 6] [a+ 3] [a+ 2] [a+ 1] [a+ 4] [a + 5] [a]
a + 3 a+ 6 a + 1 a+ 4 a + 5 a + 2 [a] [a+ 3] [a+ 5] [a+ 1] [a+ 4] [a + 2] [a+ 6]
a + 4 a+ 2 a + 5 a+ 1 a + 3 a + 6 [a + 4] [a+ 1] [a+ 2] [a+ 5] [a] [a + 3] [a+ 6]
a + 5 a+ 2 a + 4 a+ 3 a + 1 a + 6 [a + 4] [a+ 2] [a+ 1] [a+ 3] [a] [a + 5] [a+ 6]
a + 3 a+ 2 a + 1 a+ 5 a + 4 a + 6 [a] [a+ 2] [a+ 1] [a+ 5] [a+ 4] [a + 3] [a+ 6]
a + 2 a+ 4 a + 6 a+ 1 a + 3 a + 5 [a + 6] [a+ 1] [a+ 3] [a+ 5] [a] [a + 2] [a+ 4]
a + 6 a+ 5 a + 2 a+ 1 a + 3 a + 4 [a + 6] [a+ 5] [a+ 2] [a+ 1] [a] [a + 3] [a+ 4]
a + 6 a+ 4 a + 2 a+ 3 a + 1 a + 5 [a + 6] [a+ 3] [a+ 1] [a+ 2] [a] [a + 5] [a+ 4]
a + 2 a+ 5 a + 6 a+ 3 a + 1 a + 4 [a + 6] [a+ 2] [a+ 5] [a+ 3] [a] [a + 1] [a+ 4]
a + 4 a+ 1 a + 5 a+ 2 a + 6 a + 3 [a + 4] [a+ 1] [a+ 5] [a+ 2] [a+ 6] [a + 3] [a]
a + 4 a+ 3 a + 5 a+ 6 a + 2 a + 1 [a + 4] [a+ 3] [a+ 2] [a+ 5] [a+ 6] [a + 1] [a]
a + 5 a+ 3 a + 4 a+ 2 a + 6 a + 1 [a + 4] [a+ 2] [a+ 3] [a+ 1] [a+ 6] [a + 5] [a]
a + 5 a+ 1 a + 4 a+ 6 a + 2 a + 3 [a + 4] [a+ 5] [a+ 1] [a+ 3] [a+ 6] [a + 2] [a]
a + 3 a+ 5 a + 1 a+ 2 a + 6 a + 4 [a] [a+ 2] [a+ 5] [a+ 1] [a+ 6] [a + 3] [a+ 4]
a + 3 a+ 4 a + 1 a+ 6 a + 2 a + 5 [a] [a+ 3] [a+ 1] [a+ 5] [a+ 6] [a + 2] [a+ 4]
a + 2 a+ 3 a + 6 a+ 5 a + 4 a + 1 [a + 6] [a+ 2] [a+ 3] [a+ 5] [a+ 4] [a + 1] [a]
a + 6 a+ 1 a + 2 a+ 5 a + 6 a + 3 [a + 6] [a+ 5] [a+ 1] [a+ 2] [a+ 4] [a + 3] [a]
a + 4 a+ 6 a + 5 a+ 3 a + 1 a + 2 [a + 4] [a+ 3] [a+ 5] [a+ 2] [a] [a + 1] [a+ 6]
a + 5 a+ 6 a + 4 a+ 1 a + 3 a + 2 [a + 4] [a+ 5] [a+ 3] [a+ 1] [a] [a + 2] [a+ 6]
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Proof. It suffices to recall that the translations are automorphisms of every
structure, which is defined by a quasi difference set.
Proposition 5.4. Let F+ = D(Ck ⊕ C7, {(0, 0), (0, 1), (0, 3), (1, 0)}).
(i) If 7 ∤ k, then the group Aut(F+) is isomorphic to Ck ⊕ C7.
(ii) If 7 | k, then the group Aut(F+) is isomorphic to C3 ⋉ (Ck ⊕ C7).
Proof. Generally, Tr(Ck ⊕ C7) ⊆ Aut(F
+). Let us take g = τ−f(0,0) ◦ f ,
where f ∈ Aut(F+). Then g((0, 0)) = (0, 0). From 5.1, every collineation
g ∈ Aut(F+)((0,0)) preserves the Fano substructure in the neighborhood of
the point (0, 0). From 5.2, the Fano substructure is preserved on every of i
levels, where i = 0, 1, . . . , k−1. In view of 3.12, there is a map ϕ = (ϕ′, ϕ′′),
such that ϕ′(i, a) = (i, f ′i(a)) and ϕ
′′([i, b]) = [i, f ′′i (b)], where (f
′
i , f
′′
i ) =
fi ∈ Aut(F), i ∈ Ck. From 3.12(ii), ϕ is a collineation of F
+ iff f ′i+1 = f
′′
i .
Analyzing the table in 5.3 we find that there are two different collineations,
which have a chance to satisfy the condition above; these are: ϕ′1(x) =
2x, ϕ′2(x) = 4x. It is easy to compute that ϕ
′′
1 = τ6ϕ
′
1, ϕ
′′
2 = τ4ϕ
′
2. Let
f ′0 = ϕ
′
1, then f
′′
0 = τ6ϕ
′
1. By induction we get that f
′
i = τ6iϕ
′
1, and then
f ′′i = τ6(i+1)ϕ
′
1. In particular, f
′′
k−1 = τ6kϕ
′
1 = f
′
0 = ϕ
′
1. Therefore τ6k = id
i.e. 6k ≡ 0 holds in C7 and thus 7 | k. We will get the same result if we
consider f ′0 = ϕ
′
2. To close the proof we observe that G = {ϕ
′
1, ϕ
′
2, id}
∼= C3
and fτ(j,b)f
−1(i, a) = τf(j,b)(i, a) for f ∈ G.
5.2 Multi-Pappus configuration
Since D((C3)
2,D2) is simply the Pappus configuration, a structure of the
form D((C3)
n,Dn) will be called a multi-Pappus configuration. Figure 1
illustrates the structure D((C3)
3,D3). Note that 3.10 cannot be used to
characterize the group of automorphisms of a multiplied Pappus configu-
ration. Below, we shall describe the automorphism group of the structure
D((C3)
n,Dn), where Dn is the canonical quasi difference set in the group
(C3)
n.
Lemma 5.5. Let M = D((C3)
n,Dn), f = (f
′, f ′′) ∈ Aut(M). If
(a) f ′′ fixes every line through o and f ′ fixes every point on L
for some point o of M and some line L through o, then f is the identity
automorphism.
Proof. Let M be any line through o, L 6=M , and o 6= x M . From (a) there
is the unique point y L with o 6= y ∼ x. From assumptions, f ′′(M) = M
and f ′(y) = y, which gives f ′(x) = x. Thus we proved that f ′ fixes every
point collinear with o.
By the duality principle (M is self-dual!), f ′′ fixes every line which crosses
L. Therefore f satisfies (a) for every point x collinear with o and every line
through x. From the connectedness of M we get our statement.
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Proposition 5.6. Let M = D((C3)
n,Dn) with n > 2 and let G = Aut(M).
Then G ∼= Sn+1 ⋉ (C3)
n, where the action of Sn+1 on (C3)
n is defined in
3.10.
Proof. Let f ∈ G. Clearly, M has a point transitive group of automor-
phisms: translations. Therefore there is q ∈ (C3)
n such that f = τq ◦ f0
and f0 ∈ G(θ). Then f0 = (f
′
0, f
′′
0 ) determines a permutation α ∈ Sn+1 such
that f ′′0 maps the line [−ei] onto [−eα(i)] for i = 0, . . . , n. From 3.8 there
is an automorphism fα−1 ∈ G(θ) associated with α
−1; we set g = fα−1 ◦ f0
and then g ∈ G(θ) preserves every line through θ. In particular, g = (g
′, g′′)
permutes points on [e0] so, it determines a permutation β ∈ Sn such that
g′(ei) = (eβ(i)) for i = 1, . . . , n.
If β = id, then from 5.5 we infer that g is the identity automorphism.
Assume that β 6= id so, i 6= j = β(i) for some i, j. and thus g′(ei) = ej 6= ei.
Considering pairs of lines [e0], [−ei] and [e0], [−ej ] from (14) we infer that
g′(−ei) = (−ei + ej) and g
′(−ej + ei) = (−ej). Again from (14) considering
[−ei], [−ej ] we get g
′−1(−ej + ei) = (−ej), which gives, finally, g
′(ej) = ei.
Thus we proved: β interchanges i with j.
Let k 6= i, j, 0 and k ≤ n. Consider the lines [−ek], [e0], and [−ei]. From
(14) we get g′(−ek+ei) = −ek+ej = g
′−1(−ek+ei) and g
′(−ei) = (−ei+ej).
Note that (−ei + ej) ∼ (−ek + ej) and (−ei) ∼ (−ek) and thus g
′(−ek) =
(−ek + ej) which yields a contradiction: (−ek) = (−ek + ei). Finally, we
come to β = id, which closes the proof.
5.3 Splitting of the multi-Pappus configuration and a cyclic
projective plane
Let us consider the structure
M = D((C3)
k,Dk)⊕D(Cn,D), (16)
where D((C3)
k,Dk) is a configuration given in 5.6 and N = D(Cn,D)
is the cyclic projective plane PG(2, q), given by a Singer difference set
D = {d0, d1, . . . , dq} in the group Cn, n = q
2 + q + 1 (cf. [10, 4]). We
usually adopt d0 = 0. According to the general theory, the projective
cyclic plane PG(2, q) may be determined by q + 1 distinct difference sets
D1,D2, . . . ,Dq+1. One can notice, that configurationsMi = D((C3)
k,Dk)⊕
D(Cn,D
i), i = 1, 2, . . . , q + 1 are not necessarily isomorphic. Indeed, for in-
stance:
D(C23 ,D2)⊕D(C13, {0, 1, 3, 9}) ≇ D(C
2
3 ,D2)⊕D(C13, {0, 2, 8, 12}).
The structure M can be also represented in the form:
D(C3,D1)⊕ (. . .⊕ (D(C3,D1)︸ ︷︷ ︸
k times
⊕D(Cn,D)) . . .)
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(cf. 3.4); therefore, we can use several times 3.11 to get an exact description
of the neighborhood of a point of M. In particular, we can present every
point p ∈M in the form
p = (xk, . . . , x1, y),
where xk, . . . , x1 ∈ C3, y ∈ Cn. In this notation, the points and the lines of
M(θ) – the neighborhood of θ = (0, . . . , 0) ∈ (C3)
k × Cn, are the following:
qi,j = (0, . . . , 0,−di + dj),
p′m,i = (0, . . . , 1m, 0, . . . ,−di), p
′′
m,i = (0, . . . , 2m, 0, . . . , di)
li = [0, . . . , 0,−di], l
′′
m = [0, . . . , 2m, 0, . . . , 0]
for di, dj ∈ D; i, j = 0, . . . , q; i 6=, j; m = 1, . . . , k
p′s,q+r = (0, . . . , 1s, 0, . . . , 2r, 0, . . . , 0), p
′′
s,q+r = (0, . . . , 2s, 0, . . . , 1r, 0, . . . , 0)
for s = 2, . . . , k; r = 1, . . . , s − q + 2.
Lemma 5.7. Let M be the structure defined in (16), and F ∈ Aut(M)(θ).
Then, F leaves invariant the multi-Pappus subconfiguration (a {1, . . . , k}-
part, or multi-Pappian part of M)
(C3)
k × {0} = M ≀{k+1} (0) ∼= D((C3)
k,Dk),
and F leaves invariant the cyclic projective subplane (a k+1-part, or ”pro-
jective” part of M)
{(0, . . . , 0)} × Cn = M ≀{1,...,k} (0, . . . , 0)︸ ︷︷ ︸
k times
∼= D(Cn,D)
(cf. 3.3) as well.
Moreover, F determines two permutations: α ∈ Sq and β ∈ Sk such
that F (l′′m) = l
′′
β(m) and then F (p
′
m,0) = p
′
β(m),0, and F (li) = lα(i) for m =
1, . . . , k, i = 1, . . . , q.
Proof. Let us take a closer look at the neighborhoodM(θ). Recall, that every
line and point of PG(2, q) is of the rank q + 1. Then, the maximal rank of
the point or line in M(θ) equals q + k + 1. Assume q ≥ 3. The only part of
M(θ), where not passing through θ lines of the rank greater than 3 appear,
is precisely the projective cyclic subplane S = {(0, . . . , 0)} ×D(Cn,D). If
q = 2 then only this subplane consists of not passing through θ lines, which
are incident with three points of the rank 3 + k. Therefore, it must be
invariant under F so, in particular, the family of lines li = [0, . . . ,−di] for
i = 0, . . . , q, di ∈ D is preserved.
With the help of 3.11 we see that p′m,0 l
′
0 are the only points of rank
q+k+1 which simultaneusly: lie on one of the lines li, do not belong to some
rank 3 line, and are not from S. Thus F must preserve these points and,
consequently, the line l0. Therefore, there exists α ∈ Sq such that F (li) =
lα(i) for i > 0. Furthermore, F leaves the set {l
′′
m = [0, . . . , 2m, 0, . . . , 0] : m =
1, . . . , k} invariant so, there exists β ∈ Sk such that F (l
′′
m) = l
′′
β(m).
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The points of M(θ) which belong to D((C3)
k,Dk)×{0} are the following:
p′m,0, p
′′
m,0, p
′
s,q+r, and p
′′
s,q+r, wherem = 1, . . . , k; s = 2, . . . , k; r = 1, . . . , s−
q + 2. Note, that p′′m,0, p
′
s,q+r, p
′′
s,q+r are the only points on l
′′
m, which are
connected with one of p′m,0. Besides, every line of the rank 2 passing through
p′′m,0 l
′′
m consists of q + k + 1 rank points, but some lines passing through
p′s,q+r or through p
′′
s,q+r contain elements of the rank less than q + k + 1.
It means that the points p′′m,0 and then p
′
m,0 are permuted under the same
permutation β ∈ Sk which acts on the set of the lines l
′′
m.
Lemma 5.8. Let β ∈ Sk. We define the map Gβ on C
k
3 ⊕Cn by the formula
Gβ((xk, . . . , x1, y)) = (xβ(k), . . . , xβ(1), y). Then Gβ ∈ Aut(M), Gβ(θ) = θ,
and Gβ(p
′
m,0) = p
′
β(m),0.
Proof. We can write Gβ = G1⊕ idCn , where G1 = (f
′, f ′′) with f ′ = f ′′ = h
and h((xk, . . . , x1)) = (xβ(k), . . . , xβ(1)). From 3.7, G1 ∈ Aut(D(C
k
3 ,Dk)),
and from 3.6, Gβ ∈ Aut(M).
Lemma 5.9. Let Gβ be the map defined in 5.8, let G0 = {Gβ : β ∈ Sk}, and
let G = {τa ◦ g : g ∈ G0, a ∈ (C3)
k × Cn}. Then G0 ∼= Sk and G is the group
isomorphic to the semidirect product Sk ⋉ (C
k
3 ⊕ Cn).
Proof. It suffices to note that Gβ1 ◦ Gβ2 = Gβ1β2 and Gβ ◦ τa ◦ G
−1
β (u) =
τGβ(a)(u), where a, u ∈ C
k
3 ⊕ Cn.
Lemma 5.10. Under assumptions of 5.7 if, additionally, β = id (i.e. the
permutation β defined in 5.7 is the identity), then every point p′′m,0, p
′
s,q+r, p
′′
s,q+r
is fixed by F , for all m = 1, . . . , k; s = 2, . . . , k; r = 1, . . . , k − 1. Moreover,
the permutation α of {1, . . . , q} satisfies: F (p′m,i) = p
′
m,α(i) for i = 1, . . . , q.
Proof. Let m ∈ {1, . . . , k}. Note, that the point p′′m,0 is the only one on
the line l′′m, which is collinear with p
′
m,0. Now, let s ∈ {2, . . . , k}, r ∈
{1, . . . , s − q + 2}. Then, p′s,q+r l
′′
r and p
′′
s,q+r l
′′
s can be described as the
(unique) points connected with p′s,0 and p
′
r,0 respectively. Thus, with the
help of 5.7, we obtain
p′m,0 = F (p
′
m,0) ∼ F (p
′′
m,0) F (l
′′
m) = l
′′
m,
p′s,0 = F (p
′
s,0) ∼ F (p
′
s,q+r) F (l
′′
r ) = l
′′
r ,
p′r,0 = F (p
′
r,0) ∼ F (p
′′
s,q+r) F (l
′′
s ) = l
′′
s .
Hence, F (p′′m,0) = p
′′
m,0, F (p
′
s,q+r) = p
′
s,q+r and F (p
′′
s,q+r) = p
′′
s,q+r.
The point p′m,i can be characterized as the unique point connected with
p′m,0, which lies on li. Consequently,
p′m,0 = F (p
′
m,0) ∼ F (p
′
m,i) F (li) = lα(i),
and then F (p′m,i) = p
′
m,α(i).
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Lemma 5.11. Under assumptions of 5.10, and the condition
(a) for every, except at most one, di ∈ D there exist dj , dr ∈ D such that
di + dj + dr = 0
the permutation α given in 5.7 satisfies the following: F (p′′m,i) = p
′′
m,α(i),
F (qi,j) = qα(i),α(j), for m = 1, . . . , k; i, j = 1, . . . , q, i 6= j.
Consequently, if α = id, then F is the identity on M(θ).
Proof. Consider arbitrary m ∈ {1, . . . , k}. Let us draw attention to the
lines, which join the points from the set {p′′m,i : i = 1, . . . , q} =: P
′′ with the
points {p′m,i : i = 1, . . . , q} =: P
′. The condition (a) yields that there is at
most one pair (x, y) ∈ P ′′ × P ′ such that x is unconnected with the points
from P ′ and y is unconnected with the points from P ′′. What is more, every
remaining point p′′m,i from P
′′ is collinear with two points from P ′: p′m,j and
p′m,r, where di+ dj + dr = 0. Note that, if di+ djt + drt = 0 for t = 1, 2 then
{dj1 , dr1} = {dj2 , dr2} and thus the above points p
′
m,j and p
′
m,r are uniquely
determined by p′′i . Therefore,
l′′m = F (l
′′
m) F (p
′′
m,i) ∼ F (p
′
m,j) = p
′
m,α(j),
l′′m = F (l
′′
m) F (p
′′
m,i) ∼ F (p
′
m,r) = p
′
m,α(r),
and then F (p′′m,i) = p
′′
m,α(i).
From 3.11 we get, that qi,j li and qi,j ∼ p
′′
m,j. Consequently,
F (qi,j) F (li) = lα(i) and F (qi,j) ∼ F (p
′′
m,j) = p
′′
m,α(j);
thus F (qi,j) = qα(i),α(j).
Remind, that the symbol M(q) with q ∈ (C3)
k × Cn means the sub-
structure of M, which contains the points collinear with q and the lines
among them. If F (q) = q, then we write
α
F(q) for the permutation α of
{1, . . . , q} and
β
F(q) for the permutation β of {1, . . . , k} in accordance with
5.7 determined by the permutation F ↾M(q) of the points of M(q).
Lemma 5.12. Let the condition (a) of 5.11 be satisfied for M defined in
(16). If F ∈ Aut(M) preserves every line passing through q (in particular,
F (q) = q), then the permutations
β
F(s) and
α
F(q) determined by F , defined
in 5.10 and 5.11, are identities, and thus F is the identity on M(q).
Proof. Clearly, the translation g = τq maps θ to q and thus it maps M(θ)
onto M(q). We set G = g
−1 ◦F ◦ g. Then G ∈ Aut(M) and G(θ) = θ. From
assumption, G maps every line through θ onto itself. In particular, the lines
l′′m with m = 1, . . . , k are preserved under G, so
β
G(θ) = id,
α
G(θ) = id, and
thus, by 5.11, G is the identity on M(θ). Therefore, F = g ◦ G ◦ g
−1 is the
identity on M(q).
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Lemma 5.13. Let the condition (a) of 5.11 be satisfied for M defined in
(16), and let F ∈ Aut(M) fix all the points of M(q). If q
′ ∈ M(q), then F
fixes the points of M(q′) as well.
Proof. Observe, that every point q′ ∈ M(q) has rank greater or equal than
q + k and the rank of each point in M equals q + k + 1. It means, that
q+ k from q+ k+1 lines passing through q′ are contained in M(q). Since F
fixes M(q), these q + k lines remain invariant under F . Then, the last line
through q′ is also fixed. Applying 5.12 we obtain that F is the identity on
M(q′).
Since M is connected, combining 5.11 and 5.13 we obtain
Corollary 5.14. Let the condition (a) of 5.11 be satisfied for M defined
in (16) and let F ∈ Aut(M) and q be a point of M. If F (q) = q and F
preserves every line through q, then F = id.
Now, we determine the automorphisms group of M defined in (16) with
N = F = D(C7, {0, 1, 3}) being the cyclic projective plane PG(2, 2). The
obtained structure may be considered as a composition of multi-Pappus and
Fano configurations. Note, that other difference sets in C7 give us structures
isomorphic to M.
Proposition 5.15. Let M = D(Ck3 ,Dk)⊕D(C7, {0, 1, 3}) with k ≥ 2. Then
the group Aut(M) is isomorphic to Sk ⋉ (C
k
3 ⊕ C7).
Proof. Let F be an automorphism of M and g = τ−F (θ)) ◦F . Then g(θ) = θ
and g ∈ Aut(M). In view of 5.7, g leaves {p′m,0 : m = 1, . . . , k} invariant.
We set h = g ◦G−1β , where Gβ is the map defined in 5.8 and β =
β
g(θ) ∈ Sk.
Now, h ∈ Aut(M), h(θ) = θ and
β
h(θ) = id.
Consider the permutation α =
α
h(θ) of {1, 2} determined by h, in accor-
dance with 5.10 and 5.11. It follows from 5.10, that h permutes the points
from {p′m,i : i = 1, 2} for all m = 1, . . . , k. Note, that each of the points
p′m,1, p
′
m,2 has different rank, and thus α is the identity on {1, 2}. This to-
gether with 5.10 yields that h preserves every line through θ. From 5.14 we
get h = id so, g = Gβ. With 5.9 we close the proof.
Adopt N = PG(2, 3) instead of Fano configuration. Then, we obtain
Mi = D(Ck3 ,Dk)⊕D(C13,D
i),
where i = 1, 2, 3, 4 andD1 = {0, 1, 3, 9}, D2 = {0, 2, 8, 12}, D3 = {0, 6, 10, 11},
D4 = {0, 4, 5, 7}. Note, that the condition (a) from 5.11 is satisfied for all of
the Di, but in different manners: for every di ∈ D
1 there exist dj , dr ∈ D
1
such that di+dj+dr = 0, and in D
2,D3,D4 there is exactly one ds for which
do not exist such dj , dr. Thus, the configurations M
j , j = 2, 3, 4 are isomor-
phic to each other (for φ(x) = 3x we get φ(D2) = D3, φ(D3) = D4, φ(D4) =
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D1), but are not isomorphic to M1. Then, it suffices to consider M1 and
M2.
Proposition 5.16. Let Mi = D(Ck3 ,Dk)⊕D(C13,D
i), where i = 1, 2 and
D1 = {0, 1, 3, 9}, D2 = {0, 2, 8, 12}. Then, the group Aut(Mi) is isomorphic
to Sk ⋉ (C
k
3 ⊕ C13).
Proof. Let F be an automorphism of Mi and g = τ−F (θ) ◦F . Then g(θ) = θ
and g ∈ Aut(Mi). In view of 5.7, g leaves {p′m,0 : m = 1, . . . , k} invariant.
We set h = g ◦ G−1β , where Gβ is the map defined in 5.8 and β =
β
g(θ) ∈
Sk. Then h ∈ Aut(M
i), h(θ) = θ, and
β
h(θ) = id; from 5.10, h preserves
{l′′m : m = 1, . . . , k}.
Let α =
α
h(θ) be the permutation determined by h in accordance with
5.10; then from 5.11 we find that h(qi,j) = hα(qi,j) := qα(i),α(j) for all i, j.
For M1 note that if α 6= id, then hα does not preserve the collinearity in
S = {(0, . . . , 0)} ×D(C13,D
1). For example: q1,2, q0,2, q3,1, q2,1 form a line
in S, but qα(1),α(2), q0,α(2), qα(3),α(1), qα(2),α(1) do not, unless α = id.
In M2 for all m = 1, . . . , k we have: p′m,1 are points of rank 5 laying on
a line of rank 3, p′m,2 are points of rank 5 not laying on any line of rank 3,
and p′m,3 are points of rank 6; so h fixes these points and thus α = id.
In both cases, h fixes all the lines through θ so, from 5.14 we get h = id
and thus g = Gβ. Finally, applying 5.9 we finish the proof.
5.4 A power of cyclic projective plane
Let P = D(Ck,D) be a cyclic projective plane determined by a difference
set D in the group Ck (k = q
2 + q + 1, where q + 1 is both the size of a line
and the degree of a point of P).
Now, let us draw our attention to the following structure
M := P⊕P⊕ . . .⊕P︸ ︷︷ ︸
n times
=: Pn (17)
Remind that M = D((Ck)
n,D), where D = D⊎ . . .⊎D. Let us introduce a
few, useful in further, definitions. Namely:
supp(x) := {i ∈ {1, . . . , n} : xi 6= 0} for x ∈ (Ck)
n,
Ξγα := {x ∈ (Ck)
n : |supp(x)| = γ and if i ∈ supp(x) then xi = α},
Ξ1{α},{β} := Ξ
1
α ∪ Ξ
1
β,
Ξ2{α,β} := {x ∈ (Ck)
n : |supp(x)| = 2, {i, j} = supp(x) =⇒ {xi, xj} = {α, β}},
Pi := {x ∈ (Ck)
n : supp(x) = {i}, or x = θ}.
Si = {(x) : x ∈ Pi}, Ji = {[x] : x ∈ Pi}, i = 1, . . . , n.
For i1 6= i2 we have Ji1 ∩ Ji2 = {[θ]} and Si1 ∩ Si2 = {(θ)}. The sets Si
and Ji consist of points and lines respectively, which form a projective plane
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embedded in Pn((θ)). There are n such planes with the common line [θ], and
the common point (θ) in Pn((θ)). Note that, the degree of the point (θ) in
Pn((θ)) equals qn+ 1, and it is equal to the size of every line through (θ).
Remind also that for any point (x) and line [y] of Pn:
(x) [y] iff
xi − yi ∈ D and
xj = yj for all j 6= i, j ∈ {1, . . . , n}
for some i ∈ {1, . . . , n}.
(18)
Recall (cf. 2.3 (ii) and 2.3(iii)) that for x, x′ ∈ (Ck)
n
(x), (x′) are collinear ⇐⇒ [x], [x′] intersect ⇐⇒ x− x′ ∈ D −D (19)
Note that |supp(u)| ≤ 2 for every u ∈ D − D. Moreover, if |supp(u)| = 1
then ui ∈ D −D = Ck for i ∈ supp(u) and if |supp(u)| = 2 then u ∈ Ξ
2
{α,β},
where α ∈ D \ {0} and β ∈ −D \ {0}.
Now, we establish some crucial facts. The first is immediately from (18).
Lemma 5.17. The line [y] passes through (θ) iff [y] ∈ Ji for some i and
yi ∈ −D.
Analogously, the following is immediate from (19).
Lemma 5.18. Let x ∈ (Ck)
n. The point (x) is a point of Pn((θ)) iff x ∈ Pi
for some i (i.e. |supp(x)| = 1) or x ∈ Ξ2{α,β} and α ∈ −D\{0}, β ∈ D\{0}.
Lemma 5.19. If x ∈ Pi then either the line [x] passes through (θ) and
its size in Pn((θ)) is qn + 1, or the size of [x] in P
n
((θ)) is q + 1; then, in
particular, [x] does not contain any point of Pj with j 6= i.
Lemma 5.20. Let x ∈ (C7)
n. If the line [x] contains a point of Pn((θ))
(i.e. it intersects a line of the form [y] defined in 5.17) then |supp(x)| ≤ 3.
Moreover, if |supp(x)| = 3 then the size of [x] in Pn((θ)) is 2.
Proof. Assume that [x] and [y], as above, have common point (z). Then
|(supp(x− y)| ≤ 2. From assumption, |supp(y)| = 1 and thus |supp(x)| ≤ 3.
Let yi1 6= 0. If |supp(x)| = 3 then xi1 = yi1 ∈ −D. Write supp(x) =
{i1, i2, i3}. Since xi1 − yi1 = 0, xi2 = xi2 − yi2 , and xi3 = xi3 − yi3 , the
condition x − y ∈ D − D gives the description of x. Consequently, xi2 ∈
−D and xi3 ∈ D (or symmetrically, with i2, i3 interchanged). It is seen
that among the lines through (θ) only [y] and [y′] are crossed by [x] where
supp(y′) = {i2}, y
′
i2
= xi2 .
There are lines in Pn((θ)) linking points in Pi with points in Ξ
2
{α,β} where
α ∈ −D\{0}, β ∈ D\{0}. Namely:
Auxiliary Lemma 5.20.1. Let (x) ∈ Si, [y] ∈ Ji, and (x) [y]. For every
j 6= i there are q lines of the size 2 in Nn((θ)), such that each of them joins
(x) with one of the pairwise collinear points (z1), . . . (zq), where z1i = . . . =
zqi = xi− yi, {z
1
j , . . . , z
q
j } = −D \ {0}, and z
1
s = . . . = z
q
s = 0 for all s 6= i, j;
s = 1, . . . , n.
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D o w d: Assume x ∈ Si, [y] ∈ Ji, and (x) [y] for some i ∈ {1, . . . , n}. Take
the point (z) with zi = xi − yi, zj ∈ −D \ {0} and zs = 0 for all s 6= i, j.
Then, from (18), xi− yi ∈ D, so xi ∈ D+ yi. One can note that zi ∈ D, and
thus x − z ∈ D − D. Moreover, (z) ∈ Nn((θ)) – in view of 5.18. Now, the
claim follows directly from (19). △
Auxiliary Lemma 5.20.2. For any two points a, a′ of M there is a se-
quence b0, . . . , bm of points of M such that b0 = a, bm = a
′, and bj is a point
of a cyclic projective subplane in Pn(bj−1) for j = 1, . . . ,m.
D o w d: Without loss of generality we consider a = (θ); let a′ = ((a′1, . . . , a
′
n)).
Take the sequence
(
uj = (uj,1, . . . , uj,n) : j = 1, . . . , n
)
of elements of (Ck)
n
defined by
uj,i = 0 for i 6= j, uj,j = a
′
j
and put b0 = a, bj = (τuj ◦ τuj−1 ◦ . . . ◦ τu1)(a) for j = 1, . . . , n. △
In the sequel we shall frequently determine the number of solutions of
the following problems:
given y ∈ Ck, y 6= 0 determine u ∈ −D such that
(α) : y − u ∈ D
(β) : y − u ∈ −D.
Lemma 5.21. The problem (α) has exactly one solution. The problem (β)
has exactly one solution when y ∈ −2D, in the other case it has either two
distinct solutions, or it has no solution.
Proof. Write u = −d, with d ∈ D. In the case (α) we search for d′ ∈ D
with y − u = d′ i.e. y = d′ − d. Since y 6= 0, both d and d′ are uniquely
determined by y.
Let us pass to (β). We need y − u = −d′ for some d′ ∈ D; this means
y = −d− d′. Assume that −d− d′ = −d1 − d
′
1. Then d1 − d
′ = d− d′1 and
eiher d1 = d
′, d = d′1, or d1 = d, d = d
′
1. The two solutions u = −d and
u = −d′ of (β) coincide iff y = −2d ∈ −2D.
Recall that D ∩ −D = {0}; indeed, suppose that d1 = −d2 for some
d1, d2 ∈ D. Then we write d1 − 0 = 0 − d2 – the rest is evident from the
definition of a quasi difference set.
Now, we pass to determining lines [y] of M((θ)) of the size at least 3; in
view of 5.20 we can assume that |supp(y)| = 2 and then, to simplify formulas
without loss of generality we assume that supp(y) = {1, 2}. Let [u] thorugh
(θ) cross [y]; in view of (19), supp(u) ⊂ supp(y) and there are two cases to
consider: supp(u) = {1} or supp(u) = {2}. Let us start with the first one.
Remember that
u = −d1 and d1 ∈ D, and y1, y2 6= 0.
There are three possibilites:
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(a) y1 − u1 = 0 and then y2 ∈ Ck\{0} is arbitrary;
(b) y1 − u1 ∈ D\{0}, y2 ∈ −D\{0};
(c) y1 − u1 ∈ −D\{0}, y2 ∈ D\{0}.
Assume (a). We try to find another line [u′] through (θ) that crosses [y].
Assume that u′1 6= 0. If y1 − u
′
1 = 0 then u = u
′. If y1 − u
′
1 ∈ D\{0}
from 5.21 we come to u1 = u
′
1 (note: y1 − u1 ∈ D!). If y1 − u
′
1 ∈ −D\{0}
write y1 − u1 = −0 ∈ −D; from 5.21 two possible distinct solutions of the
corresponding (β) are u1 or 0. Again, this way we cannot obtain u
′ 6= u.
Now, we assume that u′2 6= 0. The line [u
′] crosses [y] in three cases:
(a.1) y2 − u
′
2 = 0; then y1 is arbitrary 6= 0 (though we already know that
y1 ∈ −D, since y1 = u1 = −d1);
(a.2) y2 − u
′
2 ∈ D\{0}; then y1 ∈ −D\{0} which actually is valid.
(a.3) y2−u
′
2 ∈ −D\{0} and y1 ∈ D\{0}, which is impossible, since y1 ∈ −D.
In case (a.1), u′2 is determined uniquely, but then necessarily y2 ∈ −D.
Moreover, y2 − u
′
2 ∈ D, and if so, there is no u
′′ with u′′2 6= u
′
2, 0 that may
satisfy y2 − u
′′
2 ∈ D\{0}. Finally, if y1, y2 ∈ −D\{0}, the size of [y] is 2.
In case (a.2), from 5.21 we find that there is exactly one possible u′2. Sum-
ming up, we get that the size of [y] is at most 2.
Assume the case (b) or (c); moreover, assume that y1 /∈ −D, since the
case where y1 ∈ −D was already examined in (a). By the symmetry, we can
also assume that y2 /∈ −D. Thus it remains to consider the case (c) only;
then y2 ∈ D\{0}. From 5.21, there are at most two u
′ ∈ −D\{0} such that
u′1 6= 0, u1 and y1 − u
′
1 ∈ −D\{0} (to this aim we need y1 ∈ −(D + D) but
y1 /∈ −2D).
If we want to have another line [u′] passing through (θ) and intersecting
[y] we must have u′2 ∈ −D\{0}. If y2 − u
′
2 ∈ D\{0}, then y1 ∈ −D\{0},
which contradicts assumptions. Therefore, y2 − u
′
2 ∈ −D\{0} and y1 ∈
D\{0}. Again, there are at most two such u′2; there are exactly two when
y2 ∈ −(D +D) but y2 /∈ −2D.
The size of the line [y] varies from 1 to 4. It is equal to 4 in the case
where
yi ∈ (−(D +D)) ∩ D \ (−2D ∪ −D) for i = 1, 2. (20)
The size of [y] is 3 if yi1 as in (20), and yi2 satisifes
yi2 ∈ (−(D +D)) ∩D ∩ (−2D) \ −D. (21)
with {i1, i2} = {1, 2}.
5.4.1 A power of Fano plane
Now, let us put M = Fn, where F = D(C7, {0, 1, 3}). Our goal is to deter-
mine the automorphisms group of Fn. We claim as follows:
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(0,0)
(0,1)
(0,3)
(3,0)
(1,0)
(6,1)
(6,3)
(2,0)
(6,0)
(4,1)
(4,3)
(4,0)
(5,0)
(0,2)
(0,6)
(3,6)
(1,6)
(0,4)
(0,5)
(3,4)
(1,4)
[0,0]
[0,4]
[4,0]
[0,6]
[6,0]
[3,3]
Fig. 7: Neighborhood of the point (0, 0) in F⊕ F
Proposition 5.22. Let Pn be the structure defined in (17) with P := F =
D(C7, {0, 1, 3}). Then, the group Aut(F
n) is isomorphic to Sn ⋉ (C7)
n.
Proof. Let (0, . . . , 0) =: θ, and τ(u1,...,un)((x1, . . . , xn)) = (x1 + u1, . . . , xn +
un) for (u1, . . . , un), (x1, . . . , xn) ∈ (C7)
n. Take under consideration F =
τ−f(θ) ◦ f , where f ∈ Aut(F
n). Clearly, τ(u1,...,un) ∈ Aut(F
n), and conse-
quently F ∈ Aut(Fn)((θ)). To understand better the geometry of F
n we
analyze Fn((θ)) (see Figure 7 for the case n = 2).
Let J ′′0 be the family of lines of the size 4 in F
n
((θ)) and J
′
0 be the family of
the lines of the size 3 in Fn((θ)) that are not in any of the Ji. To find a form
of these lines we apply the obtained conditions (20) and (21) to the classical
Fano plane. We compute as follows:
−D = {0, 4, 6};
2D = {0, 2, 6}; then −2D = {0, 1, 5}
−2D ∪ −D = {0, 1, 4, 5, 6};
D +D = {0, 1, 2, 3, 4, 6}, then −(D +D) = {0, 1, 3, 4, 5, 6}
−(D +D) ∩ D = {0, 1, 3}
−(D +D) ∩ D ∩ −2D = {0, 1}.
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Next we can infer:
Auxiliary Lemma 5.22.1. Let y ∈ (C7)
n. Then [y] ∈ J ′′0 iff y ∈ Ξ
2
3.
Let y ∈ Ξ23 and supp(y) = {i1, i2}. Clearly, [y] does not intersect [θ],
but [y] intersects every of the remaining two lines in Ji1 and in Ji2 . Conse-
quently, for any two i1, i2 ∈ {1, . . . , n} there is (exactly one) line in J
′′
0 that
crosses two lines in Ji1 and two lines in Ji2.
No two distinct lines in J ′′0 intersect.
D o w d: Suffice to see that in this case (20) defines the set
(−(D +D)) ∩ D \ (−2D ∪−D) = {0, 1, 3} \ {0, 1, 4, 5, 6} = {3},
that together with |supp(y)| = 2 produces the first claim.
To prove the second claim note that if supp(y) = {i1, i2} then the com-
mon points of [y] and lines in Ji1 are x, x
′ with |supp(x)| = 2 such that
xi1 ∈ {4, 6} and xi2 = 3 and similarly for i2. △
Auxiliary Lemma 5.22.2. If y 6= θ, then [y] is of the size 3 in Fn((θ)) iff
either y ∈ Ξ2{1,3} or y ∈ Pi for some i ∈ {1, . . . , n}. This gives, in particular,
that J ′0 = {[y] : y ∈ Ξ
2
{1,3}}.
Let supp(y) = {i1, i2}, yi1 = 1, and yi2 = 3. Clearly, [y] and [θ] do not
intersect. The line [y] crosses two other lines in Ji2 and it crosses exactly
one line in Ji1. Consequently, for every two i1, i2 ∈ {1, . . . , n} there is
(exactly one) line in J ′0 hat crosses two lines in Ji2 and crosses exactly one
line in Ji1.
No two distinct lines in J ′0 intersect.
D o w d: As in proof of 5.22.1 we find the set {3} defined by (20) and
substitute for (21) as follows:
(−(D +D)) ∩ D ∩ (−2D) \ −D = {0, 1} \ {0, 4, 6} = {1}.
To close the proof note that if y is as required, then [y] crosses [y′], [y′′] ∈
Ji2 , where y
′
i2
= 4 and y′′i2 = 6 in the points (x
′) and (x′′) resp., such that
x′i2 = 4, x
′′
i2
= 6, x′i1 = 1 = x
′′
i1
. The line [y] crosses exactly one line in Ji1 ;
namely the line [y′] such that y′i1 = 4 in the point (x
′) such that x′i1 = 4 and
x′i2 = 3. △
Directly from 5.22.2 we get
Auxiliary Lemma 5.22.3. A line L in Fn((θ)) belongs to J
′
0 iff it is of the
size 3 and no other line of the size 3 in Fn((θ)) crosses L.
Observing 5.22.2, 5.22.1 (and their proofs: formulas for corresponing
points of intersection), and 5.18 we obtain immediately
Auxiliary Lemma 5.22.4. Let (x) be a point of Fn((θ)). Then x ∈ Pi iff
there are two distinct lines of the size 3 that pass through it. The set of
points on the lines in J ′0 ∪ J
′′
0 is exactly the set of points of the form (x)
with x /∈ ∪ni=1Pi.
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From the above analysis it follows that Fn((θ)) contains exactly n subcon-
figurations isomorphic to a Fano plane; these are exactly substructures of
the form 〈Si,Ji, 〉. Intuitively, we can read 5.22.1 as a statement that any
two Fano subplanes of Fn((θ)) are joined by a line of the size 4. Analogously,
5.22.2 explains how lines of the size 3 join the above Fano subplanes.
In view of 5.22.4 and 5.22.3 our automorphism F preserves the set⋃n
i=1 Si and further, it permutes the above Fano subplanes (clearly, a Fano
subplane must be mapped onto a Fano subplane). That gives that F deter-
mines a permutation σ such that F maps the set Si onto Sσ(i) and it maps
the family Ji onto Jσ(i) for every i = 1, . . . , n.
Obviously, F preserves the set of lines of the size 4 in Fn((θ)). Since these
lines are of the form [y] with y ∈ Ξ23, we can identify every such a line [y]
with the set supp(y) ∈ ℘2({1, . . . , n}). Every point (x), where x ∈ Ξ
3
3, is in
Fn the meet of three lines [yt], yt ∈ Ξ
2
3, and t = 1, 2, 3 iff supp(yt) ⊂ supp(x).
Therefore, lines {[y] : y ∈ Ξ23} together with their intersection points form
the structure dual to G3(n). The map F determines a permutation F0 of
the lines in J ′′0 which, in view of the above, is an automorphism of G3(n).
The automorphisms group of G3(n) is the group Sn – compare [9] and thus
there is σ′ ∈ Sn which determines F0. It is seen (cf. 5.22.1) that σ
′ = σ. Let
G = Gσ be the automorphism of F
n determined by the permutation σ (cf.
3.7) and let ϕ = G−1 ◦F . Clearly, ϕ is an automorphism of Fn, and ϕ maps
every line in J ′′0 onto itself. Consequently, ϕ maps every family Ji \ {[θ]}
onto itself and thus it leaves the line [θ] invariant.
From 5.22.3, the map ϕ preserves the family J ′0; observing intersections
of the lines of this family and the lines in the families Ji (cf. 5.22.2) we get
that every line through (θ) remains invariant under ϕ.
Now, we need three other global properties.
Auxiliary Lemma 5.22.5. Let F be an automorphism of M such that F
leaves every line through a point a invariant. Then F ↾ Fn(a) = id.
D o w d: Without loss of generality we can assume that a = θ (consider
F ′ := τ−a ◦ F ◦ τa, if necessary) and then we can apply characterizations
proved before.
From 5.22.1 we get that F fixes every point on an arbitrary line in J ′′0
and it fixes every point on an arbitrary line in J ′0. In view of 5.22.4 this
gives that F fixes every point outside the Si. Considering the set of lines
of the size 2 in Fn((θ)) (compare Figure 7) we conclude that every point (x)
with x ∈ Pi is fixed as well which closes the proof. △
Auxiliary Lemma 5.22.6. Let a, b be two points of Fn such that b is a
point of a Fano subconfiguration in Fn(a). If F is an automorphism of F
n
such that F ↾ Fn(a) = id then F ↾ F
n
(b) = id as well.
D o w d: Again, we assume that a = (θ). The degree of the point b in
Fn((θ)) amount to 2n+1, so every line through b is preserved and the claim
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follows from 5.22.5. △
Now, we return to the proof of the theorem. Recall that we have already
proved that ϕ preserves every line through (θ). From 5.22.6 and 5.20.2
by a straightforward induction we come to ϕ = id and thus F = Gσ and
f = τf(θ) ◦Gσ.
To close the proof, note that for elements x = (x1, . . . , xn), u = (u1, . . . , un)
of (C7)
n we have
Gσ◦τu((x)) = Gσ((x1+u1, . . . , xn+un)) = ((xσ(1)+uσ(1), . . . , xσ(n)+uσ(n))) =
= Gσ(x1, . . . , xn) +Gσ(u1, . . . , un) = τGσ((u1,...,un)) ◦Gσ((x1, . . . , xn)),
i.e. Gσ ◦ τu ◦G
−1
σ = τGσ(u), as required.
5.4.2 A power of cyclic projective plane PG(2, 3)
Let us adopt M = Nn, where N = D(C13, {0, 1, 3, 9}) – cyclic projective
plane PG(2, 3).
Note that the map
µα : C13 ∋ x 7−→ α · x with α = 3
is an automorphism of the group C13 that leaves the set D invariant, and
therefore it determines an automorphism of N. Moreover for the induced
automorphism we have µ3[y] = [µ3(y)] for every y ∈ C13 (cf. 2.1). Clearly,
µ3 generates the C3 group
H := {µ1 = id, µ3, µ9} ⊂ Aut(N)((θ)). (22)
We establish the automorphisms group of M.
Proposition 5.23. Let Pn be the structure defined in (17) with P := N =
D(C13, {0, 1, 3, 9}). Then, the group Aut(N
n) is isomorphic to Sn⋉((C3)
n⋉
(C13)
n).
Proof. Let (0, . . . , 0) =: θ, and τ(u1,...,un)((x1, . . . , xn)) = (x1 + u1, . . . , xn +
un) for (u1, . . . , un), (x1, . . . , xn) ∈ (C13)
n. Define F := τ−f(θ) ◦ f , where
f ∈ Aut(Nn). Obviously, τ(u1,...,un) ∈ Aut(N
n) and consequently F ∈
Aut(Nn)((θ)).
For q = 3, k = 13, and D = {0, 1, 3, 9} lemmas 5.17, 5.18, 5.19, 5.20 give
us some description of Nn((θ)). Now, we examine the structure of lines of
the size 3 and 4 in Nn((θ)). Thus, we apply (21) and (20) to D = {0, 1, 3, 9}
over C13:
−D = {0, 4, 10, 12};
2D = {0, 2, 6, 5}; then −2D = {0, 11, 7, 8}
−2D ∪ −D = {0, 4, 7, 8, 10, 11, 12};
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D+D = {0, 1, 2, 3, 4, 5, 6, 9, 10, 12}, then−(D+D) = {0, 1, 3, 4, 7, 8, 9, 10, 11, 12}
−(D +D) ∩ D = {0, 1, 3, 9}
−(D +D) ∩ D ∩ −2D = {0}
(20) defines the set
(−(D+D))∩D \ (−2D∪−D) = {0, 1, 3, 9} \ {0, 4, 7, 8, 10, 11, 12} =
{1, 3, 9}
and (21) defines
(−(D +D)) ∩ D ∩ (−2D) \ −D = ∅.
Let J ′′0 be the family of lines of the size 4 in N
n
((θ)) that are not in any of
the Ji, and J
′
0 be the family of the lines of the size 3 in N
n
((θ)).
Straightforward inference from the above computation is the following:
Auxiliary Lemma 5.23.1. Let y ∈ (C13)
n. Then [y] ∈ J ′′0 iff y ∈ Ξ
2
{α,β},
where α, β ∈ {1, 3, 9}.
If besides supp(y) = {i1, i2} then [y] intersects two out of three lines in
Ji1 and in Ji2 , but do not intersects [θ]. Consequently, counting all such
possibilities, for any two i1, i2 ∈ {1, . . . , n} there are exactly nine lines in
J ′′0 that cross two lines in Ji1 and two lines in Ji2 .
For every point (x) ∈ Nn((θ)) with x /∈ Pi there are two lines [y] ∈ J
′′
0
such that (x) [y].
Every line in J ′′0 intersects four other lines in J
′′
0 and does not intersect
remaining four lines from J ′′0 .
D o w d: Let supp(y) = {i1, i2} for [y] ∈ J
′′
0 . From 5.17 and 5.18, the
intersection points of [y] and lines in Ji1 are such (x) that supp(x) = {i1, i2}
and xi2 ∈ {1, 3, 9}. What is more:
if xi2 = 1 then xi1 ∈ {4, 10},
if xi2 = 3 then xi1 ∈ {4, 12},
if xi2 = 9 then xi1 ∈ {10, 12}.
Analogous computation we can do for Ji2 .
On the other hand, we consider (x) ∈ Nn((θ)) with supp(x) = {i1, i2}
and [y] ∈ J ′′0 with supp(x) = supp(y). From 5.18 xi1 ∈ {4, 10, 12} and
xi2 ∈ {1, 3, 9}. For every element α ∈ {4, 10, 12} there exist two elements
β1, β2 ∈ {1, 3, 9} such that α − β1, α − β2 ∈ D; and then (18) justifies the
next part of our claim. The last part follows immediately from (19). △
Auxiliary Lemma 5.23.2. There are no lines of the size 3 in Nn((θ)) (i.e.
J ′0 = ∅).
Let us consider the set
J α := {[y] ∈ Ji : yi = α ∈ −D and i = 1, . . . , n}.
We claim the following:
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[0,4]
[4,0]
[0,10]
[10,0]
[0,12]
[12,0]
[1,1]
[3,3]
[9,9]
(1,10)
(10,1)(1,4)
(4,1)
(3,12)
(12,3)
(3,4)
(4,3)
(9,12) (12,9)(9,10)
(10,9)
(1,12)
(10,3)
(12,1)
(9,4)
(3,10)
(4,9)
[3,1]
[1,3]
[1,9]
[9,1]
[3,9]
[9,3]
(0,0)
Fig. 8: The structure of lines of the size 4 in N2((θ))
Auxiliary Lemma 5.23.3. If F is an automorphism of Nn leaving every
line in J α invariant then F ↾ Nn((θ)) = id.
D o w d: Without loss of generality we can take α = 4. Assume that
F ∈ Aut(Nn) and F leaves every line in J 4 invariant. For arbitrary two
distinct i, j ∈ {1, . . . , n} observe [y′], [y′′] ∈ J 4 such that supp(y′) = i,
supp(y′′) = j. Note that four lines of the form [z] with z ∈ Ξ2{α,β}, where
α, β ∈ {1, 3} and supp(z) = {i, j} are in view of 5.23.1 unique lines of the
size 4 crossing both [y′] and [y′′]. Consequently, F must preserve such family
of lines.
Let the line [z] with zi = zj = 1 not be mapped onto itself. In every of
three such cases, two triangles (x), (x′), (x′′) with
xi = x
′
i = x
′′
i ∈ {1, 3}, {xj, x
′
j , x
′′
j } = −D \ {0}
(or symmetric case for i and j) and xs = 0 for all s 6= i, j must be inter-
changed, and the triangle (x), (x′), (x′′) with
xi = x
′
i = x
′′
i = 9, {xj , x
′
j , x
′′
j } = −D \ {0}
and zs = 0 for all s 6= i, j, is preserved by F (c.f. 5.23.1 and see 8).
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From 5.20.1 F particularly interchanges points:
(a) ∈ Si with (b) ∈ Si, and ai = 1, bi = 3;
(a′) ∈ Si with (b
′) ∈ Si, and a
′
i = 2, b
′
i = 11
(a′′) ∈ Si with (b
′′) ∈ Si, and a
′′
i = 5, b
′′
i = 7 .
The points (a′′), (b′′) lay on the line [y′] (which remains invariant), and thus
F fixes (y′) – the third point (besides (θ)) from Si laying on [y
′]. From
the above note that the set {(x) ∈ Si : xi ∈ {1, 2, 4}} =: L consits of three
collinear points, but F (L) = {(x) ∈ Si : xi ∈ {3, 11, 4}} does not.
Consequently, the line [z] with zi = zj = 1 must be mapped onto itself.
Then, again using 5.23.1 and 5.20.1, step by step, we come to F ↾ Nn((θ)) =
id. △
In the similar way, as in the case of Fano plane, we can prove the following
facts:
Auxiliary Lemma 5.23.4. Let F be an automorphism of M such that F
leaves every line through a point a invariant. Then F ↾ Nn(a) = id.
D o w d: Without loss of generality we can assume that a = θ (consider
F ′ := τ−a ◦ F ◦ τa, if necessary). In particular F leaves every line in J
α
invariant. Then we apply 5.23.1 and get our claim. △
Auxiliary Lemma 5.23.5. Let a, b be two points of Nn such that b is a
point of a cyclic projective subplane in Nn(a). If F is an automorphism of
Nn such that F ↾ Nn(a) = id then F ↾ N
n
(b) = id as well.
D o w d: Assume that a = (θ). The degree of every point (x) ∈ Si in
Nn((θ)) amount to 3n + 1 – follows from 5.20.1. Thus, every line through b
is preserved and the claim follows from 5.23.4. △
Directly from 3.6 and 3.7 we get:
Auxiliary Lemma 5.23.6. Let σ ∈ Sn. We define the map hσ on (C13)
n
by the formula hσ((x1, . . . , xn)) = (xσ(1), . . . , xσ(n)). Then Gσ = (hσ , hσ) ∈
Aut(Nn), Gσ(θ) = θ, and Gσ(Pi) = Pσ(i) for all i = 1, . . . , n.
Let us consider G = G−1σ ◦ F ; then from 5.23.6 G ∈ Aut(N
n)((θ)) and
G(Pi) = Pi.
Observe the group Hn := {(h1, . . . , hn) : h1, . . . , hn ∈ H} of permuta-
tions of (C13)
n with the set H defined in (22). The coordinatewise action is
evident, namely:
(h1, . . . , hn)(x1, . . . , xn) = (h1(x1), . . . , hn(xn)).
In view of 3.6, Hn is an automorphism group of Nn that leaves every ”pro-
jective part” Pi through (θ) invariant, and permutes lines through (θ).
Take h ∈ Hn. We use the map G′ = h−1 ◦ G to make every line in J 4
invariant in the case of G does not preserve some line in J 4. Hence, from
5.23.3, G′ ∈ Aut(Nn)((θ)) is the identity on N
n
((θ)). In a view of 5.23.5,
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5.20.2, and by induction we obtain G′ = id. Finally, to make the proof
complete we note:
Gσ ◦ τu ◦G
−1
σ = τGσ(u), Gσ ◦ h ◦G
−1
σ = Gσ(h), h ◦ τu ◦ h
−1 = τh(u).
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