Abstract-This paper presents two simple and very flexible methods for constructing non-binary (NB) quasi-cyclic (QC) LDPC codes. The proposed construction methods have several known ingredients including base array, masking, binary to nonbinary replacement, and matrix-dispersion. By proper choice and combination of these ingredients, NB-QC-LDPC codes with excellent performance can be constructed. The constructed codes can be decoded with a reduced-complexity iterative decoding scheme which significantly reduces the hardware implementation complexity.
I. INTRODUCTION
L DPC codes, discovered in 1962 [1] and rediscovered in late 1990's [2] , [3] , are currently the most promising coding technique for error control in communication and data storage systems due to their capacity-approaching performances and practically implementable decoding algorithms. Since their rediscovery, a great deal of research effort has been expended in design, analysis, decoding, generalizations and applications of these amazing codes. However, most of the research effort has been focused only on binary LDPC codes. Research effort expended in non-binary (NB) LDPC codes is far less than that devoted to their binary counterparts. This lack of enthusiasm in NB-LDPC codes may be due to the concern of their decoding complexity in both computation and hardware implementation. NB-LDPC codes do have advantages over their binary counterparts for communication and data storage channels where both random and burst errors occur simultaneously. Furthermore, for using high-order modulations with large signal constellations for communication, it is very natural to use NB-LDPC codes. For all of these reasons, NB-LDPC codes deserve more attention and research effort. a reduced-complexity iterative decoding (RCID) scheme for NB-CPM-QC-LDPC codes which is an NB extension of the RID-scheme devised for binary CPM-QC-LDPC codes given in [29] . Sections III and IV present two matrix-theoretic methods for constructing NB-CPM-QC-LDPC codes. Preliminary results have been presented in [27] . Section V concludes the paper.
II. NB-CPM-QC-LDPC CODES
In this section, we first present the basic concepts and the structure of an NB-CPM-QC-LDPC code and then a known technique, called masking [5] , [30] , to improve the cycle distribution of the Tanner graph [31] of a code. At the end, we present an RCID-scheme for decoding NB-CPM-QC-LDPC codes.
A. Definitions and Concepts
For any positive integer r, let Q be an r × r circulant matrix over GF(q) with columns and rows labeled from 0 to r − 1, which has the following structural properties: (1) the top row (or the 0-th row) contains a single nonzero component, a nonzero element in GF(q), at the certain location j between 0 and r − 1; (2) each row in Q is the cyclic-shift of the row above it one place to the right and the top row is the cyclic-shift of the last row of Q one place to the right. Such a matrix Q is called a q-ary CPM and the top row of Q is called the generator of Q. If the single nonzero entry of the generator of a q-ary CPM Q is the unit element of GF(q), Q is a binary CPM with unit and zero elements of GF(q) as entries.
It should be pointed out that there is a structural distinction between a q-ary CPM defined above and an α-multiplied (or α λ -multiplied) CPM defined in [5] , [12] , [13] , [15] , [16] , [18] - [20] , [23] . For a q-ary CPM, all the nonzero entries are the same, a nonzero element from the field GF(q). However, for an α-multiplied (or α λ -multiplied) CPM over GF(q), the single nonzero entry in a row is the single nonzero entry in the row above it multiplied by α (or α λ ) which is an element in GF(q). Therefore, all the nonzero entries in an α-multiplied CPM are different. Construction of NB-CPM-QC-LDPC codes using q-ary CPMs is much simpler than using α-multiplied CPMs (or α λ -multiplied CPMs [23] ). Furthermore, in encoding and decoding, processing a CPM in which all the nonzero entries are the same is much easier than processing a CPM in which all the nonzero entries are different.
Let H q be an m × n array of q-ary CPMs and/or zero matrices (ZMs) of size r × r. For r ≥ 8, H q is a sparse matrix. The null space of H q gives a q-ary CPM-QC-LDPC code C q,qc of length nr. The array H q is referred to as the paritycheck array of C q,qc . The subscript "qc" of C q,qc stands for "quasi-cyclic".
Almost all constructions of LDPC codes, binary or NB, appearing in literature, require that the parity-check matrix of an LDPC code satisfies the following constraint: no two rows (or two columns) have more than one position where they both have nonzero entries. Such a constraint is called the rowcolumn (RC) constraint which ensures that the Tanner graph of the code has girth at least 6 [4] , [5] , [32] . An LDPC code whose parity-check matrix satisfies the RC-constraint is called an RC-constrained LDPC code. In this paper, we are mainly concerned with constructions of RC-constrained NB-CPM-QC-LDPC codes.
B. Masking
Let H q be an RC-constrained m × n array of q-ary CPMs and/or ZMs of size r × r as follows: If we want to reduce the number of short cycles or increase the girth of the Tanner graph G q of C q,qc , we can mask a selected set of q-ary CPMs in H q . Masking an r × r q-ary CPM in H q is to replace the q-ary CPM by a ZM of the same size, which amounts to removing r edges in the Tanner graph G q of the code. Let δ be the number of q-ary CPMs in H q selected to be masked. Masking these δ selected q-ary CPMs in H q amounts to removing δr edges from the Tanner graph G q . Removing these edges from G q may break many short cycles in G q . As a result, the resultant Tanner graph, denoted by G q,mask , may have a much smaller number of short cycles, or a larger girth, or both, than the unmasked graph G q .
Masking H q results in a masked array, denoted by H q,mask , which is still an RC-constrained array of q-ary CPMs and ZMs of size r × r. The null space of H q,mask gives another q-ary NB-CPM-QC-LDPC code, denoted by C q,qc,mask . The new code C q,qc,mask may have better performance than the code C q,qc given by the null space of the unmasked array H q . The subscript "mask" of H q,mask and C q,qc,mask stands for "masking". In choosing the δq-ary CPMs in H q for masking, we have to avoid disconnecting the Tanner graph G q of C q,qc .
The operation of masking an m × n array H q = [Q i,j ] 0≤i<m,0≤j<n can be modeled mathematically. Let Z(m, n) = [z i,j ] 0≤i<m,0≤j<n be an m × n matrix with zero and unit elements of GF(q) as entries. Define the following product of Z(m, n) and H q :
In this matrix product, the q-ary CPMs in H q at the locations corresponding to the locations of zero entries in Z(m, n) are replaced by ZMs. We call Z(m, n) and H q,mask the masking matrix and masked parity-check array (or matrix), respectively.
The concept of masking was first introduced in [30] and is commonly used in algebraic construction of binary LDPC codes, regular or irregular, to achieve good error performance [5] , [29] , [30] , [33] . The design of a masking matrix for a given parity-check array H q of q-ary CPMs to achieve good performance is an interesting and challenging problem. First of all, a good masking matrix for a given base array of q-ary CPMs must yield a masked Tanner graph with a large enough girth and a small number of short cycles. Over the last 12 years, experimental results show that, for an LDPC code to perform well, a girth of 6 or 8 is enough if the number of short cycles (cycles of lengths 6 and 8 or lengths 8 and 10) is relatively small and there is no small harmful trapping sets in its Tanner graph [5] , [34] - [36] . Experimental results show that, a girth larger than 10 does not really improve the code performance at all and, in fact, often results in high error-floor. This will be demonstrated in an example later. Masking matrices used in constructing codes given in later examples are designed either algebraically or using the progressive edge-growth (PEG) algorithm [37] , [38] with computer search.
C. A Reduced-Complexity Iterative Decoding Scheme
In a recent paper [29] , an RCID-scheme, called a revolving iterative decoding (RID) scheme, for binary CPM-QC-LDPC codes was proposed. This decoding scheme was devised based on the CPM-structure of the parity-check array of a binary CPM-QC-LDPC code. This RCID-scheme can be extended and applied for decoding NB-CPM-QC-LDPC codes. In the following, we give a brief description of this decoding scheme.
Consider the m × n array H q of q-ary CPMs and/or ZMs given by (1). For 0 ≤ i < m, each row-block H i of the array H q is an r × nr matrix over GF(q). We label the r rows of H i from 0 to r − 1. Every c consecutive decoding sub-iterations performed based on M(l) process all the rows of the entire parity-check array H q . At the end of each decoding sub-iteration, the syndrome s of the hard-decision of the received sequence (after sectionwise cyclically shifted l positions to the left) is computed based on the entire parity-check array H q . If s = 0, we stop the decoding process; otherwise, we continue the decoding process until a preset maximum number of decoding sub-iterations is reached. If l is a factor of r, c consecutive decoding subiterations are equivalent to one full decoding iteration based on the entire parity-check array H q .
The above decoding process of a q-ary CPM-QC-LDPC code C q,qc simply revolves around the submatrix M(l) iteratively. Since the CPM-structure of the parity-check array H q is preserved, the wire routing advantage due to the CPM-structure of H q is maintained. The matrix M(l) is referred to as the decoding matrix of the RCID-scheme. The number of rows and the number of 1-entries in M(l) are less than or equal to 1/(c − 1)-th of those of H q . Hence, implementing the RCIDscheme based on M(l), the number of CN-MPUs and the number of wires required to connect the CN-and VN-MPUs are reduced by a factor of at least c − 1 (exactly c if l is a factor of r) of those required for implementing the code decoder based on H q . For a large c, there is a significant reduction in hardware implementation complexity of a q-ary CPM-QC-LDPC code decoder using the RCID-scheme based on the decoding matrix M(l) compared to the complexity of a decoder implemented based on the entire parity-check array H q . The parameter c is called the complexity reduction factor (CRF) for the RCIDscheme with M(l) as the decoding matrix. The RCID-scheme presented above for NB-CPM-QC-LDPC codes is called a merry-go-round decoding (MGRD) scheme with CRF-c.
For l = 1, the CRF is r which is the size of a q-ary CPM in the parity-check array H q . If the size of the CPMs in a constructed array H q is large, the reduction of hardware complexity of the MGRD-scheme with CRF-r would be tremendous.
The MGRD-scheme with CRF-r indeed reduces the decoder hardware complexity significantly, however it also increases the decoding latency. By choosing various values of CRF c, a wide spectrum of trade-offs between decoding complexity and latency can be obtained. For a specific application, c must be chosen to give an effective trade-off between decoding complexity and decoding latency.
The MGRD-scheme for q-ary CPM-QC-LDPC codes can be incorporated with any known reliability updating algorithm, such as the fast-Fourier-transform-based q-ary sum-product algorithm (FFT-QSPA) [5] , [39] or the min-max algorithm (MMA) [40] , to form a q-ary MGRD-algorithm for decoding NB-CPM-QC-LDPC codes. A proper combination of the q-ary MGRD-scheme and a specific reliability updating algorithm can result in no performance degradation.
III. CODE CONSTRUCTION BY BINARY TO NONBINARY REPLACEMENT AND MASKING
Many classes of RC-constrained arrays of binary CPMs and/or ZMs have been constructed algebraically using finite fields, finite geometries and combinatorial designs [5] , [10] , [20] , [21] , [29] , [30] , [33] , [41] - [49] . From these arrays, many classes of algebraic binary CPM-QC-LDPC codes have been constructed. Well designed algebraic binary CPM-QC-LDPC codes not only give good error performances in the waterfall region but also achieve very low error rates without visible error-floors. Furthermore, decoding of these codes converges very fast, i.e., the decoding converges in a few iterations, say 5 to 10. Binary CPM-QC-LDPC codes that achieve an error-rate down to 10 −15 without visible error floors have been recently reported in [29] , [36] .
In this section, we present a simple and very flexible method for constructing RC-constrained NB-CPM-QC-LDPC codes that perform well. These codes are constructed from RCconstrained arrays of binary CPMs and/or ZMs using a simple binary to non-binary (B-to-NB) replacement operation. The error performances of these NB-CPM-QC-LDP codes can be further improved by proper masking of their parity-check arrays.
Let
be an RC-constrained m × n array of binary CPMs and/or ZMs of size r × r. The subscript "b" of H b stands for "binary". For 0 ≤ i < m, 0 ≤ j < n, we replace all the 1-entries in the binary CPM A i,j by a nonzero element from GF(q) (chosen randomly or specifically). This binary to q-ary replacement transforms the binary CPM A i,j into a q-ary CPM Q i,j . Applying this binary to q-ary replacement to each binary CPM in H b (m, n), we obtain an m × nq-ary array H q (m, n) = [Q i,j ] 0≤i<m,0≤j<n of q-ary CPMs and/or ZMs of size r × r. Since H b (m, n) satisfies the RC-constraint, H q (m, n) also satisfies the RC-constraint. This simply follows from the definition of the RC-constraint on a matrix given in Section II-A.
The null space of H q (m, n) gives a q-ary CPM-QC-LDPC code C q,qc . Masking can be performed on H q (m, n) (or H b (m, n) before the B-to-NB replacement operation) to improve the performance of the code. The binary array H b (m, n) is called the base array for the B-to-NB replacement. The Bto-NB replacement operation does not change the fundamental structural properties of the binary base array H b (m, n), i.e., the q-ary array H q (m, n) and the binary base array H b (m, n) have identical structural properties. Therefore, for a q-ary CPM-QC-LDPC code constructed using the B-to-NB replacement to perform well, we need to choose a base array that has good structural properties. The null space of the binary array H b (m, n) gives a binary CPM-QC-LDPC code, denoted by C b,qc . Let G q and G b be the Tanner graphs of the q-ary code C q,qc and the binary one C b,qc , respectively. Then, G q and G b have the same girth and cycle distribution. If G b has good trapping set structures, then G q also has good trapping set structures.
In the following, we use several examples to demonstrate that the above construction method is very flexible and effective to construct NB-CPM-QC-LDPC codes that perform well. The arrays of binary CPMs and/or ZMs used in the examples are constructed based on 2-dimensional Euclidean geometries over finite fields [47] - [49] . Based on the lines of a 2-dimensional Euclidean geometry EG(2, q) over GF(q) which do not pass through the origin, we can construct an RC-constrained (q + 1) × (q + 1) array H b,EG of binary CPMs and ZMs of size (q − 1) × (q − 1) using the decomposition technique presented in [47] , where the subscript "EG" stands for "Euclidean geometry". It is clear that any subarray of this RC-constrained (q + 1) × (q + 1) binary array H b,EG also satisfies the RCconstraint and can be used as the base array for constructing an RC-constrained NB-CPM-QC-LDPC code. It has been shown in many papers, especially [4] , [5] , [47] - [49] , that binary arrays of CPMs constructed based on EG(2, q) have good structural properties. Therefore, we can use these arrays as the base arrays for the B-to-NB replacement construction of NB-CPM-QC-LDPC codes. This will be demonstrated in the following examples. In a given example, an (n, k) code means a linear block code of length n and dimension k.
Example 1: The code to be constructed is a 256-ary (256, 128) CPM-QC-LDPC code over GF (2 8 (8, 16 ) has girth 6 and contains 140, 672 cycles of length 6 and 8, 876, 072 cycles of length 8. The graph contains a very large number of short cycles.
Suppose we mask the binary array H b,EG (8, 16 ) with an 8 × 16 masking matrix Z 1 (8, 16) for which the locations of its 1-entries are given in Table I (the locations of the nonzero entry z i,j is given by an ordered pair (i, j)). This masking matrix is constructed by using the PEG-algorithm which has column weight 2 and average row weight 4. Masking H b,EG (8, 16) (8, 16 ) with the masking matrix Z 1 (8, 16) not only increases the girth of its associated Tanner graph but also drastically reduces the number of short cycles. The sum of (8, 16 ) are given in Table I , where the entries are the exponents of a primitive element α of GF (2 8 Suppose we decode the 256-ary (256, 128) CPM-QC-LDPC code C q,EG,mask with 50 iterations of the FFT-QSPA [5] , [39] based on the parity-check array H q,EG,mask (8, 16) . (Assume binary transmission over the AWGN channel with BPSK signaling.) The block error performance of the code is shown in Fig. 1 . At the block error rate (BLER) of 10 −5 , the code performs only 0.7 dB from the sphere packing bound (SPB).
For comparison, the block error performance of a protograph-based 256-ary (256, 128) LDPC code C ptg (decoded with 200 iterations of the FFT-QSPA) is also included in Fig. 1 . The subscript "ptg" stands for "protograph". This protograph-based code was recently reported in [24] , [25] and was claimed to be one of the best NB-LDPC codes of moderate lengths. From Fig. 1 , we see that the constructed code C q,EG,mask outperforms its protograph-based counterpart C ptg in the range of simulation even with a much smaller number of decoding iterations.
The construction of the 256-ary (256, 128) CPM-QC-LDPC code C q,EG,mask is much simpler than the construction of its protograph counterpart which requires edge-labeling optimization of its protograph [24] , [25] . Furthermore, the protographbased code is not quasi-cyclic. Therefore, the B-to-NB replacement constructed 256-ary (256, 128) CPM-QC-LDPC code C q,EG,mask has encoding and decoding implementation advantages over its protograph counterpart C ptg . The parity-check array H q,EG,mask (8, 16 ) of C q,EG,mask is a 128 × 256 matrix over GF (2 8 ) which contains 512 nonzero entries. If we implement a decoder for the code C q,EG,mask based on its entire parity-check array H q,EG,mask (8, 16) , it requires 128 CN-MPUs, 256 VN-MPUs, and 512 wire bands to connect the 128 CN-MPUs and the 256 VN-MPUs. The hardware complexity of such a decoder can be very high due to the large symbol size.
To reduce the decoder complexity, we can use the MGRDscheme presented in Section II-C. Suppose we decode the code C q,EG,mask using the MGRD-scheme with CRF set to 4 (i.e., c = 4). In this case, l = 4 and the decoding matrix M(4) is a 32 × 256 sub-matrix of H q,EG,mask (8, 16 ) with 128 nonzero entries. To implement MGRD-scheme decoder based on M(4), it requires only 32 CN-MPUs and 128 wire bands to connect the 32 CN-MPUs and the 128 VN-MPUs. Compared to the decoder implemented based on the entire parity-check array H q,EG,mask (8, 16) , the MGRD-scheme with CRF-4 reduces the hardware complexity by a factor of 4, a large saving.
The block error performance of C q,EG,mask decoded with the MGRD-scheme with CRF-4 incorporated with the FFT-QSPA for symbol-reliability updating is also shown in Fig. 1 . The maximum number of decoding sub-iterations is set to 200 which is equivalent to a maximum number of 50 decoding iterations based on the entire parity-check array H q,EG,mask (8, 16) . From Fig. 1 , we see that the performance curves of the code decoded using the FFT-QSPA based on the entire parity-check array H q,EG,mask (8, 16 ) and the MGRD-FFT-QSPA based on the matrix M(4), respectively, basically overlap with each other.
Many 256-ary (256, 128) CPM-QC-LDPC codes have been constructed based on the binary array H b,EG,mask (8, 16 ) given in Example 1 using different random B-to-NB replacements. We find that all the codes constructed using different nonzero elements of GF (2 8 ) to replace the 1-entries in different binary CPMs of the base array H b,EG,mask (8, 16 ) perform the same. The worst case is to replace the 1-entries in all the binary CPMs in H b,EG,mask (8, 16) by the same nonzero element in GF (2 8 ). Based on this observation, we may conclude that, in construction of NB-CPM-QC-LDPC codes using the B-to-NB replacement, we should choose different nonzero elements from a given field to replace the 1-entries in different binary CPMs in a designed base binary array
Example 2: Suppose we construct a 44 × 44 array H b,EG of binary CPMs and ZMs of size 42 × 42 based on the 2-dimensional Euclidean geometry EG(2, 43) using the decomposition technique given in [47] . Take a 2 × 8 subarray The block error performance of the code C q,qc decoded with 50 iterations of FFT-QSPA is also shown in Fig. 1 . At the BLER of 10 −5 , the code C q,qc performs about 0.6 dB away from the SPB. For comparison, we construct a 256-ary (336, 252) LDPC code C q,peg (not quasi-cyclic) using the PEG-algorithm. The parity-check matrix of the PEG code C q,peg has the same column weight distribution as that of the code C q,qc . The Tanner graph of C q,peg has girth 8 and contains 256 cycles of length eight, 1974 cycles of length 10 and 10, 449 cycles of length 12. Its performance is also included in Fig. 1 . We observe that the proposed NB-CPM-QC-LDPC code C q,qc has similar performance compared with the code constructed by the PEGalgorithm.
If we use an EG-array H b,EG of binary CPMs and ZMs, we can construct a family of subarrays with various sizes. Using the subarrays in this family, different replacement fields for code symbols and different maskings, we can construct a family of NB-CPM-QC-LDPC codes of various lengths, rates and code symbols. As pointed out earlier in this section, besides Euclidean geometries, there are many other algebraic methods for constructing RC-constrained binary arrays, such as finite fields and combinatorial designs (such as Latin squares and balance incomplete block designs (BIBDs)) [5] , [10] , [20] , [21] , [29] , [30] , [33] , [41] - [49] . All these arrays have good structural properties and yield binary CPM-QC-LDPC codes with relatively low error-floors. Based on these RC-constrained arrays of binary CPMs and/or ZMs, many large families of NB-CPM-QC-LDPC codes can be constructed using the B-to-NB replacement construction.
In Examples 1 and 2, we give two codes constructed using symbols from a large field, but the CPMs in their base arrays are of small sizes. Of course, we can construct codes with symbols from small fields, but the CPMs in their base arrays are of large sizes. There is no constraint either on the size of symbol field or the size of the CPMs in the parity-check array of an NB-CPM-QC-LDPC code.
IV. CODE CONSTRUCTION BY CPM-DISPERSION AND MASKING
In this section, we present a general matrix-theoretic method for constructing NB-CPM-QC-LDPC codes through matrixdispersion and/or masking.
A. A General Construction by NB-CPM-Dispersion
Let r be a factor of (q − 1) and β be an element of GF(q) of order r. 
. This method for constructing NB-CPM-QC-LDPC codes is called q-ary CPM-dispersion (CPM-D) construction.
The q-ary CPM-D construction of a q-ary CPM-QC-LDPC code reduces to the construction of the matrix B(m, n) over GF(q). The matrix B(m, n) is called the base matrix of C q,qc . For such a q-ary CPM-QC-LDPC code, the girth of its Tanner graph is related to the choice of the base matrix B(m, n). The following two theorems give the necessary and sufficient conditions on a base matrix B(m, n) for the Tanner graph of an NB-CPM-QC-LDPC code to have girth at least 6 and 8, respectively. The first theorem was proved for binary CPM-QC-LDPC codes in [48] , [49] but it can also be applied to NB-CPM-QC-LDPC codes as well.
Theorem 1: Let B(m, n) be the base matrix of a q-ary CPM-QC-LDPC code C q,qc whose parity-check matrix H q (m, n) is the q-ary CPM-dispersion of B(m, n). A necessary and sufficient condition for the Tanner graph of C q,qc to have girth at least 6 is that every 2 × 2 submatrix in the base matrix B(m, n) contains at least one zero entry or is non-singular.
The necessary and sufficient condition on a base matrix B(m, n) for the Tanner graph of an NB-CPM-QC-LDPC code to have girth at least 8 can be derived by using the Fourier transform technique given in [49] , which is simply the q-ary extension of the necessary and sufficient condition given by Corollary 2 in [48] for a binary CPM-QC-LDPC code constructed by binary CPM-dispersion of a base matrix.
Theorem 2: A necessary and sufficient condition for the Tanner graph of a q-ary CPM-QC-LDPC code C q,qc with base matrix B(m, n) to have girth at least 8 is that no 2 × 2 or 3 × 3 submatrix in the base matrix B(m, n) has two identical nonzero terms in its determinant expansion.
We refer to the conditions on B(m, n) given by Theorems 1 and 2 as the 2 × 2 and 3 × 3 submatrix (SM)-constraints, respectively. Since the satisfaction of the 2 × 2 SM-constraint ensures that the girth of the Tanner graph of C q,qc is at least 6, the parity-check array H q (m, n) of C q,qc must satisfy the RCconstraint. In the q-ary CPM-D construction of a q-ary CPM-QC-LDPC code, the 2 × 2 and 3 × 3 SM-constraints will be used to construct a base matrix.
B. Code Construction Based on Two Arbitrary Subsets of a Finite Field
Let α be a primitive element of GF(q). For 1 ≤ m, n ≤ q, let
Form the following m × n matrix over GF(q):
From (2), we can easily prove that the matrix B(m, n) has the following structural properties: (1) all the entries in a row (or column) are distinct elements in GF(q); (2) H q (m, n) gives a q-ary CPM-QC-LDPC code C q,qc of length n(q − 1). Since B(m, n) satisfies the 2 × 2 SM-constraint, the Tanner graph of C q,qc has girth at least 6 and H q (m, n) satisfies the RC-constraint.
Masking can be performed on B(m, n) to obtain a masked base matrix B mask (m, n). Let Z(m, n) = [z k,l ] 0≤k<m,0≤l<n be an m × n matrix with the zero and unit elements of GF(q) as entries. Then, masking is done by taking the Hadamard product  of Z(m, n) and B(m, n) :
In this operation, nonzero entries in B(m, n) at the locations corresponding to the locations of zero-entries in Z(m, n) are replaced (or masked) by 0's. Since B(m, n) satisfies the 2 × 2 SM-constraint, the masked base matrix B mask (m, n) must also satisfy the 2 × 2 SM-constraint. Consequently, the q-ary CPM-dispersion of B mask (m, n) gives an RC-constrained m × n array H q,mask (m, n) of q-ary CPMs and ZMs of size (q − 1) × (q − 1). The null space of H q,mask (m, n) also gives a q-ary CPM-QC-LDPC code C q,qc,mask whose Tanner graph has girth at least 6. If B mask (m, n) also satisfies the 3 × 3 SM-constraint, then the Tanner graph of C q,qc,mask has girth at least 8. In the design of a masking matrix for a chosen base matrix B(m, n), we not only want to enlarge the girth of the Tanner graph associated with H q,mask (m, n) but also want the Tanner graph to have a relatively small number of short cycles.
For any two chosen subsets S 1 and S 2 , there are q − 1 possible choices for the multiplier η. These choices result in q − 1 different base matrices with different constituent q-ary CPMs. Consequently, the above construction gives a very large class of q-ary CPM-QC-LDPC codes. It can be used to construct codes over various fields with various lengths and rates. If we choose S 1 = S 2 =GF(q), then the array given by (2) is a Latin square of order q [29] , [45] , [51] .
Example 3: Let α be a primitive element of GF(2 6 ). Let 2 6 ) chosen for code construction. Both sets consist of elements which are consecutive powers of α (specific chosen elements in both subsets). Set η = −1. Based on S 1 and S 2 , we construct a 4 × 8 base matrix B(4, 8) over GF (2 6 ) in the form given by (2) . B(4, 8) satisfies the 2 × 2 SM-constraint and all its entries are nonzero elements in GF (2 6 ). The column and row weights of B(4, 8) are 4 and 8, respectively.
Suppose we mask B(4, 8) with the masking matrix Z 2 (4, 8) for which the locations of its 1-entries are given in Table I . This matrix has average column weight 2.5. It is designed to obtain a masked matrix B mask (4, 8) which satisfies both the 2 × 2 and 3 × 3 SM-constraints. Masking B(4, 8) with the masking matrix Z 2 (4, 8) results in a masked matrix B mask (4, 8) with average column and row weights, 2.5 and 5, respectively. The 64-ary CPM-dispersion of B mask (4, 8) gives a 4 × 8 masked array H q,mask (4, 8) of 64-ary CPMs and ZMs of size 63 × 63 over GF (2 6 ). It is a 252 × 504 matrix over GF (2 6 ). The null space of H q,mask (4, 8) gives a 64-ary (504, 252) CPM-QC-LDPC code C q,qc,mask with rate 1/2. Since B mask (4, 8) satisfies both the 2 × 2 and 3 × 3 SM-constraints, the Tanner graph of the code C q,qc,mask has girth at least 8. Using the cycle counting algorithm given in [50] , we find that the Tanner graph of this code has girth 8 and contains 252 cycles of The block error performance of this 64-ary (504, 252) CPM-QC-LDPC code C q,qc,mask decoded with 50 iterations of the FFT-QSPA is shown in Fig. 2 . At the BLER of 10 −6 , the code performs 1.0 dB away from the SPB.
Suppose we construct a masking matrix Z 3 (4, 8) given in Ta (4, 8) over GF (2 6 ). The null space of the q-ary CPM-dispersion H mask (4, 8) of B mask (4, 8) gives another 64-ary (504, 252) CPM-QC-LDPC code C q,qc,mask . The Tanner graph of C q,qc,mask has girth 10 and contains 3213 cycles of length 10. Notice that the number of cycles of length 10 in the Tanner graph of C q,qc,mask is 1827 more than the sum of the numbers of cycles of lengths 8 and 10 in the Tanner graph of the first code C q,qc,mask . The Tanner graph of the first code has much smaller number of short cycles than that of the second code, i.e., a better cycle distribution.
The block error performance of C q,qc,mask decoded with 50 iterations of the FFT-QSPA is also shown in Fig. 2 . We see that the first code C q,qc,mask outperforms the second code C q,qc,mask even though the girth of the Tanner graph of the second code C q,qc,mask is larger than that of the first code C q,qc,mask . Furthermore, the second code has high error-floor but the first code has no visible error-floor down to the BLER of 10 −6 . This phenomenon demonstrates what we said earlier that an LDPC code with a larger girth does not necessarily give a better error performance than an LDPC code with a smaller girth but a better cycle distribution.
Example 4: In this example, we again use the finite field GF(2 6 ) for code construction. The two subsets of elements in GF( 2 6 ) chosen for constructing the base matrix in the form of (2) are:
The base matrix is a 4 × 64 matrix B(4, 64) over GF(2 6 ) in which there are 4 columns (the first 4 columns), each containing one zero entry. Divide B(4, 64) into eight 4 × 8 submatrices, B 0 (4, 8), B 1 (4, 8) (4, 8) . Before masking the submatrix B 0 (4, 8) , we permute its columns to ensure that the column and row weights of B 0,mask (4, 8) (6, 64 ) is a 252 × 4032 matrix over GF (2 6 ) with column and row weights 3 and 48, respectively.
The null space of H q,mask (4, 64) gives a (3, 48)-regular 64-ary (4032, 3780) CPM-QC-LDPC code C q,qc,mask with rate 0.938. The Tanner graph of this code has girth 6 and contains 129, 906 cycles of length 6, a very large number of short cycles. However, each VN of the Tanner graph is connected to 141 other VNs by paths of length 2, each passing through a CN. Therefore, there is a high degree of connectivity among the VNs. In one decoding iteration, each VN receives extrinsic information from 141 other VNs. This large amount of information exchange among VNs in one decoding iteration results in a fast rate of decoding convergence, i.e., the decoding of the code converges in a small number of decoding iterations.
The block error performances of the code decoded with 5, 10 and 50 iterations of the FFT-QSPA based on the entire parityarray H q,mask (4, 64) are shown in Fig. 2 . We see that the decoding of the code converge fast. At the BLER of 10 −4 , the performance gap between 5 and 10 decoding iterations is about 0.25 dB and the performance gap between 10 and 50 iterations is about 0.1 dB. Also at the BLER of 10 −5 , the code decoded with 50 iterations of the FFT-QSPA performs only 0.6 dB from the SPB. The binary image of the code C q,qc,mask is a (24192, 22680) binary code. For comparison, a binary (24192, 22680) LDPC code C b,peg constructed using the PEG-algorithm is also included in Fig. 2 . This figure shows that the code C q,qc,mask outperforms the binary (24192, 22680) code C b,peg below the BLER of 10 −3 . The parity-check array H q,mask (4, 64) of C q,qc,mask is a 252 × 4032 matrix over GF (2 6 ) and contains 12, 096 nonzero entries. Hardware implementation of a decoder for this code based on the entire parity-check matrix H q,mask (4, 64) requires 252 CN-MPUs, 4032 VN-MPUs and 12, 096 wire bands to connect the CN-and VN-MPUs, a very large hardware complexity.
Suppose we decode C q,qc,mask with the MGRD-scheme with CRF-3. In this case, l = 21 and the decoding matrix M(21) is an 84 × 4032 submatrix of H q,mask (4, 64) . To implement the MGRD-scheme decoder based on M(21), it requires 84 CNMPUs and 4032 wire bands to connect the 84 CN-MPUs and 2843 VN-MPUs. Compared to the decoder implemented based on the entire parity-check array H q,mask (4, 64) , the MGRDscheme with CRF-3 reduces the hardware complexity by a factor of 3. If we choose a CRF-9 and use the MGR-scheme to decode the code C q,qc,mask , we can reduce the decoder complexity by a factor 9.
The block error performance of C q,qc,mask decoded with the MGRD-scheme with CRF-3 incorporated with the FFT-QSPA for symbol-reliability updating is also shown in Fig. 2 . The maximum number of decoding sub-iterations is set to 150 which is equivalent to 50 decoding iterations based on the entire array H q,mask (4, 64) . From Fig. 2 , we see that the performance curves of the code decoded using the FFT-QSPA based on the entire parity-check array H q,mask (4, 64) and the MGRD-FFT-QSPA based on the matrix M(21), respectively, overlap with each other.
In code construction, suppose we choose the 4 elements in the first set randomly from GF (2 6 ). With this random choice, we obtain S 1 = {α 2 , α 3 , α 13 , α 37 }. Based on S 1 , S 2 =GF(2 6 ) and η = 1, we construct a new 4 × 64 base matrix B (4, 64) over GF (2 6 ). Masking B (4, 64) with the masking matrix Z 4 (4, 8) in the same manner as described earlier in this example, we obtain a new masked base matrix B mask (4, 64) over GF (2 6 ). The null space of the 64-ary CPM-dispersion H q,mask (4, 64) of B mask (4, 64) gives another 64-ary (4032, 3780) CPM-QC-LDPC code C q,qc,mask . The block error performance of C q,qc,mask is shown in Fig. 2 . The block error performance curve of this code completely overlaps with that of the first code C q,qc,mask .
It is a common belief that a long 2 ω -ary (n, k) LDPC code with symbols from GF(2 ω ), in general, does not perform as well as a binary (nω, kω) LDPC code with the same length and rate as those of the binary image of the 2 ω -ary (n, k) LDPC code. However, in Example 4, we showed that this common belief may not be true.
The masking matrices Z 2 (4, 8), Z 3 (4, 8) and Z 4 (4, 8) used in Examples 3 and 4 for code construction are designed to ensure that the Tanner graph associated with a 4 × 8 masked array has girth at least 8 and contains a small number of short cycles. They are designed algebraically and have a symmetrical structure. Furthermore, Z 2 (4, 8) and Z 3 (4, 8) are submatrices of the masking matrix Z 4 (4, 8) . Any 3 × 3 submatrix in each of these three masking matrices contains at least one 0-entry. These masking matrices can be used as building blocks to construct masking matrices of larger sizes. Suppose we take one of these three masking matrices and replace each 1-entry in this matrix by a d × d identity matrix for any d ≥ 1 which is called expansion degree. This expansion results in a 4d × 8d masking matrix in which any 3 × 3 submatrix also contains at least one 0-entry. To show the effectiveness of this expansion, we consider the masking matrix Z 2 (4, 8) . Suppose we expand this masking matrix by a degree of 2, i.e., d = 2. The expansion results in an 8 × 16 masking matrix Z 2,exp (8, 16) . Construct an 8 × 16 base matrix B(8, 16) in the form of (2) using two subsets, S 1 = {α 7 (8, 16) . The Tanner graph associated with the 64-ary CPM-dispersion H q,mask (8, 16 ) of B mask (8, 16 ) has girth 8 and contains 1260 cycles of length 8 and 2646 cycles of length 10. We see that masking with Z 2,exp (8, 16 ) not only increases the girth from 6 to 8 but also reduces the number of short cycles drastically. Expansion can be applied to any well designed small masking matrix for construction of codes with various rates.
C. B-to-NB Replacement Construction Based on Two Subsets of a Field
Using the dispersion method to construct NB-CPM-QC-LDPC codes directly as presented in Sections IV-A and B, there is constraint on the size of CPMs. If we want a large CPM size, we have to use a large field. This will result in high decoder complexity. To resolve this problem, we can combine the dispersion method with the B-to-NB replacement method to construct NB-CPM-QC-LDPC codes whose parity-check arrays consist of large CPMs over small fields. This combined construction method is presented below. First, the base matrix (2) is dispersed into an m × n array of binary CPMs and/or ZMs of size (q − 1) × (q − 1). This is done by dispersing the element α
This binary CPM-dispersion of B(m, n) results in an m × n array H b (m, n) of binary CPMs and/or ZMs. H b (m, n) satisfies the RC-constraint and its null space gives a binary CPM-QC-LDPC code. This construction of binary CPM-QC-LDPC code was presented in our recent paper [29] .
Using H b (m, n) as the binary base array and the B-to-NB replacement for code construction, we can construct an NB-CPM-QC-LDPC code over any finite field, large or small. With this combined construction method, we can construct a base array of binary CPMs of large size using a large field and then using a small field as the B-to-NB replacement field. The field used for constructing the base array can be a prime field or a field of order which is a power of a prime.
Example 5: Let α be a primitive element of the field GF(199). Let 16 , α 17 } be two subsets of elements chosen from GF(199) for code construction. The elements of the two subsets form 18 consecutive powers of α. We set η = −1. Based on the two chosen sets S 1 , S 2 , and η = −1, we form a 6 × 12 base matrix B(6, 12) over GF(199) in the form of (2) . All the entries of B(6, 12) are nonzero elements in GF(199). Suppose we mask B(6, 12) with Z 5 (6, 12) for which the locations of its 1-entries are given in Table I . This masking matrix is constructed by using the PEG-algorithm and has average column weight 2.5. Masking B(6, 12) with Z 5 (6, 12) results in a masked matrix B mask (6, 12) with average column weight 2.5. This masked matrix B mask (6, 12) satisfies both the 2 × 2 and 3 × 3 SM-constraints.
The binary CPM-dispersion of B mask (6, 12) gives a 6 × 12 array H b,mask (6, 12) of binary CPMs and ZMs of size 198 × 198. This binary array H b,mask (6, 12) is an 1188 × 2376 matrix with average column weight 2.5. The Tanner graph associated with this masked binary matrix has girth 8 and contains 819 cycles of length 8 and 12, 348 cycles of length 10. Using the 6 × 12 array H b,mask (6, 12) of binary CPMs and ZMs constructed above as the base array for the B-to-NB replacement construction, we can construct an NB-CPM-QC-LDPC code over any chosen replacement field. Suppose we choose GF(2 3 ) as the replacement field and replace all the 1-entries in each binary CPM of H b,mask (6, 12 ) by a nonzero element in GF(2 3 ). The nonzero elements of GF(2 3 ) chosen to replace the 1-entries of the binary CPMs of H b,mask (6, 12) are given in Table I . The replacement results in a 6 × 12 array H q,mask (6, 12) of 8-ary CPMs and ZMs of size 198 × 198 whose Tanner graph has the same girth and cycle distribution as the Tanner graph associated to the binary array H b,mask (6, 12) . The null space of H q,mask (6, 12) gives an 8-ary (2376, 1188) CPM-QC-LDPC code C q,qc,mask with rate 1/2.
The block error performance of the code C q,qc,mask decoded with 50 iterations of the FFT-QSPA is shown in Fig. 3 . At the BLER of 10 −4 , it performs 0.7 dB away from the SPB. For comparison, the block error performance of an 8-ary (2496, 1248) CPM-QC-LDPC code C q,qc,hlzz given in [23, p.3441, Figure 2 ] is included in Fig. 3 , where the subscript "hlzz" stands for the initial letters of the last names of the authors. The Tanner graph of this code has girth 12 and contains 23, 504 cycles of length 12. The code C q,qc,hlzz is longer than the code C q,qc,mask by 120 symbols. In [23] , the code C q,qc,hlzz was decoded with 80 iterations of the FFT-QSPA. From Fig. 3 , we see that the code C q,qc,mask decoded with 50 iterations of the FFT-QSPA slightly outperforms the C q,qc,hlzz decoded with 80 iterations of the FFT-QSPA below the BLER of 10 −2 even though the code C q,qc,mask is shorter than the code C q,qc,hlzz and decoded with 30 iterations less. If the code C q,qc,hlzz is decoded with 50 iterations of the FFT-QSPA, then the proposed code C q,qc,mask outperforms the code C q,qc,hlzz by 0.15 dB as shown in Fig. 3 . If we decode the code C q,qc,mask with 80 iterations of the FFT-QSPA, it is clear from Fig. 3 that the code C q,qc,mask outperforms the code C q,qc,hlzz even though the Tanner graph of the code C q,qc,hlzz has a larger girth. Again, this shows that a larger girth dose not necessarily give a better error performance.
V. CONCLUSION AND REMARKS
In this paper, we presented two simple and very flexible methods for constructing NB-QC-LDPC codes with CPMstructure from a matrix-theoretic point of view. The proposed methods are very effective for constructing codes of short to long block lengths and low to high rates.
In this paper, we also presented a reduced-complexity iterative decoding scheme for NB-CPM-QC-LDPC codes, called MGRD-scheme. This decoding scheme significantly reduces the hardware implementation complexity of the decoder of an NB-CPM-QC-LDPC code. Any reliability updating algorithm for NB-LDPC codes can be incorporated with the MGRDscheme to form an iterative decoding algorithm for decoding NB-CPM-QC-LDPC codes. Simulation results show that they perform well. Construction (or design) of masking matrices is also discussed in this paper. 
