The objective of our study is to find meaningful groups in the data of ischemic stroke patients using unsupervised clustering. The data are modeled using Gaussian mixture models with a variety of covariance structures. Cluster parameters in each of these models are estimated by maximum likelihood via the Expectation-Maximization algorithm. The best models are then selected by relying on information-theoretic criteria. It is observed that the stroke patients can be grouped into a small number of medically relevant clusters that are defined primarily by the presence of diabetes and atrial fibrillation. Characteristics of the clusters found are discussed, using statistical comparisons and data visualization.
INTRODUCTION
Stroke is the rapid loss of brain function due to disturbance in the blood supply to the brain. It is one of the leading causes of death worldwide (Donnan et al., 2008) . Stroke can be broadly classified into two types: Ischemic, which occurs due to lack of blood flow; and hemorrhagic, which is caused by internal bleeding. In this study we deal with data from patients with ischemic stroke, the more prevalent of the two types. The data comprises of demographic information, medical history, laboratory test results and treatment records of 501 patients collected retrospectively from the University of Massachusetts Medical School, Worcester.
Clustering is the unsupervised classification of a set of objects into groups in such a way that objects within a group are similar to each other based on some perceived measure of similarity (Jain, 2010) . Clustering has been applied in many contexts and in varied disciplines. In the field of data mining, it is one of the major techniques for exploratory data analysis. There are different types of clustering algorithms. Based on the relationship between clusters, clustering algorithms may be partitional or hierarchical; and based on the nature of clusters they can be centroid-based, model-based or density-based (Pang-Ning et al., 2005) .
Scope of this Paper
In this study, we attempt to find natural clusters among stroke patients using a model-based partitional clustering approach. Model-based clustering is used here for its ability to produce stable clusters along with complex models for the clusters that can also capture correlation and dependence of attributes (Jain and Maheswari, 2012) . Finding clusters among stroke patients can be helpful from the medical perspective as it may lead to the discovery of new patterns and more effective ways to manage stroke. The technique used in our study produces two suitable clustering models -one with two clusters and the other with three -that can be described primarily using only two attributes: antidiabetic medication and atrial fibrillation. Study of the cluster assignments also revealed that there is a clear hierarchical relation between the clusters of the two models. The characteristics of the clusters are analyzed by observing the attributes that have significant differences in values between different clusters.
Related Work
There have been numerous works that use the technique of clustering in medical related data. One of the studies (Bruehl et al., 1999) used cluster analysis to validate the established diagnostic criteria for migraine and tension-type headache, finding two clusters that are consistent with existing classification. K-means clustering was used to provide a novel approach for identifying asthma phenotypes (Haldar et al., 2008) . Later, hierarchical clustering was used for the same purpose (Moore et al., 2010 ) on a different set of patients achieving a set of clusters with different characteristics. A comparison of the performances of four different clustering algorithms on clinical datasets has also been published (Hirano et al., 2004) .
Clustering has been used specifically in the field of stroke research as well. While analyzing the effect of stroke type on patients' quality of life (QL), cluster analysis was performed to identify homogeneous subgroups of patients with specific QL patterns (De Haan et al., 1995) . The gait patterns of patients recovering from stroke were classified using clustering (Mulroy et al., 2003) . Density-based clustering was applied to Computed Tomography perfusion maps to diagnose acute stroke (Baumgartner et al., 2005) . More recently, cluster analysis has been used in stroke brainwave classification (Omar et al., 2013) and to stratify patients based on their motor abilities during poststroke recovery (Aluru et al., 2014) . The aforementioned studies apply clustering on some specific aspects related to stroke, or in solving some subproblems as part of a wider research. However, to the best of our knowledge, no attempt has been made to group stroke patients as a whole based on a wide range of data that span from the patients' past medical records to medication and recovery after stroke.
Plan of the Paper
Data preparation and clustering methodology are described in section 2. Section 3 presents and analyzes the results of this study. Section 4 concludes with a summary of findings and directions for future work.
METHODOLOGY

Data Preparation
Our study is conducted on retrospective data extracted from 501 records of Ischemic stroke patients admitted at the University of Massachusetts Medical School, Worcester, MA, USA between 2011 and 2013. Relevant information from the medical records was extracted and collected into a dataset after appropriate preprocessing.
Selection of Attributes
The attributes selected for analysis were determined by one of the co-authors, a neurologist who specializes in stroke medicine. The attributes include demographic information (such as age and gender), medical history and risk factors (such as personal and family history of diabetes, and hypertension), laboratory test results, and prescribed medication. A measure of stroke severity determined by the National Institutes of Health Stroke Scale (NIHSS) score (Brott et al., 1989 ) and a measure of stroke recovery determined by a binary categorization (see Table 2 ) of the modified Rankin Scale at 90 days after stroke (mRS-90) score (Rankin, 1957) are also included. Among the attributes, 9 are continuous and 32 are categorical. Of the categorical attributes, only two are multi-class and the rest are binary. A complete list of attributes used in the study along with summary statistics is shown in Table 1 (continuous attributes) and Table 2 (categorical attributes). 
Clustering
Because of its simplicity, K-means (MacQueen, 1967) is often the initial technique of choice for clustering. But K-means suffers from several drawbacks including the requirement of preselecting the number of clusters, the variability of results for different initializations, and the assumption of spherical equal-size clusters (Jain, 2010) . As part of our study, we used K-means with different random seeds to cluster the data with values of k=2, 3, and 4; but the assignment of data points to clusters varied greatly. Hence, K-means was deemed too unstable for clustering our data. Expectation-Maximization (EM) (Dempster et al., 1977; Neal and Hinton, 1998 ) is a powerful clustering method that uses iterative search to find parameterized families of probabilistic models that locally maximize the likelihood of a given set of data. In this paper, we use the EM algorithm initialized by hierarchical clustering for parameterized Gaussian mixture models. We select the clustering model by maximizing the Bayesian Information Criterion (BIC), which provides an optimal tradeoff between model complexity and goodness of fit (Schwarz, 1978) . To implement the proposed method, we wrote scripts in the R programming language utilizing the contributed package MCLUST (Fraley and Raftery, 2006) . The algorithm assumes a Gaussian mixture model where the likelihood of data consisting of n observations is:
where x represents the data instances with i subscript denoting an individual observation; G is the number of components or clusters with k subscript representing a particular component; τ k is the probability that an observation belongs to the kth component (or cluster); and
Here p is the spatial dimension (i.e., number of attributes used for clustering); the components are ellipsoidal, centered at the means µ k with covariance matrices Σ k determining their other geometric features; and each covariance matrix Σ k is parameterized by eigenvalue decomposition of the form
where D k is the orthogonal matrix of eigenvectors, A k is a diagonal matrix with its elements proportional to the eigenvalues of Σ k , and λ k is a scalar (Banfield and Raftery, 1993) . D k determines the orientation of the principal components of Σ k , while A k determines the shape of the density contours. λ k controls the volume of the corresponding ellipsoid. Orientation, volume and shape of distributions are estimated from the data, and can be allowed to vary between clusters, or kept the same for all clusters. Table 3 presents the characteristics of different mixture models achievable by the algorithm along with their MCLUST identifier and corresponding equation for Σ k (Fraley and Raftery, 2006) .
In our study, k clusters are created at each stage starting with k = 2 and incrementing the value of k to 9. For each value of k, we try to fit ten different clustering models as specified in Table 3 . The BIC values of all the models (including all values of k) are compared, and the ones with highest BIC values are chosen as our desired clustering models.
Statistical Significance of the Differences among Clusters
Statistical hypothesis tests are used to identify significant differences among clusters of the distributions of individual attributes. For categorical attributes, statistical significance is assessed by using the χ 2 test for independence. For continuous attributes, cluster means or medians are compared. In the case of normally distributed attributes, a standard ANOVA test is used for assessing significance of differences in means. Otherwise, a Kruskal-Wallis test (Kruskal and Wallis, 1952 ) is used to assess significance of differences in medians. The Shapiro-Wilk method (Shapiro and Wilk, 1965 ) is used to test for normality.
We use the Benjamini-Hochberg method (Benjamini and Hochberg, 1995) to control the increased risk of false positives that is associated with simultaneous multiple tests of significance. Given n individual findings with corresponding sorted p-values p 1 < p 2 < · · · < p n , and given a desired overall level of significance α, the Benjamini-Hochberg method considers as significant only the first k findings, where k is the largest index i, 1 ≤ i ≤ n, for which p i n/i < α. In this study, the standard value of α=0.05 is our desired level of significance. The Benjamini-Hochberg method controls the false discovery rate (FDR), the portion of findings that are predicted to be positives but are actually negatives. The procedure described here guarantees an overall FDR below the desired level α (Benjamini and Hochberg, 1995) .
RESULTS
Selection of Clustering Models
Based on the methodology described in Section 2, a variety of Gaussian mixture models are applied to the dataset for different numbers (k) of clusters where values of k are between 2 and 9. The Bayesian Information Criterion (BIC) for each model that could be fitted to the data is recorded, the results of which are shown in Figure 1 . The best BIC value is achieved with the VEV model (BIC = -15047.50) followed closely by the EEV model (BIC = -15143.54), both of which are ellipsoid distributions with equal shape, but differing only in that while the former has variable volume, the latter has same volumes. Both these models divide the dataset into two clusters. A three-cluster VEV model also achieves fairly good BIC value (BIC = -15563.68). Both the spherical models EII and VII show steady rises in BIC values as the number of components is increased before becoming almost constant after around k=6. We inspect the clusters for the two-cluster VEV and EEV models and observe that the cluster assignments are almost identical with the exception of only two data points. Hence for further analysis we select the VEV models with 2 and 3 clusters respectively.
Salient Properties of the Two-cluster Model
The two-cluster VEV mixture model creates clusters of sizes 395 and 106 respectively. Table 4 shows the mean and standard deviations of the continuous attributes for each of the clusters along with their level of significance (p-value) as determined from a Kruskal-Wallis test which was used since all the continuous attributes were deemed to be nonnormally distributed based on the Shapiro-Wilk test. Table 5 shows the probability distribution of each categorical attribute for different clusters along with p-values computed from the χ 2 test. Among the continuous attributes of Table 4 , HbA1c, cholesterol, HDL, LDL and Triglycerides all have significant differences between clusters. The first is a measure of average blood glucose level for a prolonged period of time, while the other four are measures of different types of fat found in the body. What is noticeable is that the patients in Cluster 2 exhibit lower levels of healthiness than those of Cluster 1. On an average, Cluster 2 patients have higher HbA1c, lower HDL (the "good" cholesterol), higher LDL (the "bad" cholesterol) and higher Triglyceride levels than Cluster 1 patients, which correspond to the worse conditions for each of these laboratory test results. From Table 5 , the attributes with significant differences are in race, patients' history of hypertension and diabetes, and several of the medications administered on the patient before admission or during the time of discharge. Cluster 2 patients are more likely to be non-White, more likely to be hypertensive and diabetic, and more likely to be administered all of the medications than Cluster 1 patients. The conspicuous differences occur in the case of diabetic history and the intake of antidiabetic medication where the probabilities for Cluster 2 are significantly higher than Cluster 1 with very large values of the χ 2 statistic. Worthy of mention are some attributes that are empirically known to be important factors for stroke (Dyken, 1991) , but exhibit no significant difference between clusters, such as age, gender, blood pressure, and previous history of stroke. There is also no significant difference in terms of stroke severity (NIHSS score) and stroke recovery rate (mRS-90 score). However, it is noteworthy that Cluster 1 patients have slightly more severe stroke on average but are more likely to have a better recovery rate. This goes to show that the proposed clustering technique uncovers a group of patients who are characterized primarily by diabetes and secondarily by higher levels of cholesterol and hypertension who are at higher risk of poor recovery from stroke.
The Three-cluster Model and Hierarchical Structure of Clusters
The three-cluster VEV model creates clusters consisting of 233, 161 and 107 instances respectively. There is a clear hierarchical structure of clusters since the first cluster of the two-cluster VEV model splits almost perfectly into the first two clusters of the three-cluster model; whereas the other cluster remains intact with the exception of only three data points, two of which are added to and one removed from this cluster in the three-cluster model compared to the two-cluster model. For convenience of understanding, we call the first two clusters 1a and 1b and the other intact cluster 2c. We compare the differences first between the clusters 1a and 1b and then between all the three clusters for different continuous (Table 6 ) and categorical (Table 7) attributes. Once again the statistically significant differences after applying Benjamini-Hochberg correction are marked with asterisks. In terms of the continuous attributes, the newly formed clusters exhibit some differences in HbA1c and some cholesterol values. The major differences, however, are exhibited in age and stroke severity. Patients of Cluster 1b are on an average significantly older and suffer from more severe strokes than the patients in Cluster 1a.
As far as the categorical attributes (Table 7) are concerned, significant difference between the clusters can be found in quite a few attributes. Hypertension plays an important role in separating these clusters as patients' own and family history of hypertension along with use of antihypertensive medication are all significantly different. Interestingly, Cluster 1a patients are more likely to have a family history of hypertension, but are less likely to be hypertensive themselves. Cluster 1a is also characterized by worse health habits (more smoking and alcohol consumption) but better comorbid conditions (less chance of coma or atrial fibrillation at the time of stroke). The difference between the likelihood of atrial fibrillation in particular is highly significant. There are also significant differences in the use of medication, while Cluster 1b patients have higher probability of getting anticoagulants (blood-clot removing agents), Cluster 1a patients are more likely to be treated with Statins and antiplatelets during their stay at the 
Decision Tree to Predict Clusters
From the three-cluster model, we build a decision tree where all the attributes of the dataset are used as the predicting variables and the assigned cluster for each record is used as the target (prediction) attribute. The C4.5 algorithm (Quinlan, 1996) is used, as implemented in the J4.8 function in Weka (Witten et al., 2011) , with a pruning confidence factor of 0.01 and a minimum of 40 instances per leaf to achieve a minimalist tree with only two inner nodes and three leaves. The resulting tree, shown in Figure 2 , has accuracy = 87.62%, precision = 0.890, recall = 0.876 and area under the ROC curve = 0.887 evaluated by 10-fold cross-validation. Using only two attributes -discharge medication of antidiabetics and comorbid condition of atrial fibrillation -the three clusters can be defined reasonably accurately. 
Cluster Visualization
We now present a series of plots visualizing the data clusters created by our proposed methods. In each plot a pair of attributes with significant differences across clusters are chosen, and their cluster assignments are shown. Figure 3 shows the cluster assignments with respect to the risk factors diabetes and hypertension for both the two-cluster and threecluster models. The ellipses show the cluster centers with the axes representing the within cluster covariance. A small amount of random noise (jitter) was added to the attribute values to separate the data points that would otherwise be in the same coordinate. In Figure 3(a) , there is clear separation between clusters 1 and 2 based on diabetes. In Figure 3(b) , Cluster 2c stays in the same place as Cluster 2, whereas Cluster 1 breaks into overlapping clusters 1a and 1b based on hypertension.
If we take a look at a pair of continuous attributes Age and HbA1c in Figure 4 , we see a similar structure where Clusters 1 and 2 are separated by HbA1c and not Age (Figure 4a ), but in the split clusters 1a and 1b show significant differences in age. The values of both the attributes are normalized to a [0,1] range.
The hand-picked dimensions selected in Figures  3 and 4 to project the clustered data onto provide a good visual separation of the clusters. Interestingly, the two dimensions suggested by the decision tree in Section 3.4, Discharge Med Antidiabetics and Atrial fibrillation, provided a much better projection space to discern the three clusters. The jitter-added data points for these attributes are shown in Figure 5 , and clearly demonstrate well-defined clusters described by these two attributes.
CONCLUSIONS
This paper has presented the results of clustering stroke patients based on the data consisting of demographics, medical history, test results and medication records. Using the EM algorithm to estimate the parameters of Gaussian mixture models, two suitable clustering schemes are found that suggest the division of the stroke patients into two and three clusters respectively. With two attributesantidiabetic medication at discharge and atrial fibrillation -selected by a decision tree constructed over the clustered data, the clusters can be well discerned. A hierarchical structure between the twocluster and three-cluster structure is observed and the nature of the relationship among clusters uncovered. Statistically significant differences in the values of various attributes across clusters are found and examined.
The clusters present very interesting patterns from a medical perspective. In the two-cluster model, the clusters can be described almost entirely by the history of diabetes and use of antidiabetic medicine. The cluster characterized by the high presence of diabetes also exhibits poor conditions of hypertension and body fat levels. In the three-cluster model, this cluster stays almost unchanged while the other cluster splits into two new clusters which are separated primarily by atrial fibrillation. One of these clusters represent older patients with more severe conditions at the time of stroke, and significantly lower rate of recovery. The other cluster is characterized by younger patients with poorer health habits (more smoking and alcohol consumption), but nevertheless exhibiting less severe strokes and more favorable outcomes after stroke. Interestingly the mRS-90 score, a medical outcome measuring stroke recovery after 90 days of stroke onset, varies significantly among the three clusters. This provides additional evidence that further thorough analysis of these clusters from a medical point of view may lead to better understanding of stroke physiology and more informed management of stroke patients. Furthermore, the information from these clusters may be utilized to address other research problems, such as the construction of computational models for identifying people at risk of stroke, and for predicting the outcome of patients after stroke.
