Based on multivariate data collected over three years, linear regression equations are developed and used to assess student learning in large sections of engineering economy taught at Virginia Tech. In each year (1993, 1994 and 1995) 
Introduction
The aim of this paper is to describe statistical results fiom the application of multiple linear regression to student records and performance data collected during the fall semesters of 1993, 1994 and 1995 at Virginia Tech. Over 1,100 students in large sections (-200 students) of engineering economy (ISE 2014) voluntarily participated in this research to develop accurate linear regression equations for predicting learning in the course. A valid surrogate measure of learning is assumed to be the final weighted score in the 2-hour sophomore level course. In this study the final weighted score is the dependent variable, which is determined as follows. and high school class standing (HS Rank %). Further delineations regarding particular engineering major, morning (AM) versus afternoon (PM) section and instructor were also made in the student records data base.
Linear regression was discovered to provii': the most accurate predictions of the final weightd score in the engineering economy course. It must be noted that various nonlinear regression equation$ were also developed, but none yielded more accurate results than the linear equations of best fat. Furthermore experiments were conducted to determine whether the final exam score by itself could be used as the dependent variable. Because of the greater variability in the final exam score, it was determined that the final weizhted score was the more appropriate dependent variable to use in the research.
Before conducting the linear regression analysis, the data were partitioned into quartiles and classified as shown in Table 1 . Additionally, we assigned a value of 1 to the male gender and 2 to the female gender.
Regression Analysis for Fall 1993
After using multiple linear regression to analyze the data, Table 2 shows that QCA had a correlation coefficient of p = 0.5719 with the final weighted grade. This correlation coefficient is sometimes referred to a linear association because it measures the linear relationship of two variables. QCA correlates most strongly with the final weighted grade (F SCORE). After QCA, it can be seen from Table 2 that MATH, LVL, and HS RANK % are reasonably important predictors. Finally, VERB has a weaker linear association with final weighted score and GNDR had no association at all.
In fact, VERB and GNDR were eliminated when stepwise regression analysis was performed because its effect on the Mean Square Error (MSE) is less than 1%. To demonstrate the effects of all variables, the analysis provided in Table 2 was performed using full multiple linear regression instead of stepwise linear regression.
LVL
The positive values of correlation coefficients in Table 2 
The average actual final weighted score is within * 7.41 points of the predictions with Equation 2.
AM and PM Combined
Final weighted score = 39.80 -0.24(GNDR)
PM
The average actual final weighted score is within k 7.24 points of the predictions with Equation 3.
Equation 2 has average absolute error equal 7.41. This means that the predicted final weighted score is expected to be within f 7 . 4 1 points of the actual score.
To illustrate how to predict a student's final score, an actual observation of a randomly selected student in 1993 from an afternoon class (PM) has According to Equations 4, 5 and 6, higher values of VERB would actually lead to a lower predicted final weighted score in the course. However, the correlation coefficients are small and VERB has little effect on the final weighted score. 
The results for 1995 are similar to those of 1993 and 1994. Table 4 shows that QCA still has score. LVL, MATH, and HS RANK % also have positive correlation coefficients with final weighted score but not as strong as QCA. VERB has a weak correlation and GNDR does not seem to have any effect on final weighted score. 
Performance of AM vs. PM Sections Regression Analysis Summary
The statistical results of this study are consistent for 1993, 1994 and 1995. The strongest predictor for the final weighted score is the QCA. HS RANK%, MATH, and LVL are next most important, According to the majority of the multiple linear regression models, higher values of VERB lead to lower expected final weighted scores. Finally, GNDR is the least important predictor and does not exhibit any significance for the prediction of final In this section we consider the final weighted scores to determine if students in AM classes perform better than PM students or vice versa. 
AM
Level of significance (a = 0.05).
Critical region: 1)(2-1) = 2 degrees of freedom.
Conclusions
It can be concluded based on large amounts of data that multiple linear regression equations accurately predict final weighted scores in large These expected values are put in parenthesis in Table 6 beside the average scores from 
