This document includes S1) relationship between mRNA production and the dynamics of the TA; S2) mathematical derivation of the temporal occupancy rate (R TOR ); S3) estimate of the rate of transcriptional reinitiation; S4) stochastic model and methods of numerical simulations; S5) additional discussions on SD out ; S6) Table S1 and Figs. S1-S11; S7) references.
S1. Relationship between mRNA production and the dynamics of the TA
Based on the minimal model of gene transcription (Fig. 1a ) and the key transcriptional events (Fig.  1b) , here we deduce the mathematical relationship between mRNA production and the dynamics of the TA.
We define all configurational states of the TA as a universal set, and the various states with the same key features as the following sub-sets. A denotes that the enhancer is bound by an activator. S denotes that the core promoter is bound by the proteins of the SCF. M denotes that a nascent mRNA is in gestation (including the process from PIC formation to Pol II's escape into elongation). J denotes that the enhancer-bound activator is conjectured to the SCF, PIC or OPC through the Mediator. Based on the total probability formula, the probability that occurs is ( ) = ( | ) ( ) + � � � � �.
[S1] Because eukaryotic transcriptional initiation requires the existence of the SCF on the core promoter, we have � � � = 0. As can be written as = + ( − ), we have
which yields ( ) = � �( )� ( ) + � �( − )� ( − ) .
[S2] With = + ( − ), we have
Substituting equation (S3) into equation (S2), we obtain ( ) = ( | ) ( ) + � �( − )� ( − ) + � �( − )� ( − ).
[S4]
Using the total probability formula, ( ) can be written as ( ) = ( | ) ( ) + ( | ���� ) ( ���� ) .
According to the definition of , ( | ���� ) = 0. Then we have ( ) = ( | ) ( ).
[S5] To separate from S in the factor ( ), let = + 0 . involves the enhancer-bound activators that are obligate for contacting the SCF-, PIC-, or OPC-joined Mediator. Now we have
According to the definition of , ( | 0 ) = 0. Thus,
Substituting equation (S6) into equation (S5), we obtain ( ) = � � � ( ), which yields ( ) = � � � ( | ) ( ).
[S7]
Substituting equation (S7) into equation (S4), we obtain ( ) = ( | ) � � � ( | ) ( ) + � �( − )� ( − ) + � �( − )� ( − ).
[S8] Let = ( |( − )) ( − ) + � �( − )� ( − ) . is irrelevant to J, thereby representing the basal transcriptional initiation. Therefore, we finally obtain ( ) = ( | ) � � � ( | ) ( ) + .
[S9]
S2. Mathematical Derivation of R TOR
In this section, we first deduce the expression of R TOR based on the minimal model ( Fig. 1a) , where the enhancer sequence contains only one cognate binding site for transcriptional activators. We then briefly investigate the circumstance where the number of cognate binding sites is greater than one. For a spatially homogeneous chemical system, Gillespie theory [1] [2] [3] shows that the time interval between two successive chemical reactions follows
where a is the system's propensity function and r is a random number from the uniform distribution on the unit interval. Thus, we have
[S10]
In the minimal model, there is only one cognate binding site in the enhancer sequence, which is obligate for binding the free activators. During transcriptional processing, the enhancer-bound activators perform a series of functions, such as altering the chromatin architecture by recruiting nucleosome modifiers and recruiting the GTFs 4 . The factor ( | ) in equation (1) involves those enhancer-bound activators whose dynamics are associated with how the TA detects the nuclear concentration of activators. We describe the interaction between such activators and the enhancer by
where G 0 denotes the enhancer that is accessible to activators and G 1 denotes the enhancer that is bound by an activator. Under the condition that the number of nuclear activators remains constant, during a time period where the activators bind to and then depart from the enhancer for ( = 1, 2, 3, … ) cycles, we have
with and denoting the binding time and the unbinding time of the j-th cycle, respectively. and are the propensity functions of association and disassociation, respectively. 1 and 2 are independent random numbers from the uniform distribution on the unit interval. When → ∞, we have
where → denotes "in probability converges to". According to equation (S10), we obtain
[S11]
Let denote the number of nuclear activators, then = and = , where and are the stochastic reaction rate constants of association and dissociation, respectively. Thus, we have
[S12]
Equation (S11) is the expression of in the main text. Equations (S11) and (S12) show that, when → ∞ , in probability converges to a certain value that is a monotonically increasing function of the number of activators. Fig. S1 displays the numerical computations of .
To test whether the convergence property of R TOR is general, we also studied the circumstance where the number of cognate binding sites in the enhancer sequence is greater than one. When the effective number of binding sites in the enhancer is ( = 2, 3, 4 … ), the interaction between the activators and the enhancer can be depicted ① as n Activator + G0 ↔ G1 .
Then, we have
where 1 and 2 are the propensity functions. When m → ∞, we have
where 1 = 1 * ( , n) and 2 = 2 . 1 and 2 are the stochastic reaction rate constants, is the number of nuclear activators, and ( , n) = ! ! * ( − )! . Thus, we have
[S14]
Similar to equation (S12), equations (S13) and (S14) show that when → ∞, no matter what the number of cognate binding sites is, in probability converges to a certain value that is a monotonically increasing function of the number of activators. Indeed, the right-hand side of equation (S14) approximately equals the Hill function, by which systems biologists connect upstream signals to gene products ② 5-8 . Fig. S11 shows a comparison of the properties of for = 1 and = 2.
① Strictly, "n Activator + G 0 ↔ G 1 " is a simplified description and only reveals the primary properties. However, more detailed analyses are rather complex. Here is an example for n=2.
If the two binding sites have the same affinity and there exists no cooperativity between activators' binding, the reactions can be written as Activator + G0 ↔ G01, Activator + G01 ↔ G1. G 0 , G 01 , G 1 denote that the enhancer region is "naked", the enhancer region is bound by one activator, and the enhancer region is bound by two activators, respectively. If only G 1 is obligate for transcriptional regulation, let 1 and 2 separately denote the propensity functions of association and disassociation for each reaction. According to equation (S13) and the multiplication theorem for probabilities, we have
[S15]
If any site being bound is functional, according to the multiplication theorem and addition theorem for probabilities, we have
[S16]
In the case that the two sites have different affinity and there exists cooperativity between the two activators' binding, it is convenient to use ordinary differential equations to calculate the limit of R TOR . The possible states of the enhancer and reaction rates are depicted in following scheme. A rectangle denotes a cognate binding site, while a red rectangle denotes that the site is bound by an activator. [S18] Equations (S15 -S18) are all monotonically increasing functions of the number of nuclear activators.
② Usually, the Hill function is used to describe gene expression, with a term in the form of the maximal expression level, and and n are constants. Let k 1 and k 2 separately denote the reaction rate constants of binding and unbinding for the reaction "n Activator+G0 ⇌G1", then the corresponding differential equations are
where [G 1 ] and [G 2 ] denote the relative concentration. Let the right-hand side of the first equation equal 0, we obtain the following steady-state solution
[S19]
That is, the rate of mRNA synthesis is in the form of
Assuming the nuclear volume is V, then according to Gillespie theory,
Then we obtain
. The number of nuclear activators is usually much larger than n, thus
[S20]
S3. Estimate of the rate of transcriptional reinitiation
The rate of transcriptional elongation was previously measured as 1.1 to 1.4 kb/min 9 ; it was recently reported as ~3.1 kb/min 10 . The maximal elongation rate was reported as 4.3 kb/min 11 , while the estimation for Pol I is 5.7 kb/min 12 . At maximal initiation rate, the polymerases are as closely packed as possible along the genes, with a center-to-center distance of about 100 bp 13 . Thus, the maximal transcriptional reinitiation rate is in the range of 11~57 mRNA/min. That is, to reinitiate an mRNA requires no more than 6 s. Based on in vivo FRAP experiments, it is believed that the activators' occupancy time on the enhancer is typically less than or equal to 30~120 s 14 . Therefore, it is experimentally supported that the rate of transcriptional reinitiation is much larger than the cycling rate of activators.
S4. Stochastic model and methods of numerical simulations
Through theoretical investigations we have arrived at a dynamic picture of the TA orchestrating transcriptional responses ( Fig. 2 ). To further test its validity, we build a simplified stochastic model of gene transcription with physiologically realistic parameters ( Fig. S4 and Table S1 ). The reaction steps and parameters are listed in Table S1 . This model depicts the core steps of regulated transcription. It can be used to simulate the promoter's state evolution and characterize how the cellular number of gene products (mRNA or protein) changes in response to transcriptional activators. This section also presents the discussions about numerical simulations. Reactions 1 and 2 describe the activators' cycling on/off the enhancer. The association and dissociation rate constants of activator-enhancer interactions are not all the same; e.g., the dissociation rate constant of an enhancer-bound activator functioning to recruit a histone modifying enzyme may be different from that of an activator settled in the clamp-like space. However, a reliable transcriptional response requires that the enhancer should be accessible to activators such that upstream signals can be timely encoded; this means that there exist no stable activator-enhancer complexes. For simplicity, here we use only two rapid reactions to characterize the cycling of activators on the enhancer, without specifying what function a special activator performs. In simulations, however, all enhancer-bound activators are automatically distinguished based on the state of the core promoter. If the core promoter is in the state "TATA n ", for example, an enhancer-bound activator may help alter the chromatin architecture rather than directly control transcriptional reinitiation.
Based on in vivo FRAP experiments, it is believed that the activators' occupancy time on the enhancer is typically less than or equal to 30~120 s 14 . According to our theory, shorter occupancy time, which allows the activators to cycle on and off the enhancer for more times during a short time period, enables more accurate encoding of the concentration of the activators. Meanwhile, this does not mean the shorter the better, because the reliable conversion of the R TOR code (described by P(M|J)) requires that the occupancy time of the activators should be overall much longer than that of Pol IIs (Pol IIs' cycling rate has been discussed in S3 of this SI). Therefore, the average lifetime of G 1 is simply set to 60 s, that is, C 2 =1/60 s -1 . According to equation (S12) and Fig. S1 , the significant range of C 1 is 0.01*C 2~1 00*C 2 , and the median value of C 1 is equal to C 2 . Equation (S11) shows that the number of nuclear activators can be included into a on /a off without considering the concrete value; thus the number of activators can be conveniently included into C 1 . Here, we denote the median value of the number of nuclear activators by Act m , which corresponds to the median value of C 1 . In simulations, we used Act m =5000 (any other reasonable value is acceptable).
Reactions 3 and 4 describe the interactions between nucleosomes/histones and the enhancer. The histones compete with activators to occupy the enhancer, restricting the accessibility of activators to enhancer. A reliable transcriptional response requires that the enhancer should be as available to activators as possible. The affinity of histones to the enhancer is assumed to be much weaker than that of the activators. Higher C 3 and/or lower C 4 mainly induce lower-level gene expression and restrict the transcriptional response capability to time-varying signals.
Reactions 5 and 6 are additionally designed to test whether this model is sensitive to multiplex input signals. These two reactions are only used in plotting Fig. S7 . The reaction rates between the repressors and the enhancer are assumed to be the same as that between the activators and the enhancer. The repressors do not have the ability to initiate or directly regulate transcriptional initiation. Rather, the repressors are assumed to help recover the chromatin architecture to condensed state (through recruiting related enzymes). When the enhancer is being bound by a repressor, the core promoter can be easily reoccupied by histones (described by higher C 9 and lower C 10 ), and the construction of the scaffold complex becomes harder (described by lower C 7 ; activators may recruit GTFs to promote the construction of the SCF, whereas repressors do not have this capability).
Reactions 7 and 8 characterize the construction and destruction of both the SCF and the clamp-like space. It was experimentally suggested that the SCF may directly nucleate itself on the mature core promoter, or assemble with the help of activators' recruitment or in other ways 15 . The initial construction of the clamp-like space may synchronize with the formation of the PIC via the so called 'holoensyme pathway', or follow the recruitment of the Mediator by activators after the SCF assembly 16 . No matter in which way(s), however, the SCF and the clamp-like space assemble rapidly when the core promoter is accessible and are relatively stable, maintaining many rounds of activators' cycling (according to the dynamic principles revealed by our theory). Therefore, we can describe the dynamics of the clamp-like space only by a construction reaction and a destruction one, without distinguishing between "the SCF state" and "the clamp-like space state". C 8 is based on the experiments 17 and C 7 is estimated. Lower C 7 or higher C 8 decreases the level and increases the noise of transcriptional response. Reactions 9 and 10 describe the interactions between nucleosomes/histones and the core promoter. According to our theory, continuous and sufficient encoding of upstream signals by R TOR cannot be achieved without the presence of SCF on the core promoter (equation (3)), requiring that the nucleosomes at the core promoter should be easily dispelled away such that the core promoter is available to GTFs. Thus, it is eligible to simply describe the interactions between the core promoter and the histones. Here, we describe the nucleosome eviction by using a single-step reaction: when the enhancer is bound by an activator, histone modifying enzymes and chromatin remodelling enzymes are recruited by the enhancer-bound activators 18 , and thus reaction 10 can easily occur. When the enhancer is not bound by activators, the nucleosomes rarely depart from the core promoter spontaneously (described by a rather smaller value of C 10 ). During transcription processing, the core promoter may be rebound by histones, although the degree may vary from time to time. Here, we also simplify this process into a single-step reaction. The parameters C 9 and C 10 are estimated. Higher value of C 9 or lower value of C 10 means a larger obstacle for the SCF assembling. (It should be mentioned that under special artificial condition, the process of chromatin remodelling is rather complex and substantially different from physiological condition 19, 20 .) Reactions 11, 12 and 13 characterize the state transition of the transcriptional machinery, namely the cycling of Pol II on the core promoter. Our theory shows that this state transition is tightly regulated by the activators settled in the clamp-like space. However, our theory neither defines which one(s) of the three steps is/are activator-dependent nor defines their relative time portioning. Experimentally, these steps are all possible regulation targets 16, [21] [22] [23] . It also cannot be inferred whether the reactions like PICSCF and OPCSCF exist. Here we just describe the equivalent state conversion. The rates of Pol II assembly (SCFPIC) and core promoter clearance (OPCSCF+mRNA) are taken as activator-dependent, and PICOPC is taken as a rapid process.
According to our theory, during the transient time windows with activators residing in the clamp-like space, Pol IIs initiate/reinitiate transcription at a rather rapid rate, meaning the state conversion of the transcriptional machinery is also rather rapid. This conclusion is supported experimentally (see section S3); the maximal transcriptional initiation/reinitiation rate is about 11~57 mRNA/min. Here, we tenderly use ~27 mRNA/min as the upper limit, i.e., the average maximal time taken to initiate an mRNA, <t max >, is ~2.2 s. The larger the rate of mRNA initiation, the more accurate the transcriptional response becomes.
Clearly, <t max >= <1/C 11 +1/C 12 +1/C 13 >; however, the values of C 11 , C 12 , and C 13 still cannot be calculated. Thus, the relative reaction rates of reactions 11~13 are estimated. Variations of the concrete relative rates have slight influences on the ultimate results (the shape of Fig. 3c may be affected slightly).
Before getting into productive elongation, Pol IIs on some genes are found pausing at ~35 bp downstream of transcriptional start site 21, [24] [25] [26] , implying that the step of promoter clearance OPCSCF+mRNA may take a long time. This phenomenon does not conflict with our theory. We describe this phenomenon by using a much smaller C 13 when the activators are absent from the clamp-like space.
Reactions 14, 15 and 16 characterize the degradation/deactivation of mRNA, translation, and the degradation/ deactivation of the protein, respectively. To focus on revealing the dynamic properties of the TA, we take Pol II elongation and translation as smooth processes. This simplification is supported by experiments 27, 28 . The time delays of the Pol II elongation and translation are not considered. Biologically, the lifetimes of active gene products including mRNA and protein are subject to the modulation of the cell-signalling context. In response to the time-varying concentration of the activators, short lifetime of the mRNA or protein means they do not cumulate, and thus their concentrations can follow upstream signals. On the other hand, long lifetime means their concentrations can nearly remain constant, and thus the standard deviation of both cellular mRNA and protein shown in Fig. 3c would be further attenuated. Changing the lifetime of mRNA or protein does not affect our conclusions.
In the following, we describe the methods of numerical simulations used in plotting Fig. 3 and present additional discussions. Fig. 3a : The size and time-span of a transcriptional burst are variable from cell to cell. Longer lifetime of mRNA increases the time-spans of the transcriptional bursts. Fig. 3b : To make sure the model gene's activity is in a steady state, the stochastic model was run for 10 000 s before sampling the value of output for each input. 40 000 outputs were sampled, which is sufficient to get stable standard deviation. As the length of the standard deviation bars is affected by the lifetime of mRNA/protein, the sum of mRNA produced during a certain time period more reliably reflects the dynamic properties of the TA. Thus, the rates of mRNA production are also shown. The output has been normalized by the average maximal values. Fig. 3c : The standard deviation in Fig. 3b is separately shown in this figure because of its importance. Fig. 3d : For each input, the stochastic model was run for 10 000 s to guarantee that the model gene is in a steady state, and 40 000 outputs were sampled before taking the statistics. Fig. 3e : During cellular signalling, the number of the nuclear activators, n a , is controlled by their rates of entering and exiting the nucleus, and is also affected by their rates of degradation/activation/deactivation. Here, we suppose that n a changes only at every integral time points, i.e., at time points t=1 s, 2 s, 3 s, … , we update n a by n a =Round(1.5Act m * (sin(2πt/3600-π/2)+1)), where the function Round(F) rounds F to the nearest integer. This method is thus in essence the same as the stochastic simulation with time delays 29 . Fig. 3f : We take statistics on the temporal occupancy rate of target complex every 5 min.
S5. Additional discussions on SD out
The curves of the SD out versus the input shown in Fig. 3b have the same shape and direction as those by experimental measurements. However, the magnitude here is overall lower compared to the experimental data. The main reason for this discrepancy is that our model gene has only one cognate binding site, whereas multiple binding sites tend to increase the value (see Fig. S11 ).
S6
. Table S1 and Figs. S1-S11 Table S1 . Reactions and parameter values. "Act" denotes the number of activators. "Rep" denotes the number of repressors. "Act m " and "Rep m " are separately the median values (for the definition see S4) of the numbers of activators and repressors. When the enhancer is in the state "G 1 ", C 10 , C 11 and C 13 are equal to the numbers in red; when the enhancer is in the state "G r ", C 7 , C 9 and C 10 are equal to the numbers in blue. The numbers of activators and repressors are controlled by additional reactions during simulations. The time delays of transcriptional elongation and translation are not included. 
9 TATATATA n C 9 =1/240; C 9 =1/40 TATA=0, TATA n =1
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TATA n TATA C 10 =1/3600; C 10 =1/60; : time=0, Act=0, Rep=0, G n =1, G 0 =0, G r =0, G 1 =0, TATA n =1, TATA=0, SCF=0, PIC=0,   OPC=0, mRNA=0, and protein=0 . Figure S1 . Direct numerical computations of the , which is taken as a function of / .
Each red dot is obtained by an independent trial, and the black line represents the mean value. Figure S3 . For R TOR to be correctly transmitted, should appear immediately after the occurrence of . The temporal evolutions of the four events , | , | and | are schematically shown, with the upper parts of a line denoting that the corresponding event is happening. For the sake of clarity, | is simply denoted by violet erect lines, with an erect line denoting a nascent mRNA born. If occurs immediately after (J 1 | ), the sum of mRNA initiated during a short time period would be proportional to the sum of activators' occupancy time. Otherwise, because of the random nature of the occurrence of | , the code is partially lost (note that is a precondition of ) and thus cannot be correctly transmitted to guide the amount of mRNA produced during the time period. Figure S4 . Simplified stochastic model for activator-regulated transcription based on the proposed dynamic mechanism. 'Act' and 'Rep' denote a transcriptional activator and a repressor, respectively. The enhancer can be bound by histones (G n ), by an activator (G 1 ), by a repressor (G r ), or be "naked" (G 0 ). The core promoter can be bound by histones (TATA n ), be "naked" (TATA), or be in the SCF, PIC or OPC state. 'C-space' denotes that a clamp-like space is formed between the Mediator and the enhancer. It is unnecessary to distinguish between the C-space and the SCF according to the dynamic principle of regulated transcription. The enhancer-bound activator promotes chromatin modification (green blunt arrow) or controls transcriptional initiation/reinitiation by inducing allostery (orange blunt arrow). What function an enhancer-bound activator performs is automatically determined by the state of the promoter. The cycling of activators on the enhancer is described by rapid transitions between G 0 and G 1 .
The cycling of Pol II is described by more rapid transitions from the SCF to OPC. Fragments denote the degradation/deactivation of mRNAs or proteins. Reactions 5 and 6 are only included when testing whether the model is sensitive to multiplex input signals. Figure S5 . Robustness of the transcriptional response to noise. The nuclear concentration of activators changes following upstream signals; however, this concentration variation is also affected by the fluctuations of other cellular components. Here, we investigate whether such external noise of input can be tolerated by the proposed dynamic mechanism of eukaryotic transcription. The transcriptional response can be described by ( + ) = + , where and are the average levels of transcriptional input and output, respectively, and and are the noise levels of input and output, respectively. If is strongly associated with , the transcriptional response is sensitive to external noise. Fig. 3b shows the transcriptional input/output relationship. We add stochastic fluctuations to the input and compute the resultant fluctuations of the output. We define the association coefficient as �〈 〉, where is given by * 2( − 0.5)θ ( is a random number from the uniform distribution on the unit interval, and θ is the noise level). To focus on the TA itself, we use the amount of mRNA produced per 5 min as the output. For different levels of , the association coefficient for the different noise level of input is shown here. Rather weak association exists between the external noise and output noise, meaning that transcriptional responses exhibit a strong noise-tolerance capability. Figure S6 . Input/output relationships when deviating from the proposed dynamic principles of regulated transcription. Deviation from the proposed dynamic principles tends to increase noise intensity and shrink the response range. The approximately bell shape of the standard deviation curves is robust to variation in parameters except for "Lower P(S)" (C). The parameters are as follows: B, C 2 =1/300 s -1 ; C, C 8 =1/30 s -1 , C 9 =1/30 s -1 ; D, On the enhancer is being bound by an activator: C 11 =10 s -1 , C 13 =10 s -1 ; E, On the enhancer is being bound by an activator: C 10 =1/20 s -1 , C 11 =1/0.6 s -1 , C 13 =1/0.4 s -1 ; On being unbound: C 7 =1/5 s -1 , C 8 =1/600 s -1 , C 9 =1/500 s -1 (These parameters are larger than biological limits, see S4 of this SI). The parameters without special annotation are all from Table S1. Figure S7 . Response to multiplex upstream signals. mRNA_avr denotes the average cellular number of mRNAs produced by a promoter. mRNA_ind shows a typical example of the cellular number of mRNAs produced by an individual promoter. The nuclear abundance of activators is assumed to be constant, but that of the repressors is assumed to be oscillating. Results show that the abundance of cellular mRNA changes with a reversed phase to the abundance of the repressors, meaning that this model can respond to multiplex upstream signals. Figure S8 . Response to time-varying input when deviating from the dynamic principles of regulated transcription. We simulate the temporal evolution of the number of cellular mRNAs in diploid cells. The black and red lines separately show the average cellular mRNAs and typical samples of individual diploid cells. The parameters used are all from Table S1 unless specified otherwise. (A) The input used in plotting B-E. The input is the same as that used in Fig. 3e. (B) Outputs by default parameters. Note that there exists the possibility that some cells cannot reliably respond to the input. (C) With a slower cycling rate of activators (C 1 =Act/(300*Act m ) s -1 and C 2 =1/300 s -1 ), the system fails to reliably respond to the input, compared with B. (D) Lower P(S) (C 9 =1/30 s -1 and C 8 =1/30 s -1 , meaning the SCF cannot be easily constructed and is not stable) shrinks the response range and induces larger noise, compared with B. (E) Lower P(M|J) (Bound: C 11 , C 12 , C 13 =1/2 s -1 ; Unbound: C 12 =1/2 s -1 ), which means that the rate of transcriptional reinitiation is not large, shrinks the response range and induces larger noise compared with B. (F) The input used in plotting G. Compared with A, the input contains a 10% uniform stochastic fluctuation, with n a =Round(1.5Act m (sin(2πt/3600-π/2)+1)+((r-0.5)/5)*1.5Act m (sin(2πt/3600 -π/2+1)), where r is a random number from the uniform distribution over the unit interval. n a is updated at time points t=1 s, 2 s, 3 s, …. (G) The addition of 10% uniform input noise brings no visible effect on the output, compared with B. Figure S9 . mRNA/protein production rate. (A) The quantity of mRNAs produced per time intervals are shown. The maximal values have been normalized to 1. The standard deviations are also shown in (B). (C) The quantity of proteins produced per 5 min is shown. The standard deviations are also shown in (D). Note: the rate of protein production and the corresponding standard deviation are directly related to the lifetime of mRNA. 
Figure S11. Properties of
, with the number of cognate binding sites set to n=1 and n=2 as examples. For both n=1 (Activator+G 0 ↔G 1 , with the propensity functions of association and disassociation being a on and a off , respectively) and n=2 (Activator+G 0 ↔G 01, Activator+G 01 ↔G 1 . There is no cooperativity considered. G 1 is obligate for transcriptional regulation. For each reaction, the propensity functions of association and disassociation are also a on and a off , respectively), activators cycle on and off of the binding sites for cycles. (A) For both n=1 and n=2, R TOR is a monotonically increasing function of the number of activators. Error bars represent the standard deviations. (B) For both n=1 and n=2, the standard deviations decrease as m increases. The curves of the standard deviations are bell-shaped; larger number of binding sites tends to increase the height-to-width ratio of these curves.
