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Single-molecule break junction measurements deliver a huge number of conductance vs. electrode
separation traces. Along such measurements the target molecules may bind to the electrodes in
different geometries, and the evolution and rupture of the single-molecule junction may also follow
distinct trajectories. The unraveling of the various typical trace classes is a prerequisite of the proper
physical interpretation of the data. Here we exploit the efficient feature recognition properties of
neural networks to automatically find the relevant trace classes. To eliminate the need for manually
labeled training data we apply a combined method, which automatically selects training traces
according to the extreme values of principal component projections or some auxiliary measured
quantities, and then the network captures the features of these characteristic traces, and generalizes
its inference to the entire dataset. The use of a simple neural network structure also enables a direct
insight to the decision making mechanism. We demonstrate that this combined machine learning
method is efficient in the unsupervised recognition of unobvious, but highly relevant trace classes
within low and room temperature gold–4,4’ bipyridine–gold single molecule break junction data.
I. INTRODUCTION
Creating electrical circuit elements from single atoms
or molecules is one of the main goals of molecular
electronics research.1–3 The investigation of the elec-
tronic properties of single molecule junctions can be re-
alized utilizing the break junction technique,4,5 which
allows us to establish a statistical amount of single-
molecule nanowires by repeatedly opening and closing
an atomic-sized metallic junction, and by appropriately
dosing the target molecules. In spite of the stochas-
tic nature of this process, the statistical analysis of
the conductance vs. electrode separation traces usu-
ally yields typical, rather well defined single-molecule
junction configurations, which are reflected by peaks
in the conductance histograms. However, to under-
stand the fine details of the typical junction formation
trajectories, it is not enough to plot simple one di-
mensional conductance histograms, rather some more
elaborate techniques are required. These include two-
dimensional conductance-displacement histograms,6,7
cross-correlation analysis8–11 or custom feature filtering
algorithms,12–22 which are able to identify targeted mo-
tifs of the traces. Although these methods rely on well
defined computer algorithms instead of manual data se-
lection, the feature filtering protocols are usually custom
constructed and tuned according to the researcher’s phys-
ical intuition.
Nowadays artificial intelligence methods are widely uti-
lized in many fields of science and technology providing a
rapidly developing tool to recognize the relevant features
in the data without the guidance by human intuition. In
molecular electronics it was also demonstrated that ma-
chine learning protocols, like unsupervised vector-based
classification,23 reference free clustering method,24 fast
data sorting with principle component analysis,25 and
neural network-based classification26 may become use-
ful tools for data analysis. In the latter work we have
demonstrated the successful classification of single-atom
and single-molecule break junction data relying on re-
current neural networks that were trained either on com-
puter simulated data, or on manually selected and labeled
experimental traces. Though being successful in the clas-
sification of the races, it is clear that this approach can
be further optimized in various aspects. On one hand
the rather complex recurrent neural networks were found
to be sensitive to the choice of the network parameters,
excellent classification was only achieved at some spe-
cific parameter sets. On the other hand the training
method also requires improvement: whereas training on
computer simulated data is expected to have increasing
importance with the development of the simulations’ pre-
dictive power, in case of experimental training sets it
would be definitely favorable to eliminate the need for
manual labeling. In this paper we step forward towards
an unsupervised learning protocol. We apply a combined
method using the simplest possible feed-forward neural
network with a single hidden layer for feature identifi-
cation. The training is either based on the principle
component (PC) projection of the conductance traces,
or on an additional measured quantity, like force. In
both cases the two sides of the distributions (i.e. the ex-
treme PC projections or rupture force values) are used
for the training such that the network first learns from
traces with clear features, and then generalizes for traces
with less obvious characters. We demonstrate that this
approach exhibits excellent performance on break junc-
tion data: (i) the classification results are insensitive to
the precise choice of the network parameters; (ii) thanks
to the simple network structure one can extract valuable
ar
X
iv
:2
00
1.
03
00
6v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
9 J
an
 20
20
2information about the decision making mechanism; (iii)
this unsupervised training protocol provides similar clas-
sification results as the human feature recognition.
II. RESULTS AND DISCUSSION
We analyze the conductance traces of gold-4,4’ bipyri-
dine (BP)-gold single molecule junctions that were ac-
quired either by a room temperature scanning tunnel-
ing microscope break junction setup extended with force
measurement27,28 or by a mechanically controllable break
junction arrangement15 operated at cryogenic tempera-
tures (T = 4.2 K). In the former case, BP molecules are
evaporated onto a gold coated mica substrate, whereas
in the latter setup an in-situ evaporation method is
applied.11 It was shown by previous room temperature
measurements that BP molecules can attach to gold
electrodes in two different binding geometries resulting
in double step molecular plateaus29–31 (see the sample
trace in Fig. 1A). At a smaller electrode separation the
molecule can bind on the side of the metallic junction
such that both the nitrogen linker and the aromatic ring
is electronically coupled to the electrode. Upon further
pulling, the molecule slides to the apex and only the link-
ers couple to the electrodes yielding a decreased conduc-
tance value. In the following we refer to these two bind-
ing geometries as HighG and LowG configurations. In
accordance with these configurations the room temper-
ature 1D conductance histogram exhibits double peaks
(Fig. 1B), and similarly the 2D conductance-electrode
separation histogram exhibits two plateaus (Fig. 1A). It
was also found that the molecule pick-up rate is ≈ 100%,
i.e. almost all the conductance traces contain molecular
plateaus. Note, that the single-molecule junction forms
after the rupture of a single-atom gold nanowire, and the
latter is reflected by a sharp peak in the conductance his-
togram (Fig. 1B) around the quantum conductance unit
(G = 1 G0 = 2e
2/h).
The cryogenic temperature measurements exhibit
three clear differences compared to the room tempera-
ture data: (i) the 1D histogram exhibits a single peak
around the LowG region (Fig. 1D); (ii) the pick-up rate
significantly decreases (≈ 30 − 40%); (iii) the stability
of the junction is significantly increased. The latter two
features are clearly reflected by the 2D histogram: due
to the reduced pick-up rate the traces with molecular
plateaus are mixed with tunneling traces where the expo-
nential decay of the tunnel current between the metallic
apexes is clearly resolved due to the enhanced stability
(see the 2D histogram and a sample molecular and tun-
neling trace in Fig. 1C).
In the following we analyze these datasets using the
neural network illustrated in Fig. 2A. The Ini input vec-
tors of the feed-forward neural network are simply the
histograms of the individual conductance traces, Ni(r),
the number of data points in bin i on trace r. This his-
togram is restricted to the G = 10−5 − 101 G0 conduc-
FIG. 1. 2D conductance vs. electrode separation histograms
(left) and 1D conductance histograms (right) of gold-4,4’
bipyridine-gold single-molecule junctions measured at room
temperature (A, B) and at liquid helium temperature (C,
D). The histograms of the room temperature dataset are con-
structed from 12000 traces, while the low temperature dataset
consist of 5500 traces. In the 2D histograms the traces are
aligned at Gref = 5 · 10−5 G0 (A) and Gref = 10−5 G0 (C)
conductance. Example traces from both datasets are shown
as black lines (A, C). In panel (C) the left/right curves il-
lustrate a double step molecular trace and a tunneling trace,
respectively.
tance range for the room temperature measurement and
G = 10−6 − 101 G0 in the case of the low temperature
measurement using logarithmic binning. The size of the
network’s input vector, and accordingly the M number
of bins in the histogram is an adjustable parameter of the
network together with the number of neurons in the hid-
den layer (H). The neurons in the hidden layer sum up
the incoming signals using the weights of the synapses
between the input and the hidden layer and placing a
bias offset. Finally, these neurons output the summed
signals applying a nonlinear (sigmoid) activation func-
tion. These outputs of the hidden layer are similarly fed
to the output layer with a single neuron. The output
value can be interpreted as a result of binary classifica-
tion, e.g. the trace is classified as molecular/tunneling
trace if the network output is larger/smaller than 0.5.
The network is trained on a subset of the traces that are
labeled according to a specific criterion (e.g. molecular
trace vs. tunneling trace). Along the training process
the optimized weight and bias values are found using the
backpropagation algorithm implemented in the Tensor-
Flow machine learning platform.32 Finally, the trained
network is ready to classify any conductance trace, also
those that were not used for training.
In this paper, we demonstrate the classification perfor-
3FIG. 2. (A) Schematic representation of the applied feed-
forward neural network with one hidden layer and a single
neuron at the output. The network takes the 1D conductance
histograms of the individual conductance traces (Ni(r)) as in-
puts. Each neuron in the network sums up the incoming sig-
nals multiplied by the weights (Wj,i), adds a bias offset and
applies a sigmoid activation function (f[x] shown in the in-
set). After the training (optimization of the weights and bias
values of the network), the neural network classifies all traces
measured at low temperature either as molecular or tunneling
trace. Panels (B,C) / (D,E) show the 2D and 1D histograms
of the such classified molecular/tunneling traces, respectively.
In the 2D histograms the traces are aligned at Gref = 10
−5 G0.
Panel (F) shows the summed weight products of the trained
neural network as a function of the conductance (see text).
Panel (G) illustrates the network’s classification accuracy as
the function of the input bin number, M . The red dot shows
the accuracy using the two customized bins extracted from the
SWP plot in panel (F).
mance of these neural networks using the following sce-
nario: (i) As an initial test we separate molecular traces
from tunneling traces using the cryogenic temperature
data. Relying on the manual labeling of all traces we
first train the network on a part of the traces and then we
evaluate the classification accuracy on the entire dataset.
Finally we study the decision making mechanism by an-
alyzing the weight-products of the network. (ii) We per-
form the same classification by replacing the manually la-
beled data with a training set that is automatically gener-
ated by principle component projection. (iii) We further
analyze the molecular traces applying an additional prin-
ciple component decomposition on the molecular traces
classified in (ii). The results of this analysis explain the
difference between the room and low temperature con-
ductance histograms. (iv) Finally, we analyze the room
temperature traces, where the conductance data are sup-
plemented with force measurements. The force data are
only used to label the training traces, demonstrating that
afterwards the network is able to identify the relevant
trace classes using solely the conductance data. The re-
sults of these classification tasks demonstrate, that our
protocol performs well in automatically finding the rele-
vant parts of the traces, reflecting distinct junction for-
mation trajectories. This would be a challenging and
time consuming task by manual data analysis, and there-
fore our combined classification method provides a valu-
able guidance in understanding the physical processes in
single-molecule junctions.
(i) Classification of molecular traces against tunneling
traces using manually labelled training sets. This clas-
sification task serves as a reference to test the neural
network’s performance. We have manually labeled all
the traces (5500 curves) using three categories: tunnel-
ing trace (59%), molecular trace (34%) and ill-defined
trace (7%). The accuracy of the classification is mea-
sured as the [number of well characterized tunneling +
molecular traces]/[number of all molecular and tunneling
traces]. In this first approach we train the neural network
using a subset of the data containing 320 traces with
clear molecular or tunneling characteristic. Afterwards
the neural network classifies all traces, as demonstrated
by the 1D and 2D histograms in Fig. 2B,C (molecular
traces) and Fig. 2D,E (tunneling traces). These figures
do not exhibit any sign of misclassification, no molecu-
lar/tunneling signature is visible on the 2D histogram of
the tunneling/molecular traces, respectively. Relying on
the manual labeling of all traces, the network achieves
93% classification accuracy.
It is important to note, that the manual labeling of
most traces is obvious, but it is a more delicate task to
define a custom filtering algorithm for that. The most
obvious filtering would rely on the number of datapoints
within the conductance region of the molecular plateau
assigning molecular/tunneling label to the traces with
larger/smaller number of points than a proper thresh-
old. This algorithm provides significantly worse classifi-
cation accuracy (≈ 85 − 90% depending on the chosen
conductance range) than the neural network. Further-
more, this simplified method systematically misclassifies
around 25−30% of the molecular traces, whereas the neu-
ral network algorithm provides a misclassification rate
below 10%. From this comparison it is clear that such
a simple criterion is insufficient for the proper classifica-
tion, rather some combined features should be measured,
including e.g. the slope of the trace within a proper re-
4gion, or comparing the number of datapoints in multiple
conductance regions.
The neural network algorithm automatically finds a
proper combined classification criterion. Due to the sim-
ple structure of our neural network it is also possible to
get a quantitative insight to the networks’s decision mak-
ing algorithm. As a simplest measure, we can calculate
the summed weight products for all the routes between a
certain input and the output, SWPi =
∑H
j=1W
(1)
i,j ·W (2)j .
If SWPi is a large positive/negative number for a certain
input, a large input value (i.e. a large histogram count)
will push the decision towards the molecular/tunneling
label, respectively. If SWPi is close to zero for a certain
input, then this input is not relevant in the decision mak-
ing process. For our particular network, the SWP plot
displays large positive values in the region of the molec-
ular plateau (see the region with light red background in
Fig. 2F), and a large negative region is observed at lower
conductances (see the region with light blue background
in Fig. 2F). In the latter region the molecular traces dis-
play a jump, but the tunneling traces contain significant
counts. It is clear from the SWP plot that the network
checks combined criteria: to give a trace a tunneling la-
bel it is not enough to have a small number of points in
the region of the molecular peak; there should be enough
points at even lower conductance values, where a molec-
ular trace would exhibit a jump. Checking combined
criteria brings clear improvement in the classification of
molecular traces compared to the above misclassification
of the molecular traces using a single criterion.
For the above analysis we have used 100 input neurons,
i.e. 100 histogram bins. Next we check the stability of the
neural network performance against the number of the in-
put bins (M). Fig. 2G demonstrates, that the reduction
of the bin number even slightly increases the classification
accuracy down to ≈ 10 bins, but below that the accuracy
drops. However, once we know the relevant conductance
regions for the decision making from the SWP plot, we
can define customized bins to focus our analysis on the
most relevant regions. In this particular case we can re-
duce the number of input neurons to two, by calculating
the number of datapoints in the two relevant regions of
the SWP plot (i.e. the regions with light red and light
blue background). This highly simplified network also
achieves 93% accuracy (see the red dot in Fig. 2G). We
generally use H/M = 1.5 ratio, where H is the number of
neurons on the hidden layer but a broader region around
this value also provides similar classification results.
(ii) Unsupervised classification of molecular and tun-
neling traces using the combination of principal compo-
nent decomposition and neural network analysis. Next
we train our network without a manually labeled dataset.
Manual classification is not only against objective data
handling, but in many cases we also lack the a priori
knowledge for judgement, and therefore we seek com-
puter algorithms to automatically find the relevant data
classes, which would help us to understand the various
possible junction configurations. To this end we apply
the method of principle component analysis developed
by J. Hamill at al.25. This method relies on the corre-
lation analysis of the conductance traces introduced in
our previous work9. The principal components (PCs)
are the eigenvectors of the 2D correlation matrix, the
PCs with the largest eigenvalues identify the most rel-
evant correlations in the dataset. Fig. 3A demonstrates
the 2D correlation plot for our low temperature BP data,
whereas Fig. 3B shows the principle components with
the first three largest eigenvalues. The second princi-
pal component (PC2 shown by thick black line) exhibits
a very similar shape to the SWP plot in Fig. 2F (for
a better comparison the light red/blue regions of the
SWP plot are repeated in Fig. 3B). This suggests, that
the projection of the conductance traces to PC2 (i.e.
the
∑M
i=1 PC2i ·Ni(r) scalar product) is able to clas-
sify molecular traces against tunneling ones. Indeed, the
principal component analysis can alone perform the clas-
sification task giving molecular/tunneling label to the
traces with positive/negative principal component pro-
jection. The 1D and 2D histograms for the such classified
traces are shown in Fig. 3D-G. This classification pro-
vides a basically good result with 90% accuracy, but the
2D histogram of the traces with molecular label (Fig. 3D)
demonstrates that a significant amount of the tunneling
traces are misclassifed as molecular ones (see the encir-
cled region). The reason for this becomes clear if the
histogram of the principal component projections (black
line in Fig. 3C) is decomposed according to the manual
labelling of our traces (see the red/blue lines in Fig. 3C
for the molecular/tunneling traces, respectively). The
zero PC projection (black dashed line) is clearly not the
proper threshold between the two classes, as it cuts the
distribution at a region where the tunneling traces are
still highly dominant (at this line 76% of the traces is
tunneling trace, which is well above the overall 59% ratio
of the tunneling traces). Due to this improper threshold
11% of the tunneling traces are misclassified. Alterna-
tively, one could set the classification threshold at the
maximum of the the PC projections’ distribution, but
this choice would further increase the number of mis-
classified traces, and reduce the classification accuracy.
Without the a priori knowledge of the trace labels one
does not have any basis to determine a better threshold.
To solve the above problem of simple PC analysis, we
apply a combined approach. We first take the traces
from the two sides of the principle component projec-
tions’ distribution (see light red and light blue regions in
Fig. 4E, where both regions include 20% of all traces).
These traces clearly exhibit the features of the two classes
showing definite tunneling/molecular characters, there-
fore these two trace sets provide an ideal training set
for the neural network illustrated in Fig. 2A. During the
training, the neural network learns the relevant features
of these two trace classes, and then it generalizes these
features for the rest of the traces with less clear charac-
ter. This combined classification not only resolves the
indefinite threshold problem of the principal component
5FIG. 3. Classification of the low temper-
ature tunneling/molecular traces using princi-
pal component projections. (A) The Ci,j =
〈δNi(r) · δNj(r)〉r /
√〈[δNi(r)]2〉r 〈[δNj(r)]2〉r correlation
plot of the entire dataset, where i, j represent the conductance
bin labels, δNi(r) = Ni(r) − 〈Ni(r)〉r, and the 〈 〉r averaging
is performed along the r trace index. (B) Principal compo-
nents of the correlation matrix corresponding to the three
largest eigenvalues. The light red/blue regions are reproduced
from the SWP plot in Fig. 2F as a reference. (C): Distribu-
tion of the PC2 projections for all measured traces (black),
manually labeled molecular (red) and tunnelling (blue) traces.
Traces with positive/negative projection are classified as
molecular/tunneling trace. Conductance histograms of the
such classified molecular (D, E) and tunneling (F, G) traces.
The encircled region in panel (D) illustrates that a significant
portion of the tunneling traces are misclassified. In the 2D
histograms the traces are aligned at Gref = 10
−5 G0.
projections, but the neural network may also recognize
more sophisticated features, which could not be captured
by a simple principle component analysis. Performing
this combined analysis we achieve 93% classification ac-
curacy, and the ratio of misclassified tunneling traces is
reduced below 3%. The 2D and 1D histograms of the cor-
responding traces labeled as molecular/tunneling curves
are demonstrated in Fig. 4A,B and Fig. 4C,D respec-
tively. Both the 1D and 2D histograms confirm, that
the misclassification of a significant amount of traces is
avoided with this analysis. The SWP figure (Fig. 4F) ex-
hibits a similar structure as the SWP plot in our previous
FIG. 4. Combined principal component and neural network
method for sorting the traces measured at low temperature.
2D and 1D conductance histograms of the traces classified as
molecular (A, B) and tunneling (C, D) trace. In the 2D
histograms the traces are aligned at Gref = 10
−5 G0. (E)
Distribution of the PC2 projections for all measured traces
(black), training traces labeled as molecular/tunneling trace
(light red/blue area), traces classified as molecular/tunneling
trace (red/blue line). (F) SWP plot of the trained neural net-
work (red and blue area). As a reference, PC2 of the correla-
tion matrix is reproduced from Fig. 3B (black line).
analysis using the manually labeled training set (Fig. 2F).
This analysis demonstrated, that the efficient unsu-
pervised feature recognition is clearly a mixed effort of
principal component and neural network analysis: the
PC projections are able to deliver a proper, automati-
cally generated training set, but without neural network
supplement the PC analysis would miss the proper clas-
sification thresholds.
(iii) Unsupervised recognition of distinct molecular
trace classes. As a further step we take the traces clas-
sified as molecular curves according to our combined
principal component and neural network analysis (see
Figs. 4A,B). On this restricted trace set (already exclud-
ing the tunneling traces) we apply an additional principal
component analysis relying on the first principle compo-
nent (thick black line in Fig. 5B) of the correlation matrix
in Fig. 5A. Again, we use the two sides of the principal
component projections’ distribution as the training set
for our neural network (see light red and light blue regions
in Fig. 5G including 20−20% of all traces). The SWP fig-
ure of the trained network (area graph in Fig. 5B) shows
similar structure as the first principal component (thick
black line). The results of the classification are illustrated
in Fig. 5C-F as 1D and 2D histograms. These two trace
classes exhibit a very clear difference: whereas the traces
of the first class (Fig. 5C,D) dominantly start from the
6LowG region (light red area in the 2D histogram), the
traces of the second class (Fig. 5E,F) are rather start-
ing in the HighG region (light blue area in the 2D his-
togram) and they only reach the LowG region after fur-
ther stretching. This clear difference is also confirmed by
the initial configuration histograms, i.e. the histograms
relying on the datapoints within the first 0.1 nm dis-
placement after the rupture of the gold nanowire (see
the black histograms in Fig. 5C,E). According to this
distinction, in the following we refer to these two trace
classes as LowGStart and HighGStart traces. For both
trace sets we fit the 1D histogram with double Gaus-
sians (see black lines in Fig. 5D,F). For the LowGStart
traces the 1D histogram (Fig. 5D) is clearly dominated
by a single gaussian positioned in the LowG region. On
the other hand both gaussian contributions are signif-
icant in the conductance histogram of the HighGStart
traces (Fig. 5F). Accordingly, the HighGStart traces re-
semble the room temperature measurements on gold-BP-
gold junctions reflecting double molecular plateaus in the
HighG and LowG regions. In contrast the LowGStart
traces represent a trace class, which is not common in
room temperature data.
Both PC1 and the SWP plot exhibit a further remark-
able phenomenon showing large negative weights in the
region of the 1 G0 = 2e
2/h quantum conductance unit
(Fig. 5B). This means, that a long single-atom plateau
with ≈ 1 G0 conductance would push the classification
towards the LowGStart label. To test this considera-
tion we plot the length distribution of the 1 G0 plateaus
(i.e. the step length histogram shown by black line in
Fig. 5H), which displays double peaks. This is a clear in-
dicator of monoatomic chain formation.33 After decom-
posing the step length histogram according to the two
trace classes, it becomes clear that the second step length
histogram peak is suppressed for the HighGStart traces,
which means that these traces dominantly appear if the
gold monoatomic contact breaks without chain forma-
tion. For the LowGStart traces, however, the first step
length histogram peak is suppressed, and the second peak
is enhanced. This means, that these traces dominantly
appear if a monoatomic chain was already pulled before
the rupture of the gold wire. In the latter case the chain
atoms relax back to the electrodes after the rupture leav-
ing a significantly larger gap between the apexes than in
the former case, when the gold junction breaks without
chain formation. In case of the HighG molecular con-
figuration the aromatic ring also binds to the side of the
electrodes, but such a configuration cannot accommodate
larger gaps, i.e. after the rupture of monoatomic gold
chains this configuration is typically missing. Due to the
enhanced mechanical stability at cryogenic temperatures
a sufficiently large portion of the traces exhibit atomic
chain formation, which also brings the clear dominance
of the LowG molecular peak in the low temperature 1D
conductance histogram in contrast to the dominance of
the HighG peak at room temperature.
This analysis demonstrated that our combined classi-
FIG. 5. Unsupervised identification of the relevant trace
classes among the molecular traces (i.e. using the traces
with molecular label according to Figs. 4A,B) (A) correlation
matrix of the traces with molecular label. (B) PC1 (black):
principal component corresponding to the largest eigenvalue.
SWP plot of the trained neural network (red and blue area).
(C-F) 2D and 1D conductance histograms of the resulting
two trace classes. To highlight the initial part of the traces
Gref = 0.5 G0 alignment is applied in the 2D histograms. The
initial configuration histograms of the two trace classes are
shown by black lines in panels (C) and (E), respectively. For
the first, LowGStart trace class (C,D) the molecular plateau
starts in the low conductance region (light red region), wheres
in the second, HighGStart trace class (E,F) the molecular
plateau starts in the high conductance region (light blue re-
gion). (G) Distribution of the PC1 projections: all molecu-
lar traces (black line), traces used for training (light red and
blue area), resulting trace classes: LowGStart (red line), High-
GStart (blue line). (H) Step length distribution of the 1G0
plateau: all molecular traces (black line), LowGStart traces
(red line), HighGStart traces (blue line).
fication algorithm automatically found the two relevant
trace classes of LowGStart and HighGStart traces, and
the structure of the principal component/SWP plot gave
us a relevant hint that the 1 G0 step length acts as a pre-
cursor of the molecular trace classes. These conclusions
did not require any prior knowledge about the dataset;
the classification algorithm recognized the relevant mo-
7tifs of the traces in an unsupervised way.
(iv) Unsupervised classification of the conductance
traces using auxiliary force measurements as training la-
bels. So far the automatically generated training labels
were supported by the extreme values of the principal
component projections. In the following we demonstrate,
that additional measured quantities (like rupture force
data) can also be used to select trace classes according to
the distinct values of these auxiliary measured quantities.
Such selected traces can be used as training sets for the
neural network. This training might empower the net-
work to recognize the typical motifs of the classes solely
in the conductance data such that the auxiliary quantity
is only required for the training, but not for the infer-
ence. To demonstrate this scheme we use the room tem-
perature BP break junction measurements (Fig. 1A,B),
which are also extended by force data. The black line in
Fig. 6A shows the distribution of the rupture force val-
ues calculated for all traces i.e. the force that is required
to rupture the molecular junction.27,31,34 As two classes
we take traces with outstandingly large/small rupture
force. More specifically we take the traces, for which the
rupture force is within the top/bottom 20% of the entire
force range of 0−3 nN (see the regions highlighted by light
red/light blue in Fig. 6A, respectively). In this special
case the top 20% of the force range contains almost an
order of magnitude less traces than the bottom 20%, so
we use the former traces multiple times (10×) to ensure
a balanced training set. 1D conductance histograms of
these traces are used to train the network. The network
trained in this manner classifies all the traces into the
two classes demonstrated by the 2D and 1D histograms
in Fig. 6C-F, respectively. It is clear that the traces in the
first class (high rupture force) break from the highG con-
figuration (HighG rupture traces), whereas in the second
class (low rupture force) the traces break from the lowG
configuration (LowG rupture traces). These trace classes
are in full agreement with the conclusions of Aradhya et
al.28, where this dataset was first analyzed. Again, we
can state that our neural network based analysis could
automatically deliver the relevant trace classes of the
dataset. It is interesting to point out, that the rupture
force distributions of the resulting groups of traces show a
significant overlap, meaning that it would not be possible
to achieve this classification by simply setting a thresh-
old for the rupture force value. However the neural net-
work trained on the traces with extreme rupture force
values was able to identify the important features in the
conductance data and generalize this on the rest of the
conductance traces. The SWP plot (Fig. 6B) shows that
the most relevant part of the input data comes from the
conductance range corresponding to the lowG configura-
tion.
FIG. 6. Unsupervised classification of room temperature
molecular traces relying on training labels from auxiliary rup-
ture force data. (A) Distribution of the measured rupture force
values: all traces (black line), training traces with low/high
rupture force (light blue/red area), resulting trace classes
(red/blue lines for HighG rupture and LowG rupture traces,
respectively). (B) SWP plot of the trained network. (C-F)
Conductance histograms of the resulting trace classes: molec-
ular junctions rupturing from highG (C, D) and lowG (E,
F) conductance configuration. The Light red and blue regions
reflect the relevant intervals of the SWP plot. In the 2D his-
tograms the traces are aligned at Gref = 5 · 10−5 G0.
III. CONCLUSIONS
In conclusion, we have have analyzed the data of single-
molecule break junction measurements exploiting neural
networks, which are very efficient in feature recognition.
The direct application of neural networks on break junc-
tion data is obviously restricted by the requirement of
training data, which are already labeled according to
the targeted classes. In break junction measurements,
however, the relevant trace classes are not necessarily
known in advance, the researchers seek well-suited algo-
rithms, which help to identify the presence of distinct
junction formation trajectories. To this end, we have
developed a combined method, which automatically gen-
erates training data according to the extreme values of
the principal component projections or some auxiliary
measured quantities, and then the network captures the
features of these characteristic traces, and generalizes its
inference to the entire dataset. This method matched
our personal judgment with 93% accuracy in classifying
molecular vs. tunneling traces. More importantly, we
have demonstrated that our combined approach is able
to recognize much less obvious, but highly relevant trace
classes in a fully automated and unsupervised manner.
Finally, we have demonstrated that the simplest possible
double layer feed forward neural networks are not only
8enough for the proper classification, but the simple net-
work structure also enables a direct insight to the decision
making mechanism through the summed weight product
plots. We believe, that this unsupervised recognition of
the relevant trace classes provides a fundamental support
to final goal of understanding the physical mechanisms
in the ultimate smallest conductors.
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V. METHODS
The low temperature measurements were performed by
notched wire mechanically controllable break junctions
using 100µm diameter high purity gold wires which were
fixed to a bending beam by two drops of stycast epoxy.
The cross-section of the wire was reduced by a notch in
the middle. The wire was broken in situ in the cryo-
genic vacuum using a coarse mechanical actuation. The
conductance of the junction was recorded by applying a
small (100 mV) bias voltage and measuring the current
with a logarithmic current amplifier.35 To record a sta-
tistical amount of conductance traces the junction was
opened and closed many thousands of times with a piezo
actuator. The molecules were evaporated to the junc-
tion in situ by heating a quartz tube inside the tungsten
coil of a light bulb.11 The distance between the neighbor
peaks in the 1 G0 step length histogram
33 was used to
calibrate the displacement of the junction.
The room temperature measurements were performed
with a scanning tunneling microscope break junction
arrangement which was supplemented with an AFM
cantilever to precisely measure the force as well.28 In
this measurement, molecules were evaporated onto gold
coated mica substrate.
The one dimensional (1D) histograms were created for
each trace by dividing the conductance axis to small
ranges (bins) and calculating the number of measure-
ment points in each conductance bin. Then single trace
histograms are averaged to calculate the 1D histogram
representing the entire dataset. 2D histograms are cre-
ated by aligning each trace at the crossing of a given con-
ductance level (Gref) and performing binning along both
the conductance and displacement axes. The neural net-
work algorithm was implemented using the TensorFlow
machine learning platform.32
1 Juan Carlos Cuevas and Elke Scheer. Molecular Electron-
ics: An Introduction to Theory and Experiment. 2010.
2 Sriharsha V. Aradhya and Latha Venkataraman. Single-
molecule junctions beyond electronic transport. Nature
Nanotechnology, 8(6):399–410, 2013.
3 Timothy A. Su, Madhav Neupane, Michael L. Steigerwald,
Latha Venkataraman, and Colin Nuckolls. Chemical prin-
ciples of single-molecule electronics. Nature Reviews Ma-
terials, 1, 2016.
4 Nicola´s Agra¨ıt, Alfredo Levy Yeyati, and Jan M. van
Ruitenbeek. Quantum properties of atomic-sized conduc-
tors. Physics Reports, 377(2-3):81–279, 2003.
5 B. Xu. Measurement of Single-Molecule Resistance by
Repeated Formation of Molecular Junctions. Science,
301(5637):1221–1223, 2003.
6 Christian A. Martin, Dapeng Ding, Jakob Kryger
Sørensen, Thomas Bjørnholm, Jan M. Van Ruitenbeek,
and Herre S.J. Van Der Zant. Fullerene-based anchoring
groups for molecular electronics. Journal of the American
Chemical Society, 130(40):13198–13199, 2008.
7 M. Kamenetska, M. Koentopp, A. C. Whalley, Y. S. Park,
M. L. Steigerwald, C. Nuckolls, M. S. Hybertsen, and
L. Venkataraman. Formation and evolution of single-
molecule junctions. Physical Review Letters, 102(12):2–5,
2009.
8 A. Halbritter, P. Makk, Sz MacKowiak, Sz Csonka,
M. Wawrzyniak, and J. Martinek. Regular atomic narrow-
ing of Ni, Fe, and v nanowires resolved by two-dimensional
correlation analysis. Physical Review Letters, 105(26):1–4,
2010.
9 Pe´ter Makk, Damian Tomaszewski, Jan Martinek, Zolta´n
Balogh, Szabolcs Csonka, MacIej Wawrzyniak, Michael
Frei, Latha Venkataraman, and Andra´s Halbritter. Cor-
relation analysis of atomic and single-molecule junction
conductance. ACS Nano, 6(4):3411–3423, 2012.
10 Sriharsha V. Aradhya, Michael Frei, Andra´s Halbritter,
and Latha Venkataraman. Correlating structure, conduc-
tance, and mechanics of silver atomic-scale contacts. ACS
Nano, 7(4):3706–3712, 2013.
11 A. Magyarkuti, K. P. Lauritzen, Z. Balogh, A. Nya´ry,
G. Me´sza´ros, P. Makk, G. C. Solomon, and A. Halbrit-
ter. Temporal correlations and structural memory effects
in break junction measurements. Journal of Chemical
Physics, 092319:1–8, dec 2016.
12 A. Halbritter, Sz Csonka, G. Miha´ly, E. Jurdik, O. Yu
Kolesnychenko, O. I. Shklyarevskii, S. Speller, and H. Van
Kempen. Transition from tunneling to direct contact in
tungsten nanojunctions. Physical Review B - Condensed
Matter and Materials Physics, 68(3):354171–354177, 2003.
13 Jochen Ulrich, Donna Esrail, William Pontius, Latha
Venkataraman, David Millar, and Linda H. Doerrer. Vari-
ability of conductance in molecular junctions. Journal of
Physical Chemistry B, 110(6):2462–2466, 2006.
14 Su Ying Quek, Latha Venkataraman, Hyoung Joon Choi,
Steven G. Louie, Mark S. Hybertsen, and J. B. Neaton.
Amine - Gold linked single-molecule circuits: Experiment
9and theory. Nano Letters, 7(11):3477–3482, 2007.
15 P. Makk, Z. Balogh, Sz Csonka, and A. Halbritter. Pulling
platinum atomic chains by carbon monoxide molecules.
Nanoscale, 4(15):4739–4745, 2012.
16 J. R. Widawsky, W. Chen, H. Va´zquez, T. Kim,
R. Breslow, M. S. Hybertsen, and L. Venkataraman.
Length-dependent thermopower of highly conducting Au-
C bonded single molecule junctions. Nano Letters,
13(6):2889–2894, 2013.
17 Zolta´n Balogh, Da´vid Visontai, Pe´ter Makk, Katalin Gille-
mot, La´szlo´ Oroszla´ny, La´szlo´ Po´sa, Colin Lambert, and
Andra´s Halbritter. Precursor configurations and post-
rupture evolution of Ag-CO-Ag single-molecule junctions.
Nanoscale, 6(24):14784–14791, 2014.
18 Emma J. Dell, Brian Capozzi, Jianlong Xia, Latha
Venkataraman, and Luis M. Campos. Molecular length
dictates the nature of charge carriers in single-molecule
junctions of oxidized oligothiophenes. Nature Chemistry,
7(3):209–214, 2015.
19 Timothy A. Su, Haixing Li, Michael L. Steigerwald,
Latha Venkataraman, and Colin Nuckolls. Stereoelectronic
switching in single-molecule junctions. Nature Chemistry,
7(3):215–220, 2015.
20 Zolta´n Balogh, Pe´ter Makk, and Andra´s Halbritter. Alter-
native types of molecule-decorated atomic chains in Au-
CO-Au single-molecule junctions. Beilstein Journal of
Nanotechnology, 6(1):1369–1376, 2015.
21 Olgun Adak, Ethan Rosenthal, Jeffery Meisner, Erick F.
Andrade, Abhay N. Pasupathy, Colin Nuckolls, Mark S.
Hybertsen, and Latha Venkataraman. Flicker Noise as a
Probe of Electronic Interaction at Metal-Single Molecule
Interfaces. Nano Letters, 15(6):4143–4149, 2015.
22 Cancan Huang, Martyn Jevric, Anders Borges, Stine T.
Olsen, Joseph M. Hamill, Jue Ting Zheng, Yang
Yang, Alexander Rudnev, Masoud Baghernejad, Peter
Broekmann, Anne Ugleholdt Petersen, Thomas Wand-
lowski, Kurt V. Mikkelsen, Gemma C. Solomon, Mogens
Brøndsted Nielsen, and Wenjing Hong. Single-molecule
detection of dihydroazulene photo-thermal reaction us-
ing break junction technique. Nature Communications,
8(2017), 2017.
23 Mario Lemmer, Michael S Inkpen, Katja Kornysheva,
Nicholas J Long, and Tim Albrecht. Unsupervised vector-
based classification of single-molecule charge transport
data. (May):17–19, 2016.
24 Damien Cabosart, Maria El Abbassi, Davide Stefani, Ric-
cardo Frisenda, Michel Calame, Herre S.J. Van der Zant,
and Mickael L. Perrin. A reference-free clustering method
for the analysis of molecular break-junction measurements.
Applied Physics Letters, 114(14), 2019.
25 J. M. Hamill, X. T. Zhao, G. Me´sza´ros, M. R. Bryce,
and M. Arenz. Fast Data Sorting with Modified Principal
Component Analysis to Distinguish Unique Single Molec-
ular Break Junction Trajectories. Physical Review Letters,
120(1), 2018.
26 Kasper P. Lauritzen, Andra´s Magyarkuti, Zolta´n Balogh,
Andra´s Halbritter, and Gemma C. Solomon. Classifica-
tion of conductance traces with recurrent neural networks.
Journal of Chemical Physics, 148(8), 2018.
27 Michael Frei, Sriharsha V Aradhya, Max Koentopp,
Mark S Hybertsen, and L Venkataraman. Mechanics and
Chemistry : Single Molecule Bond Rupture Forces Corre-
late with Molecular Backbone Structure. pages 1518–1523,
2011.
28 Sriharsha V. Aradhya, Michael Frei, Mark S. Hybertsen,
and L. Venkataraman. Van der Waals interactions at
metal/organic interfaces at the single-molecule level. Na-
ture Materials, 11(10):872–876, 2012.
29 Su Ying Quek, Maria Kamenetska, Michael L Steigerwald,
Hyoung Joon Choi, Steven G Louie, Mark S Hybertsen,
J B Neaton, and Latha Venkataraman. Mechanically con-
trolled binary conductance switching of a single-molecule
junction. Nature nanotechnology, 4(4):230–4, 2009.
30 Wenjing Hong, David Zsolt Manrique, Pavel Moreno-
Garc´ıa, Murat Gulcur, Artem Mishchenko, Colin J. Lam-
bert, Martin R. Bryce, and Thomas Wandlowski. Single
molecular conductance of tolanes: Experimental and the-
oretical study on the junction evolution dependent on the
anchoring group. Journal of the American Chemical Soci-
ety, 134(4):2292–2304, 2012.
31 Sriharsha V Aradhya, Michael Frei, Mark S Hybertsen,
and L Venkataraman. Van der Waals interactions at metal
/ organic interfaces at the single-molecule level. Nature
Materials, 11(10):872–876, 2012.
32 Mart´ın Abadi, Ashish Agarwal, Paul Barham, Eugene
Brevdo, Zhifeng Chen, Craig Citro, Greg S. Corrado, Andy
Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat,
Ian Goodfellow, Andrew Harp, Geoffrey Irving, Michael Is-
ard, Yangqing Jia, Rafal Jozefowicz, Lukasz Kaiser, Man-
junath Kudlur, Josh Levenberg, Dan Mane, Rajat Monga,
Sherry Moore, Derek Murray, Chris Olah, Mike Schus-
ter, Jonathon Shlens, Benoit Steiner, Ilya Sutskever, Ku-
nal Talwar, Paul Tucker, Vincent Vanhoucke, Vijay Va-
sudevan, Fernanda Viegas, Oriol Vinyals, Pete Warden,
Martin Wattenberg, Martin Wicke, Yuan Yu, and Xiao-
qiang Zheng. TensorFlow: Large-Scale Machine Learning
on Heterogeneous Distributed Systems. 2016.
33 A I Yanson, G R Bollinger, H E van den Brom, N Agra¨ıt,
and J M van Ruitenbeek. Formation and manipulation of a
metallic wire of single gold atoms. Nature, 395(6704):783–
785, 1998.
34 Michael Frei, Sriharsha V. Aradhya, Mark S. Hybertsen,
and Latha Venkataraman. Linker dependent bond rupture
force measurements in single-molecule junctions. Journal
of the American Chemical Society, 134(9):4003–4006, 2012.
35 Ga´bor Me´sza´ros, Chen Li, Ilya Pobelov, and Thomas
Wandlowski. Current measurements in a wide dynamic
range - Applications in electrochemical nanotechnology.
Nanotechnology, 18(42), 2007.
