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1. INTRODUCTION 
Suppose we are given a real Banach space Y and let S be a local semi- 
flow (further simply flow) on Y. 
Considering flows with or without a chosen special property (e.g., 
gradient-like flows) one can investigate qualities common to a large class 
of equations. Strongly monotone flows provide a recent example of such an 
approach. 
Certain types of differential equations, like second-order scalar parabolic 
equations or various weakly coupled systems of ordinary, parabolic, and 
delay differential equations, enjoy a strong comparison principle. This 
reflects in that the corresponding flow preserves an ordering of the phase 
space in a strong sense. 
To make this precise, assume a partial-order relation < is given on Y 
which makes Y an ordered Banach space; i.e., the set Y, = {U E Y 1 0 d u > 
is a closed cone in Y and x < y if and only if y - x E Y + . If in addition Y + 
has nonempty interior we say Y (with the relation < ) is strongly ordered. 
A flow S on Y is said to be strongly monotone if for any t > 0 the difference 
S(r) y - S(t)x is in the interior of Y, whenever x < y and x # y are in the 
domain of S(t). 
Several authors have studied more or less similarly defined flows (see 
[ 11, 12, 17, 18, 25, 0, 201 and references there). One of the most important 
structural results is due to M. Hirsch. It says that almost all bounded tra- 
jectories of a strongly monotone flow are quasiconvergent, i.e., their o-limit 
sets consist of equilibria. More precisely, all points which have bounded 
nonquasiconvergent trajectories form a meager subset (= complement of a 
residual subset) of Y. (It is assumed here that any bounded trajectory is 
relatively compact.) 
A natural question now arises when the same result holds for convergent 
trajectories (o-limit set is a singleton). Of course, if one knows that the set 
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of equilibria is totally disconnected (which usually is, in some sense, a 
generic situation) then any quasiconvergent trajectory is convergent. This 
gives a trivial answer to the question. It would be of more inerest to 
guarantee the exceptionality of nonconvergent trajectories without any a 
priori information on the set of equilibria, e.g., by imposing some smooth- 
ness assumptions. In the present paper we show that this is possible for 
some semilinear parabolic equations. 
Consider the equation 
& 
; + AY =f(vh (1.1) 
where A is a sectorial operator on a Banach space X having compact resol- 
vent and f is a C*-mapping from some fractional power space Xa, 0 < u < 1, 
into X. Such an equation defines a flow S on X” (e.g., [9]). Assume that 
x” is strongly ordered (later this is replaced by a weaker hypothesis that 
Y is ordered and for some BE [a, 1) the space XB is strongly ordered). Our 
further hypotheses include certain comparison principles for (1.1) and its 
linearized “elliptic part.” They in particular imply that S is strongly 
monotone (but we need more than just strong monotonicity of the flow). 
We are not going to specify our hypotheses here. At this point let us only 
mention that they hold for second-order scalar semilinear parabolic equa- 
tions and for cooperatirve systems of reaction-diffusion equations. Below 
we give more details about these examples. 
Our main result may be stated as follows. 
THEOREM 1. Let y(t) be a solution of (1.1) which is quasiconvergent but 
not convergent. Then there exists a neighbourhood U of yO=y(0) with the 
following property: Ifz E U\ { y,} h as b ounded trajectory and either z < y, or 
z > y, then the solution starting from z converges to an equilibrium. 
Theorem 1 in conjunction with Hirsch’s results implies convergence of 
almost all bounded trajectories: 
THEOREM 2. The set of all points which have bounded nonconvergent 
trajectories is meager in X”. 
These results are proved in Section 5. Here we also strengthen the con- 
clusion of Theorem 1 in the case that the flow S is order-compact (namely, 
all z E U\ { y,,} with z < y, have the same limit point, similarly for z > yO) 
and prove that convergent trajectories with a linearly unstable limit equi- 
librium are exceptional, as well. As an easy consequence of our results and 
the limit set dichotomy (Hirsch [ll, 121) we obtain that for any unstable 
equilibrium u the set {ZE x* ( UEO(Z)} is nowhere dense (cf. [25, Proposi- 
tion 3.61). 
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The proof of Theorem 1 is prepared by the rather technical Section 4 
where we investigate the family of operators L(t) = A -f’( y( t)) associated 
with a quasiconvergent solution y(t). We prove some results concerning the 
asymptotic behaviour, as t -+ co, of the first eigenvalue and the correspond- 
ing positive eigenvector (A.(t) and u(t) in notation) of L(t) (their existence 
is guaranteed by the Krein-Rutman theorem). These results are then used 
in some comparison arguments in the proof of Theorem 1. 
The idea to employ A(t), u(t) in the comparison arguments is due to 
Lions [ 15, 161. In [16] he considers the equation 
uI=du+g(x,u) (1.2) 
under appropriate (e.g., Dirichlet) boundary condition and proves 
Theorem 1 for this special type of (1.1). His proof relies, at several points, 
on the variational structure of the right-hand side of (1.2) and is therefore 
not applicable to more general equations, e.g., (1.2) with g dependent on 
the gradient Vu of u. 
Equation (1.2) with g(x, U) replaced by g(x, U, VU) is one of the examples 
we give in Section 6 (also the Laplacian may be replaced by a more general 
second-order elliptic operator). We consider this equation on a bounded 
domain Q c RN under various boundary conditions (Dirichlet, Neumann, 
oblique). All our hypotheses are verified for an arbitrary function g. An 
exception is the case of the Dirichlet problem where we need the following 
condition: 
g&x, 0, 5) = 0 for any XE 852, 5 E: RN. 
In connection with (1.2) let us mention the papers [ 19,271 where it is 
proved that any bounded solution of (1.2) on a bounded interval is 
convergent. 
Our second example is the system 
where D is a diagonal positive m x m matrix and g = (g,, . . . . g,): 
52xR"+R" is a C2 function satisfying the strong cooperativity condition 
8gi(x, u)/&Q > 0 for any x E Q, u E: R". For all the types of boundary condi- 
tions, mentioned above our hypotheses are satisfied (with appropriately 
chosen spaces). 
Now briefly regarding the contents of the remaining sections: 
Section 2 contains our hypotheses, a discussion of them, and basic facts 
and definitions. 
Section 3 deals with equilibria of (1.1). Among other results we prove 
that if u is an equilibrium which is not linearly unstable then the set of all 
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equilibria close to u is simply ordered. This in particular implies (in 
conjunction with nonordering of limit sets principle) that if some o(v) is 
not a singleton and consists of equilibria ten any of them is linearly 
unstable-one more fact that is important in the proof of Theorem 1. 
Finally, in the Appendix we prove some assertions needed which are 
independent of the monotonicity hypotheses. 
2. HYPOTHESES AND PRELIMINARIES 
Throughout the paper X denotes a Banach space with the norm II.II, A 
is a sectorial operator on X [9] with compact resolvent, and Re a(A) > 0, 
where a(A) stands for the spectrum of A. 
For v > 0, X” denotes the domain of the fractional power A”. The graph 
norm IJx/I y = IIA’xll makes X” a Banach space. 
Fix four numbers u, /-I, y, 8 satisfying 0 < c1< /I < 1, 0 < 0 < y < 1. 
Our hypotheses are separated into three groups: (Sl )-(S3) (smoothness 
hypotheses), (Ml k( M4) (monotonicity hypotheses), and (SM 1 ), (SM2). 
Smoothness hypotheses: 
(Sl) f: X’+ X is C2, 
(S2) f maps each bounded set in X” onto a bounded set in X, 
(S3) fmaps each bounded set in J?’ onto a bounded set in P. 
Let S denote the flow in X’ defined by Eq. (1.1): for X~E Xa, 
x(t)=S(t)x, is the solution of (1.1) with x(0)=x, [9,21]. The maximal 
interval of existence of s(t)x, is denoted by [0, r,), where z, > 0 (possibly 
T = cc) is called the 
{Z(t)&) 1 0 < t < T&)}. 
excape time. The trajectory of x0 is the set 
By the theory of [9], the function TV s(t)x, is in C( [0, rXO), X’) n 
C((0, r,,,), X’) n C’((0, rXo), Y). Since A has compact resolvent, assump- 
tion (S2) implies that the flow is compact: For any bounded set B c X” 
there exists a 6 > 0 such that B is in the domain of S(6) and S(t)B is 
relatively compact (in X’) for all t E (0, S]. In particular, any bounded 
trajectory is relatively compact. 
Next are the monotonicity hypotheses. 
(M 1) There is a partial order relation < on X which makes X an 
ordered Banach space. 
The spaces Y are ordered Banach spaces with the induced ordering 
(M2) X0 is strongly ordered, i.e., the positive cone 
XB,={UEXqU>O} 
has nonempty interior (in XP). 
SMOOTH STRONGLY MONOTONE FLOWS 93 
For u, v E X we write 
u<v if u6v and u # 0, 
U4V if u, v E Xa and v - u is in the interior of Xt . 
For two subsets B, D c X we write B < D if u < v whenever u E B, v E D. 
In a similar way we understand B < D, B 4 D. 
The reversed signs are used in the usual way. 
A map T: Y, + Y, between ordered spaces is monotone if x <y implies 
TX < Ty; T is strongly monotone if Y, is strongly ordered and x < y implies 
TX 4 Ty. 
(M3) For any u E x* there exists a c ~0 such that the operator 
L(u) = A -f’(u) has strongly monotone resolvents 
for all p G c. 
R(L(u), p) = (pZ- L(u))-‘: xD + xD (2.1) 
The operator in (2.1) should be understood as the restriction of 
&L(u), p): X-+ X. Since L(u) is sectorial, for small p < 0 R(L(u), p) exists 
and maps X into X’ c XP [9]. 
We assume the following comparison principle. 
(M4) If t is a positive constant and the functions 
y(f), z(t) E C(CO, z), V n C((O, ~1, X1) n C’((O, t), X9 
satisfy 
(2.2) 
(i) z(t) is a solution of (1.1) on (0, r), 
(ii) dy(f)ldt + AY(~) G(Y(~)) for O<t<r, 
(iii) y(0) <z(O) 
(2.3) 
then y(t) $ z(t) for all t E (0, r). 
This hypothesis in particular implies that the flow is strongly monotone 
in the following sense: If x, ZE X”, x < z, and 0 < t < min(r,, T,} then 
S(t)x4S(l)z (recall S(t)x~Xr for O<t<z,). 
This concept of strong monotonicity differs slightly from that of Hirsch 
(we do not require the phase space X” to be strongly ordered). Note, 
however, that the restricted flow S(t),, (it is indeed a flow on X8, since 
fix8: Xp + X is C’) is strongly monotone in the sense of Hirsch [ll, 123. 
In fact the flow S (on xol) is strongly order preserving in the sense of 
Matano [17, 183. This immediately follows from S(r) being continuous 
from its domain in Xa into XB (see the Appendix). 
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Note that, even iff is linear, (M4) does not follow from (M3) (see [ 12, 
Example 3.31). 
Before completing our hypotheses let us remark that (M4) holds in 
the case of quasimonotone nonlinearity, i.e., if A and f satisfy (cf. [ 12, 
Example 3.2; 9, Exercises 6-81): 
(a) For any t > 0 the operator eeA’: X+ Xfi is strongly monotone. 
(b) For any bounded set B c X” there is a constant d= d(B) such 
that the map f+ dl: B + X is monotone (I is the identity operator on XX). 
To verify (M4) in this case one just has to show that for any y(t) satisfy- 
ing (2.2), (2.3) the “variation of constants formula” 
y(t) <e--+(O) + 1; e-““-“y-(y(s)) (2.4) 
is valid. Once this is established, an obvious modification of the arguments 
in [9, 123 proves (M4). The proof of (2.4) is a simple computation (cf. [9, 
Section 3.21): Fix CE (0, t). From (2.3) and the monotonicity of ePactPs’, 
0 <s < t, we obtain 
Integrating both sides of this inequality and using the closedness of the 
relation < we obtain (2.4). 
Our last two hypotheses are as follows. 
(SM 1) The functional u H 11 o11 (the norm of X) is C’ on the open set 
{osX’ Iu$O} inX’. 
(SM2) For any bounded set K in X’ and any ZE Xi, z $0, there 
exists a 6 > 0 such that 
ct-Y4)-f’(~*))U~Z (the order relation) 
whenever ~i,~+,u~Kand Ilu,-u,l11<6. 
The seemingly artificial assumption (SM2) clearly holds iff’ is uniformly 
bounded on K and the set {x E X 1 -z < x < z} is a neighbourhood of zero 
in X This, however, can happen only if X itself is strongly ordered. 
All the above hypotheses are assumed in the sequel without mentioning 
it explicitly. Exceptions are made clear at the beginning of each section. 
For two Banach spaces Y, Z we denote by L( Y, Z) the Banach space of 
all linear bounded operators Y + Z. 
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3. THE FIRST EIGENVALUE AND STATIONARY SOLUTIONS 
Hypotheses (S2), (S3), (SMl), (SM2) are not used in this section. (Sl) 
can be weakened: f~ C’(X”, X) suffices. 
Let u E x* and L(U) = A -f’(u). Let c < 0 be as in (M3). Fix p < c. The 
resolvent R, = R(L(u), p) maps X continuously into X’. Since X1 4 A? with 
the compact imbedding, R, restricts to a compact strongly monotone 
operator on A?. It is clear that for any eigenvalue of R, the corresponding 
generalized eigenspace is a finite-dimenional subspace of X1. Therefore, the 
eigenvalues of R, coincide with the eigenvalues of its restriction to A? 
together with their mutliplicities and eigenvectors. By the Krein-Rutman 
theorem [2, 14, 281, there is a simple eigenvalue r(p) of R, with an eigen- 
vector u P 0. Moreover, any other eigenvalue is in modulus less than r(p) 
and u is, up to a scalar multiple, a unique eigenvector >O. 
Now, for any v E a(L(u)) = Po(L(u)) the number (p - v))’ is an eigen- 
value of R, with the same generalized eigenspace and, conversely, any non- 
zero eigenvalue of R, equals this number for some v E o(L(u)). Therefore, 
A(u) := p - r(p)- ’ is a simple eigenvalue of L(U) with an eigenvector u $0 
and there is a unique eigenvector u(u) of L(U) with u(u)>O, Ilu(u = 1. 
Further, since in the above consideration p <c was arbitrary, for any 
v E a(L(u)) the inequality 1~ - A(u)1 ~’ = r(p) 2 1~ - VI ~’ holds for all p < c. 
This is possible only if Re v > A(u). 
We keep the notation L(U), A(u), u(u) in the whole paper. 
Let E denote the set of all equilibria (time-independent solutions of 
(1.1)) and E,= {uEE( A.(u)>O}, E,=E\E,. 
In the usual way we define: UE E is stable from above if for any E >O 
there is a 6 > 0 such that the conditions 11~ -ylj oL < 6 and y > u imply 
I/u-S(t)yll.<~ for all tE(0, TV). 
Similarly one defines stability from below. 
We denote the set of equilibria stable from above (from below) by Y+ 
(Y- respectively). Further we denote Y I := ,Y?+ u X-the set of semi- 
stable equilibria. 
By the well-known principle of linearized stability (e.g., [9, 25]), 
9’: t E,. 
The following theorem is the main result of this section. 
THEOREM 3.1. Let u E E,. Then there exists an Y-neighbourhood U of u 
and a Cl-curue J in X” such that 
(i) J contains u in its relative interior, 
(ii) J is tangent at u to the uector u(u), 
(iii) Un Ec J. 
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Proof: Assume that u is not an isolated, equilibrium (otherwise the 
conclusion is trivial). Consider the C’-operator F: Xa +X’ defined by 
F(z) = z - A - ‘f(z). 
F being a compact perturbation of the identity is a Fredholm operator with 
zero index (e.g., [S]). Clearly F(z) = 0 if and only if z E E. Since u is not 
isolated in E, by the inverse function theorem, F’(u) = I- A -‘f’(u) has 0 
as an eigenvalue. Since u E E,, we must have n(u) = 0 and ker F’(u) = 
span[o(u)]. The standard Lyapunov-Schmidt reduction [6,8] implies that 
locally all solutions of F(z) = 0 lie on a curve u + so(u) + q(s), s E ( -6, a), 
where q(s): (-6,6) +X” is C’ and ~(0) = q’(O) = 0. This proves 
Theorem 3.1. 
Remark 3.2. The conclusion of Theorem 3.1 remains valid if the space 
X” is replaced by X” for any v E [cr, 1). 
Unless stated otherwise, the topology used below is always that of X”. 
THEOREM 3.3. Zf UE E,, then for some neighbourhood V of u the set 
En V is simply ordered (any two points are in the relation d or 2). Zf 
Mc E, is connected and contains more than one point then M is a one- 
dimentional Cl-submanifold of Xa and is simply ordered. 
Proof: First replace X” by XB in the proof of Theorem 3.1 and let + be 
the corresponding function replacing cp. Then for any sr, s2 E ( -6, a), 
Sl >s2, one has 
(s* -32b(u) + &I) - m2) 
= @I - s2)(4u) + (ml) - $J(sz)Y(sl- sd). 
Since the set {z E XB 1 z 9 -u(u)} is a neighbourhood of 0 in XP and 
q’(O) = 0 we obtain 
(s, -s2Mu)+ ml)-mz)‘o 
if IsI], 1.~~1 are small enough, (less than 6, say). Consequently, for some 
X0-neighbourhood P of u the set 
En rc (u+su(u)+(p(s)I IsI <a,} 
is simply ordered. Now, since the time one map S( 1) is continuous from its 
domain in x” into J?, the set V = S( 1) - ‘( P) is open in x”. Clearly 
Vn E = rn E and the former part of Theorem 3.3 is proved. The latter 
part follows immediately. 
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We call a set Kc X” (positively) invariant if s(t) Kc K for all t 2 0; we 
call K totally invariant if S(t) K = K for all t > 0. 
In the sequel we shall need 
LEMMA 3.4. Let u E E\ Y+ . Then there exists a z E XB such that z B u and 
for any compact totally invariant set KC x”, K > u, one has K > z. An 
analogous result holds for u E E\Y- . 
Proof By [17, Theorem 51, there exists ZE x” such that S(t)z can be 
extended onto the interval (-co, r,) (with the property S(t +s)z = 
S(t)S(s)z for t + s < 7= preserved), S(t)z > u for all t < 7, and S(t)z + U, as 
t -+ - co. By strong monotonicity (hypothesis (M4)), z $ u. We claim that 
z has the required property. Indeed, let K be compact and totally invariant. 
By the continuity of S(t), t > 0, from its domain in x” into XB, K is a 
compact set in X6, and by strong monotonicity, K D u. Since S(t)z + u in 
Xfl, there is an s<O such that S(s)z$ K. By strong monotonicity, 
z=S(-s)S(s)z$S(-s)K=K. 
COROLLARY 3.5. Zf MC E, does not contain any convergent nonconstant 
sequence of points isolated in E (e.g., if the closure cl(M) is connected) then 
cl(M) c E,. 
Proof Let u E cl(M) and suppose u E EO. By Theorem 3.3, for some 
neighbourhood I/ of u the set Vn E is simply ordered. By the assumption, 
we can choose w  E M n V not isolated in E. Since all y E En V have either 
y 2 w  or y d w  and w  E E, c E\ Y Z, we get a contradiction to Lemma 3.4. 
Remark 3.6. For Eq. (1.2) results similar to Corollary 3.5 and the 
second part of Theorem 3.3 are proved in [ 163. 
4. LINEARIZATION ALONG QUASICONVERGENT TRAJECTORIES 
In this section hypotheses (M4), (SM2) are not used. 
A point y~x” is said to be quasiconvergent if its trajectory is bounded 
(hence relatively compact) and the o-limit set 
o(y)= n cl{wYl-7) 
r>o 
of y consists of equilibria. 
If in addition o(y) has only one element we call y convergent. 
We use the notation Q, C for the sets of quasiconvergent and convergent 
points respectively. 
Our objective in this section is to prove the following technical result. 
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LEMMA 4.1. LetyElYDLundy(t)=S(t)y, v(t)=v(y(t)), A.(t)=A(y(t))for 
tE [0, 7y) (see Sect. 3 for the notation). Then v(t): (0, t,,) -+ X1 and 
A.(t): (0, zy) + R are Cl-functions and 
(i) ify~ Q then both A(t) and Ilti(t)jll approach zero, us t + co, 
(ii) if yeQ\C or w(y)= {u} with u E E, then there exist positive 
constants m, r, t, such that v(t) > rv(0) and A(t) < -m for all t > t,. 
Proof: Denote X=(VEX’ Ia%-0) and let n:X+R be the 
Cl-functional v H (JvII (see SMI). Define the mapping F: X x X” x R + 
XxRby 
F(v, u, A) = (L(u)v - Au, n(v)). 
In fact F is C’ and F(v, U, A) = (0, 1) if and only if v=v(u), 1=2(u). 
Employing the implicit function theorem we now prove that v(u), A(u) 
are C’. 
Indeed, let vO, uO, A, with F(v,, uo, A,) = (0, 1) be fixed. Compute 
~wF(uo> ~0, no)(w, ~0 
=(L(u,)w-low-pvO,n’(vo)w). 
Since A., = A(u,) is a simple eigenvalue of L(u,) and is isolated in a( L(u,)), 
the space X admits the decomposition 
X= M@span[vo], 
where M is the range of L(u,) - I,Z (e.g., 1131). Further, n’(v,)w =0 
and w  E span[v,] imply w  = 0 (note that n’(vo) v. = llvoll ). Therefore 
Dc,,AJF(vo, uo, A,) is an isomorphism and the implicit function theorem 
applies. 
The first assertion of Lemma 4.1 now follows from y(t): (0, zy) + A’” 
being C’. 
Let JJEQ. 
We prove (ii). By [ 12, Theorem 6.21 no two points in o(y) are in the 
relation c. Since w(y) is connected (see e.g., [9, Section 4.33 for properties 
of w-limit sets), by Theorem 3.3, if y 4 C then each u E o(y) has A(u) < 0. If 
y E C then this holds by assumption. Since o(y) is compact in x” and 
u H A(u) is continuous, there is an m > 0 such that A(u) < -m for u near 
w(y). Further, by the continuity of v(u), the set 9 = {V(U) I UEO(~)} is 
compact in X1. Since v(u) % 0 for all u E A?,- there exist two disjoint open 
subsets Vi, V, c X1 such that 0 E V, , 9 c V,, and V, 6 V,. Now, there is 
an r >O such that rv(O)E V,. For u close (in P) to o(y), V(U)E V2. So (ii) 
holds due to the fact that y(t) approaches o(y) in X”. 
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For the proof of (i) we denote by P(u) the projection of X onto 
span[u(u)] along the range of L(u) - n(u)Z. We claim that P(u): X” + 
L(X, X) is continuous. Indeed, for every u E X” the domain of L(u) is Xi 
and the following estimate holds for any u, z E X”, u E X1 
II - ncuv- L(z) + 4z)Z)4 
Q P(u) - W)l II41 + IV’(u) -f’(z)llL(X?.X) II4 1 
Q Mu)-@)1 II4 + Ilf’~~~-f’~~~llL(Xm,X,~~~II~II + ll~4l)~ (4.1) 
with c1 > 0 independent of u, z, u (see [9, Theorem 1.4.43). By 
[9, Theorem 1.461, there is a u-dependent constant c2 such that 
IlAull d c*WII + II + 4u)Ml) 
for any u E X’. This and (4.1) imply that for any fixed UE X” the closed 
operator L(z)- L(z)Z is arbitrarily close to L(u)-L(u)Z in the sense of 
Kato (see [ 13, Section IV.2.41) if IIu - z/I, is small enough. The desired 
continuity of P(u) is now ensured by Theorems 3.16 and 2.14 of [ 13, 
Chap. IV]. 
Next, differentiating the identity 
Au(t)-f’(y(t))u(t)-rqt)u(t)=O 
with respect to t we obtain 
and hence 
‘wt) --f’(y(t)Mt) -f”(y(t)) 3(tb(t) 
-l(t)u(t)-A(t)ti(t)=O (4.2) 
-4tMt) = P(y(t))f”(y)(t))l’(t)v(tr (4.3) 
Since y(t) approaches the compact set o(y), by continuity, IIP(y(t))ll Lcx,xj, 
Ilf”(Y(t))llL(~,L(~,X)), and Ilu(t)lla<c3 Ilu(t) stay bounded as t-~ co. In 
the Appendix we prove that j(t) +O in x”. Since Ilu(t = 1, (1.3) implies 
I(t)+O. 
To finish the proof, assume that d(t) does not approach zero in X1. Then 
for some sequence t, -+ cc the values Ilti(t,)ll , stay away from zero. Since 
X1 4 4 x* (the compact imbedding), passing to a subsequence we may 
amssume that both d( t,)/ll tj( t,)ll , and y(t,) converge in X’ to their limits w,, 
and y,, respectively. Then A( t,) = J.( y( t,)) + I, := A( yO). 
BY (4.2) 
-=A--’ f’(y(t,))do fi(t,) 
Il~(t,)ll I ( I[ti(tn)ll, +h(tJ > ’ (4.4) 
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where 
IMt)ll1 h(f) = 4t)fitt) + &b(t) +f’YY(f))P(tb4t). 
Since h(t,) + I,w, in X and A Pi E t(X, X’), taking the limits in X” of both 
sides in (4.4) we obtain 
w0=~~‘(f’(Y0)w,+~,w0). (4.5) 
Moreover convergence of the right-hand side is in Xi, so the same is true 
for ti(t,)/lld(t,)ll , . Consequently II w,,(I I = 1 and w. # 0. Since II, is a simple 
eigenvalue, by (4.5) we must have w0 = ku(y,) for some k # 0. Finally, the 
identity 
n(4t)) = IMt)ll = 1 
gives 
n’(u(t))ti(t) = 0. 
Multiplying this by l/lllj(t)l/, , substituting t = t,, and taking the limit we 
obtain 
n’(u(yo))ku(yo) = 0. 
But n’(u(yo))u( yO) = IIu(yO)ll = 1. This contradiction completes the proof. 
5. CONVERGENCE ALMOST EVERYHWHERE 
We are in position to prove the main results. 
In Theorems 5.1, 5.2 below we simultaneously, with nonconvergent 
trajectories, examine the trajectories which converge to a linearly unstable 
equilibrium. 
THEOREM 5.1. Lety~Q. Assume eithery+C or o(y)= {u} and UEE,. 
Then there exists a 6 > 0 with the following property: If z E X”, I(z - yll cI < 6, 
z has bounded trajectory, and either z < y or z > y then z E C and the limit 
point of S(t)z is in Y? (in 9’+ for z >y and in Y- for z < y). 
ProojY Denote y(t) = s(t) y. We carry out the proof in the case z > y, 
the proof concerning z < y is analogous. 
First we prove that if z E Xa, z > y, and z has bounded trajectory then 
o(z) $ o(y) (these sets being totally invariant are in Xa). 
As in Lemma 4.1 denote u(t) = u( y(t)), n(t) = A( y(t)). Let E > 0. Similarly 
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as in [ 163 we compute (d/dr denotes the derivative in X which equals that 
in X” or X1 if the latter exist) 
$ (Y(t) +&u(t)) + A(y(t) +&U(t)) -f(y(t) + &U(f)) 
=f(y(tf)+&zj(t)+AEU(t)--f(y(t)+Eu(t)) 
x WY(~)) -f’(y(t) + Nt))lu(t) ds. (5.1) 
Let m, r, t, be as in Lemma 4.1. From (S3) it follows that Ily(t)llr is 
bounded as t + 03 (see Lemma A2 in the Appendix). Since y(t) approaches 
the compact set o(y), Ilu( t)ll 1 is bounded (see Lemma 4.1). Therefore 
IIy(t)lJ1, IIy(t)+seu(t)llr are bounded uniformly for IE [l, co), E, SE [0, 11. 
By (SM2), for E > 0 sufficiently small and t > t, 
s ; Cf’(.~(f)) -f’(y(f) + Mt))l u(f) ds 
=G; m(O) < ; u(t). 
Since, by Lemma 4.1, d(t) + 0 in X’ 4 X!, there is a t2 > t, such that 
t;(t)+(O)+(t) 
for t > r,. Using (5.1)-(5.3) we obtain that for small E > 0 and t > r2 the 
function jj( t) = y( 2) + EU( t) satisfies 
f$(t)+AP(l)+f(j.(l))< z-m+E cu(t)=O. 
(2 2) 
Now let z E X” have bounded trajectory and’, z > y. As usual denote 
z(t) = S(t)z. By (M4), z(f*) 9y(t,). Make E smaller so that also 
z(tz) 9 $(t2). Then, again by (M4), z(t) $9(t) for all t > t,, i.e., 
z(t) -y(t) s EU( t) > &W(O). (5.5) 
By the limit set dichotomy (which is applicable for the restricted flow 
s(t),, [ll, 12]), either weep or z(t)-y(t)+O. The latter being 
prevented by (5.5) we obtain the desired inequality. 
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To complete the proof of Theorem 5.1 choose u E w(y) c E, 
(Lemma 4.1). Since E, c E\9’ ?, by Lemma 3.4, there exists a U, E Xrp, 
U, P U, such that w(z) > U, for all z E X” having bounded trajectory and 
satisfying z > y. Since y(t) approaches o(y) in Xa, there is a t, > 0 such that 
y(t3) G ui. By the continuity of S(t,) from its domain in X’ into XB, there 
exists a S > 0 such that I/z -yll cI < 6 implies z(tJ) < ur , It follows that if such 
a z has bounded trajectory and z > y then z(t,) $ z(tj) for some t, > t,. By 
the convergence criterion for monotone flows [ 12, Theorem 6.41, z(t) 
converges, as t + co, to an equilibrium u2. Moreover u2 ti z(t) for all t > t, 
and therefore u2 is stable from below (one can employ, e.g., Theorem 5 or 
Theorem 9 of [ 173). The proof is complete. 
Recall that a set is meager if it is contained in a countable union of 
closed nowhere dense sets. The complement of a meager set is residual. 
THEOREM 5.2. Assume that X is separable. Denote by Z the set of all 
y E x* having bounded trajectories and either y # C or o(y) = {u} and u E El. 
Then Z is meager in X”. 
As an immediate consequence we obtain 
COROLLARY 5.3. Let X be separable. Zf G c X” is an open set consisting 
of points with bounded trajectories then the set of points whose trajectories 
converge to an equilibrium in E, is residual in G. 
Proof of Theorem 5.2. First observe that for v 2 0 the spaces x” = A- “X 
are separable. 
We make use of the fact that a set in Xa s meager if all its simply ordered 
subsets are countable (see [12, Lemma 7.41). So let JC % be simply 
ordered. By Theorem 5.1, the set Jn Q is discrete, therefore countable. 
Further, since S( 1) is strongly monotone, it maps J injectively onto a 
simply ordered subset 7 of Xp. By [ 12, Theorem 7.31, J\Q is countable 
(see the remarks below (M4)). Therefore J\ Q and consequently 
J= (Jn Q) u (J\Q) are countable. 
For an equilibrium u we define the generalized stable set of u (in nota- 
tion B(u)) as the set of all y E X” such that the trajectory of y is bounded 
and u~o(y). 
COROLLARY 5.4. Let UE E,. Then cl B(u) has empty interior (cl) and 
interior are in X’). 
Proof If cl B(u) has nonempty interior then there exist two points 
y,, y,~clB(u) such that y,<y,. Then for 6>0 small we have S(6)y,, 
S(6) y, E X0 and S(6) y, 4 S(6) y,. Further, for some sequences y’;, y;~ 
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B(u) we have y; + y,, y’; -+ y, in X”. By continuity of S(6) from its domain 
in X” into XD, S(6)yl-+ S(6)y, in J?, i= 1, 2. Therefore, for sufficiently 
large n, we have zi:=S(6)y~~&u), i= 1,2, and z,<<z,. Since UEO(Z~)~ 
o(z2), by the limit set dichotomy, o(zl) =o(z2)c E-u contradiction to 
Theorem 5.1. 
The conclusion of Theorem 5.1 can be strengthened (Corollary 5.6 
below) if the flow is order-compact. 
We say a set D c X” is order-bounded if there are some compact subsets 
K, , K, c X” such that K, < D < K,. The flow S is said to be order-compact 
if for any order-bounded set D there is a 6 > 0 such that D is in the domain 
of S(6) and S(t)D is compact for all t E (0,6). 
Using the variation of constants formula it is easy to prove that S is 
order-compact provided f maps any order-bounded set onto a bounded set 
in X (cf. [9, Theorem 3.3.61). 
PROPOSITION 5.5. Assume that the flow S is order-compact. Let y E Q\ C 
or o(y)= {zq,} cE,. Let u,~w(y). Zf the set 
E+(u,)= {x~El x>u,,> 
is nonempty then there exists x, E E’(u,) such that x1 is the minimal point 
in E+(u) for any u~o(y). 
ProoJ Order compactness and instability of u0 imply that E+(u,) has 
the minimal element, say x, (cf. [17, Corollary 61). By the limit set 
dichotomy [ll, 123, x1 b o(y). Every x2 E E such that x2 > u for some 
u E o(y) must have x2 B w(y) (again by the limit set dichotomy) and in 
particular x2 > uO. Therefore x2 > x1 and x, is minimal in E+(u) for any 
2.4 E4Y). 
COROLLARY 5.6. Assume that the flow S is order-compact. Let y be as in 
Proposition 5.5. Let x, be the minimal element in E+(u) for u E o( y). Then 
there exists a 6 > 0 such that S(t)z approaches xl (us t + 00 ) for any z E X” 
satisfying z < y, llz - yll tl < 6. 
Proof The assertion follows immediately from Proposition 5.5 and 
Theorem 5.1. One just notices that if u << S(t)z < x1 for some (hence any 
sufftciently large) t then, by order compactness, the trajectory of z is 
relatively compact. 
Results analoguous to Proposition 5.5, Corollary 5.6 hold with the 
reversed inequality sign. 
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6. EXAMPLES 
In this section we show some types of semilinear parabolic equations and 
systems which satisfy our hypotheses. 
(a) Scalar Equations 
Let Sz c RN be a bounded domain with smooth boundary 852. Consider 
the initial-boundary value problem 
24, - du = g(x, 24, Vu), XEQ, 
Bu=O, xEai2, 
40, x) = uo, XEO, 
where d is a uniformly elliptic second-order operator, 
du= f 
N 
a&x)u X,Xt + 1 ak(xb, + a(x)4 
i,k= 1 k=l 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
with aik, ak E C’(D), a E C(a), a < 0, and g(x, U, 5): 0 x Rx RN + R is C2. 
The boundary condition (6.2) is either of Dirichlet ltype 
u(x, t)=O, xEaf2, (6.5), 
or of Neumann (oblique) type 
a2.k t) ~ + b(x)u(x, t) = 0, 
all 
xEa52, (6.5 )N 
where b: aQ + R+ is C’ and q is a smooth nowhere tangent vector field on 
&2 pointed out of 9. 
Take (the separable space) X= L,(Q), N <p < co, and let the operator 
A with the domain 
D(A)= {UE W2*p(Q) 1 Bu=O} (6.6) 
(Bu has sense by the trace theorem) be defined by 
Au = -du. 
It is well known that A is sectorial on X having compact resolvent and 
Re(a(A))>O [7,9]. For VE [0, l] the fractional power space J? is a 
closed subspace of the Sobolev-Slobodeckii space W2y~p(s2) and for v small 
these two spaces coincide (up to the norm equivalence, see [3, 23, 241). 
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Let 4 < a = y < 1 and choose p such that 
2a--N> 1, 
P 
so that W2cr*p(Q) continuously imbeds into C’(a) [26, Theorem 4.6.11. If 
f is the Nemitskii operator defined by g, i.e., for a function u(x) E C’(a) 
then f: C’(Q) + C(a) is C* and hence f: X” + X is C* as well. Further, for 
8 >O sufficiently small f maps any bounded set in W2u,p (for brevity we 
ommit Q) onto a bounded set in WzoTp. This property easily follows from 
the results of [l] (though it is not explicitly stated there). In Proposi- 
tion 15.4 of [l] Amann proves that if D c W2a3p is bounded in the C’(n)- 
norm then the restriction f ,g D c W 2a*p + W28,p is Lipschitz. So if D is 
bounded in W2a,p then f(D) is bounded in W2e*p (recall W2”,p 4 C’(Q)). 
Consequently, f maps bounded sets in Xy = X” onto bounded sets in 
Xe = W2e,p (if 8 is small). 
We have thus verified that the abstract equation 
corresponding to (6.1), (6.2) satisfies (Sl)-(S3) (with 8 and y =a 
appropriately chosen). 
Now, the space X is ordered by the natural ordering: ui < u2 if 
ui(x) < U*(X) for all ~~52. The space x” is strongly ordered (so we take 
B = a) with the interior of the positive cone being {U E x* 1 u > 0 in a} in 
the case of the Neumann boundary condition and {U E X” 1 u > 0 in Sz and 
au/& < 0 on %2}, where B denotes the outward normal to &2, in the case 
of Dirichlet boundary conditions (recall X” 4 C’(n)). 
The hypotheses (M,), (M4) are met because of the strong maximum 
principle and the Hopf boundary principle for elliptic and parabolic 
equations (see [2,4, 12,221). 
(SM 1) is apparent. 
It remains to verigy (SM2). 
Let Kc X1 = W2,p(Q) + boundary condition be bounded. For 
Ul, u2, vEK we have 
(f'(u,)-f'(u*)bo) 
= (&Ax, u*(x), Vu,(x)) -&(A u*(x), Vu*(x))b(x) 
k<(X, u,(x), Vu,(x)) -g&G u*(x), Vu*(x)))Wx). (6.7) 
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Clearly the supremum (over XE!~) of the right-hand side of (6.7) is small 
uniformly for u~,u~,uEK~~ ll~,-u,lj~~~~, is small. Therefore (SM2) holds 
for the Neumann boundary condition (X’ 4 C’(a)). 
In the case of the Dirichlet boundary condition (SM2) holds if 
g&, 0, 5) = 0 for all x E IX?, 5 E RN. (6.8) 
Indeed, by (6.8), there are some continuous functions cp, II/: 0 x R x RN + 
RN such that for (x, U, 5) in a neighbourhood of 852 x R x RN in 0 x R x RN 
we have 
g&G 4 5) = ucp(x, 4 5) + W)$(x, u, 51, (6.9) 
where 6(x) = dist(x, 132) (if one uses the normal coordinates near 32 [lo] 
then (6.6) is verified in a standard way using the Leibnitz-Newton integral 
formula). Hence, for ur, u2, u E K, and x E fi near aQ we obtain from (6.9), 
(6.7) 
(f’(u,) -f’(ud)u(x) G 4 Mx)l + 4 lul(x)l 
+ b I(ul- 4x)I + 4&x), 
where constants d,, d2, d3, b > 0 depend only on (Iu, - ~,ll,+~, and the 
C’(d)-bound on K. Moreover d,, d,, d, approach zero together with 
IlUl -malice. The functions u, u,, ZQ, 6(x) are C’ near %2 and satisfy 
(6.5),. Therefore for any z E C’(o) such that z > 0 on Q, 
aZ 
co 
on 132, 
we have 
u-‘(u,) -f’(u*)W) 6 4x) for XE~ near%2 
if llur - u2 11 i is sufftciently small (and U, , u2, u E K). For x E 52 away from 
a52 this is obviously true and hence (SM2) holds for the Dirichlet bound- 
ary condition if g fulfills (6.8). 
(b) Cooperative Systems 
Let g = (g,, . . . . g,): Rk + Rk be a C2-function satisfying the cooperativity 
condition 
agdu), o 
auj 
(6.10) 
for all i, j= 1, . . . . k, i#j, and u = (u,, . . . . U*)E Rk. 
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Our second example is the system 
u,=DAu+g(u), (6.11) 
where D is a diagonal matrix with positive diagonal entries. 
Consider the system (6.11) on a bounded domain Q c RN with smooth 
boundary under the boundary conditions 
BiUi=O, i = 1, . . . . k, (6.12) 
where each Bj has one of the types (6S)o or (6.5),. 
Similarly as in the first example we take X= L,(Q, Rk), N<p < co, and 
define A as the differential operator DA -I (I is the identity) with the 
domain (UE W*‘P(Q, Rk) ( u satisfies (6.12)). The ordering on X is defined 
by 
u<u if ui(x) < ui(x) for all x E 0, i = 1, . . . . k. 
We choose constants 0 <o! G /I = y < 1 such that 
W2x,p(Q, Rk) cj C(fi, Rk) 
and 
W2a,P(12, Rk) 4 C’(a, Rk). 
If we further chose 8 > 0 so small that J? coincides with W2e,P(Q, Rk) then 
all our hypotheses are met. The verification is easy and is left to the reader. 
Moreover, since any order-bounded set in X” is bounded in the supremum 
norm,fmaps any order-bounded set onto a bounded set in X and therefore 
the flow defined by (6.11), (6.12) is order-compact. 
APPENDIX 
In this section we assume only (Slk(S3) (monotonicity does not play a 
role). We prove here that the time derivative of a quasiconvergent solution 
of (1.1) approaches zero in Y for any v E [0, 1). For this we need some 
lemmas. The first one seems to be widely known. We include the proof, 
since we have not found a precise reference. 
Let constants a, y, 8 be as in Section 2. 
LEMMA Al. For any v E [0, 1) and any t > 0 the mapping S(t) is con- 
tinuous from its domain in x” into X”. 
Proof (Here we do not use (S3)). Let x,, E Xa, t < rXO, and x, + x,, in X”. 
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Then for n large enough t < z,~. We have to prove ,S(t)x, + s(t)x, in X”. 
Since this convergence takes place in X”, it suffices to prove that the 
sequence S( t)x, is bounded in X” for any v E [cr, 1) (then it is relatively 
compact in these spaces). By [9, Theorem 1.4.33, there are some constants 
M, a > 0 such that for any q E [O, 23, 5 E [0, ~1, and t > 0 
IIe-AfxII~~Mt-‘I+Se-a” IIx(Js. (A.11 
From the variation of constants formula we obtain (x,(t) := ,S(t)x,) 
<e-“‘t-” JIx,(I + Ml: e -“(r-s)(t-~)-Y Ilf(x,(s))ll ds (A.2) 
(we used (A.1 ) with r] = v, 5 = 0). Since Ilx,(s)ll ~ is bounded uniformly for 
s E [0, t] and n large, by virtue of (S2), the last expression in (A.2) is boun- 
ded uniformly for n large. Hence Ilx,(t)ll y is bounded and Lemma Al is 
proved. 
LEMMA A.2. For any 6 E [0, 0) and t > 0 the mapping S(t) is continuous 
from its domain in x” into X1 +6. 
Proof First observe that if x E Xa and x(t) = S(t)x for t E (0, r,) then 
x(t)=A-‘(f(x(t))-i(t))EX’+e, 
since i(t) E X”, v E [0, 1) [9, Section 3.51, and f(x(t)) E J? by (S3). 
Similarly as in the proof of Lemma A2, it suffices to prove that if x0 E Xa, 
t < z,, and x, -+ x0 then S(t)x, is a bounded sequence in X1 +6 for 
6 E [0, 0). Since s(t)x, = S(t/2)S(t/2)x, and S(t/2)x, + S(t/2)xo in Xy 
(Lemma Al), we may without loss of generality assume that x, + x0 in Xy. 
Using (A.l) with < = 19, v = 1 + 6, and the variation of constants formula 
we obtain 
Il&l(~)ll ,+b<A4-1~6+ee-ar IIx,l(B 
+M/i (t-s)-l-G+ee-o(r-S) Ilf(x,(s))lleds. (A.3) 
Since x, + x0 in xy, the continuity of the restricted flow s(t) Ix, implies that 
IIxn(~)lly is bounded uniformly for SE [0, t] and n large. From (S3) and 
(A.3) we condlude that Ilx,(t)ll 1 +6 is bounded for 0 c 6 < 8. 
LEMMA A3. Let y(t) be a solution of (1.1) on (0, T). Then the function 
z(t) = P(t): (0, T) + X” is C’ and solves (in the strong sense) the equation 
i + (A --f’(y(t)))z = 0. (A.4) 
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Proof By [9, Corollary 3.4.61 y(t) is C* so z(t) is C’. Equation (A.4) 
is obtained by differentiating the identity 
THEOREM A4. Let y E Q and y(t) = S(t) y. Then j(t) -+ 0 in x” for any 
v E [O, 1). 
Proof. Let t, + 0~) be an arbitrary sequence. Since, by Lemma A2, the 
trajectory of y is relatively compact in X1, there is a subsequence t,, such 
that y( tnk) approaches in X’ an equilibrium u E w(y). Therefore 
3(&J= -AY(t,,)+f(Y(t,,)) -+ -Au+f(u)=O, 
with the convergence in X. This proves that p(t) + 0 in X. 
Consider now the evolution equation (A.4). Let T(t, z), t > t > 0, be its 
fundamental solution [Z, 9,7]. Since II f ‘( y( t))ll L(xa,xI is bounded (y(t) 
approaches the compact set w(y)), there exists a constant N > 0 such that 
II T(t, 7bIlv G Nt - 7)-” II4 
for any VE [0, l), ZEX”, and 7+ 12 t >7 >O (see [9, Theorem 7.1.33. 
Using this for 7 = t - 1. and z = z(t - 1) we obtain 
Ilz(t)llv= IIT(t, t- l)z(t- l)II.GN Ilz(t- 1)ll. 
So z(t) -+ 0 in X” follows from this being true in X. 
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