Opinions, and subsequently opinion dynamics, depend not just on interactions among individuals, but also on external influences such as the mass media. The dependence on local interactions, however, has received considerably more attention. In this paper, we use the classical voter model as a basis, and extend it to include external influences. We show that this new model can be understood using the theory of jump diffusion processes. We derive results pertaining to fixation probability and expected consensus time of the process, and find that the contribution of an external influence significantly dwarfs the contribution of the node-to-node interactions in terms of driving the social network to eventual consensus. This result suggests the potential importance of "macro-level" phenomena such as the media influence as compared to the "micro-level" local interactions, in modelling opinion dynamics.
Introduction
Human opinions and collective human behaviours have now been studied for more than a century. Prominent historic examples range from studying irrational crowd behaviours, 1, 2 to social conformity, 3, 4 obedience, 5 and herd mentality, 6 to critical mass phenomena. 7 Relatively recent is the mathematical analyses of these dynamics, which have been made possible due to seminal frameworks like the voter model, 8, 9 DeGroot learning, 10 and the naming game model. 11, 12 Considerable work has been done extending these models so as to incorporate a combination of diverse social phenomena. [13] [14] [15] [16] [17] These advances, on just the quantitative side, have been made by mathematicians, physicists, and computer scientists, who along with researchers of sociology, psychology, philosophy, politics, etc. make this an immensely interdisciplinary field. For a detailed and comprehensive review of the origins and evolution of this domain, the reader is referred to the indepth review by Xia et al. 18 While refining the mechanistic description of how individuals communicate (node-to-node interactions) has received considerable attention, [19] [20] [21] the incorporation of external influences has received little modelling scrutiny, one reason for which seems to be the associated loss of analytical tractability. There is already evidence, however, that media can play an important role in opinion dynamics in many different contexts, for example, climate change, 22 and electoral voting, to name a few. Furthermore, commercial relevance of this phenomenon can be found in marketing, where there are two brands competing to sell their respective products via advertising. A theoretical examination of the external influence is thus important. Existing work, however, is either not amenable to detailed mathematical analysis, 23 or lacks generality. 24 We address some of these shortcomings here by considering a novel approach for the incorporation of mass media influence that is general, and maintain considerable mathematical tractability at the same time. We use the theory of jump diffusion processes, and therefore, call this model the jump voter model.
Jump diffusion models are widely used in financial domains such as derivative pricing and risk management, 25 and also in physics, but have not been used before in the domain of social dynamics. They were primarily introduced in finance because, more often than not, the quantity to be modelled exhibited nonsmooth fluctuations that a regular diffusion model failed to capture. Qualitatively speaking, in sociodynamics, media impact can generate nonsmooth effects in the evolution of opinions, hence our creation of a jump voter model.
The outline of the paper is as follows: Section 2 contains a formulation of the jump voter model, and a derivation of its important features. Section 3 follows with a comparison of the classical and jump voter model. Finally, the implications of our results are discussed in Section 4.
Jump Voter Model

Model Formulation
Consider an undirected, complete graph G = (V, E), where each node is considered to be an individual agent, and the links represent social connections. The cardinality of V is N i.e. the graph consists of N nodes. Consider a binary opinion space i.e. a node x can have either opinion 0 or opinion 1 at time step n, which is denoted by s x (n). The jump voter model is a discrete-time process that is updated according to the rules given below. At each time step, one of the following occurs:
1. With probability (1 − p), a single node is randomly selected which then adopts the state of one of its neighbours chosen randomly.
2. With probability p, either a random number of 0 opinion nodes update their opinions to 1 or a random number of 1 opinion nodes update their opinions to 0. A signed form of this random variable (Z) follows the convention that it is negative in the case of the former update, and positive for the latter.
The first update rule captures the node-to-node interactions to the classical voter model, whereas the second one captures the influence of mass media. The flexibility granted by the model in terms of occasionality of the media influence is crucial here, because media attention in society is observed to be irregular, with its sporadicity depending on, among other things, the opinion context. Call p the intensity of jumps, and note that when p = 0, this formulation reduces to a discrete-time version of the classical voter model, on a graph structure. The jump voter model is a discrete state space Markov chain, and the total number of opinion 1 nodes in the graph, denoted by X N (n), can be thought of as a global summary statistic of that Markov chain. More formally,
The process is said to reach consensus when either all nodes have opinion 0 or opinion 1, and it is assumed that the process spends forever in that state once it is attained. Consensus on opinion 1 is called fixation for convenience. The mean of Z need not be zero. A non-zero mean could be indicative of actual events or of biases in the media. The variance of Z represents the strength of the media influence.
Jump Diffusion Approximation
Diffusion approximations are an indispensable tool for inferring properties of discrete processes, albeit in the limiting case. We make use of that tool here and derive a jump-diffusion process to which the jump voter model weakly converges, for large populations. We set a single time step ∆t to be equal to 1/N 2 .
As N becomes large (i.e. the time step becomes small), the update rule 1 (discrete version of the classical voter model) becomes a diffusion process whose drift µ(x) can be derived as follows.
= lim
Since the graph is complete, P [i → i + 1] is just the probability of choosing an opinion 0 node first and then an opinion 1 node, whereas P [i → i − 1] is choosing a 1 first followed by a 0. Therefore, for large N , the transition probabilities corresponding to the node-to-node interactions become,
Substituting these probabilities in equation (2), we obtain µ(x) = 0. Following similar arguments, the diffusion parameter is found to be,
Additionally, if we define λ = N p and Y = Z/N , then the jump voter model (both update rule 1 and update rule 2) can be expressed as a superposition of the diffusion derived above, and a compound Poisson process, i.e. a jump diffusion process, given as,
where W (t) represents a Wiener process, N (t) represents a rate 1 Poisson process, and X(0) = x. We denote by g(x) the probability density function of the jump size random variable Y , and also note that g(x) will have a truncated density function, with the support [−1, 1]. The mean of Y is denoted by m, and the variance by v. The generator of this process is the integro-differential operator L , where
Using the Itô formula for jump processes, we can say that a process M (t) defined as,
is a martingale for any C 2 function f (x). Indeed, application of the Optional Stopping Theorem to this martingale results in the formulation of "boundary" value problems for both fixation probability and expected value of the consensus time. (The word "boundary" is in double quotes as this formulation doesn't lead to boundary value problems in the strict sense. While the solution of a traditional (one-dimensional) BVP is a function that obeys the governing equation in the region C, and whose value is known on ∂C, the solutions of the problems developed here will satisfy the governing equation in C, but their values will be known for the entire region R − C. Qualitatively, this is because a jump diffusion has the potential to overshoot the barrier.)
Below, we investigate two standard properties of this jump diffusion process, fixation probability and expected consensus time.
Fixation Probability
Using equation (7), we see that the fixation probability is the solution of the BVP.
f (x) = 0, ∀x ∈ (−∞, 0],
If we expand equation (8) using the generator in (5), we obtain
It is quite challenging to find an analytical solution for a variable-coefficient integro-differential equation such as equation (9) . Even a similar constant-coefficient equation imposes some structure on the function g(x) to make a closed-form solution possible. 26 We, thus, use numerical approaches to solve this problem.
The x domain [0, 1] is discretised into m steps of size h, such that x 0 = 0 and x m = 1. The difference equation corresponding to equation (9) thus becomes,
f j = 0 ∀j ∈ {..., −1, 0},
The infinite summation term on the LHS can be recognised as a discrete convolution of two discrete functions f and g. Using the commutativity property of convolution, the boundary conditions on f , and the fact that the distribution function is a truncated one, the infinite summation can be truncated to obtain the simplified set of equations,
f j = 1, ∀j ∈ {m, (m + 1), ..., (2m − 1)}.
These equations give a system of (2m − 1) equations with the same number of unknowns. The solution of equation (11), obtained numerically, closely matches the results from the Monte Carlo simulations (Figure 1 ). (9), blue points denote results based on simulations of update rules 1 and 2, where each point is obtained by averaging over 1000 runs. Z has a truncated normal distribution.
Consensus Time
The second, and possibly more interesting, property of the process is the expected value of the consensus time. This is often referred to as the hitting time in stochastic processes literature, and the two terms will be used interchangeably in this paper. Consensus time is formally defined as
We derive the BVP for the consensus time, again using the martingale approach. Using equation 7, we find that the expected hitting time solves,
If we expand (13) using the generator in (5), we obtain
As before, rather than trying to derive a closed-form solution, we approach this equation numerically. Discretising the integro-differential equation, and again applying simplification techniques similar to those used in Section 2.3, we obtain an even simpler system of (m − 1) equations, that approximate equation (14), (14), blue points denote results based on simulations of update rules 1 and 2, where each point is obtained by averaging over 1000 runs. Z has a truncated normal distribution.
Note here that the solution is symmetric about x = 0.5, which makes qualitative sense, since the mean media influence is 0.
Comparison with Classical Voter Model
As mentioned earlier, setting the jump intensity p = 0 (almost) yields the classical voter model. We derive the expected consensus time solution corresponding to that case, and find that it matches with earlier work. 27 (Results not shown.) The parameters jump intensity p, and jump size variance v, together determine the overall impact of the external input, and we collectively refer to them as jump parameters. We find that even for fairly small jump parameter values, the expected consensus time solution is dramatically different from that of a classical voter model (Figure 3 ). If we consider just the maximum value of the consensus time, we can plot it as a function of the two jump parameters. We see that the consensus time rapidly decreases as jumps are introduced. We may also isolate the dependency of the consensus time on to the individual jump parameters ( Figure 5 ). 
Discussion
In this paper, we developed a modification of the classical voter model, called the jump voter model, in order to incorporate an external influence such as mass media. We approximated the model as a jump diffusion process, and thus determine the fixation probability and the expected consensus time for the jump voter model. We found that, although our solution for the consensus time has properties that are qualitatively similar to those of a classical voter model, the quantitative difference between the two is several orders of magnitude, for values of expected consensus time.
Based on Section 3, we make two important observations:
1. The dependence of the expected consensus time on both jump parameters, jump size and jump intensity, is qualitatively very similar ( Figure 5 ).
2. The jumps can have a significant impact on the properties of the process (fixation probability and expected consensus time, in our case) suggesting that they could be an important ingredient in voter models ( Figure 3 ).
It is important to note how the effect of the jumps begins to appear as the values of jump parameters are gradually increased. The rate of decrease of the expected consensus time is very high as low jump parameter values, and drops as parameter values increase. Therefore, the presence of jumps appears to have a significant contribution in the evolution of the process.
Most existing literature on opinion dynamics only studies opinion evolution under influences internal to the system. However, this work gives a systematic framework to study opinion dynamics under external influences. Future work will be focused on formulating biased version of dynamics, and extending this model on a heterogeneous graph like a scale-free network. Moreover, the media influence at a certain time can itself be made to depend on the opinion state at that time. Mathematically, this will give a jump diffusion process with state-dependent jump intensities and jump sizes.
