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Kondo lattices are a fascinating class of intermetallic compounds that contain
certain rare earth elements such as Ce, Yb, U, and Eu, where the interaction
between the localized f electrons at the rare earth sites and the delocalized
conduction sea leads to exciting emergent properties, such as unconventional
superconductivity, quantum criticality, valence fluctuation etc. In this thesis,
we describe how momentum-resolving capabilities of angle-resolved photoe-
mission spectroscopy (ARPES), performed with high energy resolution at the
milli-electron volt scale help disentangle subtle changes in electronic structure
in these multi-band systems, thus providing important insights into the micro-
scopic mechanisms at play. Ability to directly visualize how electrons organize
themselves in these strongly correlated systems also help reveal important char-
acteristics of these materials, often unexpected in conventional theories of the
Kondo lattice.
We report ARPES experiments on single crystals of the actinide heavy
fermion compound, URu2Si2 that undergoes a second-order phase transition
at 17.5 K, order parameter for which still remains enigmatic. We establish that
the hidden-order phase transition is associated with an abrupt opening of a hy-
bridization gap leading to the formation of a coherent heavy fermion liquid.
This is in contrast to a gradual gap opening scenario via a crossover expected
from a Kondo lattice indicating coupling of the heavy fermion state to the hid-
den order parameter.
Next, we describe our efforts at first synthesis of epitaxial thin films of a
prototypical mixed valence compound YbAl3. Employing in situ ARPES we re-
veal that the temperature dependent change in average Yb valence manifests
itself as a dramatic shift in chemical potential leading to a Lifshitz transition at
low temperatures. Furthermore, independently estimating temperature depen-
dent changes in Yb valence and Luttinger volume we, for the first time, estab-
lish a precise one to one correspondence between r-space and k-space electronic
structure in YbAl3 that should be generic to any mixed valence system. We
also spectroscopically establish emergence of coherence in the f - derived states
at ⇡ 37 K by directly measuring temperature dependent changes in the quasi-
particle lifetime and identify dispersive crystal electric field (CEF) split states.
We describe how our photoemission results can help us understand results from
transport, thermodynamic and quantum oscillation measurements on this sys-
tem. We conclude with exciting prospects and new directions, such as dimen-
sionality control of effective hybridization in f electron systems that has become
a possibility with the advancement in synthesis and spectroscopy techniques,
and in particular by a combination of the two.
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CHAPTER 1
INTRODUCTION
”The behavior of large and complex aggregations of elementary particles, it turns
out, is not to be understood in terms of simple extrapolation of the properties of few
particles. Instead, at each level of complexity entirely new properties appear, and the
understanding of the new behaviors requires research which I think is as fundamental
in its nature as any other” -Philip W. Anderson in ’More is Different’ (1967)
From the earliest of times the eternal human quest for knowledge about the
natural world has taken a reductionist approach. This idea can be traced back
to the ancient Indian, Chinese and Greek philosophies where the world was
thought to comprise of five classical elements, a combination of them believed
to be able to create everything known to the ancient world. The same spirit
guided the discovery of atoms, electrons, quarks, continuing to the present day
discovery of the Higgs boson, and is at the heart of our attempts to understand
gravitation and quantum mechanics within a one single theoretical framework,
aptly called the ”Theory of Everything”, in striking resemblance to the ideas of our
ancient forefathers. But along the way we stumbled upon something equally
fantastic, perhaps having its roots in the Darwinian appreciation of complexity
in the living organisms and in their gradual evolution. That, when aggregates of
apparently simple constituents are combined, completely unanticipated exotic
collective behaviors can emerge with no equivalence at the single constituent
level. Condensed matter physics, in particular, is awash with numerous such
examples including superconductivity, heavy fermions, topological insulators,
quantum integer and fractional hall effect etc., many of them having been dis-
1
covered by ’accident’.
A major breakthrough in our theoretical understanding of many-particle sys-
tems came from Lev Landau’s Fermi liquid theory, where he showed that the
many body problem, in cases where the interaction is weak, could be recast
as a single particle problem. The particles now are composite quasiparticles
that carry the effects of interactions with them in terms of their renormalized
effective mass. Such an interpretation formed the basis to understand why a
description in terms of Bloch waves work very well for ’simple metals’. This de-
scription then naturally also became a starting point to understand properties
belonging to the realm, beyond that of a ’simple metal’, in terms of residual inter-
actions.
Strongly correlated electron systems are materials which are on the other
’extreme’ of that of the ’simple metals’, in the sense that residual interactions are
so strong that the whole ’Fermi liquid’ description itself starts to break down.
Though significant progress has beenmade in our understanding of the strongly
correlated systems, an over-arching theoretical tool to calculate the properties of
such materials remains elusive. Therefore, though Fermi liquid theory provides
a good starting point theoretical progress to understand these materials rely
on appropriate approximation schemes, whose development relies extensively
on the correct description of the observed experimental properties. It is at this
frontier that major discoveries has been made where new, exciting, and com-
pletely unforeseen material properties has been found that has not only greatly
advanced our understanding but also has had a major impact on modern tech-
nology. In recent times, advanced experimental techniques including the devel-
opment of modern spectroscopy tools, precise material fabrication capabilities
2
along with sophisticated calculation methods has greatly accelerated our capac-
ity to explore and understand novel functionalities in material systems.
Kondo lattice systems are a class of strongly correlated electron systems that
exhibit a variety of exotic properties such as unconventional superconductiv-
ity, quantum criticality, hidden order, valence fluctuation etc. emerging out of
heavy fermionic states that remains poorly understood. In this thesis we em-
ploy angle-resolved photoemission spectroscopy (ARPES) to understand heavy
fermion formation and associated temperature dependent changes in the elec-
tronic structure in two Kondo lattice systems, viz. URu2Si2 and YbAl3. Outline
of the thesis is as follows. In Chapter 2, we describe the technique of ARPES, in
particular its unique angle-resolving capabilities that allows directly visualiza-
tion of the k-space resolved electronic structure of material systems. In Chapter
3, we describe Kondo lattice systems, their general characteristics and a broad
theoretical framework to understand these compounds. In Chapter 4, we de-
scribe the mysterious ’hidden-order’ phase in URu2Si2. In Chapter 5, we present
our photoemission results elucidating changes in its electronic structure in the
’hidden-order’ phase that reveals how a coherent heavy fermion liquid is formed
via a phase transition in contrast to conventional wisdom for the Kondo lattice
systems. In Chapter 6, we describe properties of YbAl3, a prototypical mixed-
valence system. We describe our efforts at epitaxial growth of thin films of
YbAl3 that brings this materials system, for the first time, under the purview
of advanced spectroscopy tools such as ARPES. In Chapter 7, we describe mo-
mentum resolved electronic structure of YbAl3 and its conventional metal ana-
logue LuAl3 as measured by our ARPES experiments and predicted by ab-initio
calculations. In Chapter 8, by using a combination of high and low energy spec-
troscopy we establish a direct one to one correspondence between the r-space
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and k-space electronic structure in YbAl3, expected to be a generic feature for
any mixed valence system. Finally, in Chapter 9, we exploit the full potential
of our approach involving a combination of state-of-the-art tools of synthesis
and spectroscopy, where we establish the ability to control effective hybridiza-
tion between the Yb 4f states and the conduction like band electrons in YbAl3
by reducing its effective dimensionality via fabrication of artificial superlattices,
interrupting few atomic layers of YbAl3 with LuAl3 layers.
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CHAPTER 2
ANGLE RESOLVED PHOTOEMISSION SPECTROSCOPY
2.1 Introduction
Angle resolved photoemission spectroscopy (ARPES) has emerged as a leading
spectroscopic tool to directly visualize how electrons organize themselves in
disparate crystal environments, providing invaluable insights into their emer-
gent behavior, the over-arching theme of this thesis.[2, 3] Though in its current
avatar it is a sophisticated technique with demanding system requirements,as
discussed in this chapter, its underlying physical principle is quite simple, hav-
ing its roots in the celebrated photoelectric effect discovered over a century ago.
2.2 Development of photoemission as a spectroscopic tool
First experimental evidence of the process of photoemission was provided by
Heinrich Hertz in 1887 when he found that the electromagnetic radiation from
an electrical arc can trigger another arc.[4] Subsequently, similar observations
were reported by other experimenters, in particular by Philip von Lenard, who
started his work as Hertz’s assistant. The observed phenomenon was explained
in terms of emission of charged particles on irradiation of a metal surfaces with
ultra-violet light.[5, 6] With his Nobel prize (1905) winning work on cathode
rays, von Lenard further demonstrated that the maximum energy of the emitted
charged particles (electrons, known then as ”cathode rays”) is proportional to
frequency of the incident light and not its intensity, at odds with the prevailing
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Maxwellian notion of light as an electromagnetic wave. However, the number
of emitted electrons were found to be proportional to the light intensity. In 1905,
Albert Einstein inspired by the success of Max Planck’s theory of light quanta
in explaining the black body radiation,[8] proposed that the same quantized
corpuscular nature of light can explain the experimental findings about the na-
ture of the photoelectric effect.[7] Accordingly, he wrote down the celebrated
Einstein equation for the photoelectric effect
Ek,max = h⌫     (2.1)
where, maximum kinetic energy of the emitted electrons is dependent on
the energy of the incident light, (h⌫, h being the Planck’s constant) and the work
function of the metal ( ). Einstein was awarded the Nobel prize in Physics in
1921 for this novel interpretation, and to Millikan, in 1923, for experimentally
verifying Einstein’s interpretation with his photoemission experiments.[9]
However, it was not until early 1960s that the full potential of this phenomenon
was recognized as a powerful tool to probe the electronic structure of materials.
Owing to the energy conservation encoded in Einstein’s equation of the photo-
electric effect, it was realized that this process could be used to gain knowledge
about the energy distribution (density of states) of electrons in the cathodes. In-
deed, Berglund and Spicer, working on Cu and Ag showed in 1964 that they
can experimentally determine the position of the d band edge in these materials
using photoemission that were found to agree with the predictions from band
theory.[10, 11] In the same year, E.O. Kane proposed that bymeasuring the emit-
ted electrons during the photoemission process in an angle-resolved manner,
one can also obtain information about dispersive electronic states.[12] In 1974,
6
Smith, Tarum andDi Salvo, workingwith two dimensional layered compounds,
TaS2 and TaSe2 performed first successful ARPES experiment establishing that
it is indeed possible to map out momentum resolved electronic structure by ex-
ploiting the process of photoemission.[13, 14] Later, in 1981 Nobel prize was
awarded to Kai Siegbahn for his contributions to the development of x-ray pho-
toemission spectroscopy. Since those formative years of photoemission experi-
ments ARPES of today has developed into a refined k-space probe, with orders
of magnitude improvement both in energy and momentum resolving capabili-
ties. In the following sections I describe quantum theory of the photoemission
process, experimental considerations and current capabilities of state of the art
ARPES setups. In the process, I also provide details of our own experimental
setup at Cornell, and finally, describe analysis techniques commonly used to
visualize and interpret ARPES data.
2.3 Theory of Photoemission
2.3.1 Kinematics and Energetics of ARPES
Photoemission is essentially a photon in - electron out process where, an incident
photon is absorbed by an electron that in turns gets excited, and is emitted as a
photoelectron, if the incident photon energy is more than the work function of
the material surface. Work function of a material ( ), typically ranging between
3 - 5 eV, is a manifestation of the electric field present at the material surface
that reduces the kinetic energy of the photoemitted electrons.[2, 15] Since pho-
toemission is an energy conserving process, knowledge of the incident photon
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Figure 2.1: Schematic of the photoemission process. a) The measurement
geometry is illustrated along with relevant kinematic angles.
(Figure courtesy Kyle M. Shen) b) Energy diagram showing the
initial states and the corresponding spectrum.   is the surface
work function. Adapted from [15]
energy (h⌫) and work function ( ) of the material surface makes it possible to
estimate the binding energy of the photoemitted electrons inside the solid, as is
illustrated in Fig. 2.1
EB = h⌫   Ekin     (2.2)
A clean flat ideal material surface preserves periodicity of the crystal along
the in-plane (x,y) directions. Thus, in addition to energy conservation, as a
consequence of Noether’s theorem, the photoemission process must also con-
serve in-plane momentum within an in-plane reciprocal lattice vector G. As
momentum of the incident photon can generally be neglected[15], the in-plane
wavevector of the outgoing photoelectron K|| is related to the in-plane momenta
k|| and the in-plane reciprocal lattice vector G|| as
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K|| = k|| +G|| (2.3)
Therefore, from a knowledge of the experimental geometry in an angle re-
solved photoemissionmeasurement in-planemomenta of electrons inside solids
can be readily enumerated as
kx =
p
2meEkinsin↵cos✓ (2.4)
ky =
p
2meEkinsin↵sin✓ (2.5)
where angles are defined in Fig. 2.1.
However, determination of out of plane momenta kz is tricky, as translation
symmetry is broken along the surface normal resulting in kz not being conserved
during the photoemission process. But, because kinetic energy of the photoelec-
tron (Ekin) is related to its wavevector (k) |k| = 1~
p
2meEkin, making use of kine-
matic constraints of the photoemission process and knowing what is known as
inner potential V0 [16], it is possible to obtain information about kz
kz =
r
2me
~2
(Ekin + V0)   k2|| (2.6)
that can be written as
kz =
r
2me
~2
(h⌫ + V0    )   k2|| (2.7)
using eqn. (2.2)
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Figure 2.2: Plot of inelastic mean free path,   versus electron kinetic energy compiled by Seah and
Dench. Reprinted with permission from Ref. [42].
then the final state in momentum-space can be expressed as
 (kz)   1i(kz   kz0)   1/2  , (2.12)
and the probability distribution
    (kz)   2 is given by
    (kz)   2   12  1(kz   kz0)2   (1/2 )2 . (2.13)
Equation (2.13) has the form of a Lorentzian function centered at kz0 with width 1/ . The
implication is that a photoemission measurement which probes the momentum value kz0
actually probes a weighted average of states centered at kz0 and with width 1/ . In the limit
of bulk sensitivity, as   becomes large, Equation (2.13) reduces to a delta function  (kz   kz0),
implying that such final state broadening mechanisms become less important. In the VUV
14
Figure 2.2: Universal Curve. A plot of the inelastic mean free path   of
electrons as a function of kinetic energy. Dots in black are ex-
perimentally measured data points while the smooth curve is
a guide to eye. Adapted from [17]
V0 can be given a physical meaning within a three-step model of the pho-
toemission process, discussed in the next section. In practice, V0 is determined
by identifying how spectral features at a particular k|| repeat as incident photon
energy is varied. From eqn. (2.7), it is immediately recognized that changing in-
cident photon energy allows tuning of kz, which should result in similar spectral
features when identical kz is accessed, knowing which V0 can be calculated.
Electrons in solids interact strongly. As a result they are scattered easily lead-
ing to very short mean free path or electron escape depth,  mf p making the pho-
toemission process extremely surface sensitive. Electron escape depths has been
measured for many good metals and was found to depend strongly on incident
photon energy as shown in the so-called ”universal curve” in Fig. 2.2.[17] Thus,
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ultra-clean pristine sample surface is required for photoemission, and accord-
ingly photoemission measurements are done in ultra-high vacuum chambers
with background pressure of the order of 10 11 torr. However, whether results
of the empirical ”universal curve” is ’universally’ applicable to all materials (for
example correlated complex oxides) is still an open question.
In addition, finite electron mean free path creates additional complication in de-
termination of kz, because it leads to intrinsic spectral broadening in accordance
with Heisenberg’s uncertainty principle. Broadening in kz can be modeled with
a Lorentzian profile with a full width at half-maximum (fwhm),  kz = 1/ m f p.
This is a Fourier transform of a freely propagating waveform that has a step
function at the sample surface and exponentially decays with a length scale  m f p
into the solid. Therefore, experimentally measured photoemission intensity is
the weighed average of the spectral function over the length scale,  mf p that can
cover a significant fraction of the Brillouin zone under certain circumstances.
To underscore this important aspect, simulated photoemission spectra from a
free-electron like band is shown in Fig. 2.3 for different values of  kz. As can
be clearly observed, when  kz ⌧ ⇡/c photoemission spectrum as a function of
photon energy tracks the dispersion in kz, while in the other limit  kz   ⇡/c,
simulated spectra does not show any kz dispersion providing only the averaged
spectrum irrespective of incident photon energy. In reality, ultra-violet ARPES
falls in between these two extremes, but care needs to be taken while analyzing
experimental data from three-dimensional materials that can be strongly mod-
ulated by final state effects.
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Figure 2.6: Simulations of normal-emission ARPES spectra from the cop-
per sp band for varying electron mean free paths from very
long (left panel) to very short (right panel). Long  mf p corre-
sponds to a small amount of kz broadening, allowing the in-
trinsic bandstructure to be observed. Short  mf p averages over
all kz, resulting in significantly broadened spectra and the loss
of a well defined band. (Figure reprinted from V.N. Strocov
(2003) [40], with permission from Elsevier).
kz. For the particular form of wavefunction relevant to photoemission, a step function at
the surface followed by an exponential decay, the Fourier transform is a Lorentzian with
a full-width at half-maximum (FWHM) given by  kz = 1/ mf p. The measured photoe-
mission intensity is proportional to a weighted average of the spectral function over this
range. This can span a significant fraction of the Brillouin zone and must be carefully
accounted for in the analysis of ARPES data from three-dimensional materials. Fig. 2.6
shows the simulated photoemission signal from a free-electron like band with different
values for  kz. As can be clearly seen, when  kz ⌧ ⇡/c the photoemission intensity tracks
the intrinsic three dimensional bandstructure. At the other limit,  kz   ⇡/c, the spectra
show a kz independent one-dimensional density of states. ARPES studies of real mate-
rials often exists somewhere between these two regimes, where kz final state effects can
significantly impact the measured spectral function.
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Figure 2.3: Simulated spectral function of a dispersive band for differ-
ent intrinsic kz broadening. For large  kz values dispersion is
washed out and the band appears to be two-dimensional in
character. Adapted from [18]
2.3.2 The three-step Model
The process of photoemission involves absorption of a photon, emission of a
photoelectron, and its subsequent detection. A rigorous description of the pro-
cess is the so-called one-step model where all three processes are considered as
a single coherent process. However, an analytical description of the process
within such an approach is complex and extremely challenging. An alternate
approach is the so-called three-step model[2, 10, 15] that has been shown to work
very well in explaining experimental observations. The three-step model brea s
up the photo missio process into thre distinct steps.
The first step involves absorption of a photon that excites an electron within
the solid in a direct transition to an excited state without a change in its crystal
momentum k. (photon momenta can be neglected) leaves behind a hole. Ac-
tually, ARPES measures single hole spectral function of the material that can
be significantly altered in presence of interactions making it a sensitive probe
of correlations. Though negligible in magnitude compared to electron crystal
12
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Figure 2.5.1: Schematics of the one-step and three-step models of photoemission. The
three step model consits of (1) photoexcitation of an electron, (2) traveling of the excited
electron to the sample surface and (3) its escape into the vacuum. In the one-step
model an electron from a Bloch state is excited into a state that propagates freely in
the vacuum but decays from the sample surface into the solid. Figure from Ref. [Hu¨f95]
Figure 2.4: Illustration of the three-step and one stepmodel used in under-
standing the photoemission process. Adapted from [2]
momentum, due to the involvement of photon momentum, the process obeys
selection rules leading to polarization dependence of the measured spectrum.
V0, discussed in the previous chapter can now be understood as the energy off-
set describing the final state.
In the second step photo-excited electrons travel to the sample surface. In
the process they can get scattered, probability of which is determined by the
inelastic mean free path  mf p.
In the third step the electron escapes out of the sample into the vacuum and
gets detected. During the process it has to overcome the electric field at the
sample surface. (work function  ). In Fig. 2.4 description of the one-step model
and three-step model is presented.
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2.3.3 Fermi’s Golden Rule and the sudden approximation
The first step described in the three-step model can be approximated using
Fermi’s golden rule that gives the photexcitation rate as[20]
! f i =
2⇡
~
|h Nf |Hint| Ni i|2 (ENf   ENi   h⌫) (2.8)
where the N particle initial and final state energies can be written as ENi =
EN 1i + E
k
B and E
N
f = E
N 1
f + Ekin. The interaction hamiltonian capturing the exci-
tation process can be written under certain approximations as
Hint =   e2mec (A.p + p.A) =  
e
mec
(A.p) =   eA
mec
(eˆ.p) (2.9)
where p is the electron momentum operator, eˆ is the light polarization vector
and A is the electromagnetic field potential due to the photon. Here, we have
assumed that the intensity of the incident light is sufficiently low that non-linear
effects such as two photon processes can be neglected and only terms linear
in electromagnetic field potential A enters into the interaction hamiltonian. In
addition dipole approximation is assumed to be valid i.e. p and A commutes as
A is assumed to be constant over atomic dimensions, which is definitely true in
the ultra-violet regime for bulk of the materials but may not necessarily hold at
the material surface.
In order to be able to factorize the final state wavefunction  Nf into the photo
excited electron and the rest sudden approximation is commonly employed, that
simplifies the description. This assumption entails that the process of photoex-
citation happens so rapidly (sudden) that the time evolution of the excited state
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with (N-1) electrons that is left behind, an eigenstate of (N-1)-particle hamilto-
nian is independent of that of the photoelectron. Thus, the emitted photoelec-
tron is oblivious of any relaxation of the excited (N-1) electron state that might
follow. Then the final state wavefunction  Nf can be written as
 Nf = A kf N 1f (2.10)
where A is the anti-symmetrization operator,  kf is the wavefunction of the
photoexcited electron with momentum k and  N 1f is the final state wave func-
tion of the (N-1) electron system that is left behind. Sudden approximation
is ideally valid when photoexcited electrons have high kinetic energies when
they should take negligible time to get emitted out of the sample with no post-
excitation interaction. However, evidence of applicability of sudden approxi-
mation has been reported for photon energies as low as 20 eV in case of cuprate
superconductors[21] and has been frequently used for laser based ARPES ex-
periments using significantly low energy photons.[22] For simplicity, the initial
state wavefunction  Ni can be assumed as a single Slater determinant as within a
Hartree-Fock formalism that allows the wavefunction to be written as a product
state of a one electron orbital  ki (from which the photoelectron is excited) and
an (N - 1) -particle term for the rest of the electrons of the material system
 Ni = A ki  N 1i (2.11)
Now,  N 1i can also be written as  
N 1
i = cˆk 
N
i where cˆk is an annihilation
operator for an electron with momentum k . Thus, it is clear that  N 1i is not nec-
essarily an eigenfunction of the (N-1)-particle hamiltonian but can be expanded
15
as sum of all possible eigenfunctions of the (N-1)-particle hamiltonian
 N 1i =
X
m
ckm 
N 1
m (2.12)
Combining everything together total photoexcitation rate for a particular
momentum k is given by
!k =
X
f
! f i =
2⇡
~
(
eA
mec
)2|Mk|2
X
m
|ckm|2 (Ekin + Em   Ei   h⌫) (2.13)
where Mk = h kf |eˆ.p| kf i is the dipole matrix element of the transition, Ekin is the
kinetic energy of the emitted photoelectron, Em is the energy of the (N-1)-particle
system left behind and Ei is the original ground state energy of the N-particle
system. Photoemission only occurs when Ekin + Em = Ei + h⌫, thus ensuring
energy is conserved during the process. For a non-interacting system  N 1i is
an eigenstate of (N-1)-particle system, hence the coefficient ckm is non-zero for a
particular value of m. But, in case of interacting systems ckm for many different
m values can be non-zero.
2.3.4 Single particle spectral function
One of the most powerful technique frequently used in the field of correlated
electron systems is an approach based on Green’s function formalism. Green’s
function method has been widely use to describe the response of a system to
an external impulse. Time ordered one electron Green’s function G(t   t0) en-
capsulates the probability of finding an electron which was added or removed
(impulse) at time t in a given state with momentum k, in the same state at a later
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time t0. [23] Applying a Fourier transform it is possible to write Green’s function
in energy-momentum space
G(k, E) = G+(k, E)+G (k, E) =
X
m
|h N+1m |cˆ†k| Ni i|2
E   (EN+1m   ENi )   i⌘
+
X
m
|h N 1m |cˆk| Ni i|2
E   (EN 1m   ENi )   i⌘
(2.14)
where, G+(k, E) and G (k, E) are one-electron addition and one-electron re-
moval Green’s function respectively. From eqn.2.14 we obtain single particle
spectral functionA(k, E) as
A(k, E) =  (1/⇡)ImG(k, E) = A+(k, E) +A (k, E) =
P
m|h N+1m |cˆ†k| Ni i|2 (E   EN+1m + ENi ) +
P
m|h N 1m |cˆk| Ni i|2 (E   EN 1m + ENi ) (2.15)
Comparing eqn.2.18 with eqn.2.13 and 2.8 it can be immediately appreciated
that ARPES provides us information about one-electron removal spectral func-
tion that describe the propagation of one-hole or one-electron removal excita-
tion in the many-body ground state. Thus, total photoexcitation rate in eqn.2.13
can be rewritten as
!k =
2⇡
~
(
eA
mec
)2|Mk|2 f (h⌫   Ekin)A (k, h⌫   Ekin) (2.16)
where f (E) is the Fermi-Dirac distribution added to explicitly take into account
that electrons are photoexcited only from occupied states at a finite temperature.
Within a Green’s function formalism a convenient way to account for the
electronic correlations is by introducing the concept of electron self-energyP
(k, E) =
P0(k, E) + ◆P00(k, E), where the real part encapsulates information
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Non-interacting electrons Fermi liquid
Figure 2.4: (a) Illustration of the spectral function vs. energy and momen-
tum for a non-interacting system, which consists of a delta-
function peak at each value of k. (b) The spectral function for a
Fermi liquid still includes sharply defined quasiparticle peaks,
but also now includes a broad incoherent background at higher
binding energies. As the quasiparticle moves farther in energy
from EF its scattering rate increases and the peak broadens.
(Both figures reprinted with permission from A. Damascelli,
Z. Hussain & Z.-X. Shen (2003) [16]. Copyright 2003 by the
American Physical Society).
many-body system, A(k,!) describes the probability of generating a hole with a given
momentum and energy, starting from the ground state.
2.3 Incoherent spectral weight and bandstructure renormalization
With Fermi liquid theory as our guide, it would be desirable to cast the spectral function
in a form where its connection to electron like quasiparticles is more transparent. With
this aim in mind, it is convenient to discuss the effects of many-body interactions in terms
of an electron self-energy ⌃, whose real part (⌃0) is related to the renormalization of quasi-
particle energies and whose imaginary part (⌃00) gives the finite quasiparticle lifetime. We
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Figure 2.5: Expected spectral function for a parabolic band for the (a) non-
interacting and the (b) interacting case. For the interacting case
both the quasiparticle peak and the incoherent spectral weight
can be seen. Adapted from [15]
about energy renormalization and the imaginary part about the lifetime of an
electron with band energy ek and momentum k. In that case, Green’s function
and single particle spectral function can then be re-casted in terms of the elec-
tron self energy as[24]
G(k, E) =
1
E   Ek  P(k, E) (2.17)
and
A(k, E) =  1
⇡
P00(k, E)
(E   Ek  P(k, E))2 +P00(k, E)2 (2.18)
A straightforward expectation from the above discussion is that in case of a non-
interacting system, the spectral function would then be just made up of Dirac-
delta functions that track the underlying bandstructure. But, for the interacting
case the spectral function would develop an incoherent tail due to possible tran-
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sitions into many different excited eigenstates corresponding to (N-1)-electron
system as coefficients ckm for more than one m values are now non-zero as dis-
cussed earlier. Spectral function for both these cases is illustrated in Fig. 2.5.
ARPES by providing direct experimental access to the single particle spectral
function has emerged as an important spectroscopic tool to understand proper-
ties of correlated electron systems.
2.4 Experimental Considerations for ARPES
In this section we will describe key components that go into a typical ARPES
setup and general requirements for performing successful experiments that are
often demanding.
2.4.1 Light Sources
For performing photoemission experiments, a monochromatized high intensity
light source is required to supply photons. Though experiments can be per-
formed with photons both in the soft and hard x-ray regime, availability of pho-
tons with high resolving power that translates into much improved spectral
bandwidth, often better than 1 meV has made ultra-violet photoemission an at-
tractive and powerful tool. The results reported in this thesis has been obtained
using a laboratory-based helium plasma lamp and at the ”one-cube” ARPES
endstation at beamline UE112 at the Berlin synchrotron (BESSY II). Some data
has also been taken at now closed PGM ARPES endstation at the Synchrotron
Research Center (SRC), Wisconsin Madison.
19
2.4 Theory of Photoemission 11
	




Figure 2.3.2: Experimental setups used for the experiments presented in this thesis:
the ”one-cube” ARPES end-station at beamline UE112 at BESSY and the SX-ARPES
end-station at the ADRESS beamline at the SLS. The numbers in the pictures mark
the beamline (1), the cryo-manipulator (2) and the electron analyzer (3).
which makes it easier to interpret e↵ects of photoemission matrix elements (see chapter
2.6) and allows for an accurate determination of the 3D band dispersion. (3) Several
absorption edges of 3d transition metals lie in the soft X-ray regime, which enables the use
of resonant photoemission (see chapter 2.7) to enhance the element specific contributions
to the electronic band structure. While certainly having advantages over UV-ARPES in
specific areas, the approximately one to two orders of magnitude lower energy resolution
makes low energy electronic excitations, such as superconducting gaps and electron-boson
kinks, unaccessable and therefore the two experiments can be seen as complimentary to
each other – one focusing on the bulk (3D) dispersion of the valence bands, and the other
on quasi particle excitations at the Fermi level.
2.4 Theory of Photoemission 3
The transition probability per unit time W0!F of an electron under the influence of a weak
time dependent perturbation  ˆ from an initial N -electron state
   N0 ↵ into a final state
3The line of argument and the style of the equations where heavily influenced by G. Borstel, “Theoretical
Aspects of Photoemission”, Appl. Phys. A 38, 193-204 (1985)
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Figure 2.3.1: General schematic of an ARPES experiment at a synchrotron beamline.
Figure from [DHS03].
determines emission angle and kinetic energy. The experimental chamber, including the
analyzer, are kept under ultra-high vacuum conditions at pressures below 1⇥ 10 10 mbar.
While synchrotron radiation is usually the preferred light source because it provides tunable
photon energy and polarization, also laboratory setups with fixed photon energies are often
used, like high energy lasers and discharge lamps.
The ARPES experiments presented in this thesis have been performed at the ”one-cube”
APRES end station at beamline UE112 at the Berlin synchrotron (BESSY II) and at the
Soft X-ray (SX) ARPES end-station at the ADRESS beamline at the Swiss Light Source
(SLS) within the Paul-Scherrer Institute in Switzerland.
The ”one-cube” was designed to perform at a combined energy resolution of the beamline
and the analyzer below 1 meV and at sample temperatures below 1 K, with the beamline
providing a flux of > 1013 photons per second per 0.1 % BW per 100 mA.
The SX-ARPES end-station can achieve a combined energy resolutions of about 60 meV
at 1000 eV photon energy and provides a very high flux of 3 ⇥ 1011 to 1⇥ 1013 photons
per second per 0.01% BW per 400 mA. It has to be noted that the combination of very
high flux and resolution at these photon energies is unique in the world. Very high flux
is important for this kind of experiment because the probability for valence electrons to
absorb a photon is much smaller in the soft X-ray regime than in the UV regime. The
high photon energies have several advantages over UV light: (1) The escape depth of
the electrons is higher (see Fig. 2.2.2), which decreases the acute surface sensitivity that
plagues UV-ARPES and that even allows to measure externally grown thin films that
are protected from contamination by air with an armorphous capping layer [KMT+13].
(2) The photoemission final state for valence band electrons is close to free electron like
(a) (b)
Figure 2.6: Synchrotrom ARPES (a)Schematic of an exp ri ental photoe-
mission set up at a synchrotron. Adapted from [15] (b) 13
ARPES end station at BESSY II. (1) shows the the beam path
(2) shows the cryostat that enables sample temperature as low
as 0.9 K (c) Scienta R4000 analyzer.
We use a VG Scienta VUV 5000 helium plasma lamp for lab based photoe-
mission experi ents described in t is thesis. Microwaves g nerated by a i-
crowave generator is fed into a small Helium filled cavity that can sustain a
plasma of the gas emitting photons at characteristic frequ ncies associated with
its atomic transitions. We generally use transitions at 21.2 eV (He I↵) and 40.8
eV (He II↵), as they are the brightest. We use a toroidal grating monochromator
to isolate the characteristic transition lines and use a retractable glass capillary
to direct the photon beam onto our sample that provides a spot size of ⇡ 2mm.
Due to high absorption of ultra-violet light the entire path from the lamp head
into the chamber through the glass capillary is windowless. To minimize the
background pressure in the chamber we use several narrow apertures along
the beam path and differentially pump the entire line with three turbomolecu-
lar pumps in series. The narrow aperture of the glass capillary at the end also
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provides high impedance on the gas load allowing us to maintain background
pressure in the chamber of the order of 10 11 Torr while the microwave cavity is
at 10 3 Torr pressure. Furthermore, we use ultra-high purity helium gas that is
not expected to react strongly with the sample surface, thus not affecting sam-
ple lifetime in any significant manner. Measured integrated flux of our setup is
⇡ 8.8⇥1011 photons/sec at 21.2 eV and 3⇥1010 photons/sec at 40.8 eV
A major drawback of plasma lamps is that photon energy is not continuously
tunable and is fixed at a discrete set of atomic lines. This disadvantage is mit-
igated by the ability to tune photon energies provided by synchrotrons. A
schematic of a photoemission setup in a beamline is shown in Fig. 2.6 where
highly polarized white light is produced by an undulator, then monochroma-
tized and focussed on a sample. Different kinds of monochromator viz. PGM
(Plane Grating Monochromator), SGM (Spherical Grating Monochromator),
NIM (Normal Incidence Monochromator) are often employed at synchrotrons
as per desired requirements that offer different advantages in terms of spec-
tral range and spectral bandwidth. Another advantage of synchrotrons is easy
tunability of light polarization that can help mitigate matrix element effects in
certain situations as would be described in a later section.
2.4.2 Electron Analyzer
Perhaps the most complex instrumentation within an ARPES setup goes into
making modern electron analyzers. In early days point-detectors were used
and angle resolutions was achieved by moving either the sample or the detec-
tor. The major drawback in this approach was that at a given instant only a
particular wavevector k was probed that led to long measurement times. In-
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troduction of modern analyzers that uses electrostatic lenses to simultaneously
detect electrons over a wide angular range using multiple angular channels has
revolutionized the field by reducing detection times by more than two orders
of magnitude. In our lab at Cornell and also at synchrotrons at BESSY and
SRC we used a Scienta R4000 analyzer from VG Scienta capable of simultane-
ously recording 600 spectra over an angular spread of 30 degrees . A schematic
of the analyzer is shown in Fig. 2.7. Once electrons enter into the analyzer
nose cone, with analyzer in the angle mode electrostatic lenses physically sepa-
rate electrons that came in at different emission angle and reduce their kinetic
energy depending on the pass energy specified. Subsequently, the electrons af-
ter passing through an adjustable narrow slit enters into the hemispherical part
of the spectrometer that consists of a positively charged inner hemisphere and
a negatively charged outer hemisphere at an average radius of r. The bending
radius of the electron’s trajectory is determined by their kinetic energy so when
they impinge on the detector they are spread along one axis according to their
energy while they are already spread in the other axis by the lens system de-
pending on their emission angle. The detector assembly comprises of a multi
channel plate (MCP) that amplifies the photoelectron signal combined with a
phosphor screen that is imaged by an out of vacuum CCD camera
In addition to the angle mode, where the analyzer multiplexes as a function of
angle it can also operate in transmission mode multiplexing in real place provid-
ing a real space image of the emitted photoelectron intensity from the sample.
This mode is very useful in identifying good spots on the sample.
The theoretical energy resolution of the detector depends on the pass energy
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Figure 2.8: The mechanism for resolving electron energies with a hemi-
spherical analyzer. Electrons that are too slow moving fall into
the inner sphere. Electrons that are too fast hit the outer sphere.
Only electrons within a narrow energy window can make it
through the analyzer and reach the electron detector.
Several low photon energy (< 10 eV) sources have been recently developed [42, 43].
The chief advantage here is the increased momentum resolution obtained by using
smaller overall photoelectron momentum, although there is a corresponding reduction in
the accessible range of k-space. According to the universal curve (Fig. 2.2) these sources
are also expected to provide a longer electron mean free path than deep-UV sources, re-
sulting in less surface sensitivity. Our lower chamber includes a CaF2 viewport to allow
the use of out-of-vacuum photon sources with energies up to 10 eV. We operate a 5.5
eV quasi-CW laser from Photon Systems ( E < 10 µeV). In addition, we developed a
high-resolution tunable photon source based on a monochromated Xe lamp that operates
continuously up to 7 eV [44].
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Figure 2.7: Schematic and working principle of a hemispherical analyzer.
The electrons are accelerated and moves in an electric field cre-
ated by a positively and negatively charged he ispheres. Only
electrons of correct energy reaches the detector. Fig re adapted
from [19]
used and the entrance slit size which is given by
 E ⇡ sEp
2r
(2.19)
where s is the slit size, Ep is the pass energy of the analyzer and r is the aver-
age radius of the hemisphere. Scienta R4000 analyzers offers options to select
slit widths from 0.1 - 2.0 mm and pass energies 1 - 200 eV and has an average
hemisphere radius of 200 mm. Thus, the use of the smallest available slit size, s
= 0.1mm results in a resolving power  E/E = 4000, hence the name. This means
theoretical best achievable energy resolution is 0.25 meV if one uses a pass en-
ergy of 1 eV and 0.1 mm slit. Of course, higher resolution comes at a cost of
reduced spectral intensity as now less number of photoelectrons get into the de-
tector. The overall instrumental resolution of our system is estimated by fitting
the Fermi edge of a measured polycrystalline gold with the following function
I(E) = [(a + b(E   EF)) ⇥ f (E,T )] ⇤G(E, E) + c (2.20)
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Figure 2.8: Fit to a Gold band edge by a functional form described in eqn.
2.20. Obtained resolution is given by the FWHM of the Gaus-
sian shown in green.
which represents a linearly increasing density of states truncated by the Fermi-
Dirac function f(E,T) and overall convolvedwith a Gaussian G, FWHMofwhich
represents instrumental resolution. An example of a fit to a gold band edge is
shown in Fig. 2.8
2.4.3 Sample Manipulator
Sample manipulator is an integral part of an ARPES system. There are primar-
ily three considerations for designing a sample manipulator. It must hold the
sample in place while providing access to the sample surface, cool down or heat
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Figure 2.8: Schematic diagram of the UHV chambers composing the Cornell ARPES system. The
upper chamber is used for to prepare the sample, which is subsequently transferred into
the lower measurement chamber, where photoemission is performed. Schematic
provided courtesy Dr. Eric Monkman.
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Figure 2.9: Dual chamber ARPES setup at Cornell Univers ty illustrating
various components. Adapted from [19]
up the sample and move the sample around in vacuum so that a large area in
the momentum space can be accessed. Large size of modern electron analyzers
makes it increasingly prohibitive and clumsy to move them with any precision.
Thus, in order to access a large momentum region a precise sample manipulator
with a wide range of movement is the only option.
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2.4.4 Maintaining Ultra high vacuum
As noted earlier ARPES being a surface sensitive technique requires ultra-clean
surface that needs to be maintained throughout the measurement process. Even
a sub-monolayer coverage can distort photoemission spectrum introducing se-
rious artifacts in the measured data. At ambient pressure a monolayer can form
on a sample surface almost instantaneously within a few nanoseconds. Thus,
ARPES measurements needs to be performed under ultra-high vacuum condi-
tions so as to be able to measure a sample with a pristine surface for an adequate
amount of time. A rough idea of the vacuum requirement can be obtained esti-
mating the time requirement for a monolayer formation at a given background
pressure P. From the kinetic theory of gases, the rate of collision of gasmolecules
on the sample surface per unit area per unit time is given by
 N
 A t
=
Pp
2⇡MRT
(2.21)
where P is the gas pressure, M is the molecular weight of the gas, R is the uni-
versal gas constant, and T is temperature in Kelvin scale.[25] Assuming a stick-
ing coefficient of 1, using the above equation one obtains monolayer formation
time for a crystal with lattice constant 4Å, gas molecular weight ⇡ 30 g/mol at
room temperature to be 1 hour and 1 day for background pressures better than
5⇥10 10 torr and 2⇥10 11 torr, respectively. However, fortunately for most gases
and material surfaces sticking coefficient is much lower than 1 that significantly
relaxes the pressure requirement. Our ARPES chamber at Cornell uses a com-
bination of turbo-molecular pumps, cryo pumps, ion pumps and sublimation
pumps that are all dry pumps reducing exposure of our system to contaminants
and achieves a background pressure of better than 4⇥ 10 11 torr. A schematic of
the ARPES setup is shown in Fig. 2.9
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2.5 Interpretation and Analysis of ARPES spectra
2.5.1 Energy and Momentum Distribution Curves
In a typical ARPES experiment with the use of multiplexing lenses it is possi-
ble to collect electrons ejected at different emission angles simultaneously that
can be used to generate energy-momentum maps as shown in Fig. ??. While
thesemaps are extremely useful to understand overall electronic structure, often
times quantitative analysis is done by slicing these images into one-dimensional
plots representing energy dependence of the spectral weight at a fixed mo-
mentum (Energy Distribution Curves - EDC) or plots representing momentum
dependence of the spectral weight at a fixed energy (Momentum Distribution
Curves - MDC). Energy and Momentum Distribution Curves thus obtained can
be analyzed using analytical expressions derived from the spectral function for-
mula in eqn. 2.18. For energy values ! near the pole energy E⇤k = ✏k  
P0
(k, E⇤k),
real part of the self energy can be written using Taylor expansion as
!   ✏k   ⌃0(k,!) ⇡ 1zk (!   E
⇤
k) (2.22)
where z 1k ⇡ 1    !
P0
(k,!)|!=E⇤k Then, the spectral function at k becomes
A(k,!) = zk  k/⇡(!   E⇤k)2 +  2k
+Aincoh (2.23)
where  k = zk|P00(k, E⇤k)| Thus, from eqn. 5.6 Energy Distribution Curves (EDCs)
can be analyzed using a lorentzian lineshape with integrated spectral weight
zk known as quasiparticle residue and linewidth  k representing quasiparticle
lifetime together respresenting the coherent part of the spectral function. The
non-lorentzian contribution due to correlation effects is encapsulated in the in-
coherent spectrak weight Aincoh On the other hand for analyzing Momentum
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Distribution Curves, particularly near the Fermi level for a fairly wide band lin-
ear approximation for the electronic dispersion ✏k = vF · (k   kF) is quite accurate
when the spectral function becomes
A(k,!) =  1
⇡
⌃
00(k,!)/v2F
[k   kF   (!   ⌃0(k,!)/vF]2 + [⌃00(k,!)/vF]2 (2.24)
where vF is the Fermi velocity Thus, under the above assumptions MDCs for a
given ! has a Lorentzian lineshape centered at
km = kF + (!   ⌃0(k,!))/vF (2.25)
with full width at half-maximum given by
 (k) = 2|⌃00(k,!)/vF | (2.26)
The above equations can be solved to obtain an estimate of the self energy
⌃(k,!) = ⌃0(k,!) + ◆⌃00(k,!) = !   vF · (km   kF) + ◆|vF ·  (k)/2| (2.27)
Though linear approximation is used in most of the cases for analysis of ARPES
data, it is also possible to use a quadratic approximation in appropriate cases to
derive equations similar to eqns. 2.25,2.26 and 2.27[26]
2.5.2 Background Estimation and Matrix Element Effects
Though ARPES directly access the single particle spectral function, actual mea-
sured intensity can be modulated by the matrix element effect |Mk|2 (eqn. 2.16),
inelastically scattered electron and finite energy and momentum resolution of
the experimental setup. ARPES intensity is thus modelled as
I(k,!) =
Z
d!˜dk˜I0(k˜, ⌫,A) f (!˜)A(k˜, !˜)R(!   !˜)Q(k   k˜) + B (2.28)
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2.6 Matrix elements 17
matrix elements can also help to increase the sensitivity to certain features in the electronic
band structure. First we consider the excitation energy dependence of | kfi|2. As a rule of
thumb the overlap between initial and final state wave functions is large if both functions
only have either a small or a large number of nodes. Thus, the photo ionization cross
section for extended wave functions with low angular momentum (like s and p) is large
at low excitation energies, while at higher photon energies one is more sensitive to wave
functions with strong spatial variations. As an example fig. 2.6.1 a) shows the UV-PES
spectra of CuCl measured at two di↵erent excitation energies He I and He II (21.2 eV and
40.8 eV respectively). With He I radiation the Cl 3p states are more intense compared to
the Cu 3d states. With He II radiation the inverse is true.
#"
Figure 2.6.1: a) UV-PES spectra of solid CuCl measured with He I (21.2 eV) and He II
(40.8 eV) radiation. Figure from [GTSC74]. b) Schematic of a mirror plane emission
from a 3dx2 y2 orbital. Figure from [DHS03]
Another rule of thumb can be derived for the use of linearly polarized light. In an
experimental geometry as shown schematically in Fig. 2.6.1 b), where the experimental
scattering plane acts as a mirror plane for a 3dx2 y2 orbital, the final state wave function
must be even with respect to reflection at the mirror plane in order not to vanish at
the detector. Then the matrix elements | kfi|2 are finite only if the rest of the integrand,
A0p
   ki ↵, is even, too. For an initial state with dx2 y2 symmetry, which is even with respect
to the mirror plane in this particular experimental setup, the electric field vector must lie
Figure 2.10: Illustration showing a sample geometry used to explain ma-
trix element effects in the photoemission process, as described
in the text. Figure adapted from [15]
where R and Q are the energy and momentum resolution functions typically
modelled as a Gaussian. B represents the background function accounting for
inelastically scattered electrons and also contributions from higher order light
for synchrotron measurements. Inelastically scattered electrons is generally
modelled using a Shirley function BShirley /
R µ
!
d!0P(!0) where P(!) that allows
extraction of elastically scattered contribution from the measured photocurrent
intensity I(!) = P(!) + cShirleyBShirley, cShirley being the free parameter obtained
from fits.[27]
The term I0(k˜, ⌫,A) in eqn. 2.28 is proportional to |Mk|2 magnitude of which
can be influenced by incident photon energy, initial and final states involved
in the photoemission process and the experimental geometry. Because quanti-
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tative estimation of the matrix elements in photoemission experiments is ex-
tremely complicated this is considered a nuisance in ARPES data analysis.
However, if used properly this can provide valuable information about wave-
function from symmetry and parity arguments. By using, commutation relation
~p/m =  ◆[x,H], matrix elements can be written as
|Mkf i|2 / |h kf |✏ · x| ki i|2 (2.29)
where ✏ is the unit vector along the vector potential A of the incident light. In
an experimental geometry shown in Fig.2.10 where the experimental geometry
acts as a mirror plane, as the final state has to be even about the mirror plane so
as not to vanish at the detector, it implies (✏ ·x)| ki i also has to be even. For initial
state wave function with even symmetry as in dx2 y2 orbitals, photoemission
process is symmetry allowed for the polarization vector ✏ to be either even or
in-plane and vanish for it being odd or out of plane. For a generic situation this
can be summarized as
h kf |A · p| ki i
8>>>>>><>>>>>>:
 ki even h+| + |+i ) A even
 ki odd h+|   | i ) A odd
(2.30)
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CHAPTER 3
THE KONDO LATTICE: HEAVY FERMIONS ANDMIXED VALENCE
3.1 Introduction
The term ’Kondo Lattice’ describes a class of inter-metallic compounds that con-
tain certain rare earth elements (e.g. Ce, U, Yb etc.) with a partially filled f shell
in a periodic arrangement (lattice), where strong interaction between the local-
ized spin moments at the rare earth sites and the delocalized electrons (Kondo
effect) brings about a profound alteration in their physical properties.[28, 29]
Since early 1970s, when they were first identified, a great many materials have
been discovered that are classified as Kondo lattice systems often hosting ex-
citing emergent ground states such as heavy Fermi liquid[30, 31, 32], uncon-
ventional superconductivity[33, 34, 35, 36, 37, 38, 39], hidden order[40, 41] etc.
Often, these ground states can further be tuned by modest perturbations using
magnetic field and pressure, thereby providing experimental access to quantum
phase transitions.[42, 43, 44]
The common theme that unites all these materials is the emergence of carriers
with very high effective mass that can be even two or three orders of magnitude
heavier than in conventional metals.[28] Within Landau’s Fermi liquid frame-
work linear specific heat coefficient that encapsulates electronic contribution to
specific heat is directly proportional to the quasiparticle density of states and
therefore, to its effective mass.[45]
  =
⇡2k2B
3
⇢⇤ =
kFk2B
3~2
m⇤ (3.1)
for a band with quadratic dispersion, Ek = ~2k2/2m⇤
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While, in conventional metals linear specific heat coefficient varies between
1 - 10 mJ /molK2 (for example, silver (Ag) - 1, sopper (Cu) - 1.39, rubidium (Rb)
- 1.22, lithium (Li) - 2.17; all in units of mJ /molK2), for Kondo lattice systems
this can be orders of magnitude higher[28] as is shown in Fig. 3.1. This pro-
vides an indication of the heaviness of the charge carriers in these materials and
hence, are known as heavy fermions. Though technically, materials are strictly
in the heavy fermion regime, when all charge fluctuations have been frozen out
and only spin degrees of freedom survive. However, in many compounds with
similar enhanced carrier effective mass such asYbAl3 , SmB6 etc., valence fluctu-
ations survive even at the lowest temperatures. In such situations the rare earth
valence valence fluctuates between two almost degenerate valence configura-
tions leading to an average non-integral rare earth valence and are known as
mixed-valence systems.[47]
The underlying mechanism primarily responsible responsible for interest-
ing exotic properties in these materials is the remarkable quantum interaction
known as the Kondo Effect. It describes the mechanism by which free magnetic
moments at high temperatures gets quenched by the conduction electron spins
in the Fermi sea forming singlet scattering centers at temperatures below a char-
acteristic temperature known as the Kondo temperature TK . When this happens
in materials with a lattice of spin moments, the very same interaction results in
dissolution of spins into the conduction sea leading to emergent quasiparticles
with radically enhanced effectivemass.[46] In the following sectionswewill dis-
cuss the Kondo effect in isolation and also its impact when occurring in crystals
with an ordered array of spin moments.
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FIG. 6 Plot of linear specific heat coe cient vs Pauli susceptibility to show approximate constancy of Wilson
ratio. (After B. Jones (Lee et al., 1986)).
A second consequence of locality appears in the transport properties. In a Landau Fermi liquid,
inelastic electron-electron scattering produces a quadratic temperature dependence in the resistivity
⇢(T ) = ⇢0 +AT
2. (15)
In conventional metals, resistivity is dominated by electron-phonon scattering, and the “A” coe -
cient is generally too small for the electron-electron contribution to the resistivity to be observed.
In strongly interacting metals, the A coe cient becomes large, and in a beautiful piece of phe-
nomenology, Kadowaki and Woods (Kadowaki and Woods, 1986), observed that the ratio of A to
the square of the specific heat coe cient  2
 KW =
A
 2
  (1⇥ 10 5)µ cm[mol K2/mJ] (16)
is approximately constant, over a range of A spanning four orders of magnitude. This too, can be
simply understood from local Fermi liquid theory, where the local scattering amplitudes give rise
to an electron mean-free path given by
1
kF l 
⇠ constant + T
2
(T  )2
. (17)
The “A” coe cient in the electron resistivity that results from the second-term satisfies A /
1
(T  )2 /  ˜2. A more detailed calculation is able to account for the magnitude of the Kadowaki
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Figure 3.1: Linear specific heat coefficient ( ) for different materials be-
longing to the Kondo Lattice family that can be orders of mag-
nitude higher than normal metals indicating heaviness of their
carriers. It is plotted against magnetic susceptibility ( ) to high-
light scaling relation (Wilson’ ratio, w =  / )[59] observed in
Kondo lattice systems that takes a constant value of ⇡ 2 for
many compounds. Adapted from [46]
3.2 The Kondo Effect
3.2.1 Formation of Local Moments
Signatures of the Kondo effect was first identified by de Haas et. al.[48] in early
1930s at Leiden when they identified an upturn in resistivity at low temper-
atures in many simple metals including copper, silver, gold etc. About three
decades late this was linked to the p esence of magneti impurities in tho e
metals.[49, 50] In particular, in 1962, Clogston, Mathias and co-workers at Bell
Labs showed that the resistivity response of magnetic iron impurities in Nio-
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Figure 2.1: Screened Kondo impurity. At low temperatures the magnetic mo-
ment (blue) from the impurity atom (gold) is quenched by the conduction elec-
trons (red).
center, with a quenching of the local moment (figure 2.1). In its original in-
ception, the Kondo effect attributes the low temperature resistance minimum
in metals to the strong elastic scattering potentials at magnetic impurity sites.
When the same screening process takes place in a heavy fermion material, it
leads to a spin quenching at every site in the lattice, except that the strong poten-
tial scattering at each site develops coherence, leading to a sudden drop in the
resistivity at low temperatures (figure 2.2b). The net effect of the lattice Kondo
effect is a profound transformation. The localized moments dissolve into the
conduction sea thus increasing the volume of the Fermi surface. As mobile exci-
tations, the newly dressed quasiparticles acquire charge and enhanced effective
mass.
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Figure 3.2: Illustration of a magnetic impurity (in yellow) in a metallic
host. Figure Courtesy: M. H. hamidian
bium can be tuned by alloying it with Molybdenum, as illustrated in Fig. 3.3
a).[49]
An explanation of this phenomenon had its origins in a microscopic model
proposed by Anderson,[52] known as Single Impurity Anderson Model where
he recognized the importance of on-site Coulomb repulsion U for the survival
of magnetic moments in the Fermi sea and can be written as
H =
X
k, 
✏knk,  + ✏ f n f +
X
k, 
V(k)[c†k  f  + f
†
 ck ] + Unf"nf# (3.2)
where the first two terms describe delocalized conduction electrons and en-
ergy states of the impurity ion, respectively. The third term captures the hy-
bridization process between the local moment and the conduction electrons and
finally, the last term is due to the strong coulomb repulsion at the impurity site.
For an impurity ion in the atomic limit (neglecting the hybridization term)
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5.6 Piers Coleman
• The scattering o↵ the Kondo singlet is resonantly confined to a narrow region of order
TK , called the Kondo or Abriksov-Suhl resonance.
Fig. 4: Temperature dependence of resistivity associated with scattering from an impurity
spin from [7, 8]. The resistivity saturates at the unitarity limit at low temperatures, due to the
formation of the Kondo resonance. Adapted from [7].
1.3 The Kondo lattice
In heavy fermion material, containing a lattice of local moments, the Kondo e↵ect develops
coherence. In a single impurity, a Kondo singlet scatters electrons without conserving momen-
tum, giving rise to a huge build-up of resistivity at low temperatures. However, in a lattice, with
translational symmetry, this same elastic scattering now conserves momentum, and this leads to
coherent scattering o↵ the Kondo singlets. In the simplest heavy fermion metals, this leads to a
dramatic reduction in the resistivity at temperatures below the Kondo temperature.
As a simple example, consider CeCu6 a classic heavy fermion metal. Naively, CeCu6 is just
a copper alloy, in which 14% of the copper atoms are replaced by cerium, yet this modest
replacement radically alters the metal. In this material, it actually proves possible to follow the
development of coherence from the dilute single ion Kondo limit, to the dense Kondo lattice, by
forming the alloy La1 xCexCu6. Lanthanum is iso-electronic to cerium, but has an empty f-shell,
so the limit x! 0 corresponds to the dilute Kondo limit, and in this limit the resistivity follows
the classic Kondo curve. However, as the concentration of cerium increases, the resistivity
curve starts to develop a coherence maximum, an in the concentrated limit drops to zero with a
characteristic T 2 dependence of a Landau Fermi liquid (see Fig. 6).
CeCu6 displays the following classic features of a heavy fermion metal:
• A Curie-Weiss susceptibility   ⇠ (T + ✓) 1 at high temperatures.
• A paramagnetic spin susceptibility   ⇠ cons at low temperatures.
FIG. 3 (a) Resistance minimum in MoxNb1 x after (Sarachik et al., 1964) (b) Temperature dependence of
excess resistivity produced by scattering o↵ a magnetic ion, showing uni ersal depend nce on a singl scale,
the Kondo temperature. Original data from (White and Geballe, 1979)
new ingredient: the Coulomb interaction between the d-electrons, which he modeled by term
HI = Un"n#. (1)
Anderson showed that local moments formed on e the Coulomb interaction U became large. O e
of the unexpected consequences of this theory, is that local moments develop an antiferromagnetic
coupling with the spin density of the surrounding electron fluid, described by the interaction
(Anderson, 1961; Coqblin and Schrie↵er, 1969; Kondo, 1962, 1964; Schrie↵er and Wol↵, 1966)
HI = J~ (0) · ~S (2)
where ~S is the spin of the local moment and ~ (0) is the spin density of the electron fluid. In Japan,
Kondo (Kondo, 1962) set out to examine the consequences of this result. He found that when he
calculated the scattering rate 1⌧ of electrons o↵ a magnetic moment to one order higher than Born
approximation,
1
⌧
/

J⇢+ 2(J⇢)2 ln
D
T
 2
, (3)
where ⇢ is the density of state of electrons in the conduction sea and D is the width of the
electron band. As the temperature is lowered, the logarithmic term grows, and the scattering rate
and resistivity ultimately rises, connecting the resistance minimum with the antiferromagnetic
interaction between spins and their surroundings.
A deeper understanding of the logarithmic term in this scattering rate required the renor-
malization group concept (Anderson and Yuval, 1969, 1970, 1971; Fowler and Zawadowskii, 1971;
Nozie`res, 1976; Nozie`res and Blandin, 1980; Wilson, 1976). The key idea here, is that the physics
7
(a) (b)
Figure 3.3: Experimental signatures of the Kondo Effect. a) Evolution
of the low temperature ”resistivity upturn” with increasing
Molybdenum content in a molybdenum-niobium (Mo-Nb) al-
loy. Adapted from [50] (b) U iv rsal s ali g behavior observed
in Kondo impurities from which the energy scale of the Kondo
problem can be identified, given by the Kondo temperature
(TK). Adapted from [51]
to be in a magne ic state it needs to b in a doubl t ground stat , where the f
orbitals are singly occupied | f 1, "i and | f 1, #i. Furthermore, charge fluctuations
into a doubly-occupied | f 2i or a o -occupied | f 0i state should be energetically
prohibitive that gives us the following condition
U/2 > |✏ f + U/2| (3.3)
On the other hand in the opposite limit including the hybridization term
and neglecting Coulomb repulsion U, f electrons are expected to form a
resonance[53] as they hybridize with the conduction electrons with a resonance
width
  = ⇡V2⇢ (3.4)
where V2 is the average hybridization strength and ⇢ is th density of states of
the conduction electrons at the Fermi level (Fig. 3.4).
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Figure 3.4: a)Illustration of an electron in an impurity potential interacting
with the conduction sea b) Virtual hopping processes involv-
ing the impurity electron gives rise to an impurity resonance
seen as a peak in the density of states, sometimes known as
Anderson-Friedel resonance. Adapted from [54]
In presence of both the competing terms in themicroscopic hamiltonian describ-
ing the system, Anderson showed a mean-field treatment provides the follow-
ing condition for the survival of local moments[52]
U > Uc ⇡ ⇡  (3.5)
The above condition explains experimentally observed(Fig. 3.3 a)) local mo-
ment formation of iron impurities with increased alloying of niobium (Nb) with
molybdenum (Mo). As molybdenum has a smaller value of   compared to nio-
bium, molybdenum content in niobium - molybdenum alloy beyond a critical
Mo concentration satisfies eqn. 3.5 leading to resistivity upturn characteristic of
local moments.
In the regime where the local moment is stabilized virtual charge fluctuations
leads to an effective super-exchange in the spin channel that leads to an antifer-
romagnetic coupling between the local spin moments and the spin density of
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the delocalized states that can be written as[55, 56]
HI = J †  · S f (3.6)
It was a third order perturbative expansion of this term that led Jun Kondo
to predict a scattering rate (1/⌧) of electrons that grew logarithmically at low
temperatures[57, 58] thus, finally providing an explanation for ’resistivity up-
turn’ observed in experiments.
1
⌧
= [J⇢ + 2(J⇢)2ln
D
T
]2 (3.7)
where D is the band width and ⇢ is the density of states of the conduction elec-
trons. This also gives a temperature scale of the physical process, the Kondo
temperature TK
TK = De 1/(2J⇢) (3.8)
below which the perturbation approach breaks down as the corrections become
as large as the original contribution itself. It was development of renormalized
group approach at Cornell by Ken Wilson that provided a first unified descrip-
tion of the Kondo effect both at high(weak coupling) and low(strong coupling)
temperature limits.[59]
Salient properties of Kondo effects can be summarized as
1) Localized moments showing Curie-Weiss susceptibility   = 1/T at high tem-
peratures form screened Kondo singlets at low temperatures that exhibit para-
magnetic susceptibility   = 1/TK
2) A free spin S=1/2 moment has a spin entropy of Rln2 per mole. At low tem-
peratures as the spin moment can be thought to get entangled with conduction
electrons forming local singlets the spin entropy is lost and accordingly lzero
temperature specific heat coefficient is given by   = CVT (T ! 0) ⇡ Rln2/TK
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Fig. 2: (a) In isolation, the localized atomic states of an atom form a stable, sharp excitation
lying below the continuum. (b) In a crystal, the 2 j+1 fold degenerate state splits into multiplets,
typically forming a low lying Kramers doublet. (c) The inverse of the Curie-Weiss susceptibility
of local moments   1 is a linear function of temperature, intersecting zero at T =  ✓.
predicted by Philip W. Anderson [4, 5], which results from high energy valence fluctuations.
Jun Kondo [6] first analyzed the e↵ect of this scattering, showing that as the temperature is
lowered, the e↵ective strength of the interaction grows logarithmically, according to
J ! J(T ) = J + 2J2⇢ ln D
T
(4)
where ⇢ is the density of states of the conduction sea (per spin) and D is the band-width. The
growth of this interaction enabled Kondo to understand why in manymetals at low temperatures,
the resistance starts to rise as the temperature is lowered, giving rise to resistance minimum.
Fig. 3: (a) Schematic temperature-field phase diagram of the Kondo e↵ect. At fields and tem-
peratures large compared with the Kondo temperature TK, the local moment is unscreened with
a Curie susceptibility. At temperatures and fields small compared with TK, the local moment is
screened, forming an elastic scattering center within a Landau Fermi liquid with a Pauli sus-
ceptibility   ⇠ 1TK . (b) Schematic susceptibility curve for the Kondo e↵ect, showing cross-over
from Curie susceptibility at high temperatures to Pauli susceptibility at temperatures below the
Kondo temperature TK. (c) Specific heat curve for the Kondo e↵ect. Since the total area is the
full spin entropy R ln 2 and the width is of order TK, the height must be of order   ⇠ R ln 2/TK.
This sets the scale for the zero temperature specific heat coe cient.
Today, we understand this logarithmic correction as a renormalization of the Kondo coupling
constant, resulting from fact that as the temperature is lowered, more and more high frequency
Figure 3.5: Influence of the Kondo interaction on the physical properties.
a) A temperatue-field phase diagram is shown, where at tem-
peratures and fields smaller compared to the Kondo tempera-
ture TK , the local moment is screened by the conduction elec-
trons b) As a result, at temperatures above TK the material ex-
hibits a Curie-Weiss susceptibility as expected from the pres-
ence of free moments which gradually crosses over to a Pauli
paramagnetic behavior as the moments get screened at low
temperatures c) Enhanced Kondo screening forms local spin
singlets. As a result the material loses spin entropy associated
with the free moment, which for a spin 1/2 system is of the
order of Rln2. As the crossover width is of the order of TK ,
zero temperature specific heat coefficient should be ⇡ Rln2/TK .
Adapted from [60]
3)TK is the only energy scale in the problem. Accordingly, resistivity that dis-
plays contributions from scattering of electrons off local moments show a scal-
ing behavior. (Fig. 3.3 b))
4)The Kondo effect also profoundly alters f electron spectral function. Scatter-
ing off the Kondo singlets gives rise to the so-called Abrikosov-Suhl resonance
or Kondo resonance which is resonantly confined at thhe Fermi level with the
resonance width being determined by the Kondo temperature (TK)
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FIG. 11 Schematic illustrating the evaluation of the f-spectral function Af ( ) as interaction strength U is
turned on continuously, maintaining a constant f-occupancy by shifting the bare f-level position beneath
the Fermi energy. The lower part of diagram is the density plot of f-spectral function, showing how the
non-interacting resonance at U = 0 splits into an upper and lower atomic peak at   = Ef and   = Ef +U .
One such quantity is the phase shift  f associated with the scattering of conduction electrons o↵
the ion; another is the height of the f-spectral function at zero energy, and it turns out that these
two quantities are related. A rigorous result due to Langreth (Langreth, 1966), tells us that the
spectral function at   = 0 is diretly determined by the f-phase shift, so that its non-interacting
25
Figure 3.6: Illustration of Abrikosov-Suhl/Kondo Resonance. It can be
u dersto d as arising out of Anderson-Friedel resonance in
the n 0-interacting limit un er an adiab tic evolution on ad-
dition of strong on-site correlations U. Most of the spectral
weight is transferred to the upper and the lower Hubbard
band resulting in a sharp resonance pinned at the Fermi level.
Adapted from [46]
3.2.2 The Kondo Resonance
In this section we will discuss the Kondo resonance [61, 62], a truly remarkable
many-body manifestation of the Kondo effect in a little more detail particularly
because, ARPES, the primary experimental technique used in this thesis can di-
rectly visualize its emergence.
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One way to understand is emergence is by using the adiabatic approach,
where starting from the non-interacting limit strong correlations encapsulated
in on-site Coulomb repulsion is gradually turned on. In the non-interacting
limit, magnetic ion within an environment of itinerant carriers can create vir-
tual bound states leading to a Friedel-Anderson resonance.[53] The localized f
electrons can tunnel out of their core and hybridize with the Bloch states re-
sulting in a broadening in their density of states that is given by the resonance
width described in eqn. 3.4 and is illustrated in Fig. 3.4.
An easy way to understand the effect of interaction is to study the evolution of
the f electron spectral function as described in the previous chapter
Af (!) =
1
⇡
ImG f (! + ◆⌘) (3.9)
where, the f charge of the ion is determined by the integrated spectral weight
below the Fermi level
hnf i = 2
Z 0
 1
d!Af (!) (3.10)
Fig. 3.6 shows how f electron spectra function when the interactions (U)
is adiabatically added. The f electron spectral function in the non-interacting
limit consists of a Lorentzian resonance peak of width  . Adding interaction,
while paying attention to maintain the correct occupancy of the f states results
in the appearance of three peaks in the spectral function, where the two peaks
associated with valence fluctuations are at at energies ! = ✏ f and ! = ✏ f + U.
And there is a central peak which we will call the Kondo Resonance peak associ-
ated with spin fluctuations of singly occupied f orbital. Such three peak struc-
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FIG. 12 Showing spectral functions for three di↵erent Cerium f-electron materials, measured using X-ray
photoemission (below the Fermi energy ) and inverse X-ray photoemission (above the Fermi energy) after
(Allen et al., 1983). CeAl is an antiferromagnet and does not display a Kondo resonance.
B. Hierachies of energy scales
1. Renormalization Concept
To understand how a Fermi liquid emerges when a local moment is immersed in a quantum sea of
electrons, theorists had to connect physics on on several widely spaced energy scales. Photoemission
shows that the characteristic energy to produce a valence fluctuation is of the order of volts, or
tens of thousands of Kelvin, yet the the characteristic physics we are interested in occurs at scales
hundreds, or thousands of times smaller. How can we distill the essential e↵ects of the atomic
physics at electron volt scales on the low energy physics at millivolt scales?
The essential tool for this task is the “renormalization group” (Anderson, 1970, 1973;
Anderson and Yuval, 1969, 1970, 1971; Nozie`res, 1976; Nozie`res and Blandin, 1980; Wilson, 1976),
based on the idea that the physics at low energy scales only depends on a small subset of “relevant”
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Figure 3.7: Measured one electron removal and one electron addition spec-
tral function of Ce intermetallic co pounds containing par-
tia ly filled 4f shell using x-ray hotoemission sp ctroscopy
(XPS). Three peak structure can be identified as expected from
theory. CeAl is antiferromagnetic and does not show a Kondo
resonance peak. Adapted from [63]
ture (Fig.3.7) has been observed by a combination of photoemission and inverse
photoemission[63, 64], that directly access single particl spectr l functi n pro-
viding some evidence for the theory.
Due o the adiabatic inv riance of the f spectral weight at the Fermi level
determined by the scattering phase shift   f [65, 66], survival of the Kondo reso-
nance peak is guaranteed even in the regime when U >  . However, the total
spectral weight
R 1
 1 Af (!) = 1 is also conserved and in the large U limit most
of the spectral weight is expected to get transferred into the lower and upper
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Thus, Salomaa takes the first of the "renormalized" di-
agrams for his Xf (ice„), while we take the first "unrenor-
malized" one. One can not say which is more accurate
since in practice neither of the two methods can take into
account the whole series of diagrams, "renormalized" or
"unrenormalized. " It is not a priori clear whether any
renormalization improves or spoils a finite orde-r result,
and in the case of SD there are no exact results to serve as
a test. The computational advantages and drawbacks are,
however, quite straightforward. Since the "renormalized"
X f (co) depends parametrically on the sought-for quantitynf(T), one has to calculate it anew for all co's for each
step of iteration of the self-consistency equation (3). In
the "unrenormalized" case, Xf (co) does not depend on
nf(T) and hence it suffices to evaluate this function only
once at a given temperature, which is very convenient and
time saving. Of course, Xf (co) still does depend on T
through the HF parameter Ef, defined by the additional
transcendental equations (7) and (9). As Eq. (7) involves
Xf (co=T =0), one has to calculate this quantity over
and over again, but only in the single point co=0 and at
T =0.
C. V =0 limit
Since there are no exact results for the SD with which
one could compare our perturbative results, it is impor-
tant to discuss the limiting cases that can be solved exact-
ly and to check whether they are correctly described by
our method. Clearly, the u~O limit is trivial in our ap-
proach, but surprisingly enough, even the V~O limit is
covered quite well.
In case of a free atomic orbital, V=0, i.e., when the
impurity is decoupled from the host conduction electrons,
one can calculate the single-particle f-electron Green's
function exactly (although the Hamiltonian remains a MB
one):
so that the expected double-peaked structure may be par-
tially or even completely obscured. It is, however, re-
vealed by increasing temperature, which is found to
suppress these additional MB effects.
Z5 p t43)fo
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III. RESULTS
The results for the spectral density of localized elec-
trons at various temperatures are displayed in Figs. 1—3
for u =—U/~6=2. 5 and three values of asymmetry chosen
to sample the "phase diagram" of the Anderson model:
nf —1.0, 0.7, and 0.3. The value of u =2.5 is sufficiently
large to give rise to the "strong-correlation" features in
various properties of the model (including the spectral
density) and at the same time (hopefully) small enough
not to imperil the finite-order approximation we use for
the self-energy. (See also the discussion at the beginning
of Sec. IV A.)
The temperatures in each figure are measured in units
of 6, but also in units of 6, the half-width (at half-height)
of the peak at the Fermi level at T =0 (numbers in brack-
ets). For u =2.5, we find 6/6=0. 24, 0.46, and 0.80 for
nf —1.0, 0.7, and 0.3, respectively, and we used these
values to rescale the temperatures in the corresponding
Figs. 1—3. The temperatures were chosen such that the
five values of k&T/6 are approximately the same in all
three figures.
The two arrows in each figure indicate the V =0
single-particle excitation energies sf and Ef + U (measured
in units of b, ) which correspond to the chosen values of nf
and u. [The correspondence between (nf, u) and
(Eflux„u)
V=O
G v=0( ) f
Z —Cf
V=O
z —(sf+ U) (12) U = 2.5
The SD thus comprises two 6 functions at the single-
particle excitation energies cf and cf + U, weighted by
1—nf'.=' and nf'.=', respectively, where, at finite tempera-
ture, 0.5—
0.2 5 (1.0 j
0.5 ( 2.1)
cf /k~ Te +1—(Ef + U)/k~ Te +1 (13)
(See Fig. 4 in Sec. III.) These two infinitely sharp reso-
nances can be ascribed to infinite-lifetime quasiparticles of
energies cf and sf+ U, which describe the process of add-
ing a single electron (or hole) into the isolated f orbit-
al. If one includes the impurity-host tunneling (V&0),
each of the two resonances will broaden to 2A=2'
~
V
~ p,,„d(0), indicating the now finite lifetime(-A'/26) of electrons in the f orbital. Aside from this, as
soon as V is not exactly equal to zero, the s ftunneling-
opens space for additional MB eA'ects that can not set in if
V =0 and which now also show up in the SD of localized
electrons. As shown below, the modification of the SD
due to these MB processes can be considerable at low
temperatures, depending on the parameters of the model,
—10 10
FICs. 1. Spectral density of local single-particle excitations for
u =2.5 and nf —1 (cf /U =——,' j, plotted as a function of energy
for five values of temperature. Energy is measured from the Fer-
mi level. The two arrows indicate the positions of infinitely
sharp resonances obtained for the same values of cf and u, but
for V=A=0. The temperatures in Figs. 1—3 are chosen such
that the five values of kq T/6 are approximately the same in all
three figures.
Figure 3.8: Evolution o Kondo resonance p ak with temperatu e as calcu-
lated within a single impurity Anderson model (SIAM) for the
particle-hole symmetric case. Adapted from [67]
Hubbard bands.Thus, a small residual spectral weight z 6 1 remains under the
Kondo resonance peak. As the height of the spectral peak is fixed at ⇡ 1/ , to
maintain constancy of spectral weight resonance width must be of the order of
z  where the scale is set by the Kondo temperature TK ⇡ z . A detailed calcula-
tion of the spectral weight within Single Impurity Anderson model provides a
quantitative evolution of the Kondo resonance peak as is shown in Fig. 3.8 for
the particle-hole symmetric case.[67]
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Figure 2.5: Illustration of a Kondo lattice. The local moments, drawn with
blue arrows, form a lattice of localized spins which at low temperatures be-
come screened by conduction electrons (red arrows) through the Kondo effect,
forming a matrix many-body singlet states.
the simplest version of the Anderson model, the ion is taken to have s = 1/2,
but more realistically atoms produce much larger moments. For example, an
electron in a rare-earth Cerium Ce3+ ion atom lives in a 4 f 1 state. The spin-orbit
coupling combines orbital and spin angular momentum into a total angular mo-
ment j = l  1/2 = 5/2. Thus, the Cerium ion that forms has a moment of j = 5/2
and a spin degeneracy of 2 j + 1 = 6. Now, the degeneracy can be further re-
duced by considering crystal field splitting and typically calculations in rare-
earth compounds only consider a degeneracy of 2. Further complexity arises
when additional electrons live in the f levels and Hunds coupling must be fac-
tored in. Actinide heavy fermion materials are exactly of this last type making
for an intricate spin manifold to consider in the Kondo screening scenario.
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Figure 3.9: Illustration of a Kondo lattice system. Such a system can
though to have local spin moments at each lattice sites. Cour-
tesy M.H. Hamidian
3.3 The Kondo Lattice
3.3.1 Doniach’s Phase Diagram
Discovery of rare-earth intermetallic compounds containing partially filled f
shell with very high effective mass prompted Doniach to propose an extension
of the Kondo effect to explain their electronic and magnetic properties.[68] He
envisaged that in these materials Kondo effect is occurring at each of the rare
earth lattice sites that contain localized spin moments. Such a Kondo Lattice has
two novel features absent in the single impurity case discussed in the previous
section.
Because of the additional translation symmetry due to the lattice the elastic
scattering off Kondo singlets can now conserve momentum and can lead to
emergence of coherence that should result in a rapid decrease of resistivity.
This can be explicitly seen in resistivity measurements of La doped CeCu6
43
Heavy Fermions and the Kondo Lattice 5.9
metal with resistivity 200µ⌦cm, into a superconducting state.
Each of these materials has qualitatively the same same high temperature Curie Weiss mag-
netism and the same Kondo resistivity at high temperatures, due to incoherent scattering o↵ the
local moments. However at low temperatures the scattering o↵ the magnetic Ce ions becomes
coherent and new properties develop.
Fig. 6: (a) Resistivity of CexLa1 xCu6. Dilute Ce atoms in LaCu6 exhibit a classic “Kondo”
resistivity, but as the Ce concentration becomes dense, elastic scattering o↵ each Ce atom leads
to the development of a coherent heavy fermion metal. (b) Resistivities of four heavy fermion
materials showing the development of coherence. A variety of antiferromagnetic magnetic,
Fermi liquid, superconducting and insulating states are formed (see text).
2 Kondo insulators: the simplest heavy fermions
In many ways, the Kondo insulator is the simplest ground-state of the Kondo lattice. The
first Kondo insulator (KI), SmB6was discovered almost fifty years ago [20] and today there
are several known examples including Ce3Bi4Pt3. At room temperature, these KIs are metals
containing a dense array of magnetic moments, yet on cooling they develop a narrow gap due
the formation of Kondo singlets which screen the local moments [21–24]. We can gain a lot of
insight by examining the strong coupling limit in which the dispersion of the conduction sea is
much smaller than the Kondo coupling J. Consider a simple tight-binding Kondo lattice
H =  t
X
(i, j) 
(c†i c j  + H.c) + J
X
j,↵ 
~  j · ~S j, ~  j ⌘ (c† j ~  ↵c j↵) (12)
in which t/J << 1 is a small parameter. In this limit, the inter-site hopping is a perturbation to
the on-site Kondo interaction,
H
t/J!0 ! J
X
j,↵ 
~  j · ~S j + O(t), (13)
Figure 3.10: Evolution of low temperature resistivity from dilute impurity
limit to the Kondo lattice limit highlighting the importance of
additional translational symmetry in Kondo lattice. Scatter-
ing at individual lattice sites can develop coherence for the
Kondo lattice case leading to dramatic drop in low tempera-
ture resistivity. Adapted from [30]
where cerium (Ce) contains one lectron in its f shel that acts spin moment
localized at the Ce sites. Lanthanum (La) is iso-electronic to Ce, but for the oc-
cupation of the f shell which is empty in this case. Thus in the limit when most
of the Ce atroms are replaced by La it can be thought of as the dilute impurity
Kondo limit, whereas in the other limit CeCu6, with no La atoms is a Kondo lat-
tice. As is shown in Fig. 3.10, as the system goes towards the Kondo limit with
decreasing La concentration resistivity starts to develop a coherence maxima
and at low temperatures drops to very low values exhibiting a T2 Fermi Liquid
behavior.[30]
Additio ally, the local moments at different rare-earth sites can now interact
with each other through the induced spin-polarization of the conduction el c-
trons around th m.[69, 70, 71] Sharp discontinuity in occupation of the conduc-
tion electrons determine by the F rmi energy (EF) gives rise to what is called
Friedel oscillations in their induced spin density that decay as
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FIG. 14 Spin polarization around magnetic impurity contains Friedel oscillations and induces an RKKY
interaction between the spins
Most local moment systems develop antiferromagnetic order at low temperatures. A magnetic
moment at location x0 induces a wave of “Friedel” oscillations in the electron spin density (Fig.
14)
h~ (x)i =  J (x  x0)h~S(x0)i (57)
where
 (x) = 2
X
k,~k0
✓
f(✏k)  f(✏k0)
✏k0   ✏k
◆
ei(k k
0)·x (58)
is the non-local susceptibility of the metal. The sharp discontinuity in the occupancies f(✏k) at
the Fermi surface is responsible for Friedel oscillations in induced spin density that decay with a
power-law
h~ (r)i ⇠  J⇢cos 2kF r|kF r|3 (59)
where ⇢ is the conduction electron density of states and r is the distance from the impurity. If a
second local moment is introduced at location x, it couples to this Friedel oscillation with energy
Jh~S(x)·~ (x)i giving rise to the “RKKY” (Kasuya, 1956; Ruderman and Kittel, 1950; Yosida, 1957)
magnetic interaction,
HRKKY =
JRKKY (x x0)z }| {
 J2 (x  x0) ~S(x) · ~S(x0). (60)
where
JRKKY (r) ⇠  J2⇢cos 2kF rkF r . (61)
In alloys containing a dilute concentration of magnetic transition metal ions, the oscillatory RKKY
interaction gives rise to a frustrated, glassy magnetic state known as a “spin glass”. In dense
systems, the RKKY interaction typically gives rise to an ordered antiferromagnetic state with a
Ne´el temperature TN of order J2⇢. Heavy electron metals narrowly escape this fate.
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Figure 3.11: Illu tration showing RKKY interaction between two adjacent
spinmoments due to local polarization of the conduction elec-
tron near the s in moments. RKKY interaction b tween the
spin moments is another novelty of the Kondo lattice com-
pared to the dilute impurity limit.
h (r)i =  J⇢cos2kFr|kFr|3 (3.11)
This results in a net anti-ferromagnetic RKKY type interaction between two lo-
calized spin mom nts
JRKKY(r) =  J2⇢cos2kFrkFr (3.12)
Thus, Doniach proposed that there are two energy scale in the Kondo lattice
problem, the single ion Kondo temperature TK and TRKKY , given by
TK = De 
1
(2J⇢ ) (3.13)
TRKKY = J2⇢ (3.14)
It is then possible to draw a universal phase diagram for Kondo lattice sys-
tems as proposed by Doniach, shown in Fig. 3.12 where, when J⇢ is small TRKKY
is the dominant energy scale and the ground state is expected to be antiferro-
magne c. While, when J⇢ is lar e TK becomes the dominant e ergy scale melt-
ing the long range magnetic order and stabilizing a many body Kondo ground
state. When the two energy scales become comparable it could even be possible
to stabilize a quantum critical ground state.
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Fig. 5: Doniach phase diagram for the Kondo lattice, illustrating the antiferromagnetic regime
and the heavy fermion regime, for TK < TRKKY and TK > TRKKY respectively. The e↵ective
Fermi temperature of the heavy Fermi liquid is indicated as a solid line. Experimental evidence
suggests that in many heavy fermion materials this scale drops to zero at the antiferromagnetic
quantum critical point.
this conjecture, and today we have several examples of such quantum critical points, including
CeCu6 doped with gold to form CeCu6 xAux and CeRhIn5 under pressure [17–19]. In the fully
developed Kondo lattice ground state Bloch’s theorem insures that the resonant elastic scat-
tering at each site will generate a renormalized f- band, of width ⇠ TK . In contrast with the
impurity Kondo e↵ect, here elastic scattering at each site acts coherently. For this reason, as the
heavy electron metal develops at low temperatures, its resistivity drops towards zero (see Fig.
6b).
In a Kondo lattice, spin entanglement is occurring on a truly macroscopic scale, but this entan-
glement need not necessarily lead to a Fermi liquid. Experimentally, many other possibilities
are possible. Here are some examples,
• Ce3Bi4Pt3, a Kondo insulator in which the formation of Kondo singlets with the Ce mo-
ments drives the development of a small insulating gap at low temperatures and
• CeRhIn5, an antiferromagnet on the brink of forming a Kondo lattice, which under pres-
sure becomes a heavy fermion superconductor with Tc=2K.
• UBe13 a heavy fermion superconductor which transitions directly from an incoherent
Figure 3.12: Phase diagram of a Kondo lattice system as drawn byDoniach
in presence of both Kondo and RKKY interaction. Adapted
from [60]
3.3.2 Emergence of hybridized heavy bands
In light of the above discu sion he Kondo lattice as prop sed by Doniach can
then be thought of as the limiting case of a lattice extension of the Anderson im-
purity model known as the Periodic Anderson Model. Very simply the hamil-
tonian can be written as[28]
HPAM =
X
i, 
✏ f f †i,  fi, +U
X
i
f †i," fi," f
†
i,# fi,#+
X
k, 
✏kc†k, ck, +
X
i,k, 
(Vke ik·Ri f †i, ci, +V
⇤
ke
ik·Ric†i,  fi, )
(3.15)
where the first two terms describe localized f electrons, next term describe de-
localized Bloch states and the last term encapsulates the hybridization between
the two. As we are in a lattice, the hybridization term Vk is multiplied by a phase
factor eik.Ri where Ri is the position vector of the lattice site i
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To understand the implication of the model we will use effective Hartree-Fock
formalism to construct single particle Green’s function which can be written in
the energy - momentum space as26666666664!   µ   ✏ f ,k  
P
 (!,k)  Vk
 Vk !   ✏k
37777777775
26666666664G
f f
k,  G
cf
k, 
Gfck,  G
cc
k, 
37777777775 = I (3.16)
that follows from a diagrammatic expansion in powers of the Coulomb inter-
action U and the hybridization Vk. µ is the chemical potential, ✏ fk is the un-
renormalized energy level of the f state and
P
 (!,k) is the proper self-energy
capturing two-body interaction between the f states. The self-energy is zero for
U = 0, when the Green’s function for the f and c electrons can be written as
Gf fk, (!) =
1
!   µ   ✏ f ,k   |Vk|2|/(!   ✏k) (3.17)
Gcck, (!) =
1
!   ✏k   |Vk|2|/(!   µ   ✏ f ,k) (3.18)
We can add the effect of correlations for cases with finite U through the self-
energy term. We can expand
P
(!,k) in a Taylor’s series about a point on the
Fermi surface with ! = µ and k = kF and write it asX
(!,k) =
0X
(µ,kF)+ (k kF) ·r
0X
(µ,k)k=kF + (! µ)( 
P0
(!,kF)
 !
)!=µ+ .... (3.19)
Following results due to Luttinger we assume
P00
(!,kF) ⇡ (!   ✏F)2 in regions
around the Fermi surface. Neglecting second order terms in (!  µ) and (k  kF)
we can define renormalized Green’s function
G˜ f fk, (!) =
1
!   µ   ✏˜ f ,k   |V˜k|2|/(!   ✏k) (3.20)
G˜cck, (!) =
1
!   ✏k   |k|2|/(!   µ   ✏˜ f ,k) (3.21)
Thus, the result of addition of interaction is that near the chemical potential
Gf fk, (!) = zkFG˜
f f
k, (!) while G
cc
k, (!) = G˜
cc
k, (!). Now, the renormalized f level
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energy can be written as
✏˜ f ,k = zkF (✏ f   µ +
X
(µ,kF) + (k   kF) · r
0X
(µ,k f )) (3.22)
where
zkF = (1   ( 
P0
(!,kF)
 !
)!=µ) 1 (3.23)
The poles of the renormalized Green’s functions as in eqns. 3.20 and 3.21 satisfy
the quadratic equation
(!   µ   ✏˜ f ,k)(!   ✏k)   |V˜k|2 = 0 (3.24)
that gives two hybridized bands as its solution, whose dispersion can be written
as
E±k =
µ + ✏˜ f ,k + ✏k ±
q
(µ + ✏˜ f ,k   ✏k)2 + 4|V˜k|2
2
(3.25)
The obtained dispersion shown in Fig. 3.13 is the heavy fermion band struc-
ture that derive its large effective mass from the flattening of the dispersion
near the chemical potential as dressed f electrons hybridize with the delocalized
states. Consequently, effective mass of the carriers grows substantially as the
heavy quasiparticles are born. Hybridized branches of the renormalized band
structure leads to a direct hybridization gap of size 2|V˜k| that is often referred to
in the heavy fermion literature. One can also define an indirect hybridization
gap  g ⇡ |V˜k|2 which can be largely dependent on the underlying dispersion of
the renormalized f states and is truly defined when the two hybridization-split
branches do not cross. Evidence for existence such a gap has been claimed from
optical spectroscopy[72], photoemission[73] and tunneling spectroscopies[74],
however, the precise nature of it needs to be well understood as it has a signifi-
cant bearing on the emergent properties as will be discussed in this thesis.
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5.16 Piers Coleman
Fig. 9: (a) Dispersion for the Kondo lattice mean field theory. (b) Renormalized density of
states, showing “hybridization gap” ( g).
Later, we will see that the f-electron operators are composite objects, formed as bound-states
between spins and conduction electrons.
The mean-field Hamiltonian can be diagonalized in the form
HMFT =
X
k 
⇣
a†k , b†k 
⌘ 0BBBB@Ek+ 00 Ek 
1CCCCA 0BBBB@ak bk 
1CCCCA + NNs  V¯VJ    q
!
. (36)
Here a†k  = ukc†k  + vk f †k  and b†k  =  vkc†k  + uk f †k  are linear combinations of c†k  and
f †k , playing the role of “quasiparticle operators” with corresponding energy eigenvalues
Det
266664E±k1   0BBBB@✏k VV¯  
1CCCCA377775 = (Ek±   ✏k)(Ek±    )   |V |2 = 0, (37)
or
Ek± =
✏k +  
2
±
"✓✏k    
2
◆2
+ |V |2
# 1
2
, (38)
and eigenvectors taking the BCS form
8>><>>: ukvk
9>>=>>; =
26666666666412 ± (✏k    )/22q⇣ ✏k  2 ⌘2 + |V |2
377777777775
1
2
. (39)
The hybridized dispersion described by these energies is shown in Fig. 9.
Note that:
• The Kondo e↵ect injects an f-band into the conduction sea, hybridizing with the conduc-
tion band to create two bands separated by a direct “hybridization gap” of size 2V and a
much smaller indirect gap. If we put ✏k = ±D, we see that the upper and lower edges of
the gap are given by
E± =
⌥D +  
2
±
s✓⌥D    
2
◆2
+ V2 ⇡   ± V
2
D
, (D >>  ) (40)
Figure 3.13: A solution of the periodic Andersion model, used to describe
Kondo lattice systems predicts the emergence of hybridized
h avy bands at low t mperatures that is widel used in lit ra-
ture. Correspondingly a a) direct and b) indirect hybridization
gap can be defined, as described in the text. Such a treatment
cannot correctly capture the crossover as it artificially breaks
the local gauge symmetry, hence predicts a phase transition.
Nevertheless, the prediction is generally assumed to be valid
in the low and high temperature limit. Adapted from [54]
3.3.3 Two fluid model of the Kondo Lattice
In the previous sections we have outlined expectations from simple models that
try to capture the physics of the Kondo lattice systems. Though they have been
successful in explaining broad general trends and provide a good starting point
to understand these materials they have failed to produce a consistent frame-
work and simple phenomenological description of them within which one can
understand various emergent properties observed in different materials belong-
ing to the Kondo Lattice family including onset of anti-ferromagnetic ordering,
emergence of heavy Fermi liquid, onset of superconductivity and its relation
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to quantum criticality, hidden-order phases. Much of the difficulty lies in our
lack of understanding of the nature of the strongly correlated f states and the
influence of the crystal environment on them that play a strong role in their
interaction with the delocalized Bloch states from which various non-trivial be-
havior emerge.[75]
In this section we will discuss remarkable scaling relations exhibited by Kondo
lattice systems and a phenomenological two-fluid model that has been used to
describe them, which might lead to a proper microscopic theory for these ma-
terials. Appreciating the inherent dichotomy of the f states in the Kondo Lattice
systems where they undergo a transition from a mostly localized to an itiner-
ant character, Nakatsuji et.al.[76] first suggested a scaling behavior for heavy
fermions using a two-fluid description that was later extended by Yang and
Pines.[77, 78] The two fluid description comprise of a Kondo liquid compris-
ing of itinerant emergent heavy-electrons characterized by an order parameter
f(T/T*) that increases as the temperature is decreased and scales with T*, while
the other component can be thought of as a hybridized spin liquid with order
parameter 1 - f(T/T*) that are made up of weakly interacting spin moments sim-
ilar to the case of a collection of non-interacting Kondo impurities that are very
weakly interacting with each other via a RKKY interaction. An analysis of the
bulk susceptibility and fits to the experimental temperature dependent specific
data within this model leads to the order parameter being described as
f (T/T ⇤) = f (0)(1   T
T ⇤
)3/2 (3.26)
and
m⇤KL = mh(1 + ln
T⇤
T
) (3.27)
wheremh is the quasiparticle effective mass at T*. From the above two equations
one can then obtain an expression for density of states of the Kondo liquid as a
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the Fermi surface will have grown to its maximum size at some
finite temperature, TL; Kondo liquid scaling behavior is expected
between T ! and TL, whereas TL is fixed by f 0 and T !. From
Eq. 1, we have:
TL
T !
¼ 1 − f −2∕30 : [2]
For f 0 close to 1, because of the proximity of a quantum critical
point, immediately below TL one does not expect to find Landau
Fermi liquid (FL) behavior; instead, the properties of the heavy
electrons will be determined by their coupling to quantum
critical fluctuations; anomalous behavior, including further mass
enhancement, continues until one reaches the still lower charac-
teristic temperature, TFL, shown in Fig. 1, at which transport
and other properties are no longer dominated by the coupling
of quasiparticles to quantum critical fluctuations, and one finds
Landau Fermi liquid behavior.
The Hybridized Quantum Spin Liquid. The magnetic properties of
the hybridized spin liquid can be studied by assuming its dynamic
spin susceptibility takes a mean-field form,
χlðq; ωÞ ¼
f lχ0
1 − zJqf lχ0 − iω∕γl
; [3]
where χ0 is the local susceptibility of an individual f -moment, z
is the coordination number, γl is the local relaxation rate, and Jq
is the RKKY exchange coupling. For simplicity, the magnetic
moment of the f -spins and the Boltzmann constant are set to
unity. The hybridized spin liquid will begin to order at a Néel tem-
perature that is, according to Eq. 3, determined by:
zJQf lðTNÞχ0ðTNÞ ¼ 1. [4]
All local physics can be included in the local-moment static sus-
ceptibility χ0. For example, crystal field effects become important
when the crystal field splitting from the ground-state doublet is
smaller than or comparable to T !; if the crystal field configura-
tion is known and plays a role, it can be easily taken into account
in χ0. In this paper, we take for simplicity χ0 ¼ C∕T, where C is
the Curie constant. ForT > T !, Eq. 3 reduces to the Curie–Weiss
form of the static susceptibility, χlð0; 0Þ ¼ C∕ðT þ θÞ, where
θ ¼ CzJq¼0. We have then
TN
T !
¼ ηf lðTNÞ; [5]
where the parameter η ¼ CzJQ∕T ! reflects the effect of the
crystal lattice and magnetic frustration on TN , whereas f lðTNÞ
reflects the role played by collective hybridization in reducing
the Néel temperature. Because of the RKKY nature of both
T ! and JQ (4), η is pressure-independent.
The magnitude of the ordered moment μ2 is determined by the
local-moment order parameter:
μ2
μ20
¼ f lðTNÞ; [6]
where μ0 is the local-moment strength above T !. Where accurate
measurements of the strength of the ordered moment in the anti-
ferromagnetic state exist, a good test of our model is to combine
Eqs. 5 and 6 to obtain an expression that relates three experimen-
tally measurable quantities at a fixed value of η,
TN
T !
¼ ημ
2
μ20
: [7]
Because T ! increases with increasing pressure, whereas μ
decreases, it follows that in general the TN versus pressure curve
should exhibit the maximum shown in Fig. 1.
In applying Eqs. 5 and 6 to experiment, one needs to take
relocalization effects into account. As discussed in apRoberts-
Warren et al. (7) and Shirer et al. (8), Knight shift experiments
demonstrate that Kondo liquid scaling ends at a temperature T0,
below which local-moment ordering begins to win out over col-
lective hybridization in determining the temperature evolution
of f lðTÞ. As the temperature is lowered, the rate of collective
hybridization is first reduced and then reversed—i.e., the spectral
weight of f lðTÞ begins to increase as the temperature is further
lowered. For the two materials for which this relocalization has
been explored in detail, it turns out that f lðTNÞ is approximately
f lðT0Þ and T0 is approximately 2TN .
Determining f0. We can use Eq. 3 to determine f 0 from measure-
ments of the static spin susceptibility if we make the physically
reasonable assumption that the hybridized spin liquid contribu-
tion is dominant for a broad range of temperatures below T !.
Such approximation is reasonable because of the large magnetic
response of the local moments seen at temperatures above T !.
Fig. 2 shows the evolution of χlð0; 0Þ with f 0 and the fit to experi-
mental data in several compounds—from the antiferromagnet
Fig. 1. A proposed phase diagram in which a quantum critical point at
f0 ¼ 1 separates weak and strong hybridizing materials: If f0 < 1, antiferro-
magnetic local-moment order in the presence of heavy electrons sets in
below TN ; for f0 > 1, one has complete delocalization of f -electrons along
a line TL, with the heavy electrons forming a Landau Fermi liquid below
T FL. Around the quantum critical point at f0 ¼ 1, the heavy electrons may
condense into superconductivity below Tc because of magnetic quantum
fluctuations. T ! marks the onset of Kondo liquid emergence produced by
collective hybridization.
Fig. 2. The role played by hybridization effectiveness in determining the sta-
tic magnetic susceptibility. (A) Schematic illustration of the influence of f0 on
χlð0; 0Þ for a fixed value of θ∕T ! ¼ 1.4. (B) A comparison of our calculated and
experimental values of the c-axis susceptibility χc for three materials: CeRhIn5
(15), CeCoIn5 (16), and URu2Si2 (17). The solid lines are theoretical fits with
θ∕T ! ¼ 1.4, 1.35, and 3.5, respectively; also shown is the temperature, T0, at
which scaling behavior is altered by the onset of low-temperature order.
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Figure 3.14: a) Predicted temperature dependence of static magnetic sus-
cept bility as a function of hybridization effectiveness - f0), a pa-
rameter used in the two-fluid description and is described
in the text. b) Fits to experimentally observed susceptibil-
ity variation in real materials, including CeRhIn5, CeCoIn5,
and URu2Si2, from which an estimate of f0 can be obtained.
Adapted from [79]
function of temperature given by
⇢KL = (1   TT ⇤ )
3/2(1 + ln
T⇤
T
) (3.28)
Such a scaling behavior is found to be well reproduced by experimental data
on Knight shift[80], anomalous Hall effect, calculated density of states within a
DFT+DMFT approach etc.[77, 78] in the temperature range between T* and an-
other lower temperature where some other order sets in such as antiferromag-
netism and superconductivity. The energy scale for the emergence of Kondo liq-
uid is given by T* that is distinguished form the single-ion Kondo temperature
(TK) discussed earlier in the sense that while TK sets the scale for local hybridiza-
tion T* captures the collective coherent behavior due to feedback from many
different local hybridization channels in a lattice, leading to the emergence of a
Kondo liquid that has no counterpart in the single-ion Kondo problem. Further-
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more, meaning can be ascribed to the functional form in eqn. 3.26 if we consider
the pre-factor f (0) as representing hybridization effectiveness. The underlying idea
being that for materials for which f (0) is less than one an antiferromagnetic or-
der is likely to emerge out of the two-fluid regime as the ground state at low
temperatures while for compounds with f (0) greater than one, some other kind
of order is likely to emerge such as superconductivity, hidden order, fermi liq-
uid etc. f (0) can be estimated from static spin susceptibility assuming that be-
low T* magnetic susceptibility in Kondo lattice systems is entirely determined
by the hybridized spin fluid component whose dynamic spin susceptibility can
be written as
 l(q,!) =
fl 0
1   zJQ fl0   ◆!/ l (3.29)
where fl is the order parameter fro hybridized spin liquid,  0 is the local sus-
ceptibility of a f spin moment, z is the coordination number,  l is the local relax-
ation rate and Jq is the RKKY coupling strength. We further assume above T*  0
is C/T with C being the Curie constant which takes a Curie Weiss form  l(0, 0)
= C/(T+✓), where ✓ = CzJq=0.
In Fig. 3.14 fitting results to the experimental susceptibility data are shown
with the functional form in eqn. 3.29 where ✓/T ⇤ is the only free parameter.
Results for a few of the prominent Kondo lattice systems is summarized in Ta-
ble 3.1, reproduced from [79], includingURu2Si2 andYbAl3, compounds that are
investigated in this thesis.
52
Table 3.1: Hybridization effectiveness and low-temperature order
Materials T*(K) TN/L/c(K) f0 Order
Local-moment
order
CePt2In7 41 5.6 0.4 AFM
CePb3 16 1.1 0.5 AFM
UPd2Al3 60 14.3 0.8 AFM
CeRhIn5 17 3.8 0.95 AFM
Kondo liquid
order
CeCoIn5 50 2.3 1.0 SC
UPt3 25 5 1.4 SC
YbAl3 160 38 1.5 FL
URu2Si2 65 17.5 1.6 HO
UNi2Al3 120 39 1.8 SDW
AFM: antiferromagnetism; SC: superconductivity; FL: Fermi liquid; HO:
hidden order; SDW: spin-density wave antiferromagnetism
3.4 Conclusions and Outlook
In this chapter we have discussed a broad framework within which fascinating
properties of Kondo Lattice systems can be understood. Unifying experimental
signatures of these systems have been identified and can be broadly understood
in terms of the theoretical framework describing emergence of heavy hybridized
bands at low temperatures as a gradual crossover. However, in many cases
serious discrepancies remain between theory and experiments and for certain
compounds we do not yet have a correct description of their ground state. It
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is increasingly being realized that the subtleties involved in the emergence of
heavy itinerant carriers holds the key to gain an insight into the underlying mi-
croscopic mechanisms at play. Advanced spectroscopy tools such as ARPES and
SI-STM because of their unique r-space and k-space resolving capabilities along
with high energy resolution can potentially play a crucial role providing novel
information, thus significantly advancing our understanding of these materials.
In this thesis wewill employ ARPES to understand the nature of the hidden-order
phase in URu2Si2[81] and elucidate the connection between k-space and r-space
electronic structure in mixed valence systems by investigating a prototypical
mixed valence compound YbAl3[32].
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CHAPTER 4
HIDDEN ORDER IN URu2Si2
4.1 Introduction
URu2Si2 is an actinide inter-metallic compound with a modest enhancement in
the effective mass of its carriers (  = 110 mJ / molK2) [83] and becomes super-
conducting below a transition temperature (TC) of 1.5 K.[84] But, perhaps the
most intriguing and fascinating aspect of this compound that continues to chal-
lenge researchers to this date is the nature of the ordering that it undergoes at
THO = 17.5 K.[41, 85, 83] Interestingly, ’hidden-order’ appears to be a precursor
phase for superconductivity in this material as destruction of the hidden order
phase on application of pressure (magnetic field) that stabilizes large moment
anti-ferromagnetic (LMAF) phase (other not well-characterized phases) also de-
stroys superconductivity.[86, 87, 88, 89, 90, 91] (Fig. 4.1)
From transport and thermodynamic measurements including specific heat,
magnetic susceptibility, Hall resistivity etc. it is clear that the phase transition
occurring at 17.5 K is of a second-order variety. But it’s the underlying order
parameter that has remained enigmatic and thus, has come to be known as
’hidden-order’ phase transition.[81] Understanding this phase is further com-
plicated because the paramagnetic phase, from which the ’hidden-order’ phase
emerges is still not well understood. Largely, at the heart of this difficulty is
our inadequate knowledge of the correct description of the strongly correlated
Uranium 5f states. Though, it was traditionally thought to undergo a crossover
at around T* ⇡ 60 - 70 K,[92] below which coherent heavy bands are expected
to emerge (as described in the previous chapter), we will show that the generic
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Figure 4.1: a)Temperature-Magnetic field and b)Temperature-Pressure
phase diagram in URu2Si2. Note that though it is widely as-
sumed that the phase above the hidden-order temperature can
be characterized by a Heavy Fermi liquid, recent experiments
has revealed that this phase is characterized by incoherent f
states[82, 74], neither it shows behavior expected of a typical
Fermi liquid.[153]
picture for heavy fermions is not exactly applicable in URu2Si2 but, is more in-
volved. Over the past years many theoretical and experimental efforts has been
made to explain the ’hidden-order’ phenomenon assuming either an itinerant or
a localized approach with various degrees of success but none has yet been able
to completely demystify the ’hidden-order’ phase. In this chapter I will briefly
describe and evaluate the current status of our understanding of the ’hidden-
order’ phase.
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Figure 4.2: a) Crystal Structure and b) Brillouin Zone of URu2Si2
4.2 Electronic Structure of the Paramagnetic phase
URu2Si2 crystallizes in a body-centered tetragonal structure in the paramagnetic
phase having a space group I4/mmm (139) with in-plane and out-of-plane lat-
tice constants a = b = 4.12 Å and c = 9.12 Å, respectively. Crystal structure and
corresponding Brillouin zone is shown in Fig. 4.2. Each layer in the lattice has a
single element, with U and Si having similar sub-lattice periodicity of a0 = 4.12
Å, while the Ru atoms have a spacing of a0/
p
2 = 2.19 Å.[93]
In the paramagnetic state, electronic structure in URu2Si2 has been probed
in some detail employing ARPES and was compared with LDA calculations. It
was found that the valence band in URu2Si2 mostly comprise of contributions
from Ru 4d and Si 3p states that agree fairly well with predictions from DFT
based methods. However, significant disagreements were observed in the the
near EF features.[16, 94] This is not surprising as renormalized f states near the
Fermi level are known to significantly modify low energy electronic structure in
57
Kondo lattice systems, such as in URu2Si2 that LDA type calculations often fail
to reproduce owing to their inability to appropriately take into account strong
correlations of the f states.
Uranium in URu2Si2 can be either in U4+ valence state with a 5f 2 configura-
tion corresponding to the localized picture for the f electrons or as U3+ with 5f 3
configuration when the f electrons are itinerant. In the localized picture low-
est lying multiplet is supposed to be J = 4 with a ninefold degeneracy. In a
tetragonal environment the multiplet degeneracy is expected to be lifted giving
seven crystal electric field (CEF) states where five of them are singlets while two
are doublets. Observation of CEF excitations in neutron scattering or Schottky
anomaly in magnetic entropy are the most common experimental techniques to
establish the presence of localized CEF split states.[95] Early inelastic neutron
scattering experiments claimed to have observed four broad CEF transitions of
the f states inURu2Si2 in the energy range 5 - 159meV, and another small peak in
the inelastic scattering spectrum at 363 meV that was assigned to inter-multiplet
transition.Schlabitz:1986However, such a claim has been contested by later neu-
tron scattering measurements.Wiebe:2007 Furthermore, in the same experiment
similar peak at 363 meV has also been observed for for which no such CEF
transition of the f states is expected. Crystal field states were also not observed
in STM measurements.[97, 74] Specific heat measurements in URu2Si2 show a
maximum in C/T at ⇡ 70 K which has sometimes been taken as an indication of
the presence of CEF states.Schlabitz:1986 But, again observation of a similar peak
in C/T in calls that interpretation to question.[98] Sometimes the specific heat
peak has also been taken as an indication of Kondo crossover.[92] But, strong
Ising anisotropy exhibited by URu2Si2 in both its transport and thermodynamic
response such as resistivity, specific heat, magnetic susceptibility etc. finds a
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ready explanation in the localized model of the f states.[99, 100] However, a
DFT based work recently has claimed to be able to explain such an anisotropy
in physical properties starting form an itinerant f states.[101] It also must be
noted that magnetic susceptibility of URu2Si2 does not exhibit a Curie-Weiss
behavior at ⇡ 70 K but only commences above ⇡ 150 K.[92] From the above dis-
cussion, it thus appears that there is no compelling experimental evidence for
the localization of the f states in URu2Si2.
On the other hand, assumption of an itinerant character for the f states is
also not well established. Most claiming an itinerant character draws support
from an apparent good correspondence between ARPES and itinerant DFT re-
sults that, as we will later discuss leaves much to be desired.[102, 103] However,
observation of itinerant spin excitation in neutron scattering and weakly disper-
sive f states in ARPES does indicate that at least in the ’hidden-order’ phase f
electrons acquire some itinerant character.[96] One might therefore expect in re-
ality probably some aspects of both features is present that is, the f electrons in
URu2Si2has a dual character that is somewhat intermediate between the com-
pletely localized and completely itinerant viewpoint.
Progress has recently been made to estimate the effective uranium valence
in the paramagnetic phase. Resonance x-ray emission spectroscopy (RXES) at
the uranium LIII edge reported an average 4f occupancy n f = 2.87 ± 0.08 with
no temperature dependence between room temperature and 10 K within their
experimental resolution.[104] This is in agreement with electron energy-loss ex-
periments that report an effective uranium f occupation of n f = 2.71 ± 0.1 in
URu2Si2. More importantly, a spin-orbit analysis of the N4,5 EELS spectra puts
URu2Si2 in the intermediate coupling regime (where neither J, nor L,S are good
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quantum numbers) underscoring the complexity of this system.[105] Finally,
Knight shift measurements by Shirer et.al. revealed a remarkable correspon-
dence of the shift with expectations from a two-fluid model (discussed in the
previous chapter) indicating the presence of both types of carriers.[80] Devel-
opment of a microscopic theory explaining such a scaling behavior would be
immensely enlightening in understanding the mysterious ’hidden-order’ phase
in URu2Si2.
4.3 Signatures of the ’Hidden-order’ phase : Early experiments
Thermodynamic measurements as early as in 1985 first reported signatures of
the second order phase transition now commonly known as the ’hidden-order’
transition at THO= 17.5 K in URu2Si2 (Fig. 4.3).[41, 83, 85]
Initially the phasewas variously assigned be aweak type antiferromagnet,[41]
a static charge density wave or spin density wave[83] and a local U moment
antiferromagnet[85] all three of which is now known to be incorrect. Such mea-
surements and observed jump in resistivity at 17.5 K also indicated gapping of
the Fermi surface at the transition that is further supported by optical measure-
ments. The change in entropy at the transition temperature is approximately
0.2Rln2, which would indicate development of large magnetic moment if the
origin of the phase was magnetic. However, the moment size found in neu-
tron scattering measurements was only 0.04 µB, that too was later shown to be
extrinsic with subsequent improvement in crystal quality.[106, 107, 108] Conse-
quently, over the last decades an intense search has been undertaken, both with
theoretical and experimental approaches to uncover the ordering at the second
60
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Figures
FIG. 1 (Color online) The Hill plot for various uranium-based
intermetallic compounds. The bottom arrow indicates the
hidden order transition temperature, To, of URu2Si2 while
the top one its superconducting transition temperature, Tc.
After Janik, unpublished (2008) and Moore and van der Laan
(2009).
FIG. 2 Specific heat as function of temperature for URu2Si2.
Top: C/T vs. T 2; bottom: C/T vs. T with the supercon-
ducting transition also shown. Note the large extrapolated
specific-heat coe cient,  , of 180 mJ/moleK2. From Palstra
et al. (1985).
FIG. 3 Susceptibility   of URu2Si2 with applied field (2T)
along the a and c axes. Note the deviation from the Curie-
Weiss law (µe↵ = 3.5 µB/U; ✓CW =  65K) along the c-axis
below 150K. After Palstra et al. (1985).
(a)High T
(b)Low T
FIG. 4 Top: Overview of the resistivity ⇢ along the a and
c axes. Bottom: Expanded view of the low-temperature re-
sistivity illustrating the HO transition (To = 17.5K) and the
superconducting one (Tc = 0.8K). After Palstra et al. (1986).
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FIG. 2 Specific heat as function of temperature for URu2Si2.
Top: C/T vs. T 2; bottom: C/T vs. T with the supercon-
ducting transition also shown. Note the large extrapolated
specific-heat coe cient,  , of 180 mJ/moleK2. From Palstra
et al. (1985).
FIG. 3 Susceptibility   of URu2Si2 with applied field (2T)
along the a and c axes. Note the deviation from the Curie-
Weiss law (µe↵ = 3.5 µB/U; ✓CW =  65K) along the c-axis
below 150K. After Palstra et al. (1985).
(a)High T
(b)Low T
FIG. 4 Top: Overview of the resistivity ⇢ along the a and
c axes. Bottom: Expanded view of the low-temperature re-
sistivity illustrating the HO transition (To = 17.5K) and the
superconducting one (Tc = 0.8K). After Palstra et al. (1986).
Speci ic Heat Resistivity Magnetic Susceptibility
(a) (c)(b)
Figure 4.3: Temperature dependen e f a) specific heat b) resistivity and
c)magnetic susceptibility illustr ing signatures of the ’hidden-
order’ phase in URu2Si2. Note strong anisotropy in the
’hidden-order’ phase.
order phase transition that has remained ’hidden’.
4.4 Theoretical Proposals for the ’Hidden-order’ in URu2Si2
Theoretical proposals for the ’hidden-order’ phase can be separated into two
different classes - one hat s arts fro a localized d cription of the U 5f sta es
- among them a large number predict multi-polar order of some kind of the
Uranium ion. On the opposite extreme, a great many proposals start from the
itinerant description of the 5f states where they from dispersive states near the
Fermi level and consider instabilities of the Fermi surface that induces a charge
gap at THO. In Table 4.1 we list prominent proposals belonging to both classifi-
cations. None of them are discussed in any length as they fall outside the scope
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of this thesis. Interested readers are directed to the relevant references.
4.5 Symmetry Breaking in the hidden-order phase
In order to narrow down the search for the possible explanation of the hidden
order phase a rewarding approach might be identification of the broken sym-
metries at THO. In this regard three symmetries that are claimed to be broken
are:
a) translational symmetry along the c-axis that doubles the unit cell along that
direction thus changing the crystal structure from body-centered tetragonal to
simple tetragonal
b) four fold rotational symmetry that reduces the symmetry of the system from
C4 to C2 and associated orthorhombic distortion
c) time reversal symmetry
Each one of these has been controversial with conflicting reports and are yet
to be conclusively established. Once established this will greatly help to isolate
relevant theoretical proposals for the URu2Si2 case, as different proposals rely
on different symmetry breaking. Here, I will very briefly describe each of these
proposed symmetry breaking aspects.
Main experimental support for translational symmetry breaking along the c-
axis in URu2Si2 comes from quantum oscillation (Subinkov - de Hass (SdH) and
de Haas - van Alphen (dhVA)) measurements. It was observed that the angu-
lar dependence of various cyclotron branches remains unchanged with applica-
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tion of pressure when the LMAF phase is stabilized.[91] As, in the LMAF phase
translational symmetry is clearly broken it was assumed that such symmetry
breaking should also happen in the ’hidden-order’ phase. But, it should be
noted that quantum oscillation only access a small portion of the Brillouin zone.
So, as most portion of the Brillouin zone remains unaffected by such a symme-
try reduction it should not be surprising if quantum oscillation measurements
fail to detect any change on symmetry reduction under pressure. Observed
cyclotron branches were also found to agree with itinerant DFT calculations al-
beit with different effective mass (m⇤) that led to the belief that this is due to
dynamic magnetic fluctuation that makes adjacent Uranium ions in the neigh-
boring basal plane different thus, reducing the symmetry.[122] However, recent
inelastic neutron and x-ray scattering experiment has mapped out both mag-
netic and lattice excitation spectrum over the whole Brillouin zone confirming
that they obey body-centered tetragonal brillouin zone with no indication of
spatial symmetry reduction in the ’hidden-order’ phase. They also reveal that
the measured excitation spectrum do not agree with calculated Fermi surface
from DFT with f electrons either as itinerant or localized. Furthermore, their
inferred cross-sectional Fermi surface from the measured excitation spectrum is
compatible with quantum oscillation results as zone folding would not change
extremal orbits for the inferred Fermi surface topology.[128] Another claim of
translational symmetry breaking has come from ARPES results that is incredi-
bly tenuous[102, 103] and put into perspective in the next chapter.
Evidence for four fold rotational symmetry breaking has primarily come
from magnetic torque measurements.
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(b)
(a)
Figure 9. (colour online) (a) Schematic of torque set-up with field rotation in the basal plane and torque
in c-direction. (b) Top panel: measured angular dependence of the torque τ for several temperatures;
Middle and bottom panels: decomposition of the torque in 2ϕ and 4ϕ contributions. After Okazaki et
al. [33] and Shibauchi and Matsuda [88].
crystals. However, the question remains: what is causing the domains, a return back to two
sources of uniaxial anisotropy? Further, how can the domains be detected on such a fine
scale? With fine beam-size synchrotron radiation (50µm), resonant elastic magnetic and
crystalline Bragg-peak diffraction is presently being attempted to determine if the domains
are related to the appearance of ‘puddles’ of LMAF regions [91].
In a second attempt to validate the twofold symmetry and domain formation, cyclotron
resonance (CR) experiments (for the first time on a HF material) were performed on URu2Si2
in the HO state [34,89]. CR measures the effective mass m∗C R of the conduction electrons
moving along extremal orbits of the FS. Here, m∗C R = eHC R/ω and the various electron
pockets can be established by determining the resonance lines of m∗C R as a function of
frequency, field and angle, thereby enabling a comparison with QO and DFT. Although CR
and QO do not yield identical masses, a reasonably good agreement was first established
between CR and QO for the existence of a few large volume pockets, and also those predicted
Figure 4.4: Torque magnetometry measurements, as described in the text,
indicating C4 symmetry breaking in the ’hidden-order’ phase
in URu2Si2. a) The experimental setup used for the measure-
ment. b) in addition to the 4-fold component to the magnetic
torque that respects the lattice symmetry a 2-fold component
can also be identified below the ’hidden-order’ phase indicat-
ing symmetry breaking.
Another symmetry that divides many theoretical proposals is the time rever-
sal symmetry with one group of theories claiming it is broken while others do
not require any such symmetry breaking. Early neutron scattering experiments
observed tiny magnetic moment along the c-axis which has later been proved
to be extrinsic.[81] Furthermore, no in-plane magnetic moment has been ob-
served neither in recent neutron scattering data or in bulk magnetization mea-
surements as predicted by a recent theory of hastatic order.[136, 137, 138, 100]
However, an increase in linewidth on entering the ’hidden-order’ phase is seen
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in recent 29Si NMR[139], muon spin rotation[140] that can be taken as evidence
for time reversal symmetry breaking. Because, such a broadening is consis-
tent with the additional hyperfine internal field at the Si sites due to multi-
polar ordering at the U sites that break time reversal symmetry. Temperature
dependence of the additional line width broadening follows closely observed
orthorhombicity from x-ray diffraction studies indicating similar origin of the
two phenomena. However, the observed line width broadening is much less
in better quality single crystals again raising the question of it being of a par-
asitic nature dependent on crystal quality. Moreover, polar Kerr effect (PKE)
measurements do not detect any indication of time reversal symmetry breaking
in the ’hidden-order’ phase, while they find it is broken in the superconducting
phase[141]. This can be reconciled by noting that while PKE is sensitive to net
ferromagnetic magnetization, NMR is a local probe. Thus presence of micron
size domains with compensating magnetization can lead to a null result in a
PKE measurement. But, this still needs further experimental verification.
4.6 Conclusion
From the above discussion it is clear that URu2Si2 poses a significant theoretical
and experimental challenge with ample indication of competing orders being
intertwined, perhaps a signature of strong correlations. But even with complex-
ities of the ’hidden-order’ and superconducting phases kept aside aspects of the
Kondo physics and the nature of the heavy fermion character in URu2Si2 is still
not well understood. Most work relies on transport and thermodynamic signa-
tures, which for URu2Si2 indicates a Kondo temperature of TK ⇡ 60   70K and it
is generally assumed that below the crossover temperature itinerant hybridized
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heavy f states (as discussed in Chapter 2) are formed. However, such measure-
ments provide momentum averaged information of the low energy carriers and
are often strongly influenced by factors such as crystal field effects that are diffi-
cult to separate. Thus, in multi-band systems such as URu2Si2, k-resolved infor-
mation of the low energy electronic structure, as described in the next chapter, is
essential to understand the nature of the electronic states from which the heavy
fermion states emerge that might hold the key to solve the ’hidden-order’ prob-
lem
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Table 4.1: Selected Theoretical Proposals for the hidden order phase in
URu2Si2
Authors Year Order
Local 5f picture
Nieuwenhuys 1987 dipole(21) order[109]
Santini and Amoretti 1994 quadrupolar(21) order[110]
Okuno and Miyake 1998 CEF and quantum fluctuations[111]
Chandra et. al. 2002 orbital currents[112]
Kiss and Fazekas 2005 octupolar(23) order[113]
Haule and Kotliar 2009 hexadecapolar(24) order[114]
Cricchio et. al. 2009 dotriacontapolar(25) order[115]
Harima et. al. 2010 antiferro quadrupolar order[116]
Thalmeier and Takimoto 2011 E(1,1)-type quadrupole[117]
Ikeda et. al. 2012 E -type dotriacontapole[119]
Chandra et. al. 2013 Hastatic order[100]
Kung et. al. 2015 Chirality density wave[120]
Itinerant 5f picture
Viroszek et. al. 2002 unconv. spin density wave[121]
Elgazzar et. al. 2009 dynamic symmetry breaking[122]
Dubi and Balatsky 2011 hybridization wave[123]
Pepin et. al. 2011 modulated spin liquid[124]
Riseborough et. al. 2012 unconv. spin-orbital density wave[125]
Das et. al. 2012 spin-orbital density wave[126]
Hsu and Chakravarty 2013 singlet-triplet d-density wave[127]
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CHAPTER 5
EMERGENCE OF A COHERENT HEAVY FERMION LIQUID AT THE
HIDDEN ORDER TRANSITION IN URu2Si2
5.1 Introduction
Spectroscopic probes that provide information about electronic structure in a
momentum and spatially resolved manner offer invaluable insights into identi-
fying and distinguishing contributions from disparate electronic states in multi-
band systems, such as in URu2Si2 that might lead to a microscopic understand-
ing of its properties. ARPES and STM are two such probes that stand out in this
regard providing complementary information as they can directly access mo-
mentum and spatially resolved single particle spectral function, respectively.
Moreover, using novel quasi-particle interference scattering (QPI) technique
STM can also provide indirect information about the momentum space struc-
ture under certain assumptions of the underlying band structure.[74] In the last
chapter we reviewed various aspects of the intriguing nature of the hidden or-
der(HO) phase in URu2Si2. In this chapter we will describe our efforts to un-
derstand the electronic structure in URu2Si2, both in the hidden order and the
paramagnetic phase from which the hidden order phase emerges. In particular,
using ARPES we will show how a coherent heavy fermion liquid emerges in
the ’hidden-order’ phase in URu2Si2 via a phase transition and discuss its impli-
cations on the hidden-order parameter. We will also discuss new perspectives
gained from our experiments particularly, in context of other similar measure-
ments employing ARPES and STM.
Part of the work described in this chapter has been published in S. Chatterjee et. al., Phys.
Rev. Lett. 110, 186401 (2013)
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Early photoemission measurements had already indicated that the valence
band in URu2Si2 primarily comprise of electronic states with Ru 4d and Si 3p
character. Evidence was also found for the presence of non-dispersive states
in the paramagnetic phase presumably of U 5f character close to the Fermi
level.[94, 16] However, to gain an understanding of the implications of its elec-
tronic structure on the observed physical properties one needs to character-
ize low energy excitations in this material with high energy resolution and
improved temperature control that would allow investigation of its electronic
structure both sufficiently below and above the hidden-order transition tempera-
ture (THO). This was lacking in earlier experiments which were performed only
in the paramagnetic phase andwith low energy resolution. However, recent im-
provements both in energy and momentum resolution and temperature control
has made possible to perform experiments with much higher precision that has
greatly aided our understanding of its electronic structure as is described below.
Most of the experiments presented here were performed at the 13-endstation
on beamline UE112-PGM2 at the Berlin Synchrotron BESSY II with an overall
energy resolution better than 7 meV (We would like to note that calibration of
the energy resolution was difficult in the beamline because fresh gold was not
available to measure the fermi edge. In situ argon sputtering to clean gold sur-
faces exposed to atmosphere did not work well. We made our own gold evap-
orator and measured gold surfaces evaporated in low vacuum condition that is
not ideal. However, from an analysis of the sub-optimal gold spectra we can put
an upper bound on the energy resolution at 7meV. However, best fits to our data
suggest that instrumental resolution is around 3 meV) and a base temperature
lower than 2K. Some of the experiments were also performed at the PGM beam-
line of now closed Synchrotron Radiation Center (SRC) at Wisconsin, Madison
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with an overall energy resolution of 12 meV and a base temoerature of 32 K. In
both the cases a Gammadata R4000 anlyzer was used. The Fermi energy was
determined by measuring a polycrystalline gold film in thermal contact with
the sample. Single crystals of URu2Si2 were cleaved in situ at a base pressure of
better than 4 ⇥ 10 11 torr, which yielded flat shiny surfaces parallel to the crys-
tallographic ab-planes. None of the features reported in the following showed
any dependence on sample or cleavage unless mentioned otherwise. The po-
larization of the incident photon beam was set to Linear Vertical (LV) unless
mentioned otherwise.
5.2 General Electronic Structure
In Fig. 5.1, we show ARPES spectra along the (0,0) - (⇡,0) direction deep within
the HO phase at a variety of different photon energies. The spectra in Fig. 5.1 a)-
e) exhibit a dramatic dependence on the incident photon energies, revealing a
multitude of electronic states near (kx = 0, ky = 0). We emphasize that at no sin-
gle photon energy are we able to clearly distinguish all five features, thus under-
scoring the importance of photon energy dependent measurements in revealing
and disentangling the complete electronic structure of URu2Si2. A compilation
of these different features is shown in Fig. 5.1 f). Feature 1 has been previously
shown to be of surface origin, while feature 2 corresponds to a light hole-like
band which has been attributed to a bulk state [144, 143] and has also been
found to be robust to surface doping.[144] Feature 3 exhibits an ‘M’-shaped dis-
persion also reported at 7 eV [145, 146], and is connected to a relatively flat band
(feature 4) ostensibly of predominantly U 5 f character. Finally, hole-like states
(feature 5) that cross the Fermi level EF at kx ⇡ 0.54 ⇡/a form propeller-shaped
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Figure 5.1: (a-e) ARPES spectra along the (0, 0) - (⇡, 0) for different excita-
tion energies (noted in the top right of each image) measured at
2 K, deep inside the hidden order (HO) phase. (f) Dispersions
of all the different features obtained from fits to corresponding
EDC/MDCs.
Fermi surface (FS) sheets, also observed in quantum oscillation measurements
[149, 148].
By changing photon energy, we can probe different values of kz along the
(001) direction and can therefore determine the electronic dispersion perpendic-
ular to the Ru2Si2 planes. We do not observe any appreciable dispersion along
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kz for features 2, 3, and 4, while feature 1 has already been ascribed to a surface-
derived origin and feature 5 is apparent at only very few photon energies, but
found to be weakly dispersive. Features 3 and 4, primarily of U 5f character is
expected to have a weakly dispersive character in agreement with our experi-
mental observation. For feature 2 the light hole band, two reported FS sheets
by Shubnikov-de Haas (SdH) oscillations [149, 150, 152] exhibits an extremal kF
close to that of feature 2. One is a relatively (m⇤ = 11me) heavy hole like band,
known as the ↵ branch, and another is a light ellipsoidal electron like band,
known as the ✏ branch. However, from the quantum oscillation measurements
both these branches also appear to be closed along the (001) direction.
At face value, this strong kz dependence appears inconsistent with our ob-
servation of lack of significant dispersion of the hole pocket in kz. However,
this could be resolved by the fact that our measurements are performed in ab-
sence of a magnetic field, whereas the ↵ and ✏ branches are seen only above
a field of 3 T and 21 T, respectively. While it can be argued that 3 T is a rel-
atively small field strength, it is known that in heavy fermion systems even a
small field can dramatically alter their low energy excitations due to tiny energy
scale associatd with these materials.[151] So, this possibility cannot be entirely
ruled out. Furthermore, our measurements reveal that temperatures at which
quantum oscillation measurements have been performed the hole like band via
hybridization with the f states is transformed into a heavy band with effective
mass m⇤ ⇡ 25 me. This is consistent with other measurements [74, 83, 41] that do
not correspond with the estimated effective mass of either of the observed pock-
ets. While we cannot definitively ascertain the provenance of this pocket, it is
also possible that the heavy branch emerging out of the hole pocket is missed in
the sdH measurements as electronic bands with large effective mass are in gen-
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expected k-space dependence at generic conduction- ty model Kondo resonance, the Kondo energetics of
which are captured in the procedure of the renormal-band crossings as shown schematically in Fig. 3.
ized LDA. One sees again in this view of heavy massThe key features in Fig. 3 for a dispersing
formation the tendency that the basic FS topology isconduction band include: (i) the renormalization of
determined by the conduction band E -crossings in9the bare f-level binding energy (´ ) to a position (´ ) Ff f
the absence of f-state hybridization, which we take injust above the Fermi level, (ii) avoided crossings that
02 this paper to be that of the f compounds.form a hybridization gap and two branches (E and
1 For CeRu Si there is a general similarity betweenE ) with continuous variation of f–d character 2 2
the Anderson lattice schematic of Fig. 3 and the2.<.3, +642 8-* C&8 84 8-* ).75*67.3, 78&8*7 &3) ...
comparison within the LDA to LaRu Si in Fig. 1,a potentially great reduction of the new Fermi 2 2
2 apart from the absence of Kondo energetics whichvelocity of the E branch relative to the original
are added in the renormalized LDA. The agreementunhybridized d-band velocity. The precise location
between dHvA and the LDA FS calculations in some9of the new E -crossing (k ) as compared to theF F
Ce compounds has often been cited as evidence for aunhybridized d-band k , should be determined byF
simple ‘‘itinerant bands’’ picture of the Ce 4f elec-adjustment of the chemical potential to include the
trons. This notion has resulted in experimentalf-electrons. At the level of Fig. 3, the renormalized
attempts to verify the presence of narrow itinerantf-level energy and the renormalized hybridization are
f-‘‘bands’’ by ARPES, and has been used in argu-adjustable parameters, but in a full microscopic
ments for the (complete) failure of the single impuri-treatment they are linked to the original Hamiltonian
ty model [17,18]. We see here that the success of theparameters through Kondo-like relations. The re-
LDA for the FS of a Ce material can be viewed asnormalized f-level above E is essentially the impuri-F
perhaps somewhat fortuitous in that mixing with the
04f bands mainly changes the f FS by pushing its EF
crossings to accommodate the f-electron. But for
URu Si , where the LDA FS is very different from2 2
that of ThRu Si , as seen in Fig. 2, it is unclear that2 2
the expectations for the various pictures will be the
same. Although dHvA data seem to be explained by
LDA calculations for some heavy fermion uranium
materials, e.g. UPt [36,37], this is not the case for3
URu Si [38,39]. The antiferromagnetic phase tran-2 2
sition at 17.5 K in URu Si , and a possible associ-2 2
ated change in the Fermi surface, complicates the
comparison of LDA, dHvA and ARPES. Neverthe-
1*77 43* (&3 -=548-*7.>* 8-&8 8-* ).+B(918= +46
"9  . 6*C*(87 8-* 0.3) 4+ ,6477 ).++*6*3(* +6422 20the f situation seen in the band structure com-
parison of Fig. 2. The experimental studies of
paramagnetic URu Si described here offer the2 2
possibility to test this hypothesis.
One other very important aspect of the correlated
picture may be testable by ARPES experiments. If
the low energy scale effects of hybridization can
somehow be turned off, then the f-electrons are
atomic-like with local magnetic moments. FriedelFig. 3. (a) Schematic of the Anderson lattice model energy sum rule or Fermi surface sum rule argumentsbranches in the vicinity of a d-band crossing. (b, c) Spectral implying the Kondo resonance then fail. The FSweight images illustrating the mixing of f and d-character along
the two energy branches. should no longer count the f-electrons and should
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Figure 5.2: Electronic Stru ture at the X point in Uru2Si2 a) and b) Heavy
hybridiz d ba ds can lready be seen at the X point at 23 K,
above THO. On resonance at 97 eV the 5f spe ral weight is
enhanced. Spectral images are obtained using Linear Horizon-
tal (LH) polarized photons c) and d) Observed dispersion and
the orbital character is found to be in excellent agreement with
the expectations from a periodic Anderson model. Existence of
hybridized heavy bands above THO at the X point has also been
reported earlier at temperatures as high as 100 K. [16] Simula-
tion figures are adapted from [16]
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eral harder to detect in quantum oscillation measurements using low magnetic
fields. Another aspect to consider is that the body centered tetragonal crystal
structure of URu2Si2 has a fairly large c - axis lattice constant 9.12 Å and there-
fore, a much smaller extent of the irreducible Brillouin zone along kz. Thus,
⇡/c is not much larger than  kz = 1/ mf p for photon energies between 20 -100
eV as obtained from the Universal curve. (Fig. 2.2). Hence, for weakly disper-
sive bands it is possible that such effects would be washed out due to intrinsic
experimental uncertainty in kz resulting in the experimentally observed bands
appearing to be two-dimensional in character, as is the case here. The main ef-
fect of varying photon energies in our measurements is to stronglymodulate the
photoelectron matrix elements of these different features, suggesting that these
states have substantially different orbital character.
We will concentrate primarily on features 2, 3 and 4 in Fig. 5.1, all three
of which undergo dramatic modifications across THO. The lack of obvious kz
dispersion makes it difficult to definitively assign these features to bulk states.
Nevertheless, their strong temperature dependence as is described in the next
section allows us to state conclusively that they are tied to the onset of HO in
the bulk. Moreover, the absence of feature 3 in Rh-doped samples where the
HO state is destroyed [145] further supports the assignment to bulk-derived
states. This is further contrasted with the lack of temperature dependence of
the electronic states around the X point that we will show is of surface origin.
In Fig.5.2 we show spectral map taken at (⇡,⇡) above THO (23 K), both at off-
resonance (92 eV) and on-resonance (97 eV) corresponding to 5d + 5/2 ! 5f that
is expected to enhance features with 5f character. Observed spectral features
and their intensity modulation at off and on-resonance is in excellent corre-
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Figure 5.3.13: The temperature dependence of the APRES spectra of the (⇡,⇡) hole
pockets measured at the 5f resonance at 97 eV photon energy with LH polarization.
Upper panel was measured at T = 20 K and the lower panel at T = 1.5 K. The markers
show the dispersion of the bands as determined from the EDC maxima. The inset in
the lower spectrum shows the dispersion of the left hole pocket above and below THO.
The waterfall plots in the lower part show the temperature dependence at the center
and at the sides of the hole pockets, marked with A and B, respectively.
(a)
(b)
(d)(c) A B
Figure 5.3: a) and b) Temperature dependence f th surface states at the X
point showing no change in dispersion above and below THO.
EDC cuts at A and B reveal no shift in binding energy of the
surface state with temperature. Absence of any temperature
dependence across the ’hidden-order’ phase transition of the
surface states at the X point is in sharp contrast with the be-
havior observed for the features 2,3 and 4 as discussed in the
text. Figure Courtesy: Jan Trinckauf
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a) b)
c)
92 eV, LH T = 23 K
Figure 5.3.4: a) ARPES spectrum of the hole pockets at (⇡,⇡) measured at 92 eV
photon energy with LH polarization at 23 K. c) The scalar relativistic LDA band
structure of a two layer slab of URu2Si2 as shown in b). The colored dots mark the 3p
bandweights of the surface Si layer. The Si terminated surface leads to the appearance
of a hole pocket at (⇡,⇡), similar to what is observed with ARPES, that is not present
in the bulk band structure (see Fig. 5.3.1 a)). Note that due to the lower symmetry of
the slab compared to the paramagnetic bulk, (0, 0) and (2⇡, 0) of the BCT cell appear
folded in the slab.
Figure 5.4: Surface origin of the hole like band at the X point n URu2Si2 a)
The hole like band can be een at the X point (⇡,⇡). The spectral
map is taken using 92 eV photon energy with Linear Horizon-
t l LH polarization. b) and c) Slab calculation with a Si te -
minated surface shows that the observed hole pocket at (⇡,⇡) is
a surfac state due to Si dangling bonds at the cleaved surface
with Si termination. Dramatic shift in binding energy can be
observed by treating the cleaved surface with hydrogen that
saturates the dangling bonds.[142] Figure and DFT calculation
from Jan Trinckauf
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spondence with a mean field solution of the Anderson lattice model describing
heavy bands of mixed orbital character emerging out of a hybridization process
between the light hole like d band and flat f states. Thus, we find existence of
hybridized heavy bands already at the X point above THO in agreement with
earlier photoemission results.[16] Furthermore, as shown in Fig. 5.3 the spec-
tral features at the X point are remarkably insensitive to the hidden-order phase
showing no change across THO.
This contrasting temperature dependent response is reconciled by noting
that the hole pocket at the X point has a surface origin resulting from the dan-
gling Si bonds at the cleaved Si terminated surface. Surface treatment by hydro-
gen that saturates the Si dangling bonds results in a dramatic shift in binding
energy of these states at the X point.[142] Furthermore, such a hole like band,
that is not present in bulk DFT calculations can be reproduced in a super-cell
calculation with a Si terminated surface, further confirming their surface ori-
gin.(Fig. 5.4) Contrasting temperature dependence of the electronic states at the
X and at the   / Z points (topic of the present study described in this chapter)
has also been observed in a recent ARPES study, where failure to appreciate the
surface origin of the hole pocket has led them to erroneously consider this be-
havior as suggestive of an anisotropic ’hidden-order’ parameter.[103] Thus in
conclusion, though cannot be ascertained for certain dramatic response of the
electronic states 2, 3 and 4 to the ’hidden-order’ phase strongly suggests they
are of bulk-origin or at the least are useful in identifying electronic fingerprint
of the ’hidden-order’ parameter.
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5.3 Emergence of coherence and opening of Hybridization Gap
at THO
Having identified the electronic states of interest we now address their evolu-
tion across THO. In what follows we will refer to the states corresponding to
feature 3 (‘M’ shaped band) and feature 4 (flat band) as heavy fermion states
and to feature 2 as the conduction band.
To investigate the heavy fermion states, we set h⌫ = 31 eV (close to the Z
point), a photon energy at which these states can be easily tracked. As shown
in Fig. 5.5, above THO only diffuse spectral weight is observed close to the Fermi
level, indicating large scattering rates. As the temperature is lowered below
THO, a well-defined heavy fermion band forms, which becomes progressively
sharper and more dispersive upon cooling. This development is even more ap-
parent in the lower panels of Fig. 5.5, where the corresponding spectrum taken
at 25K has been subtracted. In more conventional Kondo lattice systems, coher-
ent heavy fermion bands develop only gradually below the Kondo temperature
TK, which is generally assumed to be around 70 K for URu2Si2. In contrast, we
observe only incoherent, localized states, consistent with recent optical spec-
troscopy measurements [153], which suddenly gain coherence below THO.
To better quantify this temperature dependence we have analyzed the en-
ergy distribution curves (EDCs) at the momentum indicated (red arrow) in
Fig. 5.5 a). EDCs were fitted to a lorentzian plus a temperature-independent
Shirley background [27], multiplied by a Fermi-Dirac function and finally con-
volved with the instrumental resolution. As can be observed in Fig. 5.6 b), the
scattering rate obtained from the width of the lorentzian exhibits a sharp drop
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precisely at THO. A similar temperature dependence has been observed in inelas-
tic neutron scattering measurements, where the intensity of low energy spin ex-
citations is greatly diminished upon entering the hidden order phase[96]. This
indicates that the observed behavior stems from the same states that are probed
here, another indication of their bulk-origin. Moreover, a decrease in the elec-
tronic relaxation rate upon entering the HO phase has also been reported in
recent pump-probe experiments [154].
The development of dispersion is reflected in the shift in EDC peak posi-
tion by approximately 4meV (Fig. 5.6 c), which is consistent with optical spec-
troscopy [155, 156], transport [157, 158] and tunneling measurements [97]. We
note that this energy shift tracks the typical temperature dependence of an or-
der parameter, supporting the notion that the observed changes in the electronic
structure are directly related to the hidden order parameter. Indeed, this sug-
gests that the changes in the electronic density of states at the HO transition,
which is often referred to as the hidden order gap is actually associated with the
hybridization that gives rise to the heavy fermion states.
We now turn to the temperature dependence of the conduction band states
across THO. For this purpose we set h⌫ = 49 eV, where the signal from the con-
duction band is strongly enhanced. In Figs. 5.7 a-b), we compare spectra mea-
sured at 2K and 20K, revealing very strong changes in the conduction band
across THO due to the hybridization between the conduction band and the in-
coherent U 5 f states as they develop coherence. Our ARPES results are closely
consistent with recent Fourier-transform scanning tunneling spectroscopy mea-
surements that track quasiparticle interference patterns [74, 159]. This is estab-
lished clearly in Fig. 5.7 c), where the difference between the spectra measured
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at 2K and 20K is presented. The additional spectral weight below THO tracks ex-
actly the dispersion of the ‘M’-shaped feature establishing that the formation of
the coherent heavy fermion liquid goes hand in hand with the hybridization of
the conduction band. This situation is summarized schematically in Fig. 5.7 e),
illustrating how variations in the photoelectron matrix elements due to rapidly
changing orbital characters can give rise to an apparent dispersion anomaly as
the bands hybridize.
Although the dispersion anomaly in Fig. 5.7 a) resembles a kink feature, we
believe it is not related to the coupling of the quasiparticles to a bosonic excita-
tion. Apart from the arguments given above, there are a number of additional
reasons why electron-boson coupling is unlikely to be responsible for the ob-
served kink in the dispersion. First, the ‘kink’ energy is characteristic of the
boson energy, but is shown to be highly temperature dependent in Fig. 5.7 d),
vanishing above THO. Second, the ratio of the band velocity at higher binding
energies to that at EF i.e vHBE/vEF would be representative of the electron-boson
coupling and mass renormalization, but the value of vHBE/vEF ⇡ 4.0 ± 0.2 at 2 K
would signify an unphysically large value of the coupling strength, particularly
for such a soft mode.
The emergence of the ‘M’ - shaped feature observed here at h⌫ = 49, 27, and
21 eV agrees well with previous laser ARPES studies at h⌫ = 7 eV [145, 146],
and also with another recent experiment performed at BESSY by the same
group[147]. There emergence of this feature is interpreted in terms of a sym-
metry reduction and the resulting zone folding in the HO phase. However, we
would like to point out that the spectral weight arising from zone folding is typ-
ically much weaker than the original bands, whereas we observe that at certain
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photon energies (e.g. 49 eV) the ‘M’ feature becomes as strong as the conduction
band and the surface state. In addition, we have shown that this feature coin-
cides with the dispersion of the coherent heavy fermion band below THO. Our
experiments therefore indicate that the emerging ‘M’ feature is due to the for-
mation of the heavy fermion liquid at THO arising from the hybridization, and
not from zone folding. This again highlights the stark contrast in temperature
dependence between the electronic states described here and the surface states
around the X point that are insensitive to the hidden order transition in the bulk.
Because, a few contemporary ARPES measurements have claimed that their
data support the notion of zone folding at THO we provide a critical evaluation
of their data at this point. The claim is that the zone folding arises due to the
reduction in translation symmetry along the c-axis as U atoms in the neighbor-
ing basal plane becomes inequivalent. This would result in a change in unit cell
of URu2Si2 from body-centered tetragonal to simple tetragonal with a resultant
reduction in the irreducible Brillouin zone, where in particular, high symmetry
  and Z points of the original Brillouin zone would be expected to fold onto
each other and become equivalent. This is what has been claimed to be hap-
pening at THO. In Fig. 5.8a) - d) we present data from Yoshida et. al., where
they show spectral map along (0,0 - ⇡,⇡) direction at the   (19 eV) and Z points
(34 eV) both above and below THO. They identify the ’M’-shaped feature below
THO for both the high symmetry momentum regions, but observe incoherent f
spectral weight and contributions from feature 5 using a photon energy of 34
eV (close to the Z point) much more clearly than for a photon energy of 19 eV
(close to the to   point) due to matrix element effect as we have described above
and misconstrues it as an indication of the presence of an electron pocket at the
Z point but not at the   point above THO. This leads them to propose an incor-
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hidden-order transition. In the corresponding second-derivative
maps shown in Fig. 2(b) and 2(e), the ‘M-shape’ of the band is
more clearly resolved. Moreover, the EDCs in Fig. 2(c) and 2(f) do
not support the Fermi-level crossing of the ‘M-shaped’ band because
well-defined peaks appear below the Fermi level. This narrow ‘M-
shaped’ band is similar to the one observed in the previous high-
resolution studies22–25; however, it should be pointed out that while
no flat dispersive feature was observed in the 19-eV data at 20 K, the
‘M-shaped’ band suddenly becomes observable by the use of 19-eV
photons in the hidden-order state. In addition, we note that the ‘M-
shaped’ band has its top at ktop, 0.16 A˚21 (indicated by the orange
arrow in Fig. 2(e)) and disperses away from the Fermi level around kF
, 0.30 A˚21 (Fermi vector of the electron pocket indicated by the red
arrow in Fig. 2(e)); this observation strongly suggests gap opening in
the electron-like Fermi surface. Furthermore, because EDC-derived
peak positions in the 19-eV data (black circles in Fig. 2(e)) match the
dispersion in the 34-eV data, it is suggested that these ‘M-shaped’
bands have the same origin.
Temperature-dependent electronic states. The temperature depen-
dence of the photoemission spectra is shown in detail in Fig. 3, with
an emphasis on how the ‘M-shaped’ band is formed through the
transition. Figure 3(a) shows the temperature dependence of
the second-derivative maps as measured using 34-eV photons (the
second-derivative maps are compared with the corresponding raw
data in Supplementary Figure S4). Above the critical temperature,
the renormalized electron pocket is observed below the Fermi level.
The electron pocket starts to change its shape when cooled below the
critical temperature, and further cooling results in the transfor-
mation of the electron pocket into an ‘M-shaped’ band. This
temperature dependence confirms that the electron pocket is the
origin of the ‘M-shaped’ band; since the hidden-order transition
involves U 5f electrons2, it is suggested that the electron pocket
originates from a U 5f state. In contrast, the temperature depen-
dence of the intensity map as measured using 19-eV photons in
Fig. 3(b) shows that the intensity of the ‘M-shaped’ band appears
and is enhanced only below the critical temperature.
The temperature dependence of EDCs, as shown in Fig. 3(c)–(f),
further clarify the momentum-dependent changes of electronic
states. The spectral cut at k110 5 0 A˚21 as measured using 34-eV
photons, shown in Fig. 3(c), indicates a peak develops upon cooling
at EB, 7 meV.Moreover, at the Fermi wave vector of kF, 0.30 A˚21
(Fig. 3(d)), the leading edge shifts toward the higher EB, and a sharp
peak develops atE2EF, 7 meV; these observations further support
the gapping of the electron pocket upon the hidden-order transition.
In contrast to the 34-eV data, the EDCs of 19-eV data in Fig. 3(e) and
Fig. 3(f) show that a peak appears both at k1105 0 A˚21 and at k1105
0.16 A˚21 below the critical temperature. Moreover, the both peaks
shift toward higher binding energies; although the shift is not clear
for the cut at k1105 0.16 A˚21 owing to the thermal effect, the EDCs
Figure 2 | High-resolution ARPES data measured along the C-X direction for the hidden-order state of URu2Si2 (2 K). (a) ARPES intensity map
measured using 19-eV photons. (b) The second-derivativemap corresponding to (a). (c) The energy-distribution curves corresponding to (a). (d) ARPES
intensitymapmeasured using 34-eV photons. (e) The second-derivativemap corresponding to (d). Black circles show the EDC-derived peak positions of
the ‘M-shaped’ band in the 19-eV data. The red arrow indicates the position of kF, and the orange arrow shows the top of the ‘M-shaped’ band. (f) The
energy-distribution curves corresponding to (d). The broken lines in (c) and (f) are guides for the eye. Note that the spectra were measured with circular
polarization.
www.nature.com/scientificreports
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purposes, we performed our experiments on high-quality single crys-
tals at an ultrahigh-resolution ARPES endstation located at a third-
generation synchrotron source.
Results
Paramagnetic state. Photon-energy-dependent measurements in
the paramagnetic state reveal several important insights into the
observed band structures. Figure 1 shows ultrahigh-resolution ARP-
ES data for the C-X direction recorded at 20 K. We used hn, 19 eV
and,34 eV to probe theC point and the Z point, respectively26. The
upper panel shows datameasured using 19-eV photons; the intensity
map in Fig. 1(a) shows a hole pocket (kF, 0.16 A˚21) as well as a hole-
like dispersive band whose top is well below the Fermi level. In
addition, the corresponding energy-distribution curves (EDCs) in
Fig. 1(b) and the momentum-distribution curves (MDCs) in
Fig. 1(c) consistently provide evidence for these bands. The lower
panel shows ARPES data measured using 34-eV photons; the
intensity map in Fig. 1(d) clearly shows a hole-like band whose top
exists well below the Fermi level, and the MDCs in Fig. 1(f) show the
existence of a hole pocket. While the hole-like band observed at two
different photon energies was experimentally shown as a surface-
originated state22,27, the hole pocket is also suggested as a surface-
derived state owing to the absence of kz dependence and its
inconsistency with bulk-sensitive measurements (see Supplemen-
tary Fig. S2 and Supplementary Discussion 1 for details). There-
fore, unlike previous studies that regarded the hole pocket as a
bulk state, we suggest that the hole pocket is not related to the
hidden-order transition.
One striking observation in our data is the existence of an addi-
tional structure in the 34-eV data. Although this additional structure
was reported as a broad feature near the Fermi level24,25, the EDCs in
Fig. 1(e) clearly show for the first time that the peak disperses toward
the Fermi level as jk110j increases; this observation directly evidences
the existence of an electron-like band. Furthermore, the MDCs in
Fig. 1(f) suggests that this electron-like band crosses the Fermi level
at the wave vector kF , 0.30 A˚21. To further confirm this picture,
ARPES data normalized by resolution-convoluted Fermi functions
are shown in Supplementary Fig. S3; these data indicate that (1) no
flat feature is discernible both above and below the Fermi level in the
19-eV data and (2) the electron band observed in the 34-eV data
crosses the Fermi level at a wave vector consistent with the MDC-
derived kF value (see Supplementary Discussion 2 for additional
notes). In addition, because the electron band is kz dependent, it
should be assigned as a bulk state. We note that the observation of
a kz-dependent, well-defined dispersion of electron pocket is a new
experimental insight which was not known previously.
Hidden-order state. Entering the hidden-order state results in an
abrupt change in the electronic structures near the Fermi level.
Figure 2(a) and 2(d) show the ARPES intensity maps measured at
2 K by 19- and 34-eV photons, respectively; both maps show a
narrow ‘M-shaped’ band near the Fermi level, a hole-like band,
and a hole pocket, of which the last two are irrelevant to the
Figure 1 | High-resolution ARPES data measured along the C-X direction for the paramagnetic state of URu2Si2 (20 K). (a) ARPES intensity map
measured using 19-eV photons. The momentum-distribution curve (MDC) at the Fermi level fitted with Lorentzian functions is also shown.
(b) The energy distribution curves (EDCs) corresponding to the data in (a). (c) The MDCs corresponding to (a). (d) ARPES intensity map measured
using 34-eV photons. TheMDC at the Fermi level fitted with Lorentzian curves is also shown. (e) EDCs corresponding to (d). (f)MDCs corresponding to
(d). Note that the positions of kF are indicated by dots in (c) and (f), and the broken lines in (c), (e) and (f) are guides for the eye.
www.nature.com/scientificreports
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hidden-order transition. In the corresponding second-derivative
maps shown in Fig. 2(b) and 2(e), the ‘M-shape’ of the band is
more clearly resolved. Moreover, the EDCs in Fig. 2(c) and 2(f) do
not support the Fermi-level crossing of the ‘M-shaped’ band because
well-defined peaks appear below the Fermi level. This narrow ‘M-
shaped’ band is similar to the one observed in the previous high-
resolution studies22–25; however, it should be pointed out that while
no flat dispersive feature was observed in the 19-eV data at 20 K, the
‘M-shaped’ band suddenly becomes observable by the use of 19-eV
photons in the hidden-order state. In addition, we note that the ‘M-
shaped’ band has its top at ktop, 0.16 A˚21 (indicated by the orange
arrow in Fig. 2(e)) and disperses away from the Fermi level around kF
, 0.30 A˚21 (Fermi vector of the electron pocket indicated by the red
arrow in Fig. 2(e)); this observation strongly suggests gap opening in
the electr n-like Fermi surface. Furthermore, because EDC-derived
peak positions in the 19- V data (black circles in Fig. 2(e)) match the
dispersion in the 34-eV data, it is suggested t at these ‘M-shaped’
bands have the same origin.
Temperature-dependent electronic states. The temperature d pen-
d nce of t e photoemission spectr is shown in detail in Fig. 3, with
an emphasis on how the ‘M-shaped’ band is formed through the
transition. Figure 3(a) s ow the t mperature d pendence of
the second-derivative maps as measured using 34-eV p otons (the
sec nd-derivative maps are compared with the corresponding raw
data in Supplementary Figure S4). Above the critical temperature,
the renormalized electron pocket is observed below the Fermi level.
The electron pocket starts to change its shape when cooled below the
critical temperature, and further cooling results in the transfor-
mation of the electron pocket into an ‘M-shaped’ band. This
temperature dependence confirms that the electron pocket is the
origin of the ‘M-shaped’ band; since the hidden-order transition
involves U 5f electrons2, it is suggested that the electron pocket
originates from a U 5f state. In contrast, the temperature depen-
dence of the intensity map as measured using 19-eV photons in
Fig. 3(b) shows that the intensity of the ‘M-shaped’ band appears
and is enhanced only below the critical temperature.
The temperature dependence of EDCs, as shown in Fig. 3(c)–(f),
further clarify the momentum-dependent changes of electronic
states. The spectral cut at k110 5 0 A˚21 as measured using 34-eV
photons, shown in Fig. 3(c), indicates a peak develops upon cooling
at EB, 7 meV.Moreover, at the Fermi wave vector of kF, 0.30 A˚21
(Fig. 3(d)), the leading edge shifts toward the higher EB, and a sharp
eak develops atE2EF, 7 meV; these observations further support
the gapping of the electron pocket upon the hidden-order transition.
In contrast to t e 34-eV data, the EDCs f 19-eV data in Fig. 3(e) and
Fig. 3(f) show that a peak appears both at k1105 0 A˚21 and at k1105
0.16 A˚21 below the critical temperature. Moreover, the both peaks
shift toward higher binding energies; although the shift is not clear
for the cut at k1105 0.16 A˚21 owing to the thermal effect, the EDCs
Figure 2 | High-resolution ARPES data measured along the C-X direction for the hidden-order state of URu2Si2 (2 K). (a) ARPES intensity map
measured using 19-eV photons. (b) The second-derivativemap corresponding to (a). (c) The energy-distribution curves corresponding to (a). (d) ARPES
intensitymapmeasured using 34-eV photons. (e) The second-derivativemap corresponding to (d). Black circles show the EDC-derived peak positions of
the ‘M-shaped’ band in the 19-eV data. The red arrow indicates the position of kF, and the orange arrow shows the top of the ‘M-shaped’ band. (f) The
energy-distribution curves corresponding to (d). The broken lines in (c) and (f) are guides for the eye. Note that the spectra were measured with circular
polarization.
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smaller than the value deduced in previous spectroscopic stud-
ies18,19,33, further supporting the irrelevance. (2) Our data supp rt
that the energy gap is formed at the Fermi level upon the transition,
and the ‘M-shaped’ band does not cross the Fermi level below THO.
This picture is consistent with the previous STS studies18,19, but is in
contrast to the opening of a gap in momentum suggested by a recent
ARPES study25. (3) Recall that a well-defined heavy fermion state
which already exists above THO evolves into the ‘M-shaped’ band
below THO around the Z point while no coherent state is observed
around the C point above THO; moreover, our data indicate that the
temperature evolution of ARPES spectra is significantly kz depend-
ent. (Note that the kz-dependent t mperature evolution cannot be
explained by the mere intensity modulation due to the photoelectron
matrix-element effect.) These observations cannot be explained only
by the onset of hybridization between an incoherent (not well-
defined) heavy fermion state and a conduction band at the transition
temperature24. Therefore, although we do not exclude the role of
‘spontaneous hybridization’, we emphasize that the hybridization
process between an incoherent state and a conduction band should
not be the only effect at the transition. (4) There is no conclusive
evidence for any bulk hole-like band being involved in the hybrid-
ization. One possible reconciliation is that another hole pocket
remains undetected in ultrahigh-resolution ARPES owing to the
matrix-element effect; another interesting possibility is that the ‘M-
shaped’ band is formed by a mechanism unique to a two-channel
Kondo lattice33; this model does not necessarily require the existence
of a hole pocket in the disordered state.
The 19-eV data show that the ‘M-shaped’ band appears only in the
ordered state around the C point. Although we observed the shift of
‘M-shaped’ band in the 19-eV data, its shape matches the dispersion
observed in the 34-eV data w en the order is well developed (say, at
,2 K); this observation strongly suggests that two high-symmetry
points (C point and Z point) become equivalent in the ordered state,
and the lattice’s translational symmetry should be spontaneously
broken along the c-axis with the ordering vector of (0, 0, 1). This
picture is further supported by the existence of a well-defined heavy
fermion state only around the Z point in the paramagnetic state; the
electronic states at the C and the Z points are qualitatively different
above THO. The breaking of the translational symmetry along the c-
axis is consistent with recent neutron data20, the reentrant behaviour
of the hidden order34, and the similarity of the Fermi surfaces
between the hidden-order state and the antiferromagnetic state21.
Furthermore, as the present data show only electrons near the
Fermi level change upon the transition, they may explain why x-
ray scattering could not detect translational symmetry breaking.
The present experimental results would impose strong constraints
on the models f the hidden order. Our results may be attributable to
an antiferro-type multipole ordering along the c-axis6–10,16; they are
also in accordance with exotic Fermi-surface nesting instabiliti s, in
which the nesting vector of (0, 0, 1) plays a role11,12,15. However, we
also ote that an explanation beyond simple textbook-type band
folding is necessary, as also pointed out recently22,25; future theor-
etical studies should address why the energy shift of the ‘M-shaped’
band around theC point was observed.We expect that this study will
promote a better understanding of complicated electronic states in
URu2Si2 and also provide a framework for future studies on exotic
phase-transition phenomena in correlated materials.
Methods
Preparation of URu2Si2 samples. The stoichiometric proportions of the starting
ingredients (depleted uranium: 99.9%, ruthenium: 99.99%, and silicon: 99.999%)
were melted in a tetra-arc furnace, and single crystals of URu2Si2 were synthesized by
the Czochralski m thod. The single-crystal ingot w s cut using a spark cutter. The
samples were annealed at 1075uC for 5 days under ultrahigh vacuum. The details are
described in Ref. 35. The high quality of the samples can be evidenced by quantum
oscillation measurements21.
Ultrahigh-r solution t r e-dimensional ARPES. Ultrahigh-resolution three-
dimensional ARPES was performed at a ‘One-Cubed’ ARPES endstation located at
BESSY II (Berliner Elektronenspeicherring Gesellschaft fur Syn-chrotronstrahlung).
The spectrometer consists of a Gammadata VG-Scienta R4000 electron analyser and
a continuous flow He-3 cryomanipulator. Photons from the UE112_PGM-2b
beamline were used, and the total energy resolution was 4–7 meV for 19–51 eV. The
polarization of the incident photon was set to linear vertical unless otherwise noted.
The analyser’s slit was aligned along the [110] direction, which corresponds to the C-
X direction in the body-centered tetragonal Brillouin zone of URu2Si2. Samples were
cleaved in-situ at room temperature in ultrahigh vacuum. Temperature-dependent
measurements were performed in the range of 2–22 K in a cyclic manner.
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Figure 4 | Schematic description of electronic states observed (a) in the paramagnetic phase and (b) in the hidden-order phase. Red lines represent
bulk-originated states, and blue lines indicate kz-independent states that are irrelevant to the hidden-order transition. The electron pocket at the Z point
becomes gapped upon the transition and evolves into an ‘M-shaped’ band. A similar narrow band appears at the C point only in the hidden-order state,
indicating the emergence of spontaneous translational symmetry breaking.
www.nature.com/scientificreports
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purposes, we performed our experiments on high-quality single crys-
tals at an ultrahigh-resolution ARPES endstation loca ed at a hird-
generation synchrotron source.
Results
Paramagnetic state. Photon-energy-dependent measurements in
the paramagnetic state reveal several important insights into the
observed band structures. Figure 1 shows ultrahigh-resolution ARP-
ES data for the C-X direction recorded at 20 K. We used hn, 19 eV
and,34 eV to probe theC point and the Z point, respectively26. The
upper panel shows datameasured using 19-eV photons; the intensity
map in Fig. 1(a) shows a hole pocket (kF, 0.16 A˚21) as well as a hole-
like dispersive band whose top is well below the Fermi level. In
addition, the corresponding energy-distribution curves (EDCs) in
Fig. 1(b) and the momentum-distribution curves (MDCs) in
Fig. 1(c) consistently provide evidence for these bands. The lower
panel shows ARPES data measured using 34-eV photons; the
intensity map in Fig. 1(d) clearly shows a hole-like band whose top
exists well below the Fermi level, and the MDCs in Fig. 1(f) show the
existence of a hole pocket. While the hole-like band observed at two
different photon energies was experimentally shown as a surface-
originated state22,27, the hole pocket is also suggested as a surface-
derived state owing to the absence of kz dependence and its
inconsistency with bulk-sensitive measurements (see Supplemen-
tary Fig. S2 and Supplementary Discussion 1 for details). There-
fore, unlike previous studies that regarded the hole pocket as a
bulk state, we suggest that the hole pocket is not related to the
hidden-order transition.
One striking obs vation in our data is the existence of an addi-
tional structure in 34-eV data. Although this additional structure
was reported as a broad feature near the Fermi level24,25, the EDCs in
Fig. 1(e) clearly show for the first time that the peak disperses toward
the Fermi level s jk110j increases; this observation directly evidences
the existence of an electron-like band. Furthermore, the MDCs in
Fi . 1(f) suggests that this electron-like ba d crosses the Fermi level
at the wave vector kF , 0.30 A˚21. To further confirm this picture,
ARPES data nor alized by resolution-convoluted Fermi functions
are shown in Suppl mentary Fig. S3; t es data indicate that (1) no
flat feature is discernible both bove and below the Fermi level in the
19-eV data and (2) the electron band observed in the 34-eV data
crosses the Fermi level at a wave vector consistent with the MDC-
derived kF value (see Supplementary Discussion 2 for additional
notes). In addition, because the electron band is kz dependent, it
should be assigned as a bulk state. We note that the observation of
a kz-dependent, well-defined dispersion of electron pocket is a new
experimental insight which was not known previously.
Hidden-order state. Entering the hidden-order state results in an
abrupt change in the electronic structures near the Fermi level.
Figure 2(a) and 2(d) show the ARPES intensity maps measured at
2 K by 19- and 34-eV photons, respectively; both maps show a
narrow ‘M-shaped’ band near the Fermi level, a hole-like band,
and a hole pocket, of which the last two are irrelevant to the
Figure 1 | High-resolution ARPES data measured along the C-X direction for the paramagnetic state of URu2Si2 (20 K). (a) ARPES intensity map
measured using 19-eV photons. The momentum-distribu ion curv (MDC) at the Fermi lev l fi ted with L r ntzi n functions is also shown.
(b) The energy distribution curves (EDCs) corresponding to the data in (a). (c) The MDCs corresponding to (a). (d) ARPES intensity map measured
using 34-eV photons. TheMDC at the Fermi level fitted with Lorentzian curves is also shown. (e) EDCs corresponding to (d). (f)MDCs corresponding to
(d). Note that the positions of kF are indicated by dots in (c) an (f), and the broken lines in (c), (e) and (f) are guides for the eye.
www.nature.com/scientificreports
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Figure 5.8: Absence of el ctron ocket at the Z point in URu2Si2 a)-d)
Spectral intensity map along (0,0) - (⇡,⇡) as obtained i [147] for
different excitation e ergies temperature a) 34 eV, 20K b)
19 eV, 20K c)34 eV, 2 K d) 19 eV, 2 K. Proposed model by Yoshida
et al. for the elec ronic st ucture a u d the Z point in URu2Si2
e) above THO f) below THO. Spectral intensity map along (0,0) -
(⇡,0) take at g) 31 eV 25 K h) 31 eV 2 K i) 75 eV 25 K j) 75 eV 2
K. Fermi crossings ar identified by white arro s. Panels a) - f)
adapted from [147]
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rect model of the electronic structure changes at THO, illustrated in 5.8e) - f). In
Fig. 5.8 g) - j) we show our own data along (0,0 - ⇡,0) both above and below THO
for photon energies 31 eV and 75 eV, both close to the Z point. Note in [147],
electron pocket above THO at the Z point is not clearly observed at all. (Fig. 5.8
b)) Evidence for the presence of an electron pocket is taken from observation of
a Fermi crossing at k|| ⇡ 0.3Å 1, which we show is due to the feature 5. Using
spectral maps taken at excitation energy of 75 eV, which also corresponds to the
Z point, shown in Fig. 5.8 i) and j), we clearly establish that the Fermi crossings
identified by Yoshida et. al. is not due to an electron-like pocket centered at (0,0)
but is due to the feature 5, a hole-like pocket centered around (⇡,0). Note, that at
temperatures below THO the Fermi crossings are at smaller k|| values indicating
increase in size of the hole pocket below THO, which again is an indication of the
onset of hybridization below THO. Spectral maps using a photon energy 31 eV
(close to the Z point) shows very similar features both above and below THO as
is observed by Yoshida et al. But, a careful analysis also brings out the feature 5
in Fig. 5.8 j), (which should be the case as we are probing similar momentum
region in kz) but is weak in intensity due to matrix element effects. Thus above
THO, for energies close to 31 eV feature 5 is not clearly identified, in contrast to 75
eV photons (Fig. 5.8 i)). Our measurements unambiguously establish that there
is no evidence of a reduction in translational symmetry in the photoemission
spectrum at the hidden-order phase transition in URu2Si2.
5.4 Discussion
Our experiments reveal that in URu2Si2, the formation of the coherent heavy
fermion liquid occurs via a thermodynamic phase transition into the HO state,
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in contrast to a gradual crossover below TK , as is believed to be the case for other
Kondo lattice systems. This indicates that there may exist multiple pathways to
the formation of heavy fermionic quasiparticles, necessitating further studies of
the electronic structure of additional f -electron systems. Furthermore, our mea-
surements reveal that the putative hidden order gap observed in the electronic
density of states by various probes is in fact associated with the hybridization
which gives rise to the coherent heavy fermion quasiparticles. Our work re-
veals that the HO phenomenon is directly tied to the hybridization between the
5 f states and the conduction band, an interaction which is blocked above THO
and only becomes active inside the HO phase. Finally, the abrupt drop observed
in the quasiparticle scattering rate through the HO transition suggests that the
single particle electronic excitation spectrum is directly sensitive to fluctuations
above THO and is indicative of an order-disorder transition.
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CHAPTER 6
EPITAXIAL GROWTH OF YbAl3 AND LuAl3
6.1 Introduction
Kondo lattice systems are fascinating quantum materials that can host many
different, and sometimes exotic ordered ground states, such as antiferromag-
netism, hidden order phase, and unconventional superconductivity, as has been
discussed in this thesis. Such ordered states can often be tuned by modest per-
turbations involving magnetic field and pressure, thus providing experimental
access to a quantum critical point, for example in YbRh2Si2.[42] Ordered ground
states in these systems emerge out of a complex Kondo screened many body
state that is formed due to enhanced Kondo coupling between the rare earth f
moments and the conduction electrons at low temperatures. In mixed valence
systems, this also results in a change of the local rare earth valence.[47] But, the
impact of this change in valence on low energy electronic structure and Fermi
surface topology, which are crucial to gain insight into their emergent prop-
erties and k-space susceptibilities, has remained enigmatic. In this thesis, we
attempt to answer this question. For this purpose, we have chosen to study a
simple prototypical mixed valence system YbAl3. In the next few sections, we
describe general properties of YbAl3 and the need to undertake an experimental
approach that combines the techniques of Molecular Beam Epitaxy (MBE) and
ARPES. In this chapter we provide a brief overview of MBE and describe our
growth process of YbAl3 thin films, achieved for the first time.
Much of the work described in this chapter has been published in S. Chatterjee et. al., J Appl.
Phys. 120, 035105 (2016)
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6.2 YbAl3 : A paradigmatic mixed valence compound
YbAl3 is a binary compound having a cubic AuCu3 - type structure with a mod-
est mass enhancement (  = 45 mJ /molK2). Both core level spectroscopy and
high energy photoemission measurements have established YbAl3 to be in the
mixed valence regime, where Yb valence is intermediate between Yb2+ (f 14) and
Yb3+ (f 13).[160, 161, 162, 163, 164] Though absolute value of the Yb valence varies
depending on the probe used, all such measurements predict that Yb valence
decreases by ⇡ 0.05 from room temperature to temperatures below ⇡ 45 K. This
is believed to be due to the enhanced Kondo screening of the Yb nuclear charge
at lower temperatures.[28] In accordance with the strong mixed valence char-
acter shown by YbAl3, the estimated best-fit single-ion Kondo temperature is
predicted to be TK ⇡ 670K, which is relatively much higher than most Kondo
lattice systems.[165, 166] However, it should be noted that single-ion Anderson
impurity model fails to satisfactorily reproduce observed temperature depen-
dence of the physical properties in YbAl3, including susceptibility, specific heat
and resistivity, and also its photoemission spectrum, for any chosen parame-
ter set, indicative of the importance of the lattice effects in this system.[32, 167]
This is further established by the observation of another low temperature en-
ergy scale in this compound. In Fig.6.1 pronounced anomalies can be seen in
the temperature dependence of both specific heat and magnetic susceptibility
below T* ⇡ 30 - 40 K, when YbAl3 becomes a Fermi liquid.[32, 168] Further-
more, such anomalies can be suppressed above a critical field B* ⇡ 40 T, which
sets the low temperature energy scale as kBT* = µBB* ⇡ 3 - 4 meV.[169] Such
anomalous temperature dependence in thermodynamic quantities observed in
the parent compound is readily suppressed by doping with Lu that disrupts the
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FIG. 1. (a) The magnetic susceptibility x!T " and (b) the mag-
netic contribution to the specific heat coefficient Cm#T for
YbAl3. The insets exhibit the low temperature behavior; a small
Curie tail has been subtracted from the data in the inset for x!T ".
in the susceptibility. Hence we associate the low tempera-
ture anomalies in susceptibility and specific heat with the
purest samples, and assert that they are intrinsic. These
anomalies are the basic evidence for the existence of a low
temperature scale, Tcoh $ 30 40 K. The inset of Fig. 3
shows that a T 2 behavior of the resistivity sets in below
30 K, which makes it clear that Tcoh is the temperature
scale for the onset of coherent Fermi liquid behavior.
In Fig. 2a we plot the magnetization versus applied mag-
netic field at low and high temperature; the solid lines are
linear fits to the data. The difference between the linear fits
and the data is shown in the inset. At 250 K the magnetiza-
tion is linear in field up to 60 T; at 4 K the data is linear up
to 40 T, above which there is a clear change in slope. We
plot the slope x!H" for low and high field versus tempera-
ture in Fig. 2b. The low field results compare well with the
susceptibility measured for B ! 1 T in the SQUID mag-
netometer, showing a maximum near 125 K and a second
maximum near T ! 0. In the high field data, the low tem-
perature maximum is absent and the data exhibit the quali-
tative features expected for an Anderson impurity (see,
e.g., Fig. 4b). Clearly, the low temperature susceptibil-
ity anomaly is suppressed by magnetic fields greater than
B! $ 40 T. Since mBB! is of the same order as kBTcoh,
this effect gives strong confirming evidence for the exis-
tence of a new low energy scale kBTcoh $ 3 4 meV which
is an order of magnitude smaller than the AIM Kondo
scale.
(a)
(b)
FIG. 2. (a) The magnetization M!H" versus the magnetic field
at 4 and 250 K; the solid lines are linear fits to the data in
the field range 10 , B , 35 T. Inset: The difference DM
between the data and the linear fits. (b) The susceptibility x!T"
measured at both low (10 , B , 35 T) and high (47 , B ,
57 T) magnetic field. The dashed line is data taken at B ! 1 T.
Anomalies can also be seen in the magnetotransport
(Fig. 3). The Hall coefficient of LuAl3 is temperature in-
dependent, as is typical of a metal. The high temperature
Hall coefficient of YbAl3 varies with temperature in a man-
ner suggestive of scattering from Yb moments (although
the data cannot be fit well with the standard skew scat-
tering formula [10]). Near 50 K the derivative dRH#dT
of the Hall coefficient changes sign. The magnetoresis-
tance (Fig. 3b, inset) follows a B2 law above 50 K and
the magnitude is approximately the same for field parallel
and transverse to the current. Below 50 K, the magneto-
resistance becomes more nearly linear and the transverse
magnetoresistance becomes substantially larger (DR#R $
0.75) than the parallel magnetoresistance (DR#R $ 0.35)
at 2 K. In Fig. 3b we plot DR#R versus Br0 where
r0 ! R!150K"#R!T"; this tests Kohler’s rule, i.e., that at
any temperature DR#R ! Af!Br0" depends only on the
product Br0. The data violate this rule essentially because
A varies with T , increasing by a factor of almost 1.5 be-
tween 40 and 80 K; this crossover is seen most clearly in
the data measured as a function of temperature at a fixed
field 17.5 T. These magnetotransport anomalies suggest
117201-2 117201-2
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Figure 6.1: Signatures of the emergenc of coherence in YbAl3. Tempera-
ture dependence of a) susceptibility, b) specific heat, c) magne-
tization, and d) usc ptibility in YbAl3. Adapted from [32]
Yb sub-l ttice in YbAl3.[168] Accordingly, such ano lous t mperatur depen-
dent properties a e attributed to the development of coherence in Yb 4f states,
and T* is known as the coherence temperature. Incredibly, effective masses of
sever l q a tum oscillation branches is re uced by a a tor of 2 above th crit-
ical field B*, i dicative of modification of the low n rgy excitations, proba-
bly ccompanied with a change Fermi surface topo ogy, at the critical field
strength.[169] It is noted that because of igh Kondo temp rature, field induced
polarization effects are assumed to be n gligible ven at a field of 40 T. Attempts
has been made to reconcile Ferm surface branches, a easured from deHaas-
van Alphen t low temp ratures, with the predictions from electronic structure
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calculations. It was found that in order to achieve a fair agreement between the
calculation and the experiment, Yb 4f states are required to be artificially shifted
closer to the Fermi level leading to dispersive states with 4f character that con-
tributes significantly to the Fermi surface and completely alters the Fermi sur-
face topology.[170] Thus, experimental evidence suggests possible temperature
dependent changes in the low energy electronic structure in YbAl3 with signifi-
cant involvement of the Yb 4f states.
6.3 Motivation for thin film growth
In the previous section, we discussed that YbAl3 is strongly in the mixed va-
lence regime. It has a simple crystal structure. Anti-ferromagnetic correla-
tions in YbAl3 are weak, with no reported long range magnetic order at any
temperature. Energy scales in YbAl3 are also much higher than other mixed
valence compounds, with reported single ion Kondo temperature TK ⇡ 670 K
and a coherence temperature T* ⇡ 34 - 40 K, below which it becomes a Fermi
liquid.[166, 32] Thus, YbAl3 is an ideal material system to investigate the subtle
effects of Kondo screening and associated changes in the local Yb valence in the
momentum space, and to gain a microscopic insight into its emergent proper-
ties, discussed in the previous chapter.
Angle-resolved photoemission spectroscopy (ARPES), being a direct probe
of the momentum resolved electronic structure is an ideal tool for this purpose.
However, lack of access to pristine sample surface due to difficulty in cleaving
YbAl3 single crystals have thus far precluded such measurements. In addition,
attempts to measure fractured or scraped single crystals have been complicated
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due to the presence of multiple crystallographic faces[171] and poor surface
quality, coupled with a propensity of the YbAl3 surface to form oxides.[172]
One way of circumventing this difficulty is to synthesize phase pure, epitaxial
thin films, and to measure their electronic structure in situ employing ARPES. In
this chapter, we describe our efforts at epitaxial growth of YbAl3 and its conven-
tional metal analogue LuAl3, making the first progress along this direction.[175]
In LuAl3, Lu 4f orbitals are fully occupied with zero net 4f moment and has a
lattice constant (4.19 Å) similar to YbAl3 (4.2 Å). Thus, LuAl3 serves as an ideal
reference compound to understand the properties of YbAl3 emerging out of the
Kondo interactions between the Yb 4f moments and the conduction electrons.
Furthermore, growing Kondo lattice systems in a thin film form opens up
new avenues for dimensional confinement and strain engineering of the Kondo
lattice[176], investigation of proximity effects,[177] and creation of tunable elec-
tronic states via artificial superlattice.[178] Due to the presence of carriers with
strong spin-orbit coupling, heavy fermion thin films in general and YbAl3, in
particular because of its high Kondo temperature, are an attractive material sys-
tem for potential spintronic applications. Additionally, YbAl3 is also an intrigu-
ing candidate material for thermoelectric applications due to its high Seebeck
coefficient of 90 µV / K, and the highest ever reported electrical power factor of
340⇥10 6 Wcm 1K 2 at 80 K. Unfortunately, its high thermal conductivity lim-
its its zT factor, which is an order of magnitude lower than the best available
thermoelectric materials.[179] Exploiting interfacial phonon scattering by syn-
thesizing superlattices of YbAl3 with another compound might be one possible
way to increase its thermoelectric efficiency.
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Figure 3.1: Schematic diagram of a typical MBE growth chamber. The parts of
the system are colored based on their function: vacuum pumps and gauges (blue),
sources (red), shutters (green), sample manipulation and heating (orange), and measure-
ment/characterization (purple).
The components necessary to growMBE films include a sample stage with a substrate
heater, atomic effusion cells, an oxygen source, and shutters. The sample stage contains
a silicon carbide heating element able to heat the substrate radiatively to temperatures
above 1000  C (although growth temperatures are usually significantly less). The tem-
perature of the substrate is measured with a thermocouple; a pyrometer can be used to
38
Figure 6.2: Schematic of the MBE system at Cornell University showing
various components used during the growth process described
here. Adapted from [180]
6.4 Introduction to MBE
Wehave grown thin films of bothYbAl3 and LuAl3 using the technique ofMolec-
ular Beam Epitay (MBE). This technique allows fabrication of very high qual-
93
ity crystalline thin films with atomic layer precision in a bottom-up approach.
Molecular beams in the ballistic regime are generated usually by thermal evapo-
ration of constituent elements (for high vapor pressure elements energetic elec-
tron beam can be used) under ultra-high vacuum conditions, and are deposited
on a heated substrate. Deposited elements rearrange themselves in registry with
the underlying substrate forming high quality crystalline epitaxial layers.
The technique was developed by J.R. Arthur and A.Y. Cho at Bell laboratories
in 1960s[181] to grow semiconductor thin films, which has now been extended
to metals, oxides, chalcogenides etc.[182, 183, 184] Since its early years MBE has
had significant impact both in the advancement of science and technology, in-
cluding discovery of fractional quantum Hall effect[185], high electron mobility
transistors[186], solid state lighting,[187] to name a few. In Fig.6.2, a schematic
of the MBE equipment used for the current work is shown. In addition to com-
ponents that are required to maintain vacuum, a typical MBE consists of source
materials necessary for growth, and components necessary for in situ monitor-
ing of growth or calibration of source fluxes. Though not used forYbAl3 growth,
ourMBE chamber is equipped with a pure ozone source used for growing oxide
thin films. Sample is heated with a silicon carbide heater than can reach tem-
peratures in excess of 1000  C and is resistant to oxidation. Our MBE chamber
also has a cryoshroud that can be cooled using liquid N2 to achieve lower back-
ground pressures during growth. It is particularly useful for growing metallic
layers, such as YbAl3, as it minimizes impurity concentration leading to high
quality thin films.
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(a) (b)
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Heat
shield
Heater
coils
Thermocouple
Supports
Figure 3.2: A Knudsen effusion cell. (a) Schematic diagram showing the head of a Knud-
sen effusion cell. Tungsten or tantalum heating filaments radiatively heat the conically-
shaped crucible, and a thermocouple measures its temperature. The entire apparatus is
surrounded by a heat shield. (b) Photograph of a Knudsen effusion cell.
sures the temperature in order to regulate the current flowing through the heating fila-
ments via a feedback loop. One or more layers of a refractory metal are wrapped around
the cell in order to minimize heat loss. Water cooling is used to cool the source flange.
Some effusion cells are “dual filament,” where two independent heaters control the tem-
perature at the base of the crucible and at the tip near the crucible aperture. The tip tem-
perature is usually held at 10 to 100  C above the base in order to prevent condensation
of the source element at the crucible lip.
Knudsen cells operate in the 200 to 1400  C range [44], where they can be used to
evaporate most elements. Table 3.1 shows typical source temperatures during growth for
selected elements. There is no simple correspondence between the melting point of the el-
ement and the temperature of the source during growth because there is, in general, little
correlation between melting point and vapor pressure. In some cases, the growth tem-
perature exceeds the melting point of the element, highlighting the need for strict vertical
alignment of sources. If the source is melted, it is usually maintained at a temperature
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Figure 6.3: a)Schematic of a Knudsen effusion cell showing the heater
coils, thermal shielding and the crucible that contains the
source materials b) A Knudsen effusion cell from Veeco.
Adapted from [180]
6.4.1 Knudsen effusion cell
Quality of the thin films grown by MBE is largely influenced by stability of the
atomic sources and uniformity of flux distribution over the substrate surface
area. Other desirable qualities are reproducibility, and lower operating tem-
perature, so as to minimize outgassing. Effusion cells, both Knudsen[188] and
Langmuir type, meets these requirements and are universally used inmostMBE
applicatio s.[189, 190] Thes cells generally contain a conical crucible with a
large exit aperture containing the element that is evaporated. The crucible is
heated radiatively by tungsten or tantalum filaments, while its temperature is
monitored by a thermocouple (Fig. 6.3). For higher flux stability, often dual
filament cells are used, with heaters heating the evaporant element both at the
base of the cell and also at the lip. Heater output is controlled by a PID loop that
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uses temperatures recorded by the thermocouples as feedback. The operating
temperature range for a particular element that can be used during growth, de-
pends on its vapor pressure. As there is hardly any one-to-one correspondence
between an element’s vapor pressure and its melting temperature, a few of the
elements are in a molten state at their growth temperatures. In Table. 6.1, melt-
ing point and growth temperatures for the elements used to grow YbAl3 and
LuAl3 thin films are listed.
Table 6.1: MBE source temperatures
Element Melting Point ( C) Growth temp. ( C)
Aluminum (Al) 660.3 1035
Ytterbium (Yb) 818.8 450
Lutetium (Lu) 1663 1415
6.4.2 Quartz Crystal Microbalance
Quartz crystal microbalance (QCM) is used to calibrate source fluxes before
starting film growth. A QCM uses an oscillating quartz crystal, the frequency
of which is determined by its mass. Therefore, when atoms from the beam flux
stick onto the QCM, it causes a frequency shift from which the rate of change
of its mass can be determined, and can be directly related to the flux of the
atomic beam. Geometrical factors causing a partial blockage in the line of sight
of the beam or less than unity atomic sticking coefficient can lead to erroneous
estimation of the flux value. However, these factors can be accounted for by es-
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3.2.6 Reflection high-energy electron diffraction
Reflection high-energy electron diffraction, known more commonly as RHEED, is a char-
acterization tool whereby a beam of electrons at grazing incidence diffracts off the surface
of a substrate/film and is detected by a fluorescent phosphor screen. The technique can
yield extremely valuable real-time information about surface structure and quality and
about film growth, which can be performed simultaneously. In fact, the detection of os-
cillations in the RHEED intensity, which occur when full atomic layers are deposited on a
growing film, is the main calibration method for oxide MBE.
Ewald
sphere
Reciprocal
rods
Laue
circle
k00
k10
k10
RHEED
screen
ki
Top ViewSide View
ki
ki k00
k10
k10k00
k01
Figure 3.4: Characterization of a sample surface by RHEED. (a) Schematic diagram of the
RHEED process, as described in the text. (b) Example RHEED images. The top image is a
bare substrate, showing well defined diffraction peaks. The bottom image shows RHEED
after MBE film growth, showing characteristic streaks.
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Figure 6.4: Schematic of the RHEED process
tablishing a ’tooling factor’, which is determined b s d on atomic concentration
mismatch between the measured value in a test film and that calculated from
QCM.
6.4.3 Reflection High Energy Electron Diffraction
Reflection High Energy Electron Diffraction (RHEED) is a powerful in situ char-
acterization technique that provides real-time information of the surface mor-
phology during the growth process. Our MBE system is equipped with a
RHEED setup containing an electron gun operating at 10 KeV, and a phosphor
screen where the diffracted electrons are detected and imaged ex situ with a
CCD camera. The setup, along with its principle of operation is illustrated in
Fig. 6.4. The electron beam is diffracted from the sample surface at grazing inci-
dence (typically ⇡ 5 ) that results in surface sensitivity, as the electrons are now
97
diffracted only from the top-most layers. Therefore, in the reciprocal space it is
expected to form features that are sharply resolved in (qx, qy), but not qz, along
which it forms long streaks. However, due to kinematic constraint imposed by
the diffraction process, diffraction spot is obtained only when the Bragg rods in-
tersect the Ewald sphere. Therefore, RHEED pattern in a perfect crystal should
still show sharp spots that fall on the so-called Laue circle. In a real material,
however, due to crystal imperfection, Bragg rods gets broader. Moreover, Ewald
sphere is broadened due to finite divergence and energy spread of the electron
beam. As a result, when the Bragg rods intersect the Ewald sphere, long streaks
are formed along qz, as shown in Fig. 6.7[192]
6.4.4 Interfacing ARPES with MBE
Traditionally, ARPES has been performed on single crystals that are either
cleaved or fractured in situ under ultra high vacuum (UHV) conditions to ac-
cess a pristine sample surface. While this approach has been very successful,
and is still widely used, it has its own limitations. Firstly, as single crystals are
usually very small in size (⇡ 1mm2), and does not always produce an uniform
cleave, it is necessary to have a very small beam size to be able to pick a particu-
lar cleaved area with a single crystallographic orientation. Secondly, alignment
of the sample surface is tricky due to small size of the single crystals that in-
troduces significant error in precise estimation of physical quantities, such as
Luttinger volume. But, most importantly, as this approach relies on the avail-
ability of single crystals, it limits the application of ARPES investigation only to
thermodynamically stable phases that can be grown in a single-crystalline form,
and are cleavable. Therefore, such an approach leaves a huge number of mate-
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Figure 2.10: CAD rendering of the Cornell MBE and ARPES systems. Image Credit: Dr. Eric
Monkman.
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Figure 6.5: CAD rendering of a combined ARPES and MBE setup at Cor-
nell University
rial systems outside its purview, such as Sr2TiO4[183] that cannot be grown in a
single-crystalline form, and Sr2RuO3[191] that is not cleavable due to its three-
dimensional nature etc.
On the other hand, MBE allows the possibility of growing these materials with
atomic precision, which often allows fabrication of thermodynamic phases that
are unstable in the bulk exploiting epitaxial stabilization. Furthermore, both
MBE and ARPES being UHV techniques, a combination of the twowith capabil-
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ity to transfer samples without breaking the vacuum, offers unprecedented pos-
sibility of extending photoemission capabilities to systems that were hitherto
outside its purview. With MBE, it is also possible to engineer materials by cre-
ating heterostructures[193], by applying substrate induced epitaxial strain[195]
and by fabricating artificial superlattices[194]. Electronic structure of all such
designer materials can now be investigated by ARPES. This approach holds im-
mense promise in providing unique insights into the emergent physical phe-
nomena at the interface, at low dimensions, under strain, in artificially created
crystal environments etc., thus opening up exciting uncharted territories to ex-
plore. Substrates on which thin films are grown can be fairly large (several mm
to even an inch or more), thus mitigating problems associated with small crys-
tal size. In our group, we have been successful in overcoming the technical
challenges involved in connecting these two techniques[196], which is the cru-
cial enabling factor for performing ARPES measurements, for the first time, on
YbAl3 and LuAl3 thin films.
6.5 Film Growth
6.5.1 Crystal Structure and Substrate Consideration
Thin films were grown on MgO substrates in a Veeco GEN10 MBE system with
a liquid nitrogen cooled cryoshroud and a base pressure below 2⇥10 9 torr. We
use aluminum (Al) as a buffer layer for growing LuAl3 thin films, while employ-
ing both Al and LuAl3 as buffer layers for growing YbAl3 thin films. Both YbAl3
and its structural analogue LuAl3 crystallize in a cubic AuCu3 (L12) structure,
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(a)
Figure 6.6: Crystal structure of (a) MgO, (b) Al, and (c) YbAl3 / LuAl3. Sur-
face atomic arrangement of (d) MgO, oxygen sub-lattice shown
in brown (e) Aluminum (f) YbAl3 / LuAl3
where Yb/Lu atoms occupy the vertices of the unit cell and Al atoms occupy
the face-centered positions, as shown in Fig.6.6. Many compounds belonging
to the same space group, such as AuCu3, have been reported to show an order-
disorder transition, where the disordered face-centered cubic (FCC) phase is
stabilized above a certain temperature.[197] In the disordered FCC phase oc-
cupation probability of all the lattice sites becomes 14 for Yb/Lu and
3
4 for Al
atoms. Diffraction measurements can distinguish the cubic ordered phase, as
its diffraction peaks should be observed for all values of h, k, ` indices. On the
contrary, in the disordered phase, the structure factor becomes zero when in-
dices are mixed between odd and even h, k, `.
Though, MgO and Al have a different space group (Fm3m) than that of L12
YbAl3/LuAl3 (Pm3m), the surface atomic arrangement of the oxygen atoms on
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the (001) surface of MgO and the Al atoms on the aluminum (001) surface pro-
vide an excellent template for the epitaxial integration of YbAl3/LuAl3 on MgO
substrates with aluminum as a buffer layer. Furthermore, lattice constants of
MgO (4.21 Å) and Al (4.05 Å) are close to that of LuAl3 (4.19 Å) and YbAl3 (4.2
Å) that makes the epitaxial growth possible.
6.5.2 Growth Process
Prior to growth, MgO substrates were annealed in vacuum for 20 minutes at
800 C. The growth of the epitaxial (001) YbAl3 films were achieved by first de-
positing a 1 - 2 nm thick aluminum buffer layer, followed by a LuAl3 buffer
layer on which YbAl3 was grown. For the deposition of the LuAl3 and YbAl3,
elements were co-deposited onto a rotating substrate from Langmuir effusion
cells at a growth rate of ⇡ 0.4 nm/min. During growth, in situ reflection high-
energy electron diffraction (RHEED) was used to monitor the surface evolution.
Aluminum buffer layer was deposited at a substrate temperature of 500 C.
RHEED patterns taken after the deposition process shown in Fig. 6.7(b) reveal
large transmission spots indicative of three-dimensional grains. Subsequently, a
second buffer layer of LuAl3 was deposited at a substrate temperature of 200 C
and annealed in vacuum at 350 C for 30 minutes. As the LuAl3 growth pro-
ceeded, individual grains coalesced into a flat surface,1‘ resulting into a two di-
mensional sharp and streaky RHEED pattern (Fig. 6.7(d)). Thicker LuAl3 buffer
layers and post-annealing resulted in better quality films. Finally, the sample
was cooled down to 200 C for the deposition of the YbAl3 layer. The growth
temperature was ramped up to 315 C after initiating growth at 200 C. During
growth, half-order peaks can be seen in RHEED images taken along the [100]
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azimuth for both LuAl3 and YbAl3(Fig. 6.7(e)), indicating that they grow with
the ordered L12 structure.
6.5.3 Importance of the Buffer Layers
Although, deposition of aluminum at elevated temperatures results in a rough
surface, as observed in the RHEED image Fig. 6.7(b), this step is crucial for the
fabrication of epitaxial, phase-pure YbAl3 / LuAl3 thin films. Growing YbAl3 or
LuAl3 directly on MgO or depositing the Al buffer layer at a lower temperature
resulted in a mixed orientation, where a secondary orientation with (111) YbAl3
/ LuAl3 || (001) MgO was observed and the film surface becomes rough. This is
due to the lower surface energy of the (111) metal surfaces that tend to preferen-
tially stabilize (111) orientation.[198] However, by depositing Al at an elevated
temperature we can take advantage of the increased kinetic energy of the Al
atoms depositing on the MgO surface and a very strong Al-O bond strength
(501.9 KJ / mol) to nucleate epitaxially oriented grains, where Al atoms are in
perfect registry with the oxygen sub-lattice of MgO. However, poor wettability
of Al at elevated temperatures leads to the formation of three-dimensional is-
lands that can be mitigated by growing LuAl3 over-layers at low temperatures
(Fig. 6.7(c)). Use of LuAl3 buffer layers in the growth process of YbAl3 thin films
was found to greatly increase the film quality because YbAl3 layers grown di-
rectly on top of Al layers have higher tendency to form secondary phases (Fig.
6.8). This is understood in terms of smaller atomic size of Lu in comparison
to Yb that has a favorable tolerance factor for the L12 phase in rare-earth tri-
aluminides. Going along the rare-earths in the Lanthanide series it is found that
only in the far right end of the periodic table (e.g. Er, Tm, Yb, Lu) Pm3m (L12)
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Figure 6.8: (a) Out-of-plane ✓-2✓ scan of a 25 nm thick LuAl3 grown directly
on MgO at 200  C. 111 LuAl3 diffraction peak can be clearly
seen in addition to 001 and 003 diffraction peaks. (b) Corre-
sponding AFM image showing ridge-like microstructures due
to mixed phase. (c) Out-of-plane ✓-2✓ scan of a 25 nm thick
LuAl3 on an aluminum buffer layer, where the buffer layer is
deposited onMgO substrate at 150  C. (d) Corresponding AFM
image still showing ridge-like microstructures though less pro-
nounced than in (b). Substrate peaks are marked by asterisks.
phase can be stabilized in the bulk.[199]: Using LuAl3 atomic layers as interme-
diate buffer layers, thus help stabilize the correct phase when growing YbAl3
thin films.
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6.6 Film Characterization
6.6.1 X-ray Diffraction
Bulk structural characterization of our thin films was done ex situ by four circle
x-ray diffraction (XRD) using monochromatized Cu K↵ radiation. In Fig. 6.9(a),
we show an out-of-plane ✓-2✓ XRD scan. Prominent 001 and 003 Bragg peaks
can be easily identified, confirming the films have the ordered L12 structure. 001
diffraction peaks ofYbAl3 and LuAl3 overlap, which makes it difficult to directly
estimate the contribution from each layer. Intensity of the 001 diffraction peak of
films with different LuAl3 and YbAl3 layer thicknesses was measured to confirm
that both YbAl3 and LuAl3 layers are ordered. Moreover, the observation of only
00` film peaks establishes that our films are single phase with the desired (001)
YbAl3 out-of-plane orientation. An analysis of the peak positions reveal that the
LuAl3 layer is relaxed while YbAl3 is strained to the underlying LuAl3 layer. An
azimuthal   scan of the (110) YbAl3 film peak is shown in Fig. 6.9(b). The  
scan in combination with the ✓ - 2✓ scans establishes the epitaxial relationship
of YbAl3/LuAl3 with respect to MgO where (001)[100] YbAl3/LuAl3 ||(001)[100]
MgO. Rocking curve measurements were performed on the 001 film peak and
the 002 substrate peak, shown in Fig.6.9 (c). The full width at half maximum
(FWHM) of the the film peak was found to be 0.32 degrees, while that for the
substrate peak was 0.03 degrees.
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Figure 6.9: (a) Out-of-plane ✓-2✓ scan of a film with identical composition
as in Fig. 6.11(e) and (f) but without a Ti capping layer. 001
and 003 peaks of the ordered L12 structure (shown in Fig. 1 (c))
establish that the film is ordered. Substrate peaks are marked
by asterisks. (b) Azimuthal   scan of the 101 YbAl3 diffraction
peak at   = 45  , where   = 0  aligns the diffraction vector per-
pendicular to the plane of the substrate.   = 0  corresponds to
the in-plane component of the diffraction vector aligned par-
allel to the [100] direction of the (001) MgO substrate. The  
scan in (b) establishes the epitaxial relationship to be (001)[100]
YbAl3 || (001)[100]MgO. (c) Rocking curve comparison between
the 001 film peak and 002 substrate peak.
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6.6.2 Surface Characterization
Surface morphology was investigated by Low energy electron diffraction
(LEED), atomic force microscopy (AFM) and scanning electron microcopy
(SEM). Samples were transferred into the analysis chamber within 20 minutes
after growth, without breaking vacuum at any point to obtain LEED images
from a pristine sample surface.
In situ LEED patterns (Fig. 6.10(a)) indicate that the surface of the films is or-
dered where [100] diffraction spots can be clearly identified with no additional
surface reconstruction. Film surfaces were found to be smooth over a wide area
with no microstructures (Fig. 6.10(b)). Corresponding energy dispersive x-ray
spectroscopy (EDX) measurements on a 35 nm thick LuAl3 film with a 1.2 nm
aluminium buffer shown in (Figs. 6.10(c)-(d)) reveal small aluminum-rich re-
gions where excess aluminum has been precipitated out. This observation is
in agreement with the Yb-Al phase diagram where we can find that at temper-
atures relevant to our study, a two-phase Al + YbAl3 region exists.[200]. The
expulsion of excess aluminum from the film ensures robustness of the growth
method against slight flux mismatch, ensuring correct stoichiometry of our
films. As formation enthalpy is lower for YbAl2 than for YbAl3, growing YbAl3
thin films with a little excess Al flux ensures formation of YbAl3 phase, where
excess Al precipitates out.[200] The smoothness of the films is further confirmed
by AFM measurements (Fig. 6.10(b)) with an rms roughness of only ⇡ 1.8 over
a 1 µm by 1 µm field of view.
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Figure 6.10: (a) LEED image taken on a 20 nm thick uncapped YbAl3 film.
Diffraction peaks with mixed indices are marked by asterisks.
(b) AFM image of the same film. The measured rms surface
roughness is ⇡ 0.18 nm (c) SEM image of a 35 nm thick LuAl3
film corroborating the smoothness of the films over a large
area. (d) EDX scans taken in regions marked by asterisks in
(c).
6.6.3 TEM and Anti-phase defects
The atomic scale structure of the YbAl3 thin film was studied by aberration-
corrected scanning transmission electron microscopy (STEM) and electron en-
ergy loss spectroscopy (EELS) performed on a FEI Titan Themis 300. Cross-
sectional TEM specimen were prepared using a FEI Strata 400 Focused Ion
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Figure 6.11: a)High resolution high angle annular dark field scanning
transmission electronmicroscope (HAADF-STEM) image and
elemental map of a 20 nm thick YbAl3 film grown on 30 nm
thick LuAl3 and 1.2 nm Al buffer layers. The film is capped by
6 nm of Ti to protect the films from oxidation. EELS mapping
was performed in the area marked in blue. b) HAADF-STEM
showing the atomic arrangement of Yb atoms in YbAl3 film.
Anti-phase domain boundaries are highlighted with black ar-
rows. Dotted black line shows the shift of Yb atomic positions
by (12 ,
1
2 ,0) across an anti-phase domain boundary. c) Wide area
cross-sectional image showing domain boundaries originat-
ing at the Al-LuAl3 interface and propagating into the top lay-
ers. TEM measurements performed by Suk Hyun Sung.
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Figure 6.12: Surface atomic arrangement of (a) Al, (b) YbAl3 / LuAl3 and
(c) YbAl3 / LuAl3 shifted by ( 12 ,
1
2 ,0) . Illustration of two possi-
ble domains of YbAl3 / LuAl3 on Al when viewed along [001]
direction and an anti-phase domain boundary (violet dotted
line) between them.
Beam, with a final milling step of 2 KeV to reduce surface damage. Our TEM im-
ages reveal the high quality of our thin films with abrupt interface at the YbAl3
- LuAl3 boundary. However LuAl3 - Al interface appears to be diffuse, as ex-
pected from our observation of three-dimensional RHEED pattern. Only major
drawback in our thin films is the presence of anti-phase domain boundaries that
are formed due to the reduced symmetry the of LuAl3 / YbAl3 layers compared
to that of MgO or Al.
The face-centered sites and vertices are not equivalent for (Pm3m) and thus,
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the LuAl3 /YbAl3 layers can nucleate either where the LuAl3 /YbAl3 is in perfect
registry with that of the Al unit cell (left domain in Fig. 6.11(d)) or where it is
shifted by ( 12 ,
1
2 , 0) (right domain in Fig. 6.11(d)) leading to the formation of
anti-phase domains (Fig. 6.11(d)). Thus, moving across an anti-phase domain
boundary, one would expect to observe a shift in the lattice position of Lu /Yb
by (12 ,
1
2 , 0) as observed in our TEM images. Furthermore, following any such
domains it is observed that they start at the LuAl3 - Al interface, as expected.
Growing on suitable substrates with identical crystallographic space group as
that of YbAl3 / LuAl3 would mitigate this problem. Unfortunately, currently
such substrates are commercially unavailable which will probably be addressed
in the future. Moreover, our EELS map confirms that there is negligible inter-
diffusion across the boundary between theYbAl3 and LuAl3 layers.(Fig. 6.11(e)).
6.6.4 Resistivity
Having investigated the structural aspects of our thin films, we now turn to their
electronic properties. Four-point resistivity measurements were performed in a
van der Pauw geometry using both a home-built dipper setup and a Quan-
tum Design PPMS system. The temperature-dependent resistivity for a 20 nm
YbAl3/ 1.6 nm LuAl3/ 1.2 nm Al and 35 nm LuAl3/ 1.2 nm Al thin films are
shown in Figs. 6.13(a) and 6.13(b), respectively.
The resistivity curves are found to be qualitatively similar to those of single
crystals.[201] The resistivity of YbAl3 is plotted as a function of T2 in the inset
of Fig. 6.13(a), which shows that the film deviates from T2 Fermi liquid behav-
ior (⇢(T ) = ⇢0 + AT 2) above T⇤ ⇡ 37 K, similar to single crystals,[32] albeit with a
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lower residual resistivity for the single crystals. The roughness of the aluminum
buffer layer employed at the beginning of the growth process and the presence
of anti-phase domain boundaries, as seen in TEM (Fig. 6.11), could be poten-
tial contributors to both the higher residual resistivity and wide rocking curves
(Fig. 6.9(c)) of our thin films. The T2 coefficient of resistivity in our thin films
is A = 6⇥10 4 ± 1⇥10 4 µ⌦ cm/K2 and are similar to the earlier reported values
for single crystals.[202, 203] Assuming a similar value of   = 45 mJ/mol K2 in
our thin films as in single crystals, we obtain a Kadowaki Woods ratio (A/ 2)
of ⇡ 3⇥10 7 µ⌦ cm mol2 K2/mJ2, which is orders of magnitude lower than the
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universal behavior observed in many f electron systems, A/ 2 = 1⇥10 5 µ⌦ cm
mol2 K2/mJ2.[204] This apparent discrepancy can be reconciled by incorporat-
ing corrections assuming full degeneracy N = 8 fold degeneract of the Yb 4f J
= 7/2 manifold in the ground state that gives a value of A/ 2 = 3.6⇥10 7 µ⌦
cm mol2 K2/mJ2. [205] Results from our transport measurements are consistent
with neutron scattering experiments where no sharp crystal electric field exci-
tations are observed due to degeneracy of the crystal electric field levels in the
ground state.
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CHAPTER 7
ELECTRONIC STRUCTURE OF YbAl3 AND LuAl3
Kondo lattice materials present an exotic materials system where peculiari-
ties in the low energy electronic structure can stabilize multitudes of different
ground states. In these multi-band systems, it is crucial to distinguish and delin-
eate contributions from individual electronic states in order to obtain a micro-
scopic understanding of their properties. Advanced spectroscopic probes such
as ARPES, with its unique momentum resolving capabilities can be extremely
beneficial in this regard.[15] In this chapter, we will describe experimentally
observed k - resolved electronic structure of YbAl3 and LuAl3 thin films, and
compare our results with the predictions from density functional theory calcu-
lations. Our results establish the feasibility of combining high quality synthesis
with in situ ARPES in a Kondo lattice system, thus opening the door for future
advanced spectroscopic investigation of systems that are difficult to cleave or
even artificial f electron heterostructures.
7.1 Electronic structure calculations
Density functional theory[206] calculations are carried out using a full-potential
linearized augmented plane wave method (LAPW), with PBE-GGA[207] func-
tionals for exchange potential as implemented in the WIEN2k code.[208] Scalar
relativistic effects and spin-orbit interactions are taken into account for all elec-
trons. Spin-orbit interactions for valence electrons are calculated in a self-
consistent manner using second variational procedure. We added on-site
Coulomb repulsion U for 4f electrons to take into account their strong correla-
tions. A value of U = 2.08 eV was chosen for LuAl3, to match the simulated Lu 4f
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core levels with those of our ARPES experiment. ForYbAl3, determining a value
of U is tricky as DFT+U approach cannot adequately describe valence fluctua-
tion in YbAl3.[209] Furthermore, it has been shown to perform poorly for many
Kondo lattice systems that contain a partially filled f shell, both in the mixed va-
lence and heavy fermion regimes, and in particular, for YbAl3. Nevertheless, we
perform calculations both with and without U to understand the systematics of
the changes in DFT predicted band structure with U, as is discussed later. Cal-
culations are done to a convergence in energy and charge of 1 meV and 0.001 e 
per unit cell. Both LuAl3 and YbAl3 crystallizes in a cubic structure with space
group Pm3m, which has 48 symmetry operations. Eigenvalues are calculated
at 356 different k points, uniformly distributed in the irreducible 1/48 of the
Brillouin zone.
Computed electronic structure along several high symmetry directions of the
LuAl3 Brillouin zone is shown in Fig. 7.1. Calculated three-dimensional Fermi
surface is shown in Fig. 7.2. Two bands form the Fermi surface in LuAl3. One
of them forms a multiply connected Fermi surface centered at   with elongated
arms along each of the six equivalent   - X directions. The other band forms an
electron pocket centered at the R point. Fermi surface for YbAl3, obtained from
similar calculations without adding any U, is shown in Fig. 7.3. An additional
band now crosses the Fermi level which forms closed hole pockets along eight
symmetric body diagonal directions of the Brillouin zone along   - R. (Fig. 7.3
c). The electron pocket around the high-symmetry R point, as seen in LuAl3, is
also present inYbAl3. But, the multiply connected Fermi surface centered at   in
LuAl3 undergoes a significant change in YbAl3. Now, it consists of two surfaces,
a closed electron pocket centered at   and another surface extending along six
symmetric directions of the Brillouin zone along   - X.
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(a) (b)
Figure 7.1: a) Crystal structure of LuAl3 / YbAl3 b) Corresponding Bril-
louin zone c) Spaghetti plot showing calculated electronic band
dispersion in LuAl3
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(a) (b)
Figure 7.2: a) and b)Two Fermi surface sheets that form the Fermi surface
in LuAl3
We have performed LDA + U calculations for YbAl3, with U = 5.44 eV (0.4
Ry). U value is chosen following many reported work on Yb Kondo lattice sys-
tems, where the chosen Hubbard U varies between 4 and 6.5 eV.[210] However,
it is noted that no additional significance is attached to the correctness of the
chosen U value, our purpose here is only to establish systematics in the effect of
adding Hubbard U on the electronic structure, particularly on the Yb 4 f derived
states and Fermi surface topology in YbAl3. As expected, addition of U pushes
the Yb 4f J=7/2 and J=5/2 core-levels to higher binding energy that results in a
significant change in the Fermi surface topology seen in Fig. 7.3, particularly, an
increase in size of the electron pocket at  . A comparison of the two-dimensional
Fermi surfaces centered at Gamma and band dispersions along the   - X direc-
tion for three different situations viz. LuAl3 with U = 2.08 eV, YbAl3 with U =
5.44 eV andYbAl3 without U reveal a reduction in the size of the pocket centered
at   from LuAl3 to YbAl3; the size of which in YbAl3 is sensitive to the positions
of the Yb 4f J = 7/2 and J = 5/2 levels, shown in Fig. 8.12. Quantum oscillation
measurements at low temperatures inYbAl3 single crystals indicates that the Yb
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Figure 7.4: Evolution of the electronic structure from LuAl3 to YbAl3. Two-
dimensional projection on the kx - ky plane of the calculated
Fermi surface centered at   of a)LuAl3 with U = 2.08 eV b)YbAl3
with U = 5.46 eV c)YbAl3 without U. d) - f) Corresponding
energy-momentum spectral map along a cut indicated by the
black line in a). Note the change in size of the electron pocket
centered at (0,0)
4f levels needs to be artificially shifted to lower binding energy that pushes the
electron pocket at (0,0) above the Fermi level to get a fair agreement with the
DFT calculations. [170]
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Thus, knowledge of the binding energy of the 4f states is crucial to gain
insight into the Fermi surface topology and low energy excitations, as is borne
out of our own density functional theory calculations and will be discussed in
greater detail in the next chapter.
7.2 ARPES Results
7.2.1 General Electronic Structure
Angle-resolved photoemissionmeasurementswere obtained using amonochro-
matized VUV5000 helium discharge lamp using a photon energy of 21.2 eV
and 40.8 eV, characteristic emission lines of He I↵ and He II↵ respectively, and
a R4000 Scienta electron analyzer with a chamber base pressure better than
5⇥10 11 Torr. After completion of growth, thin films were transferred into the
analyzer chamber within 20minutes without breaking vacuum, thus preserving
a pristine surface for photoemission.
In Figures 7.5, we show four-fold symmetrized Fermi Surface maps of LuAl3
andYbAl3 respectively, taken usingHe I↵ photon energy (21.2 eV) at 21 K. Fermi
surface for LuAl3 consists of an electron pocket centered at (0,0) and another
electron pocket centered at (⇡,⇡). Corresponding 2D Fermi surface in YbAl3 at
21 K, shown in Fig. 7.5, reveals a very tiny residual spectral weight at (0,0)
from an electron pocket whose band bottom is very close, but above EF and a 4f
derived hole pocket centered at (⇡,⇡). LDA calculation for YbAl3, as discussed
in the previous chapter, predicts the presence of an electron pocket centered at
 , but completely fails to reproduce the hole pocket that is derived from the
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(a) (b)
Figure 7.5: Fermi surface maps of a)LuAl3 and b)YbAl3 taken using HeI↵
photons.
renormalized 4f states described in greater detail in the next chapter.
Intensity spectral maps taken along (0,0 - ⇡,0) for LuAl3 and YbAl3 are shown
in Fig. 7.6. For LuAl3, contribution only from Lu 4f13 final states is observed in
Fig. 7.6, where the spin-orbit split core levels with J = 7/2 and J = 5/2 are at
binding energies 6.72 eV and 8.18 eV, respectively. In contrast, in YbAl3, contri-
butions from both f13 and f12 final states can be identified indicating that YbAl3
is a mixed valence compound. Spectral peaks very close to the Fermi level with
a binding energy of 0.03 eV and 1.34 eV, respectively, constitute features derived
from f13 final states, the former being derived from J = 7/2 final state also known
as the Kondo resonance peak, and the latter the spin-orbit split peak derived
from J = 5/2 final state. Peaks marked with asterisks at binding energies 0.6 eV
and 1.9 eV are corresponding surface core levels. The difference in binding en-
ergy between the bulk and surface doublets in our measurements is found to be
⇡ 0.6 eV, consistent with earlier photoemission (PES) measurements on YbAl3
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single crystals.[162] Spectral features observed at binding energies between 5
and 11 eV are derived from the Yb3+f12 final states.
7.2.2 Correspondence in electronic structure between LuAl3
and YbAl3
Lu, Yb and Al in free form has the following electronic structure
Lu = [Xe] 4f 14 5d1 6s2
Yb = [Xe] 4f 14 6s2
Al = [Ne] 3s2 3p1
But, in LuAl3 both Lu is in 3+ valence state contributing three valence elec-
trons (5d1 6s2). In YbAl3 nominal Yb valence is intermediate between 2+ and 3+.
So chemical potential in YbAl3 is expected to be at a lower energy than in LuAl3.
When Yb is in 3+ valence state, f electrons are localized, having 4f 13 configu-
ration and contributing 3 valence electrons (6s2 5d1). However, hybridization
between the 4f and 5d states results in a 4f 14 configuration leading to Yb2+ va-
lence state. This is because 5d electrons are relatively delocalized and do not
feel atomic correlations as much as 4f electrons. In YbAl3 ground state can be
thought to comprise of both Yb2+(6s2) and Yb3+(5d16s2) valence states leading
to non-integral Yb valence. At at low temperatures the Yb nuclear charge can
be screened by Kondo coupling leading to an increase in the Yb2+ f 14 contribu-
tion and creating, as a result, an additional hole at the Fermi surface. Enhanced
Kondo screening in YbAl3 at low temperatures is expected to result in the de-
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Figure 7.6: E-k spectral map of b)LuAl3 and c)YbAl3. Corresponding EDCs
obtained after integrating over the whole momentum region is
shown in a).
velopment of Abrikosov-Suhl resonance.[61, 62] As, in Yb, 4f orbitals are more
than half filled, single impurity Anderson model predicts the resonance to be
pinned close but below the Fermi level.[67, 211]
In Fig. 7.7, we compare spectral intensity maps obtained in LuAl3 and YbAl3
for identical ARPES cuts along several different momentum regions. From the
spectral map comparison, it is clearly seen that light broadly dispersive and
mostly Al derived band-like conduction electron states are similar in YbAl3 and
LuAl3 at identical momentum regions within a shift in chemical potential that
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Figure 7.7: Similarity in electronic structure between YbAl3 and LuAl3.
Four-fold symmetrized two-dimensional electronic structure
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eV binding energy, both obtained with photon energy 21.2 eV
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lighting similar dispersion in LuAl3 and YbAl3. White arrows
in panels (D) and (H) indicate the binding energies at which
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tively.
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accounts for the difference in the Yb and Lu average valence inYbAl3 and LuAl3,
respectively. We will focus on the interaction between the broad, dispersive
states and the renormalized f states (Abrikosov-Suhl resonance)[61, 62] result-
ing from Kondo interaction, near the Fermi level in the next chapter. Neverthe-
less, experimentally observed one-to-one comparison between the momentum-
resolved electronic structure in YbAl3 and LuAl3 establishes that we are probing
identical momentum region in kz, both in YbAl3 and LuAl3 for the same pho-
ton energy. Because of similarity in the crystal structure of LuAl3 and YbAl3, it
is reasonable to expect similar inner potentials for the identical (001) surfaces
studied here, which is what we find experimentally.
7.2.3 Determination of kz
Our ARPES measurements access a two dimensional projection of the three di-
mensional Brillouin zone centered around a particular kz value that depends on
the incident photon energy, as discussed in Chapter 1. Both YbAl3 and LuAl3
has a three dimensional cubic structure and thus expected to have significant
dispersion in their electronic band structure along kz, as also predicted from ab-
initio calculations. Thus, it is important to determine the momentum region we
are probing with our particular photon energy of 21.2 eV. One way to determine
kz is by comparing experimentally measured electronic band dispersions with
the predictions form DFT+U calculations. However, such an approach poses a
challenge forYbAl3, as it is well known that DFT+Umethods perform poorly for
Kondo lattice systems because they fail to satisfactorily account for the strong
correlations of the partially filled f shell.[209] But, such a method should per-
form reasonably well for LuAl3, which is a conventional metal with completely
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filled f shell. Hence, we compare calculated band structure with our experimen-
tally observed data for LuAl3 to help figure our the momentum region along the
z direction that we are probing. In the previous section, we have already estab-
lished that we are measuring identical momentum region in kz for same photon
energies in YbAl3 and LuAl3. Therefore, knowing the probed momentum re-
gion for LuAl3 allows us to gain information for YbAl3 as well. Fermi surface of
LuAl3 predicted from LDA calculations comprise of a multiply connected hole
pocket centered at   and an electron pocket centered at the R point. A two di-
mensional cut at   would access only the hole band, the 2D projection of which
would consist of features centered at (0,0) and (⇡,⇡), consistent with our ARPES
measurements. In Fig. 7.8 (c), we show experimentally obtained Fermi surface
and the simulated two-dimensional contour plot of the Fermi surface in the kx
- ky plane centered at   overlaid on top, establishing a very good agreement
between simulation and experiment. We also compare spectral maps obtained
from simulation and experiment along (0,0 - ⇡,0) of the surface Brillouin zone
and find very good agreement over a wide energy range.(7.8) In particular, our
simulation accurately reproduces dispersion of the electron pocket centered at
(0,0). Therefore, comparing measured band structure with ab-initio calculations
for LuAl3 and the observed correspondence between the electronic structure for
similar ARPES cuts between LuAl3 and YbAl3, we determine that for an inci-
dent energy of 21.2 eV, we are accessing a two dimensional momentum region
centered around   in both YbAl3 and LuAl3.
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7.2.4 Influence of crystal field in YbAl3
The intriguing dichotomy of the nature of f electrons is at the heart of many
exotic properties in Kondo lattice systems. From early studies involving mag-
netism in f electron systems, it was realized that strong on-site Coulomb repul-
sion plays a significant role in the f electrons, leading to a localized character.
Such localized states then naturally interact with their environment via crystal
field forces, where crystal electric field can lift the degeneracy of a particular
spin-orbit split manifold. For example, in a cubic environment, assuming crys-
tal field is weak compared to spin-orbit coupling strength, which is the case for
4f systems such as YbAl3, magnetically relevant J = 7/2 manifold (relevant for
YbAl3) is expected to break up into three crystal field split states - two doublets
 6 and  7 and a quartet  8.[212]
However, this idea was strongly challenged in Kondo Lattice systems. It was
realized that in order to explain the dramatic ↵     iso-structural phase transi-
tion of Ce involving a volume change of 14% under a pressure of 7 Kbar, an
itinerant model to describe the f electrons in the ↵ phase needs to be invoked.
Subsequently, in many lanthanide and actinide based inter-metallic systems, ex-
perimental evidence of f electrons forming coherent Bloch waves were found.
Today, this is primarily understood in terms of the Kondo screening of the f mo-
ments that results in the formation of itinerant heavy bands in a lattice. Subse-
quently such materials came to be generically known as Kondo lattice systems.
However, the degree of delocalization of these strongly correlated f electrons
primarily depends on the Kondo coupling strength along with other competing
interactions and can be highly material dependent. Even in materials family
containing the same rare earth element, the degree of delocalization can vary.
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For example in uranium compounds, 5f electrons become increasingly local-
ized going across ↵-U, US, URu2Si2, USe and UTe, where the 5f electrons pri-
marily have an itinerant character in ↵-U, but are almost completely localized
in UTe.[105] A rigorous understanding of the dual nature of f electrons in these
systems remains a central challenge in condensed matter systems.[213, 214, 79]
One might then wonder how the crystal electric fields affect the level split-
tings in these compounds as f electrons become increasingly itinerant. Theoret-
ically, within a self-consistent slave-boson mean field type calculations, it has
been predicted that crystal fields can indeed vary as a function of the exchange
interaction between the rare earth ion and the conduction electrons, wherewhen
fully itinerant, crystal field effects on f electrons should be negligible.[215] Ex-
perimentally, information about CEF split levels of the f states has mostly been
obtained from neutron scattering experiments where sharp crystal field tran-
sitions should be observed in the dynamic magnetic susceptibility.[216, 217]
However, this assumes a completely localized picture for the f electrons, where
crystal field split states lack well-defined structure in momentum space.
Situation in the Kondo lattice systems, as has been described above, is very
different. In such systems localized f states can combine with delocalized con-
duction electrons forming dispersive hybridized heavy bands that can result in
significant deviation from their atomic properties. Such a process can then re-
sult in CEF split states acquiring dispersion, where the energy levels can vary
as a function of momentum. Understanding the nature of such states is ex-
tremely important to gain a microscopic understanding of the magnetic as well
as emergent properties of these systems. To identify such effects one needs a k
- resolved probe, as methods like inelastic neutron scattering or resonant x-ray
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Figure 7.9: Crystalline Electric Field (CEF) split states in YbAl3 (a) High
resolution spectral intensitymap along (0,0 - ⇡,0) inYbAl3 taken
at 21 K showing dispersive CEF split states. (b) Waterfall EDC
plot with the extracted dispersion of the CEF split states over-
laid on top. (c) EDCs taken at the momentum region shown by
red arrows in (a), also highlighted in red in (b) with their corre-
sponding fits showing individual contributions. Two different
EDCS cuts are displaced vertically for clarity. A Shirley back-
ground [27] that has been subtracted prior to the fitting process
accounting for the inelastically scattered electrons is shown in
brown. Binding energy separation between the CEF split states
( 1, 2) at the two different k points are also indicated.
scattering integrate excitations over the whole k - space. Momentum resolving
capabilities of ARPES can uniquely address this problem. Indeed, recent ARPES
studies has revealed dispersive CEF states in a few Kondo lattice systems, such
as YbRh2Si2[218], CeRh2Si2[219], whose energy levels can get altered at certain
momentum regions.
InYbAl3, as has been described in Section 7.3, an analysis of the transport co-
efficient indicates full N=8 fold degeneracy of J=7/2 manifold.[175] This is con-
sistent with the lack of any sharp CEF excitations in neutron scattering experi-
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ments on this material.[220, 221, 222] This has generally been ascribed to high
Kondo temperature (TK ⇡ 670 K) in this compound. In Fig.7.9 using high res-
olution ARPES measurements, we show that the degeneracy of the CEF states
can be lifted at certain k-points as they become dispersive hybridizing with the
conduction electrons at the band crossings. In a cubic environment, Yb J=7/2
manifold is expected to break up into three crystal field levels  6,  7 and  8 and
we observed three individual bands in Fig. 7.9. Extracted dispersions from our
ARPES data, shown in Fig. 7.9 can be well understood as arising out of the hy-
bridization of a light band and three crystal field levels of the J=7/2 manifold,
degeneracy of which is lifted as they hybridize with the light bands. The band-
width of each of these crystal field split states is roughly comparable to their
separation (⇡ 10 meV), which would suggest that when integrating all allowed
transitions over k, no sharp structure in energy should be observed, explaining
the absence of well-defined excitations in inelastic neutron scattering data. En-
ergy distribution curves, shown in Fig.7.9 (c) taken at two different momentum
regions indicated in Fig.7.9 (a) establish momentum dependent energy sepa-
ration between the CEF split states. This again underscores the importance of
momentumdispersivemeasurements in understanding the properties of Kondo
lattice systems.
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CHAPTER 8
TEMPERATURE DEPENDENT EVOLUTION OF THE ELECTRONIC
STRUCTURE IN YbAl3: CONNECTING r-SPACE WITH k-SPACE
In this chapter, we describe how enhancement of the Kondo coupling at
lower temperatures brings about a change in the electronic structure of YbAl3.
InYbAl3, the local electronic structure changes with temperature that is believed
to be due to enhanced Kondo screening of the 4f moments at the Yb sites, re-
sulting in a decrease in the average Yb valence. But, how such a local change
is manifested in changes in low energy excitations and Fermi surface topology
that are crucial to understand its physical properties and Fermi surface instabil-
ities, has remained enigmatic. In this chapter, combining high and low energy
spectroscopy, we provide a microscopic picture elucidating an intimate connec-
tion between the temperature dependent changes in real and momentum space
electronic structure in YbAl3, which should be generic to any mixed valence
system.
8.1 Evolution of Yb valence in YbAl3 thin films
In this section, we describe temperature dependent changes in the average Yb
valence in our YbAl3 thin films that represents changes in the local electronic
environment at the Yb sites, estimated using x-ray photoemission spectroscopy
(XPS) and resonant x-ray emission spectroscopy(RXES). We compare our results
with existing estimates reported in the literature from measurements on YbAl3
single crystals.
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Figure 8.1: Fit to XPS spectrum obtained using Al K↵ photons at 110 K
from a 25 nm thick YbAl3 film. Shirley type background ac-
counting for inelastically scattered electrons is shown in or-
ange. Lorentzians shown in green and blue account for Yb2+
and Yb3+ contributions to the measured XPS spectrum, respec-
tively.
8.1.1 Evolution of XPS spectra
X-ray photoemission spectroscopy (XPS) is a close cousin of ultra-violet photoe-
mission (UV-PES), only difference being that in XPS, x-rays are used instead of
ultra-violet photons. In XPS more energetic photons are employed, leading to
less surface sensitivity compared to UV-PES.(Fig.2.2) Here, we have used XPS
to determine the average Yb valence and its evolution as a function of temper-
ature. To generate x-rays, we used a commercial dual-anode x-ray source us-
ing Al k↵ photons with characteristic energy 1486.6 eV. Emitted photoelectrons
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Figure 8.2: a)Evolution of XPS spectra with temperature b)Yb valence as a
function of temperature evaluates estimating spectral intensity
corresponding to f13 and f12 final states.
were detected using Scienta R4000 analyzer in the high pass mode, suitable for
detection of high kinetic energy electrons. In mixed valence systems, such as
YbAl3 photoemission spectra should consist of two different final state multi-
plets corresponding to different initial valence configurations. For YbAl3, both
4f13 (spectral peaks between 0 - 2 eV) and 4f12 (spectral peaks between 5 - 12 eV)
final states that correspond to Yb2+ 4 f 14 and Yb3+ 4f13 initial states, respectively
and are separated by Uf f ⇡ 6.5eV . Average Yb valence ⌫ can be determined
evaluating the integral spectral weight corresponding to 4f13 (I2+) and 4f12 (I3+)
final states as
⌫ = 3   I
2+/14
I2+/14 + I3+/13
(8.1)
Individual XPS scans measured at a particular temperature is fitted by a
waveform consisting of a number of lorentzians, 2 for Yb2+ final state and 7
for Yb3+ final state (7 lorentzians were found to be adequate to fit our data,
as our experimental resolution, ⇡ 90 meV, is not able to resolve all the 4f13 fi-
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nal state multiplets), multiplied by an appropriate Fermi-Dirac distribution and
convoluted by a Gaussian that accounts for experimental broadening.(Fig. 8.1)
A Shirley type background that accounts for contributions from inelastically
scattered electrons is subtracted before the fitting procedure is performed. In
Fig. 8.2, we show estimated variation in average Yb valence in YbAl3 with tem-
perature. As described in Chapter 1, measured intensity can be strongly in-
fluenced by matrix element and final state effects. Furthermore, to have a good
estimation of the background intensity, knowledge of the non-4f spectral weight
at that particular photon energy and contributions from inelastically scattered
electrons is required. This makes the estimation process tricky, leading to errors
in estimated absolute Yb valence. However, we can determine a relative change
in intensity as a function of temperature with much better precision leading to
accurate estimation of temperature dependent change in Yb valence, because
a change in temperature is expected to negligibly affect the factors modulating
measured photoemission intensity and non-4f spectral weight.
8.1.2 Evolution of RXES spectra
Introduction to RXES
Resonant x-ray emission spectroscopy (RXES) is a photon-in photon-out tech-
nique that can be used as a truly bulk sensitive alternative to XPS for determi-
nation of rare-earth valence in Kondo lattice systems. For YbAl3, we use in-
cident photon energy tuned to the Yb L3 absorption edge, thus resonantly en-
hancing signal from Yb atoms in YbAl3, making it element specific. As ground
states with Yb2+ and Yb3+ valence states undergo slightly different transitions as
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shown in Fig.8.3, absorption edges corresponding to two different Yb valence
configuration is seprated in energy by ⇡ 8 eV.[164] Hence, an analysis of the
absorption spectral weight corresponding to different Yb valence leads to an es-
timate of the average Yb valence inYbAl3. In RXES the emitted x-rays are energy
resolved and only a particular decay channel is collected.[223, 161] In contrast,
in x-ray absorption spectroscopy (XAS) in the transmission mode, the total ab-
sorption by the sample is measured, and in the Total fluorescence yield (TFY)
mode, all emitted x-rays from the excited state are collected leading to poor
energy resolution. In this particular experiment, we collect only Yb L↵1 pho-
tons. RXES has a better intrinsic line width of the spectral features resulting in
greater resolving power compared to XAS. In YbAl3, L3 absorption edge creates
a 2p core hole exciting an electron from 2p to 5d. The intrinsic spectral broaden-
ing for XAS in transmission or in TFY mode is then determined by the lifetime
of deep lying 2p core level. But, in RXES, we are only collecting photons emit-
ted in the L↵1 decay channel that creates a 3d hole. The spectral broadening is
now determined by the 3d level that is much shallower compared to the deeply
bound 2p level, hence intrinsic spectral broadening is much smaller. This can
be seen in the two-dimensional spectral map of the RXES spectra in Fig.8.4 a),
where the spectral broadening along the x- axis(Excitation energy),  p is much
larger than along the y-axis(Energy transfer, (Ein - Eout)),  d.
Experimental SetUp
RXES spectra was collected at the Cornell High Energy Synchrotron Source
(CHESS) at the C1 bend magnet beamline under ring conditions of 5.3 GeV and
100 mA. Incident x-ray radiation was monochromated using a Rh mirror and
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Figure 8.3: RXES process and the experimental setup. a)Energy diagram
showing relevant excitations for Yb LIII - L↵1 RXES process. b)
The measurement geometry with the sample, analyzer crystal
and detector all on a Rowland circle. c) Experimental setup for
RXES at the C2 beamline at CHESS
sagittal focus double Si (220) crystal monochromator. Incident energy was cali-
brated by using Cu foil where the energy of the first inflection point was set to
8980.3 eV. X-ray emission was monochromated and focused using five spheri-
cally bent Si(444) crystals in the Rowland geometry by using the CHESS dual ar-
ray valence emission spectrometer (DAVES).[224] X-rays were finally collected
with a Pilatus 100K area detector (Dectris). Use of area detector offered signif-
icant advantages for the current experiment in terms of ease of alignment and
reliable background subtraction. Two regions of interest (ROIs) were chosen,
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one containing more than 95% of the emission signal and another centered on
the first ROI, but twice in size. The larger ROI was used to correct for the aver-
age background counts as
Icorrected = IROI1   AreaROI1(
IROI2   IROI1
AreaROI2   AreaROI1 ) (8.2)
Measured counts were further corrected for variations in incident photon flux
by normalizing with the measured incident flux using a N2-filled ionization
chamber placed upstream of the sample stage. x-ray emission energy was cali-
brated measuring the K↵1 and K↵2 lines of a Cu foil. Overall energy resolution
of the setup was determined to be better than ⇡ 3 eV measuring quasi-elastic
scattering from a polyimide sample. No photodamage was observed even after
taking more than 4 scans (maximum number of scans taken at a particular spot)
at a single spot. Sample was mounted on a closed cycle cryostat with base tem-
perature of 45 K. A helium filled bag coveredmost of the x-ray path between the
sample, analyzer and detector. This was placed to minimize ambient scattering
of the x-rays.
Results
In Fig. 8.4 we show normalized spectra taken at L↵1 emission line both at 300
K and 45 K. It is clearly seen that the contribution of Yb2+ absorption peak in-
creases at the lower temperature indicating that average Yb valence decreases
with temperature. To obtain a quantitative estimate of the average Yb valence,
the RXES spectra was fitted with Voigt functions for absorption peaks corre-
sponding to Yb2+ and Yb3+. Absorption feature corresponding to Yb3+ exhibits
a double peak structure requiring two component Voigt function. The double-
peak structure for Yb3+ component has been seen in other Yb-intermetallic com-
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pounds such as YbCuAl[225] and Yb2Ni12P7[226] and is ascribed to the crystal
field splitting of the unoccupied Yb 5d states.
A series of arctan-like function capturing the edge jumps corresponding to
the absorption edges are used to estimate the background. RXES spectra along
with the corresponding fit showing contributions from individual components
is shown in Fig.8.4. Average Yb valence was found to be 2.83±0.01 at 300 K and
2.78 ± 0.01 at 45 K, and were estimated using the following formula
⌫ = 2 +
I(3+)
I(2+) + I(3+)
(8.3)
where I(2+) and I(3+) are respective intensities of Yb2+ and Yb3+ components.[223,
160] Thus, from 300 K to 45 K average Yb valence in YbAl3 decreased by
⇡ 0.05, consistent with results from similar measurements on YbAl3 single
crystals.[161, 168]
8.1.3 Conclusion
In Table 8.1, we present Yb valence in YbAl3 as estimated using various spec-
troscopy techniques, including our own results from YbAl3 thin films. Due to
uncertainty in background estimation, final state effects, and inability to sat-
isfactorily separate the bulk from surface contributions, absolute value of the
estimated Yb valence varies depending on the nature of the probe used.
However, as discussed earlier, all such methods should allow for estima-
tion of change in valence with temperature much more accurately. Accordingly,
we have plotted change in Yb valence,  ⌫ as a function of temperature in Fig.
8.5, calculated both from values reported in the literature and from our own re-
sults. We have calculated change in valence at a temperature T by subtracting
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Figure 8.4: a) Two-dimensional intensity map of the photon yield around
Yb L↵1 emission energy plotted as a function of incident en-
ergy and energy transfer into the sample (Ein - Eout). Line cut
shown in red b) Corresponding RXES spectra ofYbAl3 at the Yb
L↵1 emission energy with the corresponding fit showing con-
tributions from Yb2+ and Yb3+ and arc-tan like contributions
capturing the edge jumps. Absorption feature corresponding
to Yb3+ has a double peak structure which is ascribed to the
crystal field splitting of Yb 5d band. corresponds to L↵1 emis-
sion energy. c) Identical cut as in b) at two different temper-
atures. Spectra are scaled to highlight enhanced contribution
from Yb2+ at the lower temperature. d) Estimated Yb valence
as a function of temperature as obtained from RXES
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Table 8.1: Estimated Yb valence employing various spectroscopies
Technique YbAl3 valence
PES (h⌫ < 120 eV) 2.77 (10 K)[166]2.77 (21 K)[227]2.63 (20 K)[228]
PES (h⌫ > 500 eV) 2.60(21 K)[227]2.65 (20 K) [162]
4f HAXPES 2.71 (180 K)[162]2.47 (20 K)[161]
XAS/RXES 2.78 (300 K)[160, 161]2.78 (45 K)[227]2.75 (10 K)[168]
measured valence at the lowest temperature in the data set, from the measured
valence at T. For each of the reported data sets, lowest temperature at which Yb
valence was measured is equal to or lower than 45 K, belowwhich change in Yb
valence with temperature is negligible within the experimental error. Hence,
our procedure of calculating the change in valence  ⌫ does not add any ad-
ditional errors. From Fig. 8.5, we can immediately conclude that most of the
spectroscopic results agree that the change in Yb valence is ⇡ 0.05 between 300
K and temperatures below ⇡ 45 K. Only outliers are the results from hard x-ray
photoemission (HAXPES) that uses Yb 4f core-levels to determine Yb valence
from fractured single crystals. Such discrepancy probably originates primarily
from large perturbed regions of the surface[171] resulting from scraping or try-
ing to cleave a not so easily cleavable sample, as has been pointed out by the
authors of the ref.[161] themselves. An analysis of HAXPES data from deeply
bound Yb 3d core levels, which are expected to be less influenced by surface dis-
orders, yields values for Yb valence in agreement with the XAS/RXES results.
This further bolsters the above assertion that the discrepancy in Yb valence ob-
tained fromHAXPESmeasurements of the Yb 4f core-levels is due to significant
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Figure 8.5: Change in Yb valence in YbAl3 as obtained using various spec-
troscopic probes. Moreschini(2007) [161], Bauer(2004) [168],
Lawrence(1994) [160], Suga(2005) [162], Suga(2007) [163]
surface disorder in scraped single crystals.
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8.2 Evolution of low energy electronic structure in YbAl3 thin
films
8.2.1 Evolution of the light bands
Having estimated the temperature dependent change in Yb valence, we now
turn towards the evolution of its k - resolved electronic structure. In Fig. 8.6,
we show a series of high resolution spectral intensity maps obtained along (0,0
- ⇡,0) at kz ⇡ 0 between 255 K and 21 K, as temperature was lowered.
Our measurements reveal a dramatic temperature dependent shift of the
chemical potential  µ, resulting in the renormalized 4f derived states moving
closer to the Fermi level at lower temperatures, consistent with earlier angle-
integrated result of scraped YbAl3 single crystals. However, the most dramatic
effect of such a chemical potential shift is on the parabolic electronic pocket cen-
tered at  . At 255 K, the electron pocket can be clearly observed with the band
bottom at 50 ± 5 meV binding energy and at a kF of 0.20 ± 0.03 ⇡/a. As the
temperature is lowered, the electron pocket is shifted in energy towards lower
binding energies and eventually undergoes a Lifshitz transition and becomes
entirely unoccupied. This is clearly seen in Fig.8.7 a), where we show a stacked
plot of momentum distribution curves (MDCs) at the Fermi level(EF) at dif-
ferent temperatures. For all temperatures till 31 K, two spectral peaks can be
distinguished, as expected for Fermi crossings of a parabolic electron-like band
centered at (0,0). However, at 21 K within our experimental resolution, only a
single spectral peak can be identified because now the electron pocket has be-
come completely unoccupied and only the residual spectral weight is observed
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Figure 8.7: Lifshitz transition in YbAl3 a)Stacked plot of MDCs at differ-
ent temperatures. b) Two spectral peaks can be identified in
the MDC plot taken at 31 K while only one spectral peak is
observed in teh corresponding MDC plot at 21 K establishing
that the electron pocket centered at (0,0) is now completely un-
occupied. The central spectral peak at 21 K is due to residual
spectral weigh because of finite energy resolution of the exper-
iment. c) High resolution, high-statistic spectral intensity map
at 21 K obtained after dividing by the resolution broadened
Fermi function. The parabolic band (white dotted line), is a
guide to eye for the dispersion of the electron-like pocket at  .
at (0,0) (Fig.8.7 b)). This is clearly seen in Fig. 8.7 c), where high resolution high
statistic spectral intensity map taken at 21 K is divided by resolution broadened
Fermi-Dirac distribution to access thermally populated electrons. The band bot-
tom of the electron pocket centered at (0,0) is now clearly seen above the Fermi
energy. We can now understand anomalies in specific heat in the temperature
range 15 - 40 K (Fig. 6.1), as arising out of the Lifshitz transition. Within our
experimental resolution, we did not observe any noticeable change in disper-
sion of the electron pocket with temperature. Thus, the most pronounced effect
of lowering the sample temperature is that of a chemical potential shift. How-
ever, unlike Yb f13 final states, Yb f12 final state did not appear to shift in binding
energy with temperature, consistent with earlier high energy photoemission re-
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Figure 8.8: a)EDCs are obtained by integrating over themomentum region
highlighted in blue. b) A representative EDC with correspond-
ing fit is shown along with individual contributions. A shirley
type[27] background has been subtracted.
sults on single crystals.[162] This indicates that the observed shift in chemical
potential is brought about by low energy alteration in band filling due to the
emergence of a Kondo screened many body state.
8.2.2 Evolution of the heavy bands
We now turn towards the evolution of the 4f derived heavy bands. In Fig.8.9
a), we show a few representative energy distribution curves (EDCs) at different
temperatures obtained by integrating over amomentum region indicated in Fig.
8.8.
By fitting the EDCs, we obtain a quantitative estimate of the change in 4f
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binding energy, spectral weight and the scattering rate as a function of temper-
ature, shown in Fig 8.9 b), c) and d) respectively. As temperature is lowered, the
heavy 4f derived band moves towards a lower binding energy due to the shift
in chemical potential as discussed earlier. 4f spectral weight increases while the
4f scattering rate decreases, both of these quantities together with 4f binding en-
ergy saturate below T⇤ ⇡ 37 K, the coherence temperature in our thin films. Satu-
ration of the movement of the heavy band towards a lower binding energy indi-
cates that the screening of the 4f moments by the conduction electrons is almost
complete at T⇤. This also results in a saturation of the 4f spectral weight. Till
the onset of the Fermi liquid behavior at T⇤, integrated spectral weight shows
a ln(T0T ) scaling behavior as expected from a two fluid model.[77] Similar to the
DFT+DMFT prediction for CeIrIn5[229], 4f spectral weight in YbAl3 does not
show any clear onset temperature till 255 K, the highest temperature at which
our data is taken. Hence, we do not attempt to estimate T0, but the observed
scaling behavior establishes that the logarithmic increase in the density of states
of heavy electron Kondo liquid is saturated as low temperature Landau Fermi
liquid behavior emerges. Finally, transport and thermodynamic measurements
have already indicated that T⇤ in YbAl3 could be related to coherence in the
4f states as it has been found to be very sensitive to dilution of the Yb sub-
lattice.[32, 168] Saturation of the 4f quasiparticle lifetime in our photoemission
data provides a direct spectroscopic evidence of the emergence of coherence in
the 4f derived states at T⇤.
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8.3 Connection between r-space and k-space electronic struc-
ture in YbAl3
To make a quantitative connection between the observed change in band filling
and the estimated change in the Yb valence, we calculate the change in occu-
pation of the electron pocket from its Fermi wave vector (kF) as a function of
temperature. kF is determined from themomentum distribution curves (MDCs)
taken at the Fermi Energy (EF).
In Fig. 8.10, we show MDCs at EF taken at different sample temperatures
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along with their corresponding fits where the spectral profiles are fitted with
two lorentzians and a linear background.(eqn. 2.25,2.26) We note that our inci-
dent photon energy samples the two dimensional momentum space centered at
 . Therefore, our obtained kF value should correspond to the extremal kF for the
electron pocket. Due to three dimensional cubic crystal structure of YbAl3 we
assume a spherical geometry for the electron pocket and calculate correspond-
ing Luttinger volume as 43⇡k
3
F .
In Fig. 8.11 a) we plot, both the estimated change in the Luttinger volume
and the average Yb valence obtained from XPS measurements that reveals a
striking correspondence between the two quantities. Our experimental result
thus provides first direct microscopic evidence that the Kondo screening of the
4f moments at the Yb sites by the conduction electrons (here, an electron pocket
centered at  ) of primarily Al 3p and Yb 5d character, leads to a change in their
band filling and is manifested as a reduction of the local Yb valence, thus es-
tablishing a connection between the two quantities. This situation is illustrated
in Fig. 8.11 b). Such a temperature dependent behavior should be generic to
any mixed valence system. Indeed, recent RIXS measurements have suggested
some alteration in band fillings at the the first order phase transition in YbInCu4,
across which Yb valence is known to undergo a significant change.[230] Self-
consistent mean field calculations taking into account changes in chemical po-
tential predicts a slower crossover from the local moment regime to the Kondo
screened regime than what is predicted by Single Impurity Anderson model,
similar to experimental observations in YbAl3 further underscoring the impor-
tance of the observed chemical potential shift.[167, 32, 231, 232]
Our experimental result also reconciles the necessity to shift the chemical
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Figure 8.12: YbAl3 Fermi surface map at kz =   at a) 21 K b) 90 K
potential in band structures obtained from ab-initio calculations in order to re-
produce results from quantum oscillation measurements in YbAl3 taken at low
temperatures.[170] In Figs. 8.12 a) and b) we show associated temperature de-
pendent changes of the Fermi surface topology. In addition to a reduction in
size of the electron pocket that mostly accounts for the observed change in Yb
valence, an increase in size of the 4f derived hole pocket can also be observed
at a lower temperature. This indicates that an increase in contribution of holes
to the Fermi Sea as Kondo screening is enhanced at lower temperatures, as is
expected from existing theories of the Kondo lattice systems. A recent tem-
perature dependent ARPES study could not observe any change in the Fermi
surface topology across the Kondo temperature in YbRh2Si2.[233] Although we
cannot provide any definitive reason for such an observation, we would like to
highlight differences between YbRh2Si2 and YbAl3 studied here. Energy scale in
YbAl3 is much higher than in YbRh2Si2 with the single ion Kondo temperature
TK ⇡ 670, while it is only 25 K for YbRh2Si2. Furthermore, although technically
YbRh2Si2 is still in the mixed valence regime, the change in Yb valence from 100
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K to 1 K , the temperature range accessed by the abovementioned experiment, is
much smaller than inYbAl3. While we have unambiguously demonstrated how
changes in band filling is related to the changes in Yb valence in YbAl3, which
should be ubiquitous in any mixed valence compound, the details of YbRh2Si2
band structure coupled with a tiny change in Yb valence might make tempera-
ture dependent changes in its band structure difficult to detect. However, even
for compounds in the heavy fermion regime, where the charge fluctuations are
frozen out, change in Fermi surface topology is expected[28, 54], which should
be investigated in the future.
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CHAPTER 9
DIMENSIONALITY TUNING OF THE KONDO LATTICE
In the previous chapters we have demonstrated how Kondo screening at the
Yb 4f moments by the conduction (Al3p - Yb5d) electrons brings about a pro-
found change in its electronic structure. At the same time, we have established
the feasibility and efficacy of combining high resolution spectroscopy with ad-
vanced synthesis tools in understanding microscopic mechanisms responsible
for the exotic properties of the Kondo lattice systems. In this chapter, we har-
ness the full potential of our novel approach by designing artificial quantum
structures involving Kondo lattice layers and use in situ ARPES to visualize
how Kondo coherence is destroyed at reduced dimensions. Our approach pro-
vides the first direct visualization of effective hybridization control by artificial
structural modifications in f electron systems.
9.1 Film Growth and Characterization
To control the effective dimensionality of YbAl3 thin films, we fabricated ultra-
thin YbAl3 layer, as well as superlattice films, where few atomic layers of YbAl3
are interrupted by LuAl3 layers. Film growth was performed in a similar man-
ner as has been described in Chapter 6. For both ultra-thin YbAl3 layers and
superlattice films, we used aluminum and LuAl3 as buffer layers, as has been
used for the synthesis of thick YbAl3 films. A rough estimation of the time
required for a monolayer formation was obtained from flux calibration using
QCM. This was fine tuned by growing test samples of desired nominal thick-
nesses and comparing with the actual thickness values estimated from x-ray
reflectivity measurements.
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Figure 9.1: L-scans along 001 film direction for a) 2:8 superlattice, where,
2 atomic layers of YbAl3 are alternated with 8 atomic layers of
LuAl3 b) 8:8 superlattice, where 8 atomic layers of YbAl3 are al-
ternated with 8 atomic layers of LuAl3. Superlattice diffraction
peaks are indicated by blue arrows. Presence of superlattice
diffraction peaks at the correct (0,0,`) values confirms correct
oredering of the atomic layers in the superlattice structure.
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In addition to confirming ordered structure both in the bulk and at the film
surface, and epitaxial orientation with respect to MgO substrate, as has been es-
tablished for thick YbAl3 films (Fig. 6.9, 6.10), additional diffraction peaks were
identified for the YbAl3 superlattice thin films establishing the correct ordering
of the layers along the 001 direction. Intensity of the superlattice diffraction
peaks depends on the density difference between the two dissimilar atomic lay-
ers present in the superlattice structure. As molar mass of YbAl3 and LuAl3,
atomic layers constituting YbAl3 superlattice structures, is almost identical (254
gm/mol for YbAl3, 256 gm/mol for LuAl3), intensity of the superlattice diffrac-
tion peaks is too weak to be resolved by standard x-ray diffraction apparatus.
To identify superlattice diffraction peaks in our superlattice thin films, we per-
formed diffraction experiment at the A2 beamline using high intensity 15 KeV
x-rays at the Cornell High Energy Synchrotron Source (CHESS). In Fig. 9.1,
we show representative line scans along 001 direction around (001) Bragg peak
for ’2:8’ and ’8:8’ superlattice thin films, where two and eight atomic layers of
YbAl3 are interrupted by eight atomic layers of LuAl3, respectively. Presence
of superlattice diffraction peaks at the correct (0,0,`) positions confirms that the
superlattice films have the desired periodicity along the out of plane direction.
9.2 ARPES Results
In situ ARPES measurements were performed by transferring the samples im-
mediately after growth (within 20 minutes) into the measurement chamber
maintaining a pressure better than 5⇥10 10 torr during the entire transfer pro-
cess. In Fig. 9.2, we compare evolution of spectral intensity maps obtained from
identical ARPES cuts at 21 K, along (0,0 - ⇡,0), for a series of films viz. 25 nm
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Figure 9.3: Near EF electronic structure in a) 25 nm thick YbAl3 b) 5 u.c.
YbAl3 c) 2 u.c. thick YbAl3 d) 1:3 YbAl3 LuAl3 superlattice
with 25 repeat units and terminated with 1 u.c. of YbAl3. All
the films have 25 nm thick LuAl3 and 1.6 nm of aluminum as
buffer layer. Additional Fermi crossings is seen (indicated by
black arrows) in panels c) and d) due to suppression of Kondo
coherence at reduced dimensions. As YbAl3 layers are made
thicker conduction electrons hybridize with the the renormal-
ized 4f states forming dispersive heavy bands as seen in panel
a). All measurements are performed at 21 K with 21.2 eV exci-
tation energy.
LuAl3, 1:3 YbAl3 / LuAl3 superlattice film with 25 repeat units terminated with
1 unit cell(u.c.) of YbAl3 on top, 5 u.c. of YbAl3 (⇡ 2.1 nm), 2 u.c. of YbAl3 (⇡
0.82 nm), and a 25 nm thick YbAl3 film. All of them are grown on MgO 100 and
have identical buffer layers of 25 nm thick LuAl3 and 1.6 nm thick aluminum.
Dramatic alterations of the near EF electronic structure is seen across the films
with different compositions with the tuning of effective dimensionality of the
YbAl3 layers. A clear shift in chemical potential is identified from the shift in
binding energy of the electron-like pocket centered at (0,0) between the 25 nm
thick LuAl3 film and the rest that have various thicknesses ofYbAl3 layers on top
(Fig. 9.2). Furthermore, the estimated shift in binding energy is in remarkable
agreement with what has been deduced in Fig. 7.7.
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Figure 9.4: Evolution of the light and heavy bands with effective dimen-
sionality tuning in a Kondo lattice system. a) Energy distribu-
tion curves integrated over a momentum region 0.63 ⇡/a and
0.73 ⇡/a for different thin film structures. A coherent Kondo
peak develops with increasing YbAl3 layer thickness. b) Evolu-
tion in binding energy of the renormalized 4f states and the
small electron-like pocket centered at (0,0) with YbAl3 layer
thickness. With the development of coherence the 4f spectral
weight shifts towards lower binding energy pushing the elec-
tron pocket closer to EF . All measurements are performed at 21
K with 21.2 eV excitation energy.
This indicates that the additional Fermi surface crossings, observed in the 2
monolayer thick YbAl3 and the 1:3 superlattice film, clearly seen in Figure 9.3,
is due to the un-hybridized YbAl3 bands because of suppression of Kondo co-
herence at reduced dimensions. Simultaneous observation of these Fermi cross-
ings from the un-hybridized YbAl3 bands and a small electron pocket centered
at (0,0), resulting ostensibly from the hybridization process (as described in de-
tail in earlier chapters, particularly Chapter 7), in the same film is most likely
indicative of a mixed phase, where both hybridized and un-hybridized bands
co-exist. As YbAl3 layers are made thicker, intensity of the Fermi crossings di-
minish along with a reduction in spectral line-width of the renormalized Yb 4f
160
states. At 5 monolayer YbAl3 thickness, Fermi crossings from the original un-
hybridized bands are no longer observed, while in the thick limit renormalized
Yb 4f states themselves become dispersive as they become fully coherent (Fig.
8.9, 9.2, 9.3). A coherent Kondo peak develops as YbAl3 layer thickness is in-
creased (fig.9.4 a)). Binding energy of the renormalized Yb 4f spectral weight
also moves closer to EF . This is also accompanied by a change in occupation
of the small electron-like pocket, centered at (0,0). As shown in Fig. 9.4 b),
the band-bottom of the electron-like pocket moves from a binding energy of
46 ± 4 meV for the 1:3 YbAl3 / LuAl3 superlattice film to above EF in the 25
nm thick YbAl3 film at 21 K. This again reinforces the fact that the occupation
of the electron-like pocket is tied to the nature of the Yb 4f states. How these
changes in low-energy electronic structure is related to the effective Yb valence
and Kondo temperature in these systems, is of immense interest and will be
investigated in the future.
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