Abstract-In this paper, locally Lipschitz regular functions are utilized to identify and remove infeasible directions from differential inclusions. The resulting reduced differential inclusion is point-wise smaller (in the sense of set containment) than the original differential inclusion. The reduced inclusion is utilized to develop a generalized notion of a time derivative for locally Lipschitz candidate Lyapunov functions. The developed generalized derivative yields less conservative statements of Lyapunov stability results and invariance-like results for differential inclusions. Illustrative examples are included to demonstrate the utility of the developed stability theorems.
I. INTRODUCTION
Differential inclusions can be used to model and analyze a large variety of practical systems. For example, systems that utilize discontinuous control architectures such as sliding mode control, multiple model and sparse neural network adaptive control, finite state machines, gain scheduling control, etc., are analyzed using the theory of differential inclusions. Differential inclusions are also used to analyze robustness to bounded perturbations and modeling errors, to model physical phenomena such as coulomb friction and impact, and to model differential games (see, e.g., [1] , [2] ).
Asymptotic properties of trajectories of differential inclusions are typically analyzed using Lyapunov-like comparison functions. Several generalized notions of the directional derivative are utilized to characterize the change in the value of the candidate Lyapunov function along the trajectories of differential inclusions. Early results on stability of differential inclusions that utilize nonsmooth candidate Lyapunov functions are based on Dini directional derivatives (see, e.g., [3] , [4] ) and contingent derivatives (see, e.g., [5, Chapter 6] ).
For locally Lipschitz regular candidate Lyapunov functions, stability results based on Clarke's notion of generalized directional derivatives have been developed in results such as [6] - [8] . In [6] , Paden and Sastry utilize the Clarke gradient to develop a set-valued generalized derivative along with several Lyapunov-based stability theorems. In [7] , Bacciotti and Ceragioli introduce another set-valued generalized derivative that results in sets that are smaller, pointwise, than those generated by the set-valued derivative in [6] ; hence, the Lyapunov theorems in [7] are generally less conservative than their counterparts in [6] . The Lyapunov theorems developed by Bacciotti and Ceragioli have also been shown to be less conservative than those based on Dini and contingent derivatives provided locally Lipschitz regular candidate Lyapunov functions are employed (cf. [9, Proposition 7] ).
In this paper, locally Lipschitz regular functions are utilized to identify and remove the infeasible directions in a differential inclusion to yield a pointwise smaller (in the sense of set containment) equivalent differential inclusion. Using the reduced differential inclusion, a novel generalization of the set-valued derivative concepts in [6] and [7] is introduced for locally Lipschitz Lyapunov functions. The developed technique yields less conservative statements of Lyapunov stability theorems (cf. [3] , [4] , [6] , [7] , [10] , [11] ), invariance principles (cf. [8] , [12] - [14] ), and invariance-like theorems for nonautonomous systems (cf. [15] , [16, Theorem 2.5] ).
The paper is organized as follows. Section III introduces the concepts of Clarke-gradient-based set-valued derivatives from [6] and [7] and presents a typical theorem to establish Lyapunov stability of differential inclusions. In Section IV, a technique based on locally Lipschitz regular functions is developed to identify the infeasible directions in a differential inclusion. Section IV also includes a novel generalization of the notion of time-derivative with respect to a differential inclusion. Sections V and VI state Lyapunov stability results that utilize the novel definition of the generalized timederivative for autonomous and nonautonomous differential inclusions, respectively. Illustrative examples are presented to demonstrate that the developed stability theory can be less conservative than results such as [6] and [7] . Section VII summarizes the article and includes concluding remarks. Proofs of all the results are omitted for brevity and are available in [17] .
II. NOTATION
The n−dimensional Euclidean space is denoted by R n and μ denotes the Lebesgue measure on R n . Elements of R n are interpreted as column vectors and (·)
T denotes the vector transpose operator. The set of positive integers excluding 0 is denoted by N. For a ∈ R, R ≥a denotes the interval [a, ∞) and R >a denotes the interval (a, ∞). For a relation (·), a.e.
(·) implies that the relation holds for almost all t ∈ I, for some interval I. Unless otherwise specified, an interval is assumed to be right-open. The notation F : A ⇒ B is used to denote a set-valued map from A to the subsets of B. The notations co A, coA, A,Å, and ∂A are used to denote the convex hull, the closed convex hull, the closure, the interior, and the boundary of the set A, respectively. 
and A ≤ B implies a ≤ b , ∀a ∈ A, and ∀b ∈ B. The notation B (x, r) and B (x, r) for x ∈ R n and r > 0 is used to denote the sets {y ∈ R n | x − y ≤ r} and {y ∈ R n | x − y < r}, respectively. The notations
, and Lip (A, B) denote essentially bounded, n−times continuously differentiable, and locally Lipschitz functions from A to B, respectively. The notation 0 n denotes the zero element of R n . Whenever clear from the context, the subscript n is suppressed.
III. SET-VALUED DERIVATIVES
For every upper semi-continuous (see [18, 
with compact, nonempty, and convex values, there exists some T ∈ R >t0 , such that solutions to the differential inclusioṅ (1) .
Throughout the manuscript, S t (A) denotes the set of maximal solutions of (1), such that (x (t 0 ) , t 0 ) ∈ A ⊂ R n × R ≥t0 , and S (A) denotes the set of maximal solutions ofẋ ∈ F (x), such that x (t 0 ) ∈ A ⊂ R n . The focus of this article is on the development of a less conservative Lyapunov method for analysis of differential inclusions using Clarke's notion of generalized directional derivatives [19, p. 39 
the set of measure zero where the gradient of V is not defined.
Lyapunov stability theorems developed using the setvalued derivativeV exploit the property that every upper bound of the setV (x (t) , t) is also an upper bound oḟ V (x (t) , t), for almost all t whereV (x (t) , t) exists. The aforementioned fact is a consequence of the following proposition.
Proposition 1. [4, Theorem 3] Let x : I → R
n be a solution of (1) such that
In [7] , the notion of a set-valued derivative is further generalized via the following definition.
The set-valued derivative in Definition 3 results in less conservative statements of Lyapunov stability than Definition 2 since it is contained within the set-valued derivative in Definition 2, and as evidenced by [9, Example 6] , the containment can be strict. The Lyapunov stability theorems developed in [7] exploit the property that Proposition 1 also holds forV (see [7, Lemma 1] ).
The following proposition is an example of a typical Lyapunov stability result for time-invariant differential inclusions that utilizes set-valued derivatives of the candidate Lyapunov function. The proposition combines [7 
The following section details the key contribution of this article, i.e., the observation that locally Lipschitz regular functions can be utilized to reduce differential inclusions, pointwise, to sets of feasible directions that are smaller than the corresponding sets in (1) . A novel and less conservative generalization of the notion of a time-derivative with respect to a differential inclusion is also developed to yield less conservative statements of results such as Proposition 2. 1 The definitions ofV andV translate to time-invariant systems aṡ
IV. GENERALIZED TIME DERIVATIVES -REDUCED DIFFERENTIAL INCLUSIONS
By definition,V ⊆V , which implies maxV (x) ≤ maxV (x). In some cases,V can be a proper subset ofV (see, e.g., [7, Example 1]) i.e., maxV (x) < maxV (x), which implies that Lyapunov theorems based onV can be less conservative than those based onV . A tighter bound on the evolution of V as x moves along an orbit of (1) can be obtained by examining the following alternative representation of maxV ,
where, for any regular function U ∈ Lip (R n × R ≥t0 , R), and any upper semi-continuous map H : R n × R ≥t0 ⇒ R n , with compact, nonempty, and convex values, the reduction G
Proposition 2 and (2) suggest that the only directions in F that affect the stability properties of solutions to (1) are those included in G F V . That is, the directions that, through the inner product, map the Clarke gradient of V into a singleton. The key observation in this paper is that the statement above remains true even if V is replaced with any arbitrary locally Lipschitz regular function U . The following proposition formalizes the aforementioned observation. To further generalize Proposition 3, the following definition of a reduced differential inclusion is introduced.
be a collection of realvalued locally Lipschitz regular functions defined on Ω.
The set-valued mapF
U : R n × R ≥t0 ⇒ R n , defined as F U (x, t) := F (x, t) ∩ ∩ ∞ i=1 G F Ui (x, t) ,
is called the Ureduced differential inclusion for (1).
The utility of the reduction developed in Definition 4 is that for almost all t, the reduced differential inclusion is sufficient to characterize all solutions of (1) . That is, as demonstrated by the following lemma, the time derivative of every solution of (1) is also contained within the U -reduced differential inclusionF U in addition to F , for almost all t.
Lemma 1. Let U be a collection of countably many realvalued locally Lipschitz regular functions defined on
Proposition 3 and Lemma 1 suggest the following notion of a generalized time derivative of V with respect to (1).
Definition 5 also facilitates a unified treatment of Lyapunov stability theory using regular as well as nonregular candidate Lyapunov functions. The candidate Lyapunov function will be called a Lyapunov function if the U−generalized time derivative is negative.
Thus, by judicious selection of the functions in U ,V U (x, t) can be constructed to be less conservative than the set-valued derivatives in [6] and [7] . Naturally, if U = {V } thenV U =V .
In general, the U−generalized time derivative does not satisfy the chain rule as stated in Proposition 1. However, it satisfies the following weak chain rule which turns out to be sufficient for Lyapunov-based analysis of differential inclusions.
Theorem 1. If V ∈ Lip (Ω, R), then for each solution of (1) such that x (t 0 ) ∈ D,V (x (t) , t) ∈ (∂V (x (t) , t))
The following sections develop relaxed Lyapunov-like stability theorems for differential inclusions based on the properties of the U−generalized time derivative hitherto established.
V. STABILITY OF AUTONOMOUS SYSTEMS In this section, autonomous differential inclusions of the
are considered, where F : R n ⇒ R n is an upper semicontinuous map with compact, nonempty, and convex values.
A. Lyapunov stability
The results developed in this section are based on standard notions of Lyapunov stability for autonomous differential inclusions (see, e.g., [17] ). The following Lyapunov stability theorem is a consequence of Theorem 1. The following example presents a case where tests based onV andV are inconclusive but Theorem 2 can be used to establish asymptotic stability.
Theorem 2. If 0 ∈ D and if there exists a U−generalized
. Consider the differential inclusioṅ
x ∈ F (x) and the candidate Lyapunov function V : [7] andV in [6] are bounded bẏ
. That is, bothV andV cannot be shown to be negative semidefinite everywhere.
The function U :
In addition, since U is convex, it is also regular [19, Proposition 2.3.6] . The Clarke gradient of U is given by,
where s1 (y) := 0
. In this case,
and hence, the {U } −generalized time derivative of V with respect to (4) is given bẏ
Global asymptotic stability of (4) at x = 0 is then follows from Theorem 2.
B. The Invariance principle
Analogs of the Barbashin-Krasovskii-LaSalle invariance principle for autonomous differential inclusions appear in results such as [7] , [12] , [20] . Less conservative estimates of the limiting invariant set than those developed in [7] , [12] , [20] can be obtained by using locally Lipschitz regular functions to reduce the admissible directions in F . For example, the following theorem extends the invariance principle developed by Bacciotti and Ceragioli (see [7, Theorem 3] ). (4) such that x (t 0 ) ∈ C l is complete and satisfies
The invariance principle is often applied to conclude asymptotic stability at the origin in the form of the following corollary. The following example illustrates the utility of the developed invariance principle.
Example 2. Consider the differential inclusion in
and H : R ⇒ R is defined as [7] andV in [6] are bounded byV
. That is, bothV (x) andV (x) are not negative semidefinite everywhere.
Let U : R 2 → R be defined as in Example 1. The {U } −reduced differential inclusion corresponding to F is given bỹ
The {U } −generalized time derivative of V with respect to (4) is then given bẏ
3 2
In this case, the set E in Theorem 3 is given by E = x ∈ R 2 | x 2 = 0 . Since the level sets L l are bounded and connected, ∀l ∈ R ≥0 , and since the largest invariant set contained within E ∩ L l is {[0; 0]}, ∀l ∈ R ≥0 , Theorem 3 can be invoked to conclude that all solutions to (4) converge to the origin.
From Theorem 1,V (x (t) , t) ≤ −x 2 2 (t) for almost all t ∈ R ≥0 ; hence, given any μ > 0, a trajectory of (4) can remain on the level set {x ∈ R n | V (x) = μ} if and only if x 2 (t) = 0 and
; 0 , which is not true. Therefore, Corollary 1 can be invoked to conclude that the system is globally asymptotically stable at x = 0.
VI. STABILITY OF NONAUTONOMOUS SYSTEMS
The results developed in this section are based on standard notions of uniform Lyapunov stability for nonautonomous differential inclusions (see, e.g., [17] ). While the results in this section are stated in terms of stability of the entire state at the origin and uniformity with respect to time, they extend in a straightforward manner to partial stability, uniformity with respect to a part of the state (see, e.g., [15, Definition 4.1] ) and stability of arbitrary compact sets.
A. Lyapunov stability
In this section, a basic Lyapunov-based stability result is stated for nonautonomous differential inclusions. The following example illustrates the utility of Theorem 4.
Example 3. Let H : R ⇒ R be defined as in Example 2 and let F :
, where
, ∀t ∈ R ≥t0 . Consider the differential inclusioṅ x ∈ F (x, t) and the candidate Lyapunov function V : [21, Example 4.20] , the set-valued derivativesV in [7] andV in [6] satisfy the boundV (x, t) ,V (x, t) ≤ −2x
, where h (t) := 1 + g (t) and the inequality 2 + 2g (t) −ġ (t) ≥ 2 is utilized. Therefore, bothV (x, t) andV (x, t) cannot be shown to be negative semidefinite everywhere.
For all t ∈ R ≥t0 , let U : 
The {U } −generalized time derivative of V with respect tȯ x = F (x, t) is then given bẏ
. Theorem 4 can then be invoked to conclude that the origin is a globally uniformly asymptotically stable equilibrium point ofẋ ∈ F (x, t).
B. Invariance-like results
In applications such as adaptive control, Lyapunov methods commonly result in semidefinite Lyapunov functions (i.e., candidate Lyapunov functions with time derivatives bounded by a negative semidefinite function of the state). The following theorem establishes the fact that if the function W in Theorem 4 is positive semidefinite then t → W (x (t)) asymptotically decays to zero. The following example illustrates the utility of Theorem 5.
Example 4. Let H : R ⇒ R be defined as in Example 2 and let F : R 2 × R ≥t0 ⇒ R 2 be defined as
, [7] andV in [6] are bounded byV (x, t) ,V (x, t) ≤ −2x
, where h (t) := 1+ g (t) and the inequality 2+2g (t)−ġ (t) ≥ 2 is utilized. Thus, bothV andV are not negative semidefinite everywhere.
Let U be defined as in Example 3. The {U } −reduced differential inclusion corresponding to F is given bỹ . Theorem 5 can then be invoked to conclude that t → x 1 (t) ∈ L ∞ (R ≥t0 , R n ) and lim t→∞ x 2 (t) = 0.
VII. CONCLUSION
This paper demonstrates that locally Lipschitz regular functions can identify infeasible directions in differential inclusions. The infeasible directions can then be removed to yield a point-wise smaller (in the sense of set containment) equivalent differential inclusion. The reduction process is utilized to develop a novel generalization of the set-valued derivative for locally Lipschitz candidate Lyapunov functions. Less conservative statements of Lyapunov stability and invariance-like results for differential inclusions are developed based on the reduction using locally Lipschitz regular functions.
The fact that arbitrary locally Lipschitz regular functions can be used to reduce differential inclusions to smaller sets of admissible directions indicates that there may be a smallest set of admissible directions corresponding to each differential inclusion. Further research is needed to establish the existence of such a set and to find a representation of it that facilitates computation.
