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V te´to pra´ci byly analyzova´ny algoritmy inverzn´ıch metod, ktere´ se pouzˇ´ıvaj´ı v elektricke´
impedancˇn´ı tomografii. U´cˇelem te´to analy´zy bylo urcˇit kvalitu rekonstruovane´ho obrazu
rozlozˇen´ı impedance s bodovou nehomogenitou. Bodovou nehomogenitou je mysˇlena mala´
oblast s rozd´ılnou impedanc´ı.
Urcˇen´ı rozlozˇen´ı impedance bylo pouzˇito pro rea´lny´ a simulovany´ vzorek karbonove´ho
kompozitn´ıho materia´lu za u´cˇelem odhalen´ı jeho poruchy. Bylo prˇedpokla´da´no, zˇe poru-
cha na kompozitn´ım materia´lu se prˇi rekonstrukci projev´ı jako bodova´ nehomogenita ve
vodivostn´ım obrazu.
V ra´mci analy´zy algoritmu˚ inverzn´ıch metod byly popsa´ny regularizacˇn´ı algoritmy
filtruj´ıc´ı spektrum, algoritmy linea´rn´ı a nelinea´rn´ı inverse s regularizac´ı. Da´le byly noveˇ
implementova´ny algoritmy zakla´daj´ıc´ı se na kombinaci linea´rn´ıch regularizac´ı. U regula-
rizac´ı bylo take´ potrˇeba stanovit mı´ru jejich za´sahu do vy´sledku inverzn´ı u´lohy. Tato mı´ra
se stanovuje hyperparametrem. Pro urcˇen´ı hodnoty hyperparametru byly vyzkousˇeny tyto
metody: metoda L-krˇivky, metoda zobecneˇne´ krˇ´ızˇove´ validace, metoda volby parametru
sˇumove´ho cˇ´ısla a metoda nejlepsˇ´ıho rozliˇsen´ı, ktera´ byla v ra´mci pra´ce implementova´na.
Vybrane´ algoritmy inverzn´ıch metod byly porovna´ny na za´kladeˇ prˇesnosti urcˇen´ı bo-
dove´ nehomogenity na simulovany´ch i rea´lny´ch datech. Algoritmus urcˇen´ı polohy bodove´
nehomogenity byl implementova´n v ra´mci te´to pra´ce. Kvalita algoritmu inverzn´ı metody
byla vyhodnocena na za´kladeˇ pr˚umeˇrne´ odchylky, ktera´ byla urcˇena bud’ ze simulac´ı
rozd´ılny´ch poloh bodove´ nehomogenity, nebo neˇkolika meˇrˇen´ı odliˇsny´ch nehomogenit. Na
za´kladeˇ vy´sledk˚u byly vybra´ny vhodne´ inverzn´ı metody pro r˚uzne´ odstupy signa´lu od
sˇumu, ktere´ nejle´pe urcˇovaly polohu bodove´ nehomogenity. Byly take´ vybra´ny nejlepsˇ´ı
inverzn´ı metody pro rekonstrukci obrazu z rea´lne´ho meˇrˇen´ı.
Kl´ıcˇova´ slova: Inverzn´ı u´loha, elektricka´ impedancˇn´ı tomografie, elektricka´ odporova´
tomografie, rozd´ılova´ rekonstrukce, doprˇedna´ u´loha, prior, linea´rn´ı inverze s regularizac´ı,
metody filtrova´n´ı spektra, nelinea´rn´ı inverze s regularizac´ı, hyperparametr
iv
Abstract
In this thesis, a set of algorithms for an inverse solution was analyzed. These are heavily
used in electrical impedance tomography. The main goal of this thesis was to establish
the quality of the reconstructed image of the decomposition of impedance with point
inhomogeneity. By the term point inhomogeneity, a small region with different impedance
is meant.
Furthermore, the reconstructed image of the decomposition of impedance was used to
detect material defects of a simulated and real sample made of carbon composite. It had
been assumed that the defect in the material would result in a point inhomogeneity in the
reconstructed image. There was a description of several algorithms which were used in
the inverse problem, together with the inverse regularization algorithms based on spectral
filtering, linear inversion with regularization and nonlinear inversion with regularization.
We also established an optimal value for a hyperparameter, which is there to control the
trade-off between conformance to data and conformance to the prior. For this purpose,
the following algorithms were employed: method L-Curve, Generalized cross-validation,
method fixed noise figure, and method best resolution.
In addition, we summarized and compared the chosen inversed method algorithms. As
a primary indicator of relevance, we chose a detection location of point inhomogeneity.
As it has already been mentioned, we tested algorithms on simulated data as well as on
real measurements. For this purpose, we also implemented an algorithm for the detection
of locations of point inhomogeneity. The correctness of these algorithms was based on
two main factors. Firstly, on standard deviations of several locations of simulated point
inhomogeneity. Secondly, on the level of deviations in several different inhomogeneities in
real data measurement. Based on these measurements, we determined which of the tested
algorithms reconstruct the point inhomogeneity from data most accurately. By testing
data, we mean a specific type of signal load which determined the discrepancy between
the signal and the noise. We also determined the best method for real data measurement
based on the results of quality image reconstruction.
Keywords: Inverse problems, electrical impedance tomography, hyperparametr, linear




Deˇkuji Ing. Caga´nˇovi za skveˇle´ veden´ı me´ diplomove´ pra´ce, trpeˇlivost, ochotu pomoci a
korekci textu. Deˇkuji me´ rodineˇ za skveˇle´ za´zemı´, ktere´ mi poskytla, u cele´ho me´ho studia




8.1 Porovna´n´ı nove´ho a stare´ho algoritmu prˇi hleda´n´ı bodove´ nehomogenity na
rea´lny´ch datech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
D.1 Urcˇen´ı polohy nehomogenity pro SNR = 10 . . . . . . . . . . . . . . . . . 61
D.2 Urcˇen´ı polohy nehomogenity pro SNR = 5 . . . . . . . . . . . . . . . . . . 63
D.3 Urcˇen´ı polohy nehomogenity pro SNR = 2 . . . . . . . . . . . . . . . . . . 65
D.4 Urcˇen´ı polohy nehomogenity pro SNR = 1 . . . . . . . . . . . . . . . . . . 67
E.1 Urcˇen´ı polohy bodove´ nehomogenity . . . . . . . . . . . . . . . . . . . . . 70
vii
Seznam obra´zk˚u
2.1 Meˇrˇ´ıc´ı soustava . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Blokovy´ diagram meˇrˇ´ıc´ı soustavy [10] . . . . . . . . . . . . . . . . . . . . . 6
6.1 Graficke´ zobrazen´ı metody pro hleda´n´ı hyperparametru [33] . . . . . . . . 36
6.2 Zna´zorneˇn´ı vy´pocˇtu hodnoty pr˚umeˇrne´ho odstupu od sˇumu [33] . . . . . . 37
6.3 Krˇivka nejlepsˇ´ıho rozliˇsen´ı s vyznacˇenou optima´ln´ı hodnotou Br(α∗) . . . . 38
7.1 S´ıt’ vygenerovana´ pro inverzn´ı u´lohu . . . . . . . . . . . . . . . . . . . . . . 41
7.2 S´ıt’ vygenerovana´ pro doprˇednou u´lohu s malou nehomogenitou uprostrˇed . 41
A.1 Relativn´ı velikosti singula´rn´ıho cˇ´ısla citlivostn´ı matice . . . . . . . . . . . . 51
A.2 Rekonstukce obrazu pro odliˇsne´ pocˇty singula´rn´ıch cˇ´ısel se signa´lem bez
sˇumu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
A.3 Rekonstukce obrazu pro odliˇsne´ pocˇty singula´rn´ıch cˇ´ısel, prˇi odstupu signa´lu
od sˇumu SNR = 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
B.1 L-Krˇivka pro Tikhon˚uv prior pro SNR = 20 a SNR = 1 . . . . . . . . . . 54
B.2 Tvar krˇivky funkce G(α) pro Tikhon˚uv prior pro SNR = 20 a SNR = 1 . 55
B.3 L-Krˇivka pro NOSER prior pro SNR = 20 a SNR = 1 . . . . . . . . . . . 55
B.4 Tvar krˇivky funkce G(α) pro NOSER prior pro SNR = 20 a SNR = 1 . . 55
B.5 L-Krˇivka pro Laplace˚uv prior pro SNR = 20 a SNR = 1 . . . . . . . . . . 56
B.6 Tvar krˇivky funkce G(α) pro Laplace˚uv prior pro SNR = 20 a SNR = 1 . 56
C.1 Rekonstrukce s Tikhonovy´m priorem . . . . . . . . . . . . . . . . . . . . . 57
C.2 TSVD regularizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
C.3 Regularizace s NOSER priorem . . . . . . . . . . . . . . . . . . . . . . . . 58









2 Sbeˇr dat 4
3 Doprˇedna´ u´loha 7
3.1 Matematicky´ model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Okrajove´ podmı´nky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3 Metoda konecˇny´ch prvk˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.4 Rˇesˇen´ı okrajove´ u´lohy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.5 Rˇesˇen´ı slabe´ u´lohy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.6 Jakobia´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4 Inverzn´ı u´loha 15
4.1 Pouzˇite´ statisticke´ metody . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Statisticka´ inverze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2.1 Numericka´ integrace . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3 Inverze jako statisticky´ proble´m . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4 Inverze jako deterministicky´ proble´m . . . . . . . . . . . . . . . . . . . . . 19
4.5 Linea´rn´ı inverze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.5.1 Pseudoinverze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.5.2 Singula´rn´ı rozklad . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.6 Zobecneˇny´ singula´rn´ı rozklad . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.7 Nelinea´rn´ı inverze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.8 Absolutn´ı a rozd´ılovy´ obraz . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5 Regularizace 30
5.0.1 TSVD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.0.2 Tikhonova regularizace . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.0.3 NOSER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.0.4 TV Regularizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
ix
OBSAH x
6 Volba hyperparametru 34
6.0.1 L-Krˇivka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.0.2 Zobecneˇna´ krˇ´ızˇova´ validace . . . . . . . . . . . . . . . . . . . . . . . 35
6.0.3 Volba sˇumove´ho cˇ´ısla . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.0.4 Parametr Noise Performance . . . . . . . . . . . . . . . . . . . . . . 36
6.0.5 Metoda nejlepsˇ´ıho rozliˇsen´ı . . . . . . . . . . . . . . . . . . . . . . . 37
6.0.6 Implementace metody nejlepsˇ´ıho rozliˇsen´ı . . . . . . . . . . . . . . 38
7 Rekonstrukce obrazu bodove´ nehomogenity 40
7.1 Simulace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.2 Rekonstrukce obrazu bez regularizace . . . . . . . . . . . . . . . . . . . . . 42
7.3 Rekonstrukce obrazu s regularizac´ı . . . . . . . . . . . . . . . . . . . . . . 43
7.3.1 TSVD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
7.3.2 Linea´rn´ı inverze s regularizac´ı . . . . . . . . . . . . . . . . . . . . . 43
7.3.3 Nelinea´rn´ı inverze s regularizac´ı . . . . . . . . . . . . . . . . . . . . 44
7.3.4 Kombinace regularizac´ı . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.4 Urcˇen´ı polohy bodove´ nehomogenity . . . . . . . . . . . . . . . . . . . . . 46
7.5 Porovna´n´ı inverzn´ıch metod na vyhodnocen´ı bodove´ nehomogenity . . . . . 46
8 Za´veˇr 48
8.1 Kvalita rekonstrukce bodove´ nehomogenity . . . . . . . . . . . . . . . . . . 49
8.2 Srovna´n´ı metod vy´beˇru hyperparametru . . . . . . . . . . . . . . . . . . . 49
A Rekonstrukce matice TSVD 51
B Porovna´n´ı L-Krˇivky a GCV krˇivky 54
C Porovna´n´ı regularizac´ı 57
D Detekce nehomogenity na simulovany´ch datech 59




Elektricka´ impedancˇn´ı tomografie (da´le jizˇ pouze tomografie) vyhodnocuje rozlozˇen´ı ad-
mitivity v teˇlese, na za´kladeˇ meˇrˇen´ı napeˇt´ı na elektroda´ch, ktere´ jsou prˇipojeny na jeho
povrchu.
Tomografie se vyuzˇ´ıva´ v geofyzice prˇi hleda´n´ı lozˇisek minera´l˚u [1]. Da´le se zkouma´
jej´ı uplatneˇn´ı v le´karˇstv´ı prˇi neinvazivn´ım vysˇetrˇen´ı lidske´ tka´neˇ [2]. Prˇ´ıkladem mu˚zˇe by´t
vysˇetrˇen´ı plicn´ı embolie nebo rakoviny prsu. Tomografie se take´ pouzˇ´ıva´ k nedestruk-
tivn´ımu testova´n´ı materia´l˚u a prˇi hleda´n´ı koroze [3].
Komponenty z karbonovy´ch kompozitn´ıch materia´l˚u nacha´zej´ı sve´ uplatneˇn´ı v cele´
rˇadeˇ pr˚umyslovy´ch odveˇtv´ı. Dı´ky svy´m dobry´m fyzika´ln´ım vlastnostem doka´zˇ´ı poskytnout
prˇi nizˇsˇ´ı va´ze lepsˇ´ı pevnostn´ı vlastnosti nezˇ duralove´ slitiny. Proto se karbonove´ kompozity
zacˇaly vyuzˇ´ıvat v letectv´ı, automobilove´m pr˚umyslu a v mnoha dalˇs´ıch oblastech.
V letecke´m pr˚umyslu je kladen velky´ d˚uraz na bezpecˇnost. Je proto potrˇeba vyv´ıjet
spolehlive´ metody pro nedestruktivn´ı testova´n´ı karbonovy´ch kompozit˚u, ktery´mi mus´ı le-
tadlo pravidelneˇ procha´zet. Mezi za´kladn´ı metody nedestruktivn´ıho testova´n´ı materia´lu
patrˇ´ı vizua´ln´ı ohleda´n´ı a kontrola poklepem. Mezi modern´ı testovac´ı metody patrˇ´ı ultra-
zvuk, radiografie, termografie a testova´n´ı v´ıˇrivy´mi proudy. Nejrozsˇ´ıˇreneˇjˇs´ımi metodami
na testova´n´ı kompozitu je ultrazvukovy´ a-test a c-test.
Aby bylo mozˇne´ detekovat poruchu na povrchu letadla, je potrˇeba letadlo odstavit
a zkontrolovat kriticka´ mı´sta, na ktery´ch je velka´ pravdeˇpodobnost na vznik impakt˚u,
jako jsou povrchy kolem oken a dverˇ´ı. Tato kontrola je cˇasoveˇ a potazˇmo i financˇneˇ
na´rocˇna´. Proto se zkoumaj´ı metody, jak omezit cˇas uzemneˇn´ı letadla potrˇebny´ k preven-
tivn´ı prohl´ıdce a za´rovenˇ nesn´ızˇit bezpecˇnost letecke´ dopravy.
Jednou z mozˇnost´ı, jak zkra´tit cˇas potrˇebny´ ke kontrole karbonove´ho kompozitu na
letadle, je zabudovat senzory prˇ´ımo do materia´lu a vyhodnocovat poruchy materia´lu
pr˚ubeˇzˇneˇ bez toho, aby se letadlo muselo odstavit z provozu. Proto se zkouma´ mozˇnost
vyuzˇit´ı tomografie pro detekci poruchy na kompozitn´ım materia´le. U te´to metody lze do
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povrchu letadla zabudovat meˇrˇ´ıc´ı elektrody a vyhodnocovat pr˚ubeˇzˇneˇ zmeˇny napeˇt´ı na
teˇchto elektroda´ch. Prvn´ı publikace, ktera´ se zaby´va´ mozˇnost´ı tomograficke´ detekce po-
ruchy na karbonove´m kompozitn´ım materia´lu, byla publikova´na Baltopoulosem (2010)
[4].
V te´to diplomove´ pra´ci pouzˇijeme tomografii k vyhodnocen´ı bodove´ nehomogenity
na vzorku karbonove´ho kompozitu, ktery´ je umı´steˇn na povrchu letadla. V tomogra-
fii vyhodnocujeme pouze rea´lnou slozˇku impedance a vyhodnocen´ı prob´ıha´ oproti stavu
nameˇrˇene´m prˇi homogenn´ım stavu teˇlesa. Tento typ impedancˇn´ı tomografie se nazy´va´
relativn´ı odporova´ tomografie.
Testovany´ kompozitn´ı materia´l vznikl vrstven´ım tkaniny utkane´ z uhl´ıkovy´ch vla´ken a
pryskyrˇice. Protozˇe materia´l nen´ı homogenn´ı, vodivost je anizotropn´ı. Vodivost materia´lu
ve smeˇru po vla´knech se pohybuje v rˇa´dech tis´ıc˚u azˇ deseti tis´ıc˚u siemens˚u na metr
a vodivost materia´lu v prˇ´ıcˇne´m smeˇru je o dva rˇa´dy nizˇsˇ´ı. Materia´l ma´ zanedbatelny´
kapacitn´ı charakter [5]. V te´to diplomove´ pra´ci budeme uvazˇovat materia´l s izotropn´ı
vodivost´ı. I s t´ımto zjednodusˇen´ım lze v nasˇem prˇ´ıpadeˇ dobrˇe vyhodnotit polohu bodove´
nehomogenity.
K vyhodnoceni nasb´ırany´ch dat bude pouzˇit program Matlab s na´strojem EIDORS1,
ktery´ je dostupny´ pod GNU licenc´ı (GNU General Public License). Na´stroj EIDORS
(Electrical Impedance Tomography and Diffuse Optical Tomography Reconstruction Soft-
ware) obsahuje soubor algoritmu˚, ktere´ rˇesˇ´ı doprˇednou a inverzn´ı u´lohu. Tyto algoritmy se
vyuzˇ´ıvaj´ı v elektricke´ impedancˇn´ı tomografii a v difu´zn´ı opticke´ tomografie. Ke generova´n´ı
s´ıteˇ, kterou se aproximuje elektromagneticke´ pole, je v programu EIDORS integrova´n
nastroj Netgen 2. Pro hleda´n´ı hyperparametru pomoc´ı L-Krˇivky a zobecneˇne´ krˇ´ızˇove´ va-
lidace byl pouzˇit bal´ıcˇek jehozˇ popis mu˚zˇeme naj´ıt v publikaci Hansen (2007) [6] 3. Pro
prokla´da´n´ı grafu polynomem byl pouzˇit na´stroj Symbolic Polynomial Manipulation. 4
Toto pra´ce je rozdeˇlena na´sleduj´ıc´ım zp˚usobem. V druhe´ kapitole je popsa´n zp˚usob
meˇrˇen´ı rea´lne´ho teˇlesa. V kapitole trˇi azˇ sˇest je proveden teoreticky´ rozbor u´lohy. Teo-
reticky´ rozbor u´lohy je rozdeˇlen na doprˇednou u´lohu, ktera´ se zaby´va´ vy´pocˇtem napeˇt´ı
na meˇrˇ´ıc´ıch elektroda´ch a inverzn´ı u´lohu, ktera´ se naopak zaby´va´ vy´pocˇtem rozlozˇen´ı
admitivity v teˇlese z nameˇrˇene´ho napeˇt´ı na elektroda´ch. Inverzn´ı u´loha mu˚zˇe by´t rˇesˇena
linea´rn´ı i nelinea´rn´ı formou. Inverzn´ı u´loha je sˇpatneˇ podmı´neˇna, a proto se zava´d´ı regula-
rizace u´lohy, ktera´ zajiˇst’uje existenci a opakovatelnost rˇesˇen´ı u´lohy. Regularizace ovlivnˇuje
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u´lohy, je da´n hyperparametrem. V te´to kapitole je take´ popsa´na implementace volby hy-
perparametru prostrˇednictv´ım metody nejlepsˇ´ıho zaostrˇen´ı. Sedma´ kapitola se zaby´va´
rekonstrukc´ı bodove´ nehomogenity inverzn´ı u´lohou bez regularizace i s regularizac´ı. V
za´veˇru te´to kapitoly je porovna´va´na detekce polohy bodove´ nehomogenity pro r˚uzne´ typy
linea´rn´ıch regularizac´ı s r˚uzny´mi metodami stanoven´ı hyperparametru na simulovany´ch
i nameˇrˇeny´ch datech. Za u´cˇelem zlepsˇen´ı detekce polohy bodove´ nehomogenity byl vy-
tvorˇen novy´ algoritmus. Tento algoritmus je zalozˇen na prokla´da´n´ı vodivostn´ıho obrazu
polynomem. Mı´sto bodove´ nehomogenity je urcˇeno jako maximum polynomu. Algoritmus




Meˇrˇen´ı prob´ıha´ na kompozitn´ım vzorku, na ktery´ byly z boku nainstalova´ny elektrody. Z
povrchu materia´lu musela by´t prˇed nainstalova´n´ım elektrod chemicky odstraneˇna pryskyrˇi-
ce a ochranny´ povlak uhl´ıkovy´ch vla´ken(sizing) tak, aby se elektrody prˇ´ımo doty´kaly
uhl´ıkove´ tkaniny a t´ım se minimalizoval prˇechodovy´ odpor mezi elektrodou a materia´lem.
Elektrody jsou nainstalova´ny postupny´m vrstven´ım strˇ´ıbrne´ho laku. Srovna´n´ı prˇechodo-
ve´ho odporu elektrod, ktere´ jsou nalepeny na chemicky ocˇiˇsteˇny´ povrch a na povrch
bez chemicke´ho ocˇiˇsteˇn´ı je uvedena v pra´ci Caga´nˇa (2016). [7]. Elektrody jsou umı´steˇny
tak, aby byly rovnomeˇrneˇ rozmı´steˇny kolem oblasti, ve ktere´ vyhodnocujeme nehomo-
genitu. Meˇrˇen´ı napeˇt´ı na elektroda´ch prob´ıha´ prˇi proudove´m buzen´ı. Pro proudove´ bu-
zen´ı se pouzˇ´ıvaj´ı dveˇ elektrody, na ktery´ch se nemeˇrˇ´ı napeˇt´ı a t´ım se minimalizuje vliv
prˇechodove´ho odporu na rekonstruovany´ obraz. Podrobny´ popis meˇrˇ´ıc´ı soustavy mu˚zˇeme
naj´ıt v prac´ı Caga´nˇ (2016) [7]. Pro prˇep´ına´n´ı mezi meˇrˇen´ımi a stimulacemi na jednotlivy´ch
elektroda´ch je pouzˇit multiplexor popsany´ v pra´ci Caga´neˇ (2017) [8]
Protozˇe potrˇebujeme z meˇrˇene´ho napeˇt´ı odfiltrovat rusˇivy´ signa´l, pouzˇ´ıva´me jako prou-
dove´ buzen´ı harmonicky´ signa´l o frekvenci 1 kHz. K vyfiltrova´n´ı uzˇitecˇne´ slozˇky signa´lu se
pouzˇ´ıva´ Lock-in zesilovacˇ. Lock-in zesilovacˇ umozˇnˇuje meˇrˇit velmi slabe´ hodnoty napeˇt´ı
strˇ´ıdave´ho signa´lu, a to i v prˇ´ıpadeˇ velmi silneˇ zasˇumeˇne´ho signa´lu. Efektivn´ı hodnota
proudove´ho buzen´ı elektrod je 4 mA.
Prˇi bud´ıc´ım harmonicke´m signa´lu je nutne´ vyloucˇit vy´skyt skin efektu. Skin efekt
je jev, ktery´ nasta´va´ u strˇ´ıdave´ho proudu, kdy elektromagneticke´ pole je vytlacˇova´no
na povrch materia´lu. Tento jev je nezˇa´douc´ı, protozˇe zabranˇuje odhalen´ı poruchy uvnitrˇ
materia´lu. Dle pra´ce Todoroki(2012)[9] lze tento jev, prˇi na´mi pouzˇite´ frekvenci a tlousˇt’ce
materia´lu 4 mm, zanedbat.
Meˇrˇ´ıc´ı vzor nazy´va´me pravidlo, podle ktere´ho vyb´ıra´me elektrody, na ktery´ch meˇrˇ´ıme
napeˇt´ı. Bud´ıc´ı vzor nazy´va´me pravidlo, podle ktere´ho vyb´ıra´me bud´ıc´ı elektrody. V nasˇem
prˇ´ıpadeˇ jsou vyb´ıra´ny protilehle´ elektrody jako bud´ıc´ı. Napeˇt´ı je meˇrˇeno vzˇdy na dvou
4
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sousedn´ıch elektroda´ch. Na´sˇ vzorek obsahuje celkem 24 elektrod. Provedeme celkoveˇ 12
r˚uzny´ch proudovy´ch stimulac´ı. Prˇi kazˇde´ proudove´ stimulaci odebereme celkem vzork˚u 20
napeˇt´ı. Tedy ma´me cyklus s celkoveˇ 240 nameˇrˇeny´mi napeˇt´ımi. Abychom zvy´sˇili prˇesnost
a urcˇili rozptyl meˇrˇen´ı, je mozˇne´ prove´st neˇkolik meˇrˇ´ıc´ıch cykl˚u a nameˇrˇene´ hodnoty
zpr˚umeˇrovat.
Obra´zek 2.1: Meˇrˇ´ıc´ı soustava
Na obra´zku 2.2 je zobrazen blokovy´ diagram meˇrˇ´ıc´ı soustavy. Je zde zna´zorneˇn prˇ´ıstroj-
ovy´ zesilovacˇ (INAMP), s proudovy´m zdrojem (VCCS), ktery´ je implementovany´ jako
napeˇt’oveˇ proudovy´m konvertorem, u ktere´ho je napeˇt´ı rˇ´ızeno genera´torem BK PRECE-
SIONS 4053B. Sbeˇr dat prob´ıha´ prostrˇednictv´ım PCI karty NI DAQ 4452 [7]. Aby bylo
mozˇne´ prova´deˇt automaticky prˇep´ınat proudove´ a bud´ıc´ı vzory je zde multiplexor [8].
KAPITOLA 2. SBEˇR DAT 6
Obra´zek 2.2: Blokovy´ diagram meˇrˇ´ıc´ı soustavy [10]
Kapitola 3
Doprˇedna´ u´loha
C´ılem tomografie je sestavit a vyrˇesˇit rovnice inverzn´ı u´lohy, ktera´ urcˇuje z nameˇrˇeny´ch
napeˇt´ı na elektroda´ch, umı´steˇny´ch na okraji sledovane´ dome´ny, prostorove´ rozlozˇen´ı vo-
divosti materia´lu. Inverzn´ı u´loha je sˇpatneˇ podmı´neˇna´. Sˇpatna´ podmı´neˇnost je zaprˇ´ıcˇena
t´ım, zˇe rozd´ılne´ vodivosti v teˇlese se projevuj´ı maly´mi zmeˇnami napeˇt´ı na elektroda´ch.
Take´ je zp˚usobena znacˇny´m nepomeˇrem zna´my´ch a nezna´my´ch promeˇnny´ch. Vy´sledna´
vodivost je proto snadno zkreslena sˇumem. Du˚sledkem sˇpatne´ podmı´neˇnosti je nestabiln´ı
rˇesˇen´ı rovnice, z jehozˇ prˇ´ıcˇiny se mala´ odchylka prˇi meˇrˇen´ı na elektroda´ch projev´ı velkou
odchylkou na vy´sledny´ch rekonstruovany´ch vodivostech. Prvn´ı rˇesˇen´ı obra´cene´ u´lohy pro
elektrickou tomografii bylo publikova´no Calderonem [11]. Abychom mohli rˇesˇit sˇpatneˇ
podmı´neˇnou u´lohu zavad´ıme regularizaci.
Pro vy´pocˇet inverzn´ı u´lohy je potrˇeba vypocˇ´ıtat u´lohu doprˇednou. Doprˇedna´ u´loha je
okrajova´ u´loha. Matematicky´ model okrajove´ u´lohy je odvozen z Maxwellovy´ch rovnic.
Okrajove´ podmı´nky popisuj´ı napeˇt´ı a proud na hranici zkoumane´ho teˇlesa. Aby bylo
mozˇne´ tuto spojitou u´lohu rˇesˇit, mus´ıme prove´st diskretizaci elektromagneticke´ho pole. K
diskretizaci bylo vytvorˇeno neˇkolik na´stroj˚u: metoda hranicˇn´ıch prvk˚u, metoda konecˇny´ch
diferenc´ıch a metoda konecˇny´ch prvk˚u. Tato pra´ce pro modelova´n´ı elektromagneticke´ho
pole pouzˇ´ıva´ metodu konecˇny´ch prvk˚u [12]. Teoreticka´ cˇa´st te´to kapitoly vycha´z´ı z pra´ce
Holdera 2004 [13].
3.1 Matematicky´ model
Matematicky´ model elektromagneticke´ho pole v materia´lu na oblasti Ω, pop´ıˇseme dife-
rencia´ln´ı rovnic´ı, ktera´ vycha´z´ı z Maxwellovy´ch rovnic. A to z Faradayova za´kona elek-
tromagneticke´ indukce 3.3 a z Ampe´rova za´kona celkove´ho proudu 3.4. Pro odvozen´ı
7
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diferencia´ln´ı rovnice budeme prˇedpokla´dat, zˇe materia´l je izotropn´ı, disperzn´ı a linea´rn´ı.
∇·D = ρ (3.1)








V tomografii vyuzˇ´ıva´me k buzen´ı harmonicky´ signa´l, proto vyja´drˇ´ıme Maxwellovy rovnice
v harmonicke´m tvaru 3.5, 3.6. Nada´le budeme pracovat s komplexn´ı reprezentac´ı pol´ı.
Doposud tedy byly velicˇiny funkc´ı mı´sta a cˇasu. nyn´ı jizˇ budeme pracovat s fa´zory, ktere´
znacˇ´ıme strˇ´ıˇskou
rot Eˆ = −iωµHˆ (3.5)
rot Hˆ = iωDˆ + Jˆ . (3.6)
Na na´sleduj´ıc´ıch rˇa´dc´ıch budeme pracovat pouze jizˇ s fa´zory a oznacˇen´ı strˇ´ıˇskou vy-
necha´me. Prˇedpokla´da´me, zˇe uvnitrˇ prostoru nen´ı prˇ´ıtomen zdroj energie, tedy celkovy´
proud se rovna´ proudu vodivostn´ımu J = Jc. Dosad´ıme do rovnice 3.6 Ohmu˚v za´kon
Jc = σE a za D dosad´ıme D = E. Rovnici 3.6 pak prˇep´ıˇseme jako
rotH = (iω+ σ)E. (3.7)
Da´le prˇedpokla´da´me kvazi-statickou aproximaci. Tedy prˇi n´ızky´ch frekvenc´ı mu˚zˇeme za-
nedbat intenzitu magneticke´ho pole rotE = 0 a tedy E = −∇φ. Po aplikaci divergence
na rovnici 3.7 a dosazen´ım E = −∇φ dosta´va´me matematicky´ popis spojite´ho rozlozˇen´ı
potencia´lu v materia´lu
0 = ∇·(iω+ σ)∇φ = ∇· γ∇φ, (3.8)
kde funkce γ je admitivita. Admitivitu povazˇujeme za cˇasoveˇ invariantn´ı funkci za´vislou
na poloze. V nasˇem prˇ´ıpadeˇ materia´l nema´ kapacitn´ı charakter, proto se budeme zaby´vat
pouze rea´lnou slozˇkou admitivity tedy vodivost´ı.
3.2 Okrajove´ podmı´nky
Nyn´ı kdyzˇ ma´me matematicky´ popis rozlozˇen´ı potencia´lu v materia´lu, potrˇebujeme sesta-
vit rovnice okrajovy´ch podmı´nek na teˇlese Ω. Okrajove´ rovnice se skla´daj´ı z vyja´drˇen´ı
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podmı´nek prvn´ıho a druhe´ho typu. Okrajova´ podmı´nka prvn´ıho typu se nazy´va´ Di-
richletova okrajova´ podmı´nka, podmı´nka druhe´ho typu se nazy´va´ Neumannova okrajova´
podmı´nka.
Dirichletova okrajova´ podmı´nka specifikuje napeˇt´ı na hranici teˇlesa Ω. Protozˇe exis-
tuje prˇechodovy´ odpor Zk mezi elektrodou a materia´lem, nemu˚zˇeme napeˇt´ı na elektrodeˇ
pokla´dat Uk za stejne´ jako napeˇt´ı na materia´lu, na ktere´m je tato elektroda umı´steˇna






Neumanova okrajova´ podmı´nka definuje proud, ktery´ vstupuje do oblasti Ω. Je vyja´drˇena










= 0 pro ∂Ω\ ∪Nk=1 Ek, (3.11)
kde Ik je bud´ıc´ı proud, ktery´mi jsou stimulova´ny bud´ıc´ı elektrody. Bud´ıc´ı elektrody jsou
vybra´ny podle rˇ´ıd´ıc´ıho vzoru. Do okrajovy´ch podmı´nek take´ zahrnujeme rovnice 3.12 a
3.13, ktere´ vyjadrˇuj´ı to, zˇe uvnitrˇ oblasti Ω nen´ı prˇ´ıtomen zdroj napeˇt´ı ani proudu
N∑
k=1
Ik = 0 (3.12)
N∑
k=1
Uk = 0. (3.13)
Soustavu rovnic 3.8, 3.9, 3.10, 3.11, 3.12, 3.13 nazy´va´me klasickou formulaci okrajove´
u´lohy.
3.3 Metoda konecˇny´ch prvk˚u
Jednou z metod, jak modelovat elektromagneticke´ pole, je metoda konecˇny´ch prvk˚u.
Tato metoda rozkla´da´ elektromagneticke´ pole na prvky, v jejichzˇ uzlovy´ch bodech jsou
urcˇova´ny potencia´ly. Uzly nemus´ı by´t v teˇlese rovnomeˇrneˇ rozlozˇeny. V mı´stech, ve ktery´ch
ocˇeka´va´me prudke´ zmeˇny potencia´lu, vol´ıme hustsˇ´ı rozlozˇen´ı uzl˚u. Naopak v mı´stech, ve
ktery´ch se potencia´l nemeˇn´ı, mu˚zˇeme volit rˇidsˇ´ı rozlozˇen´ı.
Metoda konecˇny´ch prvk˚u aproximuje rozlozˇen´ı potencia´lu v materia´lu funkcemi tva-
rovy´mi, ktere´ jsou linea´rn´ı nebo parabolicke´. Vysˇsˇ´ı rˇa´dy tvarovy´ch funkc´ı se nepouzˇ´ıvaj´ı,
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nebot’ rˇesˇen´ı ma´ tendenci oscilovat [12].
Tvarove´ funkce tvorˇ´ı funkce aproximacˇn´ı. Aproximacˇn´ı funkce je definova´na na kazˇde´m
uzlu s´ıteˇ. Aproximacˇn´ı funkce wi na uzlu i je soucˇtem tvarovy´ch funkc´ı vsˇech element˚u,





kde wji je tvarova´ funkce j obsahuj´ıc´ı uzel i. Kazˇda´ tvarova´ funkce se na jednom uzlu






kde wi je aproximacˇn´ı funkce a ui je potencia´l na uzlu i. Tuto aproximacˇn´ı funkci dosad´ıme
do rovnice rozlozˇen´ı elektromagneticke´ho pole v materia´lu 3.8.




3.4 Rˇesˇen´ı okrajove´ u´lohy
Protozˇe v nasˇem prˇ´ıpadeˇ nelze urcˇit vy´sledek klasicky formulovane´ okrajove´ u´lohy, prˇe-
vedeme zada´n´ı na jej´ı slabou formulaci. Hlavn´ı vy´hodou rˇesˇen´ı slabeˇ definovane´ u´lohy je
sn´ızˇen´ı pozˇadavku na diferenciaci rˇesˇen´ı. V te´to kapitole uka´zˇeme prˇevod mezi klasickou
a slabou formulac´ı okrajove´ u´lohy.
Meˇjme hranicˇn´ı u´lohy s okrajovy´mi podmı´nkami prvn´ıho a druhe´ho typu a rovnic´ı,
ktera´ popisuje pole uvnitrˇ teˇlesa Ω, ktere´ definujeme
L(u) = 0, (3.17)
ve ktere´ je L diferencia´ln´ı opera´tor nad funkc´ı u. Rˇ´ıka´me, zˇe rˇesˇen´ı rovnice 3.17 je klasicke´
rˇesˇen´ı okrajove´ u´lohy, pokud splnˇuje rovnici 3.17 na cele´m definicˇn´ım oboru a za´rovenˇ
splnˇuje okrajove´ podmı´nky. Klasicke´ rˇesˇen´ı mus´ı by´t v nasˇem prˇ´ıpadeˇ alesponˇ dvakra´t
diferencovatelne´. Protozˇe aproximace rˇesˇen´ı rovnice 3.16 nema´ spojitou prvn´ı diferenci
v uzlovy´ch bodech, mus´ıme podmı´nky rˇesˇen´ı u´lohy oslabit. Prˇevedeme rovnici 3.17 na
slabou formulaci okrajove´ u´lohy

Ω
vL(u˜)dV = 0, (3.18)
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kde funkci v nazy´va´me testovac´ı nebo va´hova´ funkce. Rˇesˇen´ı rovnice 3.18 rˇ´ıka´me slabe´
rˇesˇen´ı okrajove´ u´lohy. Slabe´ rˇesˇen´ı aproximuje klasicke´ rˇesˇen´ı okrajove´ u´lohy funkc´ı u˜ a
take´ snizˇuje pozˇadavky na jeho diferenciaci.
Slabou formulaci u´lohy mu˚zˇeme rˇesˇit neˇkolika zp˚usoby podle typu zvolene´ va´hove´
funkce. Jedna´ se o metodu nejmensˇ´ıch cˇtverc˚u, metodu va´zˇeny´ch rezidu´ı a Galerkinovou
metodu. Zvolena´ va´hova´ funkce minimalizuje zbytek (rez) v rovnici

Ω
L(u˜)dV 6= 0 = rez. (3.19)
V nasˇem prˇ´ıpadeˇ je metoda konecˇny´ch prvk˚u rˇesˇena Galerkinovou metodou, u ktere´ se
vol´ı testovac´ı funkci v stejna´ jako funkce aproximuj´ıc´ı rˇesˇen´ı u˜.
3.5 Rˇesˇen´ı slabe´ u´lohy
Klasicke´ rˇesˇen´ı u´lohy 3.16 prˇedpokla´da´ existenci spojity´ch druhy´ch derivac´ı potencia´ln´ı




v∇·(γ∇φ)dV = 0, (3.20)
kde v je testovac´ı funkce. Protozˇe aproximujeme funkci φ linea´rn´ımi funkcemi, naraz´ıme na
proble´m, zˇe rovnice 3.20 obsahuje druhou diferenci, ktera´ je u linea´rn´ıch funkc´ı rovna vzˇdy
nule. Proto mus´ıme sn´ızˇit derivaci funkce φ. Ke sn´ızˇen´ı derivace pouzˇijeme vektorovou
identitu 3.21 a veˇtu o divergenci 3.22.




F · ndS (3.22)







γ∇φ · ∇ vdV = 0, (3.23)






vγ∇φ · ndS. (3.24)
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Do upravene´ rovnice dosad´ıme Dirichletovu okrajovou podmı´nku a rovnici kompletn´ıho
elektrodove´ho modelu 3.9. T´ım dostaneme konecˇny´ tvar slabeˇ formulovane´ okrajove´ u´lohy

Ω







(Uk − φ)vdS. (3.25)
Rˇesˇen´ı te´to rovnice okrajove´ u´lohy jizˇ mus´ı pouze splnˇovat integrovatelnost prvn´ıch slaby´ch
derivac´ı funkce φ a funkce admitivity γ mus´ı by´t omezena´ [14]. Rovnici 3.25 rˇesˇ´ıme meto-
dou konecˇny´ch prvk˚u a Galerkinovou metodou. Dosad´ıme tedy za φ aproximacˇn´ı funkci
3.15 a stejnou funkci dosad´ıme za testovac´ı funkci v. Pro lepsˇ´ı prˇehlednost budeme znacˇit



















w˜jdS pro j = 1, 2...N.
(3.26)
























pro j = 1, 2...N.
(3.27)
Pro u´plne´ zada´n´ı okrajove´ u´lohy mus´ıme jesˇteˇ upravit Neumanovu okrajovou podmı´nku
























dS pro k = 1, 2...N.
(3.28)
















ui pro k = 1, 2...N. (3.29)
Upravene´ rovnice pro fyzika´ln´ı model elektromagneticke´ho pole a Neumanovu okrajo-
vou podmı´nku zap´ıˇseme maticoveˇ
Y p = c, (3.30)
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kde matici Y nazy´va´me syste´movou nebo admitancˇn´ı matic´ı [15]
Y =
[




























































(Uk − uiwi)(W˜j − w˜j)dS
pro j = 1, 2...N.
(3.38)
Aby existovalo jednoznacˇne´ rˇesˇen´ı rovnice 3.30 mus´ıme vybrat uzel, ktery´ budeme
povazˇovat za zem nebo mı´t nulovy´ potencia´l [16].
Pro rˇesˇen´ı soustavy rovnic 3.30 mu˚zˇeme vyuzˇ´ıt vlastnosti syste´move´ matice Y . Tato
matice je rˇ´ıdka´ a symetricka´. V prˇ´ıpadeˇ, zˇe matice Y je rea´lna´, cozˇ se ty´ka´ nasˇeho prˇ´ıpadu,
protozˇe zanedba´va´me kapacitn´ı vlastnosti materia´lu, je matice take´ pozitivneˇ definitivn´ı.
Doprˇednou u´lohu rˇesˇ´ıme prˇ´ımou nebo iteracˇn´ı metodou [15]. Prˇ´ıma´ vyuzˇ´ıva´ maticove´ho
rozkladu. V prˇ´ıpadeˇ, kdyzˇ je syste´mova´ matice rea´lna´, mu˚zˇeme prove´st Cholevskyho roz-
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klad, pro komplexn´ı matici provedeme LU rozklad. Jako iteracˇn´ı metody se pouzˇ´ıva´ me-
toda konjugovany´ch gradient˚u pro prˇ´ıpad rea´lne´ matice, v prˇ´ıpadeˇ komplexn´ı matice se
pouzˇ´ıva´ metoda bi-sdruzˇeny´ch gradient˚u.
3.6 Jakobia´n
K vy´pocˇtu inverzn´ı u´lohy mus´ıme sestavit citlivostn´ı matici neboli Jakobia´n. Citlivostn´ı
matice da´va´ do vztahu zmeˇnu vodivosti na zmeˇneˇ napeˇt´ı na elektroda´ch.
Citlivostn´ı matice je definova´na vztahem
J =





∂V (IdK)/∂γ1 · · · ∂V (IdK)/∂γj
 , (3.39)
kde vy´raz ∂V (Idn) uda´va´ zmeˇnu okrajove´ho napeˇt´ı na elektroda´ch prˇi rˇ´ıd´ıc´ım proudove´m
vzoru Idn a δγm je zmeˇna admitivity na uzlu. Citlivostn´ı matici lze vypocˇ´ıtat prˇ´ımy´m
vy´pocˇtem nebo pomoc´ı adjoint metody.
Prˇ´ımy´ zp˚usob vy´pocˇtu citlivostn´ı matice vycha´z´ı z jej´ı definice. U metody prˇ´ıme´ho
vy´pocˇtu citlivostn´ı matice sestavujeme doprˇednou u´lohu pro perturbaci admitivity na
kazˇde´m uzlu s´ıteˇ a pro vsˇechny rˇ´ıd´ıc´ı proudove´ vzory. Tento zp˚usob je vy´pocˇetneˇ velmi
na´rocˇny´, protozˇe s´ıt’ obsahuje tradicˇneˇ tis´ıce azˇ deseti tis´ıce uzl˚u. Proto se pouzˇ´ıva´ pro
vy´pocˇet citlivostn´ı matice adjoint metoda.
Adjoint metoda je odvozena v literaturˇe neˇkolika zp˚usoby [17], [18]. Hlavn´ı vy´hodou
adjoint metody je zmensˇen´ı vy´pocˇetn´ı na´rocˇnosti citlivostn´ı matice. Nemus´ı se pocˇ´ıtat
doprˇedna´ u´lohy pro kazˇdou perturbaci na kazˇde´m uzlu s´ıteˇ. Stacˇ´ı, kdyzˇ se vypocˇ´ıta´ pro
kazˇdy´ proudovy´ vzor gradient napeˇt´ı prˇi rˇ´ıd´ıc´ım proudove´m vzoru Id a gradient napeˇt´ı
















Nyn´ı jizˇ ma´me prˇipraveny na´stroje pro vy´pocˇet inverzn´ı u´lohy. Zp˚usoby rˇesˇen´ı inverzn´ı
u´lohy rozdeˇl´ıme na statisticke´ a deterministicke´ metody. Statisticke´ metody rˇesˇ´ı inverzn´ı
u´lohu algoritmy zalozˇene´ na metodeˇ MCMC (Monte Carlo Monte Chain) [18]. Deter-
ministicke´ metody rˇesˇ´ı inverzn´ı u´lohu linea´rn´ımi a nelinea´rn´ımi algoritmy. Odvozen´ı de-
terministicke´ho rˇesˇen´ı vycha´z´ı ze statisticke´ho a deterministicke´ho rozboru u´lohy. Pro
popis linea´rn´ı metody zavedu pseudoinverzi a pop´ıˇsi algoritmus singula´rn´ıho rozkladu a
zobecneˇne´ho singula´rn´ıho rozkladu. Singula´rn´ı rozklad pouzˇiji take´ pro detailn´ı rozbor
sˇpatne´ podmı´neˇnosti inverzn´ı u´lohy. U nelinea´rn´ı inverze pop´ıˇsi nejrozsˇ´ıˇreneˇjˇs´ı Gauss-
Newton˚uv optimalizacˇn´ı algoritmus. Teoreticky rozbor inverzn´ı u´lohy vycha´z´ı z pra´ce
Kaipia 1999 [18].
Aby se dala sˇpatneˇ podmı´neˇna´ u´loha rˇesˇit, mus´ıme zave´st regularizaci. Regularizace
zajiˇst’uje, zˇe u´loha je dobrˇe podmı´neˇna za cenu zhorsˇene´ prˇesnosti vy´sledku dane´ u´lohy.
Mus´ıme tedy urcˇit optima´ln´ı zp˚usob za´sahu regularizace do inverzn´ı u´lohy. Za´sah regu-
larizace ovlivnˇuje hyperparametr. Optimalizace hyperparametru minimalizuje zhorsˇen´ı
vy´sledku, ktery´ je da´no za´sahem regularizace.
4.1 Pouzˇite´ statisticke´ metody
Ke statisticke´ inverzi pouzˇ´ıva´me Bayesovskou statistiku. Bayesovska´ statistika zprˇesnˇuje
odhad pocˇa´tecˇn´ı pravdeˇpodobnosti, ktera´ je da´na znalost´ı modelu, dalˇs´ımi pozorova´n´ımi.
Za´kladem bayesovske´ statistiky je Bayes˚uv vzorec
pi(x, y) = pi(x|y)pi(y) = pi(y|x)pi(x) (4.1)
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ve ktere´m je x vektor neprˇ´ımo pozorovatelny´ch parametr˚u syste´mu, y je vektor prˇ´ımo po-
zorovatelny´ch stav˚u syste´mu. Vy´raz pi(x) nazy´va´me apriorn´ı hustota pravdeˇpodobnosti
neboli prior. Prior uda´va´ pocˇa´tecˇn´ı odhad o pravdeˇpodobnostn´ım rozdeˇlen´ı neprˇ´ımo po-
zorovany´ch stav˚u syste´mu. Tento pravdeˇpodobnostn´ı odhad nen´ı za´visly´ na vstupn´ıch da-
tech. Vy´raz pi(y|x) nazy´va´me veˇrohodnostn´ı funkc´ı (likelihood function). Veˇrohodnostn´ı
funkce je sdruzˇena´ hustota pravdeˇpodobnosti vsˇech prvk˚u vy´beˇru.Vy´raz pi(x|y) se nazy´va´
aposteriorn´ı pravdeˇpodobnost. Pro konkre´tn´ı pozorova´n´ı Y = y vyja´drˇ´ıme aposteriorn´ı
pravdeˇpodobnost vztahem
pi(x|y) ∝ pi(y|x)pi(x). (4.3)
V inverzn´ı u´loze maximalizujeme aposteriorn´ı rozdeˇlen´ı funkce
arg maxx pi(x, y) = arg maxx pi(x|y) = arg maxx pi(y|x)p(x). (4.4)
Jestlizˇe nezna´me apriorn´ı informaci o rozdeˇlen´ı na´hodne´ velicˇiny, maximalizujeme veˇro-
hodnostn´ı funkci
arg maxx pi(y|x). (4.5)
4.2 Statisticka´ inverze
Uvazˇujme pravdeˇpodobnostn´ı prostor (Σ, F, P ), kde Σ je nepra´zdna´ mnozˇina vsˇech ele-
menta´rn´ıch jev˚u, F je mnozˇina na´hodny´ch jev˚u, ktera´ obsahuje podmnozˇinu meˇrˇitelny´ch
elementa´rn´ıch jev˚u a zobrazen´ı P prˇiˇrazuje kazˇde´mu na´hodne´mu jevu rea´lne´ cˇ´ıslo z inter-
valu [0, 1].
Da´le meˇjme zobrazen´ı neprˇ´ımo meˇrˇitelny´ch stav˚u (M,N) : Σ→ Ck, kde M je admiti-
vita a N je sˇum a zobrazen´ı prˇ´ımo meˇrˇitelny´ch stav˚u napeˇt´ı na elektroda´ch V : Σ→ Rn.
Funkce F definuje vztah mezi prˇ´ımo a neprˇ´ımo pozorovatelny´mi stavy modelu
V = F (M,N). (4.6)
Aposteriorn´ı rozdeˇlen´ı pravdeˇpodobnosti inverzn´ı u´lohy pi(v|m,n) pro danou vodi-
vost m ∈ M a sˇum n ∈ N je rovno δ(v − F (m,n)), kde δ je Diracova funkce. Meˇjme
pravdeˇpodobnostn´ı rozdeˇlen´ı pi(v,m, n), pak podle Bayesovy veˇty plat´ı
pi(v,m, n) = pi(v|m,n)pipr(m,n) = δ(v − F (m,n))pipr(m,n). (4.7)
Pravdeˇpodobnostn´ı rozdeˇlen´ı pipr(m,n) je apriorn´ı pravdeˇpodobnost. Pro zjednodusˇen´ı
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u´lohy budeme povazˇovat sˇum neza´visly´ na stavech modelu a tedy
pipr(m,n) = pipr(m)pinoise(n). (4.8)
Da´le budeme uvazˇovat sˇum aditivn´ıho charakteru, tedy rovnici 4.6 prˇep´ıˇseme
V = F (M,N) = h(M) +N. (4.9)
Potrˇebujme se zbavit za´vislosti funkce hustoty pravdeˇpodobnosti pi(m, v, n) na sˇumu.
Mus´ıme proto integrovat hustotu pravdeˇpodobnosti prˇes sˇum, prˇi integraci vyuzˇijeme
vlastnosti sˇumu 4.8, 4.9
pi(m, v) =

δ(v − F (m,n))pipr(m,n)dn =
δ(v − h(m)− n)pipr(m)pinoise(v − h(m))dn = pipr(m)pinoise(v − h(m)).
(4.10)
Z bayesovske´ho vzorce dosta´va´me pro hustotu pravdeˇpodobnosti
pi(m, v) = pipr(m)pinoise(v − h(m)) = pi(m)pi(v|m) (4.11)




Vy´pocˇet te´to hodnoty je na rozd´ıl od maximalizace aposteriorn´ı pravdeˇpodobnosti in-
tegra´ln´ı proble´m [18]. Chceme-li z´ıskat prˇedstavu o spolehlivosti odhadu, potrˇebujeme
z´ıskat interval spolehlivosti. Margina´ln´ı hustotu pravdeˇpodobnosti pocˇ´ıta´me jako
pi(mi|v) =

mpi(m|v)dm1, · · · dmi−1, dmi+1, · · · dmn. (4.13)






kde m˜i je strˇedn´ı hodnota odhadu promeˇnne´ mi a δmi je rozsah, pro ktery´ plat´ı, zˇe
hodnota mi lezˇ´ı v intervalu δ s pravdeˇpodobnost´ı Pc. Pro vy´pocˇet hodnoty podmı´neˇne´ho
ocˇeka´va´n´ı je zapotrˇeb´ı spocˇ´ıtat integra´l z aposteriorn´ı pravdeˇpodobnosti. Tento integra´l
se pocˇ´ıta´ numerickou metodou, ktera´ je zalozˇena na metodeˇ Monte Carlo.
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4.2.1 Numericka´ integrace
Integra´l podmı´neˇne´ho ocˇeka´va´n´ı a interval spolehlivosti je vypocˇ´ıta´n metodou MCMC
Monte Carlo Markov Chain, ktera´ slouzˇ´ı k aproximaci vy´pocˇtu integra´lu.
Metoda Monte Carlo integrace spocˇ´ıva´ v prˇiblizˇne´m vy´pocˇtu integra´lu funkce. V nasˇem




kde p(x) je hustota pravdeˇpodobnostn´ıho rozdeˇlen´ı meˇrˇen´ı a g(x) je meˇrˇ´ıc´ı funkce. Nu-








kde {X1 · · ·Xi · · ·Xn} jsou vzorky hodnot, ktere´ odpov´ıdaj´ı pravdeˇpodobnostn´ımu roz-
deˇlen´ı p. Pro generaci na´hodne´ho vzorku Xi se pouzˇ´ıva´ Gibbs˚uv nebo Metropolis˚uv Has-
tings˚uv algoritmus.
4.3 Inverze jako statisticky´ proble´m
V dalˇs´ıch rˇa´dc´ıch textu budeme prˇedpokla´dat, zˇe rozdeˇlen´ı sˇumu pinoise odpov´ıda´ Gaussovu
rozdeˇlen´ı s kovariancˇn´ı matic´ı Cv a strˇedn´ı nulovou hodnotou. Vyja´drˇ´ıme veˇrohodnostn´ı
funkci podle vzorce 4.11 jako




(d− h(m))TC−1v (d− h(m))
}
(4.17)
a podle vzorce 4.11 vyja´drˇ´ıme hustotu apriorn´ıho rozdeˇlen´ı na´hodne´ velicˇiny m jako
pipr(m) ∝ exp {(−βW (m))} , (4.18)
kde plat´ı, zˇe W (m) ≥ 0 a β > 0. Parametr β definuje, jak dalece d˚uveˇrˇujeme apriorn´ı in-
formaci. Jestlizˇe prˇedpokla´da´me, zˇe apriorn´ı informace ma´ norma´ln´ı rozdeˇlen´ı, vyja´drˇ´ıme
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pro norma´ln´ı rozdeˇlen´ı apriorn´ı informace.
Vy´pocˇet inverzn´ı u´lohy bez regularizace spocˇ´ıva´ v maximalizaci veˇrohodnostn´ı funkce
4.19 cozˇ odpov´ıda´ rˇesˇen´ı vy´razu vy´razu
m˜ = arg minm
1
2
(d− h(m))TC−1v (d− h(m)). (4.22)
Jestlizˇe zna´me apriorn´ı hustotu pravdeˇpodobnosti, pak ve vy´pocˇtu inverzn´ı u´lohy maxi-
malizujeme aposteriorn´ı pravdeˇpodobnost 4.20 rˇesˇ´ıme rovnici








V prˇ´ıpadeˇ norma´ln´ıho rozdeˇlen´ı vodivosti 4.21 minimalizujeme vy´raz
m˜ = arg minm
(
(d− h(m))TC−1v (d− h(m)) + (m−m∗)TC−1m (m−m∗)
)
. (4.25)
Maximalizace aposteriorn´ı pravdeˇpodobnosti odpov´ıda´ rˇesˇen´ı inverzn´ı u´lohy s regularizac´ı.
4.4 Inverze jako deterministicky´ proble´m
Meˇjme funkci h(m), ktera´ prˇeva´d´ı admitivitu na odpor na elektroda´ch
v = h(m). (4.26)
Funkci h linearizujeme, a tedy dostaneme, zˇe
v = Hm. (4.27)
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Nasˇ´ım c´ılem je naj´ıt takove´ m˜, ktere´ minimalizuje Euklidovu normu v rovnici
m˜ = arg minm||v −Hm||2. (4.28)
V nasˇem prˇ´ıpadeˇ je tato u´loha sˇpatneˇ podmı´neˇna´ a odpov´ıda´ rˇesˇen´ı inverzn´ı u´lohy bez
regularizace. Proto rˇesˇen´ım te´to optimalizacˇn´ı u´lohy nedosa´hneme dobre´ho vy´sledku.
Mus´ıme prˇidat podmı´nku pro parametr m, ktera´ bude zahrnuta ve funkci W (m) a hledat
rˇesˇen´ı rovnice
m˜ = arg minm (||v −Hm||2 + αW (m)) , (4.29)
ve ktere´ je funkce W (m) ≥ 0 a hyperparametr α > 0. Zvla´sˇtn´ım tvarem funkce W (m) je
prˇ´ıpad, ve ktere´m funkce W (m) odpov´ıda´ Euklidoveˇ normeˇ
W (m) = ||L(m−m∗)||2, (4.30)
kde L je matice, pro kterou plat´ı, zˇe LTL je pozitivneˇ semidefinitn´ı matice. Linea´rn´ı
inverze s regularizac´ı hleda´ rˇesˇen´ı rovnice
m˜ = arg minm (||v −Hm||2 + α||L(m−m∗)||2) . (4.31)
4.5 Linea´rn´ı inverze
Linea´rn´ı inverze s regularizac´ı lze interpretovat jako statisticky´ proble´m minimalizuj´ıc´ı
aposteriorn´ı pravdeˇpodobnost, ve ktere´ ma´ vodivost norma´ln´ı rozdeˇlen´ı 4.25, nebo jako
deterministickou inverzi, kde funkce W (m) odpov´ıda´ Euklidoveˇ normeˇ 4.31.
Vy´sledne´ rovnice deterministicke´ 4.31 i statisticka´ 4.25 interpretace jsou navza´jem
prˇevoditelne´. Pro zjednodusˇen´ı budeme prˇedpokla´dat stejny´ neza´visly´ sˇum na vsˇech elek-
troda´ch. Ve statisticke´ interpretaci se vyskytuje kovariancˇn´ı matice Cm a Cv. Protozˇe
prˇedpokla´da´me stejny´ neza´visly´ sˇum na vsˇech elektroda´ch, kovariancˇn´ı matice Cv lze
vyja´drˇit jako C−1v =
1
s2v
I. V deterministicke´ inverzi se vyskytuj´ı parametry α a matice







LTL = C−1m , (4.33)
kde sm je zmeˇna velikosti amplitudy vodivosti a sv je pr˚umeˇrna´ velikost sˇumu meˇrˇen´ı na
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elektroda´ch.
Linea´rn´ı inverzn´ı u´lohy rˇesˇ´ıme pseudoinverz´ı. Pseudoinverzn´ı matici, kterou je potrˇeba
urcˇit, lze vypocˇ´ıtat prostrˇednictv´ım singula´rn´ıho rozkladu. Singula´rn´ım rozkladem lze take´
urcˇit, zda je u´loha dobrˇe podmı´neˇna´. Jiny´m zp˚usobem, jak rˇesˇit linea´rn´ı inverzn´ı u´lohu s
regularizac´ı, je zobecneˇny´m singula´rn´ıho rozkladu.
4.5.1 Pseudoinverze
Pseudoinverze rozsˇiˇruje pojem inverze na obde´ln´ıkove´ a singula´rn´ı matice. Matici A†
nazy´va´me pseudoinverzn´ı matic´ı k matici A, jestlizˇe splnˇuje na´sleduj´ıc´ı podmı´nky
AA†A = A (4.34)
A†AA† = A† (4.35)
(AA†)∗ = AA† (4.36)
(A†A)∗ = XA. (4.37)
Jestlizˇe pro matici A ∈ Rm×n plat´ı, zˇe m < n a matice ma´ plnou rˇa´dkovou hodnost,
pak existuje pseudoinverzn´ı matice A† k matici A, kterou lze vypocˇ´ıtat jako
A† = (ATA)−1AT . (4.38)
Tedy rovnici
c = Ax, (4.39)
kde A splnˇuje prˇedcha´zej´ıc´ı podmı´nky, rˇesˇ´ıme pseudoinverz´ı na´sleduj´ıc´ım zp˚usobem
c = Ax (4.40)
AT c = ATAx (4.41)
x = (ATA)−1AT c. (4.42)
Pseudoinverzi se take´ nazy´va´ Moore–Penrose inverze. Rˇesˇen´ı rovnice x prostrˇednictv´ım
pseudoinverze je minima´ln´ı vzhledem k Euklidoveˇ normeˇ.
Vy´pocˇet m˜ regularizovane´ u´lohy 4.31, ve ktere´ prˇedpokla´da´me m∗ = 0, provedeme
pseudoinverz´ı rovnice
v¯ = H¯m, (4.43)














Z te´to rovnice pseudoinverz´ı vyja´drˇ´ıme m a dostaneme vzorec, podle ktere´ho pocˇ´ıta´me
rˇesˇen´ı linea´rn´ı regularizovane´ u´lohy
m = (H¯T H¯)−1H¯T v¯ = H¯†v¯ (4.46)
m = (HTH + α2LTL)−1HTv. (4.47)
4.5.2 Singula´rn´ı rozklad
Meˇjme obde´ln´ıkovou matici A ∈ Rm×n. Matici lze prostrˇednictv´ım singula´rn´ıho rozkladu
(SVD - Singular Value Decomposition) vyja´drˇit jako






kde matice U a V jsou unita´rn´ı matice. Unita´rn´ı matice je ortonorma´ln´ı matice, pro kterou
plat´ı, zˇe k n´ı Hermitovsky sdruzˇena´ matice je matic´ı inverzn´ı. Matice Σ je diagona´ln´ı
matice s neza´porny´mi cˇ´ısly na diagona´le. Tato cˇ´ısla se nazy´vaj´ı singula´rn´ı cˇ´ısla. Singula´rn´ı
cˇ´ısla jsou na diagona´le usporˇa´da´na tak, zˇe
σ1 ≥ σ2 ≥ σq ≥ 0. (4.49)
Pseudoinverzn´ı matici je mozˇne´ pocˇ´ıtat prostrˇednictv´ım singula´rn´ıho rozkladu. Prˇi sin-
gula´rn´ım rozkladu matice vznika´ chyba zaokrouhlen´ım. Tuto chybu je potrˇeba eliminovat,
protozˇe prˇi inverzn´ı u´loze se tato chyba vy´razneˇ promı´tne do vy´sledku obrazu vodivosti.
Abychom omezili vliv chyby zaokrouhlen´ım zavedeme pojem maticove´ hodnosti.
Meˇjme matici A ∈ Rm×n, ktera´ ma´ hodnost r. Vlivem zaokrouhlova´n´ı prˇi vy´pocˇtu
singula´rn´ıho rozkladu matice, vzroste hodnota maticove´ho rozkladu na hodnost n > r.
Abychom omezili chybu v inverzn´ı u´loze, hleda´me matici A¯, ktera´ bude mı´t po singula´rn´ım
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rozkladu hodnost r, a ktera´ se bude co nejv´ıce bl´ızˇit p˚uvodn´ı matici
min||A− A¯||2. (4.50)
Definujeme numerickou hodnost matice A, prˇi toleranci η ≥ 0
rη = rη(A, η) = min||E||2≤ηrank(A+ E), (4.51)







kde pro parametr r plat´ı, zˇe r ≤ n a prava´ strana odpov´ıda´ singula´rn´ımu rozkladu matice
A pro r = n. Pro matici Ar plat´ı
minrank(A¯)=r||A− A¯||2 = min||A− Ar||2 = σr+1, (4.53)
kde matice Ar ma´ numerickou hodnost rη pra´veˇ tehdy, kdyzˇ
σr > η ≥ σr+1. (4.54)
Numericka´ hodnost r je nejcˇasteˇji definova´na jako singula´rn´ı cˇ´ıslo, ktere´ splnˇuje rovnici
[20]
σr >  · σ1, (4.55)
nebo rovnici
σr >  · ||A||F . (4.56)
Podmı´nka 4.56 se pouzˇ´ıva´ v praxi k zjiˇsteˇn´ı numericke´ hodnosti matice. Aby byla nume-
ricka´ hodnost dobrˇe definovana´, mus´ı existovat dostatecˇneˇ velka´ mezera mezi singula´rn´ımi
cˇ´ısly σr a σr+1, V prˇ´ıpadeˇ sˇpatneˇ podmı´neˇne´ matice nelze numerickou hodnost matice
urcˇit, protozˇe neexistuje dobrˇe definovana´ mezera mezi singula´rn´ımi cˇ´ısly. Mezera mezi
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Nyn´ı, kdyzˇ jsme se sezna´mili se singula´rn´ım rozkladem, prˇejdeme k rˇesˇen´ı inverzn´ı
u´lohy prostrˇednictv´ım singula´rn´ıho rozkladu a pseudoinverze. Pseudoinverzn´ı matici mu˚zˇeme









Kdybychom doka´zali zabra´nit chyba´m prˇi vy´pocˇtu singula´rn´ıho rozkladu, a tedy hod-
nost matice a numericka´ hodnost matice by byly shodne´. Mohli bychom vypocˇ´ıtat rˇesˇen´ı
inverzn´ı u´lohu jako








Protozˇe vsˇak tato chyba existuje, numericka´ hodnost matice se liˇs´ı od hodnosti matice.











Rˇesˇen´ı te´to u´lohy se nebude liˇsit v´ıce nezˇ o η.
V dalˇs´ı cˇa´sti se budeme zaby´vat t´ım, jak urcˇ´ıme, zda je matice dobrˇe podmı´neˇna.
Jestlizˇe je matice dobrˇe podmı´neˇna´, pak u´loha je stabiln´ı a rˇesˇen´ı inverzn´ı u´lohy da´va´
dobre´ vy´sledky. Podmı´neˇnost matice je charakterizova´na cˇ´ıslem podmı´neˇnosti κ. Jestlizˇe
se toto cˇ´ıslo bl´ızˇ´ı jedne´, pak inverzn´ı u´loha da´va´ prˇesne´ vy´sledky. Naopak, jestlizˇe toto cˇ´ıslo













Nyn´ı uka´zˇeme vztah mezi cˇ´ıslem podmı´neˇnosti a stabilitou rˇesˇen´ı. Meˇjme rovnici
Ax = b (4.64)
(4.65)
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a proved’me permutaci na te´to soustaveˇ
Ax+ Aδx+ δAx+ δAδx = b+ δb. (4.66)
Za podmı´nky ||A−1|| · ||δA|| < 1, je vztah mezi zmeˇnou rˇesˇen´ı rovnice, relativn´ı zmeˇnou




















z rovnice vid´ıme, zˇe jestlizˇe κ je male´, pak odchylka ve zmeˇneˇ modelu a zmeˇneˇ vstupn´ıch
dat, nema´ velky´ vliv na zmeˇnu rˇesˇen´ı rovnice. A naopak jestlizˇe κ je velka´, pak i mala´
zmeˇna ve vstupn´ıch datech nebo v urcˇen´ı modelu ma´ velky´ vliv na zmeˇnu rˇesˇen´ı rovnice.
Singula´rn´ı rozklad pouzˇijeme take´ pro rozbor Tikhonovi regularizace. Pro Tikhonovu
regularizaci plat´ı, zˇe matice L v rovnici 4.31 je jednotkova´ matice. Jestlizˇe prˇedpokla´da´me,

















se nazy´va´ filtracˇn´ı faktor. Obecneˇ mu˚zˇe by´t podoba filtracˇn´ıho faktoru f r˚uzna´ a souhrnneˇ








metody spektra´ln´ıho filtrova´n´ı [21].
Rˇesˇit inverzn´ı u´lohu 4.31 prostrˇednictv´ım singula´rn´ıho rozkladu, lze i pro jinou nezˇ jed-
notkovou matici L. Jestlizˇe matice L ma´ plnou hodnost, lze prove´st transformaci sourˇadnic
a rˇesˇit rovnici v nove´m sourˇadne´m syste´mu. Pu˚vodn´ı soustavu prˇevedeme do nove´ho
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sourˇadne´ho syste´mu H¯ = HL−1, m¯ = Lm, v¯ = v a rovnici
m˜ = arg minm¯
(||v¯ − H¯m¯||2 + α||(m¯− m¯∗)||2) (4.72)
rˇesˇ´ıme stejneˇ jako Tikhonovu regularizace. Vy´sledek v p˚uvodn´ıch sourˇadnic´ıch dostaneme
zpeˇtnou transformac´ı m = L−1m¯.
4.6 Zobecneˇny´ singula´rn´ı rozklad
Zobecneˇny´ singula´rn´ı rozklad rozsˇiˇruje singula´rn´ı rozklad na maticovou dvojici (A,L),
ve ktere´ maticova´ dvojice ma´ rozmeˇry A ∈ Rm×n, L ∈ Rn×p kde m ≤ n ≤ p. Da´le





ma´ plnou rˇa´dkovou rovnost. Tento maticovy´ rozklad nebyl standardizova´n, a proto mu˚zˇe
mı´t r˚uzne´ podoby, v te´to pra´ci zvol´ım rozklad definovany´ v programu MATLAB. Maticova´
dvojice je rozlozˇena na maticovy´ soucˇin
A = UΛXT (4.74)
L = VMXT , (4.75)
kde matice U ∈ Rm×m a matice V ∈ Rp×p jsou unita´rn´ı matice. Matice X ∈ Rn×n
je nesingula´rn´ı cˇtvercova´ matice. Matice Λ ∈ Rm×m je diagona´ln´ı matice, ve ktere´ jsou
prvky na diagona´le posunuty o k, tak zˇe k = 0 pro m > n, k = n−m pro m ≤ n. Prvky
na diagona´le jsou serˇazeny tak, zˇe
0 ≤ Λ1 ≤ ... ≤ Λp ≤ 1. (4.76)
Marice M ∈ Rp×n je diagona´ln´ı matice, ve ktere´ jsou prvky na diagona´le serˇazeny tak, zˇe
µ1 ≥ ... ≥ µp ≥ 0. (4.77)
Diagona´ln´ı prvky matic Λ a M jsou normova´ny tak, aby platilo
Λ2i + µ
2
i = 1 pro i = 1 · · · p. (4.78)
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pro i = 1 · · · p. (4.79)











kde Y = X−T (inverze transpozice) a k = 0 pro m > n a k = n−m pro m ≤ n.
4.7 Nelinea´rn´ı inverze
Inverzn´ı u´loha se rˇesˇ´ı take´ nelinea´rn´ımi iterativn´ımi algoritmy. Nejbeˇzˇneˇjˇs´ı algoritmem je
Gauss-Newtonova optimalizacˇn´ı metoda. Nelinea´rn´ımi algoritmy lze minimalizovat i jiny´
nezˇ Euklidovsky´ tvar funkce W (m).
Oznacˇme ztra´tovou funkci ψ
ψ = ||v − h(m)||2 + αW (m), (4.81)
Gauss-Newtonova metoda spocˇ´ıva´ v nalezen´ı minima v okol´ı bodu mi na druhe´m stupni
Taylorova rozvoje funkce ψ
ψ(mi + δm) ≈ ψ˜(mi + δm) = ψ(mi) + ψ′(mi)δm+ 1
2
ψ′′(mi)δm2. (4.82)
Toto minimum je vy´choz´ı hodnota pro dalˇs´ı krok algoritmu, ktery´ vypocˇ´ıta´me jako
mi+1 = mi + siδm, (4.83)
kde parametr si urcˇuje de´lku iteracˇn´ıho kroku.
Abychom nasˇli minimum funkce 4.82 v okol´ı bodu mi polozˇ´ıme prvn´ı derivaci podle
δm rovnou nule












0 = ψ′(mi) + ψ′′(mi)δm. (4.85)
Na´sledneˇ z rovnice vyja´drˇ´ıme δm




kde ψ′(mi) je gradient a ψ′′(mi) je hessia´n funkce v bodeˇ mi. Gradient a hessia´n funkce













(v − h(m)) + αD2W (m). (4.88)






+ αD2W (m). (4.89)
Jestlizˇe funkci h(m) linearizujeme h(m) ≈ Hm, ∂h(m)
∂m
≈ Jm a funkci W (m) vyja´drˇ´ıme
jako Euklidovu normu W (m) = ||L(m−m∗)||2, pak iteracˇn´ı krok Gauss-Newtenovi opti-
malizacˇn´ı metody vyja´drˇ´ıme jako
mi+1 = mi − si(JTi Ji + αLTL)−1(JTi (v −Hmi)− αLTL(mi −m∗)). (4.90)
Prˇi vy´pocˇtu se v neˇktery´ch situac´ı provede pouze jeden iteracˇn´ı krok Gauss-Newtonova
algoritmu. Tento algoritmus se pak nazy´va´ jako Gauss-Newton˚uv jednokrokovy´ algoritmus
[22].
4.8 Absolutn´ı a rozd´ılovy´ obraz
V popisu inverzn´ı u´lohy jsme se doposud zaby´vali absolutn´ı tomografiı, ktera´ vyhodnocuje
absolutn´ı vodivost materia´lu. K detekova´n´ı poruchy na kompozitn´ım materia´lu vyhod-
nocujeme relativn´ı zmeˇnu vodivosti oproti neporusˇene´mu stavu. Tedy v nasˇem prˇ´ıpadeˇ
inverzn´ı proble´m je definova´n jako
δm˜ = arg minδm||Jδm− δd||2, (4.91)
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regularizovana´ inverzn´ı u´loha je definova´na jako
δm˜ = arg minδm||Jδm− δd||2 + αW (m). (4.92)
Opeˇt se jedna´ o sˇpatneˇ podmı´neˇnou u´lohu. Rˇesˇen´ı inverzn´ı u´lohy odpov´ıda´ prˇedchoz´ı teo-
rii, kde vodivost m odpov´ıda´ relativn´ı zmeˇneˇ vodivosti δm. Matice H odpov´ıda´ citlivostn´ı
matici J a napeˇt´ı na elektroda´ch v odpov´ıda´ relativn´ı zmeˇneˇ napeˇt´ı oproti homogenn´ımu
stavu δv. Regularizace prˇedpokla´da´ m∗ = 0, protozˇe vy´choz´ı vodivost materia´lu je bez
poruchy. Rˇesˇen´ı linea´rn´ı inverzn´ı u´lohy pak vyja´drˇ´ıme jako
δm = (JTJ + αLTL)−1JT δd. (4.93)
Kapitola 5
Regularizace
Regularizace inverzn´ı u´lohy je zp˚usob, jak u´lohu vyrˇesˇit i prˇes jej´ı sˇpatnou podmı´neˇnost.
Za´kladn´ım zp˚usobem regularizace je spektra´ln´ı filtrova´n´ı, kdy jsou singula´rn´ı cˇ´ısla vy-
na´sobena filtracˇn´ı funkc´ı. Filtracˇn´ı funkce je definova´na tak, aby sn´ızˇila vliv maly´ch sin-
gula´rn´ıch cˇ´ısel na vy´sledek inverzn´ı u´lohy.
Dalˇs´ı mozˇnost´ı regularizace je zahrnut´ı apriorn´ı informace o datech. Jako apriorn´ı in-
formace mu˚zˇe slouzˇit znalost o velikosti a strukturˇe vodivosti, nebo prˇedpoklad o spojitosti
a hladkosti vodivostn´ı funkce.
Jestlizˇe funkce apriorn´ı informace odpov´ıda´ Euklidoveˇ normeˇ, pak lze rˇesˇit inverzn´ı
u´lohu linea´rn´ı inverz´ı. Naopak funkce apriorn´ı informace, ktera´ neodpov´ıda´ euklidovskou
normeˇ, se mus´ı rˇesˇit nelinea´rn´ı inverz´ı.
Je mozˇne´ kombinovat jednotlive´ regularizace dohromady [23], [24].
5.0.1 TSVD
TSVD (Truncated Singular Value Decomposition) patrˇ´ı mezi za´kladn´ı regularizacˇn´ı me-
tody. TSVD nahrazuje singula´rn´ı cˇ´ısla, ktera´ zp˚usobuj´ı vysokou citlivost inverzn´ı u´lohy na








kde filtracˇn´ı faktor fi definujeme jako
fi = 1 pro i ≤ k (5.2)
fi = 0 pro i > k. (5.3)
Parametr k ve filtracˇn´ı funkci je kladne´ cele´ cˇ´ıslo k ≤ n.
30
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5.0.2 Tikhonova regularizace
Tikhonova regularizace minimalizuje vy´slednou odchylku od vy´choz´ı vodivosti m∗. Regu-
larizacˇn´ı funkci definujeme jako
W (m) = ||I(m−m∗)||2, (5.4)
kde I je jednotkova´ matice. Jestlizˇe m∗ = 0, pak vy´sledek inverzn´ı u´lohy lze rozepsat



















2 ≈ 1, naopak pro





Zobecneˇna´ Tikhonova regularizace je zalozˇena na minimalizaci Euklidovy normy [25]
W (m) = ||L(m−m∗)||2, (5.7)
kde L je matice. Tuto matici budeme oznacˇovat jako prior. Matice typicky splnˇuje Mo-
rozovovu doplnˇkovou podmı´nku [25], tedy existuje β > 0 tak, zˇe pro vsˇechna m > 0
plat´ı
||Hm||2 + ||Lm||2 ≥ β||m||2. (5.8)
Matice L mu˚zˇe aproximovat diferencia´ln´ı opera´tor prvn´ı a druhe´ derivace. Prvn´ı derivace
penalizuje spojitost funkce, druha´ derivace penalizuje hladkost rˇesˇen´ı [26]. Matice L mu˚zˇe
take´ definovat hornopropustn´ı frekvencˇn´ı filtr. Hornopropustn´ı filtr pak penalizuje vysoko-
frekvencˇn´ı zmeˇny. Mezi tyto filtry patrˇ´ı Laplace˚uv hornopropustn´ı filtr, ktery´ aproximuje
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kde sousedn´ı uzly naby´vaj´ı hodnotu −1 a samotny´ uzel ma´ hodnotu 4. Dalˇs´ı mozˇnost´ı je
aproximovat Gauss˚uv hornopropustn´ı filtr, jehozˇ ja´dro je da´no jako [27]







Tento algoritmus byl publikova´n v pra´ci [22]. Na´zev regularizace je odvozen ze zkratky
”Newton one-step error regularization”. Regularizace byla pouzˇita v p˚uvodn´ı publikaci
v Gauss-Newtonoveˇ jednokrokove´m algoritmu. Tato regularizace se ovsˇem s u´speˇchem








ma´ veˇtsˇ´ı hodnotu pro
uzly i a j, ktere´ jsou bl´ızko u sebe. Naopak pro uzly, ktere´ jsou daleko od sebe plat´ı, zˇe
hodnota vy´razu je nizˇsˇ´ı. Jestlizˇe i = j pak hodnota vy´razu je vzˇdy kladna´, tedy prvky
diagona´ln´ı matice diag(JTJ) jsou kladna´ cˇ´ısla. Matice LTL je tedy u regularizace NOSER
pozitivneˇ definitivn´ı a stabilizuje inverzn´ı u´lohu.
5.0.4 TV Regularizace
TV regularizace (Total Variation regularization) minimalizuje rozd´ıly mezi admitivitou na
sousedn´ıch uzlech. Na rozd´ıl od zobecneˇne´ Tikhonovy regularizace, u ktere´ se minimalizuje
Euklidova norma, TV regularizace minimalizuje normu L1. Vy´hodou te´to normy je, zˇe















|Ljm| = Lm, (5.14)
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kde Lj je rˇa´dek rˇ´ıdke´ matice L, ktery´ je nenulovy´ ve dvou sloupc´ıch pro uzly h a k, do
ktery´ch vede hrana j. Rˇa´dek matice lze rozepsat jako
Lj = [0, · · · , 0, lj, 0, · · · ,−lj0, · · · , 0]. (5.15)
Regularizacˇn´ı funkce TV (Θ) nen´ı diferencovatelna´ v bodech, pro ktere´ plat´ı mh(j) = mk(j).
Protozˇe potrˇebujeme funkci diferencovatelnou ve vsˇech bodech, mus´ıme regularizacˇn´ı





| ∇m|2 + βdΩ, (5.16)
kde β je parametr, pro ktery´ plat´ı β > 0, β → 0.
Regularizacˇn´ı u´loha s TV priorem se rˇesˇ´ı nelinea´rn´ımi iteracˇn´ımi algoritmy jako je
Gauss-Newtonova metoda. U teˇchto algoritmu˚ je volba hyperparametru slozˇiteˇjˇs´ı nezˇ v
prˇ´ıpadeˇ linea´rn´ı inverze, protozˇe hodnota hyperparametru se mu˚zˇe volit pro kazˇdy´ krok
iterace odliˇsneˇ. Beˇzˇneˇ se vol´ı dveˇ hodnoty hyperparametru. Prvn´ı hodnota pro pocˇa´tecˇn´ı
krok algoritmu a druha´ hodnota pro dalˇs´ı iteracˇn´ı kroky [28]. Smeˇr iteracˇn´ıho kroku δm
v Gauss-Newtonoveˇ algoritmu pro inverzn´ı u´lohu s TV regularizac´ı se vyja´drˇ´ı jako [29]
δm = − (JTi Ji + αLTE−1i FiL)−1 (Ji(Hmi − d)− αLTE−1i Lmi) , (5.17)
kde













Mı´ru za´sahu regularizace do vy´sledku inverzn´ı u´lohy urcˇuje hyperparametr. Pokud je
hodnota hyperparametru prˇ´ıliˇs n´ızka´, pak je vy´sledek prˇ´ıliˇs ovlivneˇn sˇumem. Jestlizˇe je
naopak jeho hodnota prˇ´ıliˇs vysoka´, pak se zmensˇuje prˇesnost vy´sledku.
Pro urcˇen´ı hyperparametru byly vyvinuty techniky, ktere´ se snazˇ´ı optimalizovat jeho
hodnotu. C´ılem je vybrat hodnotu hyperparametru, ktera´ by byla co nejnizˇsˇ´ı tak, aby se co
nejme´neˇ snizˇovala prˇesnost vy´sledku. S volbou hyperparametru je take´ spojena hodnot´ıc´ı
funkce, ktera´ vyhodnocuje obraz prˇi zvolene´ hodnoteˇ hyperparametru.
Algoritmy, zmı´neˇne´ v te´to diplomove´ pra´ci, byly vytvorˇeny pro linea´rn´ı inverzi. Mı´ru
za´sahu regularizace je potrˇeba urcˇit take´ u nelinea´rn´ı inverze, u ktere´ je situace s jeho
volbou slozˇiteˇjˇs´ı. Neˇktere´ algoritmy, jako urcˇen´ı parametru NF , lze pouzˇ´ıt cˇa´stecˇneˇ i pro
jine´ typy inverze. Nicme´neˇ, pouzˇit´ı tohoto algoritmu pro jine´ typy inverze je slozˇiteˇjˇs´ı.
Vy´sledek inverzn´ı u´lohy, vodivost m, je za´visly´ na volbeˇ hyperparametru α, cozˇ budeme
znacˇit jako mα
6.0.1 L-Krˇivka
Metoda L-krˇivky neboli L-curve (LCC) je zalozˇena na najit´ı nejlepsˇ´ıho pomeˇru mezi eukli-
dovskou normou rozd´ılu ||v −Hmα||2 a velikost´ı regularizacˇn´ıho za´sahu ||L(mα −m∗)||2.
L-krˇivka se definuje tak, zˇe na jednu osu je vynesen rozd´ıl mezi nameˇrˇenou hodnotou
napeˇt´ı a hodnotou napeˇt´ı dopocˇtenou z vodivosti mα P (m) = log||v −Hmα||2 a na dru-
hou osu je vynesena velikost za´sahu regularizace D(m) = log||L(mα −m∗)||2.
Hyperparamter se nacha´z´ı v mı´steˇ maxima´ln´ıho zakrˇiven´ı krˇivky neboli hrany krˇivky.
Mı´ra zakrˇiven´ı se pocˇ´ıta´ jako [30]
κ = 2
P ′D′′ − P ′′D′
((P ′)2 + (D′)2)(3/2)
. (6.1)
Tato metoda ma´ neˇkolik u´skal´ı. Prvn´ım je, zˇe L-krˇivka negarantuje konka´vnost. Krˇivka
34
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je ovsˇem konka´vn´ı pro vsˇechna λ, kde λ ≤ σn, nebo λ ≥ σn [30]. Hleda´n´ı hyperparametru
take´ selha´va´ v prˇ´ıpadeˇ prˇ´ıliˇs hladky´ch rˇesˇen´ı. Vy´pocˇet hyperparamteru se take´ zneprˇesnˇuje
s nar˚ustaj´ıc´ım pocˇtem singula´rn´ıch cˇ´ısel [30]. Dalˇs´ım u´skal´ım mu˚zˇe by´t nejasneˇ znatelna´
hrana krˇivky. Podle Grahema 2006 [31] tento proble´m nasta´va´ v prˇ´ıpadech, kdyzˇ ne-
pouzˇijeme Tikhonovu regularizaci. Nevy´hodou te´to metody je take´ nutnost generovat
krˇivku pro kazˇde´ meˇrˇen´ı zvla´sˇt’. Uka´zka L-krˇivek je uvedena v prˇ´ıloze B.
6.0.2 Zobecneˇna´ krˇ´ızˇova´ validace
Krˇ´ızˇova´ validace je zalozˇena na predikaci meˇrˇen´ı, ktere´ bylo vynecha´no prˇi rˇesˇen´ı u´lohy.




trace(I −HH†) . (6.2)
Hleda´n´ı minima te´to funkce mu˚zˇe by´t problematicke´, protozˇe v neˇktery´ch prˇ´ıpadech
funkce G(α) mu˚zˇe by´t rostouc´ı. Dalˇs´ım proble´mem mu˚zˇe by´t, zˇe funkce je v okol´ı minima
plocha´, a proto je velmi teˇzˇke´ pro tuto funkci naj´ıt optima´ln´ı hodnotu hyperparametru.
[32]. Podle Grahama 2006 [31] optimalizace hyperparametru zobecneˇnou krˇ´ızˇovou validac´ı
se v tomografii uka´zala jako nespolehliva´, protozˇe regularizace je prˇ´ıliˇs n´ızka´ a sˇum nen´ı
dostatecˇneˇ potlacˇen. Uka´zka funkc´ı G(α) je uvedena v prˇ´ıloze B.
6.0.3 Volba sˇumove´ho cˇ´ısla
Tato metoda byla popsa´na v Adlerovi 1996 [27]. Metoda prˇevede u´lohu manua´ln´ıho vy´beˇru
hyperparametru na manua´ln´ı vy´beˇr parametru sˇumove´ho cˇ´ısla Noise Figure (NF ). Pa-
rametr NF je definova´n jako pomeˇr mezi odstupem signa´lu od sˇumu meˇrˇen´ı a odstupu










kde signa´l vc = Hmc vznikne z umeˇle vygenerovany´ch dat, kdy je doprostrˇed teˇlesa
vlozˇena mala´ skokova´ zmeˇna vodivosti. Hodnota NF je vybra´na na za´kladeˇ znalost´ı
dane´ho signa´lu. Jako prˇijatelna´ hodnota parametru NF se pro tomografii podle Gra-
hama 2006 [31] ukazuje hodnota z rozsahu od 0.5 do 2.0. Rovnice 6.3 rˇesˇ´ıme metodou
p˚ulen´ı interval˚u.
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Obra´zek 6.1: Graficke´ zobrazen´ı metody pro hleda´n´ı hyperparametru [33]
6.0.4 Parametr Noise Performance
Tato metoda byla popsa´na v publikaci Braun 2017 [33]. Metoda zava´d´ı novou metriku,
ktera´ spocˇ´ıva´ v urcˇen´ı pr˚umeˇrne´ho odstupu signa´lu od sˇumu v obrazu.
Urcˇen´ı pr˚umeˇrne´ho odstupu signa´lu od sˇumu SNR spocˇ´ıva´ ve vy´pocˇtu odstupu signa´lu
od sˇumu pro neˇkolik c´ıl˚u. C´ılem se oznacˇuje oblast, ve ktere´ vytvorˇ´ıme skokovou zmeˇnu
vodivosti. Tyto c´ıle jsou umist’ova´ny v teˇlese uvnitrˇ oblasti, ve ktere´ chceme vyhodnocovat
obraz. Odstup signa´lu od sˇumu se vyhodnocuje v c´ılove´ oblasti (TEZ), ktera´ je da´na
jednou cˇtvrtinou maxima amplitudy. Vzorec pro vy´pocˇet pr˚umeˇrne´ho odstupu signa´lu od
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kde ms je velikost obrazu signa´lu s nehomogenitou, md je velikost signa´lu bez nehomo-
genity a zi je normovana´ plocha
∑np
i=1 zi = 1, pro kterou plat´ı zi ∝ aici, kde ai je plocha
prvku a parametr ci je roven jedne´ jestlizˇe plocha prvku lezˇ´ı uvnitrˇ c´ılove´ oblasti vyhod-
nocen´ı a nule, jestli lezˇ´ı mimo tuto oblast.
Pro algoritmus je nutne´ stanovit neˇkolik parametr˚u jako oblast, do ktere´ jsou umı´steˇny
c´ıle. Dalˇs´ım parametrem je pocˇet c´ıl˚u k vyhodnocen´ı. S nar˚ustaj´ıc´ı pocˇtem c´ıl˚u se zvysˇuj´ı
na´roky na vyhodnocen´ı parametru. Dle Brauna 2017 [33] je vhodny´m pocˇet c´ıl˚u nastaven
na nt = 200. Pr˚umeˇrna´ hodnota odstupu signa´lu od sˇumu SNR se mu˚zˇe odvodit od
hodnoty NF .
Obra´zek 6.2: Zna´zorneˇn´ı vy´pocˇtu hodnoty pr˚umeˇrne´ho odstupu od sˇumu [33]
6.0.5 Metoda nejlepsˇ´ıho rozliˇsen´ı
Tato metoda spocˇ´ıva´ v optimalizaci plochy obrazu vodivostn´ıho kontrastu, ktery´ je umı´steˇn




kde A0 je plocha teˇlesa a Az je plocha obsahuj´ıc´ı polovinu velikosti amplitudy rekonstruo-
vane´ho obrazu. Toto urcˇen´ı plochy Az je vy´hodne´, protozˇe je v´ıce odolne´ v˚ucˇi sˇumu oproti
tradicˇn´ı definici, kdy se plocha Az se urcˇuje z maxima´ln´ı amplitudy [27]. (V literaturˇe jsou




maxima signa´lu obrazu.) Najit´ı hyperparametru spocˇ´ıva´
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ve vy´pocˇtu funkce





tedy prob´ıha´ minimalizace plochy nehomogenity v obraze.
6.0.6 Implementace metody nejlepsˇ´ıho rozliˇsen´ı
Metoda hleda´n´ı hyperparemetru metodou nejlepsˇ´ıho rozliˇsen´ı je popsa´na v mnoha prac´ıch,
v na´stroji EIDORS tato metoda implementova´na nen´ı. Je zde pouze funkce, ktera´ spocˇ´ıta´
hodnotu polomeˇru rozliˇsen´ı, pro konkre´tn´ı hodnotu hyperparametru. Proto byla tato me-
toda hleda´n´ı hyperparemetru implementova´na v ra´mci te´to diplomove´ pra´ce.
K rekonstrukci inverzn´ı u´lohy byla vygenerova´na rozd´ılova´ data. Rozd´ılova´ data jsou
vygenerova´na doprˇednou u´lohou pro homogenn´ı teˇleso a pro teˇleso do jehozˇ strˇedu byla
vlozˇena mala´ nehomogenita. Vygenerovana´ data jsou zat´ızˇena aditivn´ım sˇumem dle vzorce
7.1 a 7.2. Na rekonstruovane´m obrazu je proveden rˇez v polovineˇ tlousˇt’ky geometrie
modelu. U rˇezu je spocˇ´ıta´na hodnota Br(α) pro r˚uzne´ hodnoty hyperparametru α. Na
vygenerovane´ krˇivce funkce Br(α) je potrˇeba urcˇit optima´ln´ı hodnotu Br(α∗), ktera´ by











Obra´zek 6.3: Krˇivka nejlepsˇ´ıho rozliˇsen´ı s vyznacˇenou optima´ln´ı hodnotou Br(α∗)
Prˇi implementaci se uka´zalo, zˇe funkce Br(α) ma´ v´ıce minim. Nav´ıc globa´ln´ı minimum
nemuselo dobrˇe optimalizovat hodnotu hyperperparametru. Jako spra´vna´ hodnota krˇivky
Br(α∗), ktera´ dobrˇe optimalizuje hyperparamentr, se uka´zala hodnota prvn´ıho loka´ln´ıho
minima, na obra´zku 6.3 vyznacˇena cˇerveneˇ. Optimum bylo nalezeno gradientn´ım algo-
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ritmem. U gradientn´ıho algoritmu je hodnota hyperparametru α0 je stanovena tak, aby
platilo α∗ < α0, kde α∗ je optima´ln´ı hodnota hyperparametru.
Prˇi implementaci algoritmu se uka´zal proble´m urcˇit inicializacˇn´ı hodnotu α0. Pro tuto
hodnotu muselo platit, zˇe α∗ < α0 a za´rovenˇ nesmeˇla by´t tato hodnota prˇ´ıliˇs velka´, protozˇe
funkce je pro hodnoty, ktere´ plat´ı α α∗, plocha´.
Krˇivka funkce Br(α) nen´ı generova´na jednoznacˇneˇ, protozˇe tato funkce je za´visla´ na
aditivn´ım sˇumu Br(α, n). Proto je hyperparametr vybra´n jako pr˚umeˇr neˇkolika optima-
lizac´ı hyperparametru Br(α∗, ni). V implementovane´m algoritmu byl zvolen parametr





V te´to kapitole se budeme zaby´vat vlivem zvolene´ inverzn´ı metody na rekonstrukci bo-
dove´ nehomogenity. Inverzn´ı metodou je mysˇlena kombinace algoritmu˚ inverzn´ı metody
s regularizac´ı a metody volby hyperparametru. V u´vodu kapitoly je popsa´na simulace
a generova´n´ı modelu s´ıteˇ kompozitn´ıho vzorku. Pote´ je rozebra´na sˇpatna´ podmı´neˇnost
inverzn´ı u´lohy. Na´sledneˇ jsou popsa´ny regularizace. U jednotlivy´ch regularizac´ı je uka´za´n
jejich vliv na rekonstruovany´ obraz a jsou uvedeny detaily k jejich prakticke´mu vyuzˇit´ı.
Zejme´na jsou rozebra´ny metody vyuzˇite´ k urcˇen´ı hyperparametru. Jako posledn´ı te´ma ka-
pitoly je porovna´n´ı vlivu vybrany´ch regularizac´ı a algoritmu˚ pro vy´beˇr hyperparametru
na kvalitu rekonstrukce polohy bodove´ nehomogenity. Kvalita rekonstrukce bodove´ neho-
mogenity je urcˇena na za´kladeˇ prˇesnosti urcˇen´ı jej´ı polohy. Poloha bodove´ nehomogenity
byla urcˇena algoritmem implementovany´m v ra´mci te´to diplomove´ pra´ce.
7.1 Simulace
Vy´pocˇty se budou prova´deˇt na simulaci karbonove´ kompozitn´ı vzorek. Tento vzorek ma´
tvar desticˇky o de´lce hrany 0.15 m, sˇ´ıˇrce 0.1 m a tlousˇt’ce 0.04 m s homogenn´ı vodivost´ı
8000 Sm−1. Nehomogenitu budu simulovat maly´m va´lcem s pr˚umeˇrem 0.001 m a vodivost´ı
6000 Sm−1 zanorˇeny´m do poloviny hloubky vzorku.
Nastrojem Netgen vygenerujeme pro doprˇednou a inverzn´ı u´lohu odliˇsnou s´ıt’, t´ım se
vyhneme tzv. ’invese crime’, ke ktere´mu docha´z´ı v prˇ´ıpadeˇ, zˇe bychom pouzˇili stejnou s´ıt’
pro obeˇ dveˇ u´lohy. Jemneˇjˇs´ı s´ıt’ vygenerujeme pro doprˇednou u´lohu a pro inverzn´ı u´lohu
vygenerujeme hrubsˇ´ı s´ıt’. Jemneˇjˇs´ı s´ıt’ ma´ 4198 element˚u a 1369 uzl˚u. Hrubsˇ´ı s´ıt’ ma´ 2106
element˚u a 788 uzl˚u.
Abychom urcˇili rozd´ıl mezi jednotlivy´mi regularizacemi a metodami volby hyperpara-
40
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Obra´zek 7.1: S´ıt’ vygenerovana´ pro inverzn´ı u´lohu
Obra´zek 7.2: S´ıt’ vygenerovana´ pro doprˇednou u´lohu s malou nehomogenitou uprostrˇed
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metru zat´ızˇ´ıme simulovany´ signa´l sˇumem
v¯h = vh + n · χ
SNR
(7.1)
v¯i = vi + n · χ
SNR
, (7.2)
kde n je sˇum s norma´ln´ım rozdeˇlen´ım, jednotkovy´m rozptylem a nulovou strˇedn´ı hodnotou.




a parametr SNR uda´va´ pomeˇr mezi rozd´ılovou hodnotou signa´lu a sˇumem.
7.2 Rekonstrukce obrazu bez regularizace
Sˇpatnou podmı´neˇnost inverzn´ı u´lohy uka´zˇeme na vy´pocˇtu cˇ´ısla podmı´neˇnosti citlivostn´ı
matice J . Cˇ´ıslo podmı´neˇnosti citlivostn´ı matice, ktere´ je urcˇene´ podle vzorce 4.61, vyjde
jako
κ(J) ≈ 1 · 1015  1, (7.4)
cozˇ je vysoka´ hodnota. Proto mus´ıme hledat cesty, jak rovnici upravit. Jednou z mozˇnost´ı
je stanovit numerickou hodnost matice a prove´st inverzi s matic´ı Jr.
Dle definice naby´va´ citlivostn´ı matice J numericke´ hodnosti r = 186. Pro tuto hodnotu
je vy´razny´ rozestup mezi singula´rn´ımi cˇ´ısly, protozˇe numericka´ hodnota naby´va´ vysoke´
hodnoty ω186 ≈ 104 a velikost singula´rn´ıho cˇ´ısla je
sr=186 ≈ 10−11   · ||J ||F ≈ 10−17. (7.5)
Urcˇ´ıme cˇ´ıslo podmı´neˇnosti u nove´ matici Jr=186, ktere´ je definova´na 4.52 jako
κ(Jr=186) ≈ 8 · 109  1, (7.6)
cozˇ je rovneˇzˇ vysoka´ hodnota, a proto vy´sledek inverzn´ı u´lohy s matic´ı Jr=186 nevede k
dobre´mu vy´sledku. Abychom mohli prove´st rekonstrukci obrazu, je nutne´ zave´st do u´lohy
regularizaci.
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7.3 Rekonstrukce obrazu s regularizac´ı
V te´to sekci jsou popsa´ny jednotlive´ typy vybrany´ch regularizac´ı, ktere´ jsou implemen-
tova´ny v na´stroji EIDORS a regularizace, ktere´ byly implementova´ny v ra´mci te´to diplo-
move´ pra´ce. U jednotlivy´ch regularizac´ı je take´ uveden postup pro vy´beˇr hyperparame-
tru. Z regularizac´ı implementovany´ch v na´stroji EIDORS je uvedena regularizace TSVD,
ktera´ patrˇ´ı mezi metody spektra´ln´ıho filtrova´n´ı. Da´le jsou vybra´ny linea´rn´ı regularizace,
mezi ktere´ je zarˇazena i Tikhonova regularizace. (Tikhonova regularizace mu˚zˇe by´t inter-
pretova´na i jako regularizace filtruj´ıc´ı singula´rn´ı cˇ´ısla.) Jako nelinea´rn´ı inverze je v te´to
kapitole uvedena TV regularizace. Regularizace implementovane´ v ra´mci te´to diplomove´
pra´ci jsou zalozˇeny na kombinaci jednotlivy´ch typ˚u regularizac´ı.
7.3.1 TSVD
Abychom mohli pouzˇ´ıt TSVD regularizaci, je potrˇeba stanovit filtracˇn´ı faktor 5.1. Mus´ıme
tedy urcˇit nejnizˇsˇ´ı singula´rn´ı cˇ´ıslo, ktere´ se bude u´cˇastnit rekonstrukce inverzn´ı u´lohy.
Funkce filtracˇn´ıho faktoru je v na´stroji EIDORS urcˇena jako








kde α je hyperparametr. Urcˇen´ı hyperparametru lze v na´stroji EIDORS pouze prostrˇed-
nictv´ım metody volby parametru NF . Na´stroj nalezen´ı hyperparametru podle volby para-
metru NF neumozˇnˇuje vybrat nizˇsˇ´ı hodnoty parametru nezˇ NF = 1.3. Vliv regularizace
na vy´slednou rekonstrukci bodove´ nehomogenity je uveden v prˇ´ıloze B. Prˇ´ıloha A se
zaby´va´ vlivem zvolene´ filtracˇn´ı funkce na rekonstrukci bodove´ nehomogenity
7.3.2 Linea´rn´ı inverze s regularizac´ı
K regularizaci linea´rn´ı inverze je v na´stroji EIDORS implementova´na Tikhonova regu-
larizace a zobecneˇna´ Tikhonova regularizace s priorem Laplece a priorem NOSER. Vliv
jednotlivy´ch regularizac´ı na vy´slednou rekonstrukci bodove´ nehomogenity je uka´za´n v
prˇ´ıloze B.
U linea´rn´ı regularice je potrˇeba vybrat jednu z metod volby hyperparametru. V na´stroji
EIDORS je implementova´na metoda L-krˇivky, metoda zobecneˇne´ krˇ´ızˇove´ validace a me-
toda vy´beˇru parametru NF . V ra´mci diplomove´ pra´ce je prˇida´na metoda nejlepsˇ´ıho
rozliˇsen´ı.
V na´sleduj´ıc´ıch bodech jsou shrnuty poznatky o vlastnostech metod volby hyperpare-
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metru prˇi rekonstrukci bodove´ nehomogenity.
• U metody vy´beˇru parametru NF plat´ı, zˇe se zvysˇuj´ıc´ım se cˇ´ıslem NF , klesa´ hodnota
hyperparametru a t´ım roste zastoupen´ı sˇumu v obraze. Tedy prˇi n´ızke´m odstupu
signa´lu od sˇumu je potrˇeba zvolit nizˇsˇ´ı hodnoty parametru NF , prˇi vysˇsˇ´ım odstupu
signa´lu od sˇume je naopak dobre´ volbu parametru NF zvy´sˇit.
• Metoda nejlepsˇ´ıho rozliˇsen´ı je vhodna´ pro data s vysˇsˇ´ım odstupem signa´lu od sˇumu.
• Metoda zobecneˇne´ krˇ´ızˇove´ validace si prˇi simulac´ıch le´pe porad´ı se signa´lem, ktery´
ma´ mensˇ´ı odstup signa´lu od sˇumu. Nicme´neˇ si poradila se vsˇemi typy signa´l˚u. U
regularizace s Laplaceovy´m priorem algoritmus sˇpatneˇ urcˇoval hyperparametr prˇi
n´ızke´m odstupu signa´lu od sˇumu.
• Metoda L-krˇivky naopak vykazuje dobry´ vy´sledek prˇi vysoke´m odstupu signa´lu od
sˇumu, avsˇak prˇi n´ızke´m odstupu signa´lu od sˇumu tato metoda selha´va´, protozˇe
krˇivka nema´ jasneˇ definovanou hranu. Aby algoritmus nasˇel hyperparametr u re-
gularizace s Laplaceovy´m priorem, musela se manua´lneˇ omezit maxima´ln´ı velikost
hyperparametru.
Srovna´n´ı grafu L-Krˇivek a krˇivky zobecneˇne´ krˇ´ızˇove´ validace pro r˚uzne´ typy regularizac´ı
a pro r˚uzne´ odstupy signa´lu od sˇumu, jsou uvedeny v prˇ´ıloze C.
V ra´mci regularizace NOSER je take´ nutne´ volit parametr. Prior NOSER je v na´stroji
EIDORS definova´n jako
L = diag(JTJ)p, (7.9)
kde parametr p ovlivnˇuje mı´ru potlacˇen´ı sˇumu. S rostouc´ı hodnotou parametru p klesa´
zastoupen´ı sˇumu v obraze, ale za´rovenˇ je potlacˇena uzˇitecˇna´ slozˇka signa´lu. V programu
EIDORS je zvolena jako vy´choz´ı hodnota parametru p = 1
4
, cozˇ se uka´zalo jako dobra´
volba pro vy´sledek inverzn´ı u´lohy.
7.3.3 Nelinea´rn´ı inverze s regularizac´ı
V na´stroji EIDORS je implementova´na TV regularizace. Tato regularizace se skla´da´ z
linea´rn´ı a nelinea´rn´ı cˇa´sti. V linea´rn´ı cˇa´sti algoritmu se vypocˇ´ıta´ vodivost, ktera´ je zvolena
jako inicializacˇn´ı hodnota v nelinea´rn´ı cˇa´sti Gauss-Newtonova optimalizacˇn´ıho algoritmu.
Prior v linea´rn´ı cˇa´sti inverzn´ı u´lohy 4.31 je zvolen podle 5.14. Regularizacˇn´ı funkce v
nelinea´rn´ı cˇa´sti je definova´n jako W (m) =
√∇m+ β. Parametr β je v kazˇde´m kroku
snizˇova´n βi+1 = 0.8βi. De´lka kroku Gauss-Newtonova algoritmu je volena´ promeˇnliveˇ.
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V implementovane´m algoritmu je potrˇeba zvla´sˇt’ zvolit hyperparametr v linea´rn´ı i
nelinea´rn´ı cˇa´sti algoritmu. Metody vy´beˇru hyperparametru jsou vytvorˇeny pro linea´rn´ı
inverzi s regularizac´ı, proto volba hyperparametru nebyla trivia´ln´ı za´lezˇitost. U linea´rn´ı
cˇa´sti algoritmu bylo mozˇne´ zvolit hyperparametr prostrˇednictv´ım vy´beˇru parameteru NF .
Nicme´neˇ se nepodarˇilo naj´ıt takovou kombinaci hyperametr˚u, ktera´ by doka´zala dobrˇe
rekonstruovat obraz. Vy´sledny´ rekonstruovany´ obraz byl horsˇ´ı v porovna´n´ı s linea´rn´ı re-
gularizac´ı s Laplaceovy´m priorem. Nehomogenita byla detekova´na na daleko veˇtsˇ´ı plosˇe,
nezˇ byla simulova´na. Nav´ıc se uka´zalo, zˇe druha´ cˇa´st algoritmu, Gauss-Newtonova opti-
malizace, jizˇ nezprˇesnˇuje pocˇa´tecˇn´ı hodnoty vodivosti, kterou dostala z vy´sledku linea´rn´ı
inverze.
7.3.4 Kombinace regularizac´ı
V ra´mci te´to diplomove´ pra´ce byly implementova´ny inverzn´ı metody, ktere´ vzniknou kom-
binac´ı regularizac´ı. Regularizace Tikhonov a NOSER regularizuj´ı vy´slednou vodivost v
kazˇde´m uzlu bez ohledu na sousedn´ı uzly. Naopak TV regularizace a Laplaceova regula-
rizace regularizuj´ı vodivosti s ohledem na sousedn´ı uzly.
U kombinace TV regularizace a Tikhonovi regularizace nastal proble´m s vy´beˇrem hy-
perparametru. U te´to kombinace je potrˇeba zvolit celkem cˇtyrˇi hyperparametry. Empiricke´
odhadnut´ı parametr˚u se uka´zalo jako problematicke´. Obraz bodove´ nehomogenity nevedl
k dobre´mu vy´sledku, a proto dalˇs´ı analy´za kombinace linea´rn´ı a nelinea´rn´ı regularizaci
nen´ı uvedena.
Dalˇs´ı mozˇnost´ı je zkombinovat linea´rn´ıch regularizace. Byla implementova´na kombi-
nace Laplaceova a Tikhonova regularizace a kombinace Laplaceova a NOSER regularizace.
U linea´rn´ı regularizece, ve ktere´ se vyuzˇ´ıvaj´ı dveˇ apriorn´ı informace rˇesˇ´ıme rovnici
m˜ = arg minm (||Hm− v||2 + α1||L1(m−m∗)||2 + α2||L2(m−m∗)||2) , (7.10)
ve ktere´ matice L1 a L2 jsou priory s hyperparametry α1 a α2, ktere´ je nutno zvolit.
Uka´zalo se, zˇe je mozˇne´ optimalizovat oba hyperparametry zvla´sˇt’, naprˇ´ıklad pomoc´ı me-
tody vy´beˇru parametru NF .
U kombinace Laplaceova a NOSER prioru je potrˇeba zvolit take´ parametr p, ktery´
je definova´n ve vy´razu 7.9. Uka´zalo se, zˇe je mozˇne´ prˇi kombinaci NOSER prioru s La-
placevy´m priorem nastavit parametr p na vysˇsˇ´ı hodnotu a t´ım le´pe redukovat sˇum nezˇ v
prˇ´ıpadeˇ, kdy je NOSER regularizace pouzˇita samostatneˇ. Hodnota parametru byla tedy
zvolena jako p = 1
2
.
KAPITOLA 7. REKONSTRUKCE OBRAZU BODOVE´ NEHOMOGENITY 46
7.4 Urcˇen´ı polohy bodove´ nehomogenity
Aby bylo mozˇne´ jednotlive´ inverzn´ı metody porovnat, je potrˇeba vytvorˇit hodnot´ıc´ı funkci,
ktera´ jednotlive´ rekonstrukce bodove´ nehomogenity porovna´. V ra´mci te´to pra´ce byl im-
plementova´n algoritmus, ktery´ u rekonstruovane´ho obrazu urcˇ´ı polohu bodove´ nehomo-
genity. Hodnot´ıc´ı funkce je pak rozd´ıl mezi skutecˇnou polohou a polohou urcˇenou algorit-
mem.
Urcˇen´ı polohy bodove´ nehomogenity se bude prova´deˇt na dvojrozmeˇrne´m objektu,
ktery´ je z´ıska´n rˇezem rekonstruovane´ho obrazu v polovineˇ tlousˇt’ky teˇlesa. V na´stroj EI-
DORS je jizˇ prˇipravena funkce, ktera´ generuje polohu nehomogenity na za´kladeˇ urcˇen´ı
teˇzˇiˇsteˇ v rˇezu. Tento vy´sledek se uka´zal jako relativneˇ dobry´ prvotn´ı odhad, ktery´ je ovsˇem
zkreslen sˇumem v obraze. Proto byl tento algoritmus upraven tak, aby se zprˇesnilo urcˇen´ı
polohy bodove´ nehomogenity.
Noveˇ implementovany´ algoritmus nejdrˇ´ıve urcˇ´ı polohu teˇzˇiˇsteˇ. Pote´ se oblast okolo
teˇzˇiˇsteˇ prolozˇ´ı polynomem. Oblast, ktera´ je prolozˇena polynomem, je urcˇena jako desetina
celkove´ velikosti teˇlesa v okol´ı nalezene´ho teˇzˇiˇsteˇ. Pote´ se najde na polynomu maximum,
jestlizˇe je maximum nalezeno na hranici vytycˇene´ oblasti, ve ktere´ bylo maximum nale-
zeno, je prohleda´vana´ oblast da´le rozsˇ´ıˇrena a rozsˇ´ıˇrena´ oblast se znovu prolozˇ´ı polynomem.
7.5 Porovna´n´ı inverzn´ıch metod na vyhodnocen´ı bo-
dove´ nehomogenity
C´ılem te´to sekce je vybrat inverzn´ı metodu, ktera´ nejle´pe rekonstruuje bodovou neho-
mogenitu v obraze. Inverzn´ı metody byly porovna´ny na simulovany´ch datech i na datech
z´ıskany´m meˇrˇen´ım.
Z prˇedchoz´ıch kapitol vyply´va´, zˇe nejlepsˇ´ı mozˇnost´ı rekonstrukce je pouzˇit´ı linea´rn´ı
inverze s regularizac´ı. Pro porovna´n´ı byly proto vybra´na linea´rn´ı inverze s regulariza-
cemi: Laplace, NOSER, Tikhonov, kombinace regularizac´ı NOSER a Laplace a kombinace
regularizac´ı Tikhonov a Laplace. Kazˇda´ regularizace byla vyzkousˇena s r˚uzny´mi meto-
dami vy´beˇru hyperparametru. Hyperpametr byl vyb´ıra´n metodami: L-Krˇivky, zobecneˇne´
krˇ´ızˇove´ validace, vy´beˇru parametru NF a nejlepsˇ´ıho rozliˇsen´ı.
Pro urcˇen´ı kvality rekonstukce na simulovany´ch datech byla nejprve vygenerenova´na
data doprˇednou u´lohou. Data byla vygenerova´na pro sto r˚uzny´ch model˚u s odliˇsnou po-
lohou bodove´ nehomogenity. Na´sledneˇ byla data zat´ızˇena sˇumem SNR = 10, SNR = 5,
SNR = 2 a SNR = 1. Pote´ byly vybrany´mi inverzn´ımi metodami urcˇeny obrazy a
na obrazech byla zjiˇsteˇna poloha bodove´ nehomogenity. Jednotlive´ metody rekonstrukce
byly porovna´ny v pr˚umeˇrne´ odchylce detekovane´ bodove´ nehomogenity od mı´sta jej´ıho
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skutecˇne´ho umı´steˇn´ı a velikost´ı amplitudy v mı´steˇ detekce bodove´ nehomogenity. Inverzn´ı
metody byly porovna´ny pro r˚uzne´ odstupy signa´lu od sˇumu zvla´sˇt’. Kompletn´ı vy´sledky
porovna´n´ı jednotlivy´ch inverzn´ıch metod jsou umı´steˇny v prˇ´ıloze D. Z vy´sledku plyne, zˇe
prˇi vysˇsˇ´ıch hodnota´ch odstupu signa´lu od sˇumu se nejle´pe osveˇdcˇila Laplaceova regulari-
zace. Naopak prˇi n´ızke´m odstupu signa´lu od sˇumu je potrˇeba zvolit jine´ typy reguarizace.
Nejle´pe se osveˇdcˇil regularizce NOSER a kombinace regularizac´ı. Prˇi vysoke´m odstupu
signa´lu od sˇumu se osveˇdcˇila metoda volby parametru NF , metoda L-Krˇivky a metoda
nejlepsˇ´ıho rozliˇsen´ı. Naopak prˇi nizˇsˇ´ıch odstupech signa´lu od sˇumu se uka´zala jako nejlepsˇ´ı
metoda vy´beˇru parametru NF a metoda obecne´ krˇ´ızˇove´ validace.
Meˇrˇen´ı dat na rea´lne´m vzorku prob´ıhalo pro nehomogenitu, ktera´ byla vytvorˇena v po-
lovineˇ sˇ´ıˇrky a v jedne´ cˇtvrtineˇ de´lky vzorku provrta´n´ım otvoru s pr˚umeˇrem 0.6 mm. Tento
otvor byl postupneˇ rozsˇiˇrova´na azˇ na pr˚umeˇr 3.5 mm. Celkoveˇ byla data nameˇrˇena pro
osm r˚uzny´ch pr˚umeˇr˚u deˇr s polomeˇrem 0.6 mm, 1.0 mm, 1.4 mm, 1.8 mm, 2.2 mm, 2.5 mm,
3.0 mm a 3.5 mm. Pro kazˇde´ meˇrˇen´ı bylo provedena rekonstrukce obrazu a zjiˇsteˇn´ı polohy
bodove´ nehomogenity jednotlivy´mi typy regularizacˇn´ıch metod. Kompletn´ı vy´sledky po-
rovna´n´ı inverzn´ıch metod jsou umı´steˇny v prˇ´ıloze E. Z vy´sledku vyply´va´, zˇe se nejle´pe
osveˇdcˇila regularizace s kombinac´ı prior˚u NOSER a Laplace. Druha´ nejlepsˇ´ı regularizace




V teoreticke´ cˇa´sti pra´ce byl proveden rozbor doprˇedne´ a inverzn´ı u´lohy, na jehozˇ za´kladeˇ
mohly by´t algoritmy efektivneˇ pouzˇity a implementova´ny algoritmy nove´.
V prakticke´ cˇa´sti byla nejprve popsa´na inverzn´ı u´loha bez regularizace a na cˇ´ısle
podmı´neˇnosti citlivostn´ı matice byla uka´za´na jej´ı sˇpatna´ podmı´neˇnost. Proto byly pouzˇity
a popsa´ny regularizacˇn´ı metody inverzn´ı u´lohy, ktere´ umozˇnˇuj´ı naj´ıt jej´ı vyrˇesˇen´ı. TSVD
regularizace je za´stupce metod spektra´ln´ıho filtrova´n´ı. Vy´sledny´ obraz te´to regularizace se
neuka´zal jako dobry´ a nav´ıc nastal proble´m se stanoven´ım hyperparametru 7.8, protozˇe u
metody stanoven´ı parametru NF nesˇla vybrat nizˇsˇ´ı hodnota nezˇ NF = 1.3. Jine´ metody
volby hyperparametru nebyly pro tuto regularizaci implementova´ny. Da´le byly analy-
zova´ny linea´rn´ı inverze s regularizac´ı a nelinea´rn´ı inverze s regularizac´ı. Byla popsa´na
TV regularizace, ktera´ je v na´stroji EIDORS implementova´na jako kombinace linea´rn´ı
a nelinea´rn´ı inverze. Tato regularizace nedoka´zala dobrˇe rekonstruovat vy´sledny´ obraz a
take´ u te´to inverze se objevil proble´m s vy´beˇrem hyperparametru, ktery´ je potrˇeba urcˇit
zvla´sˇt’ pro linea´rn´ı i nelinea´rn´ı cˇa´st algoritmu.
Linea´rn´ı inverzn´ı u´loha s regularizac´ı se uka´zala nejlepsˇ´ı pro rekonstrukci bodove´ ne-
homogenity. Proto byla podrobneˇji analyzova´na. Linea´rn´ı regularizace byla vyzkousˇena s
Tikhonovy´m, Laplaceovy´m a NOSER priorem. Nav´ıc byly implementova´ny kombinace La-
placeova prioru s NOSER priorem a Laplaceova prioru s Tikhonovy´m priorem. U linea´rn´ı
inverze je potrˇeba zvolit jednu z metod vy´beˇru hyperparametru. Z implementovany´ch me-
tod byly vyzkousˇeny tyto metody: metoda L-krˇivky, metoda zobecneˇne´ krˇ´ızˇove´ validace
a metoda vy´beˇru parametru NF . V ra´mci te´to diplomove´ pra´ce byla implementova´na
a vyzkousˇena metoda nejlepsˇ´ıho rozliˇsen´ı. U regularizac´ı, ktere´ kombinovaly v´ıce prior˚u,
byly hyperparametry vybra´ny pro kazˇdy´ prior oddeˇleneˇ.
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Tabulka 8.1: Porovna´n´ı nove´ho a stare´ho algoritmu prˇi hleda´n´ı bodove´ nehomogenity na
rea´lny´ch datech







Laplace + NOSER NF = 0.4 1.31 mm 2.45 mm 46.5 %
Laplace + NOSER NF = 0.5 1.35 mm 2.34 mm 42.3%
Laplce NF = 0.5 1.47 mm 1.89 mm 22.2 %
8.1 Kvalita rekonstrukce bodove´ nehomogenity
Kvalita rekonstrukce bodove´ nehomogenity byla urcˇena na za´kladeˇ prˇesnosti urcˇen´ı jej´ı
polohy. V ra´mci diplomove´ pra´ce byl implementova´n novy´ algoritmus na detekci polohy
bodove´ nehomogenity. Tento algoritmus byl porovna´n s algoritmem urcˇen´ı polohy bodove´
nehomogenity implementovany´m v ra´mci programu EIDORS.
Algoritmy inverzn´ıch metod byly nejprve posuzova´ny podle prˇesnosti urcˇen´ı bodove´
nehomogenity na umeˇle vytvorˇeny´ch datech. Prˇesnost urcˇen´ı polohy bodove´ nehomoge-
nity je za´visla´ na mı´ˇre odstupu signa´lu od sˇumu a pouzˇity´mi algoritmy inverzn´ıch me-
tod. Z vy´sledk˚u na simulovany´ch datech nelze jednoznacˇneˇ urcˇit vy´hodny´ prior, ktery´ by
dobrˇe rekonstruoval polohu bodove´ nehomogenity. Vy´znamneˇjˇs´ı se uka´zalo pouzˇit´ı me-
tody urcˇen´ı hyperparametru. Jako nejlepsˇ´ı a sˇiroce pouzˇitelna´ se uka´zala metoda vy´beˇru
parametru NF , ktera´ doka´zala, prˇi spra´vne´m nastaven´ı, velmi dobrˇe rekonstruovat po-
lohu bodove´ nehomogenity pro vsˇechny odstupy signa´lu od sˇumu. Kompletn´ı vy´sledky po-
rovna´n´ı kvality rekonstrukce bodove´ nehomogenity na simulovany´ch datech jsou umı´steˇny
v prˇ´ıloze D.
Naopak u rekonstrukc´ı vznikly´ch z nameˇrˇeny´ch dat se jasneˇ uka´zala nejvy´hodneˇjˇs´ı
rekonstrukce s kombinac´ı prior˚u Laplace a NOSER a take´ se uka´zal velmi dobry´ sa-
mostatny´ prior Laplace. Jako nejvy´hodneˇjˇs´ı metoda urcˇen´ı hyperparametru se uka´zala
metoda vy´beˇru parametru NF . Novy´ algoritmus doka´zal zlepsˇit urcˇen´ı polohy otvoru ve
vzorku. Porovna´n´ı nove´ho a stare´ho algoritmu urcˇen´ı polohy je shrnuto v tabulce 8.1.
Kompletn´ı vy´sledky jsou pak umı´steˇny v prˇ´ıloze E.
8.2 Srovna´n´ı metod vy´beˇru hyperparametru
V te´to pra´ci byly zjiˇsteˇny odliˇsne´ vlastnosti metod vy´beˇru hyperparametru, nezˇ ke ktery´m
dospeˇl Graham (2006) [31]. Metoda L-Krˇivky da´vala dobre´ vy´sledky za podmı´nky, kdy
odstup signa´lu od sˇumu byl velky´. Metoda L-Krˇivky vysˇla dobrˇe pro vsˇechny typy prior˚u,
jedina´ vy´jimka nastala u Laplaceova prioru. U Laplaceova prioru se objevil proble´m ve
tvaru L-krˇivky, funkce meˇla na jej´ım konci hranu, ktera´ ovsˇem neurcˇovala dobrˇe hod-
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notu hyperparametru. Proto bylo nutne´ velikost hyperparametru omezit. Po omezen´ı ve-
likosti hyperparametru se pr˚umeˇrna´ odchylka nehomogenity 128 mm zmensˇila na 2 mm
viz tabulka D.1. Metoda obecne´ krˇ´ızˇove´ validace se uka´zala jako pomeˇrneˇ u´cˇinna´ me-
toda k urcˇen´ı hyperparametru. Metoda nejlepsˇ´ıho rozliˇsen´ı se uka´zala funkcˇn´ı pouze prˇi
vysoke´m odstupu signa´lu od sˇumu. Jej´ı implementace vlivem neˇkolika minim funkce se
uka´zala jako problematicka´ nicme´neˇ funkcˇn´ı. Naopak metoda volby parametru NF se jev´ı
jako velmi vy´hodna´ jak pro signa´l s vysoky´m, tak n´ızky´m odstupem signa´lu od sˇumu. Me-
toda umozˇnˇuje optimalizovat jej´ı vy´sledek na za´kladeˇ vlastnost´ı signa´lu prostrˇednictv´ım
volby parametru NF .
Prˇ´ıloha A
Rekonstrukce matice TSVD
V te´to prˇ´ıloze je uvedeno porovna´n´ı obrazu vy´sledku TSVD regularizace 5.1 pro r˚uzne´
hodnoty parametru k prˇi dvou r˚uzny´ch odstupech signa´lu od sˇumu. Na obra´zku A.2 jsou
zobrazeny rekonstrukce, u ktery´ch nebyl signa´l zat´ızˇen sˇumem, a na obra´zku A.3 jsou
zobrazeny rekonstrukce, u ktery´ch byl do signa´lu prˇida´n sˇumu o velikosti SNR = 5.
Na rekonstruovane´m obraze je videˇt, zˇe jestlizˇe zahrneme nizˇsˇ´ı singula´rn´ı cˇ´ısla do
inverze, pak se zlepsˇ´ı zameˇrˇen´ı nehomogenity v obrazu, ovsˇem take´ se zvy´sˇ´ı citlivost
rekonstrukce na sˇum. Jestlizˇe obraz byl rekonstruova´n ze signa´lu bez sˇumu, pak obraz byl
velmi dobrˇe rekonstruovany´ s parametrem k = 130. Naopak, kdyzˇ byl do signa´lu prˇida´n
sˇum, pak se nehomogenita v obraze zacˇala ztra´cet jizˇ prˇi hodnoteˇ parametru k = 70 a
zcela zmizela v sˇumu prˇi hodnoteˇ parametru k = 100












Obra´zek A.1: Relativn´ı velikosti singula´rn´ıho cˇ´ısla citlivostn´ı matice
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(a) k = 5 (b) k = 10 (c) k = 40
(d) k = 70 (e) k = 100 (f) k = 130
(g) k = 160 (h) k = 200 (i) k = 240
Obra´zek A.2: Rekonstukce obrazu pro odliˇsne´ pocˇty singula´rn´ıch cˇ´ısel se signa´lem bez
sˇumu
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(a) k = 5 (b) k = 10 (c) k = 40
(d) k = 70 (e) r = 100 (f) k = 130
(g) k = 160 (h) r = 200 (i) k = 240
Obra´zek A.3: Rekonstukce obrazu pro odliˇsne´ pocˇty singula´rn´ıch cˇ´ısel, prˇi odstupu signa´lu
od sˇumu SNR = 5
Prˇ´ıloha B
Porovna´n´ı L-Krˇivky a GCV krˇivky
V te´to prˇ´ıloze jsou porovna´ny metody urcˇen´ı hyperparametru L-krˇivky a GCV krˇivky.
Tyto krˇivky byly vygenerova´ny prˇi dvou hladina´ch odstupu signa´lu od sˇumu SNR = 20 a
SNR = 1. Je videˇt, zˇe u L-krˇivky prˇi nizˇsˇ´ım odstupu signa´lu od sˇumu je sˇpatneˇ znatelna´
jej´ı hrana. U Laplaceova prioru jsou nav´ıc dveˇ hrany L-krˇivky, prˇicˇemzˇ hyperparametr je
spra´vneˇ urcˇen prvn´ı hranou. Proto se musela v algoritmu hleda´n´ı hyperparametru pomoc´ı
L-Krˇivky omezit maxima´ln´ı velikost hyperparametru. U GCV krˇivky je minimum vzˇdy
zrˇejme´, a proto je hodnota hyperparametru vzˇdy dobrˇe urcˇena´. Prˇi nizˇsˇ´ım odstupu signa´lu

















Obra´zek B.1: L-Krˇivka pro Tikhon˚uv prior pro SNR = 20 a SNR = 1
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Obra´zek B.3: L-Krˇivka pro NOSER prior pro SNR = 20 a SNR = 1
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Obra´zek B.4: Tvar krˇivky funkce G(α) pro NOSER prior pro SNR = 20 a SNR = 1
















Obra´zek B.5: L-Krˇivka pro Laplace˚uv prior pro SNR = 20 a SNR = 1
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Obra´zek B.6: Tvar krˇivky funkce G(α) pro Laplace˚uv prior pro SNR = 20 a SNR = 1
Prˇ´ıloha C
Porovna´n´ı regularizac´ı
V na´sleduj´ıc´ı prˇ´ıloze je porovna´n vliv regularizac´ı na rekonstrukci obrazu. Byly porovna´ny
TSVD regularizace a linea´rn´ımi regularizace. Rekonstrukce byla provedena ze signa´lu,
jehozˇ odstup od sˇumu byl SNR = 5. U vsˇech regularizac´ı byl hyperparametr vybra´n
podle cˇ´ısla NF = 1.5.
Obra´zek C.1: Rekonstrukce s Tikhonovy´m priorem
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Obra´zek C.2: TSVD regularizace
Obra´zek C.3: Regularizace s NOSER priorem




V te´to prˇ´ıloze je umı´steˇno neˇkolik tabulek, ktere´ srovna´vaj´ı vliv r˚uzny´ch typ˚u regulari-
zac´ı a r˚uzne´ metody vy´beˇru hyperparametru na prˇesnost urcˇen´ı polohy bodove´ nehomo-
genity. Celkoveˇ jsou zde cˇtyrˇi tabulky D.1, D.2, D.3, D.4 pro odstup signa´lu od sˇumu
SNR = 10, SNR = 5, SNR = 2, SNR = 1. Algoritmy byly vyhodnoceny celkoveˇ na sto
r˚uzny´ch poloha´ch nehomogenity. Poloha nehomogenity byla urcˇena prostrˇednictv´ım noveˇ
implementovane´ho algoritmu a p˚uvodn´ı metodou implementovanou v na´stroji EIDORS.
Urcˇena´ poloha nehomogenity, u ktere´ byla take´ zjiˇsteˇna amplituda, byla porovna´na s jej´ım
skutecˇny´m umı´steˇn´ım. V tabulka´ch, ktere´ srovna´vaj´ı algoritmy, jsou tyto sloupce
• Prior - funkce regularize pouzˇita´ v linea´rn´ı inverzi
• Hp - metoda vy´beˇru hyperparametru
• E[δp] - pr˚umeˇrna´ velikost chyby v urcˇen´ı polohy bodove´ nehomogenity stanovena´
algoritmem implementovany´m v ra´mci te´to diplomove´ pra´ce
• E[δt] - pr˚umeˇrna´ velikost chyby v urcˇen´ı polohy bodove´ nehomogenity stanovena´
algoritmem implementovany´m v na´stroji EIDORS
• E5[δp] - pr˚umeˇrna´ velikost peˇti nejhorsˇ´ıch chyb v urcˇen´ı polohy bodove´ nehomoge-
nity stanovena´ algoritmem implementovany´m v ra´mci te´to diplomove´ pra´ce
• E5[δt] - pr˚umeˇrna´ velikost peˇti nejhorsˇ´ıch chyb v urcˇen´ı polohy bodove´ nehomogenity
stanovena´ algoritmem implementovany´m v na´sroji EIDORS
• E[ap] - pr˚umeˇrna´ relativn´ı velikost amplitudy v mı´steˇ bodove´ nehomogenity, ktere´
bylo urcˇeno algoritmem implementovany´m v ra´mci te´to diplomove´ pra´ce
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• E[at] - pr˚umeˇrna´ relativn´ı velikost amplitudy v mı´steˇ bodove´ nehomogenity, ktere´
bylo urcˇeno algoritmem implementovany´m v na´stroji EIDORS
Metoda urcˇen´ı hyperparametru prostrˇednictv´ım L-krˇivky oznacˇena´ hveˇzdicˇkou znacˇ´ı ome-
zen´ı maxima´ln´ı velikosti hyperparametru. Toto omezen´ı bylo nutne´ prove´st z d˚uvodu tvaru















































Tabulka D.1: Urcˇen´ı polohy nehomogenity pro SNR = 10
Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace NF = 0.5 0.001 38 0.001 20 0.002 48 0.002 53 −0.25 −0.25
Laplace NF = 1.0 0.001 43 0.001 36 0.003 22 0.003 01 −0.41 −0.41
Laplace NF = 1.5 0.001 64 0.001 60 0.004 23 0.003 70 −0.50 −0.50
Laplace+Tikhonov NF = 1.0 0.001 66 0.001 41 0.003 67 0.002 52 −0.31 −0.31
Laplace+Tikhonov NF = 1.5 0.001 68 0.001 53 0.003 87 0.003 07 −0.41 −0.41
Laplace NF = 0.4 0.001 69 0.001 39 0.004 02 0.004 03 −0.21 −0.21
NOSER NF = 0.4 0.001 69 0.000 96 0.003 45 0.002 09 −0.20 −0.20
Laplace+Tikhonov NF = 0.5 0.001 70 0.001 12 0.003 53 0.002 26 −0.18 −0.18
Laplace+Tikhonov NF = 2.0 0.001 71 0.001 68 0.004 22 0.003 49 −0.47 −0.47
Laplace LCC* 0.001 75 0.001 62 0.004 98 0.003 98 −0.54 −0.54
Laplace NF = 2.0 0.001 83 0.001 72 0.004 78 0.004 03 −0.57 −0.57
NOSER NF = 0.5 0.001 91 0.001 22 0.003 95 0.002 48 −0.24 −0.24
Laplace+Tikhonov NF = 0.4 0.001 91 0.001 21 0.003 96 0.002 66 −0.14 −0.14
Laplace+Tikhonov BR 0.001 96 0.001 85 0.005 27 0.004 53 −0.60 −0.61
NOSER NF = 1.0 0.002 06 0.001 82 0.004 79 0.003 56 −0.38 −0.38
NOSER NF = 1.5 0.002 06 0.001 98 0.005 67 0.004 48 −0.48 −0.48
NOSER NF = 2.0 0.002 08 0.002 07 0.006 30 0.005 10 −0.54 −0.54
Tikhonov NF = 2.0 0.002 11 0.001 90 0.005 65 0.004 20 −0.54 −0.54
Tikhonov LCC 0.002 14 0.002 07 0.005 51 0.004 48 −0.63 −0.63















































Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace+NOSER BR 0.002 14 0.002 06 0.005 67 0.004 64 −0.67 −0.67
Laplace+Tikhonov GCV 0.002 15 0.002 08 0.005 34 0.005 94 −0.71 −0.71
Tikhonov NF = 1.5 0.002 15 0.001 79 0.005 95 0.003 60 −0.47 −0.47
NOSER LCC 0.002 18 0.002 05 0.006 30 0.005 08 −0.61 −0.61
Tikhonov BR 0.002 25 0.002 29 0.006 11 0.005 40 −0.68 −0.69
Laplace+NOSER NF = 1.5 0.002 34 0.002 07 0.005 79 0.004 27 −0.51 −0.51
Laplace+NOSER NF = 2.0 0.002 38 0.002 14 0.006 18 0.004 75 −0.58 −0.58
Tikhonov NF = 1.0 0.002 38 0.001 79 0.005 84 0.003 19 −0.37 −0.36
Laplace+NOSER NF = 1.0 0.002 38 0.002 13 0.005 46 0.004 83 −0.41 −0.41
Tikhonov GCV 0.002 49 0.002 72 0.006 31 0.009 87 −0.81 −0.79
NOSER BR 0.002 52 0.002 34 0.007 95 0.005 83 −0.74 −0.74
NOSER GCV 0.002 60 0.002 76 0.007 37 0.009 94 −0.78 −0.78
Laplace GCV 0.002 88 0.002 69 0.014 40 0.011 88 −0.69 −0.70
Laplace+NOSER NF = 0.5 0.002 98 0.001 93 0.005 88 0.004 12 −0.26 −0.26
Tikhonov NF = 0.5 0.003 05 0.001 78 0.006 74 0.003 66 −0.22 −0.21
Tikhonov NF = 0.4 0.003 18 0.001 78 0.006 45 0.003 77 −0.18 −0.17
Laplace+NOSER NF = 0.4 0.003 32 0.001 86 0.006 87 0.004 21 −0.22 −0.22
Laplace+Tikhonov LCC 0.012 68 0.004 30 0.049 02 0.016 71 −0.41 −0.41















































Tabulka D.2: Urcˇen´ı polohy nehomogenity pro SNR = 5
Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace NF = 0.5 0.001 59 0.001 34 0.003 04 0.002 85 −0.25 −0.25
Laplace NF = 1.0 0.001 72 0.001 67 0.003 70 0.003 20 −0.41 −0.40
NOSER NF = 0.4 0.001 83 0.001 12 0.003 80 0.002 25 −0.20 −0.20
Laplace+Tikhonov NF = 0.5 0.001 84 0.001 18 0.003 76 0.002 52 −0.18 −0.18
Laplace+Tikhonov NF = 1.0 0.001 86 0.001 57 0.004 08 0.003 13 −0.31 −0.31
Laplace+Tikhonov GCV 0.001 87 0.001 82 0.004 70 0.004 02 −0.49 −0.49
Laplace NF = 0.4 0.001 91 0.001 58 0.004 75 0.004 81 −0.21 −0.21
Laplace+Tikhonov NF = 1.5 0.001 92 0.001 78 0.004 39 0.003 49 −0.40 −0.40
Laplace NF = 1.5 0.001 95 0.001 90 0.004 89 0.004 26 −0.50 −0.50
Laplace GCV 0.001 96 0.001 94 0.004 79 0.004 61 −0.55 −0.55
Laplace+Tikhonov NF = 0.4 0.002 02 0.001 35 0.003 99 0.002 81 −0.14 −0.14
Laplace+Tikhonov NF = 2.0 0.002 05 0.001 89 0.004 96 0.004 10 −0.47 −0.47
NOSER NF = 0.5 0.002 11 0.001 39 0.004 48 0.002 96 −0.24 −0.24
Laplace NF = 2.0 0.002 11 0.002 03 0.005 80 0.004 97 −0.57 −0.57
NOSER LCC 0.002 25 0.001 88 0.005 66 0.004 12 −0.43 −0.43
Laplace+Tikhonov BR 0.002 30 0.002 16 0.006 45 0.005 68 −0.61 −0.60
Tikhonov LCC 0.002 36 0.001 97 0.005 64 0.003 45 −0.45 −0.44
NOSER GCV 0.002 38 0.002 18 0.006 44 0.005 38 −0.57 −0.56
NOSER NF = 1.0 0.002 39 0.001 97 0.005 81 0.004 20 −0.38 −0.38















































Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace BR 0.002 41 0.002 29 0.006 93 0.006 05 −0.68 −0.67
Laplace+NOSER BR 0.002 41 0.002 29 0.006 93 0.006 05 −0.68 −0.67
Tikhonov GCV 0.002 44 0.002 17 0.006 96 0.005 43 −0.59 −0.57
NOSER NF = 2.0 0.002 48 0.002 25 0.007 46 0.005 62 −0.55 −0.54
Laplace+NOSER NF = 1.5 0.002 49 0.002 27 0.006 66 0.004 87 −0.51 −0.50
Tikhonov NF = 1.5 0.002 51 0.002 03 0.006 33 0.004 16 −0.47 −0.45
Tikhonov NF = 1.0 0.002 51 0.001 99 0.005 82 0.003 55 −0.37 −0.35
Tikhonov NF = 2.0 0.002 53 0.002 18 0.007 15 0.004 86 −0.54 −0.53
Laplace+NOSER NF = 2.0 0.002 55 0.002 35 0.007 28 0.005 64 −0.57 −0.57
Laplace+NOSER NF = 1.0 0.002 58 0.002 25 0.006 07 0.004 84 −0.41 −0.41
Tikhonov BR 0.002 59 0.002 43 0.007 93 0.006 33 −0.69 −0.66
NOSER BR 0.002 81 0.002 66 0.008 99 0.007 50 −0.75 −0.74
Tikhonov NF = 0.5 0.002 95 0.001 85 0.006 83 0.003 83 −0.22 −0.21
Laplace+NOSER NF = 0.5 0.003 09 0.002 00 0.006 67 0.004 31 −0.26 −0.26
Tikhonov NF = 0.4 0.003 30 0.001 83 0.006 66 0.004 18 −0.18 −0.17
Laplace+NOSER NF = 0.4 0.003 35 0.001 97 0.006 84 0.004 59 −0.22 −0.22
Laplace LCC* 0.004 50 0.002 65 0.018 66 0.007 88 −0.36 −0.36
Laplace+Tikhonov LCC 0.026 16 0.008 97 0.049 94 0.018 92 −0.18 −0.17















































Tabulka D.3: Urcˇen´ı polohy nehomogenity pro SNR = 2
Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace+Tikhonov NF = 0.5 0.002 42 0.002 18 0.006 35 0.004 86 −0.18 −0.18
Laplace+Tikhonov NF = 0.4 0.002 50 0.002 16 0.006 00 0.004 69 −0.14 −0.14
NOSER NF = 0.4 0.002 50 0.002 10 0.006 29 0.004 85 −0.20 −0.20
Laplace+Tikhonov GCV 0.002 61 0.002 58 0.006 16 0.005 83 −0.29 −0.29
Laplace NF = 0.5 0.002 70 0.002 61 0.006 21 0.005 76 −0.25 −0.25
Laplace+Tikhonov NF = 1.0 0.002 78 0.002 71 0.006 66 0.005 87 −0.32 −0.31
NOSER NF = 0.5 0.002 79 0.002 31 0.006 97 0.005 54 −0.24 −0.24
Laplace NF = 0.4 0.002 80 0.002 68 0.006 69 0.005 60 −0.21 −0.21
NOSER LCC 0.002 90 0.002 46 0.006 97 0.005 58 −0.28 −0.28
Laplace GCV 0.002 93 0.002 95 0.006 53 0.006 61 −0.35 −0.35
NOSER GCV 0.003 13 0.002 80 0.007 67 0.006 50 −0.36 −0.36
Laplace+Tikhonov NF = 1.5 0.003 19 0.003 01 0.008 09 0.006 40 −0.41 −0.41
Laplace NF = 1.0 0.003 20 0.003 16 0.007 56 0.007 51 −0.41 −0.41
NOSER NF = 1.0 0.003 36 0.002 96 0.009 04 0.006 71 −0.39 −0.38
Tikhonov GCV 0.003 43 0.003 04 0.007 67 0.007 08 −0.38 −0.35
Tikhonov LCC 0.003 49 0.002 68 0.007 81 0.005 95 −0.30 −0.28
Tikhonov NF = 1.0 0.003 51 0.003 07 0.007 84 0.006 48 −0.37 −0.35
Tikhonov NF = 0.5 0.003 58 0.002 43 0.007 24 0.005 55 −0.22 −0.21
Laplace+NOSER NF = 1.0 0.003 60 0.003 14 0.009 14 0.007 55 −0.41 −0.41















































Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace+NOSER NF = 0.5 0.003 65 0.002 77 0.008 14 0.006 12 −0.26 −0.26
Laplace NF = 1.5 0.003 80 0.003 85 0.009 25 0.008 69 −0.51 −0.50
Laplace+NOSER NF = 0.4 0.003 82 0.002 70 0.008 21 0.005 56 −0.23 −0.22
Laplace+NOSER NF = 1.5 0.003 88 0.003 48 0.010 07 0.008 43 −0.51 −0.51
NOSER NF = 1.5 0.003 94 0.003 46 0.010 31 0.007 57 −0.49 −0.48
Laplace+NOSER NF = 2.0 0.004 25 0.004 15 0.010 62 0.009 66 −0.59 −0.58
NOSER NF = 2.0 0.004 39 0.004 75 0.011 51 0.011 91 −0.56 −0.53
Laplace+Tikhonov NF = 2.0 0.004 57 0.003 42 0.024 63 0.007 31 −0.48 −0.47
Tikhonov NF = 1.5 0.004 84 0.003 54 0.022 55 0.008 14 −0.47 −0.44
Laplace NF = 2.0 0.006 11 0.005 19 0.037 41 0.013 86 −0.58 −0.56
Tikhonov NF = 2.0 0.007 53 0.005 47 0.062 18 0.021 69 −0.53 −0.49
Laplace+Tikhonov BR 0.008 22 0.006 99 0.066 18 0.024 75 −0.60 −0.55
Laplace LCC* 0.008 94 0.004 64 0.026 38 0.010 81 −0.29 −0.27
Laplace BR 0.011 54 0.011 17 0.088 84 0.039 11 −0.64 −0.53
Laplace+NOSER BR 0.011 54 0.011 17 0.088 84 0.039 11 −0.64 −0.53
Tikhonov BR 0.012 80 0.012 20 0.093 83 0.037 38 −0.62 −0.48
NOSER BR 0.013 67 0.015 20 0.084 97 0.039 34 −0.66 −0.41
Laplace+Tikhonov LCC 0.039 04 0.012 67 0.053 07 0.020 72 −0.03 −0.03















































Tabulka D.4: Urcˇen´ı polohy nehomogenity pro SNR = 1
Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace+Tikhonov NF = 0.4 0.004 85 0.003 99 0.010 26 0.010 08 −0.15 −0.14
Laplace+Tikhonov NF = 0.5 0.005 07 0.004 24 0.011 22 0.010 55 −0.19 −0.18
Laplace+NOSER NF = 0.4 0.005 28 0.004 29 0.011 25 0.009 41 −0.23 −0.23
Tikhonov NF = 0.4 0.005 38 0.004 19 0.011 56 0.009 52 −0.18 −0.17
Tikhonov GCV 0.005 55 0.004 77 0.011 80 0.010 17 −0.24 −0.22
Tikhonov NF = 0.5 0.005 56 0.004 61 0.012 27 0.009 79 −0.23 −0.21
Laplace NF = 0.4 0.005 69 0.004 90 0.012 65 0.012 20 −0.22 −0.22
NOSER NF = 0.4 0.005 99 0.004 49 0.026 67 0.014 35 −0.20 −0.20
Laplace+NOSER NF = 0.5 0.006 37 0.004 92 0.027 18 0.014 67 −0.27 −0.27
Laplace+Tikhonov NF = 1.0 0.006 74 0.005 67 0.026 54 0.011 97 −0.33 −0.32
NOSER GCV 0.006 88 0.005 17 0.039 23 0.019 76 −0.23 −0.23
Laplace+Tikhonov GCV 0.007 09 0.004 81 0.023 12 0.010 85 −0.17 −0.17
NOSER NF = 0.5 0.007 44 0.005 38 0.043 35 0.019 84 −0.24 −0.24
Laplace NF = 0.5 0.008 74 0.006 74 0.058 68 0.031 91 −0.25 −0.26
Laplace GCV 0.012 48 0.006 11 0.053 94 0.016 17 −0.22 −0.21
Laplace+NOSER NF = 1.0 0.012 65 0.008 84 0.082 52 0.038 11 −0.39 −0.39
Laplace+Tikhonov NF = 1.5 0.013 23 0.008 71 0.090 52 0.030 78 −0.40 −0.38
NOSER NF = 1.0 0.015 32 0.008 80 0.092 14 0.033 26 −0.37 −0.35
Tikhonov NF = 1.0 0.015 44 0.008 35 0.101 94 0.029 40 −0.34 −0.33















































Prior Hp E[δp] [m] E[δt] [m] E
5[δp] [m] E
5[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace+NOSER NF = 1.5 0.016 50 0.011 07 0.096 56 0.040 82 −0.45 −0.44
Laplace+NOSER NF = 2.0 0.019 72 0.014 09 0.097 43 0.043 59 −0.48 −0.41
NOSER LCC 0.019 82 0.011 52 0.108 76 0.042 21 −11 698 148.23 7 498 190.01
Tikhonov LCC 0.019 99 0.011 40 0.113 35 0.040 01 −27 108 879.82 3 346 332.12
Laplace+Tikhonov NF = 2.0 0.020 51 0.012 18 0.100 76 0.043 29 −0.41 −0.38
Laplace LCC* 0.023 45 0.014 09 0.089 16 0.046 96 124.35 −267.27
NOSER NF = 1.5 0.024 06 0.014 06 0.106 47 0.040 22 −0.40 −0.35
Tikhonov NF = 1.5 0.024 21 0.013 78 0.102 35 0.044 68 −0.35 −0.33
NOSER NF = 2.0 0.024 50 0.017 03 0.106 48 0.045 76 −0.43 −0.33
Laplace+Tikhonov BR 0.027 26 0.019 72 0.103 32 0.053 23 −0.41 −0.33
Laplace NF = 1.5 0.028 53 0.014 40 0.107 70 0.045 07 −0.37 −0.37
Laplace NF = 2.0 0.028 81 0.018 78 0.105 26 0.053 65 −0.34 −0.32
Tikhonov BR 0.030 47 0.022 56 0.099 26 0.051 89 −0.32 −0.23
Laplace BR 0.033 08 0.023 22 0.108 11 0.052 78 −0.25 −0.28
Laplace+NOSER BR 0.033 08 0.023 22 0.108 11 0.052 78 −0.25 −0.28
Tikhonov NF = 2.0 0.033 37 0.019 64 0.111 87 0.053 31 −0.29 −0.30
NOSER BR 0.036 02 0.024 57 0.108 89 0.054 11 −0.21 −0.26
Laplace+Tikhonov LCC 0.040 64 0.013 89 0.060 11 0.026 80 −0.03 −0.03
Laplace LCC 0.041 43 0.014 10 0.061 26 0.027 44 −0.03 −0.03
Prˇ´ıloha E
Detekce nehomogenity na rea´lny´ch
datech
V te´to prˇ´ıloze jsou kompletn´ı vy´sledky prˇesnosti urcˇen´ı polohy bodove´ nehomogenity algo-
ritmy inverzn´ıch metod aplikovany´ch na rea´lny´ch datech. Data byla nameˇrˇena z 8 meˇrˇen´ı
r˚uzny´ch velikost´ı deˇr na vzorku. Nameˇrˇena´ data byla zanesena do tabulky E.1 pro jed-
notlive´ metody inverze. Popis jednotlivy´ch sloupc˚u je shodny´ s popisem sloupc˚u v prˇ´ıloze
D. Metoda vy´beˇru parametru prostrˇednictv´ım L-Krˇivky nedoka´zala dobrˇe rekonstruovat
obraz pro otvor s nejmensˇ´ım pr˚umeˇrem avsˇak, velmi dobrˇe doka´zala rekonstruovat obraz s
veˇtsˇ´ım polomeˇrem otvoru, proto tyto vy´sledky algoritmu nejsou vypov´ıdaj´ıc´ı. Novy´ algo-
ritmus hledaj´ıc´ı polohu nehomogenity je nastaven tak, zˇe prokla´da´ trˇicet procent plochy













































Tabulka E.1: Urcˇen´ı polohy bodove´ nehomogenity
Prior Hp E[δp] [m] E[δt] [m] E
2[δp] [m] E
2[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace+NOSER NF = 0.4 0.001 31 0.002 45 0.002 39 0.005 51 −140.68 −140.15
Laplace+NOSER NF = 0.5 0.001 35 0.002 34 0.002 48 0.004 61 −173.18 −173.20
Laplace NF = 0.5 0.001 47 0.001 89 0.002 72 0.003 54 −163.28 −162.76
Laplace NF = 1.0 0.001 64 0.002 31 0.003 24 0.003 86 −251.68 −251.41
Laplace+Tikhonov BR 0.001 71 0.004 21 0.003 96 0.010 46 −345.96 −329.68
Laplace GCV 0.001 74 0.002 62 0.003 00 0.005 00 −308.78 −308.46
Tikhonov NF = 1.5 0.001 79 0.003 46 0.002 99 0.007 32 −205.64 −203.98
Laplace NF = 0.4 0.001 80 0.002 07 0.003 06 0.004 34 −133.92 −133.42
NOSER LCC 0.001 86 0.003 08 0.003 48 0.005 37 −276.87 −276.21
Laplace+Tikhonov NF = 1.0 0.001 93 0.002 56 0.003 54 0.004 25 −180.35 −180.18
NOSER GCV 0.001 96 0.003 38 0.003 71 0.005 90 −339.39 −339.65
NOSER NF = 1.0 0.001 98 0.003 20 0.003 63 0.004 99 −253.70 −249.81
Laplace+Tikhonov NF = 1.5 0.002 01 0.002 65 0.003 89 0.004 94 −229.71 −227.40
Tikhonov NF = 1.0 0.002 24 0.003 33 0.003 57 0.006 10 −165.28 −161.83
NOSER NF = 1.5 0.002 25 0.002 88 0.004 18 0.005 23 −313.73 −305.77
Laplace+Tikhonov GCV 0.002 32 0.003 25 0.004 55 0.005 93 −247.44 −247.33
Tikhonov LCC 0.002 37 0.003 56 0.004 53 0.006 53 −198.27 −202.29
NOSER NF = 0.5 0.002 37 0.003 78 0.004 18 0.006 12 −152.27 −151.22
Tikhonov GCV 0.002 43 0.003 41 0.004 18 0.006 43 −229.11 −231.94












































Prior Hp E[δp] [m] E[δt] [m] E
2[δp] [m] E
2[δt] [m] E[ap] [Sm
−1] E[at] [Sm−1]
Laplace LCC* 0.002 83 0.003 47 0.008 02 0.009 73 −233.56 −211.58
Tikhonov NF = 0.5 0.003 65 0.005 04 0.005 93 0.007 29 −98.44 −99.55
Laplace+Tikhonov NF = 0.5 0.003 66 0.004 20 0.005 42 0.006 33 −97.42 −97.44
Laplace+Tikhonov NF = 0.4 0.004 79 0.005 07 0.006 86 0.007 54 −73.44 −73.15
Tikhonov NF = 0.4 0.005 01 0.005 36 0.009 11 0.006 43 −76.88 −82.98
Tikhonov BR 0.005 73 0.007 92 0.018 11 0.022 98 −294.93 −289.97
Laplace+NOSER NF = 2.0 0.006 00 0.006 76 0.020 59 0.021 22 −363.22 −369.83
Laplace LCC 0.008 93 0.001 42 0.032 44 0.002 46 −223.14 −222.93
Laplace BR 0.009 22 0.009 47 0.033 08 0.026 80 −377.08 −355.47
Laplace+NOSER BR 0.009 22 0.009 47 0.033 08 0.026 80 −377.08 −355.47
Laplace+Tikhonov LCC 0.009 33 0.001 81 0.033 22 0.003 44 −194.54 −194.00
Laplace+NOSER NF = 1.5 0.010 84 0.007 97 0.040 39 0.027 06 −322.77 −332.19
Laplace+NOSER NF = 1.0 0.010 87 0.010 28 0.041 08 0.036 41 −269.96 −275.10
Laplace NF = 2.0 0.011 13 0.007 41 0.039 98 0.023 60 −326.48 −322.80
NOSER NF = 2.0 0.011 69 0.007 42 0.041 96 0.023 12 −337.90 −335.70
Laplace NF = 1.5 0.011 91 0.007 85 0.042 75 0.024 15 −288.67 −288.28
Laplace+Tikhonov NF = 2.0 0.012 14 0.007 77 0.043 60 0.024 49 −251.37 −252.17
Tikhonov NF = 2.0 0.013 18 0.006 93 0.047 85 0.022 12 −223.53 −228.70
NOSER BR 0.015 65 0.012 93 0.055 38 0.033 33 −395.62 −371.44
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