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We critically discuss whether and under what conditions Lifshitz theory may be used to de-
scribe thermal Casimir–Polder forces on atoms or molecules. An exact treatment of the atom–field
coupling reveals that for a ground-state atom (molecule), terms associated with virtual-photon ab-
sorption lead to a deviation from the traditional Lifshitz result; they are identified as a signature
of non-equilibrium dynamics. Even the equilibrium force on a thermalized atom (molecule) may be
overestimated when using the ground-state polarizability instead of its thermal counterpart.
PACS numbers: 34.35.+a, 12.20.–m, 42.50.Ct, 42.50.Nn
Dispersion forces such as Casimir and Casimir–Polder
(CP) forces are of increasing relevance in nanophysics
[1]; recent successes include the chemical identification of
surface atoms via atomic force microscopy [2] as well as
the construction of novel biomimetic dry adhesives [3].
They become important in efforts to miniaturize atom
chips [4] and play a key role in experiments placing upper
bounds on non-standard gravitational forces [5].
In all of these areas, a thorough understanding of dis-
persion forces under realistic conditions must account for
their temperature dependence induced by thermal pho-
tons [6]. A series of high-precision experiments [7] has
triggered a renewed interest in this thermal Casimir force
[8] by opening the perspective of its experimental inves-
tigation [9]. It was noticed that, depending on the model
chosen to describe the metal response, Lifshitz theory can
yield different answers for the temperature dependence of
the Casimir energy between two metal plates [10]. The
resulting debate concerning the correct description of the
thermal Casimir force [11] will ultimately have to be set-
tled by experiments. Non-equilibrium situations of two
plates of different temperatures have recently been sug-
gested as sensitive probes to the quantum electrodynam-
ics (QED) of the Casimir effect [12].
The CP force on single atoms can be measured indi-
rectly via spectroscopic means; clear evidence for ther-
mal frequency shifts has been found for atoms inside a
cavity [13] and their signature has been detected in the
interaction of atoms with a sapphire surface [14]. The
novel non-equilibrium CP forces predicted for the case
of different surface and environment temperatures [15]
have recently been observed via their effect on the center-
of-mass oscillations of a trapped Bose–Einstein conden-
sate [16]. While some theoretical studies of the thermal
CP force are based on a QED treatment of the atom–
field coupling [17, 18], the vast majority of investigations
invokes a macroscopic calculation using Lifshitz theory
[6, 19, 20] or a linear-response description of the atom
[15, 21] (leading to equivalent results).
The macroscopic approach to the CP force is based on
a very close relation between Casimir and CP forces. It
is the validity of this one-to-one correspondence and its
results for the CP force that we intend to investigate in
this Letter, so let us briefly recount the argument in its
traditional form: Generalizing the famous Lifshitz result
for two plates [6], the thermal Casimir force on a homo-
geneous body of arbitrary shape occupying a volume V
in free space due to the presence of another body can be
given as a Matsubara sum [22, 23]
F = 2kBT
∫
V
d3r
∞∑
N=0
(
1− 12δN0
)
×
[
Tr
{
I×
[
∇×∇×+(ξN/c)
2
]
G
(1)(r, r′, iξN )×
←−
∇
′
}
r=r′
− (ξN/c)
2
∇·G(1)(r, r, iξN)
]
(1)
with Matsubara frequencies ξN = 2pikBTN/~. Here, G
(1)
is the scattering part of the classical Green tensor
[
∇×∇× − (ω/c)2 ε(r, ω)
]
G(r, r′, ω) = δ(r − r′) (2)
associated with the bodies that are characterized by their
dielectric permittivity ε(r, ω). The result (1) can be ob-
tained from the zero-temperature force by applying the
simple replacement rule
~
pi
∫ ∞
0
dξ f(iξ) 7→ 2kBT
∞∑
N=0
(
1− 12δN0
)
f(iξN ) (3)
which is equivalent to replacing the zero-point energy
1
2~ω by a thermal spectrum
[
n(ω) + 12
]
~ω with pho-
ton number n(ω) = 1/
[
e~ω/(kBT ) − 1
]
. To derive the
CP force, one assumes that one body consists of a di-
lute gas (number density η) of atoms with polarizability
α(ω), so that its permittivity may be approximated by
ε(ω) = 1 + ηα(ω)/ε0. After a linear expansion in α, it
follows that the thermal CP force is given by [22, 23]
F (rA) = −µ0kBT
∞∑
N=0
(
1− 12δN0
)
ξ2Nα(iξN )
×∇A TrG
(1)(rA, rA, iξN ). (4)
2As an immediate consequence of its macroscopic deriva-
tion, this force expression is very similar in structure to
the respective Casimir force. In particular, the replace-
ment rule (3) is again valid which often serves as a start-
ing point for studies of the thermal CP force [24].
In view of the high precision of modern experiments,
the current widespread use of the macroscopic result (4)
and the replacement rule (3) for calculating thermal CP
forces calls for a critical discussion of their validity. In
this Letter we clarify the extent to which Eq. (4) can
be used on the basis of a direct calculation of the time-
dependent thermal CP force from the atom–field cou-
pling Hamiltonian. We will demonstrate that force com-
ponents associated with thermal-photon absorption will
generically lead to deviations from Eq. (4). As we will
show, the macroscopic result provides a reasonable ap-
proximation to the force on a fully thermalized atom,
provided that the atomic polarizability is correctly inter-
preted.
In electric dipole approximation, the force on an atom
or a molecule (called atomic system in the following) pre-
pared in an incoherent superposition of internal eigen-
states |n〉 is given by [23, 25]
F (rA, t) =
〈[
∇dˆ·Eˆ(r)
]
r=rA
〉
, (5)
where it is assumed that the internal and translational
motion of the atomic system decouple in the spirit of
Born–Oppenheimer approximation. In order to evaluate
this expression, one needs to solve the coupled dynamics
of the electromagnetic field and the atomic system, which
is governed by the Hamiltonian [26]
Hˆ =
∫
d3r
∫ ∞
0
dω ~ω fˆ†(r, ω)·fˆ(r, ω)
+
∑
n
EnAˆnn −
∑
m,n
Aˆmndmn ·Eˆ(rA) (6)
(dmn = 〈m|dˆ|n〉, Aˆmn = |m〉〈n|). The bosonic dynami-
cal variables fˆ† and fˆ , which describe the elementary ex-
citations of the body-assisted electromagnetic field, can
be used to construct an expansion of the electric-field
operator Eˆ(r) =
∫∞
0
dω Eˆ(r, ω) + H. c. according to
Eˆ(r, ω) = i
√
~/(piε0) (ω/c)
2
∫
d3r′
√
Im ε(r′, ω)
× G(r, r′, ω)·fˆ(r′, ω). (7)
The expansion coefficients are given in terms of the clas-
sical Green tensor (2) which obeys the integral relation
ω2
c2
∫
d3s Im ε(s, ω)G(r, s, ω)·G∗(s, r′, ω)
= ImG(r, r′, ω). (8)
The Hamiltonian (6) implies that the atom–field dy-
namics is governed by the system of equations
˙ˆ
Amn = iωmnAˆmn
+
i
~
∑
k
(
dnkAˆmk − dkmAˆkn
)
·Eˆ(rA), (9)
˙ˆ
f(r, ω) = −iωfˆ(r, ω) +
√
Im ε(r, ω)/(~piε0) (ω/c)
2
×
∑
m,n
Aˆmndmn ·G
∗(rA, r, ω). (10)
We eliminate the field by formally integrating Eq. (10)
and substituting the result back into Eq. (9), which we
arrange in normal ordering. After using the integral re-
lation (8), we obtain
˙ˆ
Amn(t) = iωmnAˆmn(t) + Zˆmn(t)
+
i
~
∑
k
∫ ∞
0
dω
{
eiωtEˆ†(rA, ω)·
[
dnkAˆmk(t)− dkmAˆkn(t)
]
+ e−iωt
[
Aˆmk(t)dnk − Aˆkn(t)dkm
]
·Eˆ(rA, ω)
}
(11)
where
Zˆmn(t) =
µ0
~pi
∑
j,k,l
∫ ∞
0
dω ω2dkl ·ImG(rA, rA, ω)
∫ t
0
dτ
·
{
e−iω(t−τ)
[
djmAˆjn(t)− dnjAˆmj(t)
]
Aˆkl(τ)
+ eiω(t−τ)Aˆkl(τ)
[
dnjAˆmj(t)− djmAˆjn(t)
]}
(12)
denotes the zero-point contribution to the internal atomic
dynamics. The thermal contribution can be determined
iteratively by substituting the self-consistent solution
Aˆmn(t) = e
iω˜mntAˆmn +
i
~
∑
k
∫ ∞
0
dω
∫ t
0
dτ eiω˜mn(t−τ)
×
[
Aˆmk(τ)dnk − Aˆkn(τ)dkm
]
·
[
Eˆ(rA, ω)e
−iωτ +H. c.
]
(13)
into the truncated Eq. (11) [without the zero-point con-
tribution Zˆmn(t)] back into itself and taking expectation
values. With the field initially being prepared in a ther-
mal state ρˆT = exp[−HˆF/(kBT )]/Tr{exp[−HˆF/(kBT )]},
HˆF =
∫
d3r
∫∞
0
dω ~ωfˆ†(r, ω)·fˆ (r, ω), the non-vanishing
averages of the field operators are
〈
Eˆ†(r, ω)Eˆ(r′, ω′)
〉
= (~µ0/pi)n(ω)ω
2 ImG(r, r′, ω)δ(ω − ω′) (14)
[recall Eqs. (7) and (8)]. One thus obtains a closed system
of equations for the internal atomic dynamics
〈 ˙ˆ
Amn
〉
= iωmn
〈
Aˆmn
〉
+
〈
Zˆmn
〉
+
〈
Tˆmn
〉
, (15)
3with the thermal contribution being given by
〈
Tˆmn(t)
〉
=
µ0
~pi
∑
k,l
∫ ∞
0
dω ω2n(ω)
∫ t
0
dτ
[
e−iω(t−τ) + eiω(t−τ)
]
×
{
eiω˜mk(t−τ)dnk ·ImG(rA, rA, ω)
·
[
dlm
〈
Aˆlk(τ)
〉
−dkl
〈
Aˆml(τ)
〉]
+ eiω˜kn(t−τ)dkm ·ImG(rA, rA, ω)
·
[
dnl
〈
Aˆkl(τ)
〉
−dlk
〈
Aˆln(τ)
〉]}
. (16)
For weak atom–field coupling, this system can be solved
in Markov approximation using the relations
〈
Aˆmn(τ)
〉
≃
e−iω˜mn(t−τ)
〈
Aˆmn(t)
〉
and
∫ t
0 dτ e
ix(t−τ) ≃ piδ(x) + iP/x.
For a non-degenerate system, the off-diagonal elements
of the atomic density matrix σˆ decouple from one another
as well as from the diagonal elements, and one finds that
the internal atomic dynamics follows the rate equations
σ˙nn(t) = −Γnσnn(t) +
∑
k
Γknσkk(t), (17)
σ˙mn(t) =
[
−iω˜mn −
1
2 (Γm + Γn)
]
σmn(t), m 6= n (18)
(σmn=〈m|σˆ|n〉=
〈
Aˆnm
〉
). Here, the total loss rates read
Γn =
∑
k
Γnk =
2µ0
~
∑
k
ω˜2nk{Θ(ω˜nk)[n(ω˜nk) + 1]
+ Θ(ω˜kn)n(ω˜kn)}dnk ·ImG(rA, rA, |ω˜nk|)·dkn (19)
and the shifts of the atomic transition frequencies ω˜mn =
ωmn + δωm − δωn are given by
δωn =
∑
k
δωnk =
µ0
pi~
∑
k
P
∫ ∞
0
dω ω2
[
n(ω) + 1
ω˜nk − ω
+
n(ω)
ω˜nk + ω
]
dnk ·ImG(rA, rA, ω)·dkn; (20)
they reduce to the perturbative result derived in Ref. [18]
upon setting ω˜nk ≃ ωnk in the denominators.
With these preparations, we evaluate the CP force (5)
with the help of Eqs. (7), (13) and (14) and the solution
to Eq. (10) as
F (rA, t)
=
iµ0
pi
∑
n,k
∫ ∞
0
dω ω2∇dnk ·ImG
(1)(r, rA, ω)·dkn
∣∣
r=rA
×
∫ t
0
dτ
〈
Aˆnn(τ)
〉{
n(ω)e[i(ω+ωnk)−(Γn+Γk)/2](t−τ)
+ [n(ω) + 1]e[−i(ω−ωnk)−(Γn+Γk)/2](t−τ)
}
+ c. c. (21)
Here we have used the correlation function
〈
Aˆmn(t)Aˆkl(τ)
〉
= δnk
〈
Aˆml(τ)
〉
e[iω˜mn−(Γm+Γn)/2](t−τ)
(22)
which follows from Eq. (18) by means of the quantum
regression theorem [27]. Evaluating the τ integral in
Markov approximation and the ω integral by means of
contour-integral techniques (cf. Ref. [25]), one finds that
the thermal CP force on an atomic system prepared in
an incoherent superposition of energy eigenstates is given
by F (rA, t) =
∑
n σnn(t)Fn(rA) with force components
Fn(rA) = −µ0kBT
∞∑
N=0
(
1− 12δN0
)
ξ2N∇Tr
{
[αn(iξN ) +αn(−iξN )]·G
(1)(rA, r, iξN )
}∣∣
r=rA
+ µ0
∑
k
{
Θ(ω˜nk)Ω
2
nk
× [n(Ωnk) + 1]∇dnk ·G
(1)(r, rA,Ωnk)·dkn
∣∣
r=rA
−Θ(ω˜kn)Ω
∗2
knn(Ω
∗
kn)∇dnk ·G
(1)(r, rA,Ω
∗
kn)·dkn
∣∣
r=rA
+ c.c.
}
(23)
[Ωnk = ω˜nk + i(Γn+Γk)/2] and atomic/molecular polar-
izability
αn(ω) =
1
~
∑
k
[
dnkdkn
−Ωnk − ω
+
dkndnk
−Ω∗nk + ω
]
. (24)
This result generalizes the zero-temperature force calcu-
lated in Ref. [25].
In order to compare this force with the macroscopic
result (4), we consider an isotropic atomic system in the
perturbative limit Ωnk ≃ ωnk, whereby Eq. (23) simpli-
4fies to
Fn(rA) = −µ0kBT
∞∑
N=0
(
1− 12δN0
)
× ξ2Nαn(iξN )∇A TrG
(1)(rA, rA, iξN )
+
µ0
3
∑
k
ω2nk{Θ(ωnk)[n(ωnk) + 1]−Θ(ωkn)n(ωkn)}
× |dnk|
2
∇A TrReG
(1)(rA, rA, ωnk) (25)
and coincides with the negative gradient of the frequency
shift (20) given in Ref. [18]. In addition to the Matsub-
ara sum, the thermal CP force has resonant contributions
proportional to n(ωnk) and n(ωnk)+1, respectively, which
are due to the absorption and emission of photons by
the atomic system. Even the force F0(rA) on a ground-
state atom or molecule exhibits resonant force compo-
nents − 13µ0ω
2
k0n(ωk0)|d0k|
2
∇ATrReG
(1)(rA, rA, ωk0) as-
sociated with thermal-photon absorption which lead to a
discrepancy with the macroscopic result (4). These res-
onant forces can be observed on time scales which are
short with respect to the inverse ground-state heating
rates Γ−10k , and their magnitude scales with the number
of thermal photons at the respective transition frequency
n(ωk0). Polar molecules thus present an ideal candidate
for studying them, since their heating time can be of the
order of several seconds, and the thermal photon number
at the relevant vibrational and rotational transition fre-
quencies in the microwave regime can reach values of up
to a few hundred at room temperature [28]. As discussed
in Ref. [14], the enhanced frequency shifts observed very
recently via selective reflection spectroscopy of cesium in
the far infrared might be due to a resonant thermal effect
of this kind.
Our approach allows us to discuss the full dynamics
of the CP force. It is thus able to reveal that resonant
force components associated with absorption and stim-
ulated / spontaneous emission of photons are a genuine
non-equilibrium effect: According to Eq. (17), the atomic
system reaches thermal equilibrium with its environment
in the long-time limit and is described by the thermal
state σˆT = e
−
P
n
E˜nAˆnn/(kBT )/Tr
[
e−
P
n
E˜nAˆnn/(kBT )
]
(E˜n = En + ~δωn). In thermal equilibrium, all reso-
nant force components cancel and the force can be writ-
ten in the form of Eq. (4) only if the atomic polariz-
ability has been identified as the thermal polarizability,
αT (ω) =
∑
n σT,nnαn(ω). In the limit of a single dom-
inant transition, this equilibrium force is smaller than
that resulting from Eq. (4) with α0(ω) by a factor rT
= tanh[~ω˜10/(2kBT )] = [2n(ω˜10) + 1]
−1. The force on
ground-state atoms, which is dominated by electronic
transitions, is insensitive to this effect at room tem-
perature due to the very small thermal photon num-
ber: For Rb (ω10=2.37×10
15Hz rad [29]), one obtains
rT =1− 1.3×10
−26 at T =300K. As in the case of the
non-equilibrium force discussed above, a noticeable devi-
ation from the Lifshitz result is to be expected for polar
molecules: For CaF, force components associated with
vibrational transitions (ω10=1.15×10
14Hz rad [30]) are
reduced by a factor rT =0.90, those associated with rota-
tional transitions (ω10=1.32×10
11Hz rad [31]) even by a
factor rT =0.0017—they are thus strongly reduced with
respect to the prediction from Lifshitz theory.
In conclusion, a full quantum-mechanical treatment of
the atom–field interaction has revealed that the thermal
CP force on a ground-state atom or molecule cannot
be obtained from a macroscopic calculation while the
force on a fully thermalized atom can—provided that
one uses its correct finite-temperature polarizability. As
shown, the force on thermalized molecules is consider-
ably smaller than suggested by Lifshitz theory. The res-
onant contributions to the force that occur for a ground-
state atom are due to the absorption of thermal photons
and manifest a non-equilibrium effect. In particular, they
may dominate the thermal CP force on polar molecules,
where they present both a considerable limiting factor
for the miniaturisation of molecular surface traps and a
novel probe to the surface-assisted thermal dynamics of
these molecules. The discussion presented here imme-
diately generalizes to scenarios such as those suggested
in Ref. [15] where different parts of the environment are
held at different temperatures.
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