Abstract. Let A denote the class of normalized analytic functions in the unit disc U and
Introduction and Definitions
Let A denote the class of functions of the form f (z) = z + ∞ n=2 a n z n which are analytic in the open unit disc U = {z ∈ C; |z| < 1}.
For β < 1, α ≥ 0 and γ ≥ 0, let P γ (α, β) denote the class of all analytic functions f in A such that
where power is taken to be principle value. Some properties of subclasses of this class has known in the literature. It is obvious that P 1 (α, 0) with η = 0 is the subclass of Bazilevic functions, which is known to be univalent in U . We refer the reader for more information on the subclasses of P γ (α, β) to previous works which have been studied by Singh [12] , Liu [7] , Ding et al. [4] . The familiar hypergeometric function F (a, b; c; z) defined by the series is analytic in the unit disc U . Here (a, 0) = 1 for a = 0, and (a, n) is the shifted factorial function
We use two different representations for this function, (see for more details [1] , [6] ). If ℜc > ℜb > 0, then we have the Euler integral representation
On the other hand, if ℜa > 0, ℜb > 0, ℜ(c +1) > ℜ(a +b), then we have the following representation
where
For f ∈ A , we define the integral transform
where λ(t ) is a nonnegative real-valued weight function so that 1 0 λ(t )d t = 1. We shall mainly discuss the following problems :
We recall that the operator V λ,α ( f ) contain some of well-known operators such as Libera, Bernardi, and Komatu operators as its special cases. This operator has been studied by a number of authors for various choices of λ(t ) (see e.g. [1] , [3] , [6] , [8] ).
For proving our main results we need to the following lemma. 
Main Results
Theorem 2.1. Let α > 0, γ < 1, µ ≥ 1 be given, and define β = β(α, γ, µ) by
The value of β is sharp.
Proof.
(
After some algebraic calculations and in view of (2.1) we observe that
which, by Lemma 1.1, implies G ∈ P 1 (α, γ) and it will complete the proof. Therefore, it suffices to verify the inequality (2.2). Using the identity (which can be checked by comparing the coefficients of z n on both side)
Hence, in view of (2.3), and
1+t we obtain
The stated condition on β shows that the right-hand side of the last expression is 1 − 1−γ 2(1−β) . To prove the sharpness, let f ∈ P µ (α, β) be the function defined by
Using a series expansion we see that
Then we can write
From the given value of β in the Theorem, it follows that
Finally from (2.5) we obtain
which for z = −1 takes the value
This shows that the result is sharp.
We note that by putting α = 1 in Theorem 2.1, we obtain the result of Barnard et al. [3] and upon setting µ = 1 in Theorem 2.1 we deduce the following result.
Corollary 2.1. Let α > 0, γ < 1 be given and define β = β(α, γ) by
The special case of Corollary 2.1 has been obtained by Fournier and Ruscheweyh [5] .
Theorem 2.2.
Let α > 0, γ < 1, 0 ≤ µ ≤ 1 be given, and define β = β(γ) by
, then it is easy to see that
Using ℜ 
Suppose that f ∈ P µ (α, β) then G ∈ P µ (α, 0), where
The constant β is sharp.
and H = H a,b,c,α be the convolution operator defined by
Suppose that f ∈ P 0 (α, β). Then we have H ( f ) ∈ P γ (α, β 1 ), where
The result is sharp.
Therefore,
Using the relation (which may be verified by comparing the coefficient of z n on both sides )
we find that
Now, in view of the integral representation (1.2), M 1 (z) has the integral form 8) with
Which is clearly nonnegative as 0
. Now by applying Lemma 1.1 we obtain the result. Finally, to prove the sharpness, let function f and M 1 are defined by
Further, with
and the desired conclusion follows.
Putting a = 1 in the Theorem 2.3 we get the following result.
Suppose that f ∈ P 0 (α, β). Then we have h ∈ P γ (α, β 1 ), where
Then it is easy to see that (by comparing coefficient of both side),
This operator for the special case α = 1 has been introduced in [11] and has been studied by a number of authors [1] , [2] , [8] . Because of the symmetry, we may assume b > a if b = a. 
Since t a > t b and bt b − at a > 0 as −1 < a < 0 and b > a. Therefore we have ℜM (z) > M (−1) and the result follows by applying Lemma 1.1 to (2.12). Now for the case b = a by taking the limit as b → a in the previous case we obtain the result.
Finally our next result deals with generalization of the Kamatu operator [9] which is defined by
