We prove sharp rates of convergence to the Ewens equilibrium distribution for a family of Metropolis algorithm based on the random transposition shuffle on the symmetric group, with starting point at the identity or at a random n-cycle. The proofs rely heavily on the theory of symmetric Jack polynomials, developed initially by Jack [14] , Macdonald [19], and Stanley [22]. This completes the analysis started by Diaconis and Hanlon in [5] . In the end we also explore other integrable Markov chains that can be obtained from symmetric function theory.
Introduction
The connection between the symmetric group S n and the set of integer partitions of n is widely known. The partition that a permutation σ ∈ S n corresponds to is simply given by its cycle structure. In fact this connection is the basis for the classical representation theory of S n (see e.g. [10] ): the set of irreducible representations of S n are indexed by the set P n of partitions of n. Since S n is finite, it can also be endowed with a probability space structure. The most natural measure on S n is thus the uniform measure, with each permutation getting a weight of 1/n!. Sampling from this uniform measure is important for many statistical applications ( [7] ), such as testing independence of n iid uniform random variables on an ordered set. Its intimate connection with card shuffling models has also generated a wonderful array of mathematics, most notably the determination of their mixing times (see for instance [2] , [8] , and [21] ).
One of the most natural generalizations of the uniform measure on S n is a 1-parameter family of so-called multivariate Ewens distributions, named after Warren Ewens, who derived the partition function of this probability measure. It is defined by giving each permutation σ a weight of α ℓ(σ) , α > 0, where ℓ(σ) is the number of cycles in σ; hence it can be viewed as an exponentially tilted family based on the uniform measure. The distribution was first applied to population genetics, in which it describes the distribution of frequencies of alleles in a sample of genes( [15] Chapter 41).
Metropolis walk starting at the identity class
The multivariate Ewens distribution with parameter α is defined on S n with P (σ) proportional to α ℓ(σ) where ℓ(σ) is the number of cycles of σ. The normalization constant z n (α) = α (n) := α(α + 1) . . . (α + n − 1).
Consider now the random transposition walk on S n , defined by picking a pair of numbers i = j at random, and multiplying the current state in S n by the transposition (ij). In this form, the walk is periodic and does not converge. But if we make it lazy, then it converges to the uniform measure on S n . By metropolizing the non-lazy walk to the multivariate Ewens distribution with parameter α, we create a new markov chain that converges to MED(α) (see [5] for details). The walk behaves differently for α > 1 and α < 1. And as long as α = 1, it converges, because it always has positive holding probability.
Warning. The α parameter here will be the reciprocal of θ below. If we start the Metropolis walk described in the introduction from the identity element, then we can view it as a walk either on the symmetric group or on the set of partitions. It is the latter interpretation that allows for sharp analysis with other starting points.
Theorem 2.1. For θ ∈ (0, ∞) \ {1}, let P θ be the discrete time Metropolis chain based on random transposition walk starting from id converging to the multivariate Ewens distribution π with parameter θ −1 (so identity has the largest mass when θ < 1). Explicitly, let λ(π) be the cycle structure of the permutation π, λ ′ be the tranposition of λ as a Ferrers diagram, and denote n(λ) = ( 1 θ ∨ 1)n(log n + c).
Remark 1.
1. Notice the chain has no intrinsic holding: when θ = 1 it corresponds to the completely industrious random transposition walk with probability to go to a neighboring permutation. If one inserts a holding of 1/n, i.e., P → 1 n I + (1 − 1 n )P , then the asymptotic cutoff profile stays the same and has no removable discontinuity at θ = 1.
2. The Metropolis chain we defined above can be projected to conjugacy classes of S n , namely partitions, provided we start at the identity element. The transition matrix takes the following form:
(1 ∧ θ −1 ) if µ i + µ j = λ k and µ i = µ j 0 otherwise 3. The first order phase transition at θ = 1 for the cutoff value is not surprising, because the Metropolis chain has different forms for θ < 1 and for θ > 1.
4. θ denotes the inverse of the Ewens sampling parameter the chain P θ converges to. This choice of convention is justified by the fact that the left eigenfunctions of the chain P θ are the transition coefficients from the Jack polynomials with parameter θ to the power sum polynomials, as derived in [12] .
5. It will be interesting to see what happens when the θ value in the transition probability is allowed to be state dependent. My conjecture is that it will always have a cutoff that occurs at at least 1 2 n log n.
The next four sections will be devoted to the proof of Theorem 2.1.
3 Preliminaries on L 2 mixing time Lemma 3.1. Given a reversible ergodic Markov chain P on a finite state space X, let f j be the right eigenfunctions, normalized so that
with corresponding eigenvalues β j . Then g j (x) := f j (x)π(x) are left eigenfunctions of P , with the same eigenvalues, satisfying
Furthermore,
Proof. By reversibility, we have π(x)P (x, y) = π(y)P (y, x). Therefore,
Now multiplying both sides by π(x), we get
This proves the first part. The last two identities are nothing but a restatement of the fact that the matrix Q(x, y) := π(x)P (x, y) is doubly stochastic, i.e., each row and column sums to 1. Here is a formal proof. Since {f j } forms a basis, We can decompose the function z → 1 x (z) in it:
where the coefficients c j are given by
The first equality follows immediately. The second is similar. Lemma 3.2. Under the same notation as the previous lemma, one can bound the total variation distance to stationarity at time k starting at state x by
Proof. The first inequality (3) follows directly from Cauchy-Schwarz inequality. To prove the second formula (4), first write
Using reversibility again (in the extended form π(x)P k (x, y) = π(y)P k (y, x)), we can write
.
Thus summing over y ∈ X, we get
Next write the function y → P 2k x (y) as the result of a row vector multiplied by a matrix:
By the previous lemma, we have
where
. Finally evaluating at y = x in (5), we obtain
Results from symmetric function theory
First we recall from Hanlon [12] that the eigenvalues for the chain P θ projected onto conjugacy classes of S n , with θ > 1, are given by
For an independent proof with pointers to literature, see the proof of Theorem 4.2.
Next we derive the eigenvalues of the chain P θ , for θ ∈ (0, 1). Notice this is not the same chain as that studied in [12] . Here the identity element gets the biggest mass, whereas in [12] , identity has the smallest mass (Ewens sampling with parameter ∈ (0, 1)). But the same result of Macdonald can be used here to derive eigenvalues. Indeed, consider the following matrix T θ defined by
and {π i } is the partition structure of π. This quantity gives the number of ways to break a part in the partition structure of π into two parts, using multiplication by a transposition.
Hanlon considered the case θ ≥ 1 (his α is our θ), here we extend to θ ∈ (0, 1), which is no longer a Markov matrix, because the diagonal entries are no longer nonnegative. Nevertheless The rows still sum to 1. Then his theorem 3.5 continues to hold because the proof never uses θ ≥ 1. Likewise, theorem 3.9 holds for θ < 1. To get P θ , we simply need to rescale T θ by θ and add a constant multiple cI of identity matrix. c can be obtained by looking at the top eigenvalue. By therem 3.5 and 3.9 of [12] , θT θ has eigenvalues
. Thus we need to add 1 − θ in order for β (n) to equal 1.
Combining the two cases, we have the following formula for eigenvalues of P θ :
Denote r(λ) =
. The following lemma collects a bunch of estimates about β λ :
Lemma 4.1. Let > be the natural partial order on the set of partitions defined as follows: given two partitions represented by Ferrers diagrams λ and λ ′ , say λ > λ ′ if λ can be obtained by successive up and right moves of blocks of λ ′ .
1. n(λ t ) is monotone and n(λ) is anti-monotone in the above partial order, i.e., for λ > λ ′ ,
2. β λ is monotone with respect to the natural partial order on λ. Thus
and in general
In particular, if β λ (θ) ≥ 0, the above two inequalities hold with |β λ |.
Proof. (of Lemma.)
1. It suffices to check the first assertion for λ and λ ′ that differ by one block, i.e., λ i = λ 2. This follows directly from the previous assertion and the formula (7) for β λ in terms of n(λ) and n(λ t ).
3. (8) follows from λ ≤ (λ 1 , n − λ 1 ) and monotonicity, after throwing away the term −
. For (9), we again throw away the term − n(λ)
in β λ to obtain
4. Here we consider θ ≥ 1 and θ < 1 separately. When θ ≥ 1,
Next let θ < 1. Then we can write
If β λ ≤ 0, then since θ < 1,
Switching λ and λ t we again get
We also need some definitions and results from Diaconis and Hanlon [5] : Definition 1. We collect some notations to be used in the main proof below, some of which will be repeated. They are for the most part taken from [5] .
1. Given a partition λ ⊢ n, and a position s = (i, j) in its Ferrers diagram (i.e., j ≤ λ i ), define
where a = λ i − j denotes the number of positions in the same column and strictly below s (the arm length), and ℓ = λ t j − i denotes the number of positions in the same row and strictly to the right of s (the leg length).
2. Also define the generalization of hooklength product:
3. Define c λ,ρ = c λ,ρ (θ) to be the change of basis coefficients from Jack polynomials to power sum polynomials, i.e.,
4. Denote by π = π θ the Ewens sampling measure with parameter θ
). Note that when θ = 1, j λ (1) is exactly the square of the product of hook lengths of all positions in λ, which is well known to be (
2 by the hooklength formula. By Wedderburn structure theorem (see [9] Chapter 18 Theorem 10), we also have
The left eigenfunctions of the Metropolis chain P θ defined on partitions, normalized in L 2 (P n , 1/π θ ), are given by
with corresponding eigenvalues stated in (7).
Proof. We synthesize the arguments found in [12] Definition 3.8 to Definition 3.12 and [5] Theorem 1. The result from [19] Chapter VI, section 4 shows that the Macdonald polynomials are simultaneous eigenfunctions of the Macdonald operators D r q,t , r = 0, . . . , n. Specializing to the limit q = t θ , t → 1 and after some affine linear transformation, the same results hold for Jack polynomials and the associated Sekiguchi-Debiard operators (43), D θ (X). The X 2 coefficient of this operator valued generating function turns out to be the following Laplace-Beltrami type operator (our notation differs slightly from [19] page 320): let f be a homogeneous polynomial of degree N in n variables, then
, and c n = θ After an affine transform, we arrive at the following cleaner operator:
which readily admits a Markov chain interpretation, when acting on power sum polynomials. Combining (45), (44), and (46), we have
Observe that for θ > 1, the first and third terms above correspond to joining two cycles into one and splitting a cycle into two cycles respectively, whereas the middle term gives the holding probability at λ. In other words, the probability of going from λ to µ in one step under the Jack Metropolis walk is given by the p µ coefficient of
Next we show that L 2 θ J λ = β λ J λ , with β given by (6) (i.e., when θ > 1); the general case follows by an appropriate affine transform. In [19] page 317 it is shown that for the Macdonald operator-valued generating function D n (X; q, t), eigenvalues are given by β λ (X; q, t) = n i=1 (1 + Xt n−i q λ i ). Now using Example 3 (c) on page 320, one can derive the eigenvalues for D n (X; α), by considering the limiting operator lim t→1 (t−1)
Extracting the X n−2 term gives β λ , which is stated in Example 3 (b) of page 327 as α N 2 e λ (α) (α is the same as θ in our notation), since
Finally we prove the formula for the left eigenfunctions. Define the inner product , θ by p λ , p µ θ = δ λµ z λ θ ℓ(λ) . In [22] (see also Lemma 3.11 of [12] ), it is shown that J λ , J λ θ = j λ (θ) as defined before. Here recall the normalization of J λ is fixed by requiring that in the monomial symmetric function basis, its m 1 N coefficient be 1. Therefore expressing J λ in terms of p µ 's, we have
On the other hand, the normalization constant for the MED(θ
by the previous equation. This shows g λ are indeed left eigenfunctions by Lemma 3.1.
Corollary 4.3. The right eigenfunctions of P θ are proportional to
, this follows from Lemma 3.1 and the previous theorem.
Proof. This follows from the following formula in [22] , stated again in Theorem 7.1:
true for all n ∈ N, by reading coefficients of powers of n. See [5] section 4 Theorem 1.
Lemma 4.5. j λ admits the following inductive bound on the parts of λ:
Note that the constant e −π 2 /12θ 2 is not important.
Proof. From the definition, we have
where we used the fact that 1 + x ≥ e x−x 2 /2 for x ≥ 0, applied to x = (iθ) −1 , and the zeta sum:
Mixing Time Upper Bound
By Theorem 4.2, under the same notation there, four times the total variation distance of P k 1 n from π can be bounded by
Where we use the sloppy notation P k x − π 2 to mean
. For λ = (n), corresponding to the trivial representation on S n , and starting point x = (1 n ), the summand exactly cancels −1: β (n) = 1, j (n) = Πθ n n!, and c (n),1 n = 1 (by Lemma 4.4), whereas π(1
Thus using the explicit formula for g λ , we immediately have
We now break the sum according to the sign of β λ :
where * denotes summation skipping the top eigenvalue indexed by λ = (n). Next we can rewrite the first summand on the right according to the size of λ 1 , and obtain the following bound:
Splitting Π = Π n,θ into two subproducts, and using Lemma 4.5, we have
where the second quotient factor happens to be
..,λn) (1 n−λ 1 ) (see Theorem 4.2 and Lemma 4.4). Also denote the first factor by q n,λ 1 .
By (2), the definition of Π n−s := π(1 n−s ) −1 (see Definition 1), and the fact Π n = θ n (n − 1)!e θ −1 n i=2 1 i−1 , we can bound the summand of the RHS of (16) for a fixed s as
We will now reduce the L 2 bound (14) to bounding the following quantity:
where β s,+ := max{β λ :
For the second summand of (15), we obtain
Using the explicit formula (7) for β λ , we get
for θ = 1. On the other hand, by Lemma 4.5,
which is of polynomial order in n for each fixed θ. Thus
which has negligible contribution in (14) . For the remaining terms in (18), first observe that,
..,λn) t and using the bound |β λ | ≤ β λ t , for β λ < 0, we get
If θ > 1, the j λ t is comparable to j λ within an exponential factor:
Furthermore by the explicit formula of β λ , we have
. Thus we can still compare the negative β λ sum to the positive one:
It remains to bound 2b n,+ . First note that the factor 2 in front is immaterial, since for λ = (n),
thanks to the monotonicity of β λ 's. So by increasing c in k = 1 2(θ∧1) n(c + log n), we can decrease b n,+ by a factor of 2. The factor c θ = e π 2 /2θ 2 can be ignored similarly. We can also get rid of the factor ( n s
, so again increasing c annihilates it. For s < n/2, recall the second bound on β λ (9), which implies that for λ 1 < n/2, β λ is bounded away from 1 uniformly in n. Now in the definition of b n,+ , β λ is assumed to be nonnegative (alternatively, β 1 n is bounded uniformly away from −1), hence raising β λ to the power Ω(n) easily cancels any power of n, i.e.,
. So together, by increasing c, we can reduce the problem to bounding the following quantity
The only estimates we rely on now are (8) and (9) from Lemma 4.1; the idea will be similar to [8] (see also [7] ). First note that it suffices to show
uniformly for all s ∈ [1, n − 1] and c sufficiently large. Indeed using (9), we have
by geometric summation; in fact, using (8) we can get a better bound, but that's not necessary.
Next recall (8) as well as the estimates (no Stirling formula needed)
n! s! ≤ e n s log xdx+log n−log s = e n log n−s log s−(n−s)+log n−log s (n − s)! ≥ e n−s 1 log xdx = e (n−s) log(n−s)−(n−s−1) .
Taking logarithm, we can bound the left-hand side of (19) by
where C 1 (θ) is a constant that depends only on θ and C 2 is another constant. For α ≥ α 0 ∈ (1/2, 1), the right hand side of (20) can be further simplified to
Since (1−α)n ≥ 1, and we can choose c as large as we want, it suffices to show the expression inside the square brackets above is O(1). But when α = 1 − 1/n or 1/2, this is clearly true. Furthermore, the derivative
is monotone increasing, showing that the function α → (1 − 2α) log n − log(1 − α) is convex and its value for any α ∈ [1 − 1/n, 1/2] is bounded by the values at the boundary points.
Next let α < α 0 . Using the second bound for β λ , (9), we have
Then the logarithm of the left-hand side of (19) is bounded by
. So for sufficiently large c, the right-hand side above goes to −∞. Together this shows (19) is true for all s ∈ [
], and concludes the upper bound for the mixing time.
Mixing Time Lower Bound
We rely heavily on results from [22] . Again we collect some notations needed in the analysis below:
• H λ be the product of all hook-lengths of the Ferrers diagram for λ,
is the number of parts in ρ of length i.
• χ λ (ρ) be the character of S n indexed by λ evaluated at an element of conjugacy class ρ; alternatively, they can be defined by the system
where s ρ are the Schur polynomials.
Warning: Note the Schur polynomials are not direct specializations of the Jack polynomials; they differ by a factor:
Thus the matrix χ λ (ρ) is inverse of H −1 λ c λ,ρ (1).
Ch. I, (7.5); see also [22] (50)) The relation between c λ,ρ (1) and χ λ (ρ) is given by
Corollary 6.2. The inverse matrix to χ λ (ρ) is given by χ λ (ρ)z −1 ρ , i.e.,
Proof. By relation (22) and the Lemma above, we have
Comparing coefficients with (10) in Definition 1 yields the result.
As in the θ = 1 case studied by Diaconis and Shahshahani, the strategy will be to use a certain eigenfunction f of the chain as test function and compare the probabilities of the event {f < η} for some η ∈ R under the stationary distribution and the distribution at time slightly before the mixing time, which in our case is k(c) :
n(log n − c).
In the case where θ = 1, ρ → χ (n−1,1) (ρ) = m 1 (ρ) − 1 is the desired eigenfunction. So it is natural to guess that a suitable affine transformation of the fixed-point (aka 1-cycle) counting function ρ → m 1 (ρ) is the desired eigenfunction.
Lemma 6.1 shows that the following normalized version of c λ,ρ is the right analogue of characters of the symmetric group
Thus our candidate test function will be
It is straightforward to compute P ∞ (d λ < η) where P ∞ denotes the stationary measure; the number of cycles are asymptotically independent and Poisson distributed. To estimate P k (d λ < η), one uses the second moment method. The first moment of d (n−1,1) is easily computed since it is proportional to the right eigenfunctions of the chain P θ (see Corollary 4.3). For second moments, we need to decompose d 
Note that the partitions in the proposition above is for n + k, rather than n. From this, we easily obtain
and
Note in particular,
as expected.
Using the Schur-Weyl relation
we also obtain
To get J (n−2,2) , we need the conjecture right after Proposition 7.2 as well as Corollary 3.5 from [22] . The conjecture has been proved in [16] . Notice the parameter α is the same as our parameter θ. 2) The Jack polynomials corresponding to the partition (2 i , 1 j ) has the following expansion in terms of the monomial symmetric basis m λ :
where ( 
The next result relates Jack polynomials corresponding to conjugate partitions, when expressed in terms of the power sum basis. 
We also recall from Corollary 6.2 that s λ = ρ χ λ (ρ)z −1 ρ p ρ , where χ λ (ρ) is the character of λ evaluated at ρ.
Combining the previous results, we easily get
where χ λ (ρ) is the irreducible character λ evaluated at ρ. Therefore we can read off the coefficients:
using the relation χ λ t (ρ) = χ λ (ρ)sgn(ρ), as well as the formula for χ n , χ n−1,1 , χ n−2,2 and χ n−2,1 2 derived above, we also get
Using i = 0 and j = n, one gets
To mimic the case of θ = 1, we need to express d (n−1,1),ρ (θ) 2 in terms of the other d λ 's. First using (24), we get
Using m 1 , m 2 1 , m 2 and 1 as a basis, we can write
for some indeterminates u, v, w, x.
Comparing coefficients of the m k i 's, we get the following four equations:
Solving, we get
). Also by (24), (25), (29), and (31), we get
which are independent of θ, because of the normalization chosen for Jack polynomials. Finally we recall c λ (θ) are eigenfunctions of P θ , hence so are d λ (θ), with eigenvalue β λ .
We list the relevant eigenvalues here: 
(θ −1 ∨ 1)n(log n − c) for any c > 0. Since d λ are eigenfunctions, we can compute the mean and variance at time k:
Therefore if we let η = 1 2 e c , then
e c + O(1)) 2 = 0.
Remark 2.
Wilson's method gives a suboptimal lower bound, once we know the "geometric" information that d (n−1,1),ρ = − 1 θ + 1+(n−1)θ θn m 1 (ρ): Let X 1 be the random variable distributed as δ x P . We have
and d (n−1,1),1 n = n − 1. Hence by Wilson [18] ,
This misses a factor of 2 from the lower bound obtained by second moment method. The discrepancy is possibly due to the non-local nature of the random transposition walk.
Metropolized random transposition walk starting from the n-cycle class
In order to use the machinery of Jack polynomials to diagonalize our Metropolis chain, the starting state must be a union of conjugacy classes of S n , i.e., the chain we are considering effectively lives on P n . Stanley proved the following conjecture of Macdonald and Stanley:
Consider Jack polynomials with parameter θ (suppressed), J λ (x) where x ∈ R n , λ ⊢ n, restricted to the first n arguments, under the normalization P(3) of Theorem 1.1 in [22] , which is equivalent to the transition coefficient c λ,1 n ≡ 1 for all λ, then
where the product is taken over all blocks in the Ferrers diagram of λ, specified by the usual coordinate (i, j).
As pointed out in [22] and [5] , this formula allows one to recover the coefficients c λ,µ for some special µ, for which the number of blocks ℓ(µ) uniquely determines µ. For instance, µ = (1 n ), (2, 1 n−2 ), and (n). For generic n, the list above is exhaustive.
Note that p µ (1 n ) = n ℓ(µ) , which is always a monic monomial in n. Thus we have
Recall that the left eigenfunctions indexed by λ evaluated at µ is given by
where Π = θ n (θ −1 ) n . µ will be the starting point of the chain. We first exploit c λ,(2,1 n−2 ) .
Recall the formula π(µ)
. Using the upper bound lemma with left eigenfunctions, and the fact that π(2, 1 n−2 ) = θ
When θ ≥ 1, the stationary measure puts more weight on (n) cycles and less on the identity element. So the Metropolis walk moves from (1 n ) to (2, 1 n−2 ) with probability 1 in the first step, and we expect the mixing time to be essentially the same as if the walk starts at 1 n . This is indeed the case as we demonstrate below. The λ term of the last expression is
(n−1,1) , which matches the leading term of the corresponding bound for the walk starting at 1 n . Next observe that for θ ≥ 1, |θn(λ t ) − n(λ)| ≤ 1 for all λ. Thus each summand in (40) is dominated by the corresponding term in the upper bound formula for the chain starting at (1 n ) (14) . Since each summand in (14) is positive, we get the same mixing time upper bound for P (2,1 n−2 ) .
When θ < 1, we see that as long as θn(λ t ) − n(λ) ≥ 0, the terms in (40) are still dominated by the corresponding terms in (14) . For λ with θn(
On the other hand, the factor θn(λ t )−n(λ)
is at most θ −2 , which can be easily compensated by increasing c in the mixing time t(c) = 1 θ∧1 n(c + log n). More interesting is P (n) , the Metropolis chain starting from the uniform measure on all n-cycles. 
For the lower bound, we only consider the case θ = 1:
Theorem 7.3. For θ = 1 and any sequence t n = o(n),
Remark 3. The lower bound does not match the upper bound exactly; getting that presumably requires higher moments of the test function involved. However it does show that Ω(n) steps are necessary for mixing.
Before proving the above result, we need a definition and a lemma.
Definition 3. The θ-Durfee height of a Ferrer's diagram λ is given by min{u ≥ 1 :
is the maximum size of a recangle with aspect ratio θ that could fit into λ. This is a generalization of Durfee square, which corresponds to θ = 1.
We also call the u × (⌊θ −1 u⌋ + 1) rectangle in λ its θ-Durfee rectangle.
The following lemma is crucial in the proof of the theorem; I thank Bob Hough for providing one of the key ingredients.
Proof. The first observation is that we can divide λ into two parts, Consider the following three sets:
where 
]
This provides the first factor in the bound (41).
We can now partition the remaining blocks in λ into the above three sets. Consider first Λ + i for i ∈ [2, h], where h is the θ-Durfee height of λ:
Similarly, we have for j ≥ [1, ⌊hθ
Next observe that |Λ
+ i | ≤ n − s for i = 1, and |Λ − j | ≤ n − s + 1 for all j, since besides the first row, which has length s, the other rows and columns all have lengths bounded by n − s + 1. Summing up, we have
where h is the θ-Durfee height of λ. To bound h, simply observe that (h − 1)(⌊(h − 1)θ −1 ⌋ + 1) ≤ n−s, since the biggest possible Durfee rectangle is achieved when the rows excluding the first one form exactly a rectangle with aspect ratio θ. From this we have (h − 1)
This accounts for the second factor in (41).
We also need to bound c 2 λ,(n) /j λ in terms of the transposed tableau λ T , to account for the negative eigenvalues. This is provided by the following corollary:
where C 1 (θ) and C 2 (θ) are defined as in the previous lemma, and C
Proof. The numerator in the bound follows in the same way as the previous lemma. For the denominator, which comes from matching F (i, 1) for i ∈ [1, s] and G(i, 1) for i ∈ [2, s], the product
Proof. (of Theorem 7.2) As in the case of starting the chain at 1 n , we have the upper bound formula:
First we look at the case θ = 1, where we insert a 1/n laziness, i.e., use the following kernel n−1 n P + 1 n I. In this case, c λ,(n) = 0 for all λ except the ones that look like a hook. That is because as long as the block (2, 2) is present in λ, the product defining c λ,(n) will be zero. For λ = (λ 1 , 1 n−λ 1 ), we have
. This exactly cancels 1 π((n)) 2 . Furthermore, the eigenvalue is given by
, from which it is easy to see that for s ∈ [n/2, n−1], β (s,1 n−s ) ≥ |β (n−s+1,1 s−1 ) |. Thus modifying the bound in Lemma 4.1 to account for laziness, we have for
. Therefore for t = cn,
Thus the mixing time is of order O(n). In fact by introducing more laziness, say of size log n/n, we can eliminate the factor of 2 and the (1 n ) term e −c in the last expression, and achieve a total variation upper bound of e −4c /(1 − e −4c ). So we have to solve
This gives τ mix (ǫ) = n 4 log(
4ǫ 2 ). Similar argument can be used when θ is a rational number, say p/q. In that case, any λ ⊢ n with (p, q) ∈ λ has c λ,(n) = 0, hence by considering the θ-Durfee rectangle, one has at most s p+q λ's with n − λ 1 = s whose c λ,(n) is nonzero. For each such λ, a weaker version of the argument in Lemma 7.4 gives that c (p + q). Thus the bound grows linearly in the degree of irrationality of θ, using this argument.
For general θ, one needs the full strength of Lemma 7.4 and Corollary 7.5. Also recall
Then using the Hardy-Ramanujan asymptotics for the number of partitions of n , |P n | ≤ O(e n 1/2 ), as well as Lemma 4.1, the upper bound formula becomes
Thus setting t = cn, the last expression clearly goes to 0 as c → ∞.
Next we deal with the lower bound. The main difficulty is that if one takes the number of fixed points, m 1 = 1 − χ n−1,1 , as the test function, the best one can get using second moment method is
This is essentially because the starting value of m 1 at the n-cycle class is too close to the equilibrium value. So in order to distinguish δ (n) P tn and π θ better, we will use the following sequence of test functions m 1 + m 2 + . . . + m k , with k going to ∞. First we need to relate the m i 's with irreducible characters χ λ of S n : Proposition 7.6. For all k ≤ n, and ν ⊢ k with part lengths all ≤ n − k, and let (n − k, ν) be the partition consisting of the union of (n − k) with ν, we have
• χ n−k,ν is a linear combination of cycle counting functions (not to be confused with monomial symmetric polynomials) m µ := n i=2 m µ i , where µ are partitions of n, with part lengths arranged in nonincreasing order and µ 1 ≥ n − k (note we start at i = 2).
• Such representation of χ n−k,ν is unique.
• {m µ : µ 1 ≥ n − k} is an independent set spanning {χ µ : µ 1 ≥ n − k}; in particular,
Proof. We record the following explicit formula for characters of S n ( [19] Chapter I §7.8):
The nice thing about this formula is that when λ is close to (n), such as (n − k, 1 k ) for small k, the number of terms a δ = w∈Sn ǫ(w)x wδ that contribute to the coefficient above is small, hence the right hand side can be expressed as some low degree polynomial function of m 1 (ρ), First we combine the λ 2 , . . . , λ s into a big partition λ ⊢ s i=2 γ i ≤ k. Write it in exponential notation as λ = (1 α 1 , . . . , t αt ), i.e., t is the longest part length in λ; in particular t ≤ k. Furthermore we write α i = s j=1 α ij so that λ j = (1 α 1j , . . . , t α tj ), and let 
Notice that this is a polynomial in m 1 (ρ), . . . , m t (ρ) such that for each term of the form m
So it can be written as a linear combination of cycle counting functions m µ with µ 1 ≥ n − k.
Since χ µ are orthogonal functions on S n with respect to the uniform distribution, they form an independent set. This immediately implies the independence of {m µ : µ 1 ≥ n − k} by cardinality consideration. The uniqueness of the representation of χ µ also follows from independence. Finally by definition of m µ , m k = m n−k,k .
The following result might be of independent interest: Corollary 7.7. Let C(S n ) be the space of class functions on S n , and let ch : C(S n ) → Λ n be the characteristic map given by χ λ → s λ , the Schur polynomial indexed by λ. Then the image of {m µ : µ ⊢ n} under ch gives a basis of Λ n , the space of symmetric functions of degree n.
Proof. (of Theorem 7.3)
Let f k = m 1 + . . . + m k and write f k = λ⊢n c λ χ λ . By orthonormality of χ λ , we have
where the last equality follows from the strong asymptotic independence of m 1 , . . . , m k under the uniform measure π and that m i converges weakly to a Poisson variable with parameter i −1 (see [1] ). Furthermore we have χ λ (n) = 0 if and only if λ is a hook, that is, λ = (n − k, 1 k ) for some k, in which case χ λ (n) = 1; this follows for instance from Lemma 6.1 and (39). Now we can estimate the mean and variance of f k at t = t n :
The first term above equals m 1 + . . .
where we used the estimate β λ = 1 − 2(n−λ 1 ) n + O(n −2 ) (see (7) with θ = 1) and the fact that t = o(n) so that for fixed k, 
by the same reasoning as before. This shows var tn f k = o(1) and f k is essentially constant at t = t n . By Chebyshev inequality, we have
Remark 4. Theorem 7.3 can be easily extended to θ = 1 by replacing χ λ − with d λ,− . The analogous result to Proposition 7.6 can be derived by precomposing the transition coefficients from χ λ to m µ with the transition coefficients from Jack polynomials to Schur polynomials. The latter form an unipotent (upper triangular with ones on the diagonal) matrix under any total order compatible with the natural partial order on P n , because it can be expressed as the product of two unipotent matrices, the transition matrix from Jack polynomials to monomial polynomials (see [19] Chapter VI). This implies that the span of {m µ : µ 1 ≥ n−k} again agrees with the span of {d λ,− : λ 1 ≥ n − k}, which are rescaled analogues of χ λ (see (23)).
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A Sekiguchi-Debiard operator over other bases
Having seen the probabilistic interpretation of the second order differential operator (12) expressed in the power sum symmetric basis p λ , it is natural to consider the following question: are there other bases of the symmetric polynomials Λ n over which L 2 θ has natural probabilistic interpretation? Here we examine the remaining four fundamental bases: monomial, elementary, and complete. The action of L 2 θ on the monomial basis m λ is well-known to be strictly upper triangular ([19] p.317), when the rows and columns of the Markov matrix are arranged in a total order compatible with the natural partial order on the set of partitions P n of n: µ < λ if µ 1 + . . . + µ r ≤ λ 1 + . . . + λ r for all r. In particular, if L 2 θ does define a Markov matrix (meaning the entries are nonnegative), it has a single absorbing state at (1 n ). Next consider the action of L 2 θ on e λ , the elementary symmetric polynomials. This has been studied in detail in [3] . Here we give a quick development avoiding lengthy computations. The action of U is easy to describe. For any simple elementary polynomial e r , the operators x i ∂ i and (x i ∂ i ) 2 simply collect all the terms in e r that contains the factor x i . So after summing over i ∈ [n], this results in a constant multiple of the identity. Thus to get a nontrivial action, one must consider a composite e r 1 ,r 2 := e r 1 e r 2 . In this case, one can show that for r 1 ≤ r 2 , U(e r 1 ,r 2 ) = 3(1 + r 1 )e r 1 ,r 2 − r 1 −1 j=0 2(r 1 + r 2 − 2j)e r 1 +r 2 −j,j .
Thus U is strictly lower triangular with respect to the partial order <. It turns out that the action of V on the e λ is diagonal: first of all V satisfies a product rule on e λ = ℓ(λ) j=1 e λ j ; by pairing up j = k, one also sees that V e r consists of monomials with no repeated factors, hence by symmetry must be a muliple of e r . Thus the following linear combination yields a legitimate Markov matrix:
Notice that we need to add the muliple of I to make sure that the diagonal entries of M e are nonnegative. Also observe that the Jack parameter θ needs to be non-positive for the off-diagonal entries to be nonnegative. It is clear from the description of U and V that this Markov chain is absorbing at (n), because the next step either stays in the current state or goes to a state corresponding to a partition bigger than that of the current state.
Next we look at the complete symmetric polynomials h λ . First consider the action of X, ∇ on h r , one of the generators. Since h r = s (r) is a degree r homogeneous polynomial, the action of X, D = n i=1 x i ∂ i is simply multiplication by r, i.e., any homogeneous polynomials are eigenfunctions X, D . However the operator ( X, D ) 2 acts nontrivially on
For partitions of more than one parts, the computation gets unwieldy and I haven't tried to express U(h r 1 h r 2 ) and V (h r 1 h r 2 ) in terms of h λ explicitly, because of the following numerical observation: for λ = (3, 2, 1), we have
The only linear combination of the above two expressions that yields nonnegative coefficients is 1 2 U +V , which corresponds to θ = 1. But in that case, the Markov chain is again absorbing at (6). So we arrive at the following result:
θ gives a Markov matrix under the complete symmetric polynomial basis h λ for all n if and only if θ = 1. In that case, the Markov chain never goes towards partitions of fewer or equal parts, hence is absorbing at (n).
Proof. When θ = 1, h λ are dual to e λ with respect to the Jacobi-Trudy identity. Hence the walk defined by D 2 1 on h λ can be obtained from the upper-triangular walk on e λ under the map λ → λ t ; in particular the walk is absorbing at (r). For θ = 1, the numerical example above suffices to show the associated walk is not positive.
For θ = 1, the resulting signed Markov matrix seems to have nontrivial left eigenvector corresponding to the eigenvalue 1. I haven't checked if this corresponds to some nice stationary distribution on P n ; presumably it will define a signed measure.
B Higher order Sekiguchi-Debiard operators
Throughout this section N will denote the number of underlying variables in the symmetric functions and n will denote the weight of partitions, consistent with previous sections. It is possible to study higher order differential operators on Λ N from the Sekiguchi-Debiard operator-valued generating function (see [19] 
Below we give complete analysis of D (wδ)
where λ, µ are positive integer compositions and ℓ = ℓ(µ) = ℓ(λ). Indeed, it is easy to see that (denoting by (j 1 , . . . , j k ) all distinct indices) (2), (1); 0) and D(∅, ∅; 3). We compute the action of each on p λ below. We need the following three computations:
• a δ (x) −1 x i ∂ i a δ (x) = j =i • N i=1 j =i 
D Extensions to other root systems
The appropriate generalization of the Laplace-Beltrami operator to root systems other than A N is given by the Heckman-Opdam operator (see [13] and [3] ): where R denotes an arbitrary root system, R + a designated set of positive roots, and κ α is called a multiplication function, invariant under the action of the Weyl group on R + . For more on root systems and Weyl groups, consult the first 3 chapters of [11] as well as chapter 19 and 20 of [4] . We study root system D N in detail here. These come from the irreducible decomposition of the adjoint representation of the maximal torus in the compact Lie groups SO (2N, R) . Here θ = κ −1 corresponds to the parameter in the A N case. We have also tried to adjust the diagonal entries to make the row sum equal to 1; the resulting matrix however does not have rational eigenvalues in the entries.
