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Abstract
A result by Brauer shows how to modify one single eigenvalue of a matrix via a rank-one
perturbation, without changing any of the remaining eigenvalues. This, together with the prop-
erties of real matrices with constant row sums, was exploited by the authors in a previous work
in connection with the nonnegative inverse eigenvalue problem, obtaining conditions which
are sufficient for the existence of an entrywise nonnegative matrix with prescribed spectrum.
In this work we make use of Brauer’s Theorem again, to show that most of the previous
results giving sufficient conditions for the real nonnegative inverse eigenvalue problem can
be derived by using Brauer’s Theorem. Moreover, the technique is constructive, and there is
an algorithmic procedure to construct a matrix realizing the spectrum. In particular, we show
that if either Kellogg’s realizability criterion or Borobia’s realizability criterion is satisfied,
then Soto’s realizability criterion is also satisfied. None of the converses are true. Thus, the
condition given by Soto appears to be the most general sufficient condition so far for the real
nonnegative inverse eigenvalue problem.
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1. Introduction
In this paper we discuss the nonnegative inverse eigenvalue problem (hereafter
NIEP), which is the problem of characterizing all possible spectra of entrywise non-
negative matrices (Refs. [1–30]). This problem remains unsolved. In the general case,
when the possible spectrum σ is a set of complex numbers, the problem has only
been solved for n = 3 by Loewy and London [16]. The cases n = 4 and n = 5 have
been solved for matrices of trace zero by Reams [22] and Laffey and Meehan [14],
respectively. When σ is a set of real numbers, a number of sufficient conditions
for the existence of a nonnegative matrix with spectrum σ have been obtained, in
chronological order, by [27,12,24,26,2,25] and references therein.
A set σ of complex numbers is said to be realizable if σ is the spectrum of an
entrywise nonnegative matrix. It is clear that if σ can be partitioned as σ = σ1 ∪
· · · ∪ σs in such a way that each σi is realizable by a nonnegative matrix Ai , i =
1, 2, . . . , s, then σ is realizable by the nonnegative block diagonal matrix A = ⊕Ai .
In [25,4] the authors give conditions under which σ is realizable even if some of the
σi are not realizable, provided there are other subsets σj which are realizable and, in
a certain way, compensate the nonrealizability of the former ones.
This is done by employing an extremely useful result, due to Brauer [5] (Theorem
1 below), which shows how to modify one single eigenvalue of a matrix via a rank-
one perturbation, without changing any of the remaining eigenvalues. This, together
with the properties of real matrices with constant row sums, is the basic ingredient
of the technique used in [25,4]. This approach goes back to Perfect who first used
it in [19], but it was somehow abandoned for many years until Soto rediscovered it
in [25], obtaining conditions which are sufficient for the realizability of partitioned
real spectra, with the partition allowing some of its pieces to be nonrealizable. One
remarkable feature of the results in [25] is that, unlike most of the previous conditions
which are sufficient for realizability of spectra, the proofs are constructive in the
sense that one can explicitly construct nonnegative matrices realizing the prescribed
real spectrum. This is a fundamental difference of the results in [25] with previous
related results in the literature, and suggests that Brauer’s Theorem can be a very
powerful tool when dealing with the real NIEP.
In [4] the authors systematize and extend the results in [25], in particular allowing
the sets to be complex. The technique is still constructive, allowing to obtain realizing
matrices for the spectra. The leading idea in this work is that one can associate to
any nonrealizable set  a certain negativity N(), and to any realizable set  a
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certain positivityM(). Then, under appropriate conditions, ifM() N(), the
negativity is compensated by the positivity and one can conclude that  ∪  is the
spectrum of a nonnegative matrix. For this the authors define the so-called Brauer
negativity and Brauer realizability margin. The Brauer negativity of a self-conjugate
set  = {λ1; λ2, . . . , λn} ∈ C with λ1 ∈ R and λ1  |λi |, i = 2, 3, . . . , n, measures
how far the set is from being realizable, namely, how much λ1 must be increased to
obtain a realizable set. In particular, is realizable if and only if its Brauer negativity
is zero. On the other hand, the Brauer realizability margin of a realizable set measures
how much its Perron root can be diminished while remaining the Perron root of the
resulting set.
Our aim in this paper is to insist on the relevance of Brauer’s Theorem for the
NIEP, not only because of constructability. We show that most of the previous results
giving sufficient conditions for real prescribed spectra can be obtained by apply-
ing Brauer’s Theorem. More specifically, we prove that in the real case, if either
Kellogg’s realizability criterion [12] (Theorem 7 below) or Borobia’s realizability
criterion [2] (Theorem 8 below) is satisfied, then Soto’s realizability criterion [25]
(Theorem 9 below) is satisfied; none of the converses are true. Thus, the realizability
criterion in [25] seems to be the most general sufficient condition so far for the real
NIEP.
The paper is organized as follows: In Section 2, we introduce the basic concepts
and notation, which closely follow those in [4]. Section 3 contains alternative proofs
of some known results via Brauer’s Theorem. We do this for the sake of completeness
and to illustrate both the power of Brauer’s Theorem and the process of construction
of realizing matrices in relatively simple cases. In Section 4 we prove that both,
Kellogg’s and Borobia’s realizability criteria (Theorems 7 and 8) are contained in
Soto’s realizability criterion (Theorem 9). Finally, some examples are presented in
order to illustrate the results.
2. Preliminaries and notation
A set σ = {λ1, λ2, . . . , λn} of complex numbers is said to be realizable if there
exists an entrywise nonnegative matrix of order n with spectrum σ . Following the
notation in [4], the set
A ≡ { = {λ1; λ2, . . . , λn} ⊂ R : λ1  |λi |, i = 2, . . . , n}
must include all possible spectra of nonnegative matrices. We denote
AR = { ∈A :  is realizable}.
A real matrix A = (aij )ni=1 is said to have constant row sums if all its rows sum
up to a same constant, say α, i.e.
n∑
j=1
aij = α, i = 1, . . . , n.
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The set of all real matrices with constant row sums equal to α is denoted by CSα .
Definition 1 [4]. Given a set  = {λ1; λ2, . . . , λn} ∈AR, we define the Brauer
realizability margin of  as
M() ≡ max{  0 : {λ1 − ; λ2, . . . , λn} ∈AR}.
Definition 2 [4]. Given a set  = {λ1; λ2, . . . , λn} ∈A, we define the Brauer neg-
ativity of  as
N() ≡ min{δ  0 : {λ1 + δ; λ2, . . . , λn} ∈AR}.
In this way, in terms of its Brauer negativity, a set  ∈A is realizable if and only
ifN() = 0.
The concepts introduced in Definitions 1 and 2 (see [4]) measure how far is the
set  ∈A from changing its realizability properties under a transformation which
shifts its dominant real element, leaving the remaining elements untouched.
In [4] the negativity index of the j th column Aj of A = (aij )ni,j=1 is defined as
N(Aj ) ≡ max{0,−a1j , . . . ,−anj }. (1)
and the negativity index of A as
N(A) ≡
n∑
j=1
N(Aj ). (2)
With this definition, a real matrix A is nonnegative if and only if N(A) = 0. In
[4], it was shown that if  = {λ1; λ2, . . . , λn} ∈A, then
N() = min{N(A) : A ∈ CSλ1 and A has spectrum }. (3)
The following result is very important to exploit the advantages of Brauer’s The-
orem in the NIEP. It is due to Johnson [10] and shows that the problem of finding a
nonnegative matrix with spectrum = {λ1; λ2, . . . , λn} is equivalent to the problem
of finding a nonnegative matrix with constant row sums λ1 and spectrum .
Lemma 1 (Johnson [10]). Any realizable set is realized in particular by a nonnega-
tive matrix with constant row sums equal to its Perron root.
It is clear that any matrix in CSα has eigenvector e = (1, . . . , 1)T corresponding
to the eigenvalue α. We denote by ei = (0, . . . , 1, . . . , 0)T, with the 1 in the ith
position, the ith column of the identity matrix of the appropriate dimension.
We finish this section with the following definition: A set K of conditions is said
to be a realizability criterion if any set of real numbers  = {λ1, λ2, . . . , λn} satis-
fying the conditions K is realizable. For instance, the two conditions (7) and (8) of
Theorem 5 below constitute Salzmann’s realizability criterion.
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3. The role of Brauer’s Theorem
We start this section with the result due to Brauer [5], mentioned in the introduc-
tion, whose relevance in the NIEP motivates our work.
Theorem 1 (Brauer [5]). Let A be an n × n arbitrary matrix with eigenvalues λ1, λ2,
. . . , λn. Let v = (v1, v2, . . . , vn)T be an eigenvector of A associated with the eigen-
value λk and let q be any n-dimensional vector. Then the matrix A + vqT has eigen-
values λ1, λ2, . . . , λk−1, λk + vTq, λk+1, . . . , λn.
We will see in this section that several realizability criteria for the real NIEP (and
even for the complex case, see Theorem 4) can be easily derived by using Brauer’s
Theorem. A first, immediate consequence of Brauer’s Theorem is the following.
Corollary 1. If = {λ1, λ2, . . . , λn} is realized by a nonnegative matrix, thenε =
{λ1 + ε, λ2, . . . , λn}, ε > 0, is also realized by a nonnegative matrix.
Proof. From Lemma 1 there exists a nonnegative matrix A ∈ CSλ1 with spectrum
. The matrix Aε = A + εeeT1 ∈ CSλ1+ε is nonnegative and, by Theorem 1, has
spectrum ε. 
Corollary 2. If  = {λ1, λ2, . . . , λn} is realized by a positive matrix A = (aij ),
then for ε < mini{aij }, j = 1, 2, . . . , n, the set ε = {λ1 − ε, λ2, . . . , λn} is real-
ized by a positive matrix.
Proof. Without loss of generality, we may assume from Lemma 1, that A = (aij ) ∈
CSλ1 . Then the matrix
Aε = A − εeeTj ,
which is in CSλ1−ε, is positive with spectrum ε. 
The following result gives a simple sufficient condition via Brauer’s Theorem and
shows how to construct a solution matrix.
Theorem 2 (Soto [25]). Let  = {λ1, λ2, . . . , λn} be a set of real numbers, such that
λ1  λ2  · · ·  λp  0 > λp+1  · · ·  λn.
If
λ1  −λn −
∑
Sk<0
Sk (4)
where Sk = λk + λn−k+1, k = 2, 3, . . . ,
[
n
2
]
and Sn+1
2
= min {λn+1
2
, 0
} for n odd,
then  is realized by a nonnegative matrix A ∈ CSλ1 .
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The idea underlying Theorem 2 is to group the numbers in the list {0, λ2, . . . , λn}
into pairs (0, λn), (λk, λn−k+1), k = 2, 3, . . . ,
[
n
2
]
, in such a way that we may con-
struct the basic 2 × 2 matrices
B1 =
(
0 0
−λn λn
)
, Bk =
(
0 λk
−λn−k+1 λk + λn−k+1
)
, (5)
k = 2, 3, . . . , [n2 ]. Bk ∈ CSλk has eigenvalues λk and λn−k+1. If λn−k+1  0, then
λk  0 and Bk in (5) become Bk = diag{λk, λn−k+1} with N(Bk) = 0. Then we
construct the initial matrix
B =


B11 0 · · 0
B21 B22 0 · ·
· 0 · · ·
· · · · 0
B[ n
2
]
1 0 · 0 B[ n2 ][ n2 ]

 ,
where Bkk = Bk , the zeroes are matrices of order 2, and the blocks Bk1, k = 2, 3, . . . ,[
n
2
]
, are such that B ∈ CS0. At this point we apply Brauer’s Theorem to obtain the
matrix A = B + eqT, which under the conditions of Theorem 2 will be nonnegative
with spectrum  = {λ1, λ2, . . . , λn}.
Let σk = {λk, λn−k+1} with λn−k+1 < 0. Then, for Bk in (5) we haveN(Bk) =
N(σk) = max{0,−(λk + λn−k+1)}. Thus, Bk is nonnegative if and only if λk +
λn−k+1  0. The following lemma shows that if λn−k+1 < 0, then we may increase
the number of elements in σk and increase the order of the corresponding associated
matrix Bk , without changing their Brauer negativities. Lemma 2 is actually the basis
of the proof of Theorem 11.
Lemma 2. Let Bk be the 2 × 2 matrix in (5). Let λn−k+1 = ∑sj=1 µj < 0 with
µj < 0, j = 1, 2, . . . , s. Then σk = {λk, λn−k+1} and σs = {λk, µ1, . . . , µs} have
the same Brauer negativity,N(σk) =N(σs). Moreover, there exists a matrix Bs ∈
CSλk , of order s + 1, with spectrum σs andN(Bs) =N(Bk).
Proof. It is clear that N(σk) =N(σs) = max{0,−(λk + λn−k+1)}. By following
the idea of Theorem 2, we construct the matrix
B0 =


0 0 0 0 · · · 0
−µs µs 0 0 · · · 0
0 −µ1 0 µ1 · · · ·
0 −µ1 −µs−1 µ1 + µs−1 · · · ·
. · · · · · · ·
. · · · · · · 0
0 −µ[ s
2
] · · · · 0 µ[ s
2
]
0 −µ[ s
2
] · · · · −µs−[ n2 ]+1 µ[ s2 ] + µs−[ s2 ]+1


,
which has spectrum {0, µ1, µ2, . . . , µs}. Then the matrix
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Bs = B0 −
[
s
2
]∑
j=0
(µj + µs−j )eeT2j+2 + (λk + λn−k+1)eeT1 ,
where µ0 = 0, has spectrum σs . Moreover, Bs ∈ CSλk and N(Bs) =N(Bk) =
max{0,−(λk + λn−k+1)}. 
The next Theorem of Suleimanova [27] is considered one of the most important
results in the real NIEP. Its proof (see [18, Theorem 2.3, p. 183]) shows that the
companion matrix of the polynomial p(λ) = ∏nj=1(λ − λj ) is nonnegative. We give
a proof of Suleimanova’s result via Brauer’s Theorem:
Theorem 3 (Suleimanova [27]). Let  = {λ1, λ2, . . . , λn} be a set of real numbers
satisfying
λ1 + λ2 + · · · + λn  0, λk < 0, k = 2, 3, . . . , n. (6)
Then  is realized by an n × n nonnegative matrix.
Proof. Consider the matrix
B =


0 0 · · 0
−λ2 λ2 0 · ·
0 −λ3 λ3 · ·
. · · · 0
0 · 0 −λn λn

 .
Since B ∈ CS0, the matrix
A = B − SeeT1 −
n∑
j=2
λj ee
T
j ,
where S = ∑nj=1 λj , that is, A = B + eqT with qT = (S,−λ2,−λ3, . . . ,−λn), is
nonnegative with spectrum . If λ1 > −∑nj=2 λj , then S > 0 and we obtain a
positive matrix with spectrum . 
In [4] the authors prove, via Brauer’s Theorem, the following complex general-
ization of Suleimanova’s Theorem:
Theorem 4 [4]. Let  = {λ1; λ2, . . . , λn} ∈A with
′ = {λ2, . . . , λn} ⊂ {z ∈ C : Re z  0, |Re z|  |Im z|}
Then  is realizable if and only if ∑ni=1 λi  0.
The next theorem of Salzmann [24] generalizes the result of Suleimanova. Again,
we give a proof via Brauer’s Theorem:
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Theorem 5 (Salzmann [24]). If λ1  λ2  · · ·  λn are real numbers such that
n∑
k=1
λk  0, (7)
and
λk + λn−k+1  2
n
n∑
k=1
λk, k = 2, 3, . . . ,
[
n + 1
2
]
, (8)
then  = {λ1, λ2, . . . , λn} is realizable by a nonnegative matrix.
Proof. We only need to prove the assertion for  satisfying
∑n
k=1 λk = 0: other-
wise, if
∑n
k=1 λk > 0 with λk + λn−k+1  2n
∑n
k=1 λk , k = 2, 3, . . . ,
[
n+1
2
]
, we
consider the set {µ1, µ2, . . . , µn} with µk = λk − α for α = 1n
∑n
k=1 λk . Then,
clearly,
∑n
k=1 µk = 0, and
µk + µn−k+1 = λk + λn−k+1 − 2α  0.
Therefore, suppose conditions (7) and (8) are satisfied with∑nk=1 λk = 0. Then Sk =
λk + λn−k+1  0 for k = 2, 3, . . . ,
[
n
2
]
and Sn+1
2
= λn+1
2
 0 for n odd. Let
B =


0 0 0 0 · · · 0
−λn λn 0 0 · · · 0
0 −λ2 0 λ2 · · · ·
0 −λ2 −λn−1 λ2 + λn−1 · · · ·
. · · · · · · ·
. · · · · · · 0
0 −λ[ n
2
] · · · · 0 λ[ n
2
]
0 −λ[ n
2
] · · · · −λn−[ n2 ]+1 λ[ n2 ] + λn−[ n2 ]+1


.
The matrix B ∈ CS0 has eigenvalues 0, λ2, . . . , λn. Let q = (q1, q2, . . . , qn)T with
q2k−1 = 0, k = 1, 2, . . . , n2
q2 = −λn
q2k = −(λk + λn−k+1), k = 2, 3, . . . , n2 .
Then, applying Brauer’s Theorem, the matrix A = B + eqT is nonnegative with
spectrum
∑n
1 qi = −
∑n
2 λi = λ1, λ2, . . . , λn. 
The following result shows that if the Salzmann realizability criterion is satisfied,
then the realizability criterion given by Theorem 2 is satisfied.
Theorem 6. If  = {λ1, λ2, . . . , λn} satisfies the Salzmann conditions (7) and (8),
then  also satisfies the condition (4) of Theorem 2.
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Proof. As in the proof of Theorem 5, we only need to consider the case when  sat-
isfies
∑n
k=1 λk = 0. Then Sk = λk + λn−k+1  0 for k = 2, 3, . . . ,
[
n
2
]
and Sn+1
2
=
λn+1
2
 0 for n odd, so
λ1 + λn  −
n−1∑
k=2
λk = −
∑
Sk<0
Sk,
and (4) follows. 
4. Comparison of some realizability criteria
In this section, we deal with realizability criteria involving partitioned spectra.
More precisely, we compare three criteria: one due to Kellogg [12] (Theorem 7
below), one obtained by Borobia [2] (Theorem 8 below), and one proposed by Soto
[25] (Theorem 9 below). We will prove in Theorems 10 and 11 that Soto’s criterion
contains the other two as particular cases. Moreover, we will provide examples show-
ing that the inclusion is strict (see e.g. Example 1 below). Therefore, the realizability
criterion in [25] (Theorem 9) seems to be the most general sufficient condition for
the real NIEP so far.
We begin by stating the three mentioned realizability criteria:
Theorem 7 (Kellogg [12]). Let σ = {λ0, λ1, . . . , λN } be a set of real numbers with
λ0  λ1  · · ·  λN and let M be the greatest index j (0  j  N) for which λj 
0. Let the set of indices
K =
{
i : λi  0 and λi + λN−i+1 < 0, i ∈
{
1, 2, . . .
[
N
2
]}}
.
If
λ0  −
∑
i∈K, i<k
(λi + λN−i+1) − λN−k+1 for all k ∈ K, (9)
and
λ0  −
∑
i∈K
(λi + λN−i+1) −
N−M∑
j=M+1
λj , provided that N  2M + 1, (10)
then σ is realized by an (N + 1) × (N + 1) nonnegative matrix.
Theorem 7 was generalized by Borobia [2] in the following way.
Theorem 8 (Borobia [2]). Let σ = {λ0, λ1, . . . , λN } be a set of real numbers with
λ0  λ1  · · ·  λN and let M be the greatest index j (0  j  N) for which
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λj  0. If there exists a partition J1 ∪ J2 ∪ · · · ∪ Js of J = {λM+1, λM+2, . . . , λN },
for some 1  S  N − M, such that
λ0  λ1  · · ·  λM 
∑
λ∈J1
λ 
∑
λ∈J2
λ  · · · 
∑
λ∈Js
λ (11)
satisfies the Kellogg conditions (9) and (10), then σ is the spectrum of some nonneg-
ative matrix of order (N + 1) × (N + 1).
The following result, given in [25], is an extension of Theorem 2 and gives a
criterion for the realizability of sets, which can be partitioned in such a way that the
negativity of the nonrealizable pieces can be compensated by the realizability margin
of the realizable ones. Moreover, if this realizability criterion is satisfied, then we can
always construct a solution matrix, which is nonnegative with constant row sums.
Theorem 9 (Soto [25]). Let σ = {λ1, λ2, . . . , λn} be a set of real numbers such that
λ1  λ2  · · ·  λp  0 > λp+1  . . . .  λn
If there exists a partition σ = σ1 ∪ σ2 ∪ · · · ∪ σt with
σk = {λk1 , λk2 , . . . , λkpk }, k = 1, 2, . . . , t, λ11 = λ1,
λk1  0, λk1  λk2  · · ·  λkpk ,
Skj = λkj + λkpk −j+1, j = 2, 3, . . . ,
[
kpk
2
]
(12)
and for kpk odd
Skpk +1
2
= min
{
λkpk +1
2
, 0
}
, k = 1, 2, . . . , t,
Tk = λk1 + λkpk +
∑
Skj <0
Skj , k = 1, 2, . . . , t (13)
and
LM = max
{
− λ1p1 −
∑
S1j <0
S1j ; max2kt{λk1}
}
(14)
satisfying
λ1  LM −
t∑
Tk<0, k=2
Tk, (15)
then σ is realizable (by a nonnegative matrix with constant row sums).
Notice that in Theorem 9, either the Brauer realizability margin or the Brauer
negativity are represented, for each subset σk of the partition, by Tk in (13). More
precisely, if Tk  0, then Tk =M(σk), while if Tk < 0, then −Tk =N(σk).
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Before we prove the results announced at the begining of this section, we present
an example showing that there are sets of real numbers, which satisfy neither the
Kellogg realizability criterion nor the Borobia realizability criterion, although they
do satisfy the realizability criterion in Theorem 9.
Example 1. Let σ = {8, 6, 3, 3,−5,−5,−5,−5}. The Kellogg realizability crite-
rion, condition (10), is not satisfied, since 8 < −(−2 − 2) − (−5). It is clear that
the Borobia realizability criterion is not satisfied, either. The partition σ = σ1 ∪
σ2, where σ1 = {8, 3,−5,−5} and σ2 = {6, 3,−5,−5}, satisfies the conditions of
Theorem 9. Here, T1 = 1, T2 = −1, LM = max{7, 6} = 7 and λ1  7 − (−1) = 8.
Therefore, we may construct a solution matrix (with constant row sums) as:
A11 =


0 0 0 0
5 −5 0 0
0 −3 0 3
0 −3 5 −2

+ e(5eT2 + 2eT4 ) =


0 5 0 2
5 0 0 2
0 2 0 5
0 2 5 0

 ,
A22 =


0 0 0 0
5 −5 0 0
0 −3 0 3
0 −3 5 −2

+ e(5eT2 + eT4 ) =


0 5 0 1
5 0 0 1
0 2 0 4
0 2 5 −1

 ,
A21 = eeT4
and
A =
(
A11 0
A21 A22
)
+ eeT8 =


0 5 0 2
5 0 0 2
0 2 0 5
0 2 5 0
0 0 0 1
0 0 0 1
0 0 0 1
0 0 0 1
0 0 0 1
0 0 0 1
0 0 0 1
0 0 0 1
0 5 0 2
5 0 0 2
0 2 0 5
0 2 5 0


Observe that σ2 cannot be the spectrum of a nonnegative matrix and there is no par-
tition of σ with the corresponding subsets satisfying neither Kellogg’s realizability
criterion nor Borobia’s.
If a Suleimanova type spectrum, λ0 > 0 > λ1  λ2  · · ·  λN , satisfies the
Kellogg realizability criterion, then conditions (9) and (10) are reduced to λ0 
−∑Nj=1 λj = −λN −∑N−1j=1 λj , which is condition (4) of Theorem 2. The next
result considers sets of real numbers with only two nonnegative elements and is
introduced here to show the idea underlying Theorem 10 below.
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Lemma 3. Let σ = {λ0; λ1, . . . , λN } be a set of real numbers satisfying
λ0  λ1  0 > λ2  · · ·  λN .
If the Kellogg realizability criterion, Theorem 7, is satisfied, then the realizability
criterion of Theorem 9 is satisfied. The converse is not true.
Proof. Consider the partition σ = σ0 ∪ σ1, where σ0 = {λ0; λ2, . . . , λN−1} and σ1 =
{λ1, λN }. Then, by Theorem 9, we have
T0 = λ0 +
N−1∑
j=2
λj , T1 = λ1 + λN and LM = max

−
N−1∑
j=2
λj , λ1

 .
If λ1 + λN  0, then M = 1, K = ∅ and conditions (9) and (10) become
λ0  −
N−1∑
j=2
λj , (16)
whence
λ0  −
N−1∑
j=2
λj = LM or λ0  λ1 = LM
and (15) holds. If λ1 + λN < 0, then M = 1,K = {1} and the Kellogg conditions
(9) and (10) become
(i) λ0  −λN
(ii) λ0  −(λ1 + λN) −
N−1∑
j=2
λj , (17)
whence
λ0  −λN = λ1 − (λ1 + λN) = LM − T1 or
λ0  −(λ1 + λN) −
N−1∑
j=2
λj = LM − T1
and (15) holds. The following example shows that the converse is not true. 
Example 2. We observe that the set σ = {5, 3,−2,−2,−2,−2} satisfies the real-
izability criterion of Theorem 9, although it does not satisfy Kellogg’s realizabil-
ity criterion. The partition σ = {5,−2,−2} ∪ {3,−2,−2} satisfies the conditions of
Theorem 9 and we may construct a nonnegative matrix A ∈ CS5 with spectrum σ
as follows:
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A11 =

0 0 02 −2 0
0 2 −2

+ e(2eT2 + 2eT3 ) =

0 2 22 0 2
0 4 0

 ,
A22 =

0 0 02 −2 0
0 2 −2

+ e(2eT2 + eT3 ) =

0 2 12 0 1
0 4 −1

 ,
A =
(
A11 0
eeT3 A22
)
+ eeT6 =


0 2 2 0 0 1
2 0 2 0 0 1
0 4 0 0 0 1
0 0 1 0 2 2
0 0 1 2 0 2
0 0 1 0 4 0


.
We now prove the two main results in this section. Since the proofs are somewhat
involved, especially that of Theorem 10, the reader is advised to make use the Exam-
ples 1–4 in this section in order to illustrate the ideas and the constructive procedure
followed in the proofs.
Theorem 10. Let σ = {λ0; λ1, . . . , λN } be a set of real numbers satisfying
λ0  λ1  · · ·  λM  0 > λM+1  · · ·  λN .
If the Kellogg realizability criterion of Theorem 7 is satisfied, then the Soto realiz-
ability criterion of Theorem 9 is satisfied. The converse is not true.
Proof. Suppose that the Kellogg conditions (9) and (10) are satisfied and let
K =
{
i : λi  0 and λi + λN−i+1 < 0, i ∈
{
1, 2, . . .
[
N
2
]}}
= {k1, k2, . . . , ks}.
Define the partition
σ0 = {λ0, λM+1, . . . , λN−M}, provided that N  2M + 1,
σkj = {λkj , λN−kj+1}, j = 1, 2, . . . , s, (18)
σR = σ − σ0 − ∪sj=1σkj .
Then
λkj  0 and Tkj = λkj + λN−kj+1 < 0, j = 1, 2, . . . , s.
Let
S = −
N−M∑
j=M+1
λj .
Observe that σR ∈AR and that if N < 2M + 1, then σ0 = {λ0}.
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(a) First, suppose that S  λk1 . Then, L = max{S, λk1} = S and from (10) we
have
L −
s∑
j=1
Tkj = −
N−M∑
j=M+1
λj −
s∑
j=1
(λkj + λN−kj+1)  λ0
and the realizability criterion of Theorem 9 is satisfied. Now, we may construct a
nonnegative matrix A0 with spectrum σ0
⋃s
j=1 σkj and the nonnegative matrix A =
A0 ⊕ AR , where AR realizes σR .
(b) Let S < λk1 . Let us write the Kellogg conditions (9) and (10), respectively, as
(i1) λ0 −λN−k1+1,
(i2) λ0 −Tk1 − λN−k2+1,
(i3) λ0 −Tk1 − Tk2 − λN−k3+1,
· · ·
· · ·
· · ·
(is) λ0 −Tk1 − Tk2 − · · · − Tks−1 − λN−ks+1,
(ii) λ0 −
s∑
j=1
Tkj + S.
Now, we apply Theorem 9 in the following way: First, we start by merging the sets
σ0 and σks . Then,
Tks = λks + λN−ks+1 < 0 and Ls = max{S, λks }.
If Ls = S, from (ii) we have
Ls − Tks = S − Tks  λ0. (19)
If Ls = λks , from (is) we have
Ls − Tks = λks − Tks = −λN−ks+1  λ0. (20)
In both cases (15) holds. Now, we may construct a nonnegative matrix As ∈CSLs−Tks
with spectrum
φs = {Ls − Tks , λM+1, . . . , λN−M} ∪ σks .
Next, we merge the sets σ0 ∪ σks and σks−1 = {λks−1, λN−ks−1+1}. Then,
Tks−1 = λks−1 + λN−ks−1+1 < 0 and Ls−1 = max{Ls − Tks , λks−1}.
Note that Ls−1 can take 3 possible values: one is Ls−1 = λks−1 and the other 2
correspond to the 2 values of Ls − Tks in (19) and (20).
If Ls−1 = Ls − Tks = S − Tks , from (ii) we have
Ls−1 − Tks−1 = S − Tks − Tks−1  λ0. (21)
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If Ls−1 = Ls − Tks = −λN−ks+1, from (is) we have
Ls−1 − Tks−1 = −λN−ks+1 − Tks−1  λ0. (22)
If Ls−1 = λks−1, from (i(s − 1)) we have
Ls−1 − Tks−1 = λks−1 − Tks−1 = −λN−ks−1+1  λ0. (23)
In all the three cases (15) holds. Thus, we may construct a nonnegative matrix
As−1 ∈ CSLs−1−Tks−1
with spectrum
φs−1 = {Ls−1 − Tks−1 , λM+1, . . . , λN−M} ∪ σks−1 ∪ σks .
We continue the same procedure in such a way that in the step i + 1 we merge the
sets
σ0 ∪ σks−i+1 ∪ σks−i+2 . . . ∪ σks and σks−i .
Then
Tks−i = λks−i + λN−ks−i+1 < 0 and
Ls−i = max{Ls−i+1 − Tks−i+1, λks−i }.
Note that Ls−i can take i + 2 possible values: one is Ls−i = λks−i and the other
i + 1 values correspond to the i + 1 values of Ls−i+1 − Tks−i+1 .
If Ls−i = Ls−i+1 − Tks−i+1 = S − Tks − Tks−1 − · · · − Tks−i+1 , from (ii) we have
Ls−i − Tks−i = S − Tks − Tks−1 − · · · − Tks−i  λ0.
For the other i values of Ls−i = Ls−i+1 − Tks−i+1 we obtain from (is) back to (i(s −
i + 1)), respectively
Ls−i − Tks−i = −λN−ks+1 − Tks−1 − Tks−2 − · · · − Tks−i  λ0,
Ls−i − Tks−i = −λN−ks−1+1 − Tks−2 − Tks−3 − · · · − Tks−i  λ0,
· · ·
· · ·
· · ·
Ls−i − Tks−i = −λN−ks−i+2+1 − Tks−i+1 − Tks−i  λ0,
Ls−i − Tks−i = −λN−ks−i+1+1 − Tks−i  λ0.
If Ls−i = λks−i , from (i(s − i)) we have
Ls−i − Tks−i = −λks−i − Tks−i = −λN−ks−i+1  λ0.
In all the i + 2 cases (15) holds. Thus, we may construct a nonnegative matrix A
s−1 ∈
CSLs−i−Tks−i with spectrum
φs−i = {Ls−i − Tks−i , λM+1, . . . , λN−M} ∪ σks−i ∪ σks−i+1 . . . ∪ σks .
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The process ends when we merge the last subset σk1 = {λk1 , λN−k1+1} and we
reach a nonnegative matrix A1 ∈ CSL1−Tk1 with spectrum
φ1 = {L1 − Tk1 , λM+1, . . . , λN−M} ∪ σk1 ∪ σk2 ∪ · · · ∪ σks .
and since λ0  L1 − Tk1 , then we may construct a nonnegative matrix A with spec-
trum σ0 ∪ σk1 ∪ · · · ∪ σks ∪ σR .
On the other hand, the Example 1 shows that the given set σ does not satisfy
the Kellogg realizability criterion, although it satisfies the Soto realizability criterion
given by Theorem 9. This completes the proof. 
Remark 1. The partition (18) of Theorem 10 is not necessarily the best partition to
show that σ satisfies the realizability criterion of Theorem 9. However, it is sufficient
to show that if Kellogg’s realizability criterion is satisfied, then the realizability crite-
rion of Theorem 9 is also satisfied. In fact, Example 1 shows that although Kellogg’s
and Borobia’s realizability criteria give no information about the realizability of σ ,
the chosen partition there shows that σ is realizable by Theorem 9. Note that the
partition (18) of Theorem 10 does not work for σ in Example 1.
Now, we will prove that if the Borobia realizability criterion is satisfied, then the
Soto realizability criterion is satisfied.
Theorem 11. Let σ = {λ0; λ1, . . . , λN } be a set of real numbers satisfying
λ0  λ1  · · ·  λM  0 > λM+1  · · ·  λN .
If the Borobia realizability criterion, Theorem 8, is satisfied, then the Soto realiz-
ability criterion, Theorem 9, is satisfied. The converse is not true.
Proof. Suppose the Borobia realizability criterion of Theorem 8 is satisfied. Then,
there exists a partition J1 ∪ J2 ∪ · · · ∪ Jt of J = {λM+1, λM+2, . . . , λN }, with∑
λ∈Ji λ = µM+i , i = 1, 2, . . . , t , 1  t  N − M , such that the list
µ0  µ1  · · ·  µM  0 > µM+1  · · ·  µM+t , (24)
where µi = λi , i = 0, 1, . . . ,M , satisfies the Kellogg realizability criterion and con-
sequently from Theorem 10, the list also satisfies the Soto realizability criterion of
Theorem 9.
Now, we apply the same proof of Theorem 10, except for one detail: the list in
(24) has less elements than the original list λ0  λ1  · · ·  λN , while we need to
obtain a nonnegative matrix of order N + 1 realizing the original prescribed spec-
trum σ . Then, in each step of the proof, before of merging (with the previous subset)
a new subset σkj = {µkj , µN−kj+1}, where µN−kj+1 = µM+i =
∑
λ∈Ji λ < 0, for
some i = 1, 2, . . . , t , we must extend σkj to the set {µkj , α1, α2, . . . , αr}, where
αi ∈ J = {λM+1, λM+2, . . . , λN }, i = 1, 2, . . . , r , and∑ri=1 αi = µN−kj+1. This is
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precisely what Lemma 2 allows us to do, with the guarantee that both sets have the
same negativity.
In this way, in each step where necessary, instead of merging σkj ={µkj , µN−kj+1}
with the previously obtained set, we merge {µkj , α1, α2, . . . , αr}, obtaining at the
end of the procedure a nonnegative matrix A ∈ CSλ0 of the required size with the
original prescribed spectrum {λ0, λ1, . . . , λN }. Example 1 shows that the converse
is not true. 
Example 3. Let σ = {10, 8, 6, 1, 0,−4,−5,−7,−9}. The Kellogg realizability cri-
terion is satisfied. We construct a solution matrix using Soto’s realizability criterion
as in Theorem 10: Consider the partition
σ0 = {10}, σ1 = {8,−9}, σ2 = {6,−7},
σ3 = {1,−5}, σ4 = {0,−4}, σR = ∅.
First, we merge the set σ0 with σ4: T4 = −4 and LM = 0. Then λ0  4 and we obtain

0 0 00 0 0
0 4 −4

+ 4eeT3 =

0 0 40 0 4
0 4 0

 = A0,4
with spectrum σ0,4 = {4, 0,−4}. Next we merge the set {10, 0,−4} with σ3 =
{1,−5}. Then, T3 = −4, LM = 4 and we obtain


0 0 4 0 0
0 0 4 0 0
0 4 0 0 0
0 0 3 0 1
0 0 3 5 −4

+ 4ee
T
5 =


0 0 4 0 4
0 0 4 0 4
0 4 0 0 4
0 0 3 0 5
0 0 3 5 0

 = A0,3
with spectrum σ0,3 = {8, 1, 0,−4,−5}. Next we merge {10, 1, 0,−4,−5} with σ2 =
{6,−7}. Then, T2 = −1, LM = 8 and we obtain


0 0 4 0 4 0 0
0 0 4 0 4 0 0
0 4 0 0 4 0 0
0 0 3 0 5 0 0
0 0 3 5 0 0 0
0 0 0 0 2 0 6
0 0 0 0 2 7 −1


+ eeT7 = A0,2,
with spectrum σ0,2 = {9, 6, 1, 0,−4,−5,−7}. Finally we merge the set {10, 6, 1, 0,
−4,−5,−7} with σ1 = {8,−9}, obtaining
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

0 0 4 0 4 0 1 0 0
0 0 4 0 4 0 1 0 0
0 4 0 0 4 0 1 0 0
0 0 3 0 5 0 1 0 0
0 0 3 5 0 0 1 0 0
0 0 0 0 2 0 7 0 0
0 0 0 0 2 7 0 0 0
0 0 0 0 0 0 1 0 8
0 0 0 0 0 0 1 9 −1


+ eeT9 = A
with spectrum σ .
Example 4. This example illustrates Theorem 11. Let σ = {8, 7, 5,−3,−5,−6,
−6}. Notice that the Kellogg realizability criterion is not satisfied, while the Borobia
realizability criterion is satisfied with σµ = {8, 7, 5,−6,−6,−8}, where we group
the negative elements of σ into {−6,−6,−8}. Now we apply Theorem 11:
σ0 = {8,−6}, σ1 = {7,−8}, σ2 = {5,−6}, σR = φ.
We merge the sets σ0 and σ2: T0 = 2, T1 = −1, L2 = 6 and we obtain the matrix

0 6 0 0
6 0 0 0
0 1 0 5
0 1 6 −1

+ eeT4 =


0 6 0 1
6 0 0 1
0 1 0 6
0 1 6 0

 = A0,2
with spectrum {7, 5,−6,−6}. Next we extended σ1 = {7,−8} to {7,−3,−5} with
corresponding associated matrix
0 0 05 −5 0
0 3 −3

+ e(5eT2 + 2eT3 ) =

0 5 25 0 2
0 8 −1

 = A0,1
and merge the sets {8, 5,−6,−6} and {7,−3,−5}. Then we have T1 = −1, L1 = 7
and the matrix(
A0,2 0
0 A0,1
)
+ eeT7 = A ∈ CS8
with spectrum σ = {8, 7, 5,−3,−5,−6,−6}.
References
[1] A. Berman, R.J. Plemmons, Nonnegative matrices in the mathematical sciences, in: Classics in
Applied Mathematics, vol. 9, Society for Industrial and Applied Mathematics (SIAM), Philadelphia,
PA, 1994.
[2] A. Borobia, On the nonnegative eigenvalue problem, Linear Algebra Appl. 223–224 (1995) 131–
140.
[3] A. Borobia, J. Moro, On nonnegative matrices similar to positive matrices, Linear Algebra Appl.
266 (1997) 365–379.
R. Soto et al. / Linear Algebra and its Applications 396 (2005) 223–241 241
[4] A. Borobia, J. Moro, R. Soto, Negativity compensation in the nonnegative inverse eigenvalue
problem, Linear Algebra Appl. 393 (2004) 73–89.
[5] A. Brauer, Limits for the characteristic roots of a matrix. IV: Applications to stochastic matrices,
Duke Math. J. 19 (1952) 75–91.
[6] P.G. Ciarlet, Some results in the theory of nonnegative matrices, Linear Algebra Appl. 1 (1968)
139–152.
[7] P. Egleston, T. Lenker, S. Narayan, The nonnegative inverse eigenvalue problem, Linear Algebra
Appl. 379 (2004) 475–490.
[8] M. Fiedler, Eigenvalues of nonnegative symmetric matrices, Linear Algebra Appl. 9 (1974) 119–
142.
[9] S. Friedland, On an inverse problem for nonnegative and eventually nonnegative matrices, Israel
J. Math. 29 (1978) 43–60.
[10] C.R. Johnson, Row stochastic matrices similar to doubly stochastic matrices, Linear and Multilinear
Algebra 10 (1981) 113–130.
[11] C.R. Johnson, T.J. Laffey, R. Loewy, The real and the symmetric nonnegative inverse eigenvalue
problems are different, Proc. AMS 124 (1996) 3647–3651.
[12] R. Kellogg, Matrices similar to a positive or essentially positive matrix, Linear Algebra Appl. 4
(1971) 191–204.
[13] T.J. Laffey, Extreme nonnegative matrices, Linear Algebra Appl. 275–276 (1998) 349–357.
[14] T.J. Laffey, E. Meehan, A characterization of trace zero nonnegative 5 × 5 matrices, Linear Algebra
Appl. 302–303 (1999) 295–302.
[15] T.J. Laffey, E. Meehan, A refinament of an inequality of Johnson, Loewy and London on nonnega-
tive matrices and some applications, Electron. J. Linear Algebra 3 (1998) 119–128.
[16] R. Loewy, D. London, A note on an inverse problem for nonnegative matrices, Linear and Multilin-
ear Algebra 6 (1978) 83–90.
[17] J.J. Mcdonald, M. Newmann, The Soules approach to the inverse eigenvalue problem for nonnega-
tive symmetric matrices of order n  5, Contemp. Math. 259 (2000) 387–407.
[18] H. Minc, Nonnegative Matrices, John Wiley & Sons, New York, 1988.
[19] H. Perfect, Methods of constructing certain stochastic matrices, Duke Math. J. 20 (1953) 395–404.
[20] H. Perfect, L. Mirsky, Spectral properties of doubly stochastic matrices, Monatsh. Math. 69 (1965)
35–57.
[21] N. Radwan, An inverse eigenvalue problem for symmetric and normal matrices, Linear Algebra
Appl. 248 (1996) 101–109.
[22] R. Reams, An inequality for nonnegative matrices and the inverse eigenvalue problem, Linear and
Multilinear Algebra 41 (1996) 367–375.
[23] O. Rojo, R. Soto, Existence and construction of nonnegative matrices with complex spectrum, Lin-
ear Algebra Appl. 368 (2003) 53–69.
[24] F. Salzmann, A note on eigenvalues of nonnegative matrices, Linear Algebra Appl. 5 (1972) 329–
338.
[25] R. Soto, Existence and construction of nonnegative matrices with prescribed spectrum, Linear Alge-
bra Appl. 369 (2003) 169–184.
[26] G. Soules, Constructing symmetric nonnegative matrices, Linear and Multilinear Algebra 13 (1983)
241–251.
[27] H.R. Suleimanova, Stochastic matrices with real characteristic values, Dokl. Akad. Nauk SSSR 66
(1949) 343–345.
[28] G. Wuwen, An inverse eigenvalue problem for nonnegative matrices, Linear Algebra Appl. 249
(1996) 67–78.
[29] G. Wuwen, Eigenvalues of nonnegative matrices, Linear Algebra Appl. 266 (1997) 261–270.
[30] S. Xu, On inverse spectrum problems for normal nonnegative matrices, Linear and Multilinear Alge-
bra 34 (1993) 353–364.
