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ABSTRAKT
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ÚVOD
Díky dnešním moderním technologiím, jakými jsou vícejádrové procesory, se dají sek-
venční programy upravit a ušetřit tak čas. To nám umožňuje paralelní programování, které
se snaží úlohy rozdělit na pokud možno stejně velké bloky, které pak přiřazuje jednotlivým
jádrům procesoru. Tím se urychlí zpracování vůči sekvenčnímu řešení těchto úkolů.
V teoretické části práce jsem se zaměřil na vysvětlení základních vlastností paralelního
programování tak, abych čtenáři přiblížil způsoby paralelizace. Jsou zde rozebrány exekuce
vícevláknových aplikací na 𝑛-jádrových procesorech, topologie vláken a různé způsoby
paralelního programování jako třída ThreadPool, knihovna TPL (Task Parallel Library)
a její metody FOR, FOREACH, Invoke a Task.
Cílem praktické části bylo vytvořit aplikaci, která by měla představovat jednoduchý
archív webových stránek. Ten by měl v pravidelných intervalech zkontrolovat stránky
na adresách uvedených v konfiguračním souboru config.ini. Program je rozdělen do něko-
lika tříd na sobě nezávislých. Třída Downloader, která se stará o vše kolem stahování,
třída FileOrganizer, která řeší přístup k databázi souborů a nakonec Form1, která fun-
guje jako hlavní vlákno aplikace využívající zmíněné třídy a sám se stará o GUI. Program
se spouští ze spustitelného .exe souboru, který má cestu:
webDownloadPok\webDownloadPok\bin\Release\webDownloadPok.exe .
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1 TECHNICKÝ ROZBOR ŘÍZENÉ EXEKUCE VÍCEVLÁK-
NOVÉ ŘÍZENÉ APLIKACE
Pokud disponuje řízená aplikace alespoň dvěma programovými vlákny, označujeme ji
jako vícevláknovou. Jedno z vláken je primárním programovým vláknem, zatímco ostatní
vlákna vystupují jako vlákna pracovní. Když vyvíjíme vícevláknové aplikace, měli bychom
vždy přesně vymezit pracovní modely jednotlivých vláken. Vícevláknová aplikace umož-
ňuje pseudoparalelní, nebo ryze paralelní exekuci toků programových instrukcí, v závislosti
na tom, na jaké počítačové stanici je spuštěna. Při zkoumání zpracování vícevláknové ří-
zené aplikace stanovíme dva základní exekuční modely:
1.1 1. model: Exekuce vícevláknové řízené aplikace na jed-
nojádrovém procesoru.
Tento exekuční model označujeme termínem pseudoparalelní exekuce. Vzhledem k tomu,
že jednojádrový procesor má pouze jedno exekuční jádro, to znamená v jednom okamžiku
smí zpracovávat programové instrukce právě jednoho programového vlákna. Pokud je ří-
zená aplikace vícevláknová, v jedné aplikační doméně se bude společně vyskytovat mno-
žina programových vláken. Operační systémy Windows (ale samozřejmě i jiné moderní
operační systémy) podporují vícevláknové zpracování řízených i nativních aplikací. Díky
preemptivnímu vícevláknovému zpracování jsou vícevláknové aplikace zpracovávány ná-
sledujícím iterativním způsobem:
Každému programovému vláknu je přiděleno tzv. časové kvantum. Časové kvantum je
nejmenší jednotka alokace výpočetní kapacity procesoru. Pokud vlákno získá časové kvan-
tum, všechny výpočetní zdroje jednojádrového procesoru se budou soustředit na provedení
programových instrukcí daného vlákna. Přitom platí, že jako první bude časové kvantum
poskytnuté primárnímu programovému vláknu. Ve chvíli, kdy časové kvantum primárního
programového vlákna skončí, procesor v součinnosti s operačním systémem zajistí ucho-
vání aktuálního stavu zpracování tohoto programového vlákna. Procesor se v dalším kroku
přesouvá na následující pracovní programové vlákno a začíná zpracovávat jeho tok pro-
gramových instrukcí. Výpočetní kapacita procesoru je dedikována tomuto vláknu, dokud
neuplyne jeho časové kvantum. Pokud se tak stane, uloží se aktuální stav zpracování tohoto
vlákna a procesor se přesouvá na další vlákno v pořadí. Pořadí, v jakém jsou jednotlivá
vlákna zpracovávána, je ovlivněno jejich prioritou. Každé vlákno smí disponovat jedním z
pěti prioritních stupňů. Interakce s programovými vlákny podle jejich priority znamená,
že nejdříve budou realizovány vlákna s vyššími prioritními stupni, a pak vlákna s nižší
prioritou.
Naznačená migrace mezi vlákny se odehrává, dokud procesor neodbaví i poslední pro-
gramové vlákno. Tím se dokončí jedna iterace, v jejímž rámci byly realizovány progra-
mové instrukce všech vláken tvořících vícevláknovou řízenou aplikaci. Jelikož fyzikální
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délka časového kvanta je krátká1, z vnějšího pohledu se zdá, že programová vlákna pracují
souběžně, a tedy paralelně. Není to však tak, protože paralelní zpracování by znamenalo
provedení toků instrukcí více vláken najednou, čili ve stejném čase. Iterativní zpraco-
vání vícevláknové aplikace na jednojádrovém procesoru však tomuto požadavku neodpo-
vídá, a proto ho označujeme termínem pseudoparalelní. Jakmile je hotová jedna iterace
pseudoparalelního zpracování programových vláken vícevláknové aplikace, začíná se další
iterace. V ní procesor v součinnosti s operačním systémem znovu zpracovává instrukce jed-
notlivých vláken, avšak samozřejmě pokračuje tam, kde v předchozí iteraci skončil (bod
pokračování je jednoznačně určen archivovaným stavem zpracování programového vlákna).
Iterace v naznačeném pořadí se opakují až do konce životního cyklu vícevláknové řízené
aplikace. Samozřejmě se může stát, že některé pracovní programové vlákno zanikne2.
Proces sdílení výpočetních zdrojů jednojádrového procesoru při řízené exekuci více-
vláknové řízené aplikace pomocí přidělování časových kvant je zobrazený na Obr. 1.1.
Obr. 1.1: Alokace časových kvant při pseudoparalelní exekuci
Komentář k Obr. 1.1: Schéma zobrazuje proces alokace časových kvant jednotli-
vým vláknům vícevláknově řízené aplikace při jejich exekuci na jednojádrovém procesoru.
V čase 𝑡1 získá časové kvantum K1 primární programové vlákno V1. Během běhu časového
kvanta jsou výpočetní kapacity jednojádrového procesoru k dispozici výhradně primárnímu
1Velikost časového kvanta je variabilní, ale řádově se pohybuje v milisekundových intervalech.
2Za těchto okolností další iterace pracují pouze s těmi vlákny, které jsou v pohotovostním stavu (jde
o tzv. živé vlákna).
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programovému vláknu. Když časové kvantum K1 v době 𝑡2 vyprší, procesor poskytuje ča-
sové kvantum K2 prvnímu pracovnímu vláknu (V2). Po zpracování vlákna V2 a uplynutí
časového kvanta K2 je časové kvantum poskytnuté dalšímu pracovnímu programovému
vláknu v pořadí (V3). Přidělování časových kvant se opakuje dokud nejsou napojeny
všechny programová vlákna řízené aplikace. To se v našem případě děje až do okam-
žiku, kdy uplyne časové kvantum K4. Jelikož naše aplikace je 4-vláknová, v době 𝑡5 bude
přidělené časové kvantum opět prvnímu, a tedy primárnímu vláknu aplikace. Analogicky,
v době 𝑡5 + K1 získá časové kvantum znovu první pracovní vlákno (V2), v době 𝑡5 + K1
+ K2 druhé pracovní vlákno (V3), atd.
V našem schematickém modelu definujeme časové kvantum takto: 𝑘𝑖 = 𝑡𝑖+1 − 𝑡𝑖, kde
𝑖 ∈ ⟨1, 𝑛⟩ a 𝑛 ∈ 𝑁 . Zavádíme tedy abstrakci, že časové kvanta jsou přesně stejná. V prak-
tických podmínkách se však délka časových kvant může do jisté míry variabilně lišit, čili
přesněji bychom měli říci, že časové kvanta poskytované programovým vláknům jsou při-
bližně stejná.
1.2 2. model: Exekuce vícevláknové řízené aplikace na více-
jádrovém procesoru.
Toto je varianta ryze paralelní exekuce vícevláknové řízené aplikace. Paralelní exekuce zna-
mená, že jednotlivá programová vlákna řízené aplikace budou přesně namapována na exe-
kuční jádra procesoru. V zájmu dosažení paralelní exekuce vícevláknové aplikace, je nutno
přijmout tyto předpoklady:
1. Optimální počet programových vláken. Ideální je, pokud je počet programo-
vých vláken roven počtu exekučních jader vícejádrového procesoru. Pokud tedy pra-
cujeme na stroji s 2-jádrovým procesorem, řízená aplikace by měla obsahovat 2 pro-
gramová vlákna, které budou prováděny paralelně. Obdobně na 4-jádrovém proce-
soru dospějeme k optimálnímu rozložení se 4 programovými vlákny. Obecně smíme
prohlásit, že počet programových vláken je lineárně závislý na počtu exekučních
jader procesoru. Je proto nutné vyvarovat se příliš nízkému počtu programových
vláken (z důvodu nevyužití celkové výkonnostní kapacity počítačového systému) i
příliš vysokému počtu programových vláken (není možná jejich paralelní exekuce
z důvodu nedostatečného počtu exekučních jader procesoru).
2. Škálovatelnost programových vláken. Je důležité poukázat na skutečnost, že op-
timální počet vláken je na různě výkonných strojích proměnlivý. V každém případě je
třeba příjmout předpoklad škálovatelného počtu programových vláken. Škálovatel-
nost definujeme jako schopnost vícevláknově řízené aplikace flexibilně se přizpůsobit
jakkoli výkonné hardwarové platformě. I když je pochopitelné, že na méně výkon-
ných strojích bude vícevláknová řízená aplikace podávat nižší výkon než na vyso-
kovýkonných pracovních stanicích, vždy musí operovat s optimálním počtem vláken
pro aktuální hardwarovou infrastrukturu.
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3. Optimální distribuce pracovního zatížení programových vláken. Úloha, kte-
rou vícevláknová řízená aplikace řeší, musí být algoritmovaná tak, aby bylo zajištěno
rovnoměrné rozložení pracovního zatížení na všechny programová vlákna. V procesu
problémové dekompozice je proto nutné přesně určit činnosti, které budou progra-
mová vlákna provádět, resp. bloky datových struktur, s nimiž budou vlákna operovat.
Pokud je aplikace složená z programových vláken, každé z nich by mělo řešit 1/𝑛
celé úlohy. Pokud je pracovní zatížení rozdělené rovnoměrně, dochází k eliminaci
stavů, ve kterých určité vlákno, resp. vlákna provedou svou činnost dříve než ostatní
vlákna. V daném kontextu by jsme zaznamenali stav, kdy by jistá vlákna byla za-
neprázdněná prováděním svých činností, zatímco jiná vlákna by byla nevyužitá.
4. Eliminace závislostí mezi více programovými vlákny. Protože se chceme vy-
hnout kolizním stavům, které vznikají především při konkurenčním přístupu ke sdí-
leným objektům či datovým zdrojům, bude nutné projektovat práci programových
vláken tak, aby mezi nimi nevznikalo žádné nepříznivé střetávání. Praktická řešení
těchto problémů jsou vedena dvěma směry:
• Vyloučení sdílených zdrojů.
• Zabezpečení synchronizovaného přístupu ke sdíleným zdrojům.
Pokud budeme předpokládat splnění charakterizovaných předpokladů, můžeme říct, že
paralelní exekuce vícevláknové řízené aplikace na vícejádrových procesorech je nejlepším
exekučním modelem, zejména co se týče využití celkového výkonnostního potenciálu počí-
tače s vícejádrovým procesorem. Paralelizace znamená souběžné provádění různých úkolů




V rámci komplexní analýzy řízené exekuce jedno- a vícevláknových řízených aplikací je
třeba dodat, že s vlákny se setkáváme na následujících třech úrovních:
1. Programová vlákna.
2. Vlákna operačního systému.
3. Hardwarová vlákna procesoru.
Doposud jsme přímo pracovali jen s 1. úrovní vláken, a tedy vlákny programovými. Progra-
mové vlákna jsou vlákna, s nimiž pracujeme pomocí syntakticko-sémantických konstrukcí
programovacího jazyka C# 4.0. Práce s programovými vlákny se vyznačuje nejvyšší mí-
rou abstrakce, protože v tomto pojetí jsou programové vlákna instancemi třídy Thread
z jmenného prostoru System.Threading.
V hierarchii vláken je každé programové vlákno asociované s právě jedním vláknem
operačního systému. Vlákno operačního systému je nativním (ne řízeným) prostředkem,
jehož management řídí jádro operačního systému (a nikoliv virtuální exekuční systém).
V případě 𝑛-vláknových řízených aplikací ve vrstvě operačního systému existuje 𝑛 nativ-
ních vláken. S nativním vláknem je spojena speciální entita, která zaznamenává statistické
údaje o životním cyklu vlákna.
Na strojové úrovni jsou vlákna operačního systému mapovány na hardwarová vlákna.
Hardwarové vlákno je strojový mechanismus, který umožňuje souběžnou exekuci mikroin-
strukcí strojového kódu. Přitom platí, že každé exekuční jádro procesoru smí ve stejném
čase zpracovávat jedno hardwarové vlákno. Jelikož mezi hardwarovými vlákny a nuceným
výkonem jádra procesoru existuje relace typu 1:1, při 𝑛-jádrovém procesoru může být
paralelně realizovaných 𝑛 hardwarových vláken. Typologii vláken znázorňuje Obr. 2.1.
Obr. 2.1: Typologie vláken.
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Programová vlákna se dělí do následujících dvou skupin:
1. Programová vlákna v popředí - v originálu se nazývají „foreground threads“.
2. Programová vlákna v pozadí - v originálu se nazývají „background threads“.
Rozdíl mezi vlákny v popředí a vlákny v pozadí spočívá ve vlivu, jaký mají na životní
cyklus řízené aplikace. Řízená aplikace běží tak dlouho, dokud existuje alespoň jedno
programové vlákno v popředí, které je zaneprázdněné prováděním programových příkazů.
I jedno vlákno v popředí dokáže „udržet“ řízenou aplikaci při životě, což je vlastnost,
kterou vlákna v pozadí nemají. Bez ohledu na to, kolik existuje vláken v pozadí, pokud
neexistuje žádné aktivní vlákno v popředí, exekuce řízené aplikace končí. Pokud řízená
aplikace obsahuje jedno vlákno v popředí a 𝑛 vláken v pozadí, tak činnost všech vláken
v pozadí skončí tehdy, když se skončí exekuce příkazů na vlákně v popředí.
Implicitně jsou všechny řízené aplikace jednovláknové, přičemž primární programové
vlákno je vždy vláknem v popředí.
15
3 TŘÍDY AMETODY PARALELNÍHO PROGRAMOVÁNÍ
3.1 ThreadPool
Třída ThreadPool je už mnoho let pokládána za základ paralelního programování v .NET
Frameworku. Třída ThreadPool je v podstatě soubor pracovních vláken, které lze použít
k paralelní práci na pozadí. Použitím těchto vláken se vykonávají operace asynchronně
a necháváme původně hlavnímu vláknu možnost provádět další operace či zůstat nečinné.
Tvůrce programu si musí zvolit, jaký způsob tvorby paralelní aplikace si vybere, protože
třída ThreadPool je dělána tak, že tvůrce si musí dávat pozor na více věcí, než když užije
novějšího ekvivalentu v podobě třídy Task, která nabízí více možností a je díky tomu pro
tvůrce přátelštější. Třída ThreadPool se totiž tváří tak, že nějakou operaci pustí na pozadí
na dalším volném vlákně, jestliže už třeba nečekáme na výsledek operace prováděné na
pozadí. Pokud čekáme, musíme se sami postarat o synchronizaci těchto operací na pozadí.
ThreadPool má defaultně nastavenou vlastnost IsBackground na hodnotu 1 (true), tj.
pokud jsou ukončena všechna vlákna na popředí, aplikace nečeká na dokončení vláken na
pozadí. Dále se musíme sami starat o běh vláken, můžeme si je uspořádat podle potřeby.
ThreadPool také nepodporuje závislosti, podmínky a další funkce. I přesto můžeme říci, že
třída ThreadPool je mocným nástrojem pro paralelizaci a lze ji i dnes efektivně používat.
Stejně až do čtvrté verze .NET Frameworku nebyla ani skoro jiná možnost, jak spouštět
operace na pozadí. Jelikož programátor může spravovat vlákna ve své vlastní režii, můžeme
použít také třídu Thread.
V rámci jednoho procesu máme k dispozici jeden fond vláken (thread pool). V dřívějších
verzích .NET Frameworku bylo ve fondu k dispozici celkem 25 vláken. V .NET 4.0 je
tomu jinak. Velikost fondu vláken se zakládá na několika různých faktorech. Můžeme
zavolat metodu GetMaxThreads, aby jsme zjistili maximální počet vláken, počet těchto
vláken lze změnit zavoláním metody SetMaxThreads. Každé vlákno má výchozí velikost
zásobníku a spouští se s výchozí prioritou. Fondy vláken mají většinou určitý maximální
počet vláken, se kterými je možné pracovat. Když jsou všechna tato vlákna zaneprázdněná,
další úlohy jsou přidány do fronty, do doby než se opět uvolní vlákna pro jejich zpracování.
Vývojáři mají možnost zavést vlastní fond vláken, ale je zřejmě rychlejší a snadnější použít
zavedení třídy ThreadPool přímo z .NET Frameworku. Při používání fondu vláken můžeme
použít metodu QueueUserWorkItem třídy ThreadPool s delegátem procedury, kterou
chceme vykonat. ThreadPool zařadí metodu do fronty pro vykonání a jakmile je fond
vláken k dispozici, metoda se asynchronně vykoná. (převzato z [9])
3.2 Task Parallel Library
Task Parallel Library neboli knihovna TPL je souborem veřejných typů ve jmenných pro-
storech System.Threading a System.Threading.Tasks. Je to jedna z novinek zavedených
v .NET Frameworku 4.0, která nám umožňuje efektivně a jednoduše vytvářet paralelní
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aplikace. Knihovna TPL se snaží o dynamickou škálovatelnost a využití všech procesorů
a jader na maximum. Knihovna TPL navíc zvládá vyvažování zátěže, rozdělování práce
(datová dekompozice), plánování vláken ve fondu vláken, podporu přerušení, správu stavů
a mnoho dalších funkcí. Pokud používáme knihovnu TPL, můžeme se soustředit na zvý-
šení výkonu našeho kódu, zatímco se stále zaměřujeme na to, co vlastně má program dělat
a nezatěžujeme se manuální a obtížnou práci s vlákny [14].
Ne vše je vhodné pro paralelizaci pomocí knihovny TPL. Když jednotlivé smyčky pro-
vádějí velmi primitivní práci nebo velmi málo iterací, režie paralelizace by pravděpodobně
výsledný program ještě zpomalila. Paralelizace programu zkrátka dělá program komplex-
nější a složitější. I přesto že knihovna TPL velmi zjednodušuje paralelizaci, měli by jsme
znát alespoň základy konceptů jako použití více vláken, zámky, uváznutí a souběh. [14]
3.2.1 Parallel.For
Datový paralelismus se týká scénáře, ve kterém je stejná operace provedena současně (tedy
paralelně) na prvcích ze zdrojové kolekce nebo pole. Datový paralelismus s nezbytnou syn-
taxí je podporován několika přetíženími jako metody FOR a FOREACH ve třídě Sys-
tem.Threading.Tasks.Parallel. Metoda For vytváří pracovní frontu předávanou třídě
ThreadPool, která by měla zpracovávat smyčku. Následně se s nejlepší možnou paralelizací,
které lze dosáhnout, zavolá určený delegát jednou pro každou iteraci. Metoda Parallel.For
obsahuje i několik přetížení, díky kterým můžeme využít její širokou škálu funkcionalit [14],
jako například:
• Správa chyb. Když se v jedné iteraci smyčky vyvolá výjimka, všechna aktivní
vlákna se snaží zastavit provádění svých smyček. Provádí-li vlákna nějakou smyčku,
dokončí ji a již nezačínají vykonávat další smyčku. Jsou-li všechny smyčky před-
časně ukončeny, každá neošetřená výjimka je uložena a vyvolána v instanci výjimky
AggregateException. Tento typ výjimky poskytuje podporu pro více vnitřních
výjimek, kdežto většina dalších výjimek v .NET Frameworku podporuje jen jednu
vnitřní výjimku.
• Vyskočení ze smyčky dříve, než bylo očekáváno. Je to podobný způsob jako
zavolání klíčového slova break v jazyce C#. Je poskytnuta podpora pro určení, má-
li aktuální iterace opustit svoji práci kvůli tomu, že jiné iterace by mohly způsobit
dřívější ukončení smyčky. Tato funkce je hlavním důvodem, proč smyčka Parallel.For
vrací hodnotu ParallelLoopResult, která pomáhá volajícímu pochopit, proč smyčka
skončila předčasně.
• Velké rozsahy. Smyčky mohou užívat přetížení s rozsahy o velikosti Int32, tak
i Int64.
• Možnosti konfigurace. Programátor může u smyček kontrolovat mnoho aspektů
provádění smyček, příkladem může být omezení množství vláken použitých pro zpra-
cování smyčky.
• Vnořený paralelizmus. Když užijeme smyčku Parallel.For uvnitř jiné smyčky téhož
druhu, pak tyto smyčky navzájem komunikují a sdílejí prostředky vláken. Když pou-
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žijeme dvě smyčky Parallel.For současně, mohou vlákna navzájem sdílet prostředky
v jednom fondu vláken, než aby si myslely, že mají každá k dispozici všechna jádra
procesoru.
• Dynamický počet vláken. Metoda Parallel.For byla navrhnuta tak, aby byla
schopna pracovat s možnými složitostmi výpočtů u jednotlivých smyčkových iterací,
které se v průběhu mění. Smyčka Parallel.For umí přidělovat vlákna dynamicky.
Díky tomu může být výpočet ještě efektivnější.
• Efektivní vyvažování zátěže. Parallel.For počítá s širokou škálou možných úloh
a snaží se maximalizovat účinnost a minimalizovat režii. Implementace dělení na části
je založena na rozdělovacím mechanismu, kde jednotlivé části zvětšují postupně svou
velikost.
3.2.2 Parallel.ForEach
Oproti smyčce Parallel.For, která se užívá jen pro určité účely, kde je rozsah přestavován
číselně, se Parallel.ForEach používá pro iteraci nad libovolnými daty, které implementují
rozhraní IEnumerable, příkladem mohou být kolekce. Jde o paralelní ekvivalent sekvenč-
ního zápisu výrazu foreach. Můžeme tedy provádět matematické operace skrze rozsahy
čísel stejně jako pomocí Parallel.For, ovšem můžeme implementovat mnohem složitější
iterace. Parallel.ForEach ma podobné funkce jako Parallel.For. [14].
Parallel.ForEach má jednodušší spravování ukončení smyčky dříve, než bylo plánováno.
Existují dva pohledy na toto ukončení, a to plánované ukončení a neplánované ukončení:
• Plánované ukončení. Několik přetížení Parallel.ForEach předává instanci Paral-
lelLoopState tělu delegáta. Zde máme čtyři důležité členy, se kterými se často pracuje
a měli by jsme je znát: metody Stop a Break a vlastnosti IsStopped a LowestBreakI-
teration.
Jestliže iterace zavolá metodu Stop, smyčka se pokusí zastavit provádění dalších ma-
tematických operací. Až nebudou žádné iterace, které by se měly provádět, smyčka
vrátí úspěšný výsledek (to znamená bez výjimky). Návratový typ Parallel.ForEach
je hodnota ParallelLoopResult. Pokud metoda Stop způsobí ukončení smyčky dříve,
vlastnost IsCompleted bude nastavena na hodnotu false. Vlastnost IsStopped umož-
ňuje jedné iteraci detekovat, že jiná iterace zavolala metodu Stop.
Metoda Break je obdobná jako metoda Stop, s tím, že metoda Break poskytuje
více možností. Metoda Stop nám oznamuje to, že by se již neměly provádět další
iterace. Naopak metoda Break nám sděluje, že by neměly být prováděny další iterace
v té samé smyčce, kde metoda Break byla vyvolána. Operace, které předcházejí té
aktuální, by se měly ještě dokončit. Ovšem nelze zajistit, že se spustily iterace po
metodě Break. Ty se musí také dokončit a musí se zajistit, že se již další nebudou
provádět. Metoda Break může být volána ve více iteracích, a proto se bere v úvahu
pouze nejnižší iterace, ve které byla metoda Break volána. Tento počet iterací, ve
kterých je metoda Break volána, může být získán z vlastnosti LowestBreakIteration.
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ParallelLoopResult poskytuje podobnou vlastnost LowestBreakIteration. [14]
• Neplánované ukončení. Jak se psalo v plánovaném ukončení, můžeme vyvolat
ukončení smyčky zevnitř zavoláním příslušné metody. Ovšem občas potřebujeme,
abychom mohli provádění smyčky zastavit pomocí příkazu zvenčí. Takové zasta-
vení se nazývá zrušení. Zrušení je v paralelních smyčkách podporováno novým ty-
pem System.Threading.CancellationToken zavedeným v .NET Frameworku 4.
Všechna přetížení metod třídy Parallel přijímají instanci ParallelOptions. Jedna z
vlastností ParallelOptions je CancellationToken. Jednoduše nastavíme tuto vlastnost
CancellationToken na CancellationToken. Smyčka bude kontrolovat token, a pokud
zjistí, že bylo vyvoláno zrušení, zastaví provádění dalších iterací a počká, dokud
se nedokončí právě probíhající iterace a nakonec vyvolá výjimku OperationCanceled-
Exception.
3.2.3 Parallel.Invoke
Jak sám název knihovny Task Parallel Library napovídá, jde právě o koncept této knihovny
spočívající v použití úkolů (task). Jedná se o úlohový paralelizmus, to znamená že jedna
či více úloh je prováděno zároveň. Úloha představuje asynchronní operaci a z určitého
pohledu se podobá vytvoření nového vlákna. Úlohy poskytují dvě primární výhody:
• účinnější a škálovatelné využití systémových zdrojů,
• více programové kontroly, než je možné u vláken či pracovních položek.
Metoda Parallel.Invoke se používá k vytváření a spouštění paralelních úloh impli-
citně. Díky této metodě tedy lze spouštět libovolný počet příkazů současně. Stačí pře-
dat delegáta Action každé pracovní položce. Neznamená to ale, že počet poskytnutých
delegátů odpovídá počtu vytvořených souběžných úloh. Knihovna TPL zavádí různé op-
timalizační techniky v případě dodání velkého počtu delegátů. Nejsnadnější způsob, jak
vytvořit takovéto delegáty, je použití 𝜆-výrazů. 𝜆 výraz může vyvolat název metody nebo
poskytnout kód přímo v řádce.
Tento způsob paralelizace je omezen tak, že metodě nemůžeme předat žádný parametr
a musíme očekávat, že žádný parametr nevrací. Pokud chceme mít větší kontrolu nad
úlohami, potřebujeme vrátit hodnotu a využívat možností, jako jsou čekání, pokračování,
závislosti, vlastní plánování a další. Jinak řečeno, musíme pracovat s objekty úloh více
explicitně. [14][15]
3.2.4 Task
Pro vytváření a spouštění úloh explicitně se nám hodí třída System.Threading.Tasks.Task.
Úloha, která vrací hodnotu, je představována třídou System.Threading.Tasks.Task<TResult>,
která dědí z třídy Task. Objekt úlohy udržuje podrobnosti infrastruktury a poskytuje me-
tody a vlastnosti, které jsou dostupné z volaného vlákna po dobu životního cyklu úlohy.
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Můžeme třeba kdykoli přistoupit k vlastnosti Status, která nám říká zda úloha běží, do-
končila svůj běh, byla zrušena nebo vyvolala výjimku. [14]
Při vytváření úlohy jí předáme delegáta, který zapouzdřuje kód k vykonání. Delegát
může být vyjádřen v podobě pojmenovaného delegáta, anonymní metody nebo 𝜆-výrazu.
𝜆-výrazy mohou obsahovat volání na pojmenované metody. Můžeme také použít metodu
StartNew k vytvoření a spuštění úlohy v jedné operaci. Toto je preferovaný způsob vytvá-
ření a spouštění úloh, pokud vytváření a plánování nemá být rozděleno. [15]
Každá úloha obdrží číselné ID, které jednoznačně identifikuje úlohu v aplikační doméně
a je dostupné pomocí vlastnosti ID. ID se hojně užívá při prohlížení informací o úloze
například v ladícím nástroji sady Visual Studio. ID je vytvářeno jen pokud o něj někdo
zažádá. Díky tomu může mít úloha jiné ID s každým dalším spuštění programu.
Většina rozhraní, ve kterých se tvoří úlohy, podporuje přetížení, která akceptují pa-
rametr TaskCreationOptions. Vybráním určité možnosti sdělujeme plánovači úloh, jak
má plánovat úlohu ve fondu vláken. Možnosti můžeme kombinovat pomocí bitové operace
OR, která se v kódu značí |. Tyto možnosti jsou:
• None – je to výchozí hodnota, pokud není definovaná žádná jiná.
• PreferFairness – upřesňuje, jak by měla být úloha naplánována tak, aby úlohy
vytvořené dříve se vykonaly dříve než úlohy vytvořené později.
• LongRunning – upřesňuje, že úloha představuje dlouho běžící operaci.
• AttachedToParent – upřesňuje, že úloha by měla být vytvořena jako připojený
potomek aktuální úlohy, pokud taková existuje.
Metoda Task.ContinueWith a Task<TResult>.ContinueWith nám umožňuje
upřesnit úlohu, která má být spuštěna jako následující po dokončení předcházející úlohy.
Delegát pokračování úlohy je předán předcházející úloze, díky tomu může být prozkoumán
její status. Uživatel může předat definovanou hodnotu z předcházející úlohy její navazující
úloze ve vlastnosti Result, takže výstup předcházející úlohy může poskytovat vstup pro
navazující úlohu. [14]
Pokud kód, který již má spuštěnou úlohu, vytváří novou úlohu a nespecifikuje možnost
AttachedToParent, nová úloha nebude synchronizována s vnější úlohou vůbec žádným
způsobem. Tyto úlohy se nazývají oddělené vnořené úlohy. Je ovšem důležité si uvědomit,
že vnější úloha nečeká na dokončení vnořené úlohy.
Pokud kód, který již má spuštěnou úlohu, vytváří novou úlohu a specifikuje možnost
AttachedToParent, nová úloha je známá jako potomek původní úlohy, která je známá
jako rodič. Můžeme použít možnost AttachedToParent k vytváření strukturovaného úloho-
vého paralelizmu, protože rodičovská úloha čeká na dokončení provádění všech potomků.
[8]
Některá přetížení nám dovolují nastavit čas vypršení, a některé přijímají volitelný
vstupní parametr CancellationToken. Díky tomu může být operace čekání zrušena pro-
gramově nebo jako reakce na uživatelský vstup. Metoda Task.Wait vrací hodnotu ihned,
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když byla úloha dokončena. Jakékoliv výjimky spuštěné úlohou budou vyvolány metodou
Wait, i když metoda Wait byla zavolána až po dokončení úlohy. Pokud úloha vyvolá jednu
nebo více výjimek, jsou výjimky vloženy do AggregateException. [15]
Třída Task podporuje zrušení, které je plně integrováno ve třídě System.Threading.-
CancellationTokenSource a System.Threading.CancellationToken, které jsou uve-
deny nově v .NET Frameworku 4. Mnoho konstruktorů třídy Task a přetížení metody
StartNew přijímá CancellationToken jako vstupní parametr. Můžeme vytvořit token a za-
žádat o zrušení někdy později pomocí třídy CancellationTokenSource. [14]
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4 PRAKTICKÁ ČÁST
4.1 Úvod do praktické části.
Cílem praktické části bylo vytvořit aplikaci, která by měla představovat jednoduchý archív
webových stránek. Ten by měl v pravidelných intervalech zkontrolovat stránky na adre-
sách uvedených v konfiguračním souboru. Pohled na výsledný program je na obrázku 4.1.
Program je rozdělen do několika tříd na sobě nezávislých. Třída Downloader, která se
stará o vše kolem stahování, třídu FileOrganizer, která řeší přístup k databázi souborů
a nakonec Form1, která funguje jako hlavní vlákno aplikace využívající zmíněné třídy
a sám se stará o GUI.
Program se spouští ze spustitelného .exe souboru, který má cestu:
webDownloadPok\webDownloadPok\bin\Release\webDownloadPok.exe .
Pokud chcete, aby se tento program denně provedl, tak si tento .exe soubor vložte
do Start\Programy\Po spuštění.
Obr. 4.1: Pohled na výslednou realizaci programu.
4.2 Třída Downloader
V té jsme si vytvořili seznam obsahující url načtené z konfiguračního souboru config.ini.
Následně potom vytvoříme konstruktor s parametrem configFilePath, která je cestou
ke konfiguračnímu souboru.





V tomto konstruktoru se snažíme uložit cestu ke konfiguračnímu souboru a pak z něj
následně načíst URL adresy. Využíváme k tomu delegát pageDownloadDelegate.
pr i va t e PageDownloadDelegate pageDownloadDelegate ;
// in s t ance de l egátu použ i tá k asynchronnímu vo l án í funkce
p r i va t e de l e ga t e void PageDownloadDelegate ( s t r i n g ur l , s t r i n g path ,
Action retFunc ) ;
// de l egá t funkce DownloadPage pro multi−thread vo l án í
V delegátu funkce jsou parametry url stahované stránky a cesta, která má být použita
k uložení stránky. Dalším parametrem je Action retFunc, což je obdoba C++ového
„ukazatele na funkci“. Jinými slovy je tímto parametrem předána funkce, která pak může
být zavolána.
A co to je delegát? „Instance delegátů slouží k reprezentaci reference na metodu. Takto
referencované metody mohou být jak instanční tak statické. Pokud vytváříme typ delegáta,
vytváříme vlastně předpis pro signaturu metody. Při vytváření instance delegáta předáme
konstruktoru na implementovanou metodu, která má stejnou signaturu jakou předepisuje
delegát. To nám umožňuje, podobně jako u rozhraní, oddělit specifikaci od vlastní implemen-
tace. My tedy při deklaraci delegáta tedy pouze specifikujeme požadovaný tvar a na uživateli
našich knihoven je vytvoření příslušné metody požadovaného tvaru a její následné obsazení.
Delegáty jsou někdy označovány jako „bezpečné ukazatele na funkce“, avšak na rozdíl od
ukazatelů na funkce, známých z jazyku C++, jsou delegáty objektově orientované a typově
bezpečné.“ (převzato z [11])
Jako další si nadefinujeme funkci, která nám bude vracet seznam (List) URL jmen.
Tato jména jsou následně vložena do listBox1 ve třídě Form1. K procházení seznamu
nám slouží cyklus FOREACH, která má parametr URL ze seznamu URLs, který jsme si
definovali na začátku. V těle cyklu přidáváme nové záznamy pomocí funkce pageName
z třídy FilesOrganizer.
pub l i c L i s t<s t r i ng> GetUrlNames ( ) {
i f ( ! loaded ) return nu l l ;
L i s t<s t r i ng> l i s t = new List<s t r i ng >() ;
foreach ( s t r i n g u r l in URLs)
{
l i s t .Add( F i l e sOrgan i z e r . pageName( u r l ) ) ;
}
return l i s t ;
}
Seznam URL adres z konfiguračního souboru je prováděn pomocí funkce LoadURLs().
V této funkci použijeme Try-Catch. Nejprve se provede hodnota try, jestliže se nemůže
příkaz z jakéhokoli důvodu dokončit, provede se příkaz catch. Try and Catch bychom
mohli přirovnat k příkazu if a else. Avšak s jedním rozdílem, že if může být bez else,
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ale try bez catch nikoli. Po try-catch následuje cyklus while, který porovnává, zda je
řádek v konfiguračním souboru nulový či nikoliv. Pokud není nulový, provede se příkaz
v těle cyklu. Příkazem je přidání řádky z konfiguračního souboru do seznamu URL adres.
Pokud funkce proběhne v pořádku, vrací se hodnota TRUE, pokud tato funkce selže,
vrátí se FALSE. V těle cyklu while je použita metoda ReadLine. Ta patří do abstraktní
třídy TextReader, která je určená pro pohodlné čtení sekvence znaků. Tato třída má ve
jmenném prostoru System.IO základní knihovny tříd .NET frameworku dva potomky. A to
StringReader a StreamReader. StringReader je implementace TextReaderu, které čtou
z prostého řetězce. Oproti tomu StreamReader je určen pro čtení z datového proudu bytů.
Třída TextReader může využívat užitečné metody ReadLine a ReadToEnd. Metoda
ReadLine načte jeden řádek textu z určitého zdroje a posune pozici čtení na další řádek
a metoda ReadToEnd slouží k načtení všech znaků ze zdroje a vrátí je jako souvislý řetězec.
[12]
Další součástí třídy je funkce DownloadAllPages. Účelem této funkce je stáhnout
soubory pro všechny URL načtené z konfiguračního souboru. Pomocí IF se ověří zda není
seznam URLs nulový. Pokud není, tak se pomocí FOREACH, jenž má jako parametr url
adresu ze seznamu URLs. V těle foreach je delegát BeginInvoke, který má za parametry
url adresu, funkci fileName(url) z třídy FilesOrganizer a další. Pokud se vše podaří, je nám
vrácena hodnota TRUE, jinak FALSE.
pub l i c bool DownloadAllPages ( Action retFunc )
{
i f (URLs == nu l l )
{
return f a l s e ;
}
foreach ( s t r i n g u r l in URLs)
{
pageDownloadDelegate . BeginInvoke ( ur l , F i l e sOrgan i z e r .
f i leName ( u r l ) , retFunc , nu l l , nu l l ) ;
}
return t rue ;
}
Nyní si vysvětleme co je BeginInvoke:
Delegát je volán asynchronně a touto metodou i okamžitě navrácen. Je možné tuto metodu
volat z jakéhokoliv vlákna, dokonce i z vlákna, jenž vlastní řídící „páku“. Pokud zatím
neexistuje žádná řídící „páka“, pak tato metoda prohledá řídící rodičovský řetězec dokud
nenajde řízení či jinou formu, která má volnou „páku“. Pokud není nalezena vhodná
„páka“, funkce BeginInvoke učiní výjimku. Výjimku, kde zastupující metoda je považována
za nepolapitelnou a odešle aplikaci výjimku nepolapitelné „páky“. [6]
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Nejdůležitější částí této aplikace je funkce DownloadPage. Cílem této funkce je
stáhnout požadovanou www stránku a uložit ji pomocí MHTML do zadaného souboru.
MHTML je webový archív (jeden soubor) s příponou MHT, který obsahuje vlastní HTML,
XHTML kód, JavaScript, obrázky, CSS a další součásti webové stránky. Jednoduše řečeno,
jeden soubor znamená kompletní a realistický pohled na web. Funkce DownloadPage má
za parametry URL stahované stránky, savePath což je cesta, která má být použita k ulo-
žení stránky.
Využijeme opět TRY-CATCH. Vytvoříme CDO.Message, pomocí které budeme tvořit
MHTML soubor. Pro příkaz CreateMHTMLBody máme parametry url adresu a cdo-
SuppressObjects, které zabraňuje stahování objektových prvků. Pokud název adresáře
v podmínkovém příkazu if se nám neshoduje s již vytvořenými dříve, vytvoříme adresář
(Directory.CreateDirectory) na námi přednastaveném místě. Poté do tohoto adresáře,
ať nově či dříve vytvořeného, uložíme aktuální obsah (STREAM) pomocí adSaveCreate-
OverWrite. Tato konstanta přepíše soubor s daty z aktuálně otevřeného Stream objektu,
pokud soubor určený parametrem Název souboru již existuje. Pokud takový soubor nee-
xistuje, je vytvořen nový. Vytvoříme si proměnnou oldFile, která bude obsahovat jméno
aktuálního mht souboru. Tento soubor pomocí příkazu if a CompareTwoFiles porov-
náme se soubory z aktuálního adresáře. Pokud jsou soubory identické, tak se smaže nový
soubor (File.Delete). Do CATCH si dáme vyjímku (Exception), která nám vypíše chybu.
V této funkci jsme pracovali s Directory. Třída Directory se používá pro typické operace,
jako je kopírování, přesouvání, přejmenování, vytváření a odstraňování adresářů. Můžete
použít také k získání a nastavení třídy DateTime informace týkající se vytváření přístupu
a zápisu do adresáře. [6]
Touto funkcí můžeme ukončit třídu Downloader.
pr i va t e void DownloadPage ( s t r i n g URL, s t r i n g savePath , Action retFunc ) {
CDO. Message msg = new CDO. Message ( ) ;
CDO. Conf igurat ion c f g = new CDO. Conf igurat ion ( ) ;
msg . Con f igurat ion = c fg ;
t ry
{
msg .CreateMHTMLBody(URL, CDO.CdoMHTMLFlags . cdoSuppressObjects ) ;
i f ( ! D i r ec to ry . Ex i s t s ( Path . GetDirectoryName ( savePath ) ) )
{
Di rec to ry . CreateDirec tory (Path . GetDirectoryName ( savePath ) ) ;
}
msg . GetStream ( ) . SaveToFile ( savePath , ADODB. SaveOptionsEnum .
adSaveCreateOverWrite ) ;
s t r i n g o l dF i l e = F i l e sOrgan i z e r . getMhtName(Path . GetDirectoryName ( savePath )
, 1) ;
i f ( o l dF i l e != " " )
{
i f ( F i l e sOrgan i z e r . CompareTwoFiles (new F i l e I n f o (
Path . GetDirectoryName ( savePath ) + " \\ " + o l dF i l e ) , new
F i l e I n f o ( savePath ) ) )
{





catch ( Exception e )
{
MessageBox . Show( e . Message , "Chyba" , MessageBoxButtons .OK, MessageBoxIcon .
Error ) ;
}
retFunc ( ) ;
}
4.3 Třída FilesOrganizer
Nyní se budeme zabývat funkcemi a metodami třídy FilesOrganizer. Úkolem této třídy
je generovat cestu k mht souboru, přidat jména mht souborům (www adresám) a další
funkce potřebné pro fungování programu jako jeCompareTwoFiles. Celá třída je statická
(static class), což znamená, že se nedají vytvářet její instance klíčovým slovem new, a může
obsahovat pouze statické členy a statické členské proměnné. Pokud se vytvoří třída, která
neobsahuje nic jiného, než statické členy nebo konstantní data, nemusí se třída předem
alokovat.
Jako první si vytvoříme proměnnou Protokoly, která obsahuje seznam podporovaných
protokolů, které jsou podporovány v url. Jsou to protokoly http a https. Další vytvořenou
funkcí je fileName. Tato funkce generuje cestu k souboru, do kterého bude uložen obsah
stránky. Tato cesta se generuje na základě url stránky a aktuálního data a času. Paramet-
rem této funkce je URL adresa stránky, pro níž se cesta k souboru generuje. V této funkci
si definujeme proměnnou urlPart, které přiřadíme její obsah pomocí funkce pageName,
kterou si vysvětlíme v další části. Proměnné datetimePart přiřadíme hodnoty aktuálního
roku + měsíce + dne + hodiny + minuty. Návratovou hodnotou této funkce je cesta k
mht souboru ve tvaru: Název adresáře + url název (podadresář)+ url název s aktuálním
časem.
i n t e r n a l stat ic s t r i n g f i leName ( s t r i n g u r l )
{
s t r i n g ur lPar t = pageName( u r l ) ;
s t r i n g datet imePart = DateTime .Now. Year . ToString ( ) + "−" +
DateTime .Now.Month . ToString ( ) + "−" +
DateTime .Now.Day . ToString ( ) + "_" + DateTime .Now. Hour . ToString ( ) + "−"
+
DateTime .Now. Minute . ToString ( ) ;
return Path . GetDirectoryName ( Appl i ca t ion . ExecutablePath ) + " \\ database
\\ " +
ur lPar t + " \\ " + ur lPar t + "_" +
datet imePart + " .mht" ;
}
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Jak jsem již zmiňoval v předchozím odstavci, ve funkci fileName přiřazujeme proměnné
hodnotu funkce pageName. Tato funkce vrací název webové stránky. Jako parametr je
použitá aktuální url adresa. Využíváme cyklu FOREACH, který jako parametr používá
proměnnou Protokoly. Cyklus foreach se používá k iteraci přes všechny proměnné ob-
sažené v proměnné Protokoly. Když je cyklus spuštěn, proměnná prot je postupně na-
stavena na všechny hodnoty obsažené v proměnné Protokoly. Uvnitř cyklu foreach jsme
použili podmínkový příkaz if. Parametrem či spíš v tomto případě podmínkou je metoda
StartsWith(prot), říkající nám zda url začíná některým ze zadaných protokolů. Pokud
je podmínka splněna, tak url adresu upravíme (zkrátíme). Toho dosáhneme tím, že použi-
jeme metodu Substring. Načte řetězec z proměnné prot a následně tuto hodnotu „odečte“
od délky url adresy a uloží se do proměnné url. Podřetězec začíná od této pozice. Nyní
si vytvoříme stringové pole parts, do kterého načteme hodnoty jednolivých částí url ad-
resy, kterou rozdělíme metodou Split. Zapisujeme ve tvaru řetězec.split(regexp,limit),
kde řetězec je text, který chceme rozdělit na části (v našem případě url), přičemž jako
oddělovač bude použita část řetězce odpovídající regulárnímu výrazu regexp. Nepovinný
parametr limit udává maximální počet částí, na které bude řetězec rozdělen. Funkce vrací
pole řetězců, které představují jednotlivé části. V našem případě se url zkrátí například
na www.seznam.cz/ a tím adresa končí, protože jsme si jako oddělovač nastavili právě
lomítko. Následným IFem, jenž má jako podmínku část url adresy z pole o indexu 0 začí-
najícím www., posuneme začátek čtení řetězce o 4 (př. místo www.seznam.cz bude uloženo
nově pouze seznam.cz). Návratovou hodnotou je právě ta část pole s indexem 0, kterou
jsme zkracovali o 4 znaky. [6]
i n t e r n a l stat ic s t r i n g pageName( s t r i n g u r l )
{
foreach ( s t r i n g prot in F i l e sOrgan i z e r . Protokoly )
{
i f ( u r l . StartsWith ( prot ) )
{
u r l = u r l . Subst r ing ( prot . Length , u r l . Length − prot . Length ) ;
}
}
s t r i n g [ ] par t s = ur l . S p l i t ( ’ / ’ ) ;
i f ( par t s [ 0 ] . StartsWith ( "www. " ) )
{
par t s [ 0 ] = par t s [ 0 ] . Subst r ing (4 , par t s [ 0 ] . Length − 4) ;
}
return par t s [ 0 ] ;
}
Funkce getMhtName vrací název souboru MHTML, bez cesty, který se má zobrazit.
Tento soubor se získá následujícím způsobem: Nejprve se načtou všechny soubory z adre-
sáře definované cestou. Potom se tyto soubory seřadí podle názvu sestupně, tedy nejnovější
první. Nakonec je navrácen název souboru podle indexu. Tato funkce má dva parametry:
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a to cestu (path), která udává cestu ke složce, ze které se mají soubory načítat, a index
udávající hodnotu pořadí souboru, který funkce vrací. Jako první si vytvoříme proměn-
nou di, která bude využívat možností a funkce třídy DirectoryInfo, zpřístupní metody pro
vytvoření, přesunutí a výčtu adresáře a podadresáře instance. Od této třídy nelze dědit.
Path je řetězec určující cestu, na které chceme vytvořit DirectoryInfo. Následně do pole
rgFiles uložíme hodnoty (řetězce) pomocí metody GetFiles, která nám vrátí seznam
souborů z aktuálního adresáře odpovídající danému vyhledávání (v našem případě je to
hodnota uložená v proměnné di). [6]
Di r e c t o ry In f o d i = new Di r e c t o ry In f o (path ) ;
F i l e I n f o [ ] r gF i l e s = di . GetF i l e s ( ) ;
Pomocí metody Array.Sort seřadíme prvky v rgFiles pomocí zadané porovnávací pod-
mínky.
Array . Sort ( r gF i l e s , d e l e ga t e ( F i l e I n f o x , F i l e I n f o y )
{
return −s t r i n g . Compare (x .Name, y .Name) ;
}) ;
Další funkcí, kterou vytvoříme je getMhtFilesCount. Ta nám vrací počet souborů
v daném adresáři. Jejím parametrem je cesta k adresáři (path). Tato funkce má podobné
metody jako začátek funkce getMhtName. Opět si vytvoříme proměnnou di, která bude
využívat možností a funkce třídy DirectoryInfo. do pole rgFiles uložíme hodnoty (řetězce)
pomocí metody GetFiles, která nám vrátí seznam souborů z aktuálního adresáře odpo-
vídající danému vyhledávání (v našem případě je to hodnota uložená v proměnné di).
Funkce vrací délku pole (počet položek), což odpovídá počtu souborů v daném adresáři.
i n t e r n a l stat ic int getMhtFilesCount ( s t r i n g path )
{
D i r e c t o ry In f o d i = new Di r e c t o ry In f o (Path . GetDirectoryName (path ) ) ;
F i l e I n f o [ ] r gF i l e s = di . GetF i l e s ( ) ;
return r gF i l e s . Length ;
}
Důležitou a poslední funkcí v této třídě je funkce CompareTwoFiles. Tato funkce
bitově porovnává obsahy dvou souborů. Pokud jsou soubory totožné, vrací funkce hodnotu
TRUE. V opačném případě FALSE. Funkce má dva parametry, a to „ukazatel“ na první
soubor (FileInfo first) a „ukazatel“ na druhý soubor (FileInfo second). V podmínce if se
porovná velikost prvního a druhého souboru za pomocí relačního operátoru negace (!=).
Pokud zní odpověď podmínky ano, vrací se hodnota FALSE. Následně načteme do pro-
měnných fs1 a fs2 obsah souboru 1 a 2, a to za pomoci metody OpenRead patřící do třídy
FileStream. Díky této třídě můžeme číst, psát, otevírat a zavírat soubory v souborovém
systému. Metoda OpenRead čte bloky bytů ze Streamu a zapisuje data do zadaného buf-
feru. Za otevřením souborů následuje cyklus for. Zde si nastavíme proměnnou i na nulu.
Podmínka cyklu je nastavena tak, že dokud je proměnná i menší než délka prvního
souboru (first.Length), bude se tento cyklus opakovat. Poté přidáme implicitní přičítání
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(i++). V těle cyklu je podmínkový příkaz if, který porovnává oba soubory (fs1 a fs2).
Porovnávají se proměnné fs1 a fs2, kde obě proměnné používají metodu ReadByte. Ta
načte byte streamu a pozici ve streamu zvýší o jedna, nebo pokud se nachází na jeho
konci, tak vrátí -1. Pokud se proměnné fs1 a fs2 neshodují, tak se nám vrátí False. Pokud
ovšem projde přes celý cyklus for a nevrátí se nám false, tak jsou prohlášeny proměnné za
totožné a vrátí se nám hodnota TRUE, jenž značí TOTOŽNÉ soubory. [6]
i n t e r n a l stat ic bool CompareTwoFiles ( F i l e I n f o f i r s t , F i l e I n f o second )
{
i f ( f i r s t . Length != second . Length )
return f a l s e ;
us ing ( Fi leStream f s 1 = f i r s t . OpenRead ( ) )
us ing ( Fi leStream f s 2 = second . OpenRead ( ) )
{
for ( int i ~= 0 ; i ~< f i r s t . Length ; i++)
{
i f ( f s 1 . ReadByte ( ) != f s 2 . ReadByte ( ) )
return f a l s e ;
}
}
return t rue ;
}
4.4 Třída Form1
Úkolem této třídy je vytvořit potřebné grafické prostředí a zbylé potřebné funkce. Bez této
třídy, a tedy bez grafické podoby programu (GUI), by jsme měli být schopni za pomoci
dřívějších tříd stáhnout dané url adresy. Ovšem podívat se na jejich obsah by jsme mohli
až jednotlivým otevíráním v určitém adresáři. Tato třída (formulář) se vytváří graficky
(Obr. 4.2). Většina funkcí se nastaví přímo v grafickém prostředí. Některé funkce se musí
psát ručně.
Jak je z obrázku patrné je prostředí rozděleno do několika bloků. Nejpoutavějším je
ListBox1, kde jsou uvedeny jednotlivé url adresy z konfiguračního souboru. (viz. Obr. 4.3)
Ten je definován v konstruktoru Form1. Dále tu je downloader, jenž si vytvoří cestu
ke konfiguračnímu souboru a snaží se z něj načíst url adresy. Nyní si vytvoříme LIST,
do kterého se nám uloží seznam url jmen. Ověříme si, zda se nám podařilo načíst url
adresy (jména). To uděláme pomocí podmínky if. Podmínkou je list. Pokud se rovná nule
(NULL), tak se nám vypíše chybová hláška. Pokud se podmínka nesplní, provede se příkaz
else. V tom za pomoci cyklu foreach procházíme jednotlivé url adresy z listu. Do listBox1
přidáváme jednotlivé url jména, samozřejmě už zkrácená o protokol a zbytek adresy na-
cházející se za lomítkem. K tomu nám pomáhá funkce pageName z třídy FilesOrganizer.
Zde si také nastavíme a spustíme Timer. O této funkci si povíme později. [1]
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Obr. 4.2: Výsledná podoba formuláře a jeho částí.
pub l i c Form1 ( )
{
In i t i a l i z eComponent ( ) ;
downloader = new Downloader ( configName ) ;
L i s t<s t r i ng> l i s t = downloader . GetUrlNames ( ) ;
i f ( l i s t == nu l l )
{
MessageBox . Show( " Nepodař i lo se na č í s t URL adresy ! " , "Chyba ! " ,




foreach ( s t r i n g u r l in l i s t )
{
l i s tBox1 . Items .Add( F i l e sOrgan i z e r . pageName( u r l ) ) ;
}
}
// nastaven í t imeru
t imer1 . I n t e r v a l = 1000 ∗ 60 ∗ 60 ∗ 24 ; // jednou denně
// spuš t ěn í t imeru
t h i s . timer1_Tick ( nu l l , nu l l ) ;
}
Nyní si vytvoříme několik proměnných, které jsou nezbytnou součástí programu a ne-
dají se přidat přes grafické prostředí. Vytvoříme proměnnou INDEX, která nám udává
číslo souboru dané url adresy (daného webu). Slouží nám pro navigaci ve verzích. Tato
proměnná je datového typu Intiger (int). Index nastavíme na nulu. Další proměnnou je
configName udávající název konfiguračního souboru (config.ini). Datový typ String.
Další součástí programu je delegát funkce UpdateProgressBar sloužící pro multi-thread
volání.
pr i va t e de l e ga t e void UpdateProgressBarDelegate ( ) ;
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Obr. 4.3: ListBox1 - seznam názvů
url adres.
Obr. 4.4: UpdateProgressBar - uka-
zatel stavu stahování.
V grafickém prostředí si vytvoříme ukazatel UpdateProgressBar viz. Obr. 4.4 Tato
metoda je volána, když se dokončí stahování nějakého souboru. Metoda InvokeRequi-
red vrací true, pokud je vlákno volajícího jiné, než vlákno, které obsahuje třídu, ke které
InvokeRequired patří, jinými slovy, pokud je funkce UpdateProgressBar volána ze synov-
ského threadu, bude InvokeRequired vracet true, jinak false. Jelikož chceme předat zprávu
do rodičovského threadu ze synovského - tedy chceme nastavovat vlastnosti objektu pro-
gressBar1 v jiném vlákně (v otcovském), musí invokeRequired vracet false. Pokud Invo-
keRequired vrátilo false, tak LOCK „zamyká“ nějakou proměnnou (objekt) tak, aby
k němu nemohl nikdo jiný (jiné vlákno) přistupovat. Lock se dělá zpravidla před vstupem
do tzv. Kritické sekce a je to jeden z prostředků mezi procesové komunikace a zabezpe-
čení. Zde tedy zamykáme proměnnou progressBar1 - proměnná je zamčena po dobu vyko-
návání kódu ve složených závorkách. Metoda Value nám posouvá hodnotu progressBaru
(zvyšuje o 1). V podmínce příkazu if porovnáváme aktuální hodnotu progressBaru s její
maximální hodnotou. Pokud hodnota progressBaru dosáhla svého maxima (tedy celý pro-
gressBar je „zelený“ - na 100%), tak už byly dostahovány všechny stránky. Pokud Invo-
keRequired vrátilo true -> potřebujeme tzv. „invokovat“, tedy zavoláme funkci, kterou
obsahuje delegát d příkazem this.invoke(d). [6] [10]
Klasický postup volání funkce UpdateProgressBar:
1. funkce volá synovský thread -> InvokeRequired vrátí true
2. na základě toho se invokuje volání metody k otcovskému threadu
3. v otcovském threadu vrátí InvokeRequired false
4. provede se blok kódu v lock(progressBar1)
pr i va t e void UpdateProgressBar ( )
{
i f ( ! t h i s . progressBar1 . InvokeRequired )
{




i f ( progressBar1 . Value == progressBar1 .Maximum)
{
progressBar1 . Enabled = f a l s e ;
// tedy progre s sba r d i sab lu jeme ( pokud n i c nedě lá ) , tak aby byl neak t i vn í
progressBar1 . Value = 0 ;
// vynulujeme ho pro p ř í š t í p ou ž i t í
l a b e l 2 . V i s i b l e = f a l s e ;






UpdateProgressBarDelegate d = new UpdateProgressBarDelegate
( UpdateProgressBar ) ;
t h i s . Invoke (d) ;
}
}
Další funkcí je Form1-Resize. Tato funkce je zavolána kdykoliv je změněna velikost
okna. Stará se o to, aby se všechny prvky na formuláři zobrazili tam, kde mají. Parametry
jsou object sender, EventArgs.
V této funkci si také vytvoříme notifyIcon viz. Obr. 4.5, která nám pomáhá s mini-
malizováním do traye, což je do prostoru do dolního levého rohu jak bývají hodiny, icq,
atd. Dosáhneme toho pomocí if-else příkazů. Pokud výsledek podmínky je TRUE, nasta-
víme metodu Visible na TRUE. Metodu ShowBalloonTip nastavíme na 500 sekund
(Obr. 4.6). a okno schováme díky příkazu Hide. Pokud se ovšem podmínka nesplní, je
False, metodu Visible nastavíme na false. [5] [6]
Obr. 4.5: Ikony NotifyIcon a Timer1
Další funkcí je listBox1_SelectedValueChanged, která je zavolána při změně vy-
braného prvku v itemBoxu, čili při výběru URL adresy.
pr i va t e void l i stBox1_SelectedValueChanged ( ob j e c t sender , EventArgs e )
{
t h i s . index = 0 ;
Navigate ( ) ;
}
V této funkci voláme funkci Navigate, která slouží pro zobrazení stránky. To jaká stránka
se zobrazí, tedy z jakého souboru, se zjistí z aktuálně vybrané položky v listBoxu a z pro-
měnné index. Jako ochrana proti prázdnému seznamu je zde kontrolní podmínkový příkaz
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if. Dále vytvoříme proměnnou path, do které nastavíme cestu k souboru. Toho dosáh-
neme tak, že využijeme metody GetDirectoryName, která má jako parametr vlastnost
k získání cesty spustitelného souboru ExecutablePath. K hodnotě této metody přidáme
hodnotu listBox1.SelectedItem, která získává aktuálně vybranou položku. Potom na-
stavíme proměnnou fileName na hodnotu získanou funkcí getMhtName z třídy FilesOr-
ganizer. Jako parametry nastavíme cestu (path) a aktuální číslo položky (index). Ověříme
zda není proměnná fileName prázdná. Pokud je proměnná prázdná, tak se nám vypíše chy-
bová hláška. Jestliže ale není prázdná (ve většině případů není) tak se nám do určeného
prostoru zobrazí pomocí metody Navigate požadovaná stránka. Metoda Navigate načte
dokument na uvedeném místě stanovené cestou („file://“ + path + fileName) do ovlá-
dacího prvku WebBrowser, která nahradí předchozí dokument. Následně se volá funkce
checkButtons, která má parametr cestu. Dále se volá funkce updateTime. [2] [6] [7]
pr i va t e void Navigate ( )
{
i f ( t h i s . l i s tBox1 . Se l ec tedI tem == nu l l ) return ;
s t r i n g path = Path . GetDirectoryName ( Appl i ca t ion . ExecutablePath ) + " \\
database \\ " +
th i s . l i s tBox1 . Se l ec tedI tem + " \\ " ;
s t r i n g f i leName = Fi l e sOrgan i z e r . getMhtName(path , index ) ;
i f ( f i leName == " " )
{
MessageBox . Show( " Hledaný soubor nebyl na lezen ! ’ " , "Chyba" ,
MessageBoxButtons .OK,




webBrowser1 . Navigate ( " f i l e : // " + path + fi leName ) ;
}
checkButtons (path + fi leName ) ;
updateTime ( f i leName ) ;
}
Nyní si vysvětleme funkci checkButtons. Tato funkce nám zajistí, aby se tlačítka pro
navigaci, ve verzích dané stránky (jednotlivých dnech), správně povolovala a zakazovala
na základě aktuální hodnoty indexu. Parametrem je cesta ke složce, jejíž soubor je aktuálně
zobrazen. Pomocí podmínky, zda je index roven nule, si ověříme zda je pravé tlačítko
(button2) možné posunout. Pokud je index roven nule, čili se vrací true, tak se tlačítko
doprava zablokuje. Přiřadíme hodnotu false do vlastnosti button2.Enabled. Naopak,
pokud se nesplní podmínka nastavíme hodnotu True. na druhé tlačítko (button1), směrem
doleva, přidáme podmínku zda index zvětšený o 1, je roven počtu souborů ve složce. Tuto
hodnotu získáme díky funkci getMhtFilesCount ze třídy FilesOrganizer. Pokud je
podmínka splněna, tak se do vlastnosti button1.Enabled zapíše hodnota false. Stejně
jako u tlačítka2 (button2) je zapsána hodnota true do vlastnosti Enabled, pokud není
podmínka splněna.
33
void checkButtons ( s t r i n g path )
{
i f ( index == 0)
{ button2 . Enabled = f a l s e ; }
else
{ button2 . Enabled = true ; }
i f ( index + 1 == Fi l e sOrgan i z e r . getMhtFilesCount (path ) )
{ button1 . Enabled = f a l s e ; }
else
{ button1 . Enabled = true ; }
}
Funkce updateTime se stará o korektní zobrazení data a času aktuálně zobrazeného
souboru. Parametrem je fileName, což je cesta ke složce jejíž soubor je aktuálně zobrazen.
Vytvoříme si pole split1, do kterého nahrajeme, přidáme, hodnoty z fileName, které se
rozdělí pomocí funkce Split, kde si vybereme rozdělení podle podtržítka. do proměnných
time a date nahrajeme části, hodnoty, z pole split1. do pole split2 uložíme rozdělené datum
podle pomlčky. Obdobně uložíme do split3 čas. Za pomoci třídy StringBuilder spojíme
čas a datum dohromady. Toho dosáhneme správným přidáváním jednotlivých částí polí
split 2 a 3. Využijeme metody Append. Následně metodou ToString vrátíme řetězec
znaků TEXT(proměnná). Tato hodnota se zapíše a zobrazí v políčku label1.
void updateTime ( s t r i n g f i leName )
{
s t r i n g [ ] s p l i t 1 = fi leName . S p l i t ( ’_ ’ ) ;
s t r i n g time = s p l i t 1 [ s p l i t 1 . Length − 1 ] ;
s t r i n g date = s p l i t 1 [ s p l i t 1 . Length − 2 ] ;
s t r i n g [ ] s p l i t 2 = date . S p l i t ( ’− ’ ) ;
s t r i n g [ ] s p l i t 3 = time . S p l i t ( ’− ’ ) ;
S t r i ngBu i l d e r t ex t = new St r i ngBu i l d e r ( ) ;
t ex t . Append( s p l i t 2 [ 2 ] ) ;
t ex t . Append( " . " ) ;
t ex t . Append( s p l i t 2 [ 1 ] ) ;
t ex t . Append( " . " ) ;
t ex t . Append( s p l i t 2 [ 0 ] ) ;
t ex t . Append( " − " ) ;
t ex t . Append( s p l i t 3 [ 0 ] ) ;
t ex t . Append( " : " ) ;
s t r i n g [ ] s p l i t 4 = s p l i t 3 [ 1 ] . S p l i t ( ’ . ’ ) ;
t ex t . Append( s p l i t 4 [ 0 ] ) ;
t h i s . l a b e l 1 . Text = text . ToString ( ) ;
}
Nyní si vytvoříme Timer (viz. Obr. 4.5). Tento timer zajišťuje, že se 1x za den stáh-
nou webové stránky. Vložíme ho obdobně jako notifyIcon mimo zobrazovací okno. Není
potřeba, aby byl vidět. Využijeme funkce progressBar. Kde do maxima progressBaru ulo-
žíme hodnotu získanou z metody Items.Count. Ta nám udává počet záznamů v listu
(seznamu). Hodnotu vlastností Value nastavíme na nulu a Enabled na true. Následně zvi-
ditelníme label2 nastavením hodnoty na true. Po tomto kroku se zavolá funkce na stáhnutí
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všech stránek s aktualizováním progressBaru.
pr i va t e void timer1_Tick ( ob j e c t sender , EventArgs e )
{
progressBar1 .Maximum = l i s tBox1 . Items . Count ;
progressBar1 . Value = 0 ;
progressBar1 . Enabled = true ;
l a b e l 2 . V i s i b l e = true ;
downloader . DownloadAllPages ( UpdateProgressBar ) ;
}
Popišme si nyní činnost tlačítek. Metoda button2_Click je zavolána po stisknutí
tlačítka vpravo (>). Změní hodnotu proměnné index a zajistí aktualizaci zobrazované
stránky. Hodnota indexu se změní díky dekrementaci. Aktualizování zobrazované stránky
dosáhneme díky funkci Navigate. Obdobně jako tlačítko vpravo funguje i tlačítko vlevo
(<). Jen s tím rozdílem, že se hodnota indexu mění díky inkrementaci.
Poslední funkcí je notifyIcon1_DoubleClick. Je volána při poklepání na Try ikonu
(viz. Obr. 4.7). Výsledkem poklepání je obnovení okna programu. Využijeme příkazu Show.
Vlastnost Visible nastavíme na hodnotu false. Následně nastavíme defaultní velikost okna
pomocí FormWindowState.Normal.
Obr. 4.6: Upozornění při zmenšení
do traye.
Obr. 4.7: Ukázka NotifyIcon v trayi.
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5 ZÁVĚR
V této bakalářské práci jsem měl s využitím programovacího jazyka C# navrhnout pro-
gram využívající techniky paralelního programování. Tato práce je rozdělena do dvou
částí. A to do teoretické části a praktické části. V práci jsem popsal základní vlastnosti
a funkce paralelizace a navrhl aplikaci, která by měla představovat jednoduchý archív
webových stránek, který v pravidelných intervalech zkontroluje stránky na adresách uve-
dených v konfiguračním souboru.
V teoretické části jsem se zaměřil na popsání základních vlastností, jako exekuce ví-
cevláknové aplikace na 𝑛-jádrových procesorech a typologii vláken, a různých způsobů
paralelizace, jako třeba třídu ThreadPool a knihovnu Task Parallel Library a její metody
jako například FOR a FOREACH.
Ze zkušeností získaných během semestrální a bakalářské práce jsem v praktické části
navrhl program, který má sloužit jako jednoduchý archív webových stránek. Popisuji zde
jednotlivé funkce tohoto programu, aby čtenář či student, který čte tuto práci, pochopil
co jednotlivé funkce a metody provádí.
Po přečtení této práce by měl čtenář získat určité znalosti k sestavení tohoto programu.
Práce zároveň může sloužit i jako návod, ovšem ne doslovný. Při sestavování tohoto pro-
gramu je zapotřebí mít základní znalosti s prací v C#.
36
LITERATURA
[1] ALLEN, Samuel. C# Form [online].
Dostupné z: <http://www.dotnetperls.com/form>.
[2] BAYER, Jürgen. C# 2005: Velká kniha řešení. Vyd. 1. Překlad Jiří Kolář. Brno:
Computer Press, 2007, 813 s. ISBN 978-80-251-1620-3. [cit. 15. dubna 2012]
[3] HANÁK, Jan. Praktické paralelné programovanie v jazykoch C# 4.0 a C++.
[cit. 14. dubna 2012]. Dostupné z:
<http://download.microsoft.com/download/5/7/1/5711A481-
E190-4D11-BA71-98B425599040/PPP_C_40_C.pdf>.
[4] KOVÁŘ, Dušan. Programování Windows Forms pomocí C# [online]. Olomouc, 2006.
Dostupné z: <http://projektysipvz.gytool.cz/ProjektySIPVZ/Default.aspx?uid=4>.
[5] MAREŠ, Amadeo. 1001 tipů a triků pro C# 2010. Brno: Computer Press, 2011, 416 s.
ISBN 978-80-251-3250-0.
[6] MSDN Library [online]. [cit. 20. května 2012].
Dostupné z: <http://msdn.microsoft.com/en-us/library/>.
[7] NASH, Trey. C# 2010: rychlý průvodce novinkami a nejlepšími postupy. Vyd. 1. Brno:
Computer Press, 2010, 624 s. ISBN 978-80-251-3034-6.
[8] Nested Tasks and Child Tasks [online]. [cit. 13. května 2011].
Dostupné z: <http://msdn.microsoft.com/en-us/library/dd997417.aspx>.
[9] Parallel Programming in the .NET Framework [online]. [cit. 28. dubna 2011].
Dostupné z:<http://msdn.microsoft.com/en-us/library/dd460693.aspx>.
[10] PETZOLD, Charles. Programování Microsoft Windows Forms v jazyce C#. Vyd. 1.
Překlad Karel Voráček. Brno: Computer Press, 2006, 356 s. ISBN 80-251-1058-3.
[11] PUŠ, Petr. Poznáváme C# a Microsoft.NET (15.díl) [online]. [cit. 30. března 2011].
Dostupné z: <http://www.zive.cz/clanky/poznavame-c-a-microsoftnet-15-dil–
delegaty/sc-3-a-123479/default.aspx>.





[13] PUŠ, Petr. Poznáváme C# a Microsoft. NET(52.díl) [online]. [cit. 30. března 2011].
Dostupné z: <http://www.zive.cz/clanky/poznavame-c-a-microsoft-net-52-dil
–threadpool/sc-3-a-128106/default.aspx>.
[14] Task Parallel Library [online]. [cit. 30. března 2011].
Dostupné z: <http://msdn.microsoft.com/en-us/library/dd460717.aspx>.
[15] TOUB, Stephen. Patterns for Parallel Programming: Understanding and Applying





• CSS - Cascading Style Sheets - Kaskádové styly - je jazyk pro popis způsobu
zobrazení stránek napsaných v jazycích HTML, XHTML nebo XML.
• GUI - Grafické uživatelské rozhraní - je uživatelské rozhraní, které umožňuje
ovládat počítač pomocí interaktivních grafických ovládacích prvků. Na monitoru
počítače jsou zobrazena okna, ve kterých programy zobrazují svůj výstup. Uživatel
používá klávesnici, myš a grafické vstupní prvky jako jsou menu, ikony, tlačítka,
posuvníky, formuláře a podobně.
• HTML - HyperText Markup Language - je značkovací jazyk pro hypertext. Je
jedním z jazyků pro vytváření stránek v systému World Wide Web, který umožňuje
publikaci dokumentů na Internetu.
• HTTP - Hypertext Transfer Protocol - je internetový protokol určený pro vý-
měnu hypertextových dokumentů ve formátu HTML.
• HTTPS - Hypertext Transfer Protocol Secure - je v informatice nadstavba
síťového protokolu HTTP, která umožňuje zabezpečit spojení mezi webovým pro-
hlížečem a webovým serverem před odposloucháváním, podvržením dat a umožňuje
též ověřit identitu protistrany. HTTPS používá protokol HTTP, přičemž přenášená
data jsou šifrována pomocí SSL nebo TLS a standardní port na straně serveru je
443.
• MHTML - Webové stránky tvořené jedním souborem - Webové stránky
tvořené jedním souborem slouží k ukládání všech prvků webového serveru včetně
textu a grafiky do jednoho souboru. Toto zapouzdření umožňuje publikovat celý
webový server jako jeden soubor MHTML.
• STREAM - Streaming - proud - je technologie kontinuálního přenosu materiálu
mezi zdrojem a koncovým uživatelem.
• TPL - Task Parallel Library - je souborem veřejných typů ve jmenných prosto-
rech System.Threading a System.Threading.Tasks. Je to jedna z novinek zavedených
v .NET Frameworku 4.0, která nám umožňuje efektivně a jednoduše vytvářet para-
lelní aplikace.
• URL - Uniform Resource Locator - je řetězec znaků s definovanou strukturou,
který slouží k přesné specifikaci umístění zdrojů informací (ve smyslu dokument nebo
služba) na Internetu.
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A PŘÍLOHA - CD
Na přiloženém CD se nachází výsledek praktické části bakalářské práce. Jedná se o pro-
gram, který představuje jednoduchý archív webových stránek, který v pravidelných in-
tervalech zkontroluje stránky na adresách uvedených v konfiguračním souboru. V případě
nalezené změny uloží novou podobu stránky a čas změny do vnitřní databáze archívu.
Tento program je funkční až po překopírování z CD média do počítače, protože nemá
jak zapisovat do potřebného adresáře .mht soubory.
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