In an elementary and direct way we prove the trace theorem as well as solve the Dirichlet boundary value problem for the unit ball in the framework of L p -based Sobolev spaces.
Introduction
In our previous paper [9] , we gave an elementary proof of the trace theorem for the unit disk in the framework of L p -based Sobolev spaces. We also solved the Dirichlet boundary value problem for the Laplacian in the unit disk in an elementary way. The method used in [9] is direct in the sense that it does not use the technique of reducing the problem to the half space by localizing and flattering the boundary. Both the trace theorem and the Dirichlet boundary problem have been fully cultivated in the more general settings. For example, see [5, 11] for the trace theorem with p = 2, [12] for the trace theorem with general p, [11] for the Dirichlet problem of the Laplacian with p = 2, and [3, 7] for the Dirichlet problem of higher-order elliptic equations with general p. See also the references cited in [9] . However, it would be meaningful to investigate in the framework of L p spaces whether there is a method that makes use of the speciality of the unit ball, and corresponds to the classical theory for C 2 functions, as described in [1, 4, 5, 6] .
In this paper, we do the same things as in [9] for the unit ball in R d , allowing d to be greater than 2. Whereas for d = 2 we can consider a group action of R to the unit circle or define the translation of a point x = (cos θ, sin θ) by h ∈ R to be (cos(θ + h), sin(θ + h)), we cannot do so for the unit sphere if d ≥ 3. Since we must treat two points x and y on the unit sphere as equals, the problem for d ≥ 3 is a little more difficult than that for d = 2. For the proof of the trace theorem we carry over one of the proofs given in [8] for the whole space, which uses Muramatu's integral formula [10] , to the unit ball.
Let us formulate the two theorems that we will prove in an elementary way. Throughout this paper we denote by B the unit ball in R d with d ≥ 2. The closure of B is denoted byB. For 1 < p < ∞ let W 1 p (B) be the L p -based Sobolev space of order 1:
As a definition of Besov spaces we adopt the classical one. Let 0 < s < 1 and 1 < p < ∞. For a measurable function f on ∂B, the boundary of B or (d − 1)-sphere of radius 1, we set
where dS is the surface element on ∂B. The Besov space B s pp (∂B) is defined to be the space of all functions f ∈ L p (∂B) satisfying |f | B s pp (∂B) < ∞. Equipped with the norm · B s pp (∂B) , the space B 
3) where C(d, p) is a constant depending only on d and p. 
.
In [9] we dealt with the case d = 2, and adopted as the Besov seminorm
instead of (1.1), wheref is the periodic function on R defined byf (t) = f (cos t, sin t). We can verify that the norm f B s pp (∂D) defined in (1.2) is equivalent to f Lp(∂D) + |f | B s pp (∂D) by using the inequality |h|/2 ≤ |e ih − 1| ≤ |h| for |h| ≤ 1, and hence that the Besov space defined in this paper coincides with that defined in [9] . This paper is organized as follows. In Section 2 we review Muramatu's integral formula, which plays a central role in the proof of Theorem 1.1. Section 3 is devoted to the evaluation of some integrals that will be used in the proof of Theorems 1.1 and 1.2. We prove Theorem 1.1 in Section 4, and Theorem 1.2 in Section 5.
Muramatu's integral formula
In this section, we introduce Muramatu's integral formula [10] in the form that meets our purpose. We wish to express a function f belonging to L p (B) or W 
we define the function M f of (t, x) with t > 0 and
, we use (x − z)/t − x instead of (x − z)/t in the above definition. The advantage of the extra term −x is that the support of the function ϕ((x − · )/t − x) is contained in (1 − t)x − t(supp ϕ) ⊂ B if 0 < t ≤ 1 and |x| ≤ 1, and hence that we can handle derivatives for distributions on B. Here and in the following we use the convention
, and have
Integrating ∂/∂t{M f (t, x)} over the interval [ , 1] with 0 < < 1 and noting
, then we can express the integral in (2.2) in terms of the derivatives of f . Indeed, in (2.2) we write
which is supported in B as a function of z, and move ∂ z j to f (z) by the definition of distributional derivative. Then we get
, the space of continuous functions on the closure of B. Then M f ( , · ) ∈ C(B), and M f ( , · ) converges to f uniformly onB as → 0.
(
) is written as the limit of the right-hand side of (2.3)
for |x| ≤ 1 and 0 < < 1. We note that (1− )x− y ∈ B in the above integral. The uniform continuity of f yields the uniform convergence of M f ( , · ).
. The triangle inequality and (2.4) give
, we see from (i) and
. We differentiate (2.1) in x j and note that the support of
as a function of z is contained in (1 − t)x + tB ⊂ B for x ∈ B and 0 < t ≤ 1. Then the definition of distributional derivative yields
Some inequalities
In this section, we collect some lemmas for the proof of Theorems 1.1 and 1.2.
Lemma 3.1. Let 1 < p < ∞. Let (X, M, µ) and (Y, N , ν) be σ-finite measure spaces, and let K be an (M × N )-measurable function on X × Y . If two quantities
Proof. This is the well-known boundedness theorem for integral operators. For the proof see [2, Theorem 6.18 ].
In the rest of this paper, we denote by c d the surface area of the unit sphere, i.e.
and by χ the characteristic function of the interval [0, 1], i.e.
Proof. Every expression in (3.3) equals r 2 − 2rx · y + 1.
Proof. By rotation we see that the two integrals depend only on t and r. So the equality follows from |x − ry| = |rx − y| by (3.3). It remains to show the inequality. Let 0 ≤ r ≤ 1/2. Since |x−ry| ≥ 1−r, we have χ(|x−ry|/t) ≤ χ((1−r)/t). Then the integral is bounded by
Hence we get the desired inequality for 0 ≤ r ≤ 1/2. Let 1/2 ≤ r ≤ 1. Since |x − ry| ≤ t implies 1 − r ≤ t and |x − y| ≤ 2t by (3.3), we have χ(|x − ry|/t) ≤ χ((1 − r)/t)χ(|x − y|/2t). So the problem reduces to showing the inequality
If t ≥ 1/2, then (3.4) is obvious, since the integral is bounded by c d . Let 0 < t ≤ 1/2. By rotation we may assume x = (0, . . . , 0, 1). We note that χ(|x − y|/t) = 0 implies |y | ≤ t and y d > 0 for y = (y , y d ). Using dS y = dy / 1 − |y | 2 and the substitution y = tz , we have
which gives (3.4).
Lemma 3.4. Let |x| = 1 and 0 < t ≤ 1. Then
Proof. By rotation we may assume x = (0, . . . , 0, 1). We divide the sphere ∂B into two parts, and write the integral of the lemma as I 0 + I 1 , where I 0 and I 1 are the integrals over |x − y| ≤ t/2 and over |x − y| ≥ t/2, respectively. Since |x − y| ≤ t/2 implies |y | ≤ t/2 and y d > 0 for y = (y , y d ), we have, with the change of variables y = tz ,
As for I 1 we note that the conditions t/2 ≤ |x − y| ≤ 1/2 and |y| = 1 imply |y | ≥ t/4 and y d > 0, since
and hence |x − y| ≤ √ 2|y |. Therefore
The lemma follows from the above inequalities for I 0 and I 1 .
Lemma 3.5. Let |x| = |y| = 1, 0 ≤ r < 1 and 0 ≤ a < 1. Then
Proof. By rotation and (3.3) we see that the two integrals depend only on r and a, and equal each other. To show the inequality we consider two cases. Let 0 ≤ r ≤ 1/2. The integral is bounded by 2 a+d c d , and the desired inequality follows from 1 − r ≤ 1.
Let 1/2 ≤ r < 1. We write the integral as
This combined with 1 − r ≤ 1/2 gives I 0 ≤ C(1 − r) a−1 . For I 1 we may assume that x = (0, · · · , 0, 1) by rotation. By (3.3)
Using dS y = dy / 1 − |y | 2 , and changing the variables y = (1 − r)z , we have
The desired inequality follows from the above inequalities for I 0 and I 1 . Lemma 3.6. Let |x| = |y| = 1. Then
Proof. The integral is evaluated by
where we have made the change of variables 1 − r = |x − y|s. The desired inequality follows from |x − y| ≤ 2.
Proof of the trace theorem
In the proof of the trace theorem the main task is to evaluate the integrals that appear in Muramatu's integral formula. (∂B) such that G → G in L p (∂B) as → 0, and that
, the right-hand side of (4.1) belongs to C ∞ (R d ) and hence G ∈ L p (∂B). We will show that G converges in L p (∂B) as → 0, and evaluate the L p norm of the limit function.
Let |x| = 1. Since K((x−z)/t−x) = 0 implies (x−z)/t ∈ x+supp K ⊂ 2B, we have |K((x − z)/t − x)| ≤ K L∞(B) χ(|x − z|/2t) and hence
by the change of variables z = rω. Here we recall that χ is the characteristic function of [0, 1], as defined in (3.2). Minkowski's inequality, Young's inequality and Lemma 3.3 yield 
If we replace 1 dt by δ dt in the above calculation, then we get
for 0 < < δ < 1. Since {G } satisfies the Cauchy criterion, G converges in L p (∂B) as → 0. Let G be the limit function. Letting → 0 in (4.3), we get the first inequality in (4.2).
Step 2. We will evaluate
, ∇K L∞(B) }. Thus we get
with g 0 (z) = (1 − |z|) 1/p |g(z)| and
Let us suppose for the moment that the integrals
are estimated by a constant independent of x, y and z. Applying Lemma 3.1 to the integral operator in (4.4), we find that the map
, and get
Since G (x) → G(x) a.e. x ∈ ∂B by Step 1, Fatou's lemma yields
Therefore we obtain G ∈ B 1−1/p pp (∂B) with the second inequality in (4.2). Thus it remains to evaluate M 0 and M 1 . Using polar coordinates z = rω with 0 ≤ r < 1 and |ω| = 1, and Lemma 3.3, we have
Changing the variables (1 − r)/2t = s, and replacing t by |x − y|t, we have
Paying attention to the symmetry of the integral defining M 1 with respect to x and y, we find that M 1 is equal to
Using Lemmas 3.4 and 3.3, and changing the variables (1 − |z|)/2t = s, we have
This completes the proof of the proposition.
We are now ready to prove Theorem 1.1. Let f ∈ W (∂B). So we define Tr f to be the limit function:
This is well defined, since if f ∈ W 
The Dirichlet problem
The aim of this section is to prove Theorem 1.2. We rely on the Poisson integral formula with kernel . For the sake of convenience we sketch the proof. For X ∈ B and y ∈ R d we consider the fundamental solution
for the Laplacian in R d , and define the Green function G(y, X) by
Taking into account that ∆ y G(y, X) = 0 for y = X and G(y, X) = 0 for |y| = 1, we apply Green's formula to u(y) and G ( y, X) in the region B \B (X), where B (X) is the ball of radius centered at X, and take the limit as → 0. Then we get (5.2) with
where ∂ νy denotes the outer normal derivative with respect to y. A calculation shows that P (X, y) is given by (5.1).
We prove Theorem 1.2 in five steps.
Step 1. We show that the Poisson operator P defined by
Let u = Pg and write X = rx with 0 ≤ r < 1 and |x| = 1. By Lemma 3.5 with a = 0 and Young's inequality
which is the desired result.
Step 2. We show that in Proposition 5.1 we may replace the assumption
, that is, (5.2) holds for u ∈ W 1 p (B) satisfying ∆u = 0 in B in the distributional sense.
We invoke (2.2) with f replaced by u. By the equality ∂ x i {K((x − z)/t − x)} = (t−1)∂ z i {K((x−z)/t−x)} and the definition of distributional derivative we have
, we can apply Proposition 5.1 to M u ( , · ), and get
Let us take the limit as → 0 in the above equation. By Proposition 2.1 M u ( , X), the left-hand side, tends to u in W 1 p (B). On the other hand, by the boundedness of the trace operator and the assertion in Step 1, we see that the right-hand side tends to ∂B P (X, y) Tr u dS y in L p (B). Hence we obtain (5.2) for u ∈ W 1 p (B) satisfying ∆u = 0.
Step 3. From the formula for u ∈ W 
. By (5.3) and ∆ X G(y, X) = 0 we find that ∆ X P (X, y) = 0 and hence ∆u = 0.
Step 4. We show that u(X) defined by (5.4) belongs to W Set Q j (X, y) = ∂ X j P (X, y). Differentiating (5.5), we have 
