ABSTRACT Relational fuzzy clustering (RFC) algorithms prove very useful in Web user session clustering because Web user sessions may contain fuzzy, conflicting and imprecise information. Though RFC algorithms are very sensitive to cluster initialization and works only if the numbers of clusters are specified in advance. However, at all times, the prior initialization of a number of clusters is not feasible due to the dynamically evolving nature of user sessions. Therefore, estimating the number of clusters and initializing suitable cluster prototype are a significant performance bottleneck in this method. In this paper, the discounted fuzzy relational clustering (DFRC) algorithm is proposed to address the major constraint of RFC. The DFRC algorithm identifies Web user session clusters from Web server access logs, without initializing the number of clusters and prototypes of initial clusters. The DFRC algorithm works in two stages. In the first stage, DFRC automatically identifies the number of potential clusters based on the successively discounted potential density function value of each relational data and their respective centres. In the second stage, DFRC assigns fuzzy membership values to each data point and forms fuzzy clusters from the relational matrix. The DFRC algorithm is applied on an augmented session dissimilarity matrix obtained from a publicly accessed NASA Web server log data. The experimental results are evaluated using different fuzzy validity measures. The extensive experiments are performed to test the effect of various parameters, including accept/reject ratio and neighbourhood radius on the performance of DFRC algorithm. The results were also compared with fuzzy relational clustering algorithm using cluster quality measures. It is observed that the quality of generated clusters using DFRC is superior as compared with that of RFC.
I. INTRODUCTION
Web portals are a means of interaction with clients for any business entity. They are highly significant not only in retaining the existing clients but also attracting potential customers in more effective and efficient way. Web portals can be used to enhance the clients' services as past browsing behaviours of clients automatically recorded in web server logs. These web server logs are analysed to extract hidden and potentially useful information. This process is known as the web usage mining [1] .
Various web usages mining techniques are used on web server log data. Clustering is a very effective way of grouping web users or sessions, with common browsing activities, access pattern and navigational behaviours [2] . The primary objective of the web user sessions clustering is to group sessions based on similarity with the aim of maximising the intra-group and minimising the inter-group similarity. The user sessions with similar access patterns are clustered together and analysed by domain experts.
Clustering techniques are broadly classified into two major classes; One works with feature vectors data (object data clustering) and the other works with relational data (relational clustering). Though feature vector clustering is very popular and receives lots of attention from researchers, yet it is not very much suitable for clustering of user sessions due to high dimensional and correlated feature space of web users' data [3] .
Due to high dimensionality and sparseness in URLs accessing data, the generated user sessions are imprecise, inconsistent and indistinct. Relational fuzzy clustering algorithms are very useful in web user session clustering. But, RFC algorithms are very sensitive to cluster initialization and works only if the numbers of clusters are specified in advance. However, at all times the prior initialization of a number of clusters is not feasible due to dynamically evolving nature of user sessions. Therefore, estimating the number of clusters and initializing suitable cluster prototype is a significant performance bottleneck in this method. In this paper, the discounted fuzzy relational clustering (DFRC) algorithm is proposed to address the major constraint of relational fuzzy clustering. The DFRC algorithm identifies web user session clusters from web server access logs, without initializing the number of clusters and prototypes of initial clusters. The DFRC algorithm selects essential ideas from subtractive and relational fuzzy c-means clustering. For this, an augmented session dissimilarity based relational matrix is computed between all user sessions by calculating the various similarities/dissimilarity measures.
The rest of this paper is organised in following sections: Section 2 briefly reviews the existing relevant literature on user session clustering. In section 3, the methodology adopted for proposed approach is described in detail. Section 4 explains the need for underlying cluster formation through a hypothetical illustrative example. Section 5 describes the formulation of the idea of proposed discounted fuzzy relational clustering (DFRC) algorithm. Section 6 discusses different fuzzy validity measures. Section 7 discusses the measures for assessment of cluster quality. In section 8, experiments are set to demonstrate the performance of the DFRC clustering algorithm on NASA web server log data and results are discussed. Lastly, Section 9 concludes this study with a proposed future work.
II. RELATED WORK
In earlier reported research different clustering techniques have been extensively investigated to categorise web users/sessions based on their web access behaviours. In [4] Relational evidential c-means (RECM) was proposed to generates a credal partition. A credal partition is a new clustering structure based on belief functions and extends the existing concepts of hard, fuzzy and probabilistic partitions. In [5] a new credal c-means (CCM) clustering method was proposed to deal with the uncertain and imprecise data using credal partitions. In [6] credal classification method for incomplete pattern with adaptive imputation of missing values based on belief function theory. K-means algorithm was used to cluster the user sessions in [7] . In [8] authors proposed a Generalization-based clustering technique to construct a URL hierarchy and session clusters using BIRCH algorithm. A co-occurrence patterns of user transactions based method is used to compute overlapping groups of URL references [9] . Competitive Agglomeration for the relational data (CARD) algorithm is used for automatic discovery of user session groups in a fuzzy and uncertain environment of web log data in [10] and further extended in [11] . In [12] web user sessions were represented using cube model and clustered by K-modes algorithm. The self-organizing map-based visual analysis tool was used for clustering of web pages and to support the better understanding of characteristics and navigation behaviours of visiting pages [13] . In [14] a rough approximation based clustering is proposed to discover web page access patterns. In [15] authors proposed a fuzzy similarity measure and used the same in a relational fuzzy clustering algorithm to find underlying clusters in the Web usage data. The derived clusters model the preferences of similar users. In [16] authors proposed a new session clustering algorithm which takes advantage of ROCK algorithm to decide the initial points of each cluster and divides sessions into different groups. A new clustering approach based on logical path storing of web pages as similarity parameter and the conceptual relation between web pages is discussed in [17] . In [18] a matrix based fuzzy clustering approach is used to generate user clusters that can capture the web user's navigation behaviour depending on their interest. In [19] new similarity measure between two web pages and a fast optimal global sequence alignment algorithm were proposed to cluster the web user sessions in similar groups. In [20] and [21] Relational fuzzy c-means (RFCM) algorithm is used for gathering pairwise dissimilarity values in a dissimilarity matrix. Where RFCM is dual to the fuzzy c-means (FCM) [22] , object data clustering algorithm with Euclidean distance matrix. The objective function of RFCM is based on computing representative clusters from the data so that the total dissimilarity between each group is minimised. However, RFCM works only when the numbers of potential clusters are specified in advance, that is not always feasible in user session clustering. This paper proposes discounted fuzzy relational clustering (DFRC) algorithm for web user clustering. The DFRC uses key ideas from potential density based subtractive clustering (SC) [23] and relational fuzzy c-means (RFCM) [20] , [21] algorithm.
III. PROPOSED METHODOLOGY
This section elaborates the methodology adopted in this paper. Table 1 briefly describes the notations used in this study.
A. WEB SERVER LOGS CLEANING
The record of all explicit and implicit requests made by users is stored in web server access logs. Where each log entry consists of different fields including remote host address, remote log name, username, timestamp and time zone of the request, request method, path on the server, protocol version, service status code, size of the returned data, and referrer user agent, etc. [24] . Weblog entries not germane to our purpose are removed using definition1. Mostly these are implicit requests 
B. VECTOR SPACE REPRESENTATION OF USER SESSIONS
Suppose, for a given website; there are m number of user sessions extracted from the web server logs S i = {S 1 , S 2 ,. . . .S m }, which Access n number of different URL's (pages) P i = {P 1 , P 2 ,. . . .P n } in a given website in a some specific time interval. The number of visits to the page or frequency of page and time spent on the page or duration of page these are the implicit measures and computed from weblog data to find interest of web users' for any page. 
then S i ←− {r i ∪ r j }; Add record to the session; 6: else go to step 3; search new record for the session; 7:
end of if 8:
while ( r last .time − r first .time ≤ τ 2 ) do 9:
S set ←− ∪ { S i }; goto step 2; create new session 10:
end of while 11: end of for 12: end of for 13: Update session set:
The size of page is used to normalize the extreme values of these measures. Each user session(S i ) is represented by following equation
where, each S i k represents a harmonic mean of the number of visits to the page P k within the session S i , and the duration of the page (in seconds) P k in session S i , and represented by Eq. (1) and Eq. (2) [26] .
Number of visits to the page Time spent on page(in seconds) Size of the page (in bytes)
The notion of intuitive augmented session similarity was discussed in [26] and evaluated in [29] . In this concept, two implicit measures, duration of the page (DoP) and frequency of page (FoP) [30] , [31] are used to compute Web users' interest for any page in web user session [23] . The relevance of a page (RoP) in any session is measured by giving equal importance to the duration of the page (DoP) and frequency of Page (FoP). If the value of page relevance is high, it means the user has more concern for this page. Simple Web user sessions are converted to augmented Web user sessions by incorporating page relevance in the user sessions.
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The relational dissimilarity matrices are computed between augmented sessions. This augmented session dissimilarity metric is more realistic and represented the session dissimilarities on the basis of web user's habits, interest, and expectations as compared to simple binary cosine measure. Intuitive augmented session similarity (IASS) utilises the properties of URL based syntactic similarity (USS) [3] and page relevance based augmented session similarity (ASS) measures to consider the maximum optimistic aggregation of these measures to give remarkable similarities between web user sessions as discussed in [26] , [29] , and [32] . 
IV. A HYPOTHETICAL ILLUSTRATIVE EXAMPLE
The mere description of the abstract algorithm may be indistinct to understand the intuitive nature of extraction of clusters through the proposed algorithm. At first, it is explained with the help of an illustrative example. In this example, the expected output of DFRC is shown in Figure 1 . This hypothetical relational table shows the mutual relationship between 10 augmented web user sessions by their accessing page relevance. The relationship between sessions AS i and AS j may be a similarity matrix (RM mm ) or a dissimilarity matrix (D m×m ).
A careful observation of Figure 1 finds that there are only two homogeneous dense regions in the given relation. In these dense regions, sessions AS 3 and AS 8 are apparently located at the centre of a set of homogeneous sessions and surrounded by other sessions including AS 1 , AS 2 , AS 4 , AS 5 and AS 6 , AS 7 , AS 9 , AS 10 respectively. A prospective clustering algorithm is expected to select AS 3 and AS 8 sessions as representative cluster centres, and {AS 1 , AS 2 , AS 3 , AS 4 , AS 5 } and {AS 6 , AS 7 , AS 8 , AS 9 , AS 10 } as the cluster members.
V. DESCRIPTION OF PROPOSED CLUSTERING ALGORITHM
This section discusses the idea of discounted fuzzy relational clustering (DFRC) algorithm. Suppose a given set of augmented user sessions is
A. THE ESTIMATION OF NUMBER OF REPRESENTATIVE CLUSTER CENTRES
Clustering algorithms search for the centres of dense regions in the given relation to finding a typical session. A subtractive clustering method [23] , [33] is used for estimation of the number of cluster centres. The subtractive clustering assumes each data point as a potential cluster centre; it calculates the possibility of each data point which could be a cluster centre according to the densities of the surrounding data points. The Eq. (3) is used for computation of potential density function (PDF) at every augmented session.
Where, d R,ij is the distance between AS j and AS i . If d R,ij has less value than AS j and AS i will be more related and will have major influence on the potential density value P 1 (AS i ); otherwise AS j and AS i will be less related and will have no significant influence on P 1 (AS i ). The parameter r 2 a is a radius and it defines the neighbourhood region of the selected augmented session AS i . The sessions outside this radius have little influence on the potential density value of selected session.
After computing the PDF values at every session, the session highest PDF value is selected as the first representative cluster centre v R,1 by using Eq. (4). If there exists multiple sessions with the same PDF value, then any one of them may be randomly chosen.
The Eq. (5) is used to find the second representative cluster centre and compute the discounted PDF values in the neighbourhood region defined by r 2 b . If d R,ij the Euclidean distance between AS i and v R,1 is small the effective potential of each sessions around v R,1 will be reduced due to this subtraction.
After discounting PDF values for all sessions in the effective zone of the influence of r 2 b , the highest discounted PDF value is selected as the second representative cluster centre v R,2 by using Eq.(6)
Similarly, to select any t th representative cluster centre, the PDF value of each user session over an effective zone of influence during t th iteration is computed using Eq. (7).
The same procedure will continue until the ratio of highest potential (during t th iteration), and maximum potential (during 1 st iteration) is greater than to the acceptance ratio A r . The t th representative cluster centre v R,j is selected by using Eq. (8)
If the ratio is less than the reject ratio R r then it will reject the session as representative cluster centre. If this value falls between A r and R r we check that session is how far from the existing representative cluster centre.
B. THE DISCOUNTED FUZZY RELATIONAL CLUSTERING
In this section, the idea of discounted fuzzy relational clustering (DFRC) using augmented session dissimilarity metric is discussed. In the present context, the essentials prerequisites are used from the relational fuzzy c-means clustering (RFCM) [21] . Let d R,ji is the relational distance between cluster prototype and augmented session AS i . Let V R ← {v R,1 , v R,2 ,. . . v R,c } represent a set of relational cluster centres in dissimilarity the matrix. The objective function of relational fuzzy c-means algorithm seeks to find number of representative sessions as relational cluster centres (known as centroid), so that the total distance of other sessions to their closest centroid is minimized. The objective function of relational fuzzy c-means (RFCM) [34] is defined as Eq. (9) and membership functions is given by (10) where, f ∈ [1,∞] is fuzzification coefficient.
The Euclidean distance d R,ji is the relational distance between cluster prototype and augmented sessionAS i . This distance is calculated on the basis of memberships in fuzzy membership matrix U and dissimilarities in dissimilarity matrix D. The Euclidean distance is computed using Eq. (11) and the relational cluster centres are updated by using Eq. (12) . 
set it as first cluster centre v R,1 ← P 1 S k 1 7: compute the discounted PDF of each session using Eq. (5) 8: if
> A r then add S k j as the new cluster centre; t ← t + 1 & set v R,j ← P j S k j go to step 5 9: else if The pseudo code for the above-described procedure is given as Algorithm 2 to summarise the concept of discounted fuzzy relational clustering (DFRC) algorithm. The working flow of DFRC algorithm is shown as a block diagram in Figure 2 . 
VI. FUZZY CLUSTER VALIDITY MEASURES
Different fuzzy cluster validity measures [35] are used to decide the appropriate number of clusters in given dissimilarity matrix based on the compactness and separation. Compactness measures the solidity of data in each cluster. Separation is used to characterise coupling between clusters. For a data clustering algorithm, the high value of compactness indicates a good partition. In contrast, low coupling suggests a weak relationship between clusters that indicates good separation. The validity index for measuring the goodness of partitions may be derived by using both compactness and separation [36] as shown in Eq. (13) and (14) The most commonly used fuzzy clustering validity measures based on fuzzy membership matrix as well as relational data are described as follows:
A. Xie AND Beni INDEX (XB)
The Xie and Beni (XB) index [37] (Eq. 15), where, the numerator indicates the compactness of the fuzzy partition while the denominator indicates the strength of the separation between the clusters.
Where, δ 2 min (Eq. 16) is the square of minimum Euclidean distance between the cluster centres.
The low value of XB suggests compact and well-separated clusters. So, the best fuzzy partition can be obtained by minimising XB on c = 2,3,. . . c max .
B. THE Fukuyama AND Sugeno (FS) INDEX
Fukuyama and Sugeno (FS) index [38] (Eq.17) combines the properties of compactness and separation measures.
Where the first term represents the geometrical compactness of the clusters, the second term indicates the separation between the clusters and v represents the mean of the cluster centroids and it is defined by Eq. (18) .
The low value of FS indicates the fuzzy partition with wellseparated and compact clusters..
C. SEPARATION INDEX (SI)
The separation index (Eq.19) uses a minimum distance for separation of fuzzy partition [39] , [40] .
Where, δ 2 min (Eq. 20) is the square of minimum Euclidean distance between the cluster centres and mean of the cluster centroids.
The high value of SI indicates the well-separated and compact fuzzy partitions.
VII. GENERATED CLUSTER QUALITY MEASURES
An unsupervised evaluation method based on intra-cluster and inter-cluster distance measures is used [41] , [42] to assess the quality of formed fuzzy clusters. Intra-cluster distance represents compactness of a cluster and is computed as an average of the distance between all pair of sessions within the i th cluster.For good quality of clusters, the low value of the intra-cluster distance is expected. Inter-cluster distance is a measure of separation between clusters and is computed as an average of the distance between sessions from i th cluster to sessions from j th cluster. The high value of inter-cluster distance represents good partition [43] . The intra-cluster and inter-cluster distance is computed using Eq. (21) and Eq. (22) respectively. The cluster quality ratio for measuring the goodness of partitions can be designed to consider the both average intra cluster and average inter cluster distance using Eq. (23)
is the distance between two sessions in cluster c i and |c i | is the number of sessions.
Cluster Quality Ratio (c) = Avg. Intra Cluster Distance Avg. Inter Cluster Distance (23)
VIII. EXPERIMENTAL RESULTS AND DISCUSSIONS
The extensive experiments were performed to evaluate the clustering performance of DFRC algorithm by applying it on augmented session dissimilarity metric derived from publicly accessible NASA web server log data [26] . This data set (NASA_access_log_Aug95) contains one month's worth of all HTTP requests from the NASA Kennedy Space Centre's web server in Florida. The log was collected from 00:00:00 August 1, 1995, through 23:59:59 August 31, 1995. The uncompressed content of the dataset is 167.8 MB and contains 1,569,898 numbers of records with timestamp having a one-second resolution. The DFRC, other algorithms and fuzzy validity measures are implemented using MAT-LAB (R2012a) package [44] . The experiments are performed on an HPZ420 workstation with an Intel(R) Xeon(R) CPU E51620 0 @ 3.60 GHz, and 4 GB RAM, running under the MS Windows-7 operating system (64-bit).
A. PRE-PROCESSING OF WEBLOG DATA
The irrelevant entries including image, icons, and sound files, etc. were removed from the original log file. Then the sessions were identified by setting 30 minutes time threshold, as it was widely used to identify the user sessions in most of the weblog dataset. This study considered only 1000 number of the sessions from pre-processed log data to reduce the system processing overhead. The default root (/) and mini sessions of size one are filtered out from the total generated sessions as they did not contribute any significant information for efficient user session clustering. Total useful, valid sessions were reduced to 665, 1341, and 2048 respectively which access 419,589, and 731 unique URLs collectively. First, the different matrices (FoP, DoP, RoP, and USS) were computed from the web user sessions. Consequently, different augmented session's dissimilarity matrices were calculated by using the notion of augmented sessions as discussed in [27] . The summary of calculated results is shown in Table 2 .
B. VISUAL ASSESSMENT OF POTENTIAL CLUSTERS HIDDEN IN THE DISSIMILARITY MATRICES
A visual assessment tendency (VAT) tool is used [45] , [46] to visualise the number of potential dormant clusters in the relational dissimilarity matrix. In VAT plot the reordered dissimilarities between pairs of sessions are represented using digital intensity images, where darker pixels indicated smaller dissimilarities between sessions. These dark blocks appear only when a compact group exists in the relational data, and the size of each block represents the approximate size of the cluster [47] , [48] . The VAT plot suggests the approximate number of clusters present in the data before applying any clustering algorithm. In this experiment 6 to 14, significant clusters are indicated by the VAT tool for different size of (such as 665×665, 1341× 1341, and 2048 × 2048) augmented session dissimilarity matrices (ASS, AUSS and IASS) of the given data sets. The Figure 3 shows VAT images for various augmented session's VOLUME 4, 2016 dissimilarity matrices of size 665 × 665. Similarly, VAT images are produced for other matrices of size 1341 × 1341, and 2048 × 2048.
C. USER SESSION CLUSTERING WITH RFCM
An intuitive augmented session dissimilarity matrix of size (665 × 665) was given as input in relational fuzzy c-means clustering (RFCM) algorithm. Multiple runs of RFCM were performed with a varied number of clusters (C=2 to 14 with an interval of 2), and fuzzifier coefficient (f =1.5 to 2.5 with an interval of 0.2). The default parameters including maximum number of iterations (t max =100), Step size ( =0.0001) were set during execution of RFCM.
The empirical values of different fuzzy cluster validity measures were obtained for a number of clusters generated by RFCM as shown in Table 3 . In each iteration, the RFCM algorithm the various values for three validity measures XB, FS, and SI were produced. The primary objective of this experiment was to obtain the number of clusters with a minimum value of XB and FS and the maximum value of SI index. So, from the table, the highlighted values of validity indices empirically shows the eight numbers of clusters in the augmented dissimilarity matrix for the fuzzifier coefficient values ranging from 1.5 to 1.9. Similarly, for other matrices of size 1341×1341 and 2048×2048, respectively ten and twelve numbers of clusters are decided empirically using RFCM algorithm.
D. USER SESSION CLUSTERING WITH DFRC
The same intuitive augmented session dissimilarity (D m×m ) matrix as used in RFCM along with the default parameters, are passed as input arguments in the DFRC algorithm. The summary of used default parameters and there values are shown in Table 4 . For given augmented session dissimilarity matrix of size 665 × 665, DFRC algorithm generates eight numbers of clusters. Eight numbers of clusters are suggested by VAT tool as well as they were empirically identified by RFCM using fuzzy validity measures. The DFRC algorithm produces output as potential density value for an index of prototype session of the cluster in descending order. The detailed output generated by DFRC algorithm is shown in Table 5 . The table consists of some clusters, prototype session for each cluster, the number of sessions in each cluster, the total number of unique URLs in each cluster and the value of potential density function for each cluster in descending order. Similarly, for other matrices of size 1341 × 1341 and 2048 × 2048, respectively ten and twelve numbers of clusters are produced by DFRC algorithm.
a: EFFECT OF ACCEPT RATIO AND REJECT RATIO ON DFRC
In DFRC, accept ratio (A r ) and reject ratio ( R r ) are used to control the degree of generated clusters. Petite values of A r and R r lead to produce large number of clusters including some cluster with insignificant PDF values. Huge values of A r and R r may result in very less number of clusters excluding some significant clusters.
Experiments were conducted to evaluate the effect of accept ratio (A r ) and reject ratio ( R r ) on performance of DFRC algorithm. Different discrete values of A r (0.4 to 0.9), R r (0.1 to 0.4) and their combinations were used to generate number of clusters. Multiple runs of the DFRC algorithm on dissimilarity matrix of size 665 × 665 is performed to get the best combination of A r and R r for optimal number of clusters. The value of fuzzy cluster validity indices (XB, FS and SI) are recorded for each generated cluster. It is observed from results that minimum value of XB, FS and maximum value of SI is repeated for cluster 8, with accept ratio 0.7,0.8 and reject ratio is 0.15, 0.2 as shown in Table 6 .
b: EFFECT OF ACCEPT RATIO AND REJECT RATIO ON DFRC
The output of DFRC algorithm is highly dependent on selection of neighbourhood radius parameters r 2 a and r 2 b values. However the DFRC algorithm discounted the influence zone of already identified cluster prototypes and seeks to find all sessions with significant PDF values. Therefore, the value of r 2 b ≥ r 2 a and selected as shown in Table 4 . An evaluation of the influence of the neighbourhood radius (Radii) on the performance of the DFRC algorithm is done with fuzzy validity measures. The neighbourhood radius has a value between 0 and 1 and specifies the size of the cluster in each of the data dimensions. Table 7 shows the summary of experimental results performed with different values of neighbourhood radius on dissimilarity matrix of size 665 × 665. It was observed that the values of radii 0.4 and 0.5 might be the best choice for the optimum cluster selection.
E. COMPARATIVE PERFORMANCE OF FUZZY RELATIONAL CLUSTERING ALGORITHMS
A relative performance of aforementioned fuzzy relational clustering algorithms is discussed in this section. Extensive experiments were performed to evaluate the quality of clusters generated by RFCM and DFRC algorithms using augmented session dissimilarity matrix of size (D m×m = 665 × 665). The average intra-cluster, inter-cluster distance and the cluster quality ratio is used to measure the quality of generated clusters. The values default parameters as shown in Table 8 were used during execution of fuzzy relational clustering algorithms.
The summary of results obtained from experiments is given in Table 9 . The table shows the average Intra-cluster and Inter-cluster distances of both RFCM and DFRC algorithm and their average cluster quality ratio. It is evident from VOLUME 4, 2016 the results that DFRC algorithm improved performance over RFCM regarding cluster quality ratio.
IX. CONCLUSION AND FUTURE WORK
This paper described a discounted relational fuzzy clustering (DFRC) algorithm and used it for clustering of web user sessions. The relationships between web user sessions were derived from access relevance of pages in any sessions. The importance of a page or users' interest was computed by applying harmonic mean of access frequency of pages and duration of pages in any session. The simple binary web user's sessions were transformed into augmented sessions by incorporating relevance of page in accessing sessions. The augmented session dissimilarity matrix was computed from page relevance matrix using cosine similarity measure and converted to dissimilarity matrix. The intuitive augmented session dissimilarity matrix derived from a publicly accessible NASA web server log data were used to perform the experiments with visual assessment tool (VAT) and relational fuzzy c-means (RFCM) algorithm. The experimental results suggest eight numbers of clusters in the dissimilarity matrix. The generated clusters were evaluated using different fuzzy validity measures. The DFRC algorithm was applied on same intuitive augmented session dissimilarity matrix which identifies the eight numbers of clusters and their prototypes respectively without assuming any initial values. The effect of various parameters including accept/reject ratio and neighbourhood radius were evaluated on the performance of DFRC algorithm. The clusters generated by DFRC were also compared with existing fuzzy relational clustering algorithm using cluster quality measures. Experimental results suggest that quality of clusters generated using DFRC is better than that of those obtained from existing fuzzy relational clustering algorithms. The effectiveness and generalisation capability of DFRC algorithm is proposed to be evaluated with different benchmark relational data sets.
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