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Abstract. The ready availability of image-editing software makes en-
suring the authenticity of images an important issue. The most common
type of image tampering is cloning, or Copy-Move Forgery (CMF), in
which part(s) of the image are copied and pasted back into the same im-
age. One possible transformation is where an object is copied, rotated and
pasted; this type of forgery is called Copy-Rotate-Move Forgery (CRMF).
Applying post-processing can be used to produce more realistic doctored
images and thus can increase the difficulty of forgery detection. This pa-
per presents a novel segmentation-based Copy-Move forgery detection
method. A new method has been developed to segment the Copy-Move
objects in a consistent way that is more efficient than Simple Linear It-
erative Clustering (SLIC) segmentation for CMF/CRMF. We propose a
new method to describe irregular shaped blocks (segments). The Seg-
ment Gradient Orientation Histogram (SGOH), is used to describe the
gradient distribution of each segment. The quality of initial matches is
improved by applying hysteresis to grow the primary detection regions.
We show that the proposed method can effectively detect forgery in-
volving translation and rotation. Moreover, the proposed method can
detect forgery in images with blurring, brightness change, colour reduc-
tion, JPEG compression, variations in contrast and added noise.
Keywords: Copy-Move Forgery, Segment Gradient Orientation Histogram
(SGOH), Simple Linear Iterative Clustering (SLIC), Otsu Thresholding.
1 Introduction
Copy-move is the most common type of image forgery (copy and paste), where
regions of the image are cloned to cover objects in the scene. If this is done with
care, visual detection of cloning will be difficult. Moreover, because the cloned
regions can be in any location or can have any shape, searching all possible image
portions in different sizes and locations is computationally infeasible.
In Copy-Move Forgery (CMF), part(s) of the image are copied and pasted
into the same image but in different places, possibly after a rotation. Moreover,
because the copied-pasted region is from the same image, its characteristics (e.g.
colour and noise) are compatible with that image. This type of forgery is more
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challenging to detect than other types, such as splicing and retouching. This
is because the usual methods of detecting incompatibilities, using statistical
measurements to compare different parts of the image, will be useless for CMF
detection [6].
The most common approach to detect CMF consists of many steps, the most
important step is the feature extraction. There are two different methods to
extract features, either by tiling the image into blocks and then extracting the
features from each block, or from interest points which are distributed over the
image in different ways (e.g. SIFT, MSER, FAST, etc.). The block-based meth-
ods usually need a long time to extract features from the image. The keypoint-
based methods are much faster than block-based methods, but can only detect
part(s) of the duplicated region(s) because keypoints are distributed sparsely
over the image.
We have considered a segmentation approach as a potential solution to over-
come the problems of the block-based and keypoint-based methods. However,
the main problem of the standard approach is: there is no reliable method to seg-
ment identical objects consistently. So, even with state-of-the art segmentation
methods, there is no guarantee of segmenting Copy-Move objects in the same
manner.
This paper presents a novel method to detect Copy-Move Forgery which per-
forms a consistent image segmentation and extracts features from each segment.
The image has been quantized into seven labels using the Rolling Guidance fil-
ter [18] followed by Otsu’s thresholding [11]. Each quantized area (segment) has
been described using a 3D colour histogram, the Segment Weighted Gradient
Orientation Histogram (SWGOH), and its size. The 2nd Approximate Nearest
Neighbour was used to detect the forgery at the segment level followed by a
hysteresis technique to extend the primary detection. The proposed method is
robust to rotation and the effects of post-processing method, and is relatively
fast.
2 Related Works
Many papers have been proposed to detect CMF, and are mostly either block
based or use keypoint based techniques. Recently two papers have used segmen-
tation to detect CMF [13][8].
The authors of [13] tested four different image segmentation methods and
used superpixels – the Simple Linear Iterative Clustering (SLIC) algorithm [1]
– to over-segment the images. Then they extracted SIFT features from each
segment, built a K-d tree for these features and used KNN to find the matches
between patches. They computed the number of the matched feature points
and identified suspicious pairs of patches which have many similar keypoints.
RANSAC was applied to estimate the transformation matrix between each pair
of patches. Each pixel was represented by a dense SIFT descriptor. Then, the
patch level matches were refined by applying matching to all the pixels in the
matched patches and applying RANSAC to remove outliers.
CMF Detection Using the Segment Gradient Orientation Histogram 3
The authors found that the segmentation method did not significantly in-
fluence the Copy-Move Forgery detection. Their approach is similar to finding
matches between different images using SIFT features, considering each segment
as a different image. Segmentation was used to divide the original image into
various patches (small images). Their approach depends on extracting SIFT fea-
tures from segments instead of from the whole image.
Li et al. [8] also used the SLIC method to segment the images. They used
different scales of segmentation depending on the image contents itself. They
set a large initial superpixel size for smooth images, and a small initial size
for detailed images. The Discrete Wavelet Transformation (DWT) was used to
analyse the frequency distribution of the image. According to their approach,
the image is smooth when the majority of the energy of the host image is low-
frequency; otherwise, the image is considered to be detailed. Then they extracted
SIFT features from each segment and computed the Euclidean distance between
features. If the number of matched points is more than a threshold, a corre-
lation coefficient map generated to find the matched patches. They used SLIC
to segment each matched patch to a smaller size and measured the local colour
feature for each sub-patch. Neighbouring sub-regions (patches) are merged when
the colour features are similar and the morphological close operation applied to
generate detected forgery regions. They also used SLIC to divide the image into
many regions, compute SIFT from each segment (small image) to find similarity
(Copy-Move Forgery).
The above two methods [13][8] rely on using the keypoint-based approach
(SIFT) in addition to image segmentation in order to detect CMF. In homoge-
neous regions there will be few SIFT features detected, causing matches to be
missed. Moreover, the computational complexity of the two proposed methods
is high.
3 Background
As the keypoint based techniques are likely to fail to detect interest points in
relatively homogeneous regions, we instead use a dense descriptor to represent
each segment. However, this will require repeatable segmentation, i.e. instances
of the copied objects should be segmented in the same way, since otherwise,
their descriptors will not match. As demonstrated in section 5.2, SLIC is not
repeatable: variations in an object’s surroundings prevents the consistent seg-
mentation of duplicated objects. We will present a new segmentation method
that can segment the image consistently.
3.1 Threshold Selection using Otsu’s Method
The most common and simplest method to segment an image is using thresh-
olding. Otsu [11] suggested a method to find the best threshold to binarize the
grayscale image.
The binary image which is generated from applying a single Otsu threshold
on the grayscale image contains a lot of small segments, and these would be
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unstable for matching in CMF detection, see the binary image in Figure 1. Also,
using the multi-level thresholding version of Otsu does not produce a better
result, see the coloured images in Figure 1.
Fig. 1: (from left to right) the grayscale input image, the binary image generated
by Otsu’s method, the segmented image using 7 Otsu thresholds, zoomed CMF
areas.
3.2 Rolling Guidance Filter
In order to produce more meaningful segments, we will filter the image to re-
move noise and unnecessary details. Images contain significant structures and
edges over a range of scale [18]. Many filtering techniques have been proposed
to smooth the image while maintaining those structures. Edge-aware filters have
been used to remove the low-contrast edges (gradual changes) and preserve the
high-contrast edges, e.g. bilateral filter [15], guided filter [4] and weighted me-
dian filters [18]. In this work we use the Rolling Guidance Filter because it has
been shown to be effective at removing small-scale structures while preserving
large-scale structures by the use of scale-aware local operations. It can cope with
irregular shapes and furthermore has low computation cost.
Fig. 2: (from left to right) the rolling guidance grayscale image, the rolling guid-
ance binary image generated by Otsu’s method, the rolling guidance segmented
image using 7 Otsu thresholds, zoomed CMF areas in the rolling guidance image
after threshing.
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The rolling guidance method includes two main steps:
1. Remove small structures: In this step, the Gaussian filter is used. However,
as well as removing the edges of structures smaller than the smoothing scale,
it also blurs large-scale structures instead of preserving them.
2. Edge recovery: A joint bilateral filtering of the given input image and the
image from the previous iteration is used to recover the edges. This can be
understood as a filter that smooths the input image guided by the structure
of the previous iteration image.
The binary image which is generated from applying the single Otsu threshold
to the Rolling Guidance filtered image (smoothed image) produces a reasonably
segmented image. As shown in the binary image of Figure 2, the detrimental or
unwanted content has been removed and the pixels have been clustered appro-
priately.
However, this does not adequately segment the Copy-Move objects in the
image. Under-segmentation has caused the objects to become merged with the
background. Therefore, we use the multi-level thresholding version of Otsu ap-
plied after the Rolling Guidance filtering, see the coloured images of Figure 2.
4 Methodology
4.1 Segment Gradient Orientation Histogram (SGOH)
SIFT/DSIFT is restricted to regular blocks. Here, we have developed the Seg-
ment Gradient Orientation Histogram (SGOH) to describe the gradient for each
segment (irregular block). The SIFT descriptor [9] has a 128 element feature
vector for each keypoint. It considers a 16× 16 neighbourhood around each key-
point and divides it into 4× 4 sub-regions. For each sub-region, an eight-bin
histogram of gradient magnitude weighted orientations is computed. DSIFT [2]
follows the same approach however it considers all the pixels in the image as
keypoints.
The steps to build the Segment Gradient Orientation Histogram (SGOH) are
as follows:
1. The moment method (intensity centroid measure) [14] is used to find the
canonical orientation for each segment.
2. Rotate each segment according to its canonical orientation to make the de-
scriptor rotation invariant.
3. Construct a gradient magnitude weighted orientation histogram containing
18= 360◦/20◦ bins.
4. Normalize the generated feature vector (SGOH) between zero and one.
4.2 Proposed Algorithm
The Rolling Guidance filter [18] is used to smooth the image and preserve the
strong edges, then the Otsu method [11] is used to find 7 different thresholds
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on the filtered image. We have tried a different number of thresholds (5, 7, 9,
11 and 13), and experimentally we found that using 7 thresholds segments the
Copy-Move objects in the most consistent way. The 7 thresholds have been used
to quantize the Rolling Guidance filtered image into 8 different labels. Next, con-
nected component labelling is applied in each different intensity threshold range
and properties (e.g. area, pixel list, etc.) are computed for each object. All seg-
ments of size less than 70 pixels (T1 = 70) are removed; this threshold has been
chosen experimentally, and is fixed for all experiments. A 3D colour (3DRGB)
histogram has been used to describe the colour distribution of each segment, and
a Segment Gradient Orientation Histogram (SGOH) has been built to represent
the gradient of each segment, see section 4.1. The SGOH is concatenated with
3DRGB and the segment area to form a feature vector. A K-d tree is built from
the segment feature vectors, and for each segment its 2ANN is found. Matched
segments are kept if the Euclidean distance between their concatenated feature
vectors is less than a threshold (T2 = 0.002) and the ratio between their sizes is
less than a threshold (T3 = 1.5). Make the size of the two matched segments is
equal, save its coordinates in two separated lists and call RANSAC to remove the
outliers. Finally, Hysteresis technique is applied to grow the detected Copy-Move
regions.
4.3 Hysteresis Technique
To produce the best possible result, we use a hysteresis technique in the CM-
F/CRMF detection. Hysteresis thresholding is based on using two thresholds,
one low and one high, and it considers the spatial information to improve the
result. This technique is commonly employed in edge detection [3]. Recently, hys-
teresis has been used in forgery detection [5]; the strong matches detected using
the high threshold, and the low threshold were rejected very weak matches. The
main drawbacks of Jaberi et al. [5] are that they used a window to search for the
new matched features which may contain parts outside of the CMF areas. Also,
they recompute all the MIFT feature for all pixels in the detection window with
each iteration.
To use the hysteresis thresholding in CMF/CRMF detection, we developed
the following approach. Find the 2nd Approximate Nearest Neighbour (2ANN)
for each feature vector (SGOH) within the strict low threshold (T2) [5] [19] and
this will decrease the false matches. The low threshold is used to detect strong
similar features, which represent the pixels from the original and the duplicated
regions (segments). Apply RANSAC to remove the outliers and find the co-
ordinates transformation of the matched features. For each coordinate in the
transformation list, recolour the block that takes this coordinate as a center. In
the next step, dilate each region using a disk with a one-pixel radius size. For
each of the newly added pixels, compute the improved DSIFT [6]. Build a K-d
tree and find the 2ANN for each new feature vector. If the Euclidean distance
between the matched features is less than the high threshold (T4 = 2T2), we
store the coordinates of these features. Apply RANSAC to remove any new out-
liers and keep the new coordinates within the previously found transformation.
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a: The input im-
age
b: Primary detec-
tion
c: Primary detec-
tion B/W mask
d: 1st iteration
e: 6th iteration f: 7th iteration g: 8th iteration h: Final result
Fig. 3: An example of growing the detection regions with hysteresis thresholding.
Add the new pixels to the matching list and update the transformation matrix.
Grow the detection regions by adding a new block located at the center of the
new matched pixel. Repeat this process until no more pixels can be added to
the primary detection. This region growing technique depends on the primary
detection of the strong features matching and the spatial information, to iter-
atively add one block to the edges of the primary detection. As illustrated on
Figure 3 the detection regions have been grown, which increased the F-measure
from 0.72 to 0.88.
5 Experiments
5.1 Dataset and Evaluation Method
We tested our method using the image database for Copy-Move Forgery Detec-
tion (CoMoFoD) [16]. CoMoFoD consists of 260 forged images categorized into
two categories (small 512× 512, and large 3000× 2000). The small category con-
sists of 200 original images with different types of forgery. We considered only
the small images in our work. In the small category, images are divided into 5
different groups according to the applied manipulations, as follows: translation,
rotation, scaling, distortion and a combination of all previous manipulations.
Moreover, various types of post-processing methods (e.g. blurring, brightness
change, color reduction, JPEG compression, contrast adjustments and added
noise), are applied to all forged images in each group. The total number of im-
ages in the small group is 10400 with different types of manipulations. We used
the F-measure [20] at the pixel level to evaluate the accuracy of our results.
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5.2 Experiment to detect CMF using SLIC
Fig. 4: (top to bottom, left to right) The input forged image, the Copy-Moved
objects, zoomed CMF areas segmented using SLIC with K=30, 55, 100 and 300.
In our initial work we tried to use superpixel segmentation as the basis for
detecting CMF; SLIC was applied, and a set of features was densely extracted
from each segment.
The size of duplicated objects can vary from one image to another, as they
can form a small or large part of an image. SLIC divides the image into irregular
blocks which exhibit state-of-the-art boundary adherence [1]. The required num-
ber of approximately similar-sized superpixels (K) is the parameter to control
the SLIC algorithm.
Problems with this approach are evident in Figure 4. When the SLIC method
is applied to this image it does not segment the Copy-Move objects (i.e. the two
ladies) consistently, due to differences between their backgrounds, which reveals
the unreliability of this approach.
So, instead of using SLIC to segment the image, we have used our proposed
method to segment the Copy-Move objects, see section 4.2, that is more consis-
tent than SLIC and produces better CMF detection results, see Figure 4 and
Figure 5.
5.3 Experiment to detect CMF with translation and post-processing
We used our suggested method to test 40 different images with plain CMF
(without post-processing), and obtained an F-measure=0.79, see table 1 and
Figure 5.3. Moreover, the proposed method is less complicated than the other
suggested methods [8] [13] which use segmentation; it takes about 45 seconds to
process one image.
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We tested our proposed method on 280 images with different types of post-
processing (image blurring, brightness change, colour reduction, JPEG compres-
sion, contrast adjustments and added noise), see Table 1.
a: input image b: Rolling Guidance image c: quantized image
d: primary detection mask e: RANSAC result f: final result after hysteresis
Fig. 5: An example of plain CMF detection3.
5.4 Experiment to detect CRMF and post-processing
Using rotation invariant features is the primary requirement of the Copy-Rotate-
Move Forgery (CRMF) detection. The Segment Gradient Orientation Histogram
(SGOH) is rotation invariant as each segment is rotated to its canonical orien-
tation before computing the weighted histogram.
The experimental work illustrated that the suggested algorithm can detect
rotated duplicated objects with acceptable performance. The algorithm detected
forgery on 35 images out of 40 with F-measure=0.71, see Table 1.
280 images with rotated duplicated objects and different types of post-processing
(image blurring, brightness change, colour reduction, JPEG compression, con-
trast adjustments and added noise) have been tested. The suggested algorithm
successfully detect forgery on 243 images. We have shown experimentally that
our proposed method is not affected by the post-processing methods and it can
detect forgery even on compressed or noisy images.
We found that the under-segmentation is the main reason that the proposed
algorithm cannot detect forgery on some images.
3True Positive (TP),True Negative (TN), False Positive (FP), False Negative (FN)
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a: input image b: Rolling Guidance image c: quantized image
d: primary detection mask e: RANSAC result f: final result after hysteresis
Fig. 6: An example of Copy-Rotate-Move Forgery detection3.
We compared our proposed method with Zernike moments(ZM) [21] [6] to
demonstrate the robustness of our method. Table 1 shows that Zernike moments
are not robust to post-processing, which confirms the results of figure 9 in [21]. In
contrast, our proposed method produces consistent results with post-processing.
Table 1: CMF/CRMF detection with post-processing.
Post-processing
Translation Rotation
F-measure
(SGOH)
F-measure
(ZM)[6]
F-measure
(SGOH)
F-measure
(ZM)[6]
Without
post-processing
0.79 0.88 0.71 0.68
Brightness Change
Range(0.01,0.8)
0.78 0.45 0.70 0.40
Contrast Adjustment
Range (0.01,0.8)
0.78 0.48 0.70 0.38
Colour Reduction
(32 intensity levels)
0.78 0.49 0.70 0.40
Image Blurring
(5× 5 average filter) 0.79 0.56 0.70 0.49
Adding Noise
(µ = 0, σ2 = 0.005)
0.69 0.63 0.64 0.61
JPG Compression
(quality factor=40)
0.78 0.60 0.69 0.62
6 Conclusions
In this paper, we considered Copy-Move forgery incorporating translation and
rotation. A new segmentation method was suggested to segment the Copy-Move
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objects in a more consistent way than SLIC. We obtained good results on trans-
lation and reasonable results with rotation.
The Segment Gradient Orientation Histogram (SGOH), which was inspired
by SIFT [9], was used to describe the gradient for each segment (irregular block).
The hysteresis technique was used to grow the detection region(s) and im-
prove the primary detection result. Also, our method can detect CMF in images
with blurring, brightness change, color reduction, JPEG compression, variations
in contrast and added noise.
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