Abstract. In this paper we consider a non-linear Schrödinger equation with a cubic nonlinearity and a multi-dimensional double well potential. In the semiclassical limit the problem of the existence of stationary solutions simply reduces to the analysis of a finite dimensional Hamiltonian system which exhibits different behavior depending on the dimension. In particular, in dimension 1 the symmetric stationary solution shows a standard pitchfork bifurcation effect, while in dimension 2 and 3 new asymmetrical solutions associated to saddle points occur. These last solutions are localized on a single well and this fact is related to the phase transition effect observed in Bose-Einstein condensates in periodical lattices.
Introduction
Atomic Bose-Einstein condensates (BECs) are described by means of nonlinear Schrödinger equations where the nonlinear term of the form |ψ| 2σ ψ, σ = 1, 2, . . ., represents the (σ + 1)-body contact potential [10] , where ψ is the condensate's wavefunction. In fact, BECs strongly depend by interatomic forces and the binary coupling term |ψ| 2 ψ usually represents the dominant nonlinear term, the nonlinear Schrödinger equation obtained for σ = 1 takes the usual form of the well-known Gross-Pitaevskii equation [11] .
The analysis of the time-dynamic of BECs is, in general, an open problem and few rigorous results has been given. Among the basic models for BECs the model with a symmetric external double-well potential plays an important role. Indeed, the explanation of some basic properties in such a relatively simple model will enable us to understand the fundamental mechanisms for a large family of BECs. For instance, the phase transition phenomenon we can observe for BECs in a periodic lattice can be explained as a result of the bifurcation effects we can already see in the relatively simple double well model. In particular, for BECs in a periodic lattice has been seen a transition from the superfluidity phase to the Mott-insulator phase when the effective nonlinearity parameter becomes larger than a critical value [2, 5, 7] . In particular, it turns out that such a transition is quite slow in onedimensional lattice, while it becomes very sharp in three-dimensional lattices.
We consider here the case where the external potential of the linear part of the Schroödinger equation has a double well shape. If the nonlinear term is absent then the linear Schrödinger equation has symmetric and antysimmetric eigenstates. However, the introduction of a nonlinear term, which usually models in quantum mechanics an interacting many-particle system, may give rise to asymmetrical states related to spontaneous symmetry breaking phenomenon. It has been already proved that for one-dimensional nonlinear Schrödinger equations with double-well potentials (see [6, 13] for the result obtained in the semiclassical limit, see also [9] in the limit of large barrier between the two wells) then the symmetric/antisymmetric stable stationary state bifurcates when the adimensional effective nonlinear parameter takes absolute value equal to a critical value.
In this paper we explore in detail the different pictures may occur in dimension 1, 2 and 3 for the stationary solutions of the Gross-Pitaevskii equation associated to the linear ground state. In dimension 1 the only situation can occur is the bifurcation of the symmetric stationary solution, where a branch of asymmetrical solutions appears and where these asymmetrical solutions are going to be gradually localized on a single well when the nonlinearity strength increases. In dimension 2 we have different kind of bifurcations. One kind of bifurcations is similar to the one already seen in dimension 1. Furthermore, new families of bifurcations appear, they are associated to the spontaneous symmetry breaking effect where a saddle point appears for a critical value of the nonlinearity strength. The stationary solutions on the branches raising from such a saddle point have the following peculiarity: they are mostly localized on just one well and thus the localization effect suddenly occurs when the nonlinearity parameter is around its critical value. A similar picture, with a more intricate sequence of bifurcations, occurs in dimension 3, too.
The different behavior between models in dimension 1 and in dimensions higher than 1 has an important physical consequences when we consider BECs in lattices. Indeed has been oberved that for BECs in lattices a transitions from a superfluidity phase to a Mott-insulator phase occurs when the nonlinearity strength reaches a critical values; in particular in dimension 1 the transition is smooth, while in dimension 3 the transition is sharp. In fact, such a different behavior is expected to be connected to the appearance, in dimension 2 and 3, of stationary solutions localized on a single lattice site as we have seen for double-well models.
The paper is organized as follows. In Section 2 we introduce the model. In Section 3 we consider the N -mode approximation for nonlinear Schrödinger operator with a lattice potential in any dimension d. In Section 4 we consider in more detail the N -mode approximation for double-well potential in any dimension. Finally, in Section 5 we numerically compute the stationary solutions of the N -mode approximation in dimension d = 1, d = 2 and d = 3 associated to the linear ground state.
Double-well model
Here, we consider the nonlinear Schrödinger (hereafter NLS) equation in the
where ǫ ∈ R and · denotes the L 2 (R d , dx) norm;
is the linear Hamiltonian with a lattice potential V (x). In the case of cubic nonlinearity where σ = 1 then (1) is usually called Gross-Pitaevskii equation. For the sake of definiteness we assume the units such that 2m = 1. The semiclassical parameter > 0 is such that ≪ 1. Let us introduce the assumptions on the lattice potential V (x).
is a smooth non-positive monotone notdecreasing function with compact support and such that f (0) < 0. In particular we assume that f ′ (0 + 0) = 0 and f
is a smooth function with compact support and with a non-degenerate minimum value at x = 0:
By construction the support of v(x) is a d-dimensional ball with center at x = 0 and radius a, for some a > 0. Let J m ∈ Z and K m ∈ Z, m = 1, 2, . . . , d be fixed and such that J m ≤ K m ; let
We then define a lattice potential as
where b > 0 is such that b > 2a. Hence, by construction, the lattice potential V (x) has exactly
similar wells with non-degenerate minima at x = x j , j ∈ J.
It is a well known fact ( [3] and Thm. 6.2.1 [4] ) that the Cauchy problem (1) is globally well-posed for any ǫ ∈ R small enough provided that
In such a case the conservation of the norm of ψ(x, t) and of the energy
follows.
Reduction to the N -mode approximation
Now, making use of the semiclassical analysis [8] we reduce the NLS equation (1) to a N -dimensional Hamiltonian system, usually denoted N -mode approximation, where N is the total number of lattice sites defined in (5) . We make use of the ideas already developed in the papers [1, 12] and adapted here to the case of a lattice potential (4) . Since the reduction method is similar to the one already exploited in [1, 12] then we don't dwell here on the details of the proof of the validity of the reduction to the N -mode approximation and simply we state the main results.
3.1. Semiclassical results. One of the mail tools in semiclassical analysis is the notion of Agmon distance. Let E ≥ v min be fixed, then the Agmon (pseudo-)distance, associated to the energy E, between two points x and y is defined as
where the inf is taken on the set of all regular paths γ connecting the two points x and y and where
. Let us consider the Agmon distance associated to the ground state energy, since the difference between the ground state energy and the minimum of the potential is of order O( ) then in the semiclassical limit we can choose E = v min ; in the following, for the sake of simplicity, let us denote
We then define the following two quantities
and
then, by construction of the lattice potential V (x), the following result holds true.
Lemma 1. Let j ∈ J and let ℓ ∈ J be such that |j − ℓ| = 1, then
is independent of j and ℓ, and
Proof. If |j − ℓ| = 1 then all the components of x j and x ℓ are equal, but one: e.g. j m = ℓ m for m = 2, . . . , d and j 1 − ℓ 1 = 1. Then, by construction it turns out that
proving (6) . Now, in order to prove (7) let
then, by construction, it follows that
where |x − x j | denotes here the usual distance in R d between two points x and x j . Hence, if |j − ℓ| > 1 then
and thus (7) follows.
Proof. Assume that s := ⌈j − ℓ⌉ = 0, otherwise j = ℓ and (9) immediately follows. Assume also, for argument's sake, that |j 1 − ℓ 1 | = s and that J m ≤ 0 ≤ K m for any m. By construction of the lattice potential it turns out that
hence, for any regular path γ connecting the two points x j and x ℓ , it follows that
3.2. N -mode approximation. Now, let H D be the Dirichlet realization of the Schrödinger operator formally defined on L 2 (B S (0), dx) by
where B S (0) is the ball with center at x = 0 and radius S > 2S 0 , as defined in (8) .
Since the bottom of v(x) is not degenerate, then the Dirichlet problem associated to the single-well trapping potential v(x) has spectrum σ(H D ) with ground state 
2 /2 . The bottom of the spectrum σ(H 0 ) of H 0 contains exactly N eigenvalues λ j , j ∈ J, such that
for any 0 < ρ < S 0 ; this result is a consequence of the fact that the multiple well potential V (x) is given by a superposition of N exactly equal wells displaced on a regular lattice. Furthermore
Let F be the eigenspace spanned by the eigenvectors ψ j associated to the N eigenvalues λ j . Then, the restriction H 0 | F of H 0 to the subspace F can be represented in the basis of orthonormalized vectors φ j , j ∈ J, such that
hence, the vector φ j (x) is localized in a neighborhood of the minima point x j . More precisely, in the semiclassical limit it follows that (for the proof we refer to Theorem 4.3.4 and Theorem 4.4.6 by [8] ).
Lemma 3. Up to an error of order O(
∞ e −S0/ ) the restriction H 0 | F of H 0 to the subspace F is represented in the basis φ j (x), j ∈ J, by the square matrix T defined as
where β is a quantity independent on the indexes and such that 1
Let ψ be the normalized solution of the NLS equation (1) . Then ψ may be written in the following form. Let Π be the projection operator on the space F , and let Π c = 1 − Π. If the initial state ψ 0 (x) = ψ(x, 0) is prepared on the space F spanned by the N ground state linear eigenvectors, that is ψ c (x, 0) = 0, where ψ c = Π c ψ , then it is possible to prove, by making use of ideas similar to the ones developed by [1, 12] , that ψ c (x, t) is exponentially small for times of order β −1 , that is
and that Πψ can be written in the form
where d j (t), j ∈ J, satisfy to the N -mode approximation for the NLS equation (1), which consists in to the following system of ODEs
with the normalization condition
where
is a real valued constant independent of j.
3.3.
Hamiltonian form of the N -mode approximation. If we set
then, by means of a straightforward calculation, it follows that (14) takes the Hamiltonian form
with Hamiltonian function
The normalization condition (15) takes the form
and the Hamiltonian function is a constant of motion, i.e.
for any t, t 0 = 0 is the initial instant.
3.4. Stationary solutions. Stationary solutions are the normalized solutions of (1) of the form ψ(x, t) = e iωt ψ(x). Concerning the study of the stationary solutions has been proved by [6] that for 1-dimensional double-well models then the 2-mode approximation gives the stationary solutions for the NLS (1), up to an exponentially small error; furthermore the orbital stability of the stationary solutions is proved. The same arguments may be applied to the general d-dimensional problem with lattice potential; that is the stationary solutions of N -mode approximation (14) and (15), for any N ≥ 2, give, up to an exponentially small error O(e −ρ/ ), for any 0 < ρ < S 0 , the stationary solutions of the NLS (1).
In terms of N −mode approximation (14) it consists in looking for the solution of the system of equations
As before, if we set d j = √ q j e iθj , then q j and θ j must be the solution of the system of equations 0 = ∂H ∂θj
Finally, if we set Ω = ω − λ D β and η = cǫ β then finally we get the equations for stationary solutions 0 = ℓ∈J:|j−ℓ|=1
Multi-dimensional double-well potential
We consider now the basic model of multi-dimensional double-well potentials, where the lattice potential has exactly 2 d wells, that is we assume that L m = 0 and K m = 1 for any m = 1, . . . , d. In this case the matrix T has a special form and its eigenvalues can be explicitly computed.
4.1. One-dimensional model. In such a case the potential V (x) is a simply double-well potential with minima points x 0 and x 1 and the matrix T := T 1 simply reduces to
4.2. Two-dimensional model. In such a case the potential V (x) has 4 wells with minima points
and the matrix T := T 2 reduces to
where 1 2 is the 2 × 2 identity matrix. The matrix T 2 has eigenvalues µ r and associated normalized eigenvectors v r , r = 1, . . . , 4, given by
4.3. Three-dimensional model. In the case of d = 3 then the potential V (x) has 8 wells with minima points
and the matrix T := T 3 reduces to
where 1 4 is the 4 × 4 identity matrix. The matrix T 3 has eigenvalues µ r and associated normalized eigenvectors v r , r = 1, . . . , 8, given by
wells with minima points
where j ′ ∈ {0, 1} d are the indexes of the model in dimension d. Then the matrix T d+1 has the following form
and it has 2 d+1 eigenvalues (counting multiplicity). We state now a general result. 
that is:
Then, the set of eigenvalues of T d+1 coincides with Σ d+1 . Furthermore, if mult(λ) denotes the multiplicity of the eigenvalue λ, then
Proof. From (24) we have that the eigenvalue equation for T d+1 is given by
If we assume for a moment that λ is not an eigenvalue of T d then from Schur's formula it follows that equation (25) becomes
from which follows that λ ∈ Σ d+1 if, and only if, λ ± β ∈ Σ d . Since Σ 0 = {λ D } has cardinality 1, then Σ d has cardinality (counting multiplicity) 2 d and, by induction, we have that if λ ∈ Σ d , then λ / ∈ Σ d+1 .
Remark 1. It is not hard to see that the ground state associated to the eigenvalues
λ = λ D − dβ of T d has normalized eigenvector v = 2 −d/2 , . . . , 2 −d/2 .
Analysis of the bifurcation of the ground state
Now, we are going to discuss in dimension 1, 2 and 3 how the ground state stationary solutions of the linear problem bifurcate when we introduce the nonlinear term.
5.1. One-dimensional model. The model in dimension 1 has been largely discussed in previous papers (see, e.g., [6] ), thus let us omit the details. In dimension d = 1 then (21) takes the form
and for η = 0 the above equation has ground state corresponding to
Now, we observe that all the solutions of (26) are such that q 1 = 0 and q 2 = 0. Indeed, if there exists a solution of (26) such that, for instance, q 1 = 0 and q 2 = 1 (or q 1 = 1 and q 2 = 0) at some η then d 1 = 0 and d 2 = 0 in contradiction with (19) for d = 1. Then stationary solutions are such that θ 1 = θ 2 or θ 1 − θ 2 = π and the equation that gives the stationary solutions that bifurcate from the linear ground state simply reduces to
First of all we remark that the problem is invariant under the reflection
Hence, asymmetrical solutions, if there exists, are doubly degenerate. If we set z = q 1 − q 2 ∈ (−1, +1), that is
and if we set χ = η 2 σ then equation (28) reduces to the form
and its solutions are given by -z = 0, which coincides with the symmetric solution (27); -for σ = 1, z = ± 1 χ χ 2 − 1, provided that χ < −1.
Therefore, for σ = 1 we have that the symmetric ground state solution bifurcates at η = −2 and the new asymmetrical solutions are such that (see Fig. 1 ) In conclusion, for η ≥ −2 the stationary solutions of equation (21) for the cubic (corresponding to σ = 1) one-dimensional double-well model are only given by the symmetric stationary solution (27). At η = −2 this solution bifurcates and the new solutions are asymmetrical. The transition from the symmetric stationary solution to the asymmetrical stationary solution is smooth. In particular, in Table  1 we collect the values for q 1 and q 2 corresponding to the asymmetric stationary solution; it turns out that the asymmetrical stationary solutions become gradually localized on only one of the two wells when |η| > 2 increases (see also Fig. 2 ). (11), localized on the single lattice cell x j . The asymmetrical solution is, for η close to the bifurcation point at η = −2, delocalized between both two wells; when |η| > 2 increases then the wavefunction is going to be fully localized on just one of the two wells.
Two-dimensional model. In such a case (21) takes the form
First of all we remark that for dimension d > 1 equations (31) admit solutions with q j = 0 for some j = 0; in such a case it turns out that the solutions of equations (21) By continuity, for η = 0 then the continuation of the solution v 1 will have all q j > 0 and θ j = θ ℓ , for any j, ℓ = 1, 2, 3, 4. In fact, if we assume that, for instance, θ 2 > θ 1 , then the first equation of (31) implies that θ 3 − θ 1 < 0 and the second one implies that θ 4 − θ 2 < 0; hence the third equation implies that θ 4 − θ 3 > 0, and, finally, we have a contradiction because of the fourth equation.
In conclusion, in order to find the bifurcations from the ground state solution we can restrict ourselves to study the following system of equations f j = 0, j = 1, . . . , 5, where
which always has a symmetric solution
Let us remark that the problem is invariant under the 8 transformation of the Dihedral group of the square. Hence, asymmetrical solutions, if there exist, are degenerate.
Then we look for the symmetric and partially symmetric solutions coming from the solution (33) by bifurcation. 5.2.1. Symmetric solutions -mirror symmetry. We look for the solutions such that q 1 = q 2 and q 3 = q 4 and similarly such that q 1 = q 3 and q 2 = q 4 . Under these conditions then equations (32) become
If we set z = 2(q 1 − q 3 ) ∈ (−2, +2), that is
then equation (34) takes the form (29), provided we set χ = η 4 σ , which has solutions -z = 0, which corresponds to the case (33); -for σ = 1, z = ± 
Symmetric solutions -point symmetry.
We look for solutions such that
Then equations (32) become
If, similarly to the previous case, we set z = 2(q 1 − q 2 ) ∈ (−2, +2) then such an equation takes the form(29) provided we set χ = η 2·4 σ , which has solutions -z = 0, which corresponds to the case (33); -for σ = 1, z = ± 1 η η 2 − 64 for η ≤ −8 which gives Ω = + 1 2 η. Thus, at η = −8 the solution (33) bifurcates again.
Partially symmetric solutions.
We consider now solutions such that
or similarly such that q 2 = q 3 and q 1 = q 4 . In such a case the numerical analysis of equation (32) shows that at η 2 crit = −3.5836 a saddle point occurs and the solution has two branches. One branch denoted as branch (a) is connected with the branch of solutions (33) at η = −4, while on the other branch, denoted as branch (b), Ω behaves like η (see Fig. 3 ). The relevant fact is that on the branch (b) the wavefunction is going to be well localized on only one well. For instance, at η = η 2 crit the value of q 2 is equal to 0.571, and at η = −3.95 the value of q 2 of the solution on the branch (b) is equal to 0.781, which means that the wavefunction is practically fully localized on the well around x (0,1) (see Table 2 for different values of η, see also Fig. 4 and 4) .
5.2.4.
Classification of the bifurcations. Bifurcation points are the solutions (q 1 , q 2 , q 3 , q 4 , Ω, η) of the system of equations (32) under the condition
where we denote q 5 = Ω. Bifurcations of the symmetric stationary solution (33) are the solutions of equation (38) In conclusion, for η > η 2 crit there exists only one solution and it is equally distributed on the four wells; once η reaches the value η 2 crit then two (families of) new solutions suddenly appears, and the solutions associated to the branch (a) of Fig. 3 are fully localized on a single well. This phenomenon is the opposite of the one observed in the one-dimensional model where the localization effect gradually occurs, in this case the localization effect suddenly occurs.
5.3. Three-dimensional model. By means of arguments similar to the discussed in §5.2 for two-dimensional models it turns out that bifurcations of the continuation of the symmetric solution v 1 in (23) of (21) are such that q j > 0 and θ j = θ ℓ for any j, ℓ = 1, 2, . . . , 8. That is, in order to find the bifurcation from the ground state solution we can restrict ourselves to study the following system of equations Table 2 . Here we report the numerical solutions of equations f j = 0, j = 1, 2, 3, 4, 5, associated to the two branches (a) and (b) raising from the saddle point at η = η 2 crit = −3.5836. We can see that the solutions associated to the branch (b) are going to be fully localized on just one well (in this case it is the well with center at x (0,1) . Figure 3 . In the left panel (3a) we plot the graph of Ω as function of η, and we observe 3 bifurcation points and 1 saddle point. In the right panel (3b) we zoom the picture around the saddle point (denoted by the circle point) and we name the two branches (a) and (b). On the branch (b) the wavefunction is going to be fully localized on just one well as |η| increases.
As in the previous cases in dimension 1 and 2, asymmetrical solutions, if there exists, ar degenerate because of the invariance of the model with respect to several transformations; in particular our model is invariant with respect to the 48 transformations of the achiral octahedral symmetric group isomorphic to S 4 × C 2 . crit the stationary solution is quite localized on just one well and the wavefunction corresponding to the branch (b) is going to be localized on the well around x (0,1) when |η| increases; on the other side the wavefunction corresponding to the branch (a) is going to be delocalized between the four wells as η approaches η = −4.
Among the symmetric and partially symmetric solutions coming from the solution (40) by bifurcation the first one we can observe are the two families of partially symmetric solutions such that q 2 = q 3 = q 5 and q 4 = q 6 = q 7 (41) Figure 5 . We plot the graph of Ω as function of η, and we observe 2 bifurcation points and 2 saddle point. On the branches (b) the wavefunction is going to be fully localized on just one well as |η| increases.
and such that
In particular (see Figure 5 ): 1. At η = η 5.4. Conclusion. As we can see in the the previous pictures and tables, there exists a fundamental difference between the one-dimensional model and the twoand three-dimensional models: the appearance of saddle points associated to branch of stationary solutions localized on a single well. This fact is the basic argument for the explanation of the phase transition from superfluidity phase to insulator phase. Indeed, in presence of stationary solutions associated to the ground state and localized in just one well we expect that the typical beating motion in symmetric potential does not work and thus the motion of the particle of the condensate between adjacent wells is forbidden. Since in dimension 1 the asymmetrical state Table 3 . Here we report the numerical solutions of equations (39) under conditions (41) associated to the two branches (a) and (b) raising from the saddle point at η = η Table 4 . Here we report the numerical solutions of equations (39) under conditions (42) associated to the two branches (c) and (d) raising from the saddle point at η = η 3 crit,2 = −7.1672. We can see that the solutions associated to the branch (d) are going to be fully localized on a couple of wells. becomes gradually localized on just one well when the nonlinear strength parameter increases, then the phase transition is quite slow. In dimension 2 and 3 we have the opposite situation, the asymmetrical ground states localized on just one well suddenly appear with the saddle points and then the phase transition is expected to be very sharp.
