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 LA QUALITÉ DE SERVICE DES SERVICES MULTIMÉDIA  
SUR LES RÉSEAUX  AD HOC SANS FIL À MULTI-SAUTS 
 
 
YOUNES, Nadine 
 
RÉSUMÉ 
 
Notre objectif est d’améliorer la performance d’un réseau mobile Ad Hoc à multi-sauts en 
essayant d’avoir une meilleure qualité de service en contrôlant le délai de bout en bout, la 
gigue des services multimédia et de plus réduire les pertes.  
 
En fait, nous ajouterons un correcteur d’erreurs de type FEC (Forward Error Correction), le 
Reed Solomon, au réseau MANET afin de minimiser le nombre d’erreurs causées par les 
différents problèmes tels que les problèmes des nœuds cachés et la réduction de la puissance. 
En outre, nous appliquerons le mode EDCA (Enhanced Distributed Channel Access) qui est 
un protocole d'accès au medium utilisé dans la norme IEEE 802.11e qui permet d’appliquer 
une différenciation de services sur les réseaux sans fils afin d’avoir une certaine QoS dans le 
réseau. 
 
Vu que les stations d’un réseau MANET sont réduites dans leur capacité de traitement, il est 
important d’utiliser le minimum de méthodes, à savoir la QoS seule, le FEC seul ou les deux 
de façon combinée qui apporteront la QoS requise.  
 
La simulation a été utilisée pour analyser le réseau MANET sous les conditions requérant la 
QoS et nous avons appliqué les méthodes mentionnées précédemment pour mesurer notre 
approche. Le logiciel utilisé est l’OPNET 14.0. Les résultats montrent une amélioration dans 
la performance du réseau.  
 
 
Mots clés : Réseaux mobiles Ad hoc (MANET), la correction d’erreurs FEC, La qualité de 
service QoS, EDCA, OPNET 
 
 QUALITY OF SERVICE OF MULTIMEDIA SERVICES  
IN MUTIHOP AD HOC WIRELESS NETWORK  
 
 
YOUNES, Nadine 
 
ABSTRACT 
 
Multimedia applications audio/video won popularity during the last years. The adaptation of 
these services in MANET requires a quality of service. The objective of this research is to 
improve the performance of a multi hop mobile Ad Hoc Network by having a better quality 
of service via controlling the end to end delay, the jitter of the multimedia services and 
moreover reducing the losses.  
 
In fact, we will add the Reed Solomon, a type of FEC (Forward Error Correction), to the 
MANET network in order to minimize the number of errors caused by the various problems 
such as the problems of the hidden nodes and power reduction. Moreover, we will apply the 
EDCA (Enhanced Distributed Channel Access) which is a medium Access Protocol in the 
IEEE 802.11e standard to apply the differentiation services in the wireless networks to have a 
QoS in the network.  
 
Considering the fact that the stations of a MANET network have a reduced capacity of 
treatment, it is important to use the minimum of methods such as FEC alone or QoS alone or 
both which insure the required QoS.  
 
Using simulation, we analyzed the MANET network under conditions that require QoS and 
we applied the methods mentioned previously to measure our approach. We used the 
software OPNET 14.0. The results show an improvement in the performance of the network.  
  
 
Key Words: Mobile Ad hoc Networks (MANET), Forward Error Correction FEC, Quality of 
Service QoS, EDCA, OPNET 
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 INTRODUCTION 
 
Au cours des dernières années, plusieurs types des communications sans fils ont été 
développés tels que les réseaux téléphoniques cellulaires, les réseaux Bluetooth, les réseaux 
locaux sans fils WLAN, les WiMAX, les réseaux Ultra Wideband (UWB), les réseaux Ad 
hoc mobiles (MANET). La plupart de ces réseaux sont des réseaux centralisés et ont besoin 
d’administrations centralisées et d’infrastructures coûteuses. Cependant, le réseau Ad hoc 
mobile, qui est un réseau distribué, auto-organisé et à multi sauts est un type différent de 
réseau qui a attiré une attention particulière ces dernières années (Chen, 2006).  
 
Un réseau Ad hoc mobile (MANET) est un système autonome constitué de nœuds mobiles 
reliés par des liens sans fils. Les nœuds du MANET jouent le rôle de routeurs, se déplaçant 
d’une façon aléatoire, et s'organisant arbitrairement. En conséquence, la topologie du réseau 
MANET peut changer rapidement et de manière imprévisible. Ce type de réseau est sans 
infrastructure et représente une option attractive pour connecter spontanément des terminaux 
mobiles. MANET est appliqué dans le domaine militaire ou dans des situations de secours 
parce qu’il permet l'établissement d'un réseau de transmission à très court terme et à un coût 
très bas. Cependant, le réseau MANET est limité par différentes contraintes telles que la 
largeur de bande, le délai, la mobilité, etc. 
 
Les applications multimédia  (voice communication, video-on-demand, video conferencing, 
etc..) deviennent, de plus en plus, un besoin essentiel dans la vie quotidienne et leur 
popularité augmente rapidement, ce qui rend le support de la qualité de service (QoS) dans 
les réseaux MANET une tâche nécessaire. Parce que sans QoS, le multimédia fait 
concurrence aux données pour la bande passante, ce qui rend mauvaise la qualité de l’image 
et de la voix.  
 
Afin de supporter la QoS dans MANETs, le réseau doit optimiser un ensemble de métriques, 
tel que le délai, la gigue, la largeur de bande, le taux de livraison de paquet, etc. Cependant, 
dans MANET, le problème de nœud caché, la nécessité de partager les ressources de canal, 
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l'organisation distribuée du réseau et la topologie dynamique apportent des défis importants à 
l’offre de la QoS.  
 
Actuellement, il n’y a pas encore de protocole standard de qualité de service adapté aux 
spécificités du MANET, malgré tous les travaux qui ont été effectués. Par ailleurs, la garantie 
de la QoS dans un réseau mobile comme MANET est très délicate.  
 
En outre, la nature active des stations MANETs, cause des pertes de paquet ce qui influence 
la fiabilité des communications. Alors, la réduction de ces pertes devient un défi pour 
supporter des services multimédia dans les réseaux Ad hoc mobile.   
 
Comme le signal multimédia est bien sensible au délai, à la perte de l’information et aux 
erreurs de bit de canal sans fil, notre objectif est d’améliorer la performance d’un réseau 
mobile Ad Hoc à multi-sauts en essayant d’avoir une meilleure qualité de service en 
contrôlant le délai de bout en bout, la gigue des services multimédia et de plus de réduire les 
pertes. En fait, nous ajouterons un correcteur d’erreurs de type FEC (Forward Error 
Correction), le Reed Solomon, au réseau MANET afin de minimiser le nombre des erreurs, 
dans le réseau, causées par les différents problèmes tels que les problèmes des nœuds cachés 
et la réduction de la puissance. Le code Reed Solomon a des propriétés de correction 
d’erreurs excellente et il est robuste contre les pertes des séquences des erreurs des bits. En 
outre, nous appliquerons l’EDCA qui est un protocole d'accès au medium utilisé dans la 
norme IEEE 802.11e qui permet d’appliquer une différenciation de services sur les réseaux 
sans fils afin d’avoir une certaine QoS dans le réseau. 
 
Vu que les stations sont réduites dans leur capacité de traitement, il est important d’utiliser le 
minimum de méthodes qui apporteront la QoS requise. En d’autres termes, de voir si toujours 
il faut utiliser les deux méthodes (FEC et QoS) à la fois ou l’une d’entre elles suffira dans 
certain cas.  
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La simulation a été utilisée pour analyser le réseau MANET sous les conditions requérant la 
QoS et nous avons appliqué les méthodes mentionnées pour mesurer notre approche.  
 
Afin d’étudier la QoS des services multimédia dans le réseau Ad hoc mobile MANET, nous 
comparerons les résultats obtenus des différents scénarios simulés sous le logiciel OPNET 
d’un réseau MANET avec ou sans l’ajout de la correction d’erreurs (Forward Error 
Correction: FEC) et avec ou sans l’application de la QoS (l’EDCA). La comparaison va se 
faire en variant, chaque fois, un paramètre tel que la mobilité ou la puissance, et en ajoutant 
un background traffic de différents niveaux.   
 
Le premier chapitre de ce mémoire définit les réseaux mobiles Ad hoc (MANET), ses 
caractéristiques et les différents protocoles de routage. Le deuxième chapitre abordera la 
qualité de service, les applications multimédia et les codes Reed Solomon. La revue de la 
littérature sera traitée dans le troisième chapitre. Dans le quatrième, nous décrirons les 
différents scénarios à simuler, alors que le cinquième présentera les résultats et les analyses 
des simulations.  
 
 
 CHAPITRE 1 
 
 
LES RESEAUX MOBILES AD HOC (MANET) 
Au cours de ce chapitre, nous ferons une brève description du réseau Ad hoc Mobile 
(MANET), ses caractéristiques, ses problèmes et ses protocoles de routage. 
 
1.1 Réseau mobile Ad Hoc (MANET) 
MANET ou Mobile Ad-hoc NETworks, est le nom d'un groupe de travail de l'IETF (Internet 
Engineering Task Force) qui a été créé en 1998/99 et se charge de standardiser des 
protocoles de routage basés sur la technologie IP pour les réseaux Ad hoc, mobiles ou non. 
Une définition formelle de ce réseau MANET est donnée dans le RFC 2501 (Corson et 
Macker, 1999). 
 
 
Figure 1.1   Le mode Ad hoc. 
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Un réseau mobile Ad hoc (MANET) est constitué d’un groupe de nœuds mobiles sans fil, qui 
peut former un réseau dynamique et échanger des données sans aucune infrastructure 
antérieure. Ces nœuds peuvent être dans des avions, des bateaux, des camions, des voitures, 
et même sur des personnes ou sur des très petits éléments. La Figure 1.1 montre un exemple 
du mode Ad hoc.  
 
Le but des MANET est d'étaler la mobilité aux domaines mobiles, sans fil et autonomes, où 
l'ensemble des nœuds (qui peuvent être soit des routeurs, soit des hôtes), forment eux-mêmes 
une infrastructure de routage dans un réseau Ad hoc.  
 
Les nœuds de MANET sont constitués des émetteurs et des récepteurs sans fil munis des 
antennes qui peuvent être omnidirectionnelles (diffusion), strictement directionnelles (point-
à-point), possiblement orientables, ou une combinaison de tout ça. À un moment donné, 
dépendamment de la position des nœuds, de la configuration de leur émetteur-récepteur, des 
niveaux de la puissance de transmission et de l’interférence entre les canaux, une 
connectivité sans fil existe entre les nœuds sous forme de graphe multi-sauts aléatoire ou de 
réseau Ad hoc.  
 
La Figure 1.2 montre le principe de la transmission dans un contexte des réseaux Ad hoc où 
les informations passent du nœud N1 à N3 à travers le nœud intermédiaire N2. Le cercle est 
la zone de la couverture du nœud.  
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Figure 1.2   Le principe de transmission dans un réseau Ad hoc.  
 
1.2 Caractéristiques des réseaux Ad hoc mobiles  
D’après (Corson et Macker, 1999), les réseaux mobiles Ad hoc sont caractérisés par des 
propriétés particulières. Chaque propriété est considérée dans la littérature comme étant une 
problématique en soi :  
a-   L’absence de l’infrastructure : les réseaux Ad hoc se distinguent des autres réseaux 
mobiles par l’absence de l’infrastructure fixe et par leurs contrôles décentralisés.  
b-   Les topologies dynamiques : les nœuds sont libres de se déplacer aléatoirement, alors la 
topologie du réseau précisément le multi-saut peut changer d’une façon brusque et rapide, 
et peut être constituée de liaisons unidirectionnelles et bidirectionnelles en même temps.  
c-   La bande passante limitée et des liens à débits variables : les liens sans fil posséderont 
toujours une capacité inférieure à leurs homologues câblés. L’utilisation des méthodes de 
partage du canal radio (accès multiple) influence directement la bande passante réservée à 
un terminal Ad hoc.   
d-   Utilisation limitée de l’énergie : l’alimentation des nœuds se reposent sur des batteries ou 
d’autres sources d’énergie limitées. Cette alimentation limitée demande de prendre en 
considération l’optimisation de la conservation de l'énergie.   
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e-   Sécurité physique limitée : les réseaux sans fil mobiles sont généralement plus 
vulnérables à des attaques que les réseaux câblés fixes. En effet, la sécurité est nécessaire 
à la démocratisation des réseaux MANET. 
f-   Qualité des liaisons variables : à cause du bruit et des interférences entre les nœuds, la 
qualité des liaisons peut varier.  
 
1.3 Réseau Ad hoc sans fil : Principes de fonctionnement  
Dans ce paragraphe, nous présenterons le principe de fonctionnement du réseau Ad hoc 
mobile selon (Chakrabarti et Mishra, 2004). 
 
La Figure 1.3 représente un réseau Ad hoc à multi-sauts. Le nœud mobile A communique 
avec un autre nœud B directement (simple-saut) lorsqu'un canal radio avec des 
caractéristiques de propagation suffisantes est disponible entre eux. Autrement, la 
communication multi-sauts, dans laquelle au moins un nœud intermédiaire doit 
nécessairement agir comme un routeur entre la source et la destination. Par exemple, il n'y a 
pas un canal radio direct (montré par les lignes) entre A et C ou A et E dans la Figure 1.3. 
Les nœuds B et D doivent servir comme des routeurs intermédiaires à la communication 
entre A - C, et A - E, respectivement. En effet,  les réseaux Ad hoc se distinguent par la 
capacité de tous ces nœuds à fonctionner comme des routeurs sur demande. Afin d’empêcher 
que les paquets traversent les chemins infiniment longs, une condition essentielle pour 
choisir un chemin est que ce dernier doit être sans boucle (loop-free). Un chemin loop-free 
entre une paire de nœuds s'appelle une route.  
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Figure 1.3   Exemple d’un réseau Ad hoc.  
Tiré de Chakrabarti et Mishra (2004, p. 132)  
 
 
Un réseau Ad hoc commence par au moins deux nœuds annonçant leur présence (beaconing) 
avec leur information d'adresses respectives. Si le nœud A peut établir une communication 
directe avec le nœud  B (Figure 1.3), vérifiée en échangeant les messages appropriés de 
commande entre eux, les deux mettent à jour leurs tables de routage. Quand un troisième 
nœud C joint le réseau avec son signal beacon, deux scénarios sont possibles. Dans le 
premier, A et B déterminent que la communication simple-saut avec C est possible. Dans le 
deuxième, seulement un des nœuds, soit B, identifie le signal beacon de C et établit la 
communication directe avec C. Ensuite, les mises à jour distinctes de la topologie, qui sont 
constituées des mises à jour des adresses et des routes, sont faites dans chacun des trois 
nœuds immédiatement. Dans le premier cas, toutes les routes sont directes. Dans le deuxième 
scénario, tel qu’illustré dans la Figure 1.4, la mise à jour de la route se produit d'abord entre 
B et C, puis entre B et A, et ensuite de nouveau entre B et C, confirmant la connexion 
mutuelle entre A et C par l'intermédiaire du B. 
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Figure 1.4  Bringing up an Ad hoc network.  
Tiré de Chakrabarti et Mishra (2004, p. 133) 
 
La mobilité des nœuds peut changer les connexions en temps réel, exigeant des mises à jour 
des routes. Supposons que pour quelque raison, le lien entre B et C n'est plus disponible 
suivant la Figure 1.4. Les nœuds A et C sont encore accessibles entre eux, bien que cette fois 
seulement par l'intermédiaire des nœuds D et E (Figure 1.3). D'une manière équivalente, la 
route loop-free originale [A ↔ B ↔ C] est maintenant remplacée par la nouvelle route loop-
free [A ↔ D ↔ Ε ↔ C]. Tous les nœuds dans le réseau doivent mettre à jour ses tables de 
routage appropriées pour refléter ce changement de la topologie, qui sera détecté d'abord par 
les nœuds B et C, puis transmis à A et à E, ensuite à D.  
 
La connexion entre les nœuds peut être encore changée pour d'autres raisons. Par exemple, 
un nœud peut errer trop loin hors de la portée de transmission, sa batterie peut être épuisée, 
ou il peut être susceptible au mal fonctionnement de logiciel ou de matériel. Comme plus de 
nœuds joignent le réseau ou quelques nœuds existants quittent, les mises à jour de la 
topologie deviennent plus nombreuses, complexes, et plus fréquentes, ce qui  diminue les 
ressources du réseau disponibles pour échanger l'information d'utilisateur. 
La découverte d'un chemin loop-free comme une route légitime entre une source et une 
destination peut devenir impossible si la topologie du réseau change trop fréquemment. Ici, 
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« trop fréquemment » signifie qu'il n'y avait pas assez de temps pour faire propager, à tous 
les nœuds pertinents, toutes les mises à jour de la topologie résultantes des derniers 
changements, ou plus mauvais, avant la détermination de tous les chemins loop-free qui 
s’adaptent aux derniers changements de la topologie. La capacité de la communication 
dégrade avec l’accélération de la vitesse, à cause de la connaissance de la topologie du réseau 
qui devient de plus en plus inconsistante.  
 
L'environnement sans fil partagé des réseaux Ad hoc mobiles exige l'utilisation des 
protocoles appropriés du MAC (Medium Access Control) pour atténuer les issues de 
contention de medium, permettre l'utilisation de la largeur de bande limitée, et résoudre les 
problèmes des terminaux cachés et exposés (Chakrabarti et Mishra, 2004). 
 
1.3.1 Le problème des stations cachées 
Il s’agit d’un problème très connu dans les protocoles basés sur la contention comme Pure  
ALOHA, Slotted ALOHA, CSMA1, IEEE 802.11, etc. 
 
Lorsque deux nœuds cachés l’un de l’autre (hors de la portée de la transmission) essaient de 
transmettre de l’information au même nœud de réception, par conséquent une collision de 
données se produit à la réception (Toh, 2002). Soit le scénario de la Figure 1.5, où une 
barrière empêche le nœud B de recevoir la transmission de D, et vice versa, ou, B et D ne 
peuvent pas s’entendre. La « barrière » ne doit pas être physique; la distance assez grande 
séparant deux nœuds est la « barrière » qui peut se produire fréquemment dans les réseaux 
Ad hoc. Le nœud C peut « entendre » B et D. Quand B transmet à C, D qui ne peut pas 
« entendre » B, peut aussi transmettre à C, ce qui entraîne une collision et expose le problème 
du terminal caché. Dans ce cas-ci, B et D « sont cachés » l’un de l’autre (Chakrabarti et 
Mishra, 2004). 
 
                                                 
1 CSMA Carrier Sense Multiple Access  
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Figure 1.5   Exemple du problème des stations cachées.  
Tiré de Chakrabarti et Mishra (2004, p. 134)  
 
Pour éviter la collision, tous les nœuds voisins au récepteur doivent être informés que le 
canal est occupé. Ce qui peut être atteint par un protocole simple d'échange de message. 
Quand D souhaite transmettre à C, il envoie d'abord un message RTS (Request to Send) à C.  
Dans la réponse, C annonce un message CTS (Clear-To-Send) qui est reçu par B et D. 
Puisque B a reçu le message de CTS non sollicité, B sait que C accorde la permission 
d'envoyer à une borne cachée et par conséquent s'abstient à la transmission. Lors de la 
réception du message CTS de C en réponse à son message RTS, D transmet son propre 
message.  
 
Notons que la méthode RTS-CTS n’est pas une solution parfaite pour le problème de nœud 
caché. Parce qu’il y aura des cas où des collisions se produisent quand les messages de 
contrôle RTS et CTS sont envoyés par des nœuds différents. Pour plus de détails voir (Toh, 
2002). 
 
 
 
 
12 
1.3.2 Le problème des stations exposées  
La transmission des données des nœuds voisins peut empêcher un nœud de transmettre aux 
autres nœuds. Il s’agit d’un problème des nœuds exposés. Un nœud exposé est un nœud dans 
la portée de transmission de l’émetteur mais hors de la portée du récepteur (Toh, 2002). Soit 
l’exemple de la Figure 1.6, quand C transmet à D. Puisque B peut « entendre » C et B  n’a 
aucun moyen de savoir que la transmission qu’elle veut engager avec A n’entrainerait pas de 
collision, alors B ne peut pas risquer de transmettre à A par crainte de causer une collision à 
C, alors B « est exposé » au C. 
 
 
A B C D
 
Figure 1.6   Exemple du problème des stations exposées. 
 
La solution du problème de nœud exposé est l’utilisation des canaux de contrôle et de 
données de façon séparée ou l’utilisation des antennes directionnels (Toh, 2002). 
 
1.4 Les applications des réseaux Ad hoc mobiles  
Quelques applications de la technologie MANET peuvent inclure des applications 
industrielles et commerciales, entraînant des échanges de données. En plus, des applications 
lors de catastrophes naturelles (tremblement de terre, désastre naturel, etc) pour la mise en 
communication d'unités de secours sur des zones larges. Il y a aussi des applications 
militaires pour assurer la liaison entre les différentes unités d'une armée. Les réseaux 
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MANET peuvent être utilisés au niveau local pour faire un réseau multimédia autonome 
instantané à l'aide des ordinateurs portables ou des PDA (Personal Digital Assistant) dans 
une conférence ou une salle de classe (par exemple). Les réseaux Ad hoc sont utilisables 
aussi comme des réseaux de capteurs (sensor-networks) où les nœuds détiennent des 
capteurs, par exemple de température, et une autre application des MANET est dans les 
réseaux domestiques (home networks). 
 
1.5 Le routage dans les réseaux Ad hoc  
Le routage est une méthode d'acheminement des informations à la bonne destination à travers 
un réseau donné. Le rôle de routage est de déterminer un acheminement optimal des paquets 
à travers le réseau selon un certain critère de performance.  
 
La zone de couverture radio est limitée, par conséquent les informations dans les réseaux Ad 
hoc peuvent exigées plusieurs sauts pour être transportées. Alors, le routage devient un 
mécanisme indispensable pour supporter la transmission radio multi-sauts. Les nœuds des 
réseaux Ad hoc changent fréquemment de position d’une façon aléatoire et imprévisible, ce 
qui aboutit à des interruptions et des ruptures brusques des liaisons.  
Pourtant, les changements rapides de la topologie dans les réseaux Ad hoc demandent des 
protocoles de routage spéciaux qui s’adaptent facilement. 
En fait, des protocoles de routage pour les réseaux Ad hoc ont été développés dans le cadre 
du groupe de recherche MANET de IETF (Internet Engineering Task Force). 
Pour évaluer les performances d'un protocole de routage, nous avons besoin des mesures  
qualitatives et quantitatives simultanément. Ces métriques doivent être indépendantes de tous 
les protocoles de routage existants. Les propriétés qualitatives souhaitables sont : le 
traitement distribué, la liberté de bouclage, le traitement basé sur la demande, le traitement 
proactif dans certains contextes, la sécurité, le traitement des périodes de "sommeil" et le 
support des liaisons unidirectionnelles. Cependant, les unités quantitatives requises sont : le 
flux et le délai de données de bout en bout, le temps d'acquisition d'itinéraires, le pourcentage 
de réception dans le mauvais ordre, l’efficacité. De plus, il faut considérer le contexte du 
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réseau dans lequel les performances du protocole sont mesurées. Les paramètres essentiels 
sont : la taille du réseau, la connectivité du réseau, le taux de changement de topologie, la 
capacité des liaisons, le taux de liaisons unidirectionnelles, le type de trafic, la mobilité, et le 
ratio et la fréquence des périodes de sommeil des nœuds. En outre, il apparaît important que 
toute conception de protocole de routage doit étudier les problèmes suivants :  
• Minimiser la charge du réseau ;  
• Offrir un support pour pouvoir effectuer des communications multi-sauts fiables ;  
• Assurer un routage optimal ;  
• Offrir une bonne qualité concernant le délai (Corson et Macker, 1999). 
 
Selon la façon de la création et de la maintenance des routes lors de l'acheminement des 
données, ces protocoles sont divisés en deux catégories : 
• Les protocoles proactifs ; 
• Les protocoles réactifs.  
 
1.5.1 Protocoles de routage proactifs 
Les protocoles de routage proactifs sont basés sur la même philosophie des protocoles de 
routage utilisés dans les réseaux câblés traditionnels tels que les protocoles d’état de lien 
(Link State) et ceux du vecteur de distance (Distance Vector). Ce type de protocoles exige 
une mise à jour périodique des tables de routage. Exemples de ces protocoles: DSDV 
(Destination Sequenced Distance Vector Routing), OLSR (Optimized Link State Routing), 
CGSR (Clusterhead Gateway Switch Routing) et WRP (Wireless Routing Protocol). Les 
deux premiers protocoles DSDV et OSLR seront détaillés dans les paragraphes suivants.  
 
Le protocole de routage  DSDV   
Le protocole DSDV ou (Destination Sequenced Distance Vector), développé en 1994 par    
C. Perkins, est basé sur l'algorithme distribué de Bellman-Ford en rajoutant quelques 
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améliorations. Chaque station mobile maintient une table de routage qui contient toutes les 
destinations possibles, le nombre de sauts nécessaire pour atteindre la destination et le 
numéro de séquences qui correspond à un nœud destination. La mise à jour de la table de 
routage dépend des deux paramètres qui sont la période de transmission et les événements. 
La mise à jour du paquet contient le nouveau numéro de séquence incrémenté du nœud 
émetteur ainsi que l'adresse de la destination, le nombre de sauts et le numéro de séquence 
tels qu'ils ont été écrits par la destination pour chaque nouvelle route.  Le DSDV élimine les 
deux problèmes de boucle de routage "routing loop", et celui du "counting to infinity". Le 
DSDV éprouve quelques désavantages : il demande une mise à jour régulière de ses tables de 
routage, ce qui réduit l'efficacité de la largeur de bande. Toutefois, dans ce protocole, le 
nœud mobile doit attendre jusqu'à ce qu'il reçoive la prochaine mise à jour initiée par la 
destination, afin de mettre à jour la table de routage. De plus, il n'est pas approprié au très 
grand réseau c’est à dire qu’il n’est pas mis à l’échelle. Ainsi, il n'est pas adapté pour les 
réseaux fortement dynamiques. La Figure 1.7 illustre un exemple d’un réseau Ad hoc 
constitué de 5 nœuds (de R1 à R5) et le Tableau 1.1 montre la table de routage du nœud R1.   
 
 
Figure 1.7   Exemple de réseau mobile Ad hoc. 
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Tableau 1.1    La table de routage du nœud R1 
 
Destination Nombre de sauts Prochain nœud Numéro de séquence
R1 0 R1 1 
R2 1 R2 4 
R3 2 R2 5 
R4 1 R4 6 
R5 1 R5 3 
 
Le protocole OLSR  
Le protocole OLSR  (Optimized Link State Routing), développé pour les réseaux MANETs, 
est le sujet du RFC 3626. Il est basé sur la méthode "état de lien" et permet d'éch anger des 
informations sur la topologie du réseau avec les autres nœuds. OLSR utilise le principe du 
relais multipoints MPR (MultiPoint Relays). Tous les nœuds du réseau envoient des 
messages "HELLO" pour déterminer la nature des liens qui les relient et découvrir 
l’ensemble du réseau. Ensuite, ces messages « HELLO » transmettent l'état et le type de lien 
entre l'expéditeur et chaque nœud voisin puis ils spécifient le MPR choisi par l'expéditeur. 
Ces nœuds particuliers MPR expédient des messages de diffusion pendant le processus 
d'inondation et produisent les messages d’état de lien. 
 
1.5.2 Protocoles de routage réactifs 
Les protocoles de routage réactifs créent et maintiennent les routes selon les besoins. 
Lorsqu’une route est demandée, une procédure de découverte globale est lancée par la source 
afin de trouver le meilleur chemin. Exemples des protocoles réactifs : Dynamic Source 
Routing (DSR), Ad hoc On-Demand Distance Vector Routing (AODV), Temporally-Ordered 
Routing Algorithm (TORA), Associativity-Based Routing (ABR) et Signal Stability Routing 
(SSR). Dans ce qui suit, nous écrivons en détails les deux protocoles DSR et AODV. 
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Le protocole de routage DSR     
Le protocole "Routage à Source Dynamique" (DSR : Dynamic Source Routing protocol), est 
basé sur la technique de routage par la source, sujet du RFC 4728 (Février 2007). La source 
des données détermine la séquence complète des nœuds intermédiaires par lesquels les 
informations vont transiter. Quand un nœud veut envoyer des données, il diffuse un paquet 
requête « route request » qui contient un champ permettant d’enregistrer tous les nœuds qu’il 
va visiter jusqu’à l’atteinte de la destination. En cas de découverte d’une route, la source 
reçoit un paquet réponse de la route « route reply » qui contient la séquence des nœuds 
traversés. Ensuite, la source insère la séquence de nœuds de la route reconnue dans l’entête 
de tous les paquets qu’il désire transmettre. Dans ce cas, les nœuds intermédiaires jouent un 
rôle de simple relayeur d’information. À la réception d’un paquet, chaque nœud supprime 
son adresse de la séquence de nœuds contenue dans l’entête, puis l’achemine au nœud 
suivant dans la séquence. 
 
Figure 1.8 et la Figure 1.9  illustrent le fonctionnement de la découverte de route, notons que 
le nœud R1 est la source et le nœud R6 est la destination.  
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Figure 1.8   La détermination d’une       
route selon DSR. 
 
Figure 1.9   Le renvoi du chemin calculé. 
 
 
 Le protocole DSR exécute une procédure de maintenance de routes afin d'assurer la validité 
des chemins utilisés. Un message erreur de route « route error » est envoyé à l'émetteur 
original du paquet, lors de la détection d’un problème majeur. Ce message contient l'adresse 
du nœud qui a détecté l'erreur et celle du nœud suivant dans le chemin. Lorsque le nœud 
source reçoit ce message d’erreurs, le nœud concerné par l'erreur est supprimé du chemin 
sauvegardé, et tous les chemins contenant ce nœud sont coupés à ce point là. Ensuite, 
l'émetteur initie une nouvelle opération de découverte de routes vers la destination.  
 
Les paquets de données contiennent toutes les décisions de routage ce qui résulte que les 
nœuds intermédiaires n'aient pas besoin de maintenir les informations de mise à jour pour 
envoyer les paquets de données. Dans ce protocole, il n’y a pas de boucle de routage, parce 
que la route entre la source et la destination est une partie des paquets de données envoyés.  
 
Le protocole de routage AODV  
Le protocole AODV (Ad-hoc On Demand Vector Distance), sujet du RFC 3561, représente 
une amélioration de l'algorithme DSDV (déjà discuté) et il peut être aussi vu comme un 
hybride des protocoles DSDV et DSR. Il est prévu pour être utilisé par les réseaux Ad hoc 
mobiles.  L’amélioration par rapport au DSDV réside dans le fait que, le protocole AODV 
permet de mettre à jour la table de routage d’un nœud sans que celui-ci ait à communiquer 
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avec tous ses voisins ce qui diminue considérablement le nombre de paquets diffusés dans le 
réseau. L'AODV utilise le principe des numéros de séquence pour maintenir la consistance 
des informations de routage. Comme dans le DSR, l'AODV utilise le principe d’inondation 
pour trouver une route vers une certaine destination en envoyant un paquet RREQ « route 
request ». Cependant, contrairement au DSDV, chaque nœud recevant ce paquet prépare une 
entrée dans sa table de routage afin de pouvoir rediriger plus tard les paquets qu’ils recevront. 
Le paquet RREQ contient dans le champ « numéro de séquence destination » le dernier 
numéro de séquence associé à la destination. Ce numéro est recopié de la table de routage.   
Si ce numéro n’est pas connu, la valeur nulle ne sera prise par défaut. Afin de maintenir des 
routes consistantes, une transmission périodique du message "HELLO" est effectuée. Un lien 
est considéré défaillant, si trois messages "HELLO" ne sont pas reçus consécutivement à 
partir d'un nœud voisin. Le protocole AODV ne présente pas de boucle de routage et évite le 
problème "counting to infinity" de Bellman-Ford, ce qui offre une convergence rapide quand 
la topologie du réseau Ad hoc varie.  
Notons qu’il existe aussi des protocoles hybrides qui utilisent l’une ou l’autre des deux types 
des protocoles selon le cas comme le protocole ZRP (Zone Routing Protocol). 
 
1.5.3 La puissance  
La distance maximale de communication entre deux nœuds de WLAN est une fonction de 
trois paramètres: la puissance de transmission de l’émetteur, le modèle de propagation de 
perte de route “path-loss”, et le seuil de la puissance de réception (sensibilité du récepteur) 
du nœud de réception. La norme IEEE 802.11 limite la distance entre les nœuds de WLAN à 
300 mètres.  
 
Par conséquent, les réseaux de WLAN qui se prolongent au delà de 300 mètres pourraient 
encourir une dégradation de performance dans l'algorithme de MAC de WLAN (OPNET 
documentation).  
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Afin de créer des problèmes dans le réseau de simulation, nous avons éloigné la destination 
de la source et nous avons diminué la puissance des stations pour affaiblir le signal entre la 
source et la destination et produire des situations d’erreurs dans le réseau pour bien montrer 
l’effet de FEC.   
1.5.4 La qualité de service dans MANET  
À cause de ses topologies dynamiques, ses capacités de traitement et ses bandes passantes 
limitées, les MANET exigent des contraintes additionnelles à celles des réseaux filaires. 
L’accroissement des services multimédia dans les réseaux mobiles Ad hoc, les forts besoins de 
garantir la qualité de service et les contraintes particulières de ces réseaux ont amené à 
développer des protocoles et des modèles de qualité de service (QoS) dédiés pour les réseaux 
Ad hoc.  
 
Avant d’aborder la qualité de service dans les réseaux Ad hoc, il faut, tout d’abord, définir la 
qualité de service qui sera le sujet du prochain chapitre.  
 
 CHAPITRE 2 
 
 
LA QUALITÉ DE SERVICE (QoS) 
Dans ce chapitre, nous définirons la notion de la qualité de service et les contraintes qu’elle 
affronte dans les réseaux mobiles Ad hoc. Nous présenterons aussi les modèles d’architecture 
de la QoS qui sont le DiffServ et l’IntServ et le FQMM. De plus, nous exposerons quelques 
protocoles de la couche MAC dans WLAN. En outre, nous décrirons les services multimédia 
et ses différentes contraintes. À la fin de ce chapitre, nous aborderons le code Reed Solomon 
qui est un type de correction d’erreurs FEC (Forward Error Correction). Ce code sera utilisé 
dans nos simulations comme vous pouvez le constater dans les chapitres qui suivent. 
 
2.1 Qu'est ce que la QoS ? 
La qualité de service ou QoS (quality of service) est une expression qui n’a pas toujours été 
clair. Son but, selon www.cisco.com, est de fournir le meilleur et le plus prévisible service de 
réseau en fournissant une bande passante réservée, une gigue et un délai contrôlés, et en 
améliorant les caractéristiques des pertes de paquets. Nous pouvons donc dire que la QoS est 
un ensemble d'outils qui permet de mieux gérer et contrôler le réseau en réglant la bande 
passante, le délai, la gigue et la perte de paquets. En général, la qualité de service 
n’appartient pas à une couche particulière mais elle demande des efforts coordonnés de 
toutes les couches. 
2.1.1 La bande passante 
L’augmentation de la capacité de la bande passante résout les problèmes de congestion mais 
c’est une solution à court terme, très couteuse et ne garantit pas une qualité de service QoS 
pour le trafic exigeant comme la VoIP et la vidéoconférence. De plus, elle permet que toutes 
les applications reçoivent le même traitement ce qui ne protège pas le trafic critique de 
l'entreprise contre des nouvelles applications.  
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Les outils de QoS qui affecte la bande passante  
La compression améliore la bande passante en comprimant les entêtes ou les données 
significatives et en réduisant le nombre de bits total requis pour transmettre des données. Le 
contrôle d’admission affecte aussi la bande passante en diminuant la charge introduite dans le 
réseau en rejetant les nouveaux appels de la voix et de la vidéo. En outre, la mise en file 
d’attente affecte la bande passante en réservant une quantité minimale de bande passante 
pour des types particuliers de paquets.   
2.1.2 Le délai 
Il y a deux sortes de délais qui sont les délais fixes et les délais variables : 
 
Les délais fixes  
• Délai de sérialisation : c’est le temps pris pour encoder les bits d’un paquet sur le lien 
physique.  
  La formule utilisée pour calculer ce délai est :  le nombre des bits envoyés 
la vitesse du lien  
 
• Délai de propagation : c’est le temps pris pour qu’un bit passe de la fin d’un routeur à 
l’autre routeur. 
 La formule utilisée pour calculer ce délai est : longueur de lien
la vitesse de la lumière  
        
       Il est important de noter que la vitesse de la lumière utilisée dans les réseaux sans fil est 
réduite et cette réduction est due à l’atténuation causée par le conduit transportant le 
signal.
 
 
• Délai de codage : c’est le temps de conversion Analogique/numérique par le codeur, et 
vice-versa. 
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Les délais variables  
• Délai de queue : c’est le temps d’attente dans les queues des équipements. 
• Délai de traitement (processing) : c’est le temps requis dès la réception du paquet 
jusqu’à la mise en file d’attente pour transmettre.  
• Délai de compression : c’est le temps pris pour faire la compression.  
• Délai de shaping : le délai produit par l’utilisation du shaping. 
• Délai du réseau : c’est le délai créé par le trafic traversant les composants du réseau. 
 
Les outils de QoS qui affecte le délai :  
L’ordonnancement de la file d’attente affecte le délai en arrangeant les paquets selon leur 
priorité. Ceux qui sont plus sensibles seront servis en premier. La fragmentation aussi affecte 
le délai en divisant les grands paquets en petits paquets pour ne pas retarder le trafic sensible 
au délai après la transmission des grands paquets car le routeur ne peut pas arrêter un paquet 
une fois commencé à transmettre. La compression et le shaping affectent aussi le délai. Le 
shaping retarde les paquets en les mettant dans des files d’attente même quand une bande 
passante réelle est disponible.  
2.1.3 La gigue 
La gigue est la variation des délais à travers le réseau. La Figure 2.1 illustre un exemple de la 
gigue lors de la transmission de trois paquets d’un appel téléphonique où nous remarquons 
qu’à la transmission le délai entre les deux premiers paquets transmis est de 20 msec alors 
qu’il varie à la réception.  
 
Les outils de QoS qui affecte la gigue  
La mise en file d’attente, la fragmentation, la compression et le shaping sont les outils qui 
affectent la gigue.  
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Figure 2.1   Exemple de la gigue.  
Tiré de Odom et Cavanaugh (2004, p. 27) 
 
2.1.4 La perte  
Les routeurs perdent ou jettent les paquets pour plusieurs raisons. La plupart d’entre eux ne 
peuvent pas être résolus par les outils de QoS. 
 
Les outils de QoS qui affecte la perte:  
Quelques outils de QoS peuvent affecter la perte des paquets, tels que la mise en file 
d’attente qui a pour effet de créer de grandes files d'attente ce qui augmente le délai. Le 
RED (Random Early Detection) permet de jeter les paquets aléatoirement quand les queues 
commencent à être pleines.   
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2.2 Que se passe t-il sans QoS 
Dans des réseaux sans qualité de service, les trafics de la voix, de la vidéo et des données 
sont assujettis aux problèmes de performance: 
 
• Dans un réseau IP, les équipements et les stations d’extrémité qui portent les données et 
la voix ensemble ne peuvent pas différencier le trafic qui a besoin d’une priorité élevée 
du trafic qui ne demande pas un service prioritaire. Mais, la voix exige des garanties de 
QoS plus grandes que le trafic de données. Alors, sans QoS, la voix pourrait ne pas être 
comprise, elle pourrait être entrecoupée, dû aux délais importants et aux déconnexions.         
                                                                                                                                                                       
• Sans QoS, la vidéo fait concurrence aux données pour la bande passante ce qui influe 
sur la qualité de service et cause une image très saccadée, la non synchronisation avec 
la voix et un mouvement lent. Par conséquent, les paquets multimédia arrivent en retard 
lorsqu’elles ne sont plus utiles.                                                                                                              
 
2.3 Exemples des files d’attente pour le traitement différencié des paquets 
Voici des différents exemples de file d’attente pour le traitement différencié des paquets :  
• Priority Queuing (PQ) : les files d'attentes privilégiées ont la priorité la plus élevée, le 
taux des arrivées plus petit que le taux de départ. 
• Weighted Round Robin Queuing (WRR) : files d'attente entretenues dans la mode 
round robin, le temps de service proportionnels au poids. 
• Weighted Fair Queuing (WFQ) : c’est la méthode la plus juste. Le taux minimum 
garanti par classe. Le temps de service de chaque paquet dans chaque file d'attente est 
une fonction de la longueur de paquet et du poids de file d'attente. Le temps de service 
courant est mis à jour chaque fois qu'un paquet est envoyé.  
• Class Based Queuing (CBQ): le taux maximum par classe est configuré.   
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Tous les mécanismes des files d’attente ont leurs avantages et inconvénients. La file d’attente 
FIFO est bonne pour les grandes files d'attente et les environnements  fast_switching avec des 
résultats prévisibles. Mais ils ne mettent en application aucune politique de service. Dans la 
file d’attente à priorité le trafic prioritaire reçoit une faible gigue et une basse perte de paquet. 
Ce type de file d’attente met en application des politiques de service. La différence principale 
entre la file d’attente basée sur classe (CBQ) et la file d'attente à priorité (PQ)  est que CBQ 
offre au moins un certain niveau de service à la file d’attente à basse priorité. WFQ offre une 
répartition dynamique des ressources à toutes les files d'attente basées sur les poids 
configurés.  
Pour plus de détails sur la QoS et les différents outils des files d’attentes voir (Odom et 
Cavanaugh, 2004) et la page de site web : 
http://www.cisco.com/en/US/docs/internetworking/technology/handbook/QoS.html. 
 
2.4 Les multimédias 
Les systèmes multimédias sont des systèmes de traitement d'information traitant une 
combinaison des données de multimédia telle que le texte, les graphiques, les images, l'audio 
et la vidéo. 
Les applications des multimédias sont classées selon les critères suivants (Mahbubur 
Rahman, 2002): 
a)  Le degré d’interactivité : certaines applications telles que la vidéoconférence, teleworking 
et les jeux ont besoin de plus d'interactivité et d’un petit délai de transmission que 
d'autres applications comme l'accès aux bases de données, la vidéo sur demande et le 
courriel.  
b)  Le type de distribution: les applications de diffusion comme la télévision et les services 
d'information sont distribués par multicast tandis que d'autres applications comme l'accès 
aux bases de données, groupware, la vidéoconférence et les jeux transmettent par des 
communications point-à-point ou  point-à-groupe. 
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c)  La complexité informatique: les terminaux mobiles sont limités par des ressources qui 
doivent être prises en considération par des applications mobiles de multimédia : 
• Mémoire limitée  
• Alimentation de CPU limitée  
• Batteries limitées  
• La connexion de la bande passante limitée  
• L’erreur de transmission 
d)  Les besoins d'entrée-sortie : quelques applications ont besoin de différents dispositifs 
d'entrée-sortie. Dans les terminaux mobiles d'aujourd'hui, on peut trouver des dispositifs 
d’entrée tels que le microphone, les blocs de touches, les claviers, les écrans à contact et 
des dispositifs de sortie tels que les haut-parleurs, les écrans et les signaux audio. 
e)  Sans dispositifs d’entrée ou de sortie. 
Les applications multimédias ont besoin de la transmission de différents types de trafics  sous 
des contraintes variables (largeur de bande, délai etc.). 
2.5 Contraintes associées aux applications  
Les contraintes des applications multimédias mettent l’accent sur le délai et les erreurs de 
transmission qui sont supportés par une application spécifique. De telles contraintes 
s'appellent la qualité du service (QoS).  En téléphonie, les erreurs peuvent être tolérées alors 
qu'un délai de plus de quelques centaines de millisecondes est déjà perceptible. Pendant la 
transmission de la vidéo, les erreurs dans les parties critiques de données, telles que 
l’information sur le mode de codage ou les voies de compensation de mouvements mènent à 
des artefacts2 très inquiétants. D’où la synchronisation entre la voix et la vidéo devient 
importante lorsque ces deux sont transmises ensemble. Enfin, la transmission de données 
graphiques soutient habituellement un grand délai.  
                                                 
2 Artefact : «  Perturbation artificielle de l'image ou du son, qui se manifeste de manière inattendue, lorsque ces 
derniers sont reproduits par un appareil » selon www.granddictionnaire.com. 
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2.6 Contraintes spécifiques au multimédia  
Sans qualité de service, les flots de la vidéo se dégradent: l’image devient très saccadée, la 
voix n'est plus synchronisée avec la vidéo et le mouvement apparaît lent. Alors, les 
applications ont des besoins variés en termes de la bande passante, le délai, la gigue et la 
perte des paquets. La qualité de service QoS permet au réseau de mieux (best-effort) de 
fournir les besoins appropriés des ressources de QoS pour chaque application.  
Le Tableau 2.1, ci-dessous, montre quelques applications avec leurs besoins typiques de 
QoS.  
Tableau 2.1   Quelques applications avec leurs besoins de QoS 
 
 Voix 
Vidéo 
interactive 
(2 voies) 
Flot de vidéo   
(1 voie) 
 
Données       
(interactive et 
mission 
critique) 
Données 
(non 
interactive et 
non mission 
critique) 
Bande 
passante 
Basse haute haute 
Variable 
typiquement 
moyenne 
Variable 
typiquement 
haute 
Perte Basse Basse Basse Moyenne Haute 
Délai Bas Bas Haut Moyen Haut 
Gigue Basse Basse Haute Moyenne Haute 
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On constate d’après le Tableau 2.1 que la voix n’a pas besoin d’une grande bande passante 
mais elle ne tolère pas le délai, ni la gigue, ni la perte (parfois elle tolère un peu de perte). 
La vidéo interactive (2 voies) telle que la vidéoconférence a les mêmes caractéristiques que 
la voix mais elle demande une grande bande passante. Néanmoins, le flot de vidéo (1 voie) 
telle que la vidéo e-learning peut accepter le délai et la gigue mais ne tolère pas la perte.       
 
2.6.1 Les caractéristiques du trafic vidéo  
Les codeurs vidéo convertissent l’audio et la vidéo analogiques en numériques. La voix est 
envoyée comme un flot séparé de la vidéo. Les codeurs tels que les G.711 et G.729 sont 
utilisés pour la voix tandis qu’une grande variété de codeurs incluant l’ITU3 H.261 et le 
MPEG (Moving pictures Experts Group) convertissent le flux de la vidéo.  
2.6.2 Les contraintes de QoS de la vidéo  
La vidéo demande une bande passante plus grande que celle de la voix, parce qu’elle utilise 
une variété de taille et de taux de paquets pour supporter un simple flot de vidéo. La 
moyenne de la bande passante requise pour une section de vidéo dépend de la complexité et 
de la quantité du mouvement de la vidéo. Le Tableau 2.2 suivant cite quatre codeurs de 
vidéo et leur bande passante requise. 
 
 
 
 
 
 
 
                                                 
3  ITU  International Telecommunication Union 
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Tableau 2.2  La bande passante requise de quatre codeurs de vidéo 
 
Codeur vidéo Marge de la bande passante requise 
MPEG-1 500 à 1500 kbits/sec 
MPEG-2 1.5 à 10 Mbits/sec 
MPEG-4 28.8 à 400 kbits/sec 
H.261 100 à 400 kbits/sec 
 
 
En outre, la vidéo (1 voie) tolère un peu de délai mais le délai dans la vidéo (2 voies) a 
vraiment un impact sur la qualité. Le délai pour la vidéoconférence de haute qualité est de 0 à 
200 msec. De même, la gigue peut être tolérée dans la vidéo (1 voie) plus que dans celle de 2 
voies. La mise en file d’attente et la fragmentation réduisent la gigue. La vidéo ne tolère pas 
bien la perte des paquets. Le contrôle d’admission, le RED et l’augmentation de la file 
d’attente peuvent diminuer la perte dans la vidéo. 
 
2.7 Les modèles d’architecture de QoS  
L’IEFT (Internet Engineering Task Force) propose deux approches de QoS pour les réseaux 
filaires qui sont les services intégrés (IntServ) et  les services différenciés (DiffServ). 
2.7.1 Le modèle IntServ   
IntServ (Integrated Service) est un modèle différent du DiffServ. Dans IntServ, chaque 
application est libre de demander une qualité de service spécifique à ses besoins. Pour fournir 
des garanties par flux, le RFC 1633 d’IntServ décrit deux mécanismes : la réservation des 
ressources et le contrôle d’admission.  
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La réservation des ressources s'agit d'offrir un service de type garanti tel qu’il existe dans les 
réseaux à circuits en utilisant le protocole RSVP (Resource ReSerVation Protocol). Chaque 
routeur IntServ maintient les informations sur les états de tous les flux comme la bande 
passante requise, le délai et le coût. Le contrôle d’admission décide quand la demande de 
réservation doit être rejetée.  
 
IntServ possède quelque désavantages, le RSVP ne passe pas à l’échelle (scalability) parce 
que le routeur du cœur doit maintenir les états de réservation de tous les flux qui le traversent 
et les messages de rafraîchissement de RSVP doivent être émis périodiquement pour chaque 
flux.  
 
2.7.2 Le modèle DiffServ 
Le modèle DiffServ (Differenciated Service) a été proposé pour éviter le problème de mise à 
l’échelle imposé par IntServ. Il consiste à différencier les flux dans des classes offrant 
chacune une qualité de service différente et dans lesquelles sont agrégés plusieurs flux.  
 
Le classement se fait par les routeurs de bordure grâce à un code présent dans l’entête du 
paquet IP. Les routeurs du cœur de réseau utilisent ce code pour déterminer la qualité de 
service requise par le paquet. Tous les flux appartenant à une même classe reçoivent le même 
traitement. Ensuite, des traitements différenciés seront appliqués aux différentes classes de 
trafic.  
 
DiffServ définit chaque classe ou catégorie de paquets comme un BA (Behavior Aggregate). 
Le fait d’associer un outil de QoS à un BA s’appelle PHB (Per-Hop Behavior).  
En général, l’IP définit un octet (8 bits : PPPDTRC0) qui est le type de service « ToS4 ».  
Les trois premiers bits (PPP) s’appellent « IP precedence » définissent la priorité du 
datagramme (111= la plus grande priorité).  
Les autres bits sont : 
                                                 
4  ToS Type of  Service 
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D (Delay) pour le délai s’il est mis à 1 c'est-à-dire que le service nécessite un faible délai,     
T (Throughput) pour le débit s’il est mis à 1 c'est-à-dire que le service nécessite un haut 
débit,    
 R (Reliability) pour la fiabilité s’il est mis à 1 c'est-à-dire que le service nécessite une grande 
fiabilité et  
C (Cost) pour le coût s’il est mis à 1 c'est-à-dire  que le service nécessite un faible coût et le 
dernier bit est inutilisé. 
 
 Les six premiers bits de l’octet ToS seront le champ DSCP (Differentiated Services Code 
Point) créé par DiffServ, ce qui permet 64 combinaisons différentes de classifications. Donc, 
une compatibilité avec l’IP précédence est nécessaire. Le Tableau 2.3, ci-dessous, montre la 
compatibilité entre les valeurs DSCP et  l’IP précédence.  
 
Tableau 2.3  Compatibilité entre les valeurs DSCP et l’IP precedence 
 
Noms des      
« class 
selector » 
Marge des 
valeurs DSCP 
Valeur en 
binaire 
Compatible avec 
IP precedence 
PHB 
Par défaut 0-7 000xxx 0 Best effort 
CS1 8-15 001xxx 1 Classe 1 (AF) 
CS2 16-23 010xxx 2 Classe 2 
CS3 24-31 011xxx 3 Classe 3 
CS4 32-39 100xxx 4 Classe 4 
CS5 40-47 101xxx 5 
Express 
forwarding 
CS6 48-55 110xxx 6 Contrôle 
CS7 56-63 111xxx 7 Contrôle 
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DiffServ suggère deux autres ensembles de PHB et de valeurs DSCP en plus des sélecteurs 
de classes (CS) : 
• Assured Forwarding (AF), définit dans le RFC 2597, permet à l'utilisateur de choisir une 
des 4 classes AF pour chaque flux afin de garantir un acheminement de paquets IP avec 
une haute probabilité. Chaque classe obtient une quantité différente de ressources dans 
les routeurs du cœur du réseau. Dans chaque classe, un algorithme de rejet sélectif 
différencie entre trois niveaux de probabilités de rejets. En cas de congestion, les paquets 
de basse priorité seront rejetés en premier. 
 
• Expedited Forwarding (EF) ou premium service, définit dans le RFC 2598 ; il a pour but 
de minimiser la perte, le délai et la gigue et de garantir une bande passante. Pour cela, le 
RFC de EF propose deux actions de QoS : la mise en file d’attente et le policing.  
 
 
 
Figure 2.2   Résumé des DSCP.  
Tiré de (www.cisco.com) 
 
Dans DiffServ, il y a deux types de routeurs : les routeurs de bordure (boundary) qui sont 
responsables de la classification, le conditionnement (Conditionner) et les routeurs du cœur 
du réseau (interior) qui servent à acheminer les paquets selon le marquage. 
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En fait, La classification se fait par le classificateur BA qui regarde seulement le champ 
DSCP ou par le classificateur MF (MultiField) qui regarde plusieurs champs de l’entête du 
paquet. Les critères de classification des paquets doivent refléter les besoins réels de 
l'information qu'ils transportent en termes de bande passante, sensibilité aux pertes de 
paquets, aux délais et aux gigues.  Le conditionnement est utilisé afin d’empêcher le trafic de 
dépasser le contrat. Pour arriver à ce but, plusieurs types de conditionneurs sont utilisés selon 
les besoins : le metering qui mesure le taux de trafic, le policing qui jette des paquets, le 
shaping qui ralentit le trafic en le mettant en queue, le marking qui re-marque le DSCP par 
une autre valeur si le trafic excède le contrat. La Figure 2.3 donne un résumé des DSCP.  
La figure 2.3 illustre le diagramme des conditionneurs et des classificateurs cité dans le RFC 
2475.  
 
 
Figure 2.3    Diagramme des conditionneurs et des classificateurs. 
 
2.7.3 Le modèle FQMM   
Le modèle FQMM (A Flexible QoS Model for MANETs) selon (Hannan, Kee Chaing et 
Guan Winston, 2003), est un modèle de QoS qui est conçu spécialement pour des réseaux 
MANETs constitués de moins de 50 nœuds. Ce modèle utilise une architecture plate non 
hiérarchique et définit trois types de nœuds comme dans DiffServ : le nœud d’entrée (ingress 
node) est un nœud mobile qui envoie les données, les nœuds intermédiaires qui renvoient les 
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données aux autres nœuds, et le nœud de sortie (egress node) qui est la destination. C’est un 
système hybride qui combine les propriétés des deux modèles filaires : « par flux » de 
l’IntServ et « par classe » de DiffServ. Dans ce système, le « par flux » est utilisé pour les 
trafics prioritaires et le « par classe » pour les autres trafics. Le nœud d’entrée permet de 
marquer et classifier les paquets qui seront ensuite relayés par les nœuds intermédiaires 
suivant leurs PHB jusqu’ils arrivent à la destination. 
Pour plus de détails sur ce modèle veuillez consulter l’article (Hannan, Kee Chaing et Guan 
Winston, 2003). 
 
2.8 Protocoles de la couche MAC pour les réseaux WLAN 
Le médium de contrôle d'accès (MAC : Medium Access Control) de IEEE 802.11 ne possède 
pas la différenciation de service. Tous les types du trafic tels que les paquets de données, de 
la voix et de la vidéo, sont traités de la même façon. Ce qui provoque une détérioration de la 
qualité de la voix et de la vidéo quand le réseau est congestionné. La norme IEEE 802.11 
définit deux modes de fonctionnement qui sont la fonction de coordination distribuée (DCF : 
Distributed Coordination Function) et la fonction de coordination par point (PCF : Point 
Coordination Function).  
 
D’une part, DCF utilise le mécanisme CSMA/CA (Carrier Sense Multiple Access with 
Collision Avoidance) afin d’éviter les collisions et il n’est utilisable qu’à la mode 
Infrastructure parce que le point d’accès (AP) est le directeur. Il fournit seulement la 
livraison de best-effort et ne possède pas la priorité d’accès au medium, ni le support au délai, 
ni les exigences moyennes de la bande passante des différentes applications. Pour les réseaux 
Ad Hoc, la norme définit deux types d’espaces inter-trames qui sont le SIFS (Short Inter 
Frame Space) et le DIFS (Distributed Inter Frame Space).  
 
D'autre part, PCF est un système sans contention (contention free) et il peut soutenir des 
applications sensibles au temps telles que la voix et la vidéo. Cependant, PCF ne supporte 
pas les mécanismes pour différencier les types du trafic afin d’avoir la qualité du service 
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(QoS), et il n’y a aucuns mécanismes pour que les stations communiquent leurs exigences de 
QoS au point d'accès (AP). 
 
 À cause du manque de service de QoS fourni par la norme 802.11, l’IEEE a constitué le 
groupe de travail E (TGe) qui a un but de concevoir une nouvelle norme connue sous le nom 
802.11e afin de fournir une QoS suffisante au WLAN pour supporter des services comme la 
voix, la vidéo et d'autres, permettant au WLAN de soutenir toutes les applications et 
fonctions comme un réseau filaire.  
 
La norme 802.11e définit le HCF (Hybrid Coordination Function) qui introduit deux 
nouveaux systèmes qui sont : EDCA et HCCA. L’EDCA est une extension de DCF et le 
HCCA est une extension de PCF. L’architecture de 802.11e  est illustrée dans la Figure 2.4. 
 
 
Figure 2.4  L’architecture de l’IEEE 802.11e.  
Tiré de Chen et Ma (2006, p. 1) 
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2.8.1 Le mode EDCA  
L’EDCA (Enhanced Distributed Coordination Function) est un système d'accès basé sur la 
contention. C’est une extension du mécanisme DCF pour fournir un support des priorités du 
trafic différencié. La fenêtre de contention et les temps backoff sont ajustés pour augmenter 
ou diminuer la probabilité d’accès au medium afin de favoriser ou défavoriser la transmission 
de données aux flux de données de priorités faibles ou élevées. En fait, le trafic à priorité 
élevée a une chance plus grande d’être transmis que le trafic moins prioritaire. De plus, un 
TXOP (Transmit Opportunity) est assigné à chaque niveau de priorité. Un TXOP est un 
intervalle de temps durant lequel une station qui a obtenu l’accès au médium peut transmettre 
le plus possible de trames venant du niveau supérieur. 
Le mécanisme EDCA fournit un accès différencié et distribué au milieu sans fil (WM: 
Wireless Medium) pour les stations de qualités améliorées (QSTAs : Quality enhanced 
STAtion) en utilisant huit niveaux différents de priorités d’utilisateur (UPs : User Priority) 
qui sont disponibles en basant sur la désignation de la norme d'IEEE 802.1D. 
 
EDCA définit quatre catégories d'accès (ACs) qui sont AC_BK, AC_BE, AC_VI et AC_VO 
pour le trafic à temps non réel (background), à temps réel (Best-effort), la vidéo et la voix 
respectivement. Les ACs sont dérivés d’UPs tels que présenté dans la Figure 2.5. 
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Figure 2.5  La station legacy 802.11 et la station 802.11e    
avec quatre ACs dans une seule station. 
Tiré de Mangold et al.(2003, p. 44) 
  
2.8.2 Le mode HCCA  
Dans le mode HCCA (HCF Controlled Channel Access),  l'intervalle entre deux trames de 
balise (beacon frame) est divisé en deux périodes CFP (Contention Free Period) et de CP 
(Contention Period), le HCCA permet aux CFP de transmettre à n'importe quel temps 
pendant CP. Ce mode ne peut être utilisé que dans un mode Infrastructure où il y a un point 
d’accès AP (Access Point). 
 
En ce qui concerne notre mémoire, nous utiliserons le mode EDCA afin d’ajouter la QoS à 
notre réseau.  
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2.9 Le contrôle d’erreurs dans les applications Vidéo 
Les paquets vidéo transmis sur les canaux sans fil sont corrompus par deux types d’erreurs 
(Wang, 2005) :  
• les erreurs aléatoires stationnaires qui dépendent de la force moyenne de l’onde reçue ou 
de la distance entre la station et le terminal sans fil; 
• l'erreur variable provoquée par le mouvement du terminal portable ou l'évanouissement 
Rayleigh.  
 
Comme le terminal portable se déplace rapidement, la fréquence de la distorsion provoquée 
par des erreurs des rafales est haute et la détérioration dans la qualité de vidéo augmente. 
Puisque le signal vidéo comprimé est fortement sensible à la perte de l'information et les 
erreurs de bit de canal sans fil, la qualité de vidéo décodée se détériore d’une façon radicale 
au niveau des taux d'erreurs de bit (BER : Bit Error Ratios) du canal supérieur. Certains 
mécanismes de contrôle d'erreurs utilisent les techniques de recouvrement de données qui 
permettent aux décodeurs de dissimuler les effets des erreurs en prévoyant les signaux vidéo 
perdus ou corrompus des informations sans erreur précédemment reconstruite. Ces 
techniques ne placent aucune redondance sur les flux de vidéo comprimés et sont désignées 
par les techniques de dissimulation des erreurs de zéro-redondance. D'autres mécanismes de 
contrôle d’erreurs fonctionnent au niveau du codeur et appliquent une série de techniques 
pour augmenter la robustesse des signaux vidéo codés aux erreurs de canal. Ceux-ci sont 
connus comme des techniques d’erreurs de résilience. Forwarded Error Correction (FEC) et 
Automatic Repeat Request (ARQ) sont deux catégories de base des techniques de résilience 
d’erreurs. FEC utilise les codes correcteurs d'erreurs pour combattre les erreurs de bit en 
ajoutant la redondance (bits de parité) aux paquets de l'information avant qu'elles soient 
transmises. Cette redondance est utilisée par le récepteur pour détecter et corriger les erreurs. 
Dans une situation où le décodeur n’arrive pas à corriger les erreurs à partir les bits d’erreurs, 
ARQ est utilisé et l'information incorrecte est retransmise.  
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Dans ce mémoire, nous implémenterons un type de FEC qui est le Reed Solomon dans le 
logiciel OPNET afin de corriger les erreurs dans le réseau simulé.  
 
2.10 Les codes Reed-Solomon  
2.10.1 Introduction 
Les codes Reed Solomon sont des codes cycliques et ont été découverts par Reed et Solomon 
en 1960.  Ces codes sont des codes correcteurs d'erreurs basés sur des blocs avec une large 
gamme des applications dans des communications numériques et de stockage. Les codes 
Reed Solomon sont utilisés pour corriger des erreurs dans beaucoup de systèmes tels que: les 
dispositifs de stockage (disque compact CD, DVD5, codes barres, etc.), les communications 
sans fil ou mobiles (téléphones cellulaires, liaisons hertziennes, etc.), les communications par 
satellites, la télévision numérique (DVB6), les modems à grande vitesse tels que l'ADSL7, le 
XDSL8, etc. Le codeur Reed Solomon prend un bloc de données numériques et ajoute des 
bits redondants supplémentaires.  
 
Les erreurs se produisent pendant la transmission ou le stockage pour un certain nombre de 
raisons comme par exemple le bruit ou l’interférence, les éraflures sur un CD, etc. Le 
décodeur Reed Solomon traite chaque bloc et essaye de corriger les erreurs et de récupérer 
les données originales. Le nombre et le type d'erreurs qui peuvent être corrigées dépend des 
caractéristiques du code Reed Solomon.  
 
                                                 
5 DVD  Digital Video Disc 
6 DVB Digital video Broadcasting 
7 ADSL Asymmetric Digital Subscriber Line 
8 XDSL  Digital Subscriber Line 
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2.10.2 Applications des codes Reed-Solomon  
Les codes Reed Solomon sont un sous-ensemble de codes BCH9 et sont des codes de bloc 
linéaires. Un code Reed Solomon est spécifié comme RS (n, k) avec des symboles s-bit. Ceci 
signifie que le codeur prend « k » symboles de données de « s » bits et ajoute des symboles 
de parité pour faire un mot codé de « n » symboles. Il y a des symboles de parité de « n-k » 
de « s » bits chacun. Un décodeur de Reed Solomon peut corriger jusqu'aux « t » symboles 
qui contiennent des erreurs dans un mot codé, où 2t = n-k. Le diagramme suivant montre un 
mot codé typique de Reed-Solomon:  
 
 
 
Figure 2.6 Mot codé typique de RS. 
Tiré de Riley et Richardson (1998) 
 
 
Exemple : Un code populaire Reed Solomon est RS (255,231) avec des symboles de 8 bits. 
Chaque mot codé contient 255 octets de mot de code, dont 231 octets sont dédiés aux 
données et 24 octets sont des parités. Pour ce code: n = 255, k = 231, s = 8                 
alors  2t = 255 - 231 = 24, t= 12. 
Le décodeur peut corriger n’importe quels 12 symboles dans le mot codé : c.-à-d. des erreurs 
jusqu'à 12 octets peu importe leur place dans le mot codé peuvent être automatiquement 
corrigées. Soit « s » une taille de symbole, la longueur maximale de mot codé (n) pour un 
code Reed Solomon est n = 2s – 1. Par exemple, la longueur maximale d'un code avec des 
                                                 
9 BCH   Hocquenghem, Bose et  Ray-Chaudhuri  
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symboles de 8 bits (s=8) est de 255 octets. Des codes Reed Solomon peuvent se raccourcir 
(conceptuellement) en mettant un certain nombre de symboles de données à zéro au codeur, 
en ne les transmettant pas, et puis en les réinsérant au décodeur. 
Erreur de symboles : une erreur de symbole se produit quand au moins un bit dans le 
symbole est erroné ou quand tous les bits dans un symbole sont erronés.  
Par exemple: RS(255,231) peut corriger 12 erreurs de symboles. Dans le pire cas, 12 bits 
d’erreurs peuvent être produit, chacun dans un symbole différent (octet) alors le décodeur 
corrige 12 bits d’erreurs seulement. Dans le meilleur des cas,  pour 12 erreurs dans un octet 
complet le décodeur corrige 12 x 8 bits d’erreurs.    
Dans notre projet, nous utiliserons le code Reed Solomon pour corriger les erreurs, avec                
n = 255 octets et k = 231 octets.  
2.10.3 Le décodage Reed Solomon  
D’après (Riley et Richardson, 1998), les procédures algébriques de décodage Reed Solomon 
peuvent corriger des erreurs et des effacements. Un effacement se produit quand la position 
d'un symbole erré est connue. Un décodeur peut corriger jusqu'aux t erreurs ou jusqu'aux 2t 
effacements. L'information d'effacement peut souvent être fournie par le démodulateur dans 
un système de communication numérique, c.-à-d. le démodulateur « flags » les symboles 
reçus qui sont probable à contenir des erreurs. 
Quand un mot codé est décodé, il y a trois résultats possibles : 
1. Si 2s + r < 2t ; (s erreurs, r effacements) alors le mot original transmis de code sera 
toujours récupéré,  
2. Sinon,  le décodeur détectera qu'il ne peut pas récupérer le mot codé  original de code et 
il indique ce fait.  
3. Ou, le décodeur décodera mal et récupérera un mot codé incorrecte sans aucune 
indication.  
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La probabilité de chacune des trois possibilités dépend du code particulier de Reed Solomon 
et du nombre et de la distribution d'erreurs. 
2.10.4 Architectures pour encoder et décoder les codes Reed Solomon   
Les architectures pour encoder et décoder les codes Reed Solomon sont expliqués dans 
(Riley et Richardson, 1998)  par :  
 
Arithmétique finie de champ (de Galois) 
Les codes Reed Solomon sont basés sur un principe mathématique connu sous le nom des 
champs de Galois ou champs finis. De plus, une des propriétés du champ fini est que les 
opérations arithmétiques (+, -, x/etc.) relatives aux éléments du champ ont toujours un 
résultat dans le champ. Un codeur ou un décodeur de Reed Solomon doit effectuer ces 
opérations arithmétiques. De plus, ces opérations exigent d’avoir des fonctions spéciales de 
matériel ou de logiciel pour les appliquer.  
 
Le polynôme de générateur  
La forme générale du polynôme de générateur est :  
)α)...(xα)(xα(xg(x) 2ti1ii ++ −−−=  
Et le mot codé est construit en utilisant : c (x) = g (x).i (x)  
Avec g (x) est le polynôme de générateur, i (x) est le bloc de l'information, c (x) est un mot 
codé valide et est désigné sous le nom d'un élément primitif du champ.  
Exemple: le générateur de RS(255,231) 
)11)(10)(9)(8)(7)(6)(5)(4)(3)(1)(2)(0()( αααααααααααα −−−−−−−−−−−−= xxxxxxxxxxxxxg
0
1
1
2
2
3
3
4
4
5
5
6
6
7
7
8
8
9
9
10
10
11
11
12)( gxgxgxgxgxgxgxgxgxgxgxgxxg ++++++++++++=
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2.10.5 L’architecture d’encodeur  
Les 2t symboles de parité dans un mot codé systématique de Reed Solomon sont donnés par: 
modg(x)i(x).xp(x) kn −=  
Le diagramme suivant montre une architecture pour des codeurs systématiques RS(255,249): 
 
 
Figure 2.7   Architecture des codeurs systématiques.  
Tiré de Riley et Richardson (1998) 
 
Chacune des six registres contient un symbole (8 bits). Les opérateurs arithmétiques 
effectuent l'addition ou la multiplication de champ fini sur un symbole complet. 
 
2.10.6 L’architecture de décodage  
Une architecture générale pour le décodage des codes Reed Solomon est montrée dans le 
diagramme suivant. 
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Figure 2.8    Diagramme de décodage. 
Tiré de Riley et Richardson (1998) 
 
Avec  
 
r(x) Le mot codé reçu 
Si Syndromes 
L(x) Le polynôme de position d’erreurs 
Xi Les locations d’erreurs 
Yi Les magnitudes des erreurs 
c(x) Le mot codé récupéré 
v Le nombre des erreurs 
Le mot codé reçu r(x) est le mot codé original (transmis) c(x) plus des erreurs: 
r(x) = c(x) + e(x) 
Un décodeur Reed Solomon essaye d'identifier la position et la magnitude de t erreurs  (ou 2t 
effacements) et de corriger les erreurs ou les effacements. 
Calcul de syndrome : c'est un calcul semblable au calcul de parité. Un mot codé de Reed 
Solomon a 2t  syndromes qui dépendent seulement des erreurs (pas sur le mot codé transmis). 
Les syndromes peuvent être calculés en substituant les racines 2t du polynôme de générateur 
g(x) dans r (x). 
Les positions d’erreurs de symbole : nécessitent la résolution des équations simultanées avec 
t inconnus. Plusieurs algorithmes rapides sont disponibles pour faire ça. Ces algorithmes 
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profitent de la structure de matrice spéciale des codes Reed Solomon et réduisent beaucoup 
l'effort informatique exigé. En général deux étapes sont impliquées :  
 
Le polynôme de position d’erreurs : peut être calculé en utilisant l'algorithme de Berlekamp-
Massey ou l'algorithme d'Euclid. L'algorithme d'Euclid tend à être plus utilisé généralement 
dans la pratique parce qu'il est plus facile à implémenter: cependant, l'algorithme de 
Berlekamp-Massey tend à mener à des implémentations plus efficaces de matériel et de 
logiciel.  
 
Les racines de ce polynôme : peuvent être trouvés en utilisant l'algorithme de recherche de 
Chien. 
 
Les valeurs de symbole d’erreurs : nécessitent de résoudre des équations simultanées de            
t inconnus. Un algorithme rapide qui est souvent utilisé est l'algorithme de Forney.  
 
2.11 Les entrelacements 
L’entrelacement est utilisé pour augmenter la capacité de correction d’erreurs dans les 
paquets. L’entrelacement consiste à permuter une séquence de bits de manière à ce que deux 
symboles proches à l’origine soient le plus possible éloignés l’un de l’autre. C'est-à-dire, au 
lieu de transmettre directement les mots du code, le premier symbole de chacun des mots sera 
transmis, suivi par le deuxième, puis par le troisième et ainsi de suite.  
 
 
Figure 2.9    L’entrelacement. 
 CHAPITRE 3 
 
 
REVUE DE LA LITTÉRATURE 
Le support de la qualité de service sur MANET fait le sujet de plusieurs articles dans la 
littérature. La majorité des approches sont sur le modèle de la QoS, la signalisation de 
réservation de ressource de la QoS, le routage de la QoS et le contrôle d’accès MAC 
(Medium Access Control) (Sarma et Nandi, 2006). Nous avons choisi quelques articles qui 
traitent ces sujets pour les présenter dans ce chapitre. La plupart des articles présentés ci-
dessous utilisent les services multimédia. En outre, nous présenterons des articles qui 
s’agissent de la correction d’erreurs FEC dans MANET.    
 
3.1 Les protocoles de la couche MAC 
Dans la littérature, les auteurs proposent différents protocoles pour certains problèmes tels 
que les protocoles de la couche MAC comme EDCF10 dans (Hsu et al., 2004) et le protocole 
proposé dans (Ogawa, Shimojima et Hattori, 2002) qui ont amélioré le rapport de la livraison 
de paquet et la moyenne du délai de bout en bout et ont réduit le nombre de collision de 
paquet.  
 
Dans l’article (Shklyaeva, Kubanek et Novotny, 2007), les auteurs analysent les 
améliorations dans 802.11e et comparent sa performance à la norme 802.11. La nouvelle 
fonction hybride de coordination (HCF) de la couche MAC d’IEEE 802.11e avec ses deux 
protocoles «contention-based » et « contention free » sont évalués. Les mécanismes de 
fournir la QoS dans les réseaux wireless LAN basés sur la norme 802.11e sont aussi décrits. 
 
Dans (Krunz, Muquattash et Lee, 2004), les auteurs proposent un protocole de la couche 
MAC qui contrôle la puissance à canal double PCDC (Power Controlled Dual Channel) pour 
les réseaux Ad hoc sans fil. En effet, ce protocole permet à la couche MAC d’influencer 
                                                 
10 EDCF    Enhanced Distributed Coordination Function 
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indirectement la décision de routage à la couche réseau en contrôlant le niveau de la 
puissance des paquets RREQ11 diffusés. De plus, PCDC12 utilise la force du signal de l’entête 
de commande (RTS/CTS) pour établir une topologie de réseau avec une puissance efficace.   
 
3.2 Les protocoles de routage  
Des solutions pour les problèmes de routage ont été aussi proposées dans (Bur et Ersoy, 
2004), (Wang et al., 2001), (Hsu, Sheu et Tung, 2006), (Sheikh et al., 2003), et (Taing et al., 
2005). Dans ces derniers articles, les auteurs traitent les difficultés de routage de différentes 
manières : 
 
Dans (Sheikh et al., 2003), les auteurs proposent un protocole de routage de QoS (QoSR : 
QoS Routing) basé sur la prévision du profile de la mobilité des utilisateurs afin d’obtenir une 
transmission des services multimédia à travers un réseau mobile Ad hoc avec une garantie de 
QoS. Ce système établit et maintient des MHVCs13 avec une garantie de QoS entre la source 
et la destination durant la durée de vie de la route RLT (Route Life Time). Mais, ce protocole 
n’était pas simulé et par conséquent, il n’y avait pas des résultats pratiques.  
  
L’article (Hsu et al., 2004) étale un protocole de routage de QoS pour des services 
multimédia dans les réseaux mobiles ad-hoc (MANETs) qui est l’EDCF. Ce protocole a été 
adopté afin de répondre aux exigences de la QoS telles que la bande passante requise et le 
délai de bout en bout pour différentes paires de transmission source-destination. Et de plus, 
pour résoudre le nouveau problème appelé « le problème des routes cachées». EDCF montre 
des bons résultats en ce qui concerne le rapport de la livraison de paquet et la moyenne du 
délai de bout en bout d’EDCF. 
 
Dans (Taing et al., 2005), les auteurs présentent un système de routage pour des services 
multimédia, qui choisit le chemin le plus court en utilisant le niveau de puissance.  Ce 
                                                 
11  RREQ Route Request 
12  PCDC Power Controlled Dual Channel 
13  MHVC      Multiple Heterogeneous Virtual Channels 
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protocole ne fournit pas seulement la plus petite moyenne du nombre des sauts de route de la 
source à la destination, mais aussi un débit plus élevé que le système conventionnel. Ce 
protocole permet de réduire le délai de transmission de trafic de multimédia en minimisant le 
nombre de sauts de ce trafic. En plus, ce protocole fournit un grand débit pour le trafic 
multimédia.  
 
Dans (Hsu, Sheu et Tung, 2006), les auteurs proposent un protocole de routage sur demande 
« An On-demand Bandwidth Reservation QoS routing » pour les MANETS de multi-sauts 
basé sur TDMA14. Ils proposent un algorithme pour guider la destination à choisir la route 
qui est la plus susceptible de satisfaire les besoins de QoS et un algorithme pour réserver le 
time slot approprié et garde aussi plus des time slots libres pour d'autres besoins. Ce 
protocole proposé donne des bons résultats en ce qui concerne l’établissement de la route et 
le taux de perte de paquet. En outre, il peut atteindre une probabilité d’établissement de route 
élevée et une probabilité de perte de paquet faible. 
     
L’article (Bur et Ersoy, 2004) définit les modules d'un protocole Ad hoc de multicast de QoS 
(AQM15), qui réalise l'efficacité de multicast par la disponibilité de routage de ressource dans 
le voisinage d'un nœud basé sur des réservations précédentes, et annonce les conditions de 
QoS à la session d’initiation. L’AQM a obtenu des meilleurs résultats en ce qui concerne le 
degré de satisfaction et il a amélioré l’efficacité de multicasting des sessions.  
 
 Dans (Wang et al., 2001), les auteurs proposent un protocole de routage QoS par la prévision 
de la mobilité (QRMP)16. Ce protocole choisit le chemin le plus stable basé sur la prévision 
de la mobilité et les besoins de QoS sur la largeur de bande et le délai. La simulation de 
QRMP montre une réduction dans le temps d'installation de la route et les entêtes de 
contrôles ainsi qu’une augmentation dans le rapport de la livraison de paquet.  
 
                                                 
14 TDMA Time division multiple access 
15 AQM Ad Hoc QoS Multicast 
16 QRMP     QoS Routing with Mobility Prediction protocol 
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Dans (Boshoff et Helberg, 2008), les auteurs étendent le protocole de routage AODV de 
MANET à un protocole de chemin multiple « multi-path » qui utilise le délai de bout en bout, 
à la place du compte des sauts, comme une métrique pour la sélection de la route. Les 
chemins multiples et le délai de bout en bout fourni par chaque route sont enregistrés dans les 
tables de routage. En cas de bri de route, la table de la route est recherchée pour une route 
alternative à la destination avant que la procédure de découverte d’une nouvelle route est 
initiée. Ce qui réduit l’entête de routage et le délai de bout en bout.  
 
Dans les deux documents (Emin et Roger, 2006) et (Gabrielyan et Hersch, 2006a), les 
auteurs introduisent un algorithme capillaire de routage offrant un large éventail de 
topologies de routage par trajets multiples à partir d'une solution simple (max-flow multi-
path) vers des plans plus fiables et plus fixes obtenus en écartant le flot secondaire 
individuel. 
 
3.3 La qualité de service dans les réseaux Ad Hoc 
Dans l’article (Domingo et Remondo, 2004), les auteurs offrent un nouveau protocole, appelé 
DS-SWAN (Differentiated Services-Stateless Wireless Ad hoc Networks), pour supporter la 
qualité de service QoS de bout en bout dans les réseaux Ad hoc reliés aux domaines fixes de 
DiffServ. DS-SWAN avertit des nœuds dans le réseau Ad hoc quand la congestion est 
excessive pour le bon fonctionnement des applications en temps réel. Ces nœuds réagissent 
en ralentissant le trafic best-effort. Ce protocole proposé a donné des bons résultats au niveau 
du délai de bout en bout et de la perte de paquet de trafic VoIP (Voice over IP).  
 
Dans (Chen et Ma, 2006), les auteurs présentent la performance d'un mécanisme d'accès 
spécifié dans la norme IEEE 802.11e, qui est le EDCA (Enhanced Distributed Coordination 
Access) quand le trafic multimédia est servi dans le WLANs. Ils évaluent la performance en 
changeant les paramètres du système. Nous utiliserons ce même mécanisme dans notre 
mémoire comme nous verrons dans les chapitres suivants. 
 
51 
Dans (Hannan, Kee Chaing et Guan Winston, 2003), les auteurs proposent un modèle 
flexible de QoS qui s’appelle FQMM (A Flexible QoS Model for MANET). Nous avons 
présenté ce modèle dans le paragraphe 2.7.3 de ce mémoire.  
 
L’article (Yang et Kim, 2003) traite le problème de la garantie de la QoS en proposant un 
protocole nommé DCAP (Distributed Channel Assignment Protocol ) qui combine la gestion 
de ressource distribuée et les techniques d'OFDM-CDMA17. Ce nouveau système rend 
l'architecture de nœud moins complexe que celle du DRNP (Distributed Resource 
Negotiation Protocol) original et le système plus robuste pour des multimédia de débit de 
données élevés. Ce protocole DCAP garantit la QoS dans les petits réseaux qui ne sont pas 
très chargés.  
 
Les auteurs Dekeris, Adomkus et Budnikas (2006) traitent le sujet de l’assurance de la vidéo 
conférence en utilisant le modèle de la qualité de service WFQ (Weighted fair Queuing) 
combinément avec LLQ (Low Latency Queue).  
 
Dans l’article (Lee et al.1999), les auteurs présentent le conception, l’implémentation et 
l’évaluation d’INSIGNIA qui est une approche IP pour l’intégration de la qualité de service 
dans les réseaux Ad Hoc mobile. INSIGNIA (In-band Signaling Support for QoS) combine la 
signalisation dans la bande (In-band), le contrôle d’admission et l’ordonnancement des 
paquets (Packet Scheduling). Il utilise l’approche de gestion des ressources soft state qui 
permet une libération rapide des ressources durant la configuration du chemin. Un niveau 
plus bas de service (Best-effort) peut être donné à l’application si les ressources ne sont plus 
disponibles. Comme les informations des flow state doivent être réservées pour chaque flow 
dans chaque routeur, INSIGNIA peut avoir le problème de mise à l’échelle (scalability). 
  
Le support d’une solution complète de QoS pour les réseaux Ad hoc exige l'interaction et la 
coopération de plusieurs composants. Ces composants incluent un protocole de cheminement 
de QoS, un  système de réservation de ressource et un protocole de QoS de la Couche MAC. 
                                                 
17  OFDM-CDMA Orthogonal Frequency Division Multiplexing - Code Division Multiple Access 
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Dans (Perkins et Hughes, 2002), les auteurs présentent une étude de la recherche courante qui 
parle de ces composants pour supporter la QoS dans le contexte des réseaux Ad hoc. Ceci est 
fait pour fournir une vue large et complète des différents composants et protocoles requis 
pour supporter la QoS dans les réseaux Ad hoc.  
 
L’article (Munaretto et al., 2004) traite le problème de la synchronisation en proposant un 
nouveau protocole qui élimine le besoin d’une horloge de synchronisation dure en 
implémentant un système virtuel qui se fonde sur la désynchronisation entre les nœuds. Ce 
protocole proposé atteint un niveau élevé de synchronisation sous un bas coût de 
communication. 
 
Dans (Bheemarjuna Reddy, John et Murthy, 2007), les auteurs présentent un système 
composé de trois parties : ReAP (ReAllocative Priority), A-TXOP (Adaptive-TXOP), et 
TXOP sharing (transmission opportunity) afin d’améliorer la performance du trafic 
multimédia dans des réseaux Ad Hoc sans fil à multi-sauts. Son avantage est qu'il exige des 
modifications minimales au protocole 802.11e existant. Les améliorations sont basées sur la 
réduction du délai de bout en bout, ce qui améliore le taux de transmission du paquet (PDR : 
Packet Delivery Rate) de trafic multimédia.  
 
3.4 La correction d’erreurs FEC 
La correction d’erreurs (Forward Error Correction : FEC) a été abordée dans plusieurs 
articles de la littérature.  
 
Dans (Bo et al., 2005), les auteurs présentent un nouveau système hybride de contrôle 
d’erreurs qui introduit l’entrelacement entre  FEC et ARQ  pour diminuer les erreurs et les 
effets de pertes rencontrés dans MANET. Les résultats numériques de l’analyse 
mathématique montrent que ce nouveau système hybride de contrôle d’erreurs a le délai de 
transmission de données le plus court et qu’il a moins de perte de paquet que l’algorithme 
multicast de MANET qui utilise seulement l’ARQ.  
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Dans l’article (Ouyang, Hong et Yi, 2005), les auteurs classifient les protocoles qui 
transmettre les paquets multicast avec fiabilité en trois catégories selon la méthode de 
récupération utilisée : le premier est basé sur l’ARQ, le deuxième est basé sur gossip18 et le 
troisième est basé sur la correction d’erreurs FEC et ils comparent ses avantages et ses 
désavantages ainsi que ses performances. Les flux à temps réel mettent des restrictions dures 
sur la taille du tampon et donc ne permettent pas au FEC de traiter de longues interruptions 
de lien sur une seule route. Cependant, le routage par trajets multiples (multi-path) peut 
rendre FEC efficace pour les flots à temps réel. 
 
Le document (Rui et Ilow, 2003) propose une nouvelle structure dans les réseaux Ad hoc 
mobile (MANET) pour le routage par trajets multiples fiable avec les délais fixes basés sur le 
contrôle d’erreurs du niveau de paquet (FEC: Forward Error Control). L’innovation de ce 
travail provient de l'optimisation intégrée de la redondance à la route et aux niveaux de 
paquet de FEC pour arriver au concept des nœuds régénérés. Les nœuds régénérés peuvent 
réduire le taux de perte de paquet (PLR : Packet Loss Rate) entre la source et les nœuds 
intermédiaires, par la suite, le PLR entre la source et la destination sera réduit au minimum.  
 
Dans l’article (Schierl et al., 2006), une approche de flot multi source est présentée pour 
augmenter la robustesse de la transmission vidéo à temps réel dans MANETs. Pour cela, le 
codage vidéo aussi bien que les techniques de codage de canal sont présentés sur la couche 
application, en exploitant la représentation multi source des médias transférés. Le codage de 
source est basé sur le SVC (Scalable Video Coding) de H.264/MPEG4-AVC19 avec 
différentes couches pour attribuer l'importance à la transmission. Le codage du canal est basé 
sur les codes de correction d'erreurs (Raptor FEC).  
 
Dans (Chen et al., 2004), les auteurs présentent une nouvelle technique qui sert à limiter les 
effets d’erreurs et de perte rencontrées dans des applications Internet avec et sans fil en 
                                                 
18  Dans gossip les paquets multicast sont transmis d’une façon répétitive sur quelques 
reprises par certains membres multicast dans un mode Peer to Peer.  
19 MPEG4-AVC   Moving pictures Experts Group 4 - Advanced Video Coding 
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incorporant l’entrelacement de mots, la correction d’erreurs directe (FEC) et la demande 
automatique de répétition (ARQ) aux sessions de multidiffusion de vidéo. La performance du 
concept est analysée et une comparaison entre des résultats en laboratoire et des résultats 
analytiques est faite.  
 
Dans le document (Abd El Al, Saadawi et Lee, 2007) , les auteurs proposent un mécanisme 
qui combine la retransmission basée sur le contrôle d’erreurs avec le transport par des 
chemins multiples (Multi-PaTh) (MPT), pour fournir une protection de différents niveaux à 
la vidéo à temps réel dans les réseaux Ad hoc. Le mécanisme factorise dans l'importance des 
paquets retransmis à la qualité de la vidéo reconstruite aussi bien que les contraintes de la 
latence de bout en bout pour minimiser les entêtes et pour maximiser la qualité de la vidéo 
reconstruite au récepteur. Les résultats de la simulation prouvent que le mécanisme de la 
retransmission proposé maintient la qualité de la vidéo sous des taux de perte différents et 
sous des vitesses de mobilité, avec moins d’entêtes en comparaison aux méthodes de contrôle 
d'erreurs qui dépendent du contrôle de taux d'intra-update.  
 
La synthèse  
 
D’après la littérature, nous constatons qu’il y a plusieurs façons d’ajouter de la qualité de 
service au réseau MANET  soit à travers un protocole d’accès au medium, soit à partir des 
mécanismes des files d’attente, soit par l’introduction de la correction d’erreurs. Pour cela, 
nous avons décidé, dans notre mémoire, de faire une comparaison entre la correction 
d’erreurs FEC à savoir le Reed Solomon et un outil de QoS en appliquant un protocole 
d’accès au médium comme le protocole EDCA.   
      
 CHAPITRE 4 
 
 
SIMULATIONS DES DIFFÉRENTS MODÈLES 
4.1 Problématique et objectifs de projet  
Les applications multimédia vidéo/voix deviennent rapidement très populaires. L’adaptation 
de ces services dans MANET exige un support de la qualité de service. Afin de supporter la 
QoS dans MANETs, le réseau doit optimiser un ensemble de métriques mesurables, tels que 
le délai, la gigue, la largeur de bande, le taux de livraison de paquet, etc. Cependant, dans 
MANET, le problème de nœud caché, la nécessité de partager les ressources de canal, 
l'organisation distribuée du réseau et la topologie dynamique apportent des défis importants 
à l’offre de la QoS.  
 
De plus, les pertes et les erreurs de paquets causées par la mobilité des nœuds MANET, 
nécessitent un mécanisme de réduction d’erreurs.  
 
Notre objectif est d’améliorer la performance d’un réseau mobile Ad Hoc à multi-sauts en 
essayant d’avoir une meilleure qualité de service en contrôlant le délai de bout en bout,  la 
gigue des services multimédia et de plus réduire les pertes des paquets. En fait, nous 
ajouterons un correcteur d’erreurs de type FEC (Forward Error Correction), le Reed 
Solomon, au flux multimédia afin de minimiser le nombre des erreurs dans le réseau causées 
par les différents problèmes tels que les problèmes des nœuds cachés et exposés. En outre, 
nous appliquerons l’EDCA qui est un protocole d'accès au medium utilisé dans la norme 
IEEE 802.11e qui permet de faire de la qualité de service sur les réseaux sans fils.  
  
Vu que les stations sont réduites dans leur capacité de traitement, il est important d’utiliser le 
minimum de méthodes qui apporteront la QoS requise. C'est-à-dire, de voir s’il est toujours 
nécessaire d’utiliser les deux méthodes (FEC et QoS) en même temps ou l’une d’entre elles 
suffira dans certain cas. 
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La simulation a été utilisée pour analyser le réseau MANET sous les conditions requérant la 
QoS et nous avons appliqué les méthodes mentionnées pour mesurer notre approche.  
 
4.2 Modèles de tests et configuration de réseaux   
Le support des services multimédia Audio/Vidéo dans un réseau mobile Ad hoc rencontre 
plusieurs  problèmes, tels que ceux reliés au routage, à la congestion, à la synchronisation 
des réseaux multimédia Ad hoc, à la difficulté de garantir de la QoS dans MANET, à la 
collision et à la correction d’erreurs. Ces problèmes peuvent être causés par la mobilité des 
réseaux MANETs ou par les besoins des applications multimédia. La littérature a traité ces 
problèmes de plusieurs manières (voir chapitre 3 de ce mémoire pour plus de détails).  
 
De tous ces problèmes, c’est celui de la qualité de service que nous allons traiter au sein de 
notre projet. 
 
La correction d’erreurs a été le sujet de plusieurs articles, tel qu’il a été mentionné dans la 
revue de littérature. Chaque auteur l’avait étudiée d’une façon différente. En ce qui nous 
concerne, nous modèlerons la correction d’erreurs en utilisant le type de Forward Error 
Correction FEC, le Reed Solomon. En fait, nous allons ajouter n-k paquets additionnels sur 
la charge utile « k ». Ceci va produire n paquets à transmettre à travers le réseau (n, est le 
nombre de symboles transmis qui correspond à la somme de la charge utile et la correction 
d’erreurs). 
 
Pour résoudre notre problématique et atteindre nos objectifs, il faut tout d’abord constituer 
un réseau MANET, composé de plusieurs stations. Par la suite, essayer de créer des 
situations d’erreurs dans ce réseau. Celles-ci seront générées par des différents scénarios et 
en utilisant plusieurs niveaux de charge dans le réseau. Cette approche va nous permettre de 
savoir si ce réseau a besoin des deux méthodes,  la qualité de service QoS (la différentiation 
des services DiffServ) et la correction d’erreurs FEC, conjointement, ou bien une seule 
d’entre elles suffira.  
57 
4.2.1 Les modèles de tests  
Afin de voir l’effet du FEC et de la QoS, maintes situations seront crées dans le réseau 
MANET. Pour ce faire, plusieurs scénarios peuvent être exécutés: 
 
Scénario du « problème du terminal caché »  
Ce scénario consiste à créer une barrière dans le réseau, entre la source et la destination. Ceci 
se fait en éloignant la destination considérablement de la source. Cette méthode est nommée 
le problème du terminal caché (paragraphe 1.3.1).  
Pour mieux comprendre ce phénomène, considérons trois nœuds A, B et C dans un réseau 
MANET, tels que B communique avec les deux autres nœuds, alors que A et C sont cachés 
l’un par rapport à l’autre. Cette situation peut générer une collision, dans le cas où A et C 
veulent transmettre des paquets à B en même temps.  
 
Scénario de la réduction de la puissance  
Ce scénario consiste à réduire la puissance de transmission des stations du réseau MANET. 
La puissance de transmission détermine la portée dans laquelle le signal peut être reçu. Elle 
est cruciale en déterminant la performance du réseau en termes de débit, délai, et 
consommation d'énergie. D’autre part, cette puissance détermine les nœuds qui peuvent 
entendre le signal. En outre, sa réduction peut défavorablement influencer la connectivité du 
réseau. Ceci  en réduisant le nombre de liens actifs et, potentiellement, en divisant le réseau 
(Figure 4.1). Par conséquent, la diminution de la puissance de transmission crée des erreurs 
dans le réseau (Krunz, Muquattash et Lee, 2004).  
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Figure 4.1  L’effet du niveau de  puissance sur la connectivité du réseau. 
Tiré de Krunz, Muquattash et Lee (2004, p. 3) 
 
 
Scénario de latence  
La latence est le temps que prend l’application, à la réception, avant de faire playback  
(Figure 4.2). Plus la latence est grande, plus nous avons besoin d’augmenter la taille du 
buffer. Ceci peut augmenter les délais et influencer la qualité  de service désirée. Alors, nous 
pouvons augmenter la latence afin de créer des situations d’erreurs dans le réseau. Par 
conséquence, nous arriverons à voir l’effet de la correction d’erreurs  et la QoS DiffServ.   
 
59 
Figure 4.2   La latence. 
 
Scénario du débit 
Ce scénario consiste à diminuer le débit « data rate ». Ce dernier désigne le taux auquel 
l'information est transportée sur  le canal de transmission. Le ralentissement du débit crée 
des situations dans le réseau MANET qui peuvent déterminer l’effet de notre approche.  
 
Concernant notre projet, nous implémenterons, dans le logiciel OPNET 14.0, le Reed 
Solomon qui est un type de correction d’erreurs FEC. De plus, nous utiliserons le mode 
EDCA afin de faire de la qualité de service sur le réseau MANET. Ensuite, nous 
considérerons les deux premiers scénarios du paragraphe précédent qui sont le problème du 
terminal caché et la réduction de la puissance, pour créer des situations d’erreurs dans le 
réseau. Ces situations permettront de montrer l’effet de la correction d’erreurs FEC 
combinée ou pas avec la qualité de service. Pour ce faire, nous effectuerons des simulations 
des situations citées ci dessus,  sur le logiciel OPNET 14.0. 
 
Dans la section 4.3, nous expliquerons notre approche pour implémenter le code Reed-
Solomon dans notre solution. Quant à la section 4.4, elle englobe les simulations. 
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4.3 Implémentation du code Reed-Solomon dans OPNET    
Le code Reed Solomon s’agit d’un code de correction d’erreurs (FEC) appartenant au groupe 
des codes de média indépendants. Ce dernier utilise des codes de bloques en produisant des 
paquets additionnels afin d’éviter la perte des paquets.  
 
Il est important de souligner que chaque code prend un nombre de symboles d’information, 
appelé charge utile « k » et produit « n-k » paquets additionnels, qui sont utilisés dans la 
transmission de « n » paquets à travers le réseau. Notons que « n » est le nombre de 
symboles transmis : la charge utile et la correction d’erreurs. Le rôle principal du code Reed-
Solomon (RS) est la détection et la correction des erreurs dans des flots de bits. Dans ce 
projet, il a été adapté pour faire le même travail pour les flots des paquets. 
Dans le présent mémoire, nous avons fait appel au code RS à cause de ses avantages par 
rapport à d’autres codes, tel que son niveau de fiabilité correspondant à la correction 
d’erreurs et aussi sa robustesse contre les pertes dans les séquences des bits. La procédure du 
codage est basée sur un système de codage utilisant des polynômes et des algorithmes 
disponibles facilement, ce qui réduit le coût du calcul. 
Toutefois, le code RS a des inconvénients éventuels, telles que la possibilité d’avoir un délai, 
une augmentation de la bande passante et une difficulté  dans l’implémentation (Chow, Chan 
et Khushal, 2002).    
 
Afin d’étudier l’avantage de l’utilisation du code RS dans des réseaux Ad hoc mobiles 
(MANET), nous avons fait la modélisation du comportement de ce type de FEC à l’aide du 
logiciel. Pour cela, nous avons modifié le modèle de WLAN intégré dans OPNET en 
ajoutant le code Reed Solomon au pipeline d’émetteur récepteur de la liaison hertzienne 
(Radio Link Transceiver Pipeline) (Chow, Chan et Khushal, 2002).   
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4.3.1 L’outil de simulation OPNET  
OPNET  Modeler (Optimized Network Engineering Tool) d’OPNET Technologies INc. est 
un outil de développement  permettant la  conception et  l’étude des réseaux numériques, et 
des protocoles de communication avec une grande flexibilité. Son approche est orienté objet 
et il possède une interface graphique simple dans laquelle on place les différents composants 
du réseau à étudier. Il comprend  plusieurs protocoles, technologies et applications incluant 
WLAN (IEEE 802.11).  Nous avons utilisé la version 14.0 dans notre simulation.  
 
4.3.2 Description des étapes des pipelines de transmission dans OPNET  
OPNET est un simulateur à base de paquet, l’émetteur, les récepteurs et les propriétés du 
canal radio sont modelés dans 14 étapes des pipelines de transmission (Radio Link 
Transceiver Pipeline Stage) (documentation d’OPNET).  
 
Les 14 étapes des pipelines de transmission sont présentées dans la Figure 4.3: 
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Figure 4.3   Les pipelines de transmission.  
Tiré de Documentation OPNET (chapitre Radio Transceiver Pipeline dans Overview) 
 
• L’étape 0 : Receiver Group, est appelée une fois au début de la simulation. Elle fournit 
une technique d'accélération en optimisant le temps de simulation par l’élimination des 
récepteurs non éligibles. Son but est de créer un premier groupe de récepteur pour 
chaque canal d'émetteur. Le noyau de simulation vérifie chaque paire possible du canal 
de l'émetteur-récepteur, et crée un groupe de récepteur pour chaque canal d'émetteur. 
• L’étape 1 : Transmission Delay, exécutée dès le début de la transmission, appelée une 
seule fois pour tous les canaux de destination. Elle évalue le temps nécessaire pour la 
transmission d’un paquet entier. C’est le résultat de la différence de temps entre le 
début et la fin de la transmission du paquet. Par défaut, le délai de transmission = 
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longueur du paquet / taux de données. Cette étape rajoute un événement de fin de 
transmission et signale le début de transmission du paquet suivant. 
• L’étape 2 : Closure, appelée pour chaque destination et immédiatement après l’étape 1. 
Elle détermine si le signal physique peut atteindre la destination et  permet de gérer 
dynamiquement le voisinage radio. Ses résultats sont une transmission ou une 
obstruction.  
• L’étape 3 : Channel Match, son but est de classifier la transmission en basant sur la 
fréquence, bande passante, débit, codage, etc. Ce qui résulte à caractériser la 
transmission: valide, bruitée ou ignorée. Si les paquets ignorés, seront détruits (fin du 
pipeline).  
• L’étape 4 : Transmitter Antenna Gain, calcul du gain de l'antenne émettrice (dB) en 
tenant compte de la direction du récepteur. 
• L’étape 5 : Propagation Delay, calcul du temps de propagation émetteur et récepteur. 
Ce délai de propagation dépend de la distance et la vélocité de la propagation (délai = 
distance / vélocité).  
• L’étape 6 : Receiver Antenna Gain, pour chaque récepteur, c’est la première étape 
après le début de la réception, calcul du gain de l'antenne réceptrice (dB) en tenant 
compte de l'orientation de l'antenne émettrice. 
• L’étape 7 : Received Power. Calcul du niveau de la puissance du signal reçu, elle est 
basée sur la puissance d'émission, la fréquence, la distance, les gains des antennes, et 
calculée pour tous les paquets valides ou bruités.  
• L’étape 8 : Interference Noise, en cas de transmissions simultanées. Cette étape tient 
compte des transmissions concurrentes et calcule les effets du bruit sur les paquets 
valides. Elle est utilisée dans l’étape 10 pour calculer le taux signal sur bruit (SNR).  
 
Les étapes 9 à 12 du pipeline sont appelées pour évaluer la performance d’un lien en réponse 
aux changements de l'état du signal. Il y a toujours au moins une invocation des étapes 10 à 
12 pour évaluer la performance au-dessus de la pleine durée d'un paquet valide. Cependant, 
une invocation additionnelle se produira pour chacune de ces étapes (9-12) à chaque fois 
qu'un paquet d’interférence arrive, pour calculer les conditions du nouveau signal. 
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• L’étape 9 : Background Noise, intègre les différentes sources de bruit (background). 
Elle prend en compte : 
Bruit thermique (et bruit galactique); 
Émissions électroniques du voisinage;  
Possibilité de rajouter autres sources de bruit. 
Ce bruit est utilisé dans l’étape 10 pour calculer le taux signal sur bruit (SNR).  
• L’étape10 : Signal-to-Noise Ratio, uniquement pour les paquets valide. Cette étape 
calcule le taux signal sur bruit (SNR), elle est basée sur la puissance de réception et le 
bruit.  
• L’étape 11 : Bit Error Rate, uniquement pour les paquets valides. Cette étape calcule la 
probabilité des bits erronés et est calculée pour chaque segment de paquet (à SNR 
constant).  
• L’étape 12 : Error Allocation, cette étape estime les bits erronés pour un segment de 
paquet et est utilisée dans l’étape13 pour la correction d'erreurs. 
• L’étape 13 : Error Correction, uniquement pour les paquets valides. Cette étape 
détermine si un paquet est acceptable ou non.  
Puisque les liaisons hertziennes n'existent pas en tant qu'objets physiques, les étapes de 
pipeline utilisées pour soutenir une transmission radio particulière doivent être associées à 
l'émetteur radio et au récepteur radio qui forment le lien.  Les six premières étapes (groupe 
de récepteurs, délai de transmission, établissement du lien, compatibilité des canaux, gain de 
l’antenne émettrice et les délais de propagation) sont associées à l’émetteur. Et les autres huit 
étapes (gain de l’antenne réceptrice, puissance reçue, bruit background, bruit dû aux 
interférences, rapport signal sur bruit, taux d’erreurs bits, modèle d’erreurs et la correction 
d’erreurs) sont associées au récepteur.  
4.3.3 Le code Reed Solomon dans OPNET   
Pour implémenter le code Reed Solomon, deux nouveaux attributs sont utilisés : le nombre 
de symboles transmis (n), et le nombre de symboles d’information (k). Le nombre d’erreurs 
de bits corrigeable (t) qui est calculé à partir de n et k, où 2t = n-k. Selon le code RS, afin de 
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corriger les erreurs, l’émetteur attachera n-k bits de parité pour chaque k bits de données.  Ce 
comportement a été modélisé en changeant la première étape de pipeline responsable de 
calculer le délai de transmission. Pour chaque paquet, nous avons calculé les bits de parité 
supplémentaires exigés de RS. Ensuite, nous avons ajouté les bits supplémentaires à la 
longueur du paquet, qui est utilisé pour calculer le délai de transmission. Dans le côté du 
récepteur, l’étape 12 qui est l’étape d’attribution des erreurs détermine le nombre des bits 
erroné dans le paquet basant sur les BER calculés dans l’étape 11. Dans l’étape 13, qui est 
pour la correction d’erreurs, le modèle original décide s’il accepte ou rejette le paquet selon 
l’attribut de seuil ecc_thresh. Cette étape a été remplacé par notre modèle qui rejette tous les 
paquets avec le nombre de bit erroné plus grand que 2t (Chow, Chan et Khushal, 2002).  
 
4.4 Les modèles de simulation OPNET  
Afin de mieux présenter l’effet de la correction d’erreurs FEC et de la qualité de service QoS 
(DiffServ), des simulations d’un réseau MANET et avec différentes conditions ont été 
effectuées. Nous avons classé les simulations dans quatre modèles différents, le premier est 
sans problème et les trois autres sont avec des situations d’erreurs. 
4.4.1 MOD 1 : Modèle de référence 
La simulation a été faite à l’aide du logiciel OPNET version 14.0. Tout d’abord, nous avons 
créé un réseau ad hoc mobile à multi-sauts. Ce réseau Ad hoc mobile est constitué de 100 
stations WLAN (Workstation LAN) qui sont distribuées dans une aire de la forme d’un carré 
(grid) de 1000 x 1000 m2 (Figure 4.4). La topologie de carré a été utilisée afin d’augmenter 
les chances de trouver des différentes routes entre la source et la destination. La portée de 
transmission de chaque nœud est presque 430 m. La source et la destination sont présentées 
sur la Figure 4.4, et elles sont été choisies de façon que l’une soit à l’extérieur de la portée de 
transmission de l’autre. Nous avons utilisé deux applications : la vidéo conférence et la voix. 
Le protocole de routage utilisé est l’AODV. Le temps de simulation est de 5 minutes. Afin 
de prendre ce modèle comme référence, la simulation a été faite pour le réseau sans aucune 
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variation dans les paramètres des stations. En d’autres termes, il n’y a pas de background 
traffic, toutes les stations sont fixes et la puissance n’est pas réduite. Le Tableau 4.1 et le  
Tableau 4.2 représentent les paramètres de la vidéo conférence et de la voix respectivement.  
 
 
Figure 4.4   Le réseau Ad hoc simulé dans OPNET. 
 
Nous avons utilisé les paramètres par défaut des profils des applications. Les profils de ces 
deux applications sont exécutés en série et le temps de départ de ces profiles est uniforme 
(100,110) secondes et la durée est jusqu’à la fin de la simulation et elles se répètent une fois 
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au début. Le temps de départ de chaque application dans son profile est uniforme (5,10) 
secondes et la durée est jusqu’à la fin du profile et sa répétition est illimitée.   
 
Tableau 4.1   Les paramètres de l’application vidéo conférence 
 
• Information du temps entre arrivées de la trame 12.5 trames/sec 
• Taille de la trame entrante   
• Taille de la trame sortante  
640 octets 
640 octets 
• Nom de la destination  Vidéo destination 
• Type de service Multimédia Interactive (5) 
 
 
Tableau 4.2   Les paramètres de l’application voix 
 
• Nom de la destination  Voice destination 
• Système d’encodage G.711 
• Trames de voix par paquet 20 
• Type de service  Interactive voix (6) 
 
4.4.2 MOD 2 : Modèle de la mobilité  
Dans ce modèle, nous avons simulé le même réseau décrit précédemment (MOD1) mais, en 
déplaçant la source et la destination avec une vitesse de 10 m/s sans temps de pause afin de 
créer des situations d’erreurs dans le réseau (le problème de nœud caché déjà expliqué) pour 
voir l’effet de la correction d’erreurs FEC et de la QoS au réseau.  
 
Il est important de souligner que nous avons utilisé les paramètres par défaut de l’EDCA afin 
d’appliquer la QoS dans notre réseau (Tableau 4.3). 
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Dans tous les scénarios simulés dans ce modèle, il y a un background traffic qui n’est pas à 
temps réel, le FTP (File Transfer Protocol). Ce background traffic se trouve entre plusieurs 
stations du réseau et cela pour rendre le réseau plus réel. Ses stations ont été choisies d’une 
façon de bloquer les routes entre la source et la destination et les obliger de passer toujours à 
travers le réseau où il y a un background traffic (Figure 4.5). Nous avons choisi trois niveaux 
du trafic background: bas, moyen et haut. Ceci est pour voir l’influence du trafic sur les 
résultats des deux applications étudiées (voix et vidéo conférence).  Pour chaque niveau de 
trafic background, nous avons varié la taille des paquets. Les valeurs de ces trois niveaux 
sont présentées ci-dessous : 
• Le niveau de background traffic faible est : 1000 octets chaque 1 seconde. 
• Le niveau de background traffic moyen est : 22000 octets chaque 1 seconde. 
• Le niveau de background traffic élevé est : 50000 octets chaque 1 seconde. 
 
 
Tableau 4.3   Les paramètres par défaut d’EDCA utilisés dans Opnet  
Application AC CWmin CWmax AIFSN 
Voix AC-VO (PHY CWmin + 1)/ 4-1 (PHY CWmin +1)/ 2-1 2 
Vidéo AC-VI (PHY CWmin +1)/ 2-1 PHY CWmin 2 
Best-Effort AC-BE PHY CWmin PHY CWmax 3 
Background AC-BK PHY CWmin PHY CWmax 7 
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Figure 4.5   Le background traffic présenté sur le réseau Ad hoc simulé.  
 
4.4.3 MOD 3 : Modèle de la réduction de la puissance  
Dans ce modèle, nous avons simulé le même réseau décrit précédemment (le paragraphe 
4.4.2) mais maintenant la source seule qui se déplace et la puissance des stations a été 
diminuée de sorte que chaque station ne couvre qu’une seule station (presque 150 m).        
Nous avons fait cela afin d’affaiblir le signal et de créer des situations (des pertes et des 
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erreurs) dans le réseau pour voir l’influence de la qualité de service et la correction d’erreurs 
FEC.   
4.4.4 MOD 4 : Modèle de la mobilité et de réduction de la puissance en même 
temps 
Dans ce modèle, nous avons combiné les deux derniers modèles exposés ci-dessus. C'est-à-
dire que, la source et la destination se déplacent aléatoirement selon le modèle Random 
Waypoint et la puissance est réduite.  
 
La simulation a été réalisée, pour chacun des modèles précédents, sous forme de quatre 
scénarios différents : avec et sans l’intégration de la correction d’erreurs FEC (le Reed 
Solomon) et avec et sans l’utilisation de la qualité de service.  
 
En outre, les simulations des trois modèles de création d’erreurs (MOD 2, MOD 3 et MOD4) 
avec les quatre scénarios (avec et sans FEC, avec et sans QoS) ont été répétées, pour les trois 
niveaux de background traffic.  
 
D’après la simulation, nous espérons savoir ce qu’ajoute la QoS à un tel réseau. Si la QoS  et 
la correction d’erreurs FEC optimisent les ressources du réseau et si elles garantissent de 
bonnes performances aux applications en minimisant le délai de bout en bout et la gigue et 
en diminuant le nombre des pertes. Et nous souhaitons savoir si l’application de l’une de ces 
deux méthodes seule, suffira dans certain cas.  
 
 
 CHAPITRE 5 
 
 
RÉSULTATS ET ANALYSES 
Dans ce chapitre, nous présenterons les résultats et les analyses des simulations relatives à 
notre travail, qui sont effectuées avec le logiciel OPNET 14.0. 
 
5.1 Les métriques de performance 
Avant de présenter les résultats et les analyses des simulations réalisées, nous définirons 
quelques termes qui seront abordés dans ce chapitre. Ces définitions, tirées de la 
documentation d’OPNET, sont:  
 
• Délai de bout en bout de la vidéo conférence ou PEED (Packet End to End Delay) video: 
le temps que prend un paquet vidéo partant de la couche application de la source et 
arrivant à la couche application de la destination. Cette statistique enregistre des données 
relatives à tous les nœuds du réseau.  
• Délai de bout en bout de la voix ou PEED (Packet End to End Delay)  voice: Le délai 
total d’un paquet de voix, nommé le délai "mouth-to-ear". Cette valeur est donnée par la 
formule :  
Délai "mouth-to-ear" = délai du réseau + délai de codage + délai de décodage + délai de 
compression + délai de décompression.  
 
Les termes ci-haut mentionnés se définissent ainsi :  
•   Le délai du réseau est le temps pendant lequel l’émetteur cède le paquet au RTP 
(Real Time Protocol) jusqu’au temps où le récepteur le reçoit du RTP.   
•   Le délai de codage (sur le nœud émetteur) est calculé par l’encodeur. Notons que 
le délai de  décodage (sur le nœud de récepteur) est égal au délai de codage.  
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• Les délais de compression et de décompression deviennent des attributs 
correspondants dans la configuration de l’application voix. Cette statistique 
enregistre des données de tous les nœuds dans le réseau.  
 
• La gigue mesure les écarts entre les délais de transmission. Par exemple soit deux 
paquets consécutifs qui sont émis de la source aux instants t1 et t2 et ils s’exécutent à la 
réception aux instants t3 et t4, ce qui donne l’équation suivante :                  
La gigue =  (t4 - t3) - (t2 - t1). 
La gigue négative indique que la différence entre les temps de réception des deux 
paquets (à la destination) est inférieure à celle relative aux temps de leurs émissions (à la 
source).  
 
• Les paquets perdus correspondent à la taille totale des paquets de données perdus de la 
couche supérieure (en bits/seconde) par tous les MAC de WLAN dans le réseau à cause 
des insuccès de retransmissions. 
 
5.2 Les critères de la qualité de service de la voix et de la vidéo  
1. La qualité de service pour un flux voix sur IP nécessite les critères suivants (Moawad, 
2004) :  
• Le délai de bout en bout unidirectionnel est excellent s’il est entre 100 et 150  ms et 
acceptable s’il est entre 150 ms et 250 ms. De plus, il peut être tolérable s’il est 
strictement inférieur à 400 msec.  
• La gigue de délai est excellente si elle est inférieure à 40 ms et acceptable si elle est 
entre 40 ms et 75 ms.  
• Le taux de pertes de paquets est excellent s’il est inférieur à 5%. 
2. Les paramètres de la qualité de service requise pour la vidéo sont d’après (UNM, 1997) :  
• Le délai de bout en bout de 200 msec peut être toléré. 
• La gigue de la vidéo de mauvaise qualité est de 5 msec. 
• La tolérance des erreurs et la perte des paquets est à peu près 0.01%. 
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Pour chaque niveau de background trafic (bas, moyen et haut), nous avons simulé quatre 
scénarios différents : scénario de base, scénario avec FEC, scénario avec QoS et scénario 
avec FEC et QoS en même temps. Les résultats de ces simulations sont présentés ci-
dessous.  
 
5.3 Les résultats et les analyses des modèles avec background traffic bas 
Le background traffic utilisé, dans les scénarios suivants, est de niveau bas. En d’autres 
termes, nous envoyons 1000 octets chaque 1 seconde. 
Les paramètres utilisés dans ce modèle sont présentés dans le tableau suivant : 
  
Tableau 5.1   Les paramètres utilisés dans la simulation  
Nombre des stations 100 
Terrain Carré de 1000 m x 1000 m 
Le déplacement de la source et la 
destination 
Modèle Random waypoint 
Applications considérées 
• vidéo conférence de type interactive 
multimedia 
• voix de type interactive voice 
Taille des paquets vidéo 640 octets entrants et 640 octets sortants 
Le codeur de la voix G.711 
Temps de simulation 5 minutes 
Protocole de routage AODV 
Les valeurs de Reed Solomon utilisées RS (255,231) 
WLAN 802.11g 
Data rate  11 Mbps 
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5.3.1 Les modèles des simulations de niveau de Background traffic bas 
Scénario 1.bas   Modèle de base 
C’est le modèle de base où la qualité de service et la correction d’erreurs ne sont pas 
utilisées.   
Scénario 1.1 bas   Modèle de la mobilité 
Dans ce modèle, la destination et la source sont mise en mouvement afin de créer des 
situations d’erreurs dans le réseau. Ce scénario est simulé sans l’ajout de FEC et sans 
l’utilisation de la QoS afin de voir la situation du réseau avant l’ajout de la qualité de service.  
 
Scénario 1.2 bas   Modèle de la réduction de la puissance  
Dans ce modèle, la source est mobile et la puissance des stations a été diminuée pour affaiblir 
le signal. Et par conséquence, générer de situations d’erreurs dans le réseau. Ce scénario sera 
pris comme un modèle de base parce qu’il est simulé sans l’utilisation de FEC et de la QoS.  
 
Scénario 1.3 bas   Modèle de la mobilité et de la réduction de la puissance  
Dans ce modèle, nous associons les deux modèles décrivaient précédemment. C'est-à-dire 
que la source et la destination sont en mouvement, de plus la puissance est réduite. 
Scénario 2. bas   Modèle avec FEC seulement  
Dans ce scénario, nous appliquons seulement le Reed Solomon qui est un type de FEC.  
 
Scénario 2.1 bas Modèle de mobilité avec FEC seulement 
Dans ce scénario, la correction d’erreurs FEC a été ajoutée pour corriger les erreurs créées 
par le déplacement de la source et la destination. 
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Scénario 2.2 bas   Modèle de réduction de la puissance avec FEC seulement  
La réduction de la puissance des stations sans fil génère des situations d’erreurs qui peuvent 
être corrigées par l’ajout de la correction d’erreurs FEC.   
 
Scénario 2.3 bas   Modèle de la mobilité et de la réduction de la puissance  avec FEC 
seulement 
La correction d’erreurs FEC seule est utilisée dans ce modèle afin de corriger les erreurs 
éprouvées par la mobilité de la source et de la destination et par la réduction de la puissance.  
Scénario 3.  bas   Modèle avec QoS  
Dans ce scénario, nous avons introduit la QoS. Pour ce faire, le protocole EDCA a été 
appliqué. L’objectif est de voir si la QoS est apte à améliorer la situation du réseau ou non.  
 
Scénario 3.1 bas  Modèle de la mobilité avec QoS seulement  
En déplaçant la destination et la source, des situations d’erreurs seront créées. Alors, la QoS 
est utilisée pour obtenir des résultats optimaux dans ce modèle.  
 
Scénario 3.2 bas   Modèle de réduction de la puissance avec QoS seulement 
Tout comme la mobilité, la réduction de la puissance crée elle aussi des situations d’erreurs 
dans le réseau. En conséquence, la QoS est utilisée, dans ce scénario, afin de minimiser les 
erreurs dans le réseau.  
 
Scénario 3.3 bas   Modèle de la mobilité et de la réduction de la puissance  avec la QoS 
seulement 
La qualité de service seule est utilisée, dans ce modèle, afin de corriger les erreurs éprouvées 
par la mobilité de la source et de la destination et par la réduction de la puissance.  
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Scénario 4. bas   Modèle avec FEC et  QoS 
Telle que son nom l’indique, la correction d’erreurs FEC corrige les erreurs dans un réseau. 
La qualité de service, quant à elle, améliore la situation du réseau. Ainsi, ces deux 
méthodes permettent d’optimiser l’état du réseau. Cela entraîne à faire des simulations, à 
l’aide des deux méthodes, ce qui nous permet de confirmer s’il est toujours intéressant 
d’utiliser les deux méthodes combinées ou si l’une d’entre elles suffira, dans tous ou 
certains cas.  
 
Scénario 4.1 bas  Modèle de la mobilité avec FEC  et  QoS    
Les deux méthodes : FEC et QoS doivent, en principe, améliorer la situation d’un réseau. 
Afin de savoir jusqu’à quel point cette affirmation est juste et si ce principe est applicable 
dans tous les cas ou dans des cas spéciaux seulement, nous générerons des situations 
d’erreurs dans un réseau MANET en déplaçant la destination et la source, tout en appliquant 
les deux méthodes présentées ci dessus.  
 
Scénario 4.2 bas   Modèle de réduction de la puissance avec FEC et  QoS 
Dans ce scénario, les deux méthodes FEC et QoS seront appliquées de façon combinée pour 
voir si elles corrigent la situation d’un réseau MANET ayant des problèmes, en diminuant les 
puissances des stations sans fil. 
 
Scénario 4.3 bas   Modèle de la mobilité et de la réduction de la puissance  avec FEC 
et QoS 
Dans ce modèle, la correction d’erreurs FEC est utilisée d’une façon combinée avec la QoS 
afin d’améliorer la situation du réseau. 
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5.3.2 Le modèle de référence  
Ce scénario présente le modèle que nous utiliserons comme référence dans nos simulations. 
Dans ce scénario, nous simulons le même réseau sans background traffic ni mobilité, ni 
réduction de la puissance c'est-à-dire que toutes les stations du réseau sont fixes et la 
puissance utilisée est la même que celle utilisée dans le modèle de la mobilité. De plus, ni la 
correction d’erreurs FEC ni la QoS ne sont utilisées dans ce scénario.   
Il est important de noter que les résultats de ce modèle apparaissent dans tous les graphes 
présentés ci-dessous.  
Dans ce qui suit, nous présenterons les résultats des simulations faites pour tous les scénarios 
présentés précédemment.  
 
5.3.3 Notation des graphes simulés  
Afin de simplifier la compréhension des résultats et  des graphes obtenus dans les prochains 
paragraphes, nous présenterons quelques notes : 
 
• FQM est le nom de notre approche qui désigne FEC QoS pour Multimédia. 
• Nous avons nommé les scénarios simulés de la manière suivante : niveau de 
background traffic, modèle de création d’erreurs utilisé, la méthode utilisée (FEC, QoS 
ou les deux ensembles). Par exemple : Low Mobility Power QoS FEC pour désigner 
que le background traffic utilisé est de niveau faible, le modèle de création d’erreurs 
utilisé est la mobilité avec la réduction de la puissance, la QoS et le FEC sont utilisés.  
• Tous les scénarios qui n’utilisent pas la correction d’erreurs FEC ni la QoS sont 
présentés en bleu clair. 
• Tous les scénarios qui utilisent la correction d’erreurs FEC seule sont présentés en bleu 
foncé. 
• Tous les scénarios qui utilisent la qualité de service seule sont présentés en vert. 
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• Tous les scénarios qui utilisent la correction d’erreurs FEC de façon combinée avec la 
QoS sont présentés en rouge. 
• Le modèle de référence est le même qui existe dans toutes les figures et il est présenté 
en jaune.  
 
5.3.4 Les résultats du délai de bout en bout de la vidéo conférence en secondes 
 
Figure 5.1  PEED video 20 du modèle de la 
mobilité avec background traffic bas. 
 
 
Figure 5.2  PEED video du modèle de 
diminution de la puissance avec 
background traffic bas. 
 
La Figure 5.1 et la Figure 5.2 montrent que le délai de bout en bout de la vidéo conférence, 
en utilisant de façon combinée la correction d’erreurs FEC et la qualité de service (en rouge) 
et celui qui intègre le FEC seul (en bleu foncé) sont  proches, dans un contexte de problèmes 
dans le réseau. Bien que, dans les deux cas, la qualité de service seule donne de bons résultats 
c'est-à-dire moins de 150 msec (en vert), mais l’utilisation de FEC et de QoS combinée reste 
la meilleure solution. 
                                                 
20  PEED Video pour désigner le délai de bout en bout de la vidéo conférence. 
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Nous remarquons aussi que le PEED video du modèle de référence (en jaune) est un peu plus 
grand que celui qui utilise le FEC et la QoS chacun seul ou d’une façon combinée dans le 
modèle de mobilité tandis que ces derniers sont un peu plus élevés que le modèle de 
référence dans le modèle de la réduction de la puissance. 
 
5.3.5 Les résultats du délai de bout en bout de la voix en secondes 
Figure 5.3  PEED voice du modèle de la 
mobilité avec background traffic bas. 
Figure 5.4  PEED voice du modèle de 
diminution de la puissance avec 
background traffic bas. 
 
Dans le cas d’un réseau MANET avec un background traffic de niveau faible, nous 
remarquons que les délais de bout en bout de la voix en utilisant FEC seul ou avec la QoS 
sont proches surtout dans le cas de la mobilité (les graphes en bleu foncé et en  rouge dans la 
Figure 5.3 et la Figure 5.4). Dans la Figure 5.4, nous remarquons que le délai de bout en bout 
en intégrant la correction FEC et la QoS d’une façon combinée (en rouge) est meilleur que 
celui qui utilise le FEC seul (en bleu foncé).  
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En outre, dans les deux cas de création d’erreurs, le délai de bout en bout utilisant la QoS 
seule a des valeurs acceptables c'est-à-dire plus petites que 250 msec. Ce qui nous permet de 
conclure que l’utilisation de la correction d’erreurs FEC et de la QoS chacune seule ou d’une 
manière combinée se montre très acceptable. Or, afin d’obtenir de meilleurs résultats, il serait 
préférable d’utiliser le FEC et la QoS en même temps.  
 
Il est bon de souligner que les graphes en bleu clair représentent le réseau sans l’utilisation de 
la QoS ni de la correction d’erreurs FEC, afin de voir sa situation avant l’ajout de la qualité 
de service.  
 
D’ailleurs, nous remarquons que les valeurs obtenues de nos solutions proposées (les graphes 
en verts, rouge et bleu foncé dans la Figure 5.3 et la Figure 5.4) ne sont pas loin de celles du 
modèle de référence (en jaune).  
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5.3.6 Les résultats de la gigue de la voix en secondes 
Figure 5.5  Gigue de la voix du modèle de 
la mobilité avec background traffic bas. 
Figure 5.6  Gigue de la voix du modèle de 
diminution de la puissance avec 
background traffic bas. 
 
La Figure 5.5 et la Figure 5.6 montrent que dans un contexte de création d’erreurs, il n’y a 
pas une grande différence entre la gigue de la voix en utilisant le FEC et la qualité de service 
ensemble et celle en introduisant chacune d’entre elles à la fois. Ce qui permet de conclure 
que les trois solutions donnent des valeurs acceptables (proches de zéro) et stables en ce qui 
concerne la gigue.  
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5.3.7 La perte des paquets des stations locales sans fil en bits/secondes  
Figure 5.7  La perte des paquets du modèle 
de la mobilité et background traffic bas. 
   
Figure 5.8  La perte des paquets du 
modèle de diminution de la puissance 
avec background traffic bas. 
 
Dans le cas de déplacement de la destination et avec l’utilisation de FEC et de la QoS 
chacune seule ou combinée, nous remarquons, d’après la Figure 5.7 que les pertes des 
paquets dans les stations du réseau relatives au Retry Theshold Exceeded en utilisant le FEC 
seul sont les plus faibles tandis que celles en intégrant le FEC et la QoS d’une façon 
combinée sont les plus petites dans la Figure 5.8.  
 
Cependant, dans le cas de la QoS seule, nous remarquons une quantité considérable de pertes 
de données dues aux retransmissions excessives indiquant des états durs de contention et 
probablement à une « trop-petite » fenêtre de contention utilisée en contestant des stations. 
 
D’ailleurs, la Figure 5.7 illustre que la quantité des pertes obtenue en intégrant le FEC seul 
ou en même temps avec la QoS est plus petite que celle obtenue avec le modèle de référence.  
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Pourtant, dans le cas de la réduction de la puissance (Figure 5.8), nous remarquons que les 
pertes dans le modèle de référence sont proches de celles obtenus en utilisant le FEC et la 
QoS en même temps.  
 
Finalement, malgré que les résultats obtenus avec l’intégration de la correction d’erreurs FEC 
et la QoS chacune seule sont appropriés et proches de ceux obtenus en utilisant le FEC et la 
QoS ensemble. Nous pouvons conclure que, dans le cas d’un réseau MANET présentant des 
problèmes et en utilisant un background traffic de niveau bas, l’utilisation de la correction 
d’erreurs FEC conjointement avec la QoS donne de meilleurs résultats en ce qui concerne les 
délais de bout en bout de la vidéo conférence et de la voix, ainsi que pour la gigue de la voix 
et la perte des paquets. 
 
5.4 Les résultats et les analyses des modèles avec background trafic moyen  
Pour ce niveau de background trafic, nous répéterons les mêmes scénarios que nous avons 
décrits précédemment pour le background traffic bas, mais en fixant, cette fois ci,  la taille 
des paquets à 22000 octets chaque 1 seconde.  
 
Pour chacun des scénarios suivants, les deux modèles de création des situations d’erreurs 
seront utilisés qui sont le modèle de déplacement de la destination et le modèle de la 
réduction de la puissance. 
5.4.1 Les modèles des simulations de niveau de Background traffic moyen 
Scénario 1. moyen  Modèle de base 
Ce scénario représente le modèle de base où la qualité de service et la correction d’erreurs ne 
sont pas utilisées.   
 
 Scénario 2. moyen   Modèle avec FEC seulement  
Dans ce scénario, nous n’appliquons que le Reed Solomon, qui est un type de FEC. 
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Scénario 3. moyen   Modèle avec QoS  
Dans ce scénario,  le modèle de QoS choisi, à savoir l’EDCA a été ajouté afin de voir s’il est 
apte à améliorer la situation du réseau ou non.  
 
Scénario 4. moyen   Modèle avec FEC et  QoS 
Comme nous l’avons déjà mentionné, la correction d’erreurs FEC corrige les erreurs dans un 
réseau et la qualité de service améliore la situation du réseau. Ce qui permet d’optimiser 
l’état du réseau. Or, est-il toujours primordial et indispensable d’utiliser les deux méthodes 
citées ci-dessus? Pour répondre à cette question nous réaliserons des simulations, dans 
lesquelles la méthode de correction d’erreurs et celle d’utilisation de la QoS seront ajoutées 
et examinées afin de découvrir dans quels cas nous devons avoir recours aux deux méthodes 
conjointement, et dans quels autres cas l’utilisation d’une seule d’entre elles suffira. Dans ce 
dernier cas, nous aimerions connaître laquelle des deux solutions est meilleure.  
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5.4.2 Les résultats du délai de bout en bout de la vidéo conférence en secondes 
Figure 5.9  PEED video du modèle de la 
mobilité avec background traffic moyen. 
Figure 5.10  PEED video du modèle de 
diminution de la puissance avec 
background traffic moyen. 
La Figure 5.9 montre que le délai de bout en bout pour la vidéo, en utilisant la méthode de 
correction d’erreurs FEC seule (en bleu foncé), est proche de celui utilisant le FEC et la QoS 
ensemble (en rouge) dans le modèle de la mobilité tandis que dans le modèle de la réduction 
de la puissance le FEC montre une petite amélioration que dans le cas de FEC et QoS 
conjointement (en bleu foncé dans la Figure 5.10). L’incorporation de la qualité de service 
seule donne des valeurs acceptables qui sont inférieures à 120 msec mais elles sont plus 
élevées par rapport à celles obtenues en incorporant la correction d’erreurs FEC seul ou avec 
la QoS dans les deux modèles de créations d’erreurs (en vert).  
 
Nous pouvons, donc, conclure que lorsque la charge du réseau est moyenne et qu’il existe 
des problèmes dans le réseau, la correction d’erreurs FEC seule suffira pour obtenir un 
meilleur délai de bout en bout pour la vidéo conférence. Notons aussi que les valeurs 
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obtenues en intégrant le FEC seul et d’une façon combinée avec QoS sont proche de celles 
du modèle de référence.  
  
5.4.3 Les résultats du délai de bout en bout de la voix en secondes 
Figure 5.11  PEED voice du modèle de la 
mobilité avec background traffic moyen. 
Figure 5.12  PEED voice du modèle de 
diminution de la puissance avec 
background traffic moyen. 
 
 
De même que pour la vidéo conférence, la Figure 5.11 et la Figure 5.12 montrent que, malgré 
que la QoS donne des résultats appropriés, l’utilisation de la méthode FEC seule suffira pour 
obtenir un meilleur délai de bout en bout de la voix dans le cas d’un réseau avec problèmes et 
avec une charge de réseau moyenne.  
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5.4.4 Les résultats de la gigue de la voix en secondes 
Figure 5.13  Gigue de la voix du modèle 
de la mobilité avec background traffic 
moyen. 
Figure 5.14  Gigue de la voix du modèle 
de diminution de la puissance avec 
background traffic moyen. 
 
La correction d’erreurs FEC seule ou combinée avec la qualité de service donne de bonnes 
valeurs qui sont proches du zéro et stables pour la gigue de la voix dans les deux méthodes de 
création des situations d’erreurs (en bleu foncé et en rouge dans les figures 5.13 et 5.14).  
 
La qualité de service seule (en vert) donne aussi des valeurs très acceptables en ce qui 
concerne la gigue de la voix mais les deux autres solutions (FEC seul ou avec QoS) restent 
meilleures surtout quand on réduit la puissance (Figure 5.14).  
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5.4.5 La perte des paquets des stations locales sans fil en bits/secondes 
Figure 5.15  La perte des paquets du 
modèle de la mobilité avec background 
traffic moyen  
Figure 5.16 La perte des paquets du 
modèle de diminution de la puissance avec 
background traffic moyen. 
 
La Figure 5.15 et la Figure 5.16 montrent que les pertes des paquets dues au Retry Threshold 
Exceeded en utilisant le FEC seul ou d’une manière combinée avec la QoS sont faibles ce qui  
montre la fiabilité de la correction d’erreurs au lieu de retransmettre les paquets erronés. 
Cependant nous remarquons, que le réseau subit des pertes considérables en intégrant la QoS 
seule ceci est à cause de l’utilisation d’une petite fenêtre de contention.  
 
Pour conclure, les graphes précédents (de 5.9 à 5.16) montrent l’efficacité de la correction 
d’erreurs FEC. Il est clair que l’utilisation de FEC seul est préférable dans le cas d’un réseau 
avec problèmes, ayant un background traffic moyen qui serait généré entre les stations, car 
les résultats obtenus pour les délais de bout en bout relatifs à la vidéo conférence et à la voix 
ainsi que pour les résultats correspondants à la gigue de la voix et la perte des paquets sont 
meilleurs.  
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5.5 Les résultats et les analyses des modèles avec background trafic haut  
De même que pour les deux niveaux de background traffic bas et moyen. Dans ce cas, nous 
utiliserons le background traffic de niveau haut, en fixant la taille des paquets à 50000 octets 
chaque 1 seconde.  
 
5.5.1 Les modèles des simulations de niveau de Background traffic haut 
Nous allons simuler les scénarios suivants. Chacun de ces scénarios sera simulé dans les 
deux cas de création d’erreurs à savoir la mobilité et la réduction de la puissance.  
 
Scénario 1. haut   Modèle de base   
Scénario 2. haut   Modèle avec FEC seule  
Scénario 3. haut   Modèle  avec QoS seule 
Scénario 4. haut   Modèle avec FEC et QoS de façon combinée.  
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Un rappel des paramètres utilisés dans la simulation est présenté dans le Tableau 5.2: 
 
Tableau 5.2   Les paramètres utilisés dans la simulation 
Nombre des stations 100 
Terrain Carré de 1000 m x 1000 m 
Le déplacement de la source et de la 
destination 
Modèle Random waypoint 
Applications considérées 
• vidéo conférence de type interactive 
multimedia 
• voix de type interactive voice 
Taille des paquets vidéo 640 octets entrants et 640 octets sortants 
Le codeur de la voix G.711 
Temps de simulation 5 minutes 
Protocole de routage AODV 
Les valeurs de Reed Solomon utilisées RS (255,231) 
WLAN 802.11g 
Data rate  11 Mbps 
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5.5.2 Les résultats du délai de bout en bout de la vidéo conférence en secondes 
Figure 5.17  PEED video du modèle de la 
mobilité avec background traffic haut. 
Figure 5.18  PEED video du modèle de 
diminution de la puissance avec 
background traffic haut. 
 
Dans le but de créer des situations d’erreurs dans le réseau, nous avons mis en mouvement la 
source et la destination. En effet, la Figure 5.17 montre que l’utilisation de la correction 
d’erreurs FEC de façon combinée avec la QoS (en rouge) donne un meilleur délai de bout en 
bout pour la vidéo conférence quand le background traffic utilisé est élevé. Mais, ce n’est pas 
le cas dans la Figure 5.18, lorsqu’on diminue la puissance, où on remarque que l’utilisation 
de la QoS seule (en vert) donne un meilleur délai de bout en bout pour la vidéo conférence. 
Pourtant la correction d’erreurs FEC seule montre des résultats convenables c'est-à-dire 
moins de 200 msec (en bleu foncé) dans le contexte de création d’erreurs.  
 
Notons que le PEED du modèle de référence est inférieure (en jaune) à celui obtenu en 
utilisant la QoS et la FEC chacune seule ou d’une façon combinée.  
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5.5.3 Les résultats du délai de bout en bout de la voix en secondes 
Figure 5.19  PEED voice du modèle de la 
mobilité avec background traffic haut. 
 
Figure 5.20  PEED voice du modèle de 
diminution de la puissance avec 
background traffic haut. 
 
Les résultats du délai de bout en bout de la voix sont proches de ceux obtenus pour la vidéo 
conférence, où nous remarquons que la correction d’erreurs FEC utilisée de façon combinée 
avec la QoS donne le meilleur PEED dans le cas de la mobilité (en rouge dans la Figure 5.19) 
tandis que dans le cas de la diminution de la puissance c’est la QoS seule qui offre le meilleur 
PEED (en vert dans la Figure 5.20). Nous remarquons aussi que la correction d’erreurs FEC 
utilisée seule donne un délai de bout en bout un peu plus élevé que celui dans les autres cas à 
savoir la QoS seule ou combinée avec FEC mais il reste acceptable parce qu’il est inférieur à 
400 msec qui est la valeur limite qui peut être tolérer pour un trafic de la voix.  
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5.5.4 Les résultats de la gigue de la voix en secondes 
Figure 5.21  Gigue de la voix du modèle 
de la mobilité avec background traffic 
haut. 
 
Figure 5.22  Gigue de la voix du modèle 
de diminution de la puissance avec 
background traffic haut. 
Lorsque la source et la destination se déplacent, l’utilisation de la correction d’erreurs FEC 
ou la QoS chacune seule donne des excellents résultats pour la gigue de la voix (les graphes 
en bleu foncé et en vert dans la Figure 5.21 et la Figure 5.22). En revanche, la qualité de 
service utilisée d’une manière combinée avec la FEC donne des valeurs qui ne sont pas très 
appropriées de la gigue lorsque nous diminuons la puissance (en rouge dans la Figure 5.22). 
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5.5.5 La perte des paquets des stations locales sans fil en bits/secondes 
Figure 5.23  La perte des paquets du 
modèle de la mobilité avec  
background traffic haut. 
 
Figure 5.24  La perte des paquets du 
modèle de diminution de la puissance 
avec background traffic haut. 
 
Selon la Figure 5.23, l’utilisation de FEC de façon combinée avec la QoS subit des pertes 
dues au dépassement du seuil de tentative de la retransmission (Retry Threshold Exceeded) 
qui sont inférieures à celles que connaît le réseau dans les deux autres cas, à savoir 
l’utilisation de la QoS et la FEC chacune seule (en vert et en bleu foncé respectivement). 
 
Pourtant, nous voyons bien, dans la Figure 5.23 et la Figure 5.24, que la quantité des paquets 
perdus éprouvée dans le réseau, dans le cas de FEC seul (en bleu foncé), n’est pas très grande 
et ceci grâce à la correction d’erreurs qui diminue le nombre de retransmission dans le 
réseau. Cependant, l’application de la QoS seule subit d’une grande quantité de perte parce 
qu’elle essaye toujours d’améliorer la situation du réseau en retransmettant les paquets 
lorsqu’il est congestionné.  
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En conclusion, dans le cas de background traffic élevé, les résultats obtenus en utilisant les 
trois méthodes (la correction d’erreurs FEC et la QoS chacune seule ou d’une façon 
combinée) semblent acceptables.  
 
5.6 Les résultats de la simulation de la mobilité et la réduction de la puissance en 
même temps 
Dans ce paragraphe, nous allons présenter les résultats des simulations des scénarios en 
intégrant la mobilité et la diminution de la puissance ensemble pour les trois niveaux de 
background traffic (Bas, moyen et haut). En d’autres termes, la source et la destination se 
déplacent à une vitesse de 10 m/sec sans temps de pause et la puissance est réduite de sorte 
que la portée de transmission de la station ne couvre qu’une seule station. Les paramètres 
utilisés dans ses simulations sont le mêmes que ceux présentés dans le Tableau 5.2. 
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5.6.1 Les résultats des simulations pour le background traffic de niveau faible 
Figure 5.25  Les résultats des simulations pour le background traffic de niveau faible. 
 
a.  PEED video. b.  PEED voice. 
c. La gigue de la voix. d. La perte des paquets. 
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La Figure 5.25 montre que les résultats des simulations du réseau qui intègre la mobilité et la 
réduction de la puissance en même temps et le background traffic est de niveau faible, en 
utilisant la correction d’erreurs FEC seule ou combinée avec la QoS sont proches et ils 
semblent très acceptables (en bleu foncé et en rouge). Bien que les valeurs obtenues en 
incorporant la QoS soient appropriées (en vert), nous préférons celles obtenues quand le FEC 
seul, qui se montrent meilleures. Ceci dit, nous constatons que l’utilisation de FEC seul 
suffira pour l’obtention de résultats performants (en bleu foncé). Ce qui évite de surcharger 
inutilement le réseau en utilisant les deux méthodes combinées.  
 
D’ailleurs, les résultats du modèle de référence (en jaune) sont très proches de ceux obtenus 
par nos solutions à savoir le FEC seul ou combiné avec la QoS.  
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5.6.2 Les résultats des simulations pour le background traffic de niveau moyen                 
 
 
a. PEED video. b. PEED voice. 
 
c. La gigue de la voix. d. La perte des paquets. 
 
Figure 5.26 Les résultats des simulations pour le background traffic de niveau moyen. 
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La Figure 5.26 montre que les résultats des simulations du réseau, qui intègre la mobilité et la 
réduction de la puissance en même temps quand le background traffic est de niveau moyen, 
en utilisant la correction d’erreurs FEC combinée avec la QoS sont les plus petits. Malgré 
que les résultats obtenus par l’incorporation de la correction d’erreurs FEC et la qualité de 
service chacune seule paraissent satisfaisants, la méthode de les utiliser d’une façon 
combinée reste la meilleure solution. 
 
D’ailleurs, les résultats du modèle de référence (en jaune) sont plus petits que ceux obtenus 
par l’intégration de FEC ou de QoS chacune seule ou combinées.  
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5.6.3 Les résultats des simulations pour le background traffic de niveau haut 
a. PEED video. b. PEED voice. 
c. La gigue de la voix. d. La perte des paquets. 
Figure 5.27  Les résultats des simulations pour le background traffic de niveau haut. 
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Dans ce scénario, le background trafffic utilisé est de niveau élevé, la puissance est réduite et 
la source et la destination sont mobiles ce qui mène à des collisions et des congestions dans 
le réseau. Malgré cela, la correction d’erreurs et la qualité de service chacune seule ou 
combinée améliorent la situation du réseau en réduisant les délais et les pertes des paquets 
(Figure 5.27)  
 
Toutefois, le FEC ajoute des informations supplémentaires ce qui permet de saturer la bande 
passante alors il est préférable d’utiliser la QoS seule.  
 
5.7 Conclusion 
Les résultats des simulations montrent une amélioration dans le réseau, en incorporant 
n’importe quelle méthode des trois à savoir la correction d’erreurs FEC et la QoS chacune 
seule ou de façon combinée, par rapport à sa situation lorsqu’il n’adopte aucune méthode 
(tous les graphes des simulations en bleu clair).  
 
Toutefois, dans tous les scénarios simulés, nous remarquons que la différence entre les 
résultats obtenus en intégrant la correction d’erreurs FEC ou la QoS chacune seule et ceux 
obtenus en utilisant le FEC en même temps que la QoS n’est pas très significative. De plus, 
tous les trois sont acceptables. Cependant, nous remarquons toujours la performance de 
certains résultats par rapport aux autres.  
 
Par exemple, lorsque le background traffic utilisé est de niveau faible, l’intégration de la QoS 
de façon combinée avec le FEC donne des résultats optimaux, alors nous préférons 
l’utilisation de cette méthode afin d’avoir des résultats idéaux, dans ce cas, car le réseau n’est 
pas très congestionné et il y a assez de bande passante.  
 
Pourtant que dans le cas de background traffic de niveau moyen, malgré que la QoS et la 
FEC combinées donne des meilleurs résultats lorsque la mobilité et la diminution de la 
puissance sont appliquées, il est préférable d’intégrer la correction d’erreurs FEC seule parce 
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que les résultats obtenus par cette méthode sont très acceptables et nous évitons de surcharger 
inutilement le réseau en utilisant les deux méthodes combinées.  
 
Lorsque le background traffic est de niveau élevé, nous remarquons qu’il n’y a pas une seule 
méthode parfaite qui peut être utilisée dans tous les cas. En d’autres termes, la QoS combinée 
avec la FEC donne des meilleurs résultats dans le cas de la mobilité tandis qu’elle donne 
seule des bons résultats dans le cas de la diminution de la puissance. Il faut souligner aussi 
que l’utilisation de la correction FEC seule donne des délais de bout en bout pour la voix et la 
vidéo un peu plus élevées (mais moins de 400 msec) que ceux obtenus par les deux autres 
méthodes à savoir la QoS seule ou combinée avec le FEC, tandis que la perte des paquets est 
réduite. Mais, afin d’éviter de saturer la bande passante en utilisant la correction d’erreurs 
FEC qui ajoute des bits supplémentaires, la QoS seule semble la meilleure solution dans ce 
cas. 
 
En conclusion, nous notons que lorsque le background traffic utilisé est bas, la correction 
d’erreurs FEC et la QoS chacune seule donne des résultats appropriés, seulement, dans le but 
d’avoir des résultats optimaux, il faut utiliser la correction d’erreurs et la qualité de service en 
même temps. D’autre part, il devient indispensable d’appliquer la correction d’erreurs FEC 
seule, quand le background traffic augmente au niveau moyen et la QoS seule au niveau 
élevé, ce qui permet d’obtenir des résultats performants.  
 
 
 CONCLUSION 
 
Les services multimédia deviennent très importants et très populaires dans la vie quotidienne. 
Cependant, ces applications sont sensibles au délai et à la perte des informations. Par ailleurs, 
les réseaux Ad hoc mobiles « MANET » ont une bande passante limitée et susceptible 
d’avoir des erreurs. Alors, l’utilisation des services multimédia sur MANET exige un support 
de qualité de service.  
 
Dans le présent mémoire, nous avons étudié le support de la QoS dans un réseau MANET 
qui utilise des services multimédia (voix et vidéo conférence). En fait, nous avons essayé 
d’obtenir une meilleure qualité de service en contrôlant le délai de bout en bout et la gigue 
des applications multimédia ainsi qu’en diminuant les pertes des paquets. Afin d’atteindre 
notre objectif, nous avons ajouté au réseau simulé sous OPNET, le Reed Solomon, qui est un 
correcteur d’erreurs de type FEC, et avons appliqué l’EDCA qui est un protocole d'accès au 
medium utilisé dans la norme IEEE 802.11e qui permet d’appliquer une différenciation de 
services sur les réseaux sans fils afin d’avoir une certaine QoS dans le réseau.  
 
D’après les simulations que nous avons faites, nous concluons que lorsque le background 
traffic est faible et moyen le FEC seul donne des valeurs très acceptables mais si on veut 
améliorer la qualité de la voix nous pouvons introduire la QoS qui donne la priorité à la voix.  
 
Toutefois, quand le background traffic est moyen, le FEC donne un semblant de QoS, ce qui 
est très approprié pour le trafic best effort. En fait, les délais de bout en bout relatifs à la voix 
et à la vidéo conférence en incorporant la correction d’erreurs FEC et le background traffic 
moyen, sont très convenables, ainsi que la quantité des paquets perdus due à la faible 
retransmission, ce qui montre une très grande fiabilité de la correction d’erreurs non pas pour 
le trafic à temps réel seulement mais pour tous les trafics qui existent dans le réseau. En 
d’autres termes, les utilisateurs de la voix et de la vidéo conférence en plus de ceux de 
background traffic, à savoir le FTP, sont satisfaits parce que les délais obtenus de ces travaux 
sont appropriés avec le moins de pertes possibles.  
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Lorsque le background traffic est élevé, nous remarquons que les délais de bout en bout 
obtenus par la QoS seule sont meilleurs en les comparant à ceux obtenus par le FEC car la 
qualité de service représentée par EDCA dans le présent travail, donne la priorité à la voix 
puis à la vidéo ensuite aux trafics best effort et background traffic respectivement, ce qui 
cause des conséquences négatives sur les utilisateurs de background traffic à cause du faible 
trafic qu’ils vont recevoir. Tandis que le FEC corrige les erreurs de tous les trafics, incluant 
le background trafic, ce qui permet d’obtenir un débit important pour ce dernier en plus de 
celui de la voix et de la vidéo.   
 
Aussi, il est important de noter que le FEC est meilleur que l’ARQ parce qu’il corrige les 
erreurs au lieu de faire simplement des retransmissions des paquets perdus. Nous pouvons 
remarquer clairement cette conclusion dans tous nos graphes de pertes de paquets où le FEC 
donne toujours une quantité de pertes assez faible devant celle obtenue en intégrant la QoS.  
 
Il est important de souligner que dans tous nos scénarios, nous avons procédé à la 
comparaison de nos résultats avec ceux du modèle de référence qui a été simulé sans aucune 
modification dans le réseau, autrement dit, on n’a introduit ni la QoS ni le FEC dans ce 
modèle.  
 
Alors, les résultats des simulations montrent une grande amélioration dans le réseau au 
niveau des délais de bout en bout des services vidéo conférence et voix, de la gigue de la 
voix et de la perte relatifs aux stations sans fil lorsqu’on introduit la correction d’erreurs FEC 
et la QoS chacune seule et lorsqu’on les utilise de façon combinée, dans les cas où le réseau 
est congestionné ou non.  
 
Enfin, nous concluons que nos résultats des simulations répondent aux objectifs que nous 
avons fixés au début. Parce que grâce à notre approche, la qualité de service dans un réseau 
qui éprouve des situations critiques est améliorée en réduisant les délais, la gigue de la voix 
et les pertes des paquets. Ce qui donne une certaine satisfaction aux utilisateurs des services 
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multimédia dans un tel réseau en comparaison avec le service qu’ils pouvaient avoir sans 
l’incorporation de cette qualité de service. 
  
 
 RECOMMANDATIONS  
 
Nous recommandons de concevoir un mécanisme dynamique qui peut différencier les 
méthodes (FEC seul et QoS seule, et FEC avec QoS ensemble) pour activer seulement l’une 
ou l’autre des deux méthodes selon la situation dans laquelle se trouve le réseau. Par 
exemple, si le trafic utilisé dans le réseau est critique, alors nous choisirons d’utiliser le FEC 
et la QoS simultanément. Autrement, nous utiliserons le FEC seul ou la QoS seule.  
 
L’utilisation de Reed Solomon comme correcteur d’erreurs de type FEC a donné de bons 
résultats. Nous suggérons d’essayer, pour un futur travail, un autre type de la correction FEC 
tel que le code turbo et de voir s’il donnera de meilleurs résultats que ceux obtenus avec 
Reed Solomon.  
 
Comme le Reed Solomon cause un trafic supplémentaire au réseau en ajoutant les données 
redondantes, il serait intéressant de concevoir un algorithme de compression d’entête.  
 
Dans notre mémoire, nous avons utilisé les communications unicast. Comme nous utilisons 
les applications “vidéo et voix”, il serait important d’essayer les communications multicast. 
 
La simulation est une première étape de vérification et de validation et elle est proche du 
modèle naturel. Comme les résultats de simulation sont jugés satisfaisants, alors ils peuvent 
être vérifiés par une implémentation pratique de la correction d’erreurs et la QoS sur des 
ordinateurs portables et des assistants personnels PDA qui utilisent un trafic à temps réel basé 
sur la voix et la vidéo et en faisant un réseau congestionné ou non, selon le nombre des 
utilisateurs qui participent au réseau. Ce qui assure une évaluation de notre approche dans un 
système réel.  
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