Epitaxial Ru(0001) layers are sputter deposited onto Al2O3(0001) substrates and their resistivity ρ measured both in situ and ex situ as a function of thickness d = 5-80 nm in order to quantify the resistivity scaling associated with electron-surface scattering. All layers have smooth surfaces with a root-mean-square roughness < 0.4 nm and exhibit an epitaxial relationship with the substrate: Ru[0001]║Al2O3 [0001] and Ru[ 0 1 10 ]║Al2O3[ 0 2 11 ], suggesting negligible resistivity contributions from geometric surface roughness and grain boundary scattering. The room temperature ρ vs d data is well described by the semiclassical Fuchs and Sondheimer (FS) model, indicating a bulk electron mean free path λ = 6.7 ± 0.3 nm. Electron scattering at the Ru(0001) surface is distinctly different from the known Cu(001) surface: Its scattering specularity is unaffected by oxygen exposure but dependent on temperature and/or the environment, as indicated by a 43% decrease in the measured ρo×λ product with decreasing temperature from 295 to 77 K. Transport simulations employing the ruthenium electronic structure determined from firstprinciples and a constant relaxation time approximation indicate that the resistivity is strongly (by a factor of two) affected by both the transport direction and the terminating surfaces. This is quantified with a room temperature effective mean free path λ * which is relatively small for transport along the hexagonal axis independent of layer orientation (λ * = 4.3 nm) and for (0001) terminating surfaces independent of transport direction (λ * = 4.5 nm), but increases, for example, to λ * = 8.8 nm for (1120) surfaces and transport along [1100]. Direct experiment-simulation comparisons show a 12% and 49% higher λ from experiment at 77 and 295 K, respectively, indicating limitations of the semi-classical transport simulations despite the correct accounting of Fermi surface and Fermi velocity anisotropies. The overall results demonstrate a low resistivity scaling for Ru, suggesting that 10 nm half-pitch Ru interconnect lines are approximately 2 times more conductive than comparable Cu lines.
Epitaxial Ru(0001) layers are sputter deposited onto Al2O3(0001) substrates and their resistivity ρ measured both in situ and ex situ as a function of thickness d = 5-80 nm in order to quantify the resistivity scaling associated with electron-surface scattering. All layers have smooth surfaces with a root-mean-square roughness < 0. 4 11 ] , suggesting negligible resistivity contributions from geometric surface roughness and grain boundary scattering. The room temperature ρ vs d data is well described by the semiclassical Fuchs and Sondheimer (FS) model, indicating a bulk electron mean free path λ = 6.7 ± 0.3 nm. Electron scattering at the Ru(0001) surface is distinctly different from the known Cu(001) surface: Its scattering specularity is unaffected by oxygen exposure but dependent on temperature and/or the environment, as indicated by a 43% decrease in the measured ρo×λ product with decreasing temperature from 295 to 77 K. Transport simulations employing the ruthenium electronic structure determined from firstprinciples and a constant relaxation time approximation indicate that the resistivity is strongly (by a factor of two) affected by both the transport direction and the terminating surfaces. This is quantified with a room temperature effective mean free path λ * which is relatively small for transport along the hexagonal axis independent of layer orientation (λ * = 4.3 nm) and for (0001) terminating surfaces independent of transport direction (λ * = 4.5 nm), but increases, for example, to λ * = 8.8 nm for (1120) surfaces and transport along [1100] . Direct experiment-simulation comparisons show a 12% and 49% higher λ from experiment at 77 and 295 K, respectively, indicating limitations of the semi-classical transport simulations despite the correct accounting of Fermi surface and Fermi velocity anisotropies. The overall results demonstrate a low resistivity scaling for Ru, suggesting that 10 nm half-pitch Ru interconnect lines are approximately 2 times more conductive than comparable Cu lines.
I. INTRODUCTION
The resistivity of metallic conductors increases as their physical dimensions approach or become smaller than the bulk electron mean free path λ. 1, 2 This well-known resistivity size effect is due to increased electron scattering at the conductor surfaces [3] [4] [5] [6] and grain boundaries, [7] [8] [9] [10] [11] and is exacerbated by surface roughness. [12] [13] [14] The resistivity increase has become a major challenge for the continued downscaling of Cu interconnects in integrated circuits, 15, 16 and as a result, considerable ongoing research efforts focus on improving the Cu line conductivity 5, 6, 8, 17, 18 and on evaluating possible replacement materials. 15, [19] [20] [21] [22] [23] [24] [25] Particularly promising are metals that have a small resistivity size effect and therefore may have a lower resistivity than Cu in the case of narrow wires. The size effect is typically quantified using the classical models by Fuchs and Sondheimer (FS) for surface scattering, 26, 27 and by Mayadas and Shatzkes (MS) for grain boundary scattering. 28 Both models predict in their approximate form a resistivity increase that is proportional to ρo×λ/D, where ρo is the bulk resistivity and λ is the bulk mean free path which is, for example, 39 nm for Cu at room temperature. 29 D is the distance between scattering interfaces, that is the film thickness, wire width or mean grain size, which typically scales with the width for narrow interconnect lines. Correspondingly, a metal with a small mean free path is a promising candidate for narrow lines with a high conductivity, and the metal with the smallest product ρo×λ is expected to conduct the best for the limiting case of narrow wires. 30 We note that this argument neglects variations in the surface scattering specularity as well as the grain boundary reflection probability which may vary as a function of the metal as well as surface 4, 5, 18, [31] [32] [33] and grain boundary 7,9-11,34 structure and chemistry. In addition, the semi-classical transport description of the above mentioned models may be no longer applicable for narrow (< 10 nm) conductors. 12, [35] [36] [37] Nevertheless, the mean free path argument is a useful starting point to explore possible interconnect metal replacement options and motivates this study, which has the primary goal to quantify the resistivity scaling (and associated effective λ) for ruthenium.
Ruthenium is a promising candidate metal to replace Cu as an interconnect metal. It has theoretically predicted ρo×λ products of 5.14 ×10 -16 and 3.81×10 -16 Ωm 2 in the basal plane and along the z-axis of its hexagonal structure, respectively. 30 These values yield relatively small predicted mean free paths of λ = 6.7 and 6.6 nm for in-plane and out-of-plane transport at room temperature with resistivities of 7.6 and 5.8 μΩcm, respectively. 38 In comparison, the predicted ρo×λ for Cu is 6.70 × 10 -16 Ωm 2 , which is 30-76% larger than for Ru, suggesting that Ru is more conductive than Cu in the limit of narrow wires, despite the in-plane Ru bulk resistivity being 4.5 times larger. 38, 39 In addition, Ru is also promising as back end and middle-of-line interconnect metal due to its potential to be used with much thinner barriers 22 and its resistance to electromigration. 40, 41 Recent investigations on Ru films and wires are promising, indicating a low resistivity scaling 19, 23, 25, 42 and better conduction than Cu for line widths < 16 nm. 40 Studies on polycrystalline Ru films suggest a high specularity for electron surface scattering with a bulk mean free path λ = 6.6 nm that matches the calculated prediction of 6.4-6.6 nm. 24 However, correctly determining the bulk mean free path from polycrystalline lines is challenging due to uncertainties associated with (i) the presence of grain boundaries with variable spacing (i.e. grain size), orientation, and unknown electron reflection coefficients. This greatly increases the fitting uncertainty 43 because both surface and grain boundary scattering cause similar resistivity contributions such that the two effects typically cannot be uniquely separated, (ii) uncertainties in the wire cross-sectional area which fluctuates along the wire length and is typically determined by statistical micrograph analyses or the temperature coefficient of resistance (TCR) method. 44 This approach has been reported to lead to large uncertainties of up to 44% 45 due to uncertainty in the bulk temperature derivative of the resistivity and the potential breakdown of the TCR method due to increased electron-phonon coupling, 46 and (iii) resistivity contributions from surface roughness. The roughness is particularly large for the etched side-surfaces of wires and correctly accounting for its effect on resistivity scaling is challenging because it is not evident which of the multiple proposed models 12, 14, [47] [48] [49] [50] [51] [52] is most appropriate for a specific sample geometry. In this paper, we resolve these challenges by determining the mean free path and interfacial specularities of Ru using epitaxial layers. The key advantage of epitaxial layers is the absence of grain boundaries, which removes the confounding effects from grain boundary scattering, allowing a direct quantification of the resistivity due to surface scattering. In addition, the use of 2D layers instead of 1D wires has the advantages of (i) a much more accurate determination of the conductor geometry, since the thickness of a layer can be measured more precisely (±1%) than the crosssectional area of a wire (±10%), and (ii) the surface roughness of a layer can be more directly quantified and is much smaller than the line edge roughness of an interconnect line, rendering roughness effects in our study negligible. Ru(0001) layers with thickness d = 5 -80 nm were sputter deposited on c-plane sapphire substrates at 350 °C and in situ annealed with a temperature ramp to 950°C. Their resistivity was measured in situ without breaking vacuum, which provides data without possible effects from air exposure on electron surface scattering. Data analyses suggest completely diffuse surface scattering and a room temperature mean free path of 6.7 ± 0.3 nm. Furthermore, we explore the conductivity of Ru at reduced dimensions using Boltzmann transport simulations in conjunction with the Ru Fermi surface computed from first-principles, predicting an anisotropic size effect with the highest conductivity along the hexagonal axis and an effective mean free path ranging from 4.3-8.8 nm, in reasonable agreement with our experiments. The quantitative results from this study in combination with the approximate forms of the FS and MS models suggests that 10 nm half-pitch Ru interconnect lines are twice as conductive as comparable Cu interconnects.
II. PROCEDURE
All films were deposited in a three chamber ultra-high vacuum DC magnetron sputter deposition system with a base pressure below 10 -9 torr. 53, 54 Polished 10×10×0.5 mm 3 Al2O3(0001) substrates were ultrasonically cleaned in consecutive baths of trichloroethylene, acetone, isopropyl alcohol, and deionized water. The substrates were mounted on a Mo sample holder using colloidal silver paste, inserted into the deposition system via a load lock chamber, and degassed at 350 °C for 1 hour. Depositions were done in 3.0 mTorr 99.999% pure Ar by applying a power of 60 W to a 5-cm-diameter Ru (99.95%) target mounted 12 cm from the rotating (1 s -1 ) substrate which was held at 350 °C. Immediately prior to film deposition, the target was sputter cleaned for 10 minutes with a shutter protecting the substrate. Subsequently, the shutter was opened for deposition with a constant rate of 0.21±0.01 nm/s. The deposition time was varied to obtain a series of layer thicknesses ranging from 5 to 80 nm. After deposition, the samples were subjected to in situ vacuum annealing in the same vacuum chamber, consisting of a temperature ramp with six consecutive 30-minute intervals at 450, 550, 650, 750, 850 and 950 °C. Subsequently, samples were cooled in vacuum for ~12 h to reach room temperature and transferred in situ to an attached analysis chamber for in situ resistivity measurements using a linear four-point probe with a 1 mm inter-probe spacing operated at 1-100 mA. 55, 56 The described procedure for Ru deposition and annealing was developed by studying the effect of deposition and annealing temperatures from room temperature to 1000 °C on the microstructure and surface morphology. The described procedure yields the highest crystalline quality and the smallest surface roughness. Samples were removed from the vacuum system via a load lock chamber that was vented with dry N2. They were immersed in liquid N2 within 1 second after removal from the vacuum system to minimize air exposure prior to low temperature transport measurements. The resistivity at 77 K was measured with a linear four-point probe with both the Ru sample and the spring-loaded tips completely submerged in liquid N2. Subsequently, the samples were warmed up for 10 minutes in a desiccation chamber followed by ex situ room temperature resistivity measurements. The sample geometry was accounted for according to Ref. 57 and the measured sheet resistance converted to the resistivity using the layer thickness measured by X-ray reflectivity (XRR).
X-ray Diffraction (XRD) and reflectivity analyses were done using a Panalytical X'pert PRO MPD system with a Cu source. θ-2θ scans, ω rocking curves, and  scans were acquired using a hybrid mirror with a Ge(220) two bounce monochromator which yields a λKα1 = 1.5406 Å beam with a 0.0068° divergence, and a PW3018/00 PIXcel line detector operated in scanning mode. XRR scans were obtained using a parabolic mirror which yields a source divergence of <0.055° and a scintillation point detector. The measured XRR data were fitted using the PANalytical X'Pert Reflectivity software, which makes use of the Parratt formalism for reflectivity. For this purpose, the densities of Ru and Al2O3 were kept fixed at 12.4 and 3.989 g/cm 3 , respectively, while the free fitting parameters were the Ru film thicknesses and the root mean square roughness σ of the layer surface and the substrate-layer interface. Atomic force microscopy (AFM) was performed using a Digital Instruments Multimode IIIa operated in tapping mode, using an antimony doped silicon cantilever with a 4 μm tip radius and a resonance frequency of 320 kHz. 3.5 × 3.5 µm 2 micrographs were acquired at three different locations of each sample. The nominally 80 nm-thick Ru film was examined in cross section by high resolution transmission electron microscopy (HRTEM) in an FEI Talos F200X instrument operating at 200 kV. The electron transparent section was prepared by focused ion beam (FIB) milling in an FEI Helios NanoLab 660 dual beam instrument. A final milling step at 1 kV was used to remove the ion beam damaged layer. The direction chosen to be normal to the prepared section was parallel to [1120] in sapphire and thus parallel to [10 10] in Ru.
Electron transport in Ru layers is simulated from first-principles using the following procedure which is described in more detail for the case of tungsten in Ref. 58 . The electronic structure of bulk Ru is determined from density functional theory calculations using the Vienna ab initio simulation package (VASP), employing periodic boundary conditions, a plane wave basis set with an energy cutoff of 213 eV, the Perdue-Burke-Ernzerhof generalized gradient approximation (GGA) exchange correlation function, 59 the projector-augmented wave method, 60 and a pseudo potential that includes all core electrons up to the 4p electrons such that 4d and 5s electrons are explicitly calculated. The lattice parameters of the unit cell were kept fixed at a = 2.706 Å and c = 4.282 Å. Self-consistent calculations using a Γ-centered 40×40×40 k-point grid are used to determine the charge distribution, which is subsequently used for non-selfconsistent calculations with a finer 200×200×200 k-point mesh. The chosen 200 3 k-points yield a computational accuracy for the ballistic conductance that is converged to ±0.1%.
The Fermi surface is determined from the calculated bands by dividing the Brillouin zone into irregular tetrahedra that are defined by four neighboring k-points as described in Ref. 30 . The intercepts of the tetrahedra edges with the Fermi surface are found by linear interpolation and correspond to the corners of approximately 10 6 triangles that define the Fermi surface. For each triangle, the electron velocity is calculated from the energy difference at the tetrahedron corners, yielding the k-vector-dependent Fermi velocity vector for each triangle. Electron transport is then simulated following the procedure described in Ref. 58 , using the Boltzmann transport equation and simultaneous integration over real and reciprocal space of a thin film with thickness d and the Brillouin zone for bulk Ru, respectively. The latter is done by integration over the Fermi surface, which is achieved by summation over the Fermi surface triangles using the appropriate weights including triangle area and electron velocity components along the transport direction and perpendicular to the thin film surface. 58 For this purpose, a coordinate transformation from the reciprocal hexagonal lattice to a reciprocal Cartesian coordinate system is applied to each triangle.
Electron scattering at the surfaces is treated by boundary conditions, similar to the original work by Fuchs and Sondheimer. 26, 27 However, contrary to the FS model, here we correctly account for the anisotropy of the electronic structure, which is assumed to be that of bulk Ru since the screening length is much shorter than the layer thickness. The only unknown in this approach is the carrier relaxation time τ(k) due to electron-phonon scattering. In this study, we assume that τ is independent of k. In order to estimate the possible error associated with this constant-τ-approximation, we also perform simulations assuming a constant mean free path, that is, assuming that λ = τ(k)×vf(k) is independent of k. This provides an alternative weighting in the integration over the Fermi surface and indicates the magnitude of the correction in ρ for an anisotropic (kdependent) τ. The thin film resistivity is calculated for a set of thin film orientations and transport directions: Ru (0001) [1100] . For each combination of film orientation and transport direction, ρ for a total of 1000 d-values is calculated using both constant τ and constant λ approximations. The values for τ or λ are determined from the bulk (d  ∞) limit, assuming the bulk resistivity ρo is known (from experiments). We note that the Ru bulk resistivity is anisotropic. Thus, ρo is a function of the transport direction. However, in the present paper, the simulation results are presented as ρ/ρo vs ρod. With this scaling, the simulation can be done without explicit knowledge of ρo, τ, and λ, and therefore becomes a pure first-principles transport prediction.
III. RESULTS AND DISCUSSION
A. Microstructural analysis Figure 1 shows representative X-ray diffraction results from a 77.8-nm-thick Ru(0001)/Al2O3(0001) layer. The diffractogram in Fig. 1(a) is a section of a θ-2θ scan, plotted from 41.5° to 42.5°. For clarity, intensity is multiplied by a factor of ten for 2θ > 41.9°. It shows peaks at 41.685° and 42.17° which are attributed to the sapphire 0006 and Ru 0002 reflections, respectively. These two peaks are the only features that were detected in the entire 2θ range from 5° to 90°, indicating oriented Ru growth in the [0001] direction. The Ru 0002 peak position corresponds to a lattice constant of c = 0.4282 nm, which is in agreement with the literature value of 0.42819 nm and indicates a negligible (< 0.01%) strain. The full width at half maximum (FWHM) of the Ru 0002 peak is 0.12°, which corresponds to an out-of-plane coherence length 54 of 78 nm. This value matches the thickness of 77.8 nm measured by XRR, indicating that the peak width is fully explained by the sample size, suggesting that the density of crystalline defects is so small that no broadening in the XRD peak can be detected. Similar agreement has been detected for all Ru 0001 samples presented in this study. The inset in Fig. 1(a) is an ω-rocking curve of the Ru 0002 reflection. It has a FWHM of 0.58°, indicating a good crystalline alignment of the Ru caxis along the growth direction. This peak width corresponds to an in-plane coherence length of 21 nm. It is 17-55% smaller than what has previously been reported for epitaxial Ru(0001)/Al2O3(0001) deposited by pulsed laser ablation, 61 and sputter deposited epitaxial Ru(0001)/Al2O3(0001) with a 0.5 nm thick palladium buffer layer, 62 suggesting a comparable or higher crystalline quality of the Ru(0001) layers in our study in comparison to previous investigations. Fig. 1(b) shows an XRD  -scan acquired using a constant 2θ = 78.390°, ω = 39.195°, χ = 32° offset to detect the Ru 3 1 10 reflections. The pattern exhibits six peaks at  = 31, 91, 151, 211, 271, and 331°, indicating a 6-fold rotational symmetry with a 60° spacing between each of the Ru 10 13 peaks. The average measured peak width in  is 1.2°. This width is due to convoluted instrumental/geometric broadening and in-plane and out-of-plane grain misalignment such that the maximum degree of in-plane misalignment between the Ru film and the substrate is . This epitaxial relationship is facilitated by the matching of a close packed plane of Ru atoms with a close packed plane of oxygen atoms in the basal plane of sapphire, with a relatively small lattice mismatch of 1.5%. 61, 63 This overall observation by XRD that the Ru layers are epitaxial crystals with a negligible (not-detected) density of misoriented grains is important for the interpretation of the electron transport measurements presented below. More specifically, the absence of any significant density of misoriented grains renders electron scattering at grain boundaries negligible such that the measured resistivity allows direct quantification of the effect from electron surface scattering. Fig. 1(c) shows a representative XRR curve from a 10.1-nm-thick Ru(0001) layer. The measured intensity is plotted in a logarithmic scale vs the scattering angle 2θ, showing the characteristic interference fringes that are used to determine the layer thickness. The red-dashed curve is the result from curve fitting and is shifted by a factor of 10 -1 for clarity purposes. The fitting procedure provides values for the layer thickness d = 10.1 nm, in good agreement with the nominal 10 nm from deposition rate calibrations, and for the root mean square (RMS) surface and interface roughness of 0.34 ± 0.04 and 0.34 ± 0.05 nm, respectively. The fact that these values are identical suggests that the Ru surface roughness is determined by the roughness of the polished substrate. Adding a 0.2-nm-thick Ru-oxide surface layer to the fitting procedure indicates a reduced quality of the fit, indicating that our Ru layers exhibit a negligible (< 0.2 nm) surface oxide. This is consistent with previous studies, reporting a Ru native oxide thickness of only 0.4 -0.8 nm after one week of air exposure at room temperature, 64 whereas the samples studied here were measured within 2-6 hours of being removed from vacuum and the liquid N2. Similar XRR measurements were done for all five samples of this study, yielding d (1 102) planes at the expected angle of 57.6° to the Ru/sapphire interface for the c-axis oriented Al2O3 substrate. The insets in Fig. 2 are the selected area electron diffraction patterns for the [10 10 ] zone axis in Ru and the [1120 ] zone axis in sapphire. These are the expected patterns based on the sample thinning direction that was chosen based on the XRD  -scan analyses of both layer and substrate. That is, the selected area electron diffraction patterns confirm the epitaxial orientation relationship determined by XRD. Larger area TEM micrographs (not shown) indicate no evidence of misoriented grains or grain boundaries. In summary, the TEM studies provide further evidence for the epitaxial growth of Ru(0001) on Al2O3(0001) as well as the absence of any grain boundaries. Figure 3 is a plot of the RMS surface roughness σ vs the layer thickness d, as determined from atomic force micrographs. A 2.9×2.9 µm 2 excerpt of a typical 3.5×3.5 µm 2 AFM micrograph is shown in the inset. This inset is from the surface of the 77.8 nm thick Ru(0001) layer and shows surface mounds that are 100-300 nm wide and have peak-to-valley heights of 0.4-1.5 nm. This is consistent with the results from the statistical analysis of this micrograph which yields σ = 0.24 nm, corresponding to an average peak-to-valley height of 2 2 σ = 0.68 nm. A set of three 3.5×3. .7, and 77.8 nm, respectively. The larger roughness detected by XRR is attributed to the roughness of the substrate, which exists on a larger lateral length scale, making it observable by XRR but inaccessible to the AFM analysis. Evidence for this comes from the observed agreement between the XRR determined roughnesses for the Al2O3-Ru and Ru-atmosphere interfaces, indicating that the larger scale roughness of the film surface is from the original roughness of the polished substrate. The surface roughness is also estimated from a cross-sectional TEM micrograph of the 77.8 nm thick sample, yielding an average peak to valley height of 1.0 ± 0.5 nm, in reasonable agreement with the 0.7 nm from AFM or 1.1 nm from XRR analyses.
The primary purpose of the surface roughness quantification within this study is to explore the possibility that the roughness may affect electron surface scattering and may contribute to the measured resistivity size effect, as previously reported.
12,13,52, 65 We employ Namba's model 51 to estimate the effect of surface roughness on the measured resistivity, using the measured quantities d/λ and h/λ, where 2   h is one half of the average peak-to-valley height. This analysis with the Namba model yields a correction to the resistivity which is less than 1% for all samples even when using the larger roughness values from the XRR analyses, indicating that the surface roughness has a negligible effect on the resistivity measured in our study. We note, however, that more recent studies 66 suggest a stronger roughness effect than predicted by Namba. This may be due to surface roughness directly affecting the electron surface scattering or causing reflection at atomic height surface steps, 14 which are not included in Namba's model that simply accounts for the geometric roughness effect. Nevertheless, applying the recent step-reflection model 14 to our Ru(0001) layers (using the measured average surface mound widths and heights) results in a resistivity correction that is < 1% for all samples and is therefore neglected in our study. Figure 4 is a plot of the Ru(0001) film resistivity as a function of thickness d measured both in situ and ex situ at 295 K. The in situ measured ρ for the thickest layer with d = 77.8 nm is 7.69 ± 0.19 µΩcm. This value is close to the reported bulk Ru in-plane resistivity ρo = 7.6 µΩcm, 38 indicating a negligible resistivity contribution due to electron scattering at surfaces and residual defects in the thickest sample. This is also consistent with the analysis below, indicating that the resistivity due to surface scattering for this sample is 0.25 µΩcm, which is comparable to the measurement uncertainty of ± 0.2 µΩcm. The resistivity increases to ρ = 7.98 ± 0.20, 8.87 ± 0.22, 9.77 ± 0.24, and 12.08 ± 0.30 µΩcm as the layer thickness is reduced to d = 38.7, 19.8, 10.1, and 5.3 nm. That is, the 5.3-nm-thick layer has a resistivity that is 59% larger than the in-plane bulk value. This increase is a direct consequence of electron surface scattering that results in the observed resistivity size effect. The ex situ values that are also plotted in Fig. 4 are, within experimental uncertainty, identical to the in situ results. This suggests that atmospheric exposure does not significantly alter the film surface, consistent with the negligible surface oxide in the XRR analyses. That is, exposure to air has no effect on the electron surface scattering specularity. This is in stark contrast to reported results on Cu, which shows a resistivity increase upon air exposure that is attributed to oxygen adsorption and ultimate chemical oxidation 31 causing a transition from specular to diffuse surface scattering. 5, 6 The inset of Fig. 4 shows the corresponding resistivity values at 77 K. They increase with decreasing thickness from ρ = 0.97 ± 0.10 µΩcm to 1.14 ± 0.11, 1.41 ± 0.14, 1.92 ± 0.19, and 3.27 ± 0.33 µΩcm for d = 77.8, 38.7, 19.8, 10.1, and 5.3 nm, respectively. The sample with the largest thickness d = 77.8 nm has a resistivity which is 0.18 ± 0.10 µΩcm larger than the reported in-plane bulk resistivity at 77 K of 0.79 µΩcm taken from linear extrapolation of the data in Ref. 38 . This corresponds to a 23% resistivity increase which is attributed to electron-surface scattering. That is, in contrast to room temperature, surface scattering contributes substantially to the overall thin film resistivity at 77 K even for d = 77.8 nm. This is because of the ~10× smaller electron-phonon scattering cross-section at liquid N2 temperature, which leads to a correspondingly larger bulk mean free path, such that surface scattering becomes a larger fraction of the total electron scattering. The observed increase of 23% is in good agreement with the expected 20% from curve fitting, as discussed below, indicating that this increase can be completely attributed to surface scattering.
B. Electron Transport
The red line through the data points in Fig. 4 is the result from curve fitting to the in situ measured resistivity. This is done using the exact integral form of the FS model 26, 27, 43 where the integral is solved numerically. We choose to use as a single fitting parameter the bulk mean free path λ, while keeping the bulk resistivity at its reported room temperature in-plane value ρo = 7.6 µΩcm 38 and assuming completely diffuse surface scattering by setting the specularity parameters for electron scattering at both interfaces to zero (p1 = p2 = 0). The fitting procedure yields a value for λ of 6.7 ± 0.3 nm and a curve that describes the data well, as evident in Fig. 4 . We note, however, that any other choice for the specularity parameters p1 > 0 and/or p2 > 0 yields an equally satisfactory fitting curve as long as the average specularity is kept relatively small [more specifically (p1 + p2)/2 ≤ 0.4] and the mean free path λ is adjusted accordingly. That is, as previously noted by others, 21, 43 fitting with the FS model typically does not allow one to independently determine both p and λ, but only yields a lower bound for the mean free path (in this case λ ≥ 6.7 ± 0.3 nm) if p is allowed to vary independently. Nevertheless, we believe that p1 = p2 = 0 is the most reasonable choice for our Ru(0001) layers based on two arguments: (1) The resulting λ = 6.7 ± 0.3 nm is in excellent agreement with the reported first-principles prediction of λ = 6.76 nm, assuming an in-plane bulk resistivity of 7.6 µΩcm. 30 A more detailed comparison of experimental vs computational results follows below. (2) The resistivity is unaffected by adsorbed oxygen and water molecules and/or surface oxidation. Such adsorption and oxidation has been reported to cause a transition from partially specular (p1 > 0) to completely diffuse (p1 = 0) scattering at Cu(001) surfaces. Correspondingly, the absence of a resistivity increase upon air exposure of our Ru layers suggests that the as-deposited surface already causes completely diffuse electron scattering, that is, p1 = 0. We attribute the diffuse scattering at the Ru-vacuum interface to perturbations of the flat surface potential and/or scattering into localized surface states. 5, 32, 67 Both are due to atomic level roughness including adatoms and surface vacancies that cannot be detected by our AFM analyses. Similarly, diffuse scattering at the Ru-Al2O3 interface can be attributed to local epitaxial strain fields, non-uniform charge transfer, and/or asymmetric covalent bonding that lead to both potential perturbations and localized interface states and, therefore, diffuse electron scattering, similar to what has been reported for the Cu/MgO(001) interface. 4, 68 Curve fitting of the resistivity at 77 K is done similarly, assuming p1 = p2 = 0 and keeping the bulk resistivity constant at the reported ρo = 0.79 µΩcm for the in-plane Ru resistivity at 77 K. 38 We note that Volkenshteyn et al. reported a contradicting 27% lower in-plane ρ = 0.58 µΩcm at 77 K. 69 This latter value is inconsistent with our data and is therefore not further considered here. In contrast, fitting with ρo = 0.79 µΩcm yields a curve that describes the measured data well, as shown in the inset of Fig. 4 . This fit yields a bulk mean free path at 77 K of λ = 36.7 ± 2.1 nm.
The analysis of the data in Fig. 4 indicates that the product ρo×λ = 5.06×10 -16 Ωm 2 at room temperature but ρo×λ = 2.90×10 -16 Ωm 2 at 77 K. That is, the value at 77 K is 43% lower than at 295 K, which is in direct contradiction with expectations from classical or semiclassical bulk electron transport descriptions which predict a temperature-independent ρo×λ product. 28 The exact physical reason for this discrepancy is not known, but could be attributed to (i) a thicknessdependent electron-phonon coupling 46, 70 that leads to an apparent temperature dependence of the bulk mean free path when fitting the ρ vs d curves, (ii) an anisotropy in the electron scattering in bulk, that is, a wave vector dependence in the electron-phonon scattering cross-sections, 58 (iii) deviations from the F-S model in the limit of small thickness and/or low temperature, 12, [35] [36] [37] and/or (iv) a higher electron scattering specularity at the Ru-liquid nitrogen interface than at the Ruvacuum interface. This final point (iv) is explored by curve fitting of the resistivity at 77 K using a free fitting parameter p1 for the upper interface scattering specularity but using a fixed λ = 64.1 nm which is determined from the room-temperature ρo×λ = 5.06×10 -16 Ωm 2 . This leads to p1 = 0.74 and to a curve which describes well the low-temperature data and is nearly identical to the curve shown in the inset of Fig. 4 . That is, the hypothetical explanation (iv) suggests completely diffuse electron scattering at the Ru-vacuum interface but partial (74%) specularity at the interface between Ru and liquid N2.
We note that it is also possible to reject arguments (i)-(iv) and correspondingly assume a constant ρo×λ product. In that case, the data in Fig. 4 is fitted simultaneously for both 77 and 295 K, using a constant temperature-independent ρo×λ product as the only free parameter for both data sets. This yields ρo×λ = 4.0×10 -16 Ωm 2 which corresponds to λ = 51 nm at 77 K and λ = 5.3 nm at 295 K. The resulting curves are shown as dashed lines in Fig. 4 . They overestimate the measured resistivity at 77 K but underestimate the room temperature data. This is expected since the simultaneous fit uses a constant ρo×λ which is larger and smaller than ρo×λ = 2.90×10 -16 and 5.06×10 -16 Ωm 2 obtained from individual data fitting at 77 and 295 K. Figure 5 shows the results from Boltzmann transport simulations using the electronic structure calculated from first-principles. It is a plot of the Ru resistivity as a function of film thickness, where the vertical axis is the thin film resistivity ρ normalized by the bulk resistivity ρo and the horizontal axis is the thickness d scaled by ρo. This scaling makes the plot independent of the electron phonon scattering rate (thus independent of T, ρo, and λ) and therefore a pure firstprinciples prediction without any experimental input. The lines show the simulated resistivity for different thin-film orientations and transport directions while the plotted data points are the experimentally measured resistivity values reproduced from Fig. 4 at both 295 and 77 K, which can be directly compared to the predicted transport (violet line) for a Ru(0001) layer, as discussed in more detail below. The inset shows a plot of the Ru Fermi surface, color coded according to the Fermi velocity vf, which is a function of the wave vector k. It is obtained from density functional calculations, as described in Section II, and is used for the transport simulations. The Brillouin zone is wider within the basal plane than along the hexagonal axis, reflecting that the in-plane lattice constant a = 2.706 Å is considerably shorter than c = 4.282 Å along the hexagonal axis. The average Fermi velocity is 7.2×10 5 m/s, which is 35% smaller than vf = 1.11×10 6 m/s reported for copper. 30 However, there is considerable anisotropy, with the inner "electron star" exhibiting a relatively low vf = 3×10 5 m/s along [0001] but a three times larger vf = 9×10 5 m/s within the hexagonal plane while the "hole ring" has vf = 3-8×10 5 m/s over most of its surface but also exhibits pockets with vf = 9-12×10 5 m/s which is almost as high as vf = 9-13×10 5 m/s for the additional separate pockets, as previously reported in Ref. 30 .
The solid violet line in Fig. 5 is the calculated resistivity for a Ru(0001) thin film with the basal plane parallel to the film surface, electron transport along [1120] , a constant carrier relaxation time τ, and completely diffuse electron scattering at both surfaces p1 = p2 = 0. Simulations for the same film orientation but a different in-plane transport direction [1100] result in resistivity changes of < 0.004%, indicating isotropic transport within the basal plane which is expected due to the 6-fold rotational symmetry of the hexagonal crystal structure. Corresponding calculations using a constant λ approximation yield resistivity values that are 0 -3.7% smaller than the plotted curve for the constant τ approximation. This change is relatively small, suggesting that the k-dependency of τ has a negligible effect on the simulated resistivity, justifying the approach of a constant τ in this study. The green solid line is the predicted resistivity for a Ru (1120) layer with transport along the hexagonal [0001] axis, a constant τ, and completely diffuse surface scattering at the (1120) terminating surfaces. Corresponding calculations using the same [0001] transport direction but a Ru (1 100) film orientation (not shown) results in nearly the same predicted resistivity, with a maximum 2% deviation within the plotted range ρod = 3×10 -17 -1×10 -14 Ωm 2 . This suggests that the resistivity along the hexagonal axis of Ru is relatively independent of the thin film orientation, which may be attributed to the Fermi surface shape exhibiting nearly cylindrical symmetry that makes surface scattering invariant to rotations around the hexagonal axis. The green dashed and dotted lines are for layers with the hexagonal axis parallel to the surface but with transport perpendicular to the hexagonal axis. More specifically, the dashed line is for a Ru (1120) layer with conduction along [1 100] , while the dotted line shows the resistivity of a Ru (1 100) film with conduction along [1120] . These curves illustrate strong anisotropic effects for transport in the basal plane (i.e. perpendicular to the hexagonal axis) for layers with terminating surfaces that are different from Ru(0001). For example, the resistivity along [1 100] of a Ru (1120) layer is 71% larger at ρod = 1.0 × 10 -16 Ωm 2 than for a Ru (1 100) film with transport along [1120] . To summarize these simulated anisotropy effects: The resistivity size effect is smallest (largest conductivity) for transport along the hexagonal axis, independent of layer orientation. The resistivity size effect is modestly (~10%) larger for transport in the basal plane if the terminating surfaces are (0001). However, transport in certain basal plane directions with surfaces that are perpendicular to the basal plane lead to much higher (2× larger) resistivities.
In order to directly compare the simulated with the measured resistivity, the experimental data from Fig. 4 is reproduced in Fig. 5 as red squares, orange triangles, and blue circles for in situ and ex situ measurements at 295 K, and for 77 K measurements, respectively. The three data sets are for the same Ru layers with d = 5.3 -77.8 nm. However, because ρo is 9.6 times lower at 77 K than at 295 K, the data points for 77 K are plotted at a lower ρod = 4. To further interpret the simulation results, we describe them in terms of an effective mean free path λ*, defined as the mean free path value at which the FS model 26, 27 matches the simulated resistivity.
58 λ* is found by fitting the simulated resistivity values from d = 3 -1300 nm with the FS model, using a room temperature ρo = 7.6 and 5.8 μΩcm for transport in the basal plane and along the hexagonal axis, respectively, and completely diffuse surface scattering to match the p = 0 in the simulations. This fitting procedure is limited to the approximate range ρod > 1.7 × 10 -16 Ωm 2 which corresponds to d > 3 nm for room temperature layers, leading to good matches for all curves, with a maximum difference of 2.5% between simulated and fitted curves. The effective mean free path 
 , despite that the two curves in Fig. 5 (violet and dotted green) nearly overlap. This is because fitting to obtain λ* is done using ρod > 1.7 × 10 -16 Ωm 2 which corresponds a realistic thickness range (d > 3 nm) at room temperature but where the dotted green line shows a larger ρ/ρo than the violet curve.
That is, the simulated effective mean free path for Ru varies by approximately a factor of two, ranging from 4.3 nm for transport along [0001] to 8.8 nm for a Ru (1120) layer with transport along [1 100 ] , consistent with the data presented in Fig. 5 . This range includes the previously reported λ = 6.7 nm from calculations 30 and λ = 6.6 nm from measurements on polycrystalline Ru films, 24 but is below λ = 10 nm reported for vapor deposited Ru films. 71 Similarly, our own room temperature λ = 6.7 ± 0.3 nm is within this 4.3-8.8 nm range, suggesting experiment-simulation consistency. However, since our experiments are limited to Ru(0001) layers, our experimental λ = 6.7 ± 0.3 nm should be only and directly compared to simulations of Ru(0001) layers. For this purpose, as above, λ* is determined by fitting the simulated resistivity for both 77 K  = 4.5 ± 0.1 nm. These values can be directly compared with the experimental λ = 36.7 ± 2.1 nm and 6.7 ± 0.3 nm, respectively, indicating that the experimental mean free path is 12% and 49% larger than the prediction for the (0001) layer orientation for 77 and 295 K, respectively. We attribute this disagreement to limitations in the simulation approach. More specifically, our simulations use the calculated anisotropic Ru Fermi surface and therefore correctly describe anisotropy effects from both the Fermi surface shape and wave-vector dependent Fermi velocities. Thus, they go well beyond conventional FS model predictions with spherical Fermi surfaces. However, our simulations use a semi-classical description for transport, similarly as done in the FS model. Therefore, they are expected to become inaccurate in the limit of small thickness and/or large mean free path. 37 As a final discussion point, we explore the potential for Ru as a high-conductivity metal for narrow interconnect lines. For this purpose, we determine the expected resistance of Ru lines using the measured mean free path and the approximate forms of the FS and MS models. [26] [27] [28] 43 This approach is limited by the accuracy of these models and associated input parameters, but nevertheless provides a direct and fair comparison of the conductance of Ru with that of Cu. We use the reported in-plane room-temperature bulk resistivity ρo = 7.6 μΩcm 38 of Ru and our measured mean free path λ = 6.7 nm and surface scattering specularity p = 0. The corresponding values for Cu are ρo = 1.71 µΩcm, 43 λ = 39 nm, 68 and p = 0. 31 Reported grain boundary reflection coefficients R range from 0.3 to 0.99 for Ru 24, 71, 72 and from 0.25 to 0.45 for Cu. 2, 43, [73] [74] [75] [76] [77] [78] Based on these large and overlapping ranges for Ru and Cu, we assume for our resistance estimates the same average R = 0.4 for both Ru and Cu. We consider first a wire with a square cross section with width w, and a grain size equal to the wire width such that grain boundaries (perpendicular to the wire direction) are separated by w. At large w (> 100 nm), the resistivity is close to the bulk value and, therefore, the Cu wire is approximately four times more conductive than Ru. However, the larger electron mean free path in Cu causes a considerably stronger resistivity size effect, such that for narrow lines, where electron scattering at surfaces and grain boundaries dominate, the resistivity of Ru is smaller than of Cu. This results in a critical w = 7.4 nm of a square wire, for which both materials exhibit the same resistivity of 26.6 µΩcm, while Ru is more conductive than Cu for w < 7.4 nm and Cu is more conductive than Ru for w > 7.4 nm. Second, we compare the resistance of the two metals in a more realistic structure: 20-nm-pitch (i.e. 10-nm-half-pitch) interconnect lines with a typical aspect ratio of two, corresponding to 20-nm-deep and 10-nm-wide wires. We assume the same values for ρo, λ, p and R as used above, as well as a 10 nm spacing between grain boundaries along the length of the line. In addition, we assume a 0.3 nm adhesion layer for Ru 22 and a 2.0 nm liner for Cu, resulting in cross-sections of 19.7 × 9.4 nm 2 for Ru and 18.0 × 6.0 nm 2 for Cu. This results in resistivities of 21.1 and 25.1 µΩcm for the Ru and Cu interconnects, yielding line resistances of 1.14 and 2.32 kΩ/µm, respectively. Thus, the 10 nm half-pitch Ru line is approximately two times more conductive than the corresponding Cu line. The higher Ru conductance is due to the combination of both the smaller resistivity size effect and Manuscript, published as: Erik Milosevic, Sit Kerdsongpanya, Amirali Zangiabadi, Katayun Barmak, Kevin R. Coffey, Daniel Gall, "Resistivity Size Effect in Epitaxial Ru(0001) Layers," J. Appl. Phys. 124, 165105 (2018). https://doi.org/10.1063/1.5046430 13 the thinner adhesion/liner layer for Ru in comparison to Cu. We note that this estimate neglects anisotropy effects in Ru and uses our in-plane transport values with (0001) terminating surfaces. Transport along the hexagonal axis would result in an even higher conductance of the Ru line, due to the 24% lower bulk resistivity and the ~10% lower resistivity size effect for transport along [0001], while terminating surfaces different from (0001) may result in lower or higher Ru line resistances.
IV. CONCLUSIONS
In situ and ex situ transport measurements of epitaxial Ru(0001) layers on Al2O3(0001) fitted with the FS model indicate a room-temperature electron mean free path of 6.7 ± 0.3 nm and a zero surface scattering specularity that is independent of air exposure. The product ρo×λ exhibits a temperature dependence, decreasing by 43% as the temperature is lowered from 295 to 77 K. Boltzmann transport simulations based on the electronic structure of Ru predict a strong anisotropy in the resistivity size effect. Simulations for transport within the basal plane of a Ru(0001) film are in reasonable agreement with experimental results, with the simulated effective mean free path being 10-33% below the experimental values. Applying the experimentally determined Ru mean free path to a polycrystalline interconnect line with a 10 nm half-pitch suggests a two times lower resistance for Ru than for a corresponding Cu line, indicating great promise for Ru as a future interconnect material. 
