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Abstract
In the context of the low speed and high drift angles manoeuvres, a limited number of experimental test cases are available 
in open literature. Consequently, the ability to reliably predict the hull forces (and the related hydrodynamic coefficients) 
via computational fluid dynamics calculations may represent a significant added value to further tune or to generate new 
simplified hull forces models to be employed in a manoeuvring code. Even if some applications can be found in the literature 
for selected cases and conditions, as those considered in the present work, a more systematic comparison is mandatory to 
confirm the reliability of these numerical approaches. In light of this, in the present work a systematic application of the 
open-source viscous-based flow solver OpenFOAM to predict forces at low-speed manoeuvring conditions for two ship test 
cases (the KCS and the KVLCC) is presented. The proposed numerical setup, specifically designed to be applied in the early 
ship design stage (limiting computational effort), shows a satisfactory accuracy to cope with the strong off-design conditions 
related to these specific ship operative conditions.
Keywords Slow speed manoeuvrability · CFD viscous code · OpenFOAM · CFD verification and validation
1 Introduction
The ability to predict the ship hydrodynamic characteristics 
by means of numerical approaches has gained greater impor-
tance in the last decade; this has been mainly due to the 
increase of available computational resources, which made 
the numerical prediction of many hydrodynamic character-
istics finally possible with increasing level of complexity. 
The ability to virtually evaluate the ship performance, for 
instance, may drastically reduce the uncertainties typically 
related to a new design, in particular, when a new concept 
is considered. This aspect allows performing optimisa-
tions at early design stage before the final verification by 
dedicated model tests. However, when the problem com-
plexity increases, computational costs are still not negligi-
ble. Nowadays these activities are mainly related to some 
hydrodynamics aspects as the hull resistance [1–4], the 
propeller performance prediction [5–9] and their mutual 
interactions (see for instance [10–13]) and only in the recent 
years, many shipyards have started to include these types 
of applications inside their day-to-day design approaches. 
For what regards manoeuvrability, on the contrary, due to 
the complexity of the problem, numerical analyses are still 
mainly confined to the research field, since techniques are 
still not mature enough and too computationally expensive 
for their introduction into standard industrial processes. 
These research activities may be approximately divided into 
two main streams. The first is represented by “fully numeri-
cal evaluations of free running tests, in which, by means 
of viscous CFD calculations, a complete simulation of the 
fully appended hull is performed including all the moving 
parts (rudders, propellers). Ship motions and dynamics are 
consequently solved in a single hydrodynamic solver. This 
approach has been exploited, for instance, in [4, 14–16] 
where a free running model has been numerically tested in 
a virtual towing tank. The obtained results are encouraging 
in terms of accuracy, even if the computational costs are still 
prohibitive for practical applications.
An alternative approach for the estimation of ship 
motions and dynamics consists in the preliminary pre-
diction of the forces (with different level of confidence: 
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measurements, simplified numerical calculations, high-
fidelity CFD simulations) to be subsequently adopted in a 
manoeuvrability model [17–19]. In the past, this approach 
has been exploited by feeding the manoeuvrability model 
with parametric regressions of hull forces based on statisti-
cal analysis of many PMM (planar motion mechanism) tests 
or semi-empirical models [20, 21], but a reliable prediction 
may be expected only when the new designed ship is very 
similar to those considered in the regression. On the con-
trary, the pure application of statistical analyses may lead to 
significant errors, when for instance, the ship characteristics 
fall outside the regression range. This usually happens, as 
an example, each time new hull forms or new concepts are 
explored. In this case, only a complete captive model test 
campaign, which may be expensive or impractical during 
the early design phase, would solve the uncertainties related 
to an incomplete database. For these reasons, the adoption 
of CFD computations to obtain the inputs necessary for any 
manoeuvrability tool, can be a valuable alternative when 
it is necessary to characterize unconventional or untested 
configurations.
This second approach, indeed, splits the complete hydro-
dynamic problem into a set of simpler sub-problems (e.g. 
pure drift and pure yaw motions for the hull, rudder/propel-
ler interaction) which, separately, can be easily addressed. 
In the light of this, as some cases made in experimental 
activities, the hull forces can be evaluated using ad-hoc 
high-fidelity calculations (affordable also during the early 
ship design stage). The CFD calculations, compared to the 
experimental measurements, as an added value, also allow to 
investigate secondary hydrodynamic aspects at low cost such 
as flow characteristics or partial interactions between various 
elements, which can enlarge and complement the available 
or the planned measurements of the final configuration.
In the literature, some approaches for extracting data 
useful for tuning manoeuvring models have started to be 
investigated and have reached a rather high confidence level 
[22, 23]. These approaches are mainly devoted to high-speed 
manoeuvres characterization in correspondence to design or 
cruise speed. In these cases, the drift angle of the ship is lim-
ited (less than 20◦ ). With regards to the slow speed manoeu-
vre (with higher drift angles), applications are much more 
limited, notwithstanding the fact that slow speed manoeu-
vres are very important operating tasks for many ships, for 
instance when approaching the harbour or when operating 
with dynamic positioning (DP) system. These specific char-
acteristics may, in some cases, be included in the contractual 
specification of newbuildings (especially DP ships), while 
reliable simulators of harbour (or more, in general, of con-
fined waters) manoeuvres are needed for training purposes 
or harbour design itself. This stresses the importance of 
developing tools to accurately tune low-speed manoeuvra-
bility models already in the preliminary design stage.
In the light of these needs, a systematic application of 
a RANS solver based on the OpenFOAM libraries for the 
prediction of forces useful for manoeuvrability at low speed, 
is proposed. To validate the proposed approach, a series of 
tests carried out at Flanders Hydraulics Research are simu-
lated, investigating the accuracy and the reliability of the 
viscous flow solver to compute data useful for slow speed 
manoeuvring models. The paper is divided into two main 
sections. One is devoted to the verification of the proposed 
numerical tool, the other focuses on the validation of the 
predicted results by means of dedicated experimental meas-
urements. As a first step, a sensitivity analysis of the main 
simulation parameters (computational domain and mesh 
size, turbulence modelling and “double model” assumption) 
has been carried out focusing on the pure crabbing condi-
tion in shallow water, which can be considered the most 
challenging condition. Then, validation has been performed 
by comparing, for the two test cases (KCS and KVLCC) at 
three underwater keel clearances (UKC), numerical results 
with the experimental measurements provided by Flanders 
Hydraulics Research.
2  Numerical approach and mesh setup
The viscous flow field around a body can be evaluated by 
solving the well-known Reynolds averaged Navier–Stokes 
system of partial differential equations (for the momentum) 
together with the continuity equation. The OpenFOAMV4.1 
library provides a complete set of tools designed to solve 
RANS equations using a finite volume representation of 
the computational domain based on unstructured polyhe-
dral mesh. In addition, several pre-built meshing and solver 
tools are available, depending on the types of flow problems 
to be solved.
In the present paper, due to the particular conditions ana-
lysed, characterised by hull at high drift angles, unsteady 
calculations have been preferred. The pimpleFOAM solver 
has been consequently used. This solver evaluates the tran-
sient incompressible flow for a single-phase Newtonian fluid 
in turbulent regime, adopting the PIMPLE algorithm [24], 
which combines the stability of the SIMPLE [25] and the 
accuracy of the PISO [26] approaches in a single algorithm, 
for the pressure–velocity coupling. The simulations have 
been performed limiting the Courant number (Co) to a value 
lower than 10. Even if a rather high max Co value has been 
used, its mean value inside the domain is always lower than 
0.1, with maximum values up to 1 (apart a very limited num-
ber of spurious and not influent cells), therefore, the solution 
can be considered time accurate. To compare the numerical 
results with the experimental data, the force values were 
obtained averaging the last 20% of the force signal where 
a stabilized solution is expected. Figure 1 reports two force 
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time series (lateral force) computed for the lower and higher 
UKC (equal to 1.2 and 21) in pure crabbing condition. To 
stress their fluctuations the variation percentage with respect 
to the mean value has been represented.At least 5–12 ship 
lengths of flow pasts (with higher values correspondence to 
the pure drift case) has been computed to obtain a stabilized 
time signal to be averaged. For both the UKC conditions, 
after an initial transient phase, the signal becomes almost 
steady (with a standard deviation lower than 1%).
Computational meshes have been arranged using snap-
pyHexMesh, which is the default hexa-dominant gridding 
tool available in the OpenFOAM environment. It is based 
on a hierarchical octree structure, which allows for local 
refinements (based on user’s parameter) and generation of 
body fitted prism layers cells for the solution of boundary 
layers over the non-slip boundaries.
All the calculations have been prepared following the 
guidelines (for meshes and solver setup) derived from pre-
vious applications [1, 27]. Further simplifications have been 
additionally considered to setup the simulations. First of all, 
due to the low speeds of the ship considered in the calcula-
tions, the prediction of the free surface has been neglected. 
The “double model” assumption has been consequently 
adopted, replacing the free surface with a symmetry plane 
condition. The validity of this assumption has been investi-
gated on the reference test case (the KCS ship) in Sect. 4.3 
of the present work.
Furthermore, due to the shallow water condition, the bot-
tom surface of the computational domain (which represents 
the tank bottom) has been considered as a moving wall at a 
velocity equal to the inflow (at rest in the tank reference). 
From a numerical point of view, this assumption requires 
a dedicated treatment of the near wall mesh, generating an 
appropriate prism layer able to correctly solve the bound-
ary layer on the tank bottom. Even if quite low speed has 
been investigated, a near wall-function treatment has been 
adopted, to limit the number of cells connected with the 
prism layer. A mean Y+ lower than 20 has been obtained. 
This approach has been deemed correct considering the very 
small value of shear stress forces compared to the pressure 
ones when a significant drift angle is considered. Since 
measurements have been carried out considering also the 
influence of the propeller, an uniformly distributed actuator 
disk [28] with prescribed thrust and torque has been added in 
the numerical model to partially include the propeller effect 
(most important for rudder forces). In particular, the mean 
values measured during experiments in correspondence to 
negative and positive drift angles for each tested condition 
have been used. As discussed in [27], this approach may be 
too simplified if an accurate evaluation of rudder forces is 
needed. However, when the interest is on the global forces 
of the ship, it may be considered sufficiently reliable, with 
the obvious advantage of keeping lower the additional com-
putational effort to model the propeller effect.
When the flow field around a hull in unrestricted area 
is numerically simulated, the domain boundaries should be 
sufficiently far from the hull to avoid any influence on the 
computed forces and moments. Consequently, considering 
one of the primary aim of the present work to define a simu-
lation setup adequate to perform this type of calculations, a 
sensitivity analysis regarding the domain size, as reported 
in detail in Sect. 4.4 is mandatory. At the same time, con-
sidering that the numerical results have been compared 
with data measured in a specific facility (i.e. with known 
dimensions), it can be useful also to explore the possible 
critical issues related to the size of the tank compared to 
the model. In the light of this, an analysis of the blockage 
effect versus the underkeel clearance has been performed 
(Sect. 4.4) to define some guidelines for further numerical 
studies related to this topic. To stress the importance of this 
problem, the most challenging configuration (pure crabbing) 
has been considered. In general, the domain setup has been 
arranged as shown in Fig. 2. The wall boundaries are shown 
in yellow: they include the hull surface (with its prescribed 
draft) and the tank bottom (in this figure with H/T = 1.2), 
where the no-slip boundary condition is used. On the inlet 
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Fig. 1  Force fluctuations time series, (percentage of the mean value) 
for two pure crabbing condition with different UKC (1.2 and 21)
Fig. 2  Example of a typical domain and the boundary conditions 
adopted
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surface (red) a prescribed velocity, equal to the ship speed in 
model scale, is imposed while on the outlet boundary (green) 
a fixed pressure is used. These two boundaries have been 
placed at 1 and 2 ship lengths upstream and downstream the 
hull, respectively. The influence of these distances on the 
computed forces has been previously investigated in [29]. 
All the other boundaries, including the free surface (hidden 
in the figure for a better understanding) handled with the 
“double model” assumption, are treated as symmetry planes.
3  Test cases
The experimental campaign, carried out at Flanders Hydrau-
lics Research and considered in the present work, has been 
performed for two classical test cases: the KRISO Container 
Ship (KCS), for which most of the verification activities have 
been carried out, and the KRISO Very Large Crude Carrier 
(KVLCC). Table 1 reports the main data of the two ships 
in model scale; both models were equipped with the rudder 
and the propeller as shown in Fig. 3, where the black hori-
zontal line marks the design draft used during tests. Only 
a portion of the measurements acquired during the experi-
mental campaign has been considered for verification and 
validation purposes; at first, pure crabbing conditions with 
different bottom/hull clearance (H/T) at a slow ship speed 
(0.186 m/s in model scale for the KCS and 0.125 m/s for the 
KVLCC) have been analysed; then additional analyses for 
two higher velocities (0.248 and 0.496 m/s for the KCS), 
again in correspondence to different depths, with lower drift 
angles (between 0 ◦ and 16◦ for the lower speed and from 
0 ◦ to 8 ◦ for the higher one) have been carried out. Table 2 
summarizes the tested conditions.
4  Validation of CFD analyses
Before comparing results from CFD calculations with the 
experimental (EFD) measurements, a preliminary verifi-
cation of the CFD tool has been carried out. Preliminary 
analyses have been carried out in [29]. In the present paper, 
they have been widened by considering the influence of four 
main aspects: the mesh size, the turbulence model, the effec-
tiveness of the “double model” assumption and, finally, the 
blockage effect by exploring its influence with respect to the 
effective tank dimensions.
4.1  Influence of the mesh size
The influence of the mesh arrangement has been verified for 
KCS test case by considering 90◦ drift angle, a ship speed of 
0.186 m/s and an underkeel clearance of 0.2 times the ship 
draft ( H∕T = 1.2 ), which may be considered a challenging 
condition for the flow solver. Three mesh arrangements have 
been considered. The reference mesh consists of about 760 
k cells, clustered in the near hull region, as shown in Fig. 4. 
The cell size is about 0.025 L for cells far from the hull. Near 
the hull surface, cells size is gradually reduced by a hierar-
chical halving repeated 3 times. Close to corners and sharp 
edges, cells are additionally halved 2 times as shown in the 
a KCS test case
b KVLCC test case
Fig. 3  Ships hull forms. The solid line indicates the undisturbed free 
surface
Table 1  Main data of the tested models (KCS and KVLCC)
Ship KCS KVLCC
휆 (–) 52.667 75.000
L
BP
 (m) 4.367 4.267
T (m) 0.205 0.277
B
WL
 (m) 0.611 0.773
C
B
 (–) 0.651 0.810
Rudder area (m2) 0.0196 0.0198
Propeller D (m) 0.150 0.131
Table 2  Selected set of experimental measurements for KCS and 
KVLCC
Ship H/T ratio Speed (m/s) Drift angle ( ◦)
KCS 2/1.5/1.2 0.186 90◦
KCS 2/1.5/1.2 0.248 0◦∕8◦∕12◦∕16◦
KCS 2/1.5/1.2 0.496 0◦∕4◦∕8◦
KVLCC 1.8/1.5/1.2 0.125 90◦
Fig. 4  Mesh arrangement for the reference case
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detail of Fig. 4. Prism layers (with a geometrical grading of 
1.2) have been further included in correspondence to the hull 
and to the tank bottom, as shown in the transversal section 
of the same figure. Two additional finer meshes have been 
derived from the reference arrangement by adopting two dif-
ferent strategies: by increasing globally the cells count by a 
factor of 2 and keeping similar inner refinement strategies 
for the first (about 2 million cells in total), and by halving 
only the cells near the hull one additional time and thus con-
centrating the refinement only in the most significant regions 
for the second (about 1.7 million cells in total). The aim is to 
verify the sensitivity of the solution to the mesh size without 
an excessive increment of the computational effort. Figure 5 
shows a comparison of the meshes in correspondence to the 
ship mid-section.
The hull, under the previously reported flow conditions 
(90◦ drift angle), mainly experiences a lateral force. Due to 
its no-symmetry between bow and stern, it develops also a 
longitudinal force and a yaw moment. These two contribu-
tions are several times smaller than the lateral force and are, 
consequently, neglected in this analysis. Compared to the 
results of the reference mesh, forces computed using the 
two finer meshes differ only by about 1% (as reported in 
Table 3). By defining the sectional lateral force distribution 
as:
where 휌 is the water density, T is the ship draft, V is the 
ship speed and 훥x is the length of the hull strip on which 
the 훥Y  force is evaluated, an additional comparison of the 
influence of mesh size on the longitudinal distribution of 
the lateral force is given in Fig. 6. It is evident how the force 
distribution is almost the same for all the meshes, with some 
small discrepancies only in correspondence to the bow of the 
ship (positive x/L). The force peak in correspondence to the 
stern (negative x/L) represents the rudder contribution to the 
total ship drag. A clear trend of global lateral forces is not 
(1)훥CY =
훥Y(
1
2
휌훥xTV2
)
found. The primary aim of the work, however, is to perform 
simulations with a reasonably limited computational effort: 
these results and the negligible differences observed between 
meshes in Table 3 and in Fig. 6 demonstrate that the refer-
ence mesh size is adequate to consider the solution almost 
mesh-independent, at least within the limitations considered.
4.2  Turbulence models
Due to the slow speed considered, the Reynolds number with 
respect to the ship length varies from 0.5 × 106 to 2 × 106 
depending on the flow speed. These values are rather low 
and they do not define a clear laminar or turbulent flow. 
In addition, when the ship experiences high drift angles, it 
can be no more considered a slender body but it becomes a 
bluff body (and consequently the Reynolds number based on 
ship length loses its relevance). Turbulence modelling could, 
consequently, turn into an important simulation parameter. 
The mesh sensitivity analyses of Sect. 4.1 have been carried 
out with the k − 휔 SST  [30, 31] but different turbulence 
modelling or different choices of turbulence parameters are 
worth of investigation. Results of these analyses in terms 
of variations with respect to the default k − 휔 SST  model 
(with 10% of turbulence intensity at inlet) are summarized 
in Table 4. The KCS test case with the reference mesh of 
Sect. 4.1 and in the same functioning conditions (V = 0.186 
m/s, drift angle equal to 90◦ and H/T=1.2) has been chosen. 
In addition, also a laminar solver is used.
Fig. 5  Comparison of different mesh sizes: reference (top), globally 
refined (middle) and near hull refined (bottom)
Fig. 6  Sectional lateral force coefficient varying the mesh sizes
Table 3  Non dimensional lateral force variation varying the mesh 
size
Case Cell count Difference%
Reference 760 k –
Globally refined 1.9 M 1.65
Near wall refined 1.7 M − 1.02
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As expected by considering the flow regimes of the test 
case, forces are similarly predicted with variations lower 
than 0.8%. In particular, it is worth to note that the laminar 
simulation provides almost the same result as the turbulent 
cases. This is confirmed also by Fig. 7, where the sectional 
force distribution along the hull is reported. Only in cor-
respondence to the middle sections the laminar solution 
shows higher discrepancies, which, anyway, have a rather 
low impact on the global force. Commonly, for typical ship 
drag computations evaluated at high speed, the adoption of 
a laminar or turbulent solver modifies the boundary layer 
flow field and, consequently, the shear drag. In the present 
case, this effect is negligible because the shear stress drag 
component is less than 2% of the total drag. In addition, 
considering the uncertainty on the actual inflow turbulence 
during experiments, further analyses have been performed 
using the k − 휔 SST  model with an inflow turbulence inten-
sity of 1%, 5% and 10%. Variation of the global force were 
no greater than the 0.5% showing that the default choice 
of the k − 휔 SST  model with a 10% of turbulence inten-
sity can be considered adequate for these simulations. It has 
to be remarked that the attention has been focused only on 
the global forces and not on local flows. As demonstrated 
by [32], if the focus is, for example, on the occurrence of 
vortices at high drift angles, a more demanding approach (as 
for instance DES) needs to be adopted. Anyway considering 
the code efficiency as a key point of this work, the obtained 
accuracy can be considered adequate.
4.3  Free surface and double model assumption
When the velocity of the ship is sufficiently low, as for 
the slow speeds considered in present analyses, the gener-
ated wave pattern could be neglected, allowing for a sig-
nificant simplification of the computational setup by means 
of the “double model” assumption: the free surface can 
be replaced, without any appreciable loss of accuracy, by 
a simpler symmetry condition, which moreover avoids the 
weighting of the computations represented by the need of 
a multiphase solver on a refined mesh. Computing the free 
surface, indeed, means using a dedicated solver for mul-
tiphase analyses. The usual choice is the “Volume of Fluid” 
approach which makes use of an additional convective equa-
tion for the fraction of water (or air) inside each cell [33] and 
derives the free surface position as a post-processing of this 
variable additional to velocity components and pressure for 
the mixture. Cells size has to be selected to avoid, as much as 
possible, numerical dissipation which can significantly affect 
the prediction of the sharp discontinuity represented by the 
free surface. Since at low speeds small wave amplitudes can 
be expected, cells size has to be even smaller for reason-
able predictions, considerably increasing the computational 
requests. Avoiding the calculations of the free surface, thus, 
turns to be a key point for efficient and usable numerical 
estimation of ship forces for manoeuvrability tools purposes.
The applicability of this hypothesis for the specific cal-
culations proposed in this paper needs to be verified. The 
reference condition of the KCS test case (V = 0.186 m/, 
pure crabbing, H/T = 1.2) has been, therefore, considered for 
dedicated calculations with resolved free surface to verify 
the reliability of this assumption. Results of the analyses 
are summarized in Fig. 8a, b where it is also possible to 
appreciate the anisotropic refinements used across the still 
water level to predict the small waves. Figure 8a shows the 
wave pattern made non-dimensional with respect to the ship 
length while in Fig. 8b the role of the blockage effect on 
the flowfield around the hull can be observed. As expected, 
waves are almost negligible: the level of the water rises on 
one side of the hull (the one directly subjected to the flow) 
and create a throw on the other but only a difference of less 
than 2% can be appreciated with respect to calculations 
carried out with the “double model” assumption. Moreo-
ver, with the free surface, the oscillating behaviour of the 
solution [1, 10] further increases, justifying once more the 
effectiveness of calculations without explicit free surface 
solution.
Fig. 7  Non-dimensional sectional lateral forces varying the turbu-
lence model and the inflow turbulence intensity
Table 4  Variations of lateral force changing the turbulence model and 
the inflow turbulence intensity
Model Intensity Kinetic energy Diff.%
k − 휔 SST 10 6 × 10−4 –
k − 휔 SST 5 1.5 × 10−4 0.09
k − 휔 SST 1 6 × 10−6 0.02
Laminar – – 0.48
Spalart–Allmaras – 6 × 10−4 0.06
k − 휖 10 6 × 10−4 0.79
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4.4  Blockage effect and domain size
As discussed in the introduction, defining the correct domain 
size is of primary importance to perform reliable calcula-
tions to compare with experiments. By looking at the experi-
mental campaign of Sect. 5, from a pure crabbing condi-
tion with a hull length of about 4.3m inside a towing tank 
of only 7 m of width [34] a significant blockage effect can 
be expected and should be taken into account for reliable 
numerical calculations. Consequently, a preliminary anal-
ysis of the influence of the blockage effect on hull forces 
for different tank depths has been explored. The purpose 
of this analysis is double: define which is the right domain 
size to be considered for unrestricted or unconfined water 
calculations and discern, in the experimental data, the shal-
low water from the blockage influence. The computational 
domain widths under consideration range from 1.5 to 3 times 
the ship length, including obviously the width of Flanders 
Hydraulics Research towing tank which is about 1.6 times 
the ship length. In addition, three underkeel clearances (H/T 
= 1.2, 2 and 21) have been considered. The wider domain 
can be considered as an unrestricted condition, because the 
distance between the hull surface and the side boundary is 
always higher than the limit distance ( y
infl
 ), as reported by 
the Manoeuvring Committee in the 28th ITTC conference 
in Wuxi (2017) [35, 36], for all the underkeel clearances. 
Similarly, the highest underkeel clearance value (equivalent 
to one ship length) can be considered representative of a 
deep water condition, because, as already demonstrated in 
[29], the influence on the hull forces of a bottom surface 
placed at a distance higher than a ship length is negligi-
ble. This is also confirmed by the ITTC recommendations 
[35], which prescribe an H/T value higher than 4 to consider 
measurements (or calculations) as deep water. Obviously, 
when both the extreme conditions are applied an uncon-
fined condition is considered. Figure 9 shows the variations 
of the lateral force at the three UKCs with respect to the 
wider adopted computational domain. For the higher depth 
(H/T = 21), as expected, a negligible blockage effect can be 
observed; in this case, also in correspondence to the nar-
rower tank, where only a small gap (about 25% of the ship 
length) exists between the tank sides and the hull bow and 
stern, an increment lower than 2% can be appreciated. Dif-
ferently, when the underkeel clearance is lower, the blockage 
effect increases abruptly. In particular, in correspondence 
to a value of H/T equal to 1.2, the lateral force increases by 
more than 2 times when the narrowest tank is considered 
with respect to the widest condition. Same considerations 
can be also carried out analysing Fig. 10. The figure reports 
the pressure coefficients ( C
P
 ) versus the longitudinal posi-
tion made non-dimensional with respect to the ship length 
( x∕L
PP
 ), calculated in correspondence to the intersection 
between the side boundary and the calm-water free surface. 
Therefore, x∕L
PP
 equal to − 1.5 and 1 correspond, respec-
tively, to the outlet and inlet boundaries and the hull sym-
metry plane is positioned at zero value. As expected, all the 
Fig. 8  Wave pattern a of the KCS test case and b the velocity field in 
correspondence to the mid-ship section
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Fig. 9  Influence of the tank breath on the lateral force for different 
UKC values (H/T = 1.2, 2.0 and 21)
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pressure signals become equal to zero at the outlet bound-
ary, because of the imposed boundary condition. For all 
the analysed UKC and H/T values the profiles show similar 
behaviour: with a high pressure value in front of the hull 
followed by a jump generated by the flow acceleration after 
the hull, which is amplified by the blockage effect connected 
to the hull itself, obviously more significant at lower UKC 
and with lower width of the tank. A further analysis of the 
pressure field on the entire boundary (as reported in Fig. 11 
for the narrowest conditions) reveals that, when a shallow 
water condition is considered, the pressures are almost con-
stant in vertical direction; differently, for the deep-water 
case, the pressure jump tends to reduce moving down in 
the domain. These results, together with the global forces 
behaviour, demonstrate that, if deep water conditions need 
to be addressed even a quite small computational domain can 
be used with a consequently low computational effort. With 
a sufficiently high underkeel clearance (in present case H/T 
equal to 21), the computational domain (or the towing tank) 
width can be limited to 2 times the ship length for accurate 
(within 1%) calculations, as already observed in [29]. On the 
contrary, when a shallow water condition has to be consid-
ered, a very large domain (unconfined) needs to be used to 
guarantee that the computed forces with limited underkeel 
clearances are not influenced by the side boundaries.
5  Comparison with experimental 
measurements
The results of the verification analyses of the previous sec-
tions show the robustness of the numerical tools employed 
and a substantial independence of results from most of the 
simulation parameters (mesh size, choice of the turbulence 
model, “double model” assumption) accounted. The analysis 
of the blockage effect finally suggested the need to perform 
calculations with a computational domain which has to be 
as close as possible to the experimental facility used for the 
measurements. A comparison with the available experimen-
tal data is, then, mandatory to finally validate the proposed 
approach for this type of simulations. The experimental 
measurements consist of two sets of tests at different ship 
speeds: very low speed in pure crabbing conditions (90◦ of 
drift angle) for both the KCS and the KVLCC and interme-
diate speeds with smaller drift angles (between 0 ◦ and 16◦ ) 
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for the KCS. Three different values of underkeel clearance 
were considered as well. The validation proposed in next 
sections will consider all these cases, first focusing the atten-
tion on the pure crabbing condition and, then, for the KCS 
test case, considering also the other speeds combined with 
the smaller drift angles. In all cases, the influence of shallow 
water effects will be evaluated.
5.1  Pure crabbing condition
The pure crabbing condition has been considered at first. 
Both the tested ships have been analysed at the lower 
speed in correspondence of which measurements at 90◦ 
of drift are available. An analysis wider than the three 
ship depths for which experimental results are available 
has been carried out, including intermediate values of 
underkeel clearance in order to completely characterize 
the relationship between the lateral force and the UKC. 
As a reference, also a simulation with infinite depth (the 
solid black line in Fig. 12) has been considered to high-
light the asymptotic force value when neither bottom or 
blockage effect occurs. The proposed procedure is not able 
to automatically evaluate the dynamic sinkage and trim 
of the ship being the double model assumption used. In 
fact, the ship wall boundary should be moved (according 
to the equilibrium condition) but the free surface bound-
ary should be kept constant, so all the mesh should be 
recomputed with the new hull shape. For this reason, all 
the calculations have been carried out imposing the calm 
water, even keel, condition. When available from measure-
ments (experiments have been carried out with the hull 
free to sink and trim), the measured trim has been also 
adopted in the simulations to evaluate its influence on the 
total predicted force. The reported results, summarized 
in Fig. 12, show that, as expected, the underkeel clear-
ance has a non-negligible effect on the total hull force for 
both the ships, increasing the lateral force up to about 8 
times with respect to the deep water condition. Anyway, it 
should be kept in mind that this increase cannot be simply 
ascribed to the shallow water effect; indeed, as shown in 
Sect. 4.4, the large increment of the force is also due to 
the blockage effect occurred for lower values of H/T. In 
addition, it is also important to underline the influence of 
the sinkage and of the trim on the predicted force. For the 
KCS, which is subjected to a higher sinkage (about 8 mm 
at H/T = 1.2) a non-negligible influence can be appreci-
ated from Table 5. Differently, the KVLCC (with only 3 
mm of sinkage at H/T = 1.2) shows a negligible incre-
ment of force related to the dynamic attitude. The overall 
agreement with experiments is, anyhow, particularly good, 
especially when the dynamic trim is taken into account, 
with a maximum discrepancy in the most demanding con-
ditions, below 5%.
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Fig. 12  Comparison of the experimental lateral forces (red squares) 
vs. numerical prediction with calm water (blue line) or measured 
(blue dots) trim
Table 5  EFD and CFD results for the KCS and KVLCC test case in 
pure crabbing condition
1Fixed trim with calm water value
2Fixed trim with experimentally measured value
Ship H/T F
Y
(N)
EFD CFD1 CFD2
KCS 3.0 – 16.75 –
KCS 2.0 26.87 26.49 27.05
KCS 1.75 – 32.63 –
KCS 1.5 48.53 45.84 50.44
KCS 1.3 – 66.66 –
KCS 1.2 121.03 92.44 114.64
KVLCC 2.5 – 12.35 –
KVLCC 1.8 17.47 16.50 17.35
KVLCC 1.65 – 19.42 –
KVLCC 1.5 24.79 24.03 25.27
KVLCC 1.35 – 32.94 –
KVLCC 1.2 49.80 46.92 49.36
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5.2  Higher speed conditions
The KCS test case gives the additional opportunity to com-
pare numerical calculations with measurements for higher 
ship speeds and moderate drift angles. The complete com-
parison of results is shown in Fig. 13. As for the pure crab-
bing conditions, the calm-water even-keel condition has been 
preliminary used for the numerical simulations. Only for the 
higher drift angles, in correspondence to which higher ship 
squat effect has been experimentally found, the measured 
trim has been forced in the calculations. As expected, only 
when the influence of the tank bottom is significant (lower 
H/T ratios), the application of the measured dynamic trim 
is effective for accurate prediction of forces. The agreement 
between experimental measurements and numerical results 
for the lateral force and the yaw moment is particularly good, 
in particular for the higher underkeel clearance (as reported 
in Table 6). Differences with experiments are amplified in 
the most critical condition, obviously represented by the ship 
with the highest drift angles (8–15◦ ), at the highest velocity 
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(0.496 m/s) and at the lowest underkeel clearance (H/T = 
1.2), as already evidenced by the pure crabbing analyses. In 
these cases the inclusion of the dynamic attitude of the ship 
is sufficient to completely reduce the error with respect to 
measurements, even if a significant improvement, in particu-
lar for the yaw moment, can be observed.
For what regards the longitudinal component, which is 
reported in terms of force unbalance between hull drag and 
propeller thrust, a new dedicated experimental campaign 
has been performed at different angles (0–25◦ ). The results 
of this new campaign, were deemed more reliable for this 
force component. As for other components, the comparison 
between CFD and EFD is rather good, even if in some cases 
(especially at lower UCK, larger velocity and drift angle) 
higher discrepancies are found. As it can be seen, however, 
considering the worst case (UKC =1.2, higher velocity), the 
tendency of the force to change in sign is captured, even 
if with discrepancies in the absolute value, which may be 
due to an underestimation of the hull/propeller interaction. 
This could be due to a not sufficient mesh quality and/or the 
simplified model adopted. In general, thus, it is clear that 
the overall tendencies of forces are well captured (consid-
ering also that the magnitude of the longitudinal force is 
considerably lower than the other components); in general, 
the overall agreement is, however, more than acceptable and, 
when absolute values are not met, trends are qualitatively 
predicted also in crucial conditions like shallow confined 
water (Table 7).
6  Conclusions
The present paper deals with the validation of a numeri-
cal tool, based on the OpenFOAM open-source viscous 
flow solver, to evaluate hull forces at slow speed and high 
value of drift angles. An extensive numerical validation 
Table 6  EFD and CFD 
comparison for KCS test case at 
low drift angle (lateral force and 
Yaw moment)
*CFD calculations with imposed trim from EFD
H/T V
S
 (m/s) 훽 (◦) CFD EFD
F
Y
 (N) N (Nm) F
Y
 (N) N (Nm)
2 0.248 0 0.03 − 0.07 0.04 − 0.22
2 0.248 8 1.61 2.71 1.83 2.40
2 0.248 12 3.31 4.09 3.52 3.67
2 0.248 16 5.43 5.55 5.99 5.27
2* 0.248 16 5.39 5.67 5.99 5.27
2 0.496 0 0.16 − 0.33 0.21 0.58
2 0.496 4 2.60 4.67 2.61 4.73
2 0.496 8 6.36 10.63 7.04 9.91
2* 0.496 8 7.03 10.77 7.04 9.91
1.5 0.248 0 − 0.02 0.02 0.09 − 0.22
1.5 0.248 8 3.25 3.99 3.39 3.51
1.5 0.248 12 6.65 6.13 7.28 5.90
1.5 0.248 16 10.86 8.20 11.63 9.41
1.5* 0.248 16 11.17 9.06 11.63 9.41
1.5 0.496 0 0.02 − 0.07 0.29 − 0.84
1.5 0.496 4 4.15 6.91 4.26 7.02
1.5 0.496 8 12.53 15.72 13.13 15.97
1.5* 0.496 8 13.31 16.96 13.13 15.97
1.2 0.248 0 − 0.08 0.08 0.11 − 0.27
1.2 0.248 8 8.20 7.75 10.30 8.79
1.2 0.248 12 15.72 13.92 17.71 15.64
1.2 0.248 16 22.06 20.82 24.15 23.03
1.2* 0.248 16 22.82 22.41 24.15 23.03
1.2 0.496 0 − 0.14 0.09 0.37 − 0.84
1.2 0.496 4 10.47 13.22 12.25 15.74
1.2 0.496 8 30.76 30.50 44.27 41.29
1.2 0.496 15 80.54 73.53 98.24 98.68
1.2* 0.496 8 35.28 38.58 44.27 41.29
1.2* 0.496 15 92.22 100.37 98.24 98.68
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has been reported, analysing the influence of the compu-
tational domain size, the mesh size, the turbulence model 
and the reliability of the “double model” assumption. The 
domain size (and consequently the tank size) is of primary 
importance to correctly evaluate the force developed by the 
ship at high drift angles when shallow water condition is 
considered. On the basis of the presented results, it can be 
concluded that a domain wider than 2 times the ship length 
is adequate, for the whole range of drift angles (from 0 ◦ to 
180◦ ) to address deep water and partial shallow water con-
ditions. On the contrary, when lower H/T values are under 
investigation, a wider (numerical and experimental) towing 
tank is necessary to avoid the blockage effect that occurs 
close to the pure crabbing condition. Differently, all the 
other numerical aspects show low influence on the predicted 
results, demonstrating that the proposed numerical set-up is 
adequate to correctly evaluate the hull forces at slow speed 
conditions. All these analyses have been performed for the 
most challenging condition (i.e. lower UKC) to verify the 
robustness of the numerical approach. A similar behaviour 
and identical conclusion can be expected for higher UKC, 
where the hull is less influenced by the blockage. Results 
of the simulations, carried out with the setup derived from 
the verification analyses, have been then compared with a 
set of experimental measurements for two test cases (KCS 
and KVLCC) provided by Flanders Hydraulics Research. 
In most of the cases, a very good agreement was observed, 
together with the importance of considering for the calcu-
lations the dynamic sinkage and trim, which is mandatory 
when very shallow water conditions (lower UKC) are con-
sidered. Deep-water (or “partial” shallow water) conditions 
are not significantly influenced by the actual attitude of the 
ship and the simple “calm water trim” is sufficient to rea-
sonably evaluate hull forces at low speed. In the end, these 
results demonstrate the validity of the proposed simplified 
and computationally efficient numerical tool to correctly 
predict slow speed hull forces when both shallow and deep 
water conditions are considered. For what regards the ship’s 
attitude (trim and sinkage), it has to be remarked that in 
the present work this has been imposed. In future activities, 
an automatic calculation will be introduced; this does not 
affect the above reported conclusions, since this additional 
feature, despite being important, is straightforward. Com-
parisons with measurements confirm also the applicability 
of CFD based procedures for tuning manoeuvrability models 
at slow speeds, accounting for shallow and confined water 
conditions. Future steps, necessary to further improve the 
accuracy of the model, would require the analysis of differ-
ent (i.e. pure yaw) and combined (i.e. yaw + drift) motions.
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