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ACRONYMS AND ABBREVIATIONS

PrM
Predictive Time instant at which the failure probability reaches
Weight of the -th particle at the -th time instant
Position of the -th particle at the -th time instant 
I. INTRODUCTION
I
N recent years, the relative affordability of on-line monitoring technologies has led to a growing interest in new maintenance paradigms such as Predictive Maintenance (PrM). This is founded on the possibility of monitoring equipment to obtain information on its conditions, which is then used to identify problems at an early stage, and predict their changes over time for estimating the equipment Residual Useful Life (RUL). An accurate estimation of the RUL is of great interest, as it would provide lead time to plan, prepare, and execute the repair or the replacement of the equipment, e.g., by delaying the maintenance to the next planned plant outage, by provisioning with spare parts only at the necessary time, by optimizing staff utilization, or while remaining acceptably confident that the system will not fail before maintenance and the equipment lifetime will be fully exploited [1] - [5] .
A number of prognostics approaches have been proposed in the literature in support of PrM [6] . Among these, Particle Filtering (PF) is emerging as a powerful model-driven technique, capable of robustly predicting the future behavior of the probability mass distribution that describes the uncertainty in the actual degradation state of the equipment (e.g., the crack depth of a mechanical component, [7] ). From the prediction of the future evolution of the degradation and knowledge of the failure threshold (i.e., the degradation value beyond which the equipment loses its function), one can infer the equipment RUL.
Although "PF-based prognostic algorithms have been established as the de facto state of the art in failure prognostics" [8] , their application may be impaired in contexts where precise or conservative or both estimations of the RUL are mandatory, because these estimations require large computational times [9] . Indeed, the RUL is related to a failure event, which is generally associated to particles located at the tails of the predicted distributions of the degradation state. This situation entails that the estimation of the failure probability is more sensitive to the imprecision due to the approximate particle representation. The large number of particles that PF needs to trace for providing robust estimates heavily affects its computational burden.
In this work, a solution to this issue is proposed, based on a Risk Sensitive Particle Filtering (RSPF) approach developed in robotics [10] , [11] , distinctly from the RSPF technique used in control theory and signal processing, whose objective is to minimize the expected exponential of the cumulative quadratic estimation error [12] . A unified view has been proposed in [13] .
Our research suggests that the application of RSPF to failure prognostics is new; it has been investigated only in [8] , where it is proposed as a method that acts on the model of the evolution of the degradation mechanism to force sampling from the more risky regions of the sample space. Although the scope of this algorithm is the same as that introduced in [10] (i.e., sampling with favor to the particles in the risky regions), there is a fundamental difference between them: the algorithm in [8] tracks the component degradation state, while paying particular care in estimating the tail of the distribution representing the associated uncertainty; on the contrary, the algorithm proposed in [10] factors the risk associated with the particles' positions into the distribution describing the uncertainty in the degradation state: thus, it no longer gives an estimate of the degradation state.
In this work, the two schemes of RSPF are introduced, developed, and compared. To sum up, the contribution of the paper is twofold: on one side, it applies the algorithm in [10] for prognostics purposes and PrM; on the other side, it compares Thrun et al. ' s algorithm with that proposed by Orchard et al.. Finally, the issue of reducing the computational times required to estimate the equipment RUL has been tackled in a number of works of literature, which consider techniques different from PF. For example, [9] evaluate and compare the prognostic performance of PF with those of Fuzzy-Similarity Based Approach (FSBA), and Relevance Vector Machine (RVM). From this study, it emerges that FSBA provides predictions of the same accuracy as those of PF in significantly smaller computational times; on the contrary, FSBA does not provide direct indication on the uncertainty in the RUL estimates and does not allow accounting for physical properties. With regards to the comparison of RVM and PF, these techniques have similar pros and cons, and the improvement in computational burden brought by RVM is not significant.
The remainder of the paper is organized as follows. Section II briefly describes the main characteristics of PF-based algorithms in PrM applications. Section III illustrates the RSPF algorithm proposed in [10] , and compares it with the RSPF algorithm proposed in [8] . In Section IV, a case study taken from literature is considered, which concerns the crack growth degradation mechanism in a mechanical component; the application of both RSPF schemes to such an example is also shown and discussed; Section V concludes the work.
II. PF-BASED PROGNOSTICS FOR PRM
PF for prognostics is based on [14] , [15] . 1) A degradation model describing the stochastic evolution of the equipment degradation in discretized time instants is (1) where is a possibly non-linear function, and is a possibly non-Gaussian noise.
2) A set of measures of past and present values of some physical quantities related to the equipment degradation is . 3) A probabilistic measurement model that links with the equipment degradation is (2) where is a possibly non-linear function, and is the measurement noise. The pseudo code of the algorithm follows (adapted from [10] , is considered. This set constitutes a discrete approximation of the true probability density function (pdf) representing the uncertainty in the system state . The particles of evolve statistically independently of each other, according to the probabilistic degradation model of (1). This approach allows predicting the positions of the particles of the set at time instant , given that their current positions are those in . When a new measurement is collected, the predicted pdf is adjusted through the modification of the weights of the particles, thus yielding the posterior distribution . This second, updating step, usually called the filtering step, requires the knowledge of the probabilistic law that links the state of the equipment to the gathered measure (2) . From this model, the probability distribution of observing the sensor output given the true degradation state is derived (measurement distribution), and used to update the weights of the particles upon a new measurement collection. Roughly speaking, the smaller the probability of encountering the acquired measurement value, when the actual equipment state is that of the particle, the larger the reduction of the particle weight in the posterior distribution. On the contrary, a good match between the acquired measure and the particle state results in an increase of the particle importance (for further details, see [16] , [17] ).
Notice that the pseudo-code above refers to the Sampling Importance Resampling (SIR) version of PF [16] , which builds a new population of particles by sampling with replacement from the set (lines [8] [9] [10] [11] , where the chance of a particle being picked is proportional to its weight . The final weight assigned to the particles of this new set is . The SIR algorithm allows avoiding the degeneracy phenomenon (i.e., after few iterations, all but few particles would have negligible weights), which is typical of the standard version of PF (i.e., Sequential Importance Sampling, SIS).
Finally, in the present work, the PF-based prognostic model is supposed to be embedded within the PrM scheme as follows.
• The degradation state is periodically measured, with a period of .
• When a measure is acquired, the estimation of the distribution of the current degradation state is updated, and the future evolution of such a distribution is simulated. This approach allows us to estimate the RUL, defined as the difference between time instant at which the failure probability reaches a pre-fixed threshold value (e.g., ) and the current time instant.
• The preventive replacement action is performed either when the estimated RUL is elapsed, or at the acquisition of a measurement if the updated distribution leads to equipment failure with a probability larger than . For example, Fig. 1 . shows the evolution of the estimate of when the failure time is 753 hours (dashed line), and . See that the estimate becomes more accurate with time, and the final value is 744 hours. At this time instant, the component undertakes a preventive replacement action; thus, failure is avoided, and the component life is widely exploited.
III. RSPF ALGORITHM: THE SCOPE
In the considered PrM setting, we are asked to estimate the equipment failure probability at the successive time instants . To this aim, the stochastic behavior of the particles from instant is simulated according to the model in (1), thus providing an estimation of the distribution . The failure probability is given by the area of the tail of that crosses the failure threshold (filled area in Fig. 2 ). When we are interested in estimating small values of (e.g., , 5%), PF necessitates handling an appropriate number of particles; otherwise, it gives non conservative values. This necessity is due to the fact that PF provides a particle-based, approximate pdf representing the uncertainty in the state ; the smaller the number of particles , the worse the approximation. To clarify this issue, let us assume that (this may be the case where failures are very high costly); then, PF-SIR needs tracing at least particles to (roughly) estimate as the time instant at which there is at least 1 particle above . If is smaller than 100, then the failure probability value is inevitably underestimated. For example, if we consider , the time instant corresponds at least to . Obviously, considering larger than 100 (e.g., 500) would provide a more robust estimation of because a larger number of particles would exceed the threshold (e.g., 5).
The larger computational times needed to run the PF algorithm with larger values of may be in contrast with the re- quirement of estimating the equipment RUL in time to anticipate failures. RSPF offers a solution to this problem. The idea is to generate particles while giving due account to the risk associated to their positions in the sample space.
In the RSPF scheme proposed in [10] , the risk associated to the approximate particle representation is embedded in the representation itself. In details, instead of the posterior distribution , the RSPF tracks
where is a positive, finite (almost everywhere) risk function, whereas is a normalization constant ensuring that is a probability distribution. The pseudo-code of the RSPF algorithm proposed in [10] 10. add to with
endfor
This pseudo-code differs from that of the PF-SIR algorithm given in Section II only at line 5.
From (3), it clearly appears that the probability that a particle belongs to the set depends not only on the posterior distribution, but also on the risk associated with that sample. In turn, the effect of the risk function is to force the algorithm to sample from the regions of the sample space with higher risk values.
From these considerations, it emerges that not all risk functions will be equally useful to successfully apply RSPF, and identifying a proper shape of is a fundamental issue. In this work, we derive the expression of on the basis of the following consideration: the risk associated with the generic weighted particle is strictly related to two main aspects: the closeness of to the threshold, and the uncertainty in its next future steps. The larger the distance of from the threshold , the smaller the probability of achieving it within the next steps, whereas the closer the particle to , the smaller the probability of surviving steps. These two factors influence the RUL estimation, and the corresponding maintenance decision, which comes from the following two rules.
i) If , then a preventive replacement of the equipment is done. The risk associated to this choice is that the equipment lifetime is not fully exploited, because it would be removed at least steps before the optimal replacement time. Such preventive action is supposed to last hours. ii) If , then delay the decision to the next measurement acquisition. Thus, the risk associated with this choice is that the equipment fails before the next steps. In this case, a corrective replacement is performed, which lasts hours. In this work, we assume that the risk associated with decision i) is negligible with respect to that relevant to ii). That is, the risk function considered accounts for the cost associated with the component failure only, whereas it neglects that of under-exploitation of the component preventively maintained before the optimal time. In this respect, the investigation of more complete risk functions (e.g., [18] ) is an issue worthy of investigation in future works. Thus, the aim of the RSPF algorithm proposed in [10] is to generate samples from a distribution that factors-in the risk of not removing the equipment before failure. The shape of is derived by resorting to the Monte Carlo method. Namely, the sample space is discretized into small bins. A large number of particles are positioned in every bin, and their behaviors are simulated and traced for steps. The portion of the particles that cross the threshold provides an estimate of the probability for a particle located at exceeding the threshold . Such probability value is indicative of the risk associated with the starting degradation state ; multiplying that probability value by the failure cost yields the expected cost associated with the decision of leaving the equipment working when its degradation state is .
Finally, notice that accounting for the cost factor in is useless, as the biased sampling is dependent on the ratio . The risk function also enters the RSPF scheme proposed in [8] , whose pseudo-code follows. 6. add to with weigh
From this code, it clearly emerges that the risk function enters the algorithm in a different way: it changes the distribution into the importance density function . This change is used in the prediction step to force the sampling of particles from the risky regions. The weights of the particles are then adjusted to give due account to the introduced bias: the larger the increment in the probability of picking the particle brought by the importance density function with respect to , the larger the reduction in its weight. To sum up, this risk sensitive filtering proposed in [8] adjusts the predicted distribution not only on the basis of the distance of the particles from the acquired measurement, but also depending on the extent to which sampling has been forced.
Finally notice that, at a first attempt, the SIS algorithm in support of the RSPF scheme proposed in [8] seems more suitable than the SIR algorithm. In fact, the resampling step (lines 8-11 of the pseudo-codes in Section II and Section III) is expected to cause the biased drawing of the particles from the risky region to be fruitless, as these particles are strongly unlikely to be sampled, especially when the gathered measure is far from this region, and the number of particles is small. Thus, the particles picked in the risky region cannot give a better estimation of the probability of failure. For the sake of brevity, this algorithm will be referred to as Forced-SIS.
IV. REFERENCE EXAMPLE
A. Degradation and Measurement Models
In this section, the example concerning the fatigue degradation process of a mechanical component is presented. Several models have been developed in the literature to describe the evolution of this complex physical phenomenon (e.g., gamma processes [19] , Weibull-based discrete processes [20] , etc.). In this work, we adopt the randomized Paris-Erdogan fatigue crack growth model, which is a popular approach in the literature (e.g., [21] ).
The justification of this choice is twofold: on one side, such a model has been shown to suitably approximate the degradation evolution of mechanical components subject to fatigue loads [21] ; on the other side, it has been successfully applied in applications to prognostics (e.g., [7] ).
The most widely used expression of the randomized ParisErdogan model is (4) where is the crack depth at the (discretized) th time instant; , , and are constant parameters, which can be estimated from measured crack growth data [22] ; , , are statistically independent and identically distributed random variables, whereas is a sufficiently small time interval (in our calculations, ). The model (4) makes , , a Markov process with statistically independent increments, which are log-normally distributed [22] . The values of the model parameters, taken from [7] , are reported in Table I .
B. Structure of the Maintenance Policy
In this work, it is assumed that the crack depth can be observed only through inspections. For the sake of simplicity, these inspections are performed periodically, being non-periodic inspection strategies of difficult implementation in an industrial context. In general, the length of the time interval between two successive inspections may range from to ; the former case is generally referred to as continuous monitoring, while the latter corresponds to non-monitored components. In this work, is set to 20 hours. Generally speaking, the observation of the crack depth that is acquired at the component inspection is just an estimate of its true value because errors and imprecision always affect measurements. In this work, the uncertainty about the observations is described by a white Gaussian noise , which enters the physical law linking to the depth , leading to the following conditional pdf. (5) with (6) where and are parameters to be estimated from experimental data, and is the component thickness.
The actions performed by the maintenance operators are generally divided into two groups, preventive, and corrective, depending on whether they are performed before, or after the component failure, respectively. In the present reference example, it is assumed that the mechanical component cannot be fixed, but just replaced. Therefore, only two types of actions are possible: preventive replacement, and corrective replacement.
• Preventive replacement is the activity under which the degraded component is substituted by a new one, before its failure. Such action is supposed to last 100 hours.
• Corrective replacement is the activity performed after the component failure. Due to the fact that the failure event is unscheduled, this action brings an additional duration of 100 hours, leading to a total duration of 200 hours. In particular, the additional time may be caused by the supplementary time needed for performing the procedure of replacement after failure, or to the time elapsed between the occurrence of the failure and the start of the replacement actions, due to various logistics and operational delays. With regards to the costs of the maintenance actions, they are assumed to be proportional to the unavailability of the component. This situation is typical in plants where main maintenance costs are related to business interruption (e.g., energy production plants, [23] , [24] ). In this setting, the identification of the best maintenance policy, which is in general a multi-objective optimization problem, comes down to the issue of identifying the policy which minimizes the value of the unavailability.
The values of the variables of both the measurement model (taken from [7] ) and maintenance model are listed in Table I .
Finally, notice that the reference mission time does not end with the failure of the component; it is set to , which is almost 10 times the expected component life duration [5] .
C. Application of RSPF
In this section, the PrM policy described in Section II is applied to the case study at hand, when the risk function is derived according to the procedure proposed in Section III (Fig. 3) . Notice that, in the first part of the sample space ([0, 100] mm), the estimated probability that the crack mechanism leads the component to failure within is zero; this is in contrast with Thrun et al.'s algorithm hypothesis of being strictly positive. To circumvent this issue, the value of is set to a constant, small value up to the crack length value where a significant increasing trend of can be clearly distinguished; by so doing, the risk function does not operate any forcing of the posterior distribution in the first part of the interval [0, 100] mm (see the pseudo-code at Section III).
The effect of factoring the risk related to the particles' positions into the distribution describing the uncertainty in the degradation state can be appreciated by comparing Fig. 4 and Fig. 5 . These figures show, respectively, how the classical PF-SIR, and the RSPF algorithms proposed in [10] perform the filtering step at the same time instant (i.e., 621 hours) of the same stochastic trial of the degradation process. In both cases, particles approximate the pdf of the degradation state, which needs to be adjusted on the basis of the acquired measurement value , corresponding to the actual crack length of . In these figures, the probability values of acquiring measure when the degradation state is are also reported in correspondence of all possible values of . This curve drives the updating step in the classical SIR scheme: the closer the particle to the measured value, the better its matching with the current degradation evolution, so the larger the particle's chance of being re-sampled, and thus the larger the particle's chance of belonging to the posterior distribution representing the uncertainty in the degradation state (Fig. 4, bottom  graph) .
When the same situation is handled by the RSPF algorithm proposed in [10] (Fig. 5) , then the risk function tends to increase the weights of the particles located at larger values of the sample space. In particular, the larger the increment of the ratio (i.e., the gain in risk of the particle with respect to its value at the previous step, see the pseudo-code at Section III), the larger the factor multiplying the weights coming from the probability values . In turn, the particles sampled from the right part of the crack length axis will have larger weights, and thus will be favored in the re-sampling step (Fig. 5, bottom graph) .
In this situation, the most right particles (i.e., those with the largest crack) traced by the RSPF algorithm reach the value before the corresponding ones traced by PF-SIR. Then, the estimation of the time instant at which the failure probability reaches a pre-fixed threshold value provided by Thrun et al.'s RSPF algorithm tends to be smaller than that provided by the classical PF.
Finally, the stochastic trial considered above (Fig. 4  and Fig. 5 ) is given as input to the Forced-SIS algorithm (Fig. 6 ), in the setting in which the risk function entering the importance density distribution is the same as that considered in the RSPF scheme proposed in [10] . This method allows a fair comparison of the results of the algorithms. The analytical expression of the distribution is the equation shown at the bottom of the page.
Notice that is not analytically known; then, determining the product at the numerator as well as its integral at the denominator requires a numerical approach. We have to compute, for any particle , the point-wise product of the distribution , the risk function , and the area below this curve (i.e., the denominator). Once the shape of has been obtained, it is numerically integrated to get the corresponding Cumulative Distribution Function (CDF)
, and the particles are sampled from Fig. 6 . Comparison of the sampling CDF considered within the RSPF and Classical PF algorithms, and that of the scheme proposed in [8] .
this distribution by means of the inverse transform method [25] . That is, a random number is sampled from a uniform distribution in the right-open interval [0,1[, and the point is numerically found (Fig. 6 ). This approach constitutes a sample from . For example, Fig. 6 compares the CDF used by both Thrun et al.'s RSPF and the classical SIR-PF algorithms to sample the next position of particle given that its current position is , with the CDF used by the algorithm in [8] to sample the particles in the prediction step. From Fig. 6 , it appears that the effect of changing the sampling distribution is to force the drawing of the particles from the more risky region of the crack length axis.
According to the PF algorithm [16] , the weights of the sampled particles need to be adjusted as (8) From (8), we can understand why the particles favored by the forced sampling undergo a strong reduction in their weights. In fact, from Fig. 6 , it clearly appears that sampling from provides points Fig. 7 . Example of the filtering step within the SIS scheme proposed in [8] .
very close to those which would have been sampled from , for a large range of values of . This result is due to the shape of the risk function. On the contrary, if is close to 1, the bias introduced is very strong: drawn particles are positioned considerably ahead on the crack length axis ([0, 100]mm). These particles will have a very poor match with the collected measure, and consequently a very small value in the numerator of (8) . The strong reduction in the particle weight is only partially counterbalanced by the denominator, which is certainly smaller than 1, being the product of two numbers both smaller than 1. Fig. 7 shows the effect of the filtering step on the estimate of the posterior distribution in the same situation presented in Fig. 4 and Fig. 5 . The sample impoverishment is evident: none but one particle has a weight considerably different from 0. This phenomenon is as strong as the number of particles is small [26] . In addition, the weight adjustment step tends to strongly reduce the weights of the particles forcibly sampled from the right part of the crack length space, which have poor chances of being the particles with significant weights, as explained above. This result leads to the fact that, in general, the very few (even one) important particles are expected to occupy positions not far from the measurement value. Consequently, the algorithm in [8] tends to heavily overestimate the component RUL. Fig. 8 summarizes the results of the study. With regards to the performance of Thrun's RSPF algorithm when (continuous line), it can be noted that larger values of correspond to smaller values of the component unavailability. This result is due to the more precise approximation of the biased distribution in (3), which allows us to effectively avoid component failures (Fig. 8(a) and (b) ). Such effectiveness is counterbalanced by the poor exploitation of the component life (i.e., the mean crack length of the preventively replaced components decreases (Fig. 8(c) ). For comparison, the performance of the classical SIR-PF algorithm are also reported in Fig. 8 (dotted  lines) , which are evidently worse than those of the RSPF proposed in [10] . The RUL estimates provided by the SIR algorithm are generally smaller than those provided by Thun et al.'s RSPF algorithm. This difference is that PF-SIR tends to leave the component working longer than Thrun et al.'s algorithm does. Consequently, the number of failures occurring within the mission time under the PF-SIR prognostics setting is on average larger than that of the RSPF scheme proposed in [10] ; then, the unavailability is conservatively larger. Fig. 8 shows also the results relevant to the application of the classical PF-SIR when . The maintenance performance in this setting is similar to that of the classical PF when . This result confirms that, when the value is small, PF-SIR tends to overestimate the RUL, unless a proper number of particles is tracked. Thus, reducing the value of is not a feasible way to reduce the number of failures when a small number of particles is handled by PF.
Finally, the results of the algorithm in [8] are also shown in Fig. 8 . It clearly emerges that such an algorithm tends to overestimate the RUL. This means that failures occur before the estimated time, withthe consequent significant worsening of the capability of the PrM approach in avoiding failures, and major increment in the component mean unavailability over the mission time. In particular, the increase in the number of particles traced by this algorithm does not lead to any significant improvement. This result stems from the sample impoverishment phenomenon, which means that the first particles reaching threshold have, on the whole, a probability mass smaller than . Thus, the estimate of the RUL will coincide with the difference between the time instant at which the first important particle reaches and the current time instant. In fact, the particles with the largest weights are generally positioned not far from the actual crack length value.
A possible solution to circumvent such a deterioration of the maintenance performance is to apply the re-sampling technique also to the RSPF algorithm proposed in [8] , that is, to add lines 8-11 of the pseudo-code given in Section II also to the pseudocode of the algorithm proposed in [8] (Section III). This algorithm will be referred to as Forced-SIR, to distinguish it from the Forced-SIS. To appreciate the different algorithm dynamics introduced by re-sampling, we can refer to the same situation investigated above (i.e., time instant of the same Fig. 9 . Example of the filtering step performed by the algorithm proposed in [8] , with the SIR scheme.
stochastic trial of the degradation process, with , acquired measurement value , and actual crack length ). Fig. 9 (top) shows the distribution of the particles at time . Sampling from yields the particle distribution sketched in Fig. 9 (middle) . Here, it clearly appears that there has been no forced sampling at (i.e., none of the drawn values of has fallen close to 1). Comparing the situation depicted in Fig. 9 with that in Fig. 7 , one notes that the fundamental difference is that particles close to the threshold are no longer present in Fig. 9 . To explain this result, one has to note that, in the scheme considered in Fig. 7 , the particles positioned far ahead of the measurement value (or even in ) have undergone a biased sampling at a time instant before . Once sampled, their weights are set to values very close to 0, according to (8) , and kept up to . In the situation depicted in Fig. 9 , particles that have been strongly favored in any of the sampling step before have been lost in one of the re-sampling steps (performed every hours) preceding . In turn, in the first part of the sample space, the RSPF scheme proposed in [8] associated with the SIR approach is expected to provide estimates of component RUL not different from those provided by the classical PF-SIR algorithm. When the crack length is deeper, the biased sampling starts providing particle positions which are not incompatible with the measurement values, and thus do not undergo a strong reduction in their weights (8) .
For example, Fig. 10 shows the particle distribution 60 hours later than that considered in Fig. 9 . Notice that forced sampling has yielded 4 particles far ahead of the others, with a total probability mass not negligible; that is, the chance of re-sampling at least one out of these four is not insignificant. In particular, one out of the four most advanced particles assumes a position compatible with the current measure, and is re-sampled in the SIR step. This situation allows the algorithm to underestimate the RUL (i.e., it provides smaller RUL values) in the final part of the component life.
The performance results of the Forced-SIR algorithm are reported in Fig. 8 . These results are similar to those of the classical Fig. 10 . Example of the filtering step performed by the algorithm proposed in [8] , with the SIR scheme.
PF-SIR when the number of particles is large. This comparison is expected; the biased sampling is useless when the number of samples is large, because in this case PF is capable of accurately predicting the probability mass of the upper tail of the distribution (Fig. 2) .
On the contrary, the performance of the Forced-SIR algorithm is similar to that of the RSPF scheme proposed in [10] with particles. This result is due to the fact that both algorithms tend to underestimate the component RUL, which on one side leads to a reduction of the mean number of failures in the time horizon of interest. On the other side, RUL underestimation reduces the operating life of the component, which leads to a poor exploitation of the components.
Finally, from Fig. 8 , see that the performance of the Forced SIR algorithm suffers from instability under small values of . This condition stems from the lack of robustness of the RUL estimates provided by the algorithm; that is, underestimating the RUL requires that at least two particles are sampled with bias, and then re-sampled after the weight adjustment. This scenario is associated with a relatively small occurrence probability.
V. CONCLUSIONS
In this work, two different prognostics schemes in support of PrM have been considered, which are based on two different schemes of the RSPF algorithm: one proposed in [10] , and the other one in [8] . The former has never been considered for failure prognostics or PrM.
By way of an example related to a component subject to fatigue degradation, we show that the first scheme allows considering a number of particles smaller than that required by the classical PF, leading to better maintenance performance. On the contrary, the algorithm proposed in [8] suffers from the tendency of overestimating the RUL, and leads to maintenance performance considerably worse than those of the algorithm in [10] . An improvement of the algorithm has been proposed, by the introduction of a re-sampling step. Still, the overall setting suffers from a lack of robustness, and provides RUL estimates that are very sensitive to the number of traced particles.
It is reasonable to conclude that the RSPF scheme proposed in [10] is more suitable for prognostics applications with a small number of particles.
In the example considered, the risk function considered accounts for the cost associated with the component failure only, whereas it neglects that of under-exploitation of the component preventively maintained before the optimal time. In this respect, the investigation of more complete risk functions is an issue worth investigating.
Moreover, the performance of the PrM policy has been assessed in the nominal setting only. A further analysis needs to be carried out to understand how and to what extent the performance values are sensitive to the model parameters (e.g., , the ratio between the cost of the preventive and corrective actions, etc.).
