A new dispersion matrix that can be interpreted as the geometric median covariation matrix is defined. It is a robust multivariate indicator of dispersion which can be extended without any difficulty to functional data. Estimators can be simply built, and updated at each new observation, with fast online algorithms even when both the sample size and the dimension are large. Asymptotic convergence properties are given for the recursive online algorithm. A simulation study clearly shows that this robust indicator is a competitive alternative to minimum covariance determinant when the dimension of the data is small and robust principal components analysis based on projection pursuit and spherical projections for functional data for high dimension data. An illustration on two datasets confirm the interest of considering robust principal components analysis based on the median covariation matrix.
Introduction
Principal Components Analysis is one of the most useful statistical tool to extract information by reducing the dimension when one has to analyze large samples of multivariate (or even functional) data (see e.g. Jolliffe (2002) or Ramsay and Silverman (2005) ). When both the dimension and the sample size are large, outlying observations may be difficult to detect automatically. Principal components, which are derived from the spectral analysis of the covariance matrix, can be very sensitive to outliers (see Devlin et al. (1981) ) and many robust procedures for principal components analysis have been considered in the literature (seeHuber and Ronchetti (2009) and Maronna et al. (2006) ).
The most popular approaches are probably the minimum covariance determinant estimator (see Rousseeuw and van Driessen (1999) ) and robust projection pursuit (see Croux and Ruiz-Gazen (2005) and Croux et al. (2007) ). Robust PCA based on projection pursuit has been extended to deal with functional data in Hyndman and Ullah (2007) and Bali et al. (2011) . Adopting another point of view, robust modifications of the covariance matrix, based on projection of the data onto the unit sphere, have been proposed in Locantore et al. (1999) (see also Gervini (2008) and Taskinen et al. (2012) ).
We consider in this work a new robust way of measuring association between variables, that can be extended directly to functional data. It is based on the notion of median covariation matrix (MCM). This resistant covariation matrix (or operator) is defined as the minimizer of an expected loss criterion based the Frobenius norm, also called Hilbert-Schmidt norm (see Kraus and Panaretos (2012) for a first definition in a more general M-estimation setting). It can be seen as a geometric median (see Kemperman (1987) or Möttönen et al. (2010) ) in the particular Hilbert spaces of square matrices (or operators) equipped with the Hilbert-Schmidt (or Frobenius) norm. The median covariation matrix (or operator for functional data) is non negative and unique under weak assumptions. As shown in Kraus and Panaretos (2012) it also has the same eigenspace as the usual covariance matrix when the distribution of the data is symmetric and the second order moment is finite. Being a spatial median in a particular Hilbert space, the MCM is also a robust indicator of central location which has a 50 % breakdown point (see Kemperman (1987) or Maronna et al. (2006) ) as well as a bounded gross sensitivity error (see Cardot et al. (2013) ).
This work aims at showing the interest of considering the median covariation matrix to perform principal components analysis in presence of contaminated data as well as providing efficient estimation algorithms that are able to deal with large sample of high dimensional data. Different algorithms can be considered to get effective estimators of the MCM. When the dimension of the data is not too high and the sample size is not too large, Weiszfeld's algorithm (see Weiszfeld (1937) and Vardi and Zhang (2000) ) can be directly used to estimate effectively both the geometric median and the median covariation matrix. When both the dimension and the sample size are large, the algorithm developed by Cardot et al. (2013) can be adapted to estimate recursively and simultaneously the median as well as the median covariation matrix. This also means that automatic update of the estimator can be simply performed for each new observation. Some consistency results are given and a comparison with some classic robust PCA techniques is made on simulated data. Finally the interest of considering the MCM is highlighted on individual TV audiences, a large sample of high dimensional data. The proofs, which are long, are gathered in an Appendix.
Population point of view and estimators
Let H be a separable Hilbert space (for example H = R d or H = L 2 (I), for some closed interval I ⊂ R). We denote by ., . its inner product and by · the associated norm.
We consider a random variable X that takes values in H and define its center m ∈ H as follows:
The solution m ∈ H is often called the geometric median of X. It is uniquely defined under broad assumptions on the distribution of X (see Kemperman (1987) ) which can be expressed as follows.
Assumption 1.
There exist two linearly independent unit vectors (u 1 , u 2 ) ∈ H 2 , such that Var( u, X ) > 0, for u ∈ {u 1 , u 2 }.
If the distribution of X − m is symmetric around zero and if X admits a first moment that is finite then the geometric median is equal to the expectation of X, m = E [X] . Note however that the general definition (1) does not require to assume that the first order moment of X is finite since |E [ X − u − X ] | ≤ u .
The (geometric) median covariation matrix (MCM)
We now consider the special vector space, denoted by S(H), of d × d matrices when H = R d , or the vector space of linear operators mapping H → H, for general separable Hilbert spaces. Denoting by {e j , j ∈ J} an orthonormal basis in H, the vector space S(H) equipped with the following inner product:
is also a separable Hilbert space. In S(R d ), we have equivalently
where A T is the transpose matrix of A. The induced norm is the well known Frobenius norm (also called Hilbert-Schmidt norm) and is denoted by . F . When X has finite second order moments, with expectation E [X] = µ, the covariance matrix of X, E (X − µ)(X − µ) T can be defined as the minimum argument, over all the elements belonging to S(H), of the functional G µ,2 : S(H) → R,
Note that in general Hilbert spaces with inner product ., . , operator (X − µ)(X − µ) T should be understood as the operator u ∈ H → u, X − µ (X − µ). The MCM is obtained by removing the squares in previous function in order to get a more robust indicator of
The second term at the right-hand side of (4) prevents from having to introduce hypotheses on the existence of the moments of X. The median covariation matrix, denoted by Γ m , is defined as the minimizer of G m (V) over all elements V ∈ S(H). Introducing the random variable Y := (X − m)(X − m) T that takes values in S(H), the MCM is unique provided that the support of Y is not concentrated on a line (see Kemperman (1987) ). In other words, Assumption 2. There exist two linearly independent unit vectors (V 1 , V 2 ) ∈ S(H) 2 , such that
We can remark that Assumption 1 and Assumption 2 are strongly connected. Indeed, if Assumption 1 holds, then Var( u, X ) > 0 for u ∈ {u 1 , u 2 }. Consider the rank one operators V 1 = u 1 u T 1 and V 2 = u 2 u T 2 , we have V 1 , Y F = u 1 , X − m 2 which has a strictly positive variance when the distribution of X has no atom. More generally Var( V 1 , Y F ) > 0 unless there is a scalar a > 0 such that
Furthermore it can be deduced easily that the MCM, which is a geometric median in the particular Hilbert spaces of Hilbert-Schmidt operators, is a robust indicator with a 50% breakdown point (see Kemperman (1987) ) and a bounded sensitive gross error (see Cardot et al. (2013) ).
We also assume that Assumption 3. There is a constant C such that for all h ∈ H and all V ∈ S(H)
this clearly shows that Γ m is a bounded symmetric and non negative operator in S(H).
As stated in Proposition 2 of Kraus and Panaretos (2012) , operator Γ m has a very nice stability property when the distribution of X is symmetric, with finite second moment, i.e E X 2 < ∞. Indeed, the covariance operator of X, Σ = E (X − m)(X − m) T , which is well defined in this case, and Γ m share the same eigenvectors: if e j is an eigenvector of Σ with corresponding eigenvalue λ j , then Γ m e j =λ j e j , for some non negative valueλ j . This important result means that for Gaussian and more generally symmetric distribution (with finite second order moments), the covariance operator and the median covariation operator have the same eigenspaces. Note that it is also conjectured in Kraus and Panaretos (2012) that the order of the eigenfunctions is also the same.
Efficient algorithms for estimation
We suppose now that we have a sample X 1 , . . . , X n of n independent variables with the same law as X. According to the size of the sample and the dimension of the data under study, we propose two different ways of building estimators of the median covariation matrix. For simplicity, we temporarily suppose that the median m of X is known.
The case n × d small
If the size of the data n × d is not too large, the most effective way for estimating Γ m is to employ Weiszfeld's algorithm (see Weiszfeld (1937) and Vardi and Zhang (2000) ). The iterative procedure relies on (9). Indeed, replacing the population risk by the empirical one, the estimator Γ n of Γ m satisfies
where the weights w i (V) are defined by
This leads to an efficient iterative numerical procedure. Consider a pilot estimator Γ (0) and iterate, until convergence, the following algorithm. If at iteration e ≥ 0 estimator Γ (e) has been calculated, then at iteration e + 1, the new estimated value is defined by
The procedure is stopped when
≤ , for some precision fixed in advance.
Using this algorithm can been thought as minimizing the empirical risk related to G m (V) (see (4)).
The case n and d large
The major drawback of the iterative algorithm presented in (11) is that it requires to store all the data. When n × d is large this may not be possible and recursive techniques might be preferred. They also have the advantage of allowing automatic update of the estimator if the data arrive sequentially. The following algorithm can be seen as a particular case of the averaged stochastic gradient algorithm studied in Cardot et al. (2013) . Consider a sequence of weights γ n = c γ /n α , with c γ > 0 and α ∈ (1/2, 1) and define the recursive estimation procedure
When n is fixed, this recursive algorithm is about 30 times faster than the Weiszfeld's iterative approach (see Cardot et al. (2013) ). It can be seen that the first algorithm (12) is a stochastic gradient algorithm,
where F n = σ(X 1 , . . . , X n ) is the σ-algebra generated by X 1 , . . . , X n . The final estimator W n is obtained by averaging the values of the first algorithm. Its performances depend on the values of tuning parameters c and α. The value of parameter α is often chosen to be α = 2/3 or α = 3/4. Previous empirical studies (see Cardot et al. (2013) and Cardot et al. (2010) ) have shown that, thanks to the averaging step, estimator W n is not too sensitive to the choice of c, provided that the value of c is not too small. An intuitive explanation could be that here the recursive process is in some sense "self-normalized" since the deviations at each iteration in (12) have unit norm and finding some universal values for c is possible. Usual values for c are c ∈ [2, 20].
The case where the geometric median m is not known
In most of the cases the value of m is unknown so that it also needs to be estimated. One can build first an estimator of m based on a direct minimization of the empirical risk with Weiszfeld's algorithm and plugging the obtained estimate m n in (10). When both n and d are large, it is also possible to consider a simultaneous estimation of m and Γ m by considering two averaged stochastic gradient algorithms that are ran simultaneously. For n ≥ 1,
where the averaged recursive estimator m n+1 of the median m is controlled by a sequence of descent steps which are chosen as follows, γ (m) n = c m n −α , with c m ∈ [2, 20] and α ∈ (1/2, 1). Note that by construction, V n is always a non negative matrix.
Asymptotic properties
We distinguish two cases, according to the fact that the value of geometric median m is known or not.
The value of the geometric median m is known
When m is known, the asymptotic behavior of the two estimators Γ n and V n have already been studied in details. Both are consistent estimators of the a geometric median in a particular Hilbert space, they have the same limiting Gaussian distribution.
Theorem 3.1. Under Assumptions 2-3, as n tends to infinity,
where stands for convergence in distribution and
The proof of the convergence of Γ n can be found in Chakraborty and Chaudhuri (2014) , whereas the convergence in distribution of W n is given in Cardot et al. (2013) .
Using the delta method for weak convergence in Hilbert spaces (see Dauxois et al. (1982) or Cupidon et al. (2007) ), one can deduce from Theorem 3.1 the asymptotic normality of the estimated eigenvectors of W n and Γ n . It can also be proven (see Godichon (2015) ), under assumptions 1-3, that there is a positive constant K such that for all n ≥ 1,
Note finally that non asymptotic bounds for the deviation of W n around Γ m can be derived readily with the general results given in Cardot et al. (2015) .
The geometric median m is unknown
The case in which m must also be estimated is more complicated. It is presented very briefly in the Supplementary file of Kraus and Panaretos (2012) , in the proof of Theorem 1, for the estimators based on the minimization of the empirical risk. When both n and d are large, recursive strategies must be employed and studying their asymptotic behavior is more difficult. The following theorem gives the optimal rate of convergence in quadratic mean of the averaged algorithm.
Theorem 3.2. Under Assumptions 1-3, there is a positive constant K such that for all n ≥ 1,
We can deduce from Theorem 3.2, the convergence in quadratic mean of the eigenvectors, whose corresponding eigenvalue is of multiplicity one, of V n towards the corresponding eigenvector of Γ m (see e.g. Lemma 4.3 in Bosq (2000) ).
Proving the asymptotic normality of the sequence of estimators V n when m is unknown is beyond the scope of the paper and would require to study the joint weak convergence of the recursive estimators of m and Γ m .
An illustration on simulated and real data
A small comparison with classical robust PCA techniques is performed in this section considering data in relatively high dimension but samples with moderate sizes. In our comparison, we have employed the following well known robust techniques: projection pursuit (see Croux and Ruiz-Gazen (2005) and Croux et al. (2007) ), minimum covariance determinant (MCD, see Rousseeuw and van Driessen (1999) ) and spherical PCA (see Locantore et al. (1999) ). The computations were made in the R language (R Development Core Team (2010)), with the packages pcaPP, robust and rrcov. Our codes are available on request.
A simulation study
Independent realisations of a random variable Y ∈ R d are drawn, where
is a mixture of two distributions and X, O and are independent random variables. The random vector X has a centered Gaussian distribution with covariance matrix [Σ] ,j = min( , j)/d and can be thought as a discretized version of a Brownian sample path in [0, 1]. The contamination comes from , with different levels of contamination controlled by the Bernoulli variable O(δ), independent from X and , with P(O(δ) = 1) = δ and P(O(δ) = 0) = 1 − δ. Three different scenarios (see Figure 1 ) are considered for the distribution of :
• The elements of vector are d independent realizations of a Student t distribution with one degree of freedom. This means that the first moment of Y is not defined when δ > 0.
• The elements of vector are d independent realizations of a Student t distribution with two degrees of freedom. This means that the second moment of Y is not defined when δ > 0.
• The vector is distributed has a "reverse time" Brownian motion. It has a Gaussian centered distribution, with covariance matrix
We have compared the performances of the two estimators of the MCM defined in (11) and (16). For the Weiszfeld's algorithm (11), the median m is replaced by an estimation. For the recursive algorithm, we have considered coefficients c m = c γ = 2 and a speed rate of α = 3/4. Note that the values of these tuning parameters have not been particularly optimised. We noted that the simulation results were very stable, and do not depend much on the value of c m and c γ for c m ,
The estimation error of the eigenspaces associated to the largest eigenvalues is evaluated by considering the squared Frobenius norm between the associated orthogonal projectors. If we denote by P q the orthogonal projector onto the space generated by the q eigenvectors of the covariance matrix Σ associated to the q largest eigenvalues and P q an estimation, we Table 1 : Median estimation errors, according to criterion R( P q , P q ) with a dimension q = 2, for datasets with a sample size n = 200, over 500 Monte Carlo experiments. define the following loss criterion
Note that we always have R( P q , P q ) ≤ 2q and R( P q , P q ) = 2q means that the eigenspaces generated by the true and the estimated eigenvectors are orthogonal.
We generated samples of Y with size n = 200 (the conclusions do not differ much for different sample sizes) and dimension d ∈ {50, 200}, over 500 replications. Different levels of contamination are considered : δ ∈ {0, 0.02, 0.05, 0.10, 0.20}. For both dimensions d = 50 and d = 200, the first eigenvalue of the covariance matrix of X represents about 81 % of the total variance, and the second one about 9 %. The median errors of estimation of the eigenspace generated by the first two eigenvectors (q = 2), according to criterion (18), are given in Table 1 . In Figure fig: boxerr, boxplots of the estimation error R( P q , P q ) are drawn.
We can make the following remarks. At first note that even when the level of contamination is small (2% and 5%), the performances of classical PCA are strongly affected by the presence of outlying values in such (large) dimensions. When d = 50, the MCD algorithm and the MCM estimation provide the best estimations of the original two dimensional eigenspace, whereas when d gets larger (d = n = 200), the MCD estimator can not be used anymore and the MCM estimator remains the most accurate. The performances of the spherical PCA are slightly less accurate whereas the median error of the robust PP is about four times larger. We can also note that the recursive MCM algorithm, which is designed to deal with very large samples, performs well even for such moderate sample sizes (see also Figure fig:boxerr) .
We now consider two real data examples and compare the results obtained by the robust PCA based on the MCM with the classical PCA.
Daily temperature in Canadian weather stations
This example in climatology is a small sample example. It deals with the averaged daily temperature for each day of the year (d=365), over 1960 to 1994, for n = 35 Canadian weather stations (see Ramsay and Silverman (2005) for a detailed presentation of the data).
The results are very similar for both the robust PCA based on the MCM and the usual functional PCA, as it is performed in Ramsay and Silverman (2005) . The 2 dimensional space spanned by the eigenvectors associated to the two largest eigenvalues of the covariance operator accounts for more than 96 % of the variability of the data. The estimations of the first two eigenvectors are very similar (see Figure 3) . The squared norm between the "robust" and "non robust" associated eigenprojectors (measured as in (18)) has a small value of 0.08. There is no evidence, for this temperature dataset, of the presence of outlying observations or of an asymmetry in the distribution of the data. 
Robust PCA of TV audience
The second example is a high dimension and large sample case. Individual TV audience is measured, by the French company Médiamétrie, every minutes for a panel of n = 5422 people over a period of 24 hours at a minute scale, d = 1440 (see Cardot et al. (2012) for a more detailed presentation of the data). With a classical PCA, the first eigenspace represents 24.4% of the total variability, whereas the second one reproduces 13.5% of the total variance, the third one 9.64% and the fourth one 6.79%. Thus, more than 54% of the variability of the data can be captured in a four dimensional space. Note that, taking account of the large dimension of the data, these values indicate a high temporal correlation. Because of the large dimension of the data, the Weiszfeld's algorithm can not be used anymore and the MCM has been computed thanks to the recursive algorithm given in (16) in approximately 3 minutes on a laptop in the R language (without any specific C routine). As seen in Figure 4 , the first two eigenvectors obtained by a classical PCA and the robust PCA based on the MCM are rather different. This is confirmed by the relatively large distance between the two corresponding eigenspaces, R( P PCA 2 , P MCM 2 ) = 0.56. The first robust eigenvector puts the stress on the time period comprised between 1000 minutes and 1200 minutes whereas the first non robust eigenvector focuses, with a smaller intensity, on a larger period of time comprised between 600 and 1200 minutes. The second robust eigenvector differentiates between people watching TV during the period between 890 and 1050 minutes (negative value of the second principal component) and people watching TV between minutes 1090 and 1220 (positive value of the second principal component). Rather surprisingly, the third and fourth eigenvectors of the non robust and robust covariance ma-trices look quite similar (see Figure 5 ). 
Concluding remarks
The simulation study and the illustration on real data indicate that performing robust principal components analysis via the median covariation matrix, which can bring new information compared to classical PCA, is an interesting alternative to more classical robust principal components analyses. According to the size of the data, different efficient algorithms can be employed, which lead to consistent estimators of the median covariance matrix. The use of recursive algorithms permits to perform robust PCA on very large datasets, in which outlying observations may be hard to detect. The MCM could be useful to robustify the estimation in many different statistical models, particularly with functional data. For example, it could be employed as an alternative to robust functional projection pursuit in robust functional time series prediction or for robust estimation in functional linear regression, with the introduction of the median cross covariation matrix.
A Convexity results
In this section, we first give and recall some convexity properties of functional G h . The following one gives some information on the spectrum of the Hessian.
Proposition A.1. Under assumptions 1-3, for all h ∈ H and V ∈ S(H), S(H) admits an orthonormal basis composed of eigenvectors of ∇ 2 h G(V). Let us denote by {λ h,V,i , i ∈ N} the set of eigenvalues of ∇ 2 h G(V). For all i ∈ N,
Moreover, there is a positive constant c m such that for all i ∈ N,
Finally, by continuity, there are positive constants , such that for all h ∈ B (m, ) and V ∈ B (Γ m , ), and for all i ∈ N,
The proof is not given because it is very similar to the one in Cardot et al. (2013) . Moreover, the following lemma gives an upper bound on the remainder term in the Taylor's decomposition of the gradient.
Lemma A.2. Under assumptions 1-3, for all h ∈ H and V ∈ S(H),
As in the proof of Lemma 5.1 in Cardot et al. (2015) , under assumptions 1-3, one can check that for all h ∈ H, and t ∈ [0, 1],
which concludes the proof.
B Decomposition of the Robbins-Monro algorithm and bounds for the remainder terms
Let us recall the Robbins-Monro algorithm, defined recursively by
The algorithm can be written as follows
Moreover, it can be considered as a stochastic gradient algorithm because it can be decomposed as follows:
with r n := ∇G m n (Γ m ) − ∇G m (Γ m ). Finally, linearizing the gradient,
with
In order to get the rate of convergence of the Robbins-Monro algorithm, we give bounds of these rest terms.
Lemma B.1. Under assumptions 1-3, we can bound the three remainder terms.
First, applying Lemma A.2,
In the same way, for all n ≥ 1,
Finally, for all n ≥ 1,
Proof of Lemma B.1. Inequality (22) is a corollary of Lemma A.2.
Proof of inequality (23)
Let us recall that for all h ∈ H, Y(h) :
Note that r n = E ϕ m n −m (0) − ϕ m n −m (1) F n . Thus, by dominated convergence,
Moreover, one can check that for all h ∈ H,
We now bound each term on the right-hand side of previous equality. Moreover, applying Cauchy-Schwarz's inequality and using the fact that for all h, h ∈ H, hh T
In the same way,
Applying Cauchy-Schwarz's inequality,
Thus, since E 1 Y(m+th)−Γ m F ≤ C, and since for all positive constants a, b,
Finally,
Applying inequalities (25) to (28) with h = m n − m,
Proof of inequality (24)
For all h ∈ H and V ∈ S(H), we define the random function ϕ h,V :
Moreover, as in the proof of inequality (23), applying Cauchy-Schwarz's inequality, one can check that for all h ∈ H, V ∈ S(H), and t ∈ [0, 1],
Thus, applying inequalitiy (29) with h = m n − m and V = V n − Γ m ,
C Rate of convergence in quadratic mean of the Robbins-Monro algorithm
The following proposition gives the the rate of convergence in quadratic mean and L 4 -rates of convergence of the Robbins-Monro algorithm.
Proposition C.1. Under assumptions 1-3, there is a positive constant C such that for all n ≥ 1,
Moreover, for all β ∈ (α, 2α), there is a positive constant C β such that for all n ≥ 1,
As in Cardot et al. (2015) , the proof of this proposition relies on some technical lemma. The following one gives a bound of the p-th moments for all p ≥ 1, which will enable, applying Markov's inequality, to bound the probability that the algorithm goes far away from Γ m . Lemma C.2. Under assumptions 1-3, for all integer p, there is a positive constant M p such that for all n ≥ 1,
The following lemma gives a bound on the quadratic mean of the error.
Lemma C.3. Under assumptions 1-3, there are positive constants C 1 , C 1 , C 2 , C 3 such that for all n ≥ 1,
where E(.) is the integer function.
The following lemma gives an induction relation for the 4-th moment of the error.
Lemma C.4. Under assumptions 1-3, for all integer p ≥ 1, there are a rank n p and positive constants C 1,p , C 2,p , C 3,p , c p such that for all n ≥ n p ,
Proof of Lemma C.2. Using decomposition (20),
Note that for all h ∈ H and V ∈ S(H) we have ∇G h (V) F ≤ 1. Moreover, r n F ≤ 2 and ξ n+1 F ≤ 2. Since for all h ∈ H, G h is convex, applying Cauchy-Schwarz's inequality,
, let us recall that r n F ≤ C m n − m . We now prove by induction that for all integer p ≥ 1, there is a positive constant M p such that for all n ≥ 1,
Step 1: Initialization of the induction. Let p = 1. Since (ξ n ) is a sequence of martingale differences, applying Cauchy-Schwarz's inequality and inequality (33),
Applying Lemma E.1 and since r n F ≤ C m n − m ,
Let us take a n := 1 n β with β ∈ (1/2, α), thus ∑ n γ n a n < ∞ and ∑ n γ n a n n < ∞. Finally, since there is a positive constant C such that for all n ≥ 1, E m n − m 2 ≤ C n −1 ,
Let p ≥ 2. We suppose from now that for all k ≤ p − 1, there is a positive constant M k such that for all n ≥ 1,
Step 2: Bounding E V n − Γ m 2p F . In a similar way, applying inequality (33), for all p ≥ 2, since (ξ n ) is a sequence of martingales differences adapted to the filtration (F n ),
Let us denote by ( * ) the second term on the right-hand side of inequality (34). Applying Cauchy-Schwarz's inequality and since ξ n+1 F ≤ 2,
With the help of Lemma E.1,
In the same way, applying Cauchy-Schwarz's inequality and by induction,
since p ≥ 2. Similarly, since r n F ≤ 2 and since p ≥ 2, applying Cauchy-Schwarz's inequality and by induction,
Finally, applying inequalities (35) to (37), there is a positive constant A 1 such that for all n ≥ 1,
(38) We now denote by ( * * ) the first term at the right-hand side of inequality (34). With the help of Lemma E.1 and applying Cauchy-Schwarz's inequality,
Moreover,
Applying Cauchy-Schwarz's inequality and by induction, since r n F ≤ 2,
Moreover, applying Theorem 4.2 in Godichon (2015) and Hölder's inequality, since r n F ≤ C m n − m ,
Thus, there are positive constants A 0 , A 1 such that
Finally, thanks to inequalities (38) and (39), there are positive constants A 0 , A 1 such that
which concludes the induction and the proof.
Proof of Lemma C.3. Let us define the following linear operators:
Using decomposition (21) and by induction, for all n ≥ 1,
We need to study the asymptotic behavior of the linear operators β n and β n−1 β −1 k . As in Cardot et al. (2013) , one can check that there are positive constants c 0 , c 1 such that for all integers k, n ≥ 1 with k ≤ n − 1,
where . op is the usual spectral norm for linear operators. We now bound the quadratic mean of each term in decomposition (40).
Step 1: the quasi deterministic term β n−1 (V 1 − Γ m ). Applying inequality (41), there is a positive constant c 0 such that
Thus, this term converges exponentially to 0.
Step 2: the martingale term β n−1 M n . Since (ξ n ) is a sequence of martingale differences adapted to the filtration (F n ),
Moreover, as in Cardot et al. (2015) , Lemma E.2 ensures that there is a positive constant C 1 such that for all n ≥ 1,
Step 3: the first remainder term β n−1 R n .
Remarking that r n F ≤ 4
Applying Lemma 4.3 and Theorem 4.2 in Godichon (2015) ,
Applying inequality (41),
Splitting the sum into two parts and applying Lemma E.2, we have
Thus, there is a positive constant C 2 such that for all n ≥ 1,
Step 4: the second remainder term β n−1 R n . Let us recall that for all n ≥ 1, r n F ≤ 12D m n − m V n − Γ m F with D := C Γ m F + C 3/4 . Thus,
Applying Lemma 4.3 in Godichon (2015) ,
Thanks to Lemma C.2, there is a positive constant M 2 such that for all n ≥ 1,
Thus, applying Cauchy-Schwarz's inequality and Theorem 4.2 in Godichon (2015) ,
As in step 3, splitting the sum into two parts, one can check that there is a positive constant C 1 such that for all n ≥ 1,
Step 5: the third remainder term: Godichon (2015) ,
Thanks to Lemma C.2, there is a positive constant M 2 such that for all n ≥ 1, E V n − Γ m 4 F ≤ M 2 . Thus, splitting the sum into two parts and applying inequalities (41) and Lemma E.2, there are positive constant c 0 , C 2 such that for all n ≥ 1,
Thus, there is a positive constant C 0 such that for all n ≥ 1,
Conclusion:
Applying Lemma E.1 and decomposition (40), for all n ≥ 1,
Applying inequalities (42) to (46), there are positive constants C 1 , C 1 , C 2 , C 3 such that for all n ≥ 1,
Proof of Lemma C.4. Let us denote W n :
Since ξ n+1 F ≤ 2, r n F ≤ 2 and since for all h ∈ H, V ∈ S(H), ∇ h G(V) ≤ 1, applying Cauchy-Schwarz's inequality,
Thus, since (ξ n ) is a sequence of martingale differences adapted to the filtration (F n ), and since W n 2
F (this inequality is due to Proposition A.1 and to the fact that for all h ∈ H, G h is convex; a fact that is justified later),
Since ξ n+1 F ≤ 2 and r n F ≤ 2, applying Cauchy-Schwarz's inequality, there are positive constants C 1 , C 2 such that for all n ≥ 1,
We now bound the two first terms on the right-hand side of inequality (47).
Step 1: bounding E W n
Note that in a particular case, since for all h ∈ H, G h is convex, W n 2
F . Let p be a positive integer. We now introduce the sequence of events A n,p n∈N defined for all n ≥ 1 by
with defined in Proposition A.1. For the sake of simplicity, we consider that defined in Proposition A.1 verifies ≤ 1. Applying Proposition A.1, let
In the same way, since G m n is convex, let
Applying Proposition A.1,
There is a rank n p such that for all n ≥ n p , we have have (50), for all n ≥ n p ,
Thus, there are a positive constant c p and a rank n p such that for all n ≥ n p ,
We have to bound E W n
F and since there is a positive constant c 0 such that for all n ≥ 1,
Applying Markov's inequality, Theorem 4.2 in Godichon (2015) and Lemma C.2,
Thus, applying inequalities (51) and (52), there are positive constants c p , C 1,p and a rank n p such that for all n ≥ n p ,
Step 2: bounding 2γ n E r n F W n 2
Since r n F ≤ √ C + C Γ m F m n − m F and applying Theorem 4.2 in Godichon (2015) ,
Step 3: Conclusion. Applying inequalities (47), (53) and (54), there are a rank n p and positive constants c p , C 1,p , C 2,p , C 3,p such that for all n ≥ n p ,
Proof of Theorem 3.2. Let us choose an integer p such that p > 3/2. Thus, 2 + α − 3 1−α p ≥ 3α, and applying Lemma C.4, there are positive constants C 1,p , C 2,p , c p and a rank n p such that for all n ≥ n p ,
(55) In order to simplify the presentation of the end of the demonstration, we now introduce some notations and results. Let β ∈ (α, 2α), we now choose p such that p > 1−α 2α−β . Note that 3α − β > α + 1−α p . One can check that there is a rank n p ≥ n p such that for all n ≥ n p ,
With the help of a strong induction, we prove that there are positive constants C p , C β such that 2C p ≥ C β ≥ C p ≥ 1 and C p ≥ 2 α+1 C 2 (with C 2 defined in Lemma C.3), such that for all n ≥ 1,
First, let us take C p , C β such that
Thus, for all k ≤ n p ,
We suppose from now that n ≥ n p and that previous inequalities are verified for all k ≤ n − 1. Applying Lemma C.3 and by induction,
By definition of n p ,
In the same way, applying Lemma C.4 and by induction,
Since C β ≥ C p ≥ 1, factorizing by By definition of n p ,
D Proof of Theorem 3.2
Proof of Theorem 3.2. Let us rewrite decomposition (21) as
with T n = V n − Γ m . As in Cardot et al. (2013) and Pelletier (2000) , summing these equalities and applying Abel's transform,
(59) We now divide previous inequality by n and bound the quadratic mean of each term on the right-hand side. First, we have Applying Theorem 4.2 in Godichon (2015) and Proposition C.1,
since β > 0. Finally, one can check that E ξ n+1 2 F ≤ 1, and since (ξ n ) is a sequence of martingale differences adapted to the filtration (F n ),
Thus, there is a positive constant K such that for all n ≥ 1,
Let λ min be the smallest eigenvalue of ∇ 2 m G (Γ m ), since λ min > 0 by Proposition A.1,
E Some technical inequalities
First, the following lemma recalls some well-known inequalities. The following lemma gives the asymptotic behavior for some specific sequences of descent steps.
Lemma E.2. Let α, β be non-negative constants such that 0 < α < 1, and (u n ), (v n ) be two sequences defined for all n ≥ 1 by 
where E(.) is the integer part function.
Proof of Lemma E.2. We first prove inequality (61). For all n ≥ 1, 
