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Préambule
Ce mémoire de synthèse rassemble la plupart de nos travaux de recherche réalisés depuis
la fin de la thèse [th]. Ils sont regroupés en trois chapitres indépendants correspondant aux
trois axes de recherche acquis au cours de la thèse et lors de différents séjours postdoctoraux
(au Laboratoire Jacques-Louis Lions, puis au Laboratoire MAPMO). Cependant l’organisation
de ce mémoire ne suit pas nécessairement ce parcours.
Le chapitre 1 résume les travaux [A4, A7, A9, A15] qui portent sur l’utilisation des espaces à
poids afin de décrire le comportement à l’infini des solutions de problèmes elliptiques en do-
maine non borné. Nous commençons par présenter nos travaux sur les équations de Navier-
Stokes et d’Oseen en domaine extérieur, décrivant un écoulement de fluide visqueux et incom-
pressible autour d’un obstacle borné. Une attention particulière est portée à la description du
sillage apparaissant derrière l’obstacle durant l’écoulement. Nous rappelons ensuite les pro-
priétés principales d’une classe particulière d’espaces de Sobolev à poids qui a été initialement
utilisée pour résoudre le problème extérieur de Laplace et dont on utilisera dans la suite du
chapitre. Nous poursuivons par présenter l’étude de solutions explicites des équations d’Oseen
effectuée en collaboration avec Chérif Amrouche et Hamid Bouzit. Enfin, nous terminons le
chapitre par un travail réalisé en collaboration avec Hela Louati et MohamedMeslameni sur le
système div-rot en domaine extérieur.
Le chapitre 2 est consacré à la simulation numérique, basée sur des schémas volumes finis,
de lois de conservation hyperboliques et présente les travaux [A10, A11, A12, A13, A16]. Nous
avons choisi de présenter, en premier lieu, les travaux qui sont directement liés à une appli-
cation précise. Aussi, nous commençons par un problème de trafic piétonnier décrit par une
loi de conservation avec une contrainte sur le flux. Ce travail a débuté dans le cadre du projet
ANR jcjc CoToCoLa et a été fait en collaboration avec Boris Andreianov, Carlotta Donadello et
Massimiliano D. Rosini. Nous continuons avec un travail effectué lors du séjour postdoctoral
au Laboratoire MAPMO dans le cadre du projet ANR blanc Methode et en collaboration avec
StéphaneCordier, FrédéricDarboux, Olivier Delestre, François James et Carine Lucas. L’objectif
était proposer unmodèle basé sur les équations de Saint-Venant, pour décrire le ruissellement
d’eau sur des surfaces agricoles en prenant en compte les effets des sillons sans devoir repré-
senter explicitement ces derniers. Nous poursuivons par un travail réalisé en collaboration avec
Antoine Perasso, sur l’étude de la persistance ou non d’une infection au sein d’une population.
Le modèle repose sur un système couplé d’une équation différentielle et d’une équation de
transport structuré en charge d’infection. Enfin, nous terminons le chapitre par un travail ef-
fectué en collaboration avec Boris Andreianov, Carlotta Donadello et Shyam Sundar Ghoshal
dans le cadre du projet CoToCoLa, sur la caractérisation des états atteignables d’un système
5
triangulaire de lois de conservation. Dans les travaux [A11] et [A13], nous présenterons briè-
vement les résultats théoriques qui ont été illlustrés par des simulations ou qui ont motivé les
choix dans les schémas numériques.
Le chapitre 3, qui résume les travaux [A8, N4], traite des méthodes numériques, appelées
méthodes de bases réduites qui permettent de réduire les coûts et les temps de calcul dans les
problèmes paramétriques. Cette partie a été réalisée lors du séjour postdoctoral au Laboratoire
Jacques-Louis Lions. Nous commençons par l’application de ces méthodes aux équations de
Maxwell pour des problèmes de balayage de fréquence d’appareils à circuits micro-ondes. Ce
travail a été fait en collaboration avec Valentín de la Rubia et Yvon Maday. Nous terminons le
chapitre par un travail en collaboration avec Yvon Maday sur l’application des méthodes de
bases réduites au calcul de l’énergie électronique de molécules en chimie quantique.
Enfin, dans le quatrième et dernier chapitre qui est très court, nous présentons demanière
succinte quelques travaux actuellement en cours ou en projet.
Comme les chapitres 1, 2 et 3 sont indépendants, nous avons choisi de commencer par une
introduction dans chacun d’eux pour présenter chaque thématique et nos démarches respec-
tifs. Par ailleurs, afin de simplifier l’exposé, certains résultats (en particulier dans le chapitre 1)
sont présentés sous une forme simplifiée par rapport à ceux des articles correspondants. En-
fin, nous avons choisi dans cemémoire, de ne pas présenter les travaux [A14] et [N5] car, soit ils
n’entrent pas dans les thématiques des trois premiers chapitres, soit ce sont des travaux récents
qui demandent d’être mûris.
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Chapitre 1
Espaces à poids et problèmes elliptiques
en domaine non borné
1.1 Introduction
Ce chapitre porte sur l’analyse théorique d’équations elliptiques posées dans des domaines
non bornés tels que l’espace entier ou des domaines extérieurs (c’est-à-dire des complémen-
taires de compacts). Nous présentons nos travaux sur les équations de Navier-Stokes (sec-
tion 1.2), d’Oseen (sections 1.2 et 1.4), ainsi que sur le système div-rot (section 1.5). Ces équa-
tions sont liées aux problèmes d’écoulements stationnaires de fluides visqueux et incompres-
sibles autour d’obstacles.
Dans un problème posé dans un domaine non borné, il est nécessaire de décrire le com-
portement à l’infini des solutions. Nous utilisons pour cela des espaces à poids polynomiaux.
Le rôle de ces derniers est de contrôler le comportement à l’infini des fonctions considérées.
De plus, ils présentent l’avantage de donner une grande liberté de choix quant au compor-
tement à l’infini des fonctions (décroissance forte, modérée ou croissance polynomiale). Les
poids n’ont aucune influence sur les propriétés locales des fonctions : les espaces de Sobolev à
poids utilisés ont été construits pour coïncider localement avec les espaces de Sobolev usuels.
En conséquence tous les théorèmes de traces restent valables dans ces espaces à poids. Cela
permet de prendre en compte les conditions au bord des domaines extérieurs.
Dans la section 1.3, nous rappelons quelques propriétés importantes de la famille d’es-
paces à poids utilisés dans les sections 1.4 et 1.5. Cette famille a été initialement introduite
parHanouzet [72] afin d’avoir une formulation variationnelle de l’équation de Laplace dans un
demi-espace. Elle a ensuite été étudiée et généralisée par Le Roux [87], Giroire [64], Amrouche-
Girault-Giroire [6, 7] et utilisée dans de nombreux travaux. Notons que dans la thèse [th], nous
avons utilisé cette classe pour résoudre les équations d’Oseen.
1.2 Les équationsdeNavier-Stokes endomaine exterieurdeR3[A4, A7]
On considère ici les équations de Navier-Stokes décrivant un écoulement stationnaire de
fluide visqueux incompressible autour d’un obstacle borné. Pour cela, considérons un com-
pact B de R3 représentant un obstacle rigide et notonsΩ=R3 \B le domaine de l’écoulement
de bord ∂Ω. Le système de coordonnées est placé au centre de masse de l’obstacle que nous
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1.2. Les équations de Navier-Stokes en domaine exterieur de R3[A4, A7]
supposons immobile. Le problème s’écrit alors
−ν∆u +ρu ·∇u +∇p = ρf dans Ω,
divu = 0 dans Ω,
u =u∗ sur ∂Ω,
lim
|x |→+∞
u (x )=u∞.
(1.1)
Dans (1.1), les données sont la viscosité du fluide ν, sa densité ρ, les forces extérieures appli-
quées au fluide f , le champ de vitesses au bord de l’obstacle u∗ et le champ de vitesses à l’infini
u∞ ∈ R3. Sans perte de généralité, on suppose que u∞ = h(1,0,0)t avec h > 0. Les inconnues
sont le champ de vitesses u et la pression p .
Une propriété importante du problème est l’existence d’une zone derrière l’obstacle durant
l’écoulement, appelée le sillage, dans laquelle le taux de convergence du champ de vitesses u
versu∞ est plus faible qu’en dehors. Il est alors important de prendre en compte cette propriété
dans la description du comportement à l’infini des solutions.
À notre connaissance, les premiers travaux sur (1.1) sont l’œuvre de Leray [88] qui prouve
l’existence de solutions faibles ayant une intégrale de Dirichlet finie, c’est-à-dire,∫
Ω
|∇u |2dx <+∞. (1.2)
Les solutions satisfaisant (1.2) sont appelées les D-solutions (on pourra aussi consulter [55, 57,
85]). Le comportement asymptotique de ces D-solutions et l’existence du sillage ont ensuite
été étudiés par Finn [53, 54] et Babenko [17]. Par ailleurs, Finn introduit la classe des solutions
physiquement raisonnables (ou P R-solutions), c’est-à-dire, satisfaisant
|u (x )−u∞| =O
(|x |−1/2−ǫ) , si u∞ 6= 0, (1.3)
où ǫ > 0 peut être arbitrairement petit. Le lecteur pourra aussi consulter [35, 46, 49, 50, 56, 57,
58].
Les équations d’Oseen
Pour étudier le problème (1.1), il est naturel de commencer par étudier des problèmes li-
néaires qui l’approchent. En linéarisant (1.1) autour de la vitesse à l’infini u∞, on obtient les
équations d’Oseen :
−ν∆v +λ ∂v
∂x1
+∇p = f dans Ω,
divv = 0 dans Ω,
v = v∗ sur ∂Ω,
lim
|x |→+∞
v(x )= 0,
(1.4)
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1.2. Les équations de Navier-Stokes en domaine exterieur de R3[A4, A7]
oùλ=ρh > 0. Intéressonsnous au comportement à l’infini de la solution fondamentale d’Oseen
notée (O ,P ) et qui s’écrit dans R3 :
Oi j =
(
δi j∆−
∂
∂xi
∂
∂x j
)
Φ(x ) , P i (x )=
1
4π
xi
|x |3 , (1.5)
où
Φ(x )= 1
4πλ
λs(x )/2ν∫
0
1−e−t
t
d t (1.6)
et
s(x )= |x |−x1. (1.7)
Les comportements à l’infini de la vitesse fondamentale d’Oseen et de ses dérivées sont les
suivant [57] :
O (x )=O (|x |−1(1+ s(x ))−1) , ∇O =O (|x |−3/2(1+ s(x ))−3/2)
∂2O (x )=O
(
|x |−2(1+ s(x ))−2
)
,
∂O
∂x1
=O
(
|x |−2(1+ s(x ))−1
)
.
(1.8)
Le terme s(x ) montre ici l’existence du sillage. En effet, dans l’ensemble
W = {x ∈R3, s(x )É 1} (1.9)
qui représente une paraboloïde symétrique par rapport à l’axe (0,x1) et ouverte dans la direc-
tion x1 > 0, la vitesse fondamentale d’Oseen O décroît comme |x |−1. En revanche, dans l’en-
semble
S = {x ∈R3, s(x )Ê |x |/2} , (1.10)
O décroît comme |x |−2 montrant ainsi lameilleure décroissance deO à l’extérieur du sillage W .
Notre objectif a alors été de chercher des solutions de (1.1) et de (1.4) ayant un compor-
tement à l’infini similaire à la solution fondamentale d’Oseen. Il est donc naturel de choisir le
poids anisotrope :
ηαβ(x )= (1+|x |)α(1+ s(x ))β, α,β ∈R, (1.11)
et de considérer l’espace de Lebesgue à poids
L
q
α,β(Ω)=
{
u ∈D′(Ω), ηαβu ∈ Lq (Ω)
}
.
Cette approche a été utilisée par Farwig [46, 47] dans un cadre hilbertien et nos travaux
dans [A4] et [A7] en sont une extension au cadre des espaces de Banach.
Par ailleurs, nos travaux de thèse [Th], ont porté sur l’analyse des équations d’Oseen. Les
résultats principaux obtenus sont de deux natures :
⊲ Nous avons étudié les propriétés des espaces à poids anisotropes (β 6= 0). En particulier,
nous avons établit des résultats de densité et des résultats complets sur les inégalités de
type Poincaré généralisant celles obtenues par Farwig [47].
⊲ Nous avons prouvé des résultats d’existence, d’unicité et de régularité des équations
d’Oseen dans le cadre des espaces à poids isotropes (β= 0). Ces espaces et certaines de
leurs propriétés seront rappelés dans la section 1.3.
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1.2. Les équations de Navier-Stokes en domaine exterieur de R3[A4, A7]
Nos travaux dans [A4] étendent l’étude des équations d’Oseen réalisée dans la thèse, au
cadre des espaces à poids anisotropes afin de tenir compte de l’existence du sillage. Pour cela,
introduisons les espaces où seront définies les solutions. Pour le champs de vitesses, nous dé-
finissons
W
2,q
α,β(Ω)=
{
v ∈ Lq
α−1,β(Ω), ∇v ∈ L
q
α−1/2,β(Ω), ∂
2v ∈ Lq
α,β(Ω)
}
et
W˜
2,q
α,β (Ω)=
{
v ∈W 2,q
α,β(Ω),
∂v
∂x1
∈ Lq
α,β(Ω)
}
.
L’introduction de l’espace W˜
2,q
α,β(Ω) est motivée par la première équation de (1.4). En effet
au vue de (1.4), il est naturel de chercher un champ de vitesses avec des dérivées secondes et
une dérivée première par rapport à x1 qui vont avoir le même comportement à l’infini. Notons
que, comme indiqué dans l’introduction, on a
W˜ 2,q
α,β (Ω)⊂W
2,q
loc (Ω), ∀α,β ∈R.
Ainsi les théorèmesde traces usuels s’appliquent et donc siu ∈ W˜ 2,q
α,β(Ω), alorsu|∂Ω ∈W 1+1/q
′,q (∂Ω).
Pour la pression, nous définissons l’espace
X
1,q
α,β(Ω)=
{
v ∈ Lq
α−1/2,β−1/2(Ω), ∇v ∈ L
q
α,β(Ω)
}
.
Nous avons commencé par étudier le problèmed’Oseen dans tout l’espaceR3. C’est en effet
ce problème qui donne le comportement à l’infini des solutions. Le premier résultat central de
[A4] est le suivant :
Théorème 1.1 Soientα et β deux réels satisfaisant
max
(
0,
1
2
− 1
q
)
<βÉ 1− 1
q
et
1
2
− 1
q
<αÉ 1
2
− 1
q
+β. (1.12)
Alors pour tout f ∈ Lq
α+1/2,β(R
3), le problème d’Oseen (1.4) posé dans tout l’espace R3 admet une
unique solution
(v ,p)∈ W˜ 2,q
α+1/2,β(R
3)×X 1,q
α+1/2,β(R
3) (1.13)
définie par
vi =O i j ∗ f j , p =P j ∗ f j , i = 1,2,3,
où les indices répétés impliquent une sommation implicite. De plus, on a l’estimation
‖v‖W˜ 2,q
α+1/2,β(R
3)+‖p‖X 1,q
α+1/2,β(R
3) ÉC‖f ‖Lqα+1/2,β(R3).
L’obtention de ce théorème passe par trois temps :
⊲ Dans un premier temps, on part des estimations à poids sur la convolution par la so-
lution fondamentale d’Oseen établies par Kracˇmar-Novotný-Pokorný [83]. En combi-
nant ces estimations sur P ∗ f et les inégalités de Poincaré à poids anisotropes établies
dans la thèse (voir aussi [A2]), nous avons montré que sous les hypothèses (1.12) et si
f ∈ Lq
α+1/2,β(R
3), alors P ∗ f ∈ X 1,q
α+1/2,β(R
3). Cependant certaines estimations sur O ∗ f
de [83] ne sont pas optimales. En particulier, il est prouvé que sous certaines hypothèses
sur α et β et si f ∈ Lq
α+1/2,β(R
3), alors O ∗ f ∈ Lq
α−1/2−σ,β(R
3) et ∂2(O ∗ f ) ∈ Lq
α+1/2−σ,β(R
3)
pour tout σ> 0. La question principale ici est alors de savoir si ces estimations peuvent
être améliorées, c’est-à-dire, si on peut prendre σ= 0.
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⊲ Pour cela, dans un deuxième temps, nous avons suivi les idées de Farwig [46, 47] qui
consiste à passer par l’étude de la version scalaire des équations d’Oseen :
−∆u+λ ∂u
∂x1
= f dans R3. (1.14)
Cette équation admet comme solution fondamentale, la fonction
E (x )= 1
4π|x |e
−λs(x)/2.
Bien que E a un meilleur comportement à l’infini que la vitesse fondamentale d’Oseen
O , on peut facilement voir que E vérifie aussi (1.8). On peut donc lui appliquer les ré-
sultats de [83]. Ces estimations peuvent ensuite être améliorés en multipliant (1.14)
par une fonction test adéquate, en intégrant et en utilisant en particulier une nou-
velle fois, les inégalités de Poicaré à poids anisotropes. À l’issue de cette partie, nous
avons établi que sous (1.12) et si f ∈ Lq
α+1/2,β(R
3), alors (1.14) admet une unique solu-
tion u =E ∗ f ∈ W˜ 2,q
α+1/2,β(R
3).
⊲ Enfin, dans un troisième temps, il suffit d’exploiter les résultats sur (1.14) en raisonnant
par identification, composante par composante sur les équations d’Oseen.
Notons que dans la thèse [th] (voit aussi [A6]), nous avons montré que deux couples de distri-
butions tempérées solutions dumêmeproblème (1.4) posé dansR3, différaient nécessairement
d’un couple de polynômes. Nous y reviendrons plus précisément dans la section 1.4. Dans le
théorème 1.1, l’unicité de la solution découle du fait que sous les hypothèses (1.12), les espaces
W˜
2,q
α+1/2,β(R
3) et X
1,q
α+1/2,β(R
3) ne contiennent pas de polynômes.
Pour résoudre le problème extérieur (1.4), nous avons suivi la démarche générale dévelop-
pée par Giroire [64], utilisée par la suite dans [3, 7, 9] ainsi que dans la thèse [th, A3] : les pro-
blèmes extérieurs linéaires peuvent être résolus en combinant les propriétés obtenues dans
l’espace entier R3 et celles obtenues dans un domaine borné. Signalons que cette résolution
n’est pas immédiate et passe par plusieurs résultats intermédiaires. En particulier, nous pré-
sentons le résultat concernant l’unicité des solutions de (1.4).
Proposition 1.2 Sous les hypothèses (1.12), si la paire (u ,p) ∈ W˜ 2,q
α+1/2,β(Ω)×X
1,q
α+1/2,β(Ω) vérifie
(1.4) avec f =u∗ = 0, alors (u ,p)= (0,0).
Ce résultat n’est pas surprenant du fait des propriétés d’unicité des solutions de (1.4) dans
R
3. Le deuxième résultat central de [A4] est le suivant :
Théorème 1.3 Soit Ω un domaine extérieur de R3 de bord ∂Ω de classe C 2. Soient α et β deux
réels satisfaisant (1.12). Alors pour tout
f ∈ Lq
α+1/2,β(Ω) et v∗ ∈W
1+1/q ′,q (∂Ω),
le problème d’Oseen (1.4) admet une unique solution
(v ,p)∈ W˜ 2,q
α+1/2,β(Ω)×X
1,q
α+1/2,β(Ω).
De plus, on a l’estimation
‖v‖W˜ 2,q
α+1/2,β(Ω)
+‖p‖X 1,q
α+1/2,β(Ω)
ÉC
(
‖f ‖Lq
α+1/2,β(Ω)
+‖v∗‖W 1+1/q′,q (∂Ω)
)
.
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Les équations de Navier-Stokes
Pour résoudre le problème de Navier-Stokes (1.1), nous introduisons l’opérateur T qui,
pour tout w ∈ W˜ 2,q
α+1/2,β(Ω) associe v = Tw solution du problème
−ν∆v +λ ∂v
∂x1
+∇p = ρf −ρw ·∇w dans Ω,
divv = 0 dans Ω,
v =u∗−u∞ sur ∂Ω,
lim
|x |→+∞
v (x )= 0.
L’objectif a alors été demontrer que l’opérateur T admette un point fixe. Pour cela, le travail
principal a consisté à montrer une estimation à poids sur le terme non linéaire w ·∇w .
Lemme 1.4 SoitΩundomaine extérieur deR3 de bord ∂Ωde classeC 2. Supposons que 4/3< q É 2.
Si w ∈ W˜ 2,q
α+1/2,β(Ω), alors w ·∇w ∈ L
q
2α+1/2,2β(Ω) et
‖w ·∇w‖Lq2α+1/2,2β(Ω) ÉC‖w‖
2
W˜
1,q
α+1/2,β(Ω)
.
Pour montrer ce résultat, nous avons adapté les méthodes utilisées par Farwig [46] qui
reposent sur l’établissement de résultats d’injections dans les espaces à poids anisotropes.
Par ailleurs, grâce aux injections de Sobolev standards, nous pouvons montrer des propriétés
asymptotiques des fonctions deW 2,q
α,β(R
3). Pour s ∈ R, notons tout d’abord [s] la partie entière
de s.
Théorème 1.5 Soientα,β ∈R des réels et q un entier satisfaisant 3/2< q <∞.
Posons θ = 2−3/q − [2−3/q]. Si u ∈W 2,q
α,β (R
3), alors il existe C > 0 tel que
∀x ∈R3, |u(x )| ÉC ηθ−α−β (x )‖u‖W 2,q
α,β(R
3).
Nous avons alors montré le théorème suivant qui est le résultat principal de [A7].
Théorème 1.6 SoitΩ un domaine extérieur de R3 de bord ∂Ω de classeC 2. Supposons que
4/3< q É 2 et soientα et β deux réels satisfaisant (1.12). Alors, il existe δ, ε> 0 tel que pour tout
f ∈ Lq
α+1/2,β(Ω) et u∗ ∈W
1+1/q ′,q (∂Ω),
satisfaisant
‖f ‖Lq
α+1/2,β(Ω)
É ε et ‖u −u∞‖W 1+1/q′,q (∂Ω) É ε,
le problème de Navier-Stokes (1.1) admet une unique solution (u ,p) ∈W 2,qloc (Ω)×W
1,q
loc (Ω) tel que
(u −u∞,p) ∈ W˜ 2,qα+1/2,β(Ω)×X
1,q
α+1/2,β(Ω) et ‖u −u∞‖W˜ 2,q
α+1/2,β(Ω)
É δ.
De plus, il existe C (δ)> 0 tel que
‖u −u∞‖W˜ 2,q
α+1/2,β(Ω)
+‖p‖X 1,q
α+1/2,β(Ω)
ÉC (δ)
(
‖f ‖Lq
α+1/2,β(Ω)
+‖u∗−u∞‖W 1+1/q′ ,q (∂Ω)
)
.
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Par aillleurs, si on suppose que 3/2< q < 2, alors on a le comportement à l’infini suivant :
|u (x )−u∞| =O
(
η
3/2−3/q−α
−β (x )
)
. (1.15)
L’ingrédient principal de la preuve consiste à appliquer le théorèmede point fixe de Banach
en utilisant le théorème 1.3 et le lemme 1.4. Le comportement asymptotique (1.15) est une
application directe du théorème 1.5. Notons que ce théorème a été démontré par Farwig [46]
dans le cas q = 2 avec un comportement asymptotique de u −u∞ meilleur que (1.15). Grâce à
(1.15), nous pouvons remarquer que dans le sillage W , nous avons le comportement à l’infini
suivant
|u (x )−u∞| =O
(|x |3/2−3/q−α) ,
alors que dans le secteur S , nous avons
|u (x )−u∞| =O
(
|x |3/2−3/q−(α+β)
)
.
Le réel β étant strictement positif, ces deux comportements à l’infini montrent le meilleur taux
de convergence de la vitesse u vers u∞ en dehors du sillage.
Notons aussi que la vitesse u vérifie ∇u ∈ Lq
α,β(Ω) avec α Ê 0 et β > 0. On en déduit alors
que u est une D-solution dans le sens de (1.2).
Enfin si on suppose de plus, β> 3/2−2/q et α> 2−3/q , alors u est uneP R-solution dans
le sens de (1.3).
1.3 Rappels sur les espaces à poids isotropes
Dans cette section nous rappelons les espaces de Sobolev à poids qui seront utilisés dans
les deux dernières sections de ce chapitre. On considère un domaine extérieurΩ de bord ∂Ω.
Nous introduisons tout d’abord le poids isotrope
ρ(x )= (1+|x |2)1/2 (1.16)
et pour α ∈R, l’espace de Lebesgue à poids
L
q
α(Ω)=
{
u ∈D′(Ω), ραu ∈ Lq (Ω)
}
.
Maintenant pourm ∈N∗ et α ∈R satisfaisant
3/q +α ∉ {1, . . . ,m}, (1.17)
on définit l’espace de Sobolev à poids suivant :
W
m,q
α (Ω)=
{
u ∈D′(Ω); ∀λ ∈N3, 0É |λ| Ém, ρα−m+|λ|∂λu ∈ Lp (Ω)
}
.
Dans le casm = 1, cet espace devient simplement
W 1,qα (Ω)=
{
u ∈D′(Ω); u ∈ Lqα−1(Ω), ∇u ∈ L
q
α(Ω)
}
, 3/q +α 6= 1.
L’espaceW
m,q
α (Ω) est de Banach muni de la norme
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‖u‖Wm,qα (Ω) =
( ∑
0É|λ|Ém
‖ρα−m+|λ|∂λu‖qLq(Ω)
)1/q
.
Nous introduisons la semi-norme
|u|Wm,qα (Ω) =
( ∑
|λ|=m
‖ρα∂λu‖qLq (Ω)
)1/q
.
Afin de simplifier la présentation, nous avons choisi de nous limiter à la définition de l’es-
paceWm,qα (Ω) pour des valeurs deα, q etm vérifiant (1.17). Si cette condition n’est pas vérifiée,
les inégalités de Poincaré présentées dans la suite ne sont pas valables. Dans ce cas, la défini-
tion de l’espace est modifiée par l’ajout d’un poids logarithmique (voir [6, 7, 64]) pour pouvoir
établir ces inégalités. Ainsi, les résultats présentées dans les sections 1.4 et 1.5 seront une ver-
sion simplifée de ceux de [A9] et [A15].
Notons P j l’espace des polynômes de degrés inférieurs ou égal à j , avec la convention que
P j = {0} si j < 0 et pour s ∈R, notons [s] la partie entière de s. Nous avons alors
P [m−3/q−α] ⊂Wm,qα (Ω).
Sous la condition (1.17), nous avons l’inégalité de Poincaré suivante :
∀u ∈Wm,qα (Ω), inf
µ∈P j ′
‖u+µ‖Wm,qα (Ω) ÉC |u|Wm,qα (Ω), (1.18)
où j ′ =min(m−1,[m−3/q −α]). Autrement dit, la semi-norme | · |Wm,qα (Ω) est une norme sur
l’espaceWm,qα (Ω)/P j ′ équivalente à la norme quotient.
Si 3/q ∉ {1, . . . ,m} et si u ∈Wm,q0 (R3) vérifie
∀λ ∈N3 : 0É |λ| É [m−3/q], ∂λu(0)= 0,
alors on a l’inégalité de Poincaré suivante :
‖u‖Wm,q0 (R3) ÉC |u|Wm,q0 (R3). (1.19)
On se réfère à [6, 7] pour les preuves de ces résultats.
Comme indiqué dans l’introduction, les propriétés locales de l’espaceW
m,q
α (Ω) coïncident
avec celles de l’espace de Sobolev usuel Wm,q (Ω). Ainsi les théorèmes de trace sont valables
sur ∂Ω et on peut alors définir l’espace
W˚
m,q
α (Ω)=
{
u ∈Wm,qα (Ω), γ0u = 0,γ1u = 0, . . . ,γm−1u = 0
}
.
Dans le cas de tout l’espace, nous avons l’identité W˚m,qα (Ω) = Wm,qα (R3). L’espace D(Ω) est
dense dans W˚m,qα (Ω) et, par conséquent, l’espace dual de W˚
m,q
α (Ω), noté W
−m,q ′
−α (Ω) est un
espace de distributions.
Nous donnons à présent un résultat d’isomorphisme de l’opérateur de Laplace défini dans
tout l’espace, démontré dans [6] et qui sera utile pour la section 1.5. Notons tout d’abords P ∆j
l’espace des polynômes harmoniques de P j .
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Théorème 1.7 (Amrouche-Girault-Giroire [6]). Soient m ∈N∗, α et q satisfaisant
α ∈Z, 3/q +α ∉]−∞,1]∩Z, 3/q ′−α ∉]−∞,1]∩Z. (1.20)
Alors l’opérateur de Laplace défini par
∆ :W 1,qα (R
3)/P ∆[1−3/q−α] 7→W
−1,q
α (R
3)⊥P ∆[1−3/q ′+α]
est un isomorphisme.
Notons que dans le théorèmeprécédent, la condition (1.20) contient (1.17) pour les espaces
considérés.
1.4 Le potentiel d’Oseen dans R3[A9]
Les résultats de [A9] ont été établis pour les équations d’Oseen dans Rn , n = 2, 3. Mais
toujours dans un soucis de clarté, on se limite au cas n = 3.
Considérons donc les équations d’Oseen dans tout l’espace :
−∆u +λ ∂u
∂x1
+∇p = f dans R3,
divu = 0 dans R3.
(1.21)
L’objectif a été d’étudier l’existence de solutions explicites de (1.21) dans le cas où la donnée
f est dans Lq (R3) pour tout 1< q <∞.
Rappelons que si f appartient à D(R3), alors le problème (1.21) possède une solution expli-
cite (u∗,p∗)∈C∞(R3)×C∞(R3) donnée par
u∗i =Oi j ∗ f j et p∗ =P j ∗ f j , (1.22)
où (O ,P ) est la solution fondamentale définie par (1.5)–(1.7). Nous avons vu dans la section 1.2
que cette solution reste définie lorsque f appartient à L
q
α+1/2,β(R
3) sous certaines hypothèses
surα etβ. Une question naturelle est alors de savoir si (1.22) est encore définie lorsque f appar-
tient à Lq (R3) pour tout 1 < q <∞. Une première réponse est donnée par les propositions 1.8
et 1.9 ci-dessous. La première proposition donne des résultats sur la convolution par la vitesse
fondamentale d’Oseen qui sont une conséquence des résultats obtenus dans la thèse [Th] et
dans [5].
Proposition 1.8 Si f ∈ Lq (R3), alors v.p.
(
∂2O
∂xi∂x j
∗ f
)
∈ Lq (R3), ∂O
∂x1
∗ f ∈ Lq (R3) et nous avons
l’estimation ∥∥∥∥v.p.( ∂2O∂xi∂x j ∗ f
)∥∥∥∥
Lq (R3)
+
∥∥∥∥ ∂O∂x1 ∗ f
∥∥∥∥
Lq (R3)
≤C‖f ‖Lq (R3).
Par ailleurs,
(i) si 1< q < 2, alors O ∗ f ∈ L
2q
2−q (R3),
(ii) si 1< q < 4, alors ∇O ∗ f ∈ L
4q
4−q (R3).
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La deuxième proposition donne des résultats sur la convolution par la pression fondamen-
tale d’Oseen et sont établis par exemple dans [57].
Proposition 1.9 Si f ∈ Lq (R3) alors v.p.(∇P ∗ f ) ∈ Lq (R3) et
‖v.p.(∇P ∗ f )‖Lq (R3) ≤C‖f ‖Lq (R3).
Si de plus 1< q < 3, alorsP ∗ f ∈ L
3q
3−q (R3).
Mais en général, si f appartient à Lq (R3) avec q > 3, alors P ∗ f n’est pas nécessairement
défini. Il suffit de le voir sur le potentiel de Riesz d’ordre 1 défini par (voir [116]) :
I1 f = F1∗ f = (−∆)1/2 f , où F1(x )=
1
γ(1)
1
|x |2 ,
avecγ(1)= 2π3/2Γ(1/2) et oùΓ est la fonction gammad’Euler. Prenons l’exemple d’une fonction
f définie par
f (x )=

0 si |x | < 1,
1
|x | si |x | > 1.
Il est alors clair que f appartient à Lq (R3) si q > 3. Mais pour tout x ∈R3 tel que |x | < 1/2, on a
I1 f (x )=
1
γ(1)
∫
{y ∈R3, |y |>1}
1
|x −y |2
1
|y |dy Ê
C
γ(1)
∫
{y ∈R3, |y |>1}
1
|y |3 =+∞.
Nous avons alors proposé d’apporter unemodification à la convolution par la pression fon-
damentale afin qu’elle reste définie pour q > 3. Pour cela, en adaptant les idées de Shimumora
et Mizuta [113], pour f ∈ Lq (R3), nous avons défini l’opérateur modifié suivant :
P i f (x )=
∫
R3
(
P i (x −y )−χ[3,∞[(q)P i (−y )
)
f (y )dy , p.p.t. x ∈R3 (1.23)
et pour f ∈ Lq (R3),
P f (x )=P j f j (x ), p.p.t. x ∈R3, (1.24)
oùχI est la fonction caractéristique de l’intervalle I . Formellement nous pouvons constater
que dans le cas d’une fonction f ∈D(R3), l’opérateur modifié défini en (1.23) revient à consi-
dérer le reste du développement de Taylor d’ordre zéro, c’est-à-dire,
P i f (x )=P i ∗ f (x )−P i ∗ f (0),
lorsque q > 3. Nous avons alors montré le résultat suivant :
Théorème 1.10 Soit q 6= 3. Les opérateurs
P i : L
q (R3) 7→W 1,q0 (R3) et P : Lq (R3) 7→W
1,q
0 (R
3)
définis en (1.23) et (1.24) respectivement, sont continus. De plus, P f est solution de l’équation
de Laplace suivant :
∆P f =div f dans R3.
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Remarquons que si 1< q < 3, grâce à l’égalité topologique et algébrique
W 1,q0 (R
3)=
{
u ∈ L
3q
3−q (R3), ∇u ∈ Lq (R3)
}
,
nous retrouvons la proposition 1.9. Rappelons aussi que l’hypothèse q 6= 3 découle de (1.17).
Les points clés de la démonstration dans le cas q > 3 sont les suivants :
⊲ La définition (1.23) permet d’établir l’estimation
|P i f (x )| ÉC |x |1−3/q‖ f ‖Lq (R3)
qui entraine que P i f appartient à L
q
−1−σ(R
3), pour tout σ> 0.
⊲ Cette dernière estimation permet, à son tour, de montrer que∥∥∥∥ ∂∂x j P i f
∥∥∥∥
Lq (R3)
ÉC‖ f ‖Lq (R3).
⊲ Lesdeux premiers points impliquent enparticulier queP i∗ f ∈W 1,qloc (R3) ce qui donnent
un sens à P i f (x ) pour tout x ∈ R3 et en particulier, nous avons P i f (0) = 0. Nous pou-
vons alors appliquer l’inégalité de Poincaré (1.19) pour établir le résultat.
Nous avons utilisé la même idée pour modifier l’opérateur convolution par la vitesse fon-
damentale. Pour f ∈ Lq (R3) nous avons introduit l’opérateur suivant :
(O f )i (x )=O i j f j (x )=
∫
R3
(
O i j (x −y )−χ[2,∞[(q)O i j (−y )−χ[4,∞[(q)x ′ ·∇′O i j (−y )
)
f j (y )dy ,
(1.25)
où x ′ = (0,x2,x3) et ∇′ =
(
0, ∂
∂x2
, ∂
∂x3
)
.
Définissons à présent l’espace
Z 2,q0 (R
3)=
{
u ∈W 2,q0 (R3),
∂u
∂x1
∈ Lq (R3)
}
.
Nous avons alors le résultat suivant :
Théorème 1.11 Soit q 6= 3. L’opérateur
O : Lq (R3) 7→ Z 2,p0 (R3)
défini en (1.25) est continu.
Les théorèmes 1.10 et 1.11 fournissent des solutions explicites au problème d’Oseen (1.21)
pour une donnée f ∈ Lq (R3), 1 < q <∞. Mais, comme nous l’avons déjà indiqué dans la sec-
tion 1.2, l’unicité est assurée à des polynômes près. Plus précisément, l’espace de polynômes
est le suivant :
Nk =
{
(ζ,µ) ∈Pk ×P ∆k−1, −∆ζ+λ
∂ζ
∂x1
+∇µ= 0, divζ= 0
}
,
pour k ∈N. Nouspouvons à présent donner le résultat principal de [A9] dans le cas tri-dimensionnel.
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Théorème 1.12 Soient q 6= 3 et f appartenant à Lq (R3). Alors le problème d’Oseen (1.21) admet
aumoins une solution (u ,p)∈ Z 2,q0 (R3)×W
1,q
0 (R
3) défini par
ui =Oi j f j +ζi , p =P j f j +µ,
où (ζ,µ) ∈N[2−3/q]. De plus, nous avons l’estimation
‖∂2u‖Lq (R3)+
∥∥∥∥ ∂u∂x1
∥∥∥∥
Lq (R3)
+‖∇p‖Lq (R3) ≤C‖f ‖Lq (R3).
1.5 Le problème div-rot en domaine extérieur de R3 [A15]
SoitΩ′ un ouvert borné simplement connexe deR3 à bord ∂Ω Lipschitzien et soitΩ=R3\Ω′
le domaine extérieur à Ω′. On s’est intéressé ici au problème suivant : étant donné un champs
de vecteur u tel que divu = 0, on cherche un champs de vecteurψ satisfaisant :
u = rotψ et divψ= 0 dans Ω, (1.26)
où u etψ satisfont des conditions de bord adéquates.
Ce systèmepossèdedenombreuses applicationsdans les problèmes d’écoulement defluides
visqueux autour d’obstacles. On peut citer par exemple [63] pour l’étude des équations de
Stokes en domaine extérieur où une formulation en terme de vorticité et fonction courant est
utilisée ou [8] toujours pour l’étude des équations de Stokes en domaine extérieur mais avec
des conditions de bord non standards. On rencontre aussi ce système dans de nombreuses ap-
plications en électrostatique ou enmagnétostatique (voir par exemple [80]).
Ce système a été étudié par Girault dans les espaces à poids en utilisant un cadre hilbertien
([61, 62]). Notre objectif dans [A15] a été d’étendre ces travaux au cas des espaces de Banach.
Le problème de Laplace
L’étude d’unicité du système (1.26) passe par des relèvements harmoniques adéquats de
conditions de bord. Nous avons alors étudié les problèmes de Dirichlet et de Neumann pour
l’opérateur de Laplace en domaine extérieur :
−∆u = f dans Ω, u = g sur ∂Ω (1.27)
et
∆u = 0 dans Ω, ∂u
∂n
= g sur ∂Ω, (1.28)
où n désigne la normale extérieure à ∂Ω. Ces problèmes ont été étudiés par Giroire [64]
dans un cadre hilbertien et par Amrouche-Girault-Giroire [7] dans l’espaceW 1,q0 (Ω), avec
1 < q <∞. Nos travaux dans [A15] généralisent ceux de [7] en considérant d’autres compor-
tements à l’infini. Remarquons tout d’abord que contrairement au cas d’un domaine borné,
l’unicité de la solution de (1.27) n’est pas garantie. Cela dépend du comportement à l’infini de
la solution recherchée. Introduisons l’espace
A
∆
α,q =
{
ζ ∈W 1,qα (Ω); ∆ζ= 0 dans Ω, ζ= 0 sur ∂Ω
}
.
Nous avonsmontré le résultat suivant :
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Proposition 1.13 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classe C 1,1
si q 6= 2. Soitα vérifiant (1.20). Alors
A
∆
α,q =
{
v(λ)−λ, λ ∈P ∆[1−3/q−α]
}
,
où v(λ) ∈W 1,20 (Ω)∩W
1,q
α (Ω) est l’unique solution de
∆v(λ)= 0 dans Ω, v(λ)=λ sur ∂Ω. (1.29)
En particulierA ∆α,q = {0} si α> 1−3/q.
Le théorème ci-dessous résout le problème (1.27).
Théorème 1.14 Soit Ω un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classe C 1,1
si q 6= 2. Soient α vérifiant (1.20). Si f ∈W −1,qα (Ω) et g ∈W 1/q
′ ,q (∂Ω) vérifient la condition de
compatibilité
∀λ ∈A ∆−α,q ′ , 〈 f ,λ〉W −1,qα (Ω)×W˚ 1,q′−α (Ω) =
〈
g ,
∂λ
∂n
〉
W 1/q′ ,q (∂Ω)×W −1/q′,q′ (∂Ω)
,
alors le problème de Laplace (1.27) admet une unique solution u ∈W 1,qα (Ω)/A ∆α,q .
Comme pour le problème d’Oseen dans la section 1.2, la démonstration de ce théorème re-
pose sur la combinaison des propriétés de l’opérateur de Laplace dans tout l’espace (théo-
rème 1.7) et dans des domaines bornés. Pour pouvoir appliquer le théorème 1.7, on passe par
des extensions de la donnée f à R3. Mais ces extensions n’étant pas nécessairement ortho-
gonaux aux polynômes de P ∆[1−3/q ′+α], nous avons utilisé les techniques introduites par Gi-
roire [64] qui consiste, dans un premier temps, à montrer l’existence de solutions pour α < 0.
En effet dans ce cas, l’espace P ∆[1−3/q ′+α] est réduit à {0} (rappelons qu’ici α est un entier re-
latif). Dans un deuxième temps, on procède par dualité afin d’obtenir l’existence de solution
pour α> 0. Pour le problème de Neumann harmonique, nous introduisons
N
∆
α,q =
{
ζ ∈W 1,qα (Ω); ∆ζ= 0 dans Ω,
∂ζ
∂n
= 0 sur ∂Ω
}
et nous avons la caractérisation suivante :
Proposition 1.15 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classe C 1,1
si q 6= 2. Soitα vérifiant (1.20). Alors
N
∆
α,q =
{
v(λ)−λ, λ ∈P ∆[1−3/q−α]
}
,
où v(λ) ∈W 1,20 (Ω)∩W
1,q
α (Ω) est l’unique solution de
∆v(λ)= 0 dans Ω, ∂v(λ)
∂n
= ∂λ
∂n
sur ∂Ω. (1.30)
En particulierN ∆α,q = {0} si α> 1−3/q et N ∆α,q =R si −3/q <αÉ 1−3/q.
Nous avons ensuite montré le résultat suivant :
Théorème 1.16 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classeC 1,1 si
q 6= 2. Soientα vérifiant (1.20). Si g ∈W −1/q,q (∂Ω) vérifie la condition de compatibilité
∀λ ∈N ∆−α,q ′ (Ω), 〈g ,λ〉W −1/q,q (∂Ω)×W 1/q,q′ (∂Ω) = 0,
alors le problème de Laplace (1.28) admet une unique solution u ∈W 1,qα (Ω)/N ∆α,q (Ω).
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Le système div-rot
Nous introduisons tout d’abord les espaces suivants :
H
q
α(rot ,Ω)=
{
v ∈ Lqα(Ω), rotv ∈ Lqα+1(Ω)
}
,
Hqα(div,Ω)=
{
v ∈ Lqα(Ω), divv ∈ Lqα+1(Ω)
}
,
et
X
q
α (Ω)=Hqα(rot ,Ω)∩Hqα(div ,Ω)
munis de leurs normes naturelles respectives. Observons que l’espace D(Ω) est dense dans
Hqα(rot ,Ω) et H
q
α(div,Ω). Ainsi, une fonction v de H
q
α(div,Ω) admet une trace normale v ·n
appartenant àW −1/q,q (∂Ω) et une fonction v de Hqα(rot ,Ω) admet une trace tangentielle v ×n
appartenant àW −1/q,q (∂Ω).
Comme dans les études précédentes, nous commençons tout d’abord par résoudre le pro-
blème div-rot dans tout l’espace R3 afin de se focaliser uniquement sur le comportement à
l’infini des solutions. Introduisons l’ensemble de polynômes :
Gk =
{∇λ, λ∈P ∆k+1} .
Nous avons le résultat suivant :
Théorème 1.17 Soitα vérifiant (1.20). Si u ∈Hqα(div ,R3) vérifie divu = 0 et
〈rotu ,λ〉
W −1,qα (R3)×W 1,q
′
−α (R3)
= 0, ∀λ ∈P ∆[1−3/q ′+α], si α> 1+3/q ′, (1.31)
alors il existe un unique champ de vecteurψ ∈W 1,qα (R3)/G[1−3/q−α] vérifiant
u = rotψ et divψ= 0 dans R3.
La conditionde compatibilité (1.31) découle du fait quenous cherchons le potentiel vecteur
ψ comme solution de l’équation de Laplace
−∆ψ= rotu dans R3.
Or cette équation peut être résolu par le théorème 1.7 à condition que rotu soit orthogonal aux
polynômes de P ∆[1−3/q ′+α]. Cependant observons que (1.31) est naturellement vérifiée lorsque
α< 1+3/q ′ car rotu est naturellement orthogonale aux polynômes de degré au plus un. Ainsi,
(1.31) doit être imposée uniquement dans le casα> 1+3/q ′. Signalons qu’un potentiel vecteur
peut toujours exister sans la condition (1.31) dans le cas α > 1+3/q ′. En revanche, il ne sera
pas nécessairement à divergence nulle et s’obtient en appliquant un argument de dualité au
théorème 1.17. Nous renvoyons à [A15] pour ce résultat.
Intéressons nous à présent au système div-rot posé dans un domaine extérieur.Nous avons
le premier théorème ci-dessous.
Théorème 1.18 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classeC 1,1 si
q 6= 2. Soitα vérifiant(1.20). Si u ∈Hqα(div,Ω) vérifie
divu = 0 et 〈u ·n ,1〉W −1/q,q (∂Ω)×W 1/q,q′ (∂Ω) = 0,
alors il existe un champ de vecteurψ ∈W 1,qα (Ω) vérifiant
u = rotψ et divψ= 0 dans Ω.
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L’idée principale de la preuve consiste à construire une extension adéquate de u qui appar-
tient à Hqα(div ,R
3), qui soit à divergence nulle et qui vérifie la condition de compatibilité (1.31)
dans le cas α> 1+3/q ′. Il suffit ensuite d’appliquer le théorème 1.17 pour trouver un potentiel
vecteur définie dans tout l’espace et d’en prendre sa restriction sur Ω. L’avantage de ce résul-
tat est sa validité pour tout comportement à l’infini de u . En revanche, le potentiel vecteur
construit n’est pas nécessairement unique. Afin d’assurer l’unicité du potentiel vecteur, nous
imposons une condition sur le bord ∂Ω : soit la nullité de sa composante normale, soit la nullité
de sa composante tangentielle. Introduisons tout d’abord les espaces
Y
q
α,N (Ω)=
{
w ∈ X qα (Ω), divw = 0, rotw = 0 dansΩ, w ×n = 0 sur ∂Ω
}
et
Y
q
α,T (Ω)=
{
w ∈ X qα (Ω), divw = 0, rotw = 0 dansΩ, w ·n = 0 sur ∂Ω
}
.
Le résultat ci-dessous donne des caractérisations de ces noyaux.
Proposition 1.19 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classe C 1,1
si q 6= 2. Soitα vérifiant(1.20). Alors nous avons
(i)
Y
q
α,N (Ω)=
{
∇(w (λ)−λ), λ ∈P ∆[1−3/q−α]
}
où w (λ) ∈W 1,20 (Ω)∩W
1,q
α (Ω) est l’unique solution du problème (1.29). En particulier,
Y q
α,N (Ω)= {0} si α> 1−3/q.
(ii)
Y q
α,T (Ω)=
{
∇(w (λ)−λ), λ∈P ∆[1−3/q−α]
}
où w (λ) ∈W 1,20 (Ω)∩W
1,q
α (Ω) est l’unique solution du problème (1.30). En particulier,
Y
q
α,T (Ω)= {0} si α>−3/q.
Le théorème suivant donne l’existence et l’unicité du potentiel vecteur auquel on impose
une composant tangentielle nulle sur ∂Ω.
Théorème 1.20 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classeC 1,1 si
q 6= 2. Soitα vérifiant (1.20). Si α< 3/q ′, 3/q ′+α 6= 2 et u ∈Hqα(div ,Ω) vérifie
divu = 0 et u ·n = 0 sur ∂Ω,
alors il existe un unique champ de vecteurψ ∈W 1,qα (Ω)/Y qα−1,N (Ω) vérifiant
u = rotψ, divψ= 0 dans Ω et ψ×n = 0 sur ∂Ω.
Si on impose la nullité de la composante normale, nous avons alors le résultat suivant :
Théorème 1.21 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classeC 1,1 si
q 6= 2. Soitα vérifiant (1.20). Si α< 1+3/q ′, 3/q ′+α 6= 2 et u ∈Hqα(div ,Ω) vérifie
divu = 0 et 〈u ·n ,1〉W −1/q,q (∂Ω)×W 1/q,q′ (∂Ω) = 0,
alors il existe un unique champ de vecteurψ ∈W 1,qα (Ω)/Y qα−1,T (Ω) vérifiant
u = rotψ, divψ= 0 dans Ω et ψ ·n = 0 sur ∂Ω.
25
1.5. Le problème div-rot en domaine extérieur de R3 [A15]
La preuve de ces deux théorèmes utilisent, dans un premier temps, les mêmes ingrédients
que celle du théorème 1.18 : on construit une extension adéquate de u dans l’espace entier R3
pour récupérer un potentiel vecteur défini dans R3. À partir de ce stade, la différence est qu’on
utilise les théorèmes 1.14 et 1.16 pour effectuer des relèvements adéquats de la trace tangen-
tielle pour le théorème 1.20 et la trace normale pour le théorème 1.21. Une conséquence impor-
tantes de ces deux théorèmes est l’obtention des résultats sur la décomposition de Helmholtz.
Théorème 1.22 SoitΩ un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classeC 1,1 si
q 6= 2. Soitα vérifiant (1.20). Siα< 3/q ′, 3/q ′+α 6= 2 et g ∈ Lqα(Ω), alors g admet la décomposition
unique
g =∇ϕ+rotψ,
où ϕ ∈W 1,qα (Ω) etψ ∈W 1,qα (Ω) vérifie
divψ= 0 dans Ω et ψ×n = 0 sur ∂Ω.
Théorème 1.23 Soit Ω un domaine extérieur de bord ∂Ω lipschitzien si q = 2 et de classe C 1,1
si q 6= 2. Soient α et q vérifiant (1.20). Si α < 3/q ′, 3/q ′ +α 6= 2 et g ∈ Lqα(Ω), alors g admet la
décomposition unique
g =∇ϕ+rotψ,
où ϕ ∈W 1,qα (Ω) etψ ∈W 1,qα (Ω) vérifie
divψ= 0 dans Ω et ψ ·n = 0 sur ∂Ω.
Une suite possible des travaux présentés sur le système div-rot est de considérer des do-
maines extérieurs où les deux premiers nombres de Betti ne s’annullent pas. Cela a été étudié
dans des domaines bornés ([11, 82]). À notre connaissance, un des premiers travaux dans les
domaines non bornés est dû à Neudert et von Wahl [102]. Toutefois, ils ont considéré des po-
tentiels vecteur réguliers, qui sont aumoins de classe C 1.
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Chapitre 2
Lois de conservation hyperboliques et
méthodes volumes finis
2.1 Introduction
Dans ce chapitre, nous présentons nos travaux concernant le développement et la mise en
œuvre de schémas numériques, basés sur les méthodes volumes finis, pour l’approximation
demodèles issus du trafic piétonnier (section 2.2), de lamécanique des fluides (section 2.3), de
l’épidémiologie (section 2.4) et d’applications en contrôle (section 2.5). Pour les trois premières
sections, les schémas sont utilisés pour réaliser des simulations afin de reproduire et d’étudier
certains phénomènes décrits ou contenus dans les modèles. Les équations intervenant dans
tous les problèmes considérés sont principalement des lois de conservation hyperboliques qui
peuvent s’écrire, dans leur version scalaire, sous la forme
∂u
∂t
+ ∂
∂x
( f (u))= 0, (t ,x)∈R+×R,
u(0,x)= u¯(x), x ∈R,
(2.1)
exprimant la conservation de la quantité inconnue u. Le flux f : R→ R est une fonction ré-
gulière de u. Sur le plan théorique, il est bien connu que les solutions de (2.1) peuvent faire
apparaître des discontinuités au cours du temps. On introduit alors la notion de solution faible
au sens des distributions. Mais la solution faible du problème (2.1) n’étant pas unique, on in-
troduit un critère supplémentaire appelé condition d’entropie pour sélectionner l’unique so-
lution physique. On parle alors de la solution faible entropique. Pour plus de détails, on se ré-
fère par exemple à [40, 45, 65, 66]. Sur le plan numérique, les méthodes volumes finis sont des
méthodes bien adaptées pour le calcul des solutions de (2.1). Rappelons brièvement le prin-
cipe de base de ces méthodes (pour plus de détails, on pourra consulter [45, 65, 66, 89, 90]).
Le domaine (ici l’espace entier R) est discrétisé en une suite croissante de points (x j+1/2) j∈Z,
avec x j+1/2− x j−1/2 = ∆x le pas d’espace que l’on supposera toujours constant. On définit les
cellules K j = [x j−1/2,x j+1/2[ et les centres des cellules x j = 12 (x j−1/2+ x j+1/2). Le temps est dis-
crétisé en une suite de temps tn = n∆t où ∆t est le pas de temps supposé aussi constant. On
définit ensuite
u0j =
1
∆x
∫
K j
u¯(x)dx (2.2)
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pour pouvoir calculer la suite (unj )i∈Z,n∈N∗ où u
n
j est une approximation de la moyenne de u
dans la cellule K j au temps tn , c’est-à-dire
unj ≃
1
∆x
∫
K j
u(tn ,x) dx.
Pour calculer la suite (unj ) j∈Z,n∈N∗ , on intègre (2.1) sur [t
n , tn+1[×K j et on aboutit à la formule
de récurrence :
un+1j = unj −
∆t
∆x
(
F
n
j+1/2−Fnj−1/2
)
, (2.3)
où
F
n
j+1/2 = F (unj ,unj+1) et F :R×R→R, (2.4)
étant le flux numérique qui est une approximation de
1
∆t
∫tn+1
tn
f (u(t ,x j+1/2)) dt
et c’est elle qui caractérise le schéma.
Il est connu qu’un schéma volumes finis de (2.1) convergent, ne converge pas nécessai-
rement vers l’unique solution entropique de (2.1). Pour cela, des schémas numériques, dits
entropiques (voir par exemple [89, 90]) qui vérifient la condition d’entropie au niveau discret
ont été développés. Demanière standard, nous avons utilisé une classe particulière de schémas
entropiques : les schémas monotones où le flux numérique vérifie les propriétés suivantes :
⊲ la fonction F est lipschitzienne de
[
infR u¯, supR u¯
]2 vers R,
⊲ pour tout a ∈ [infR u¯, supR u¯], F (a,a)= f (a) (consistance),
⊲ la fonction F est croissante par rapport à sa première variable et décroissante par rap-
port à sa deuxième variable.
Dans le cas des lois de conservations scalaires, Un exemple d’un tel flux que nous avons
considéré est celui de Godounov [67] qui repose sur la résolution exacte de problèmes de Rie-
mann locaux, c’est-à-dire, lorsque la donnée initiale est constante par morceaux du type :
u¯(x)=
{
uℓ si x < 0,
ur si x > 0.
Le flux de Godounov est donné par (voir par exemple Osher [103]) :
F (a,b)=

min
[a,b]
f si a É b,
max
[b,a]
f si a > b. (2.5)
Cependant l’inconvénient de laméthode de Godounov est qu’elle peut être coûteuse. Ainsi
dans le cas des systèmes de lois de conservation (les équations de Saint-Venant dans la sec-
tion 2.3), nous avons utilisé des solveurs de Riemann approchés (par exemple le flux de Harten,
Lax et van Leer défini en (2.19)).
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2.2 Unmodèlemacroscopique de trafic piétonnier [A12, A16]
Lemodèle ADR
Les problèmes issus du trafic piétonnier peuvent être décrits par plusieurs approches. Une
première est l’approche microscopique qui consiste à décrire l’évolution de chaque piéton,
soumis à un ensemble de règles, par une équation différentielle. Une deuxième est l’approche
macroscopique où on adopte le point de vue de la dynamique des fluides qui consiste à dé-
crire l’évolution de la densité de piétons. Nous avons choisi cette deuxième approche et nous
nous sommes placés dans le cadre d’une évacuation de salle avec une sortie représentée par sa
capacité, c’est-à-dire, par le nombre maximal de piétons par unité de temps pouvant passer à
travers elle. Nous avons considéré pour cela le modèle proposé par Andreianov, Donadello et
Rosini dans [13] (ADR), qui s’écrit comme une loi de conservation scalaire avec une contrainte
non locale sur le flux :
∂ρ
∂t
+ ∂ f (ρ)
∂x
= 0 (t ,x)∈R+×R, (2.6a)
ρ(0,x)= ρ¯(x) x ∈R, (2.6b)
f (ρ(t ,0±))É p
(∫
R−
w (x) ρ(t ,x) dx
)
t ∈R+, (2.6c)
où ρ(t ,x) est la densité moyenne de piétons en x ∈ R et au temps t ∈ R+, ρ¯ : R 7→ [0,R]
est la densité initiale, R > 0 est la densité maximale et le flux f est défini de [0,R] vers R+.
Dans la contraine (2.6c), la fonction p :R+→R+ représente la capacité de la sortie localisée en
x = 0. Elle dépend d’une moyenne pondérée de piétons se trouvant derrière la sortie avec un
poids w : R−→R+. La contrainte est dite non locale dans le sens où la fonction p dépend de la
solution ρ. Elle est une extension de celle introduite par Colombo et Goatin [36] :
f (ρ(t ,0±))É q(t ), (2.7)
où q est une fonction prescrite. Enfin toujours dans (2.6c), ρ(t ,0−) est la trace de ρ à gauche de
la contrainte et elle est définie par
lim
ε↓0
1
ε
∫+∞
0
∫0
−ε
∣∣ρ(t ,x)−ρ(t ,0−)∣∣φ(t ,x) dx dt = 0 ∀φ ∈D(R2;R).
La trace à droite ρ(t ,0+) est définie de manière similaire. On suppose les conditions suivantes
sur le modèle :
(F) Le flux f est lipschitzien, vérifie f (0)= f (R)= 0 et il existe σ ∈]0,R] tel que
f ′(ρ)(σ−ρ)> 0 p.p.t. ρ ∈ [0,R] \ {σ},
(P) la fonction p est lipschitzienne de [0,R] vers ]0, f (σ)] et est décroissante,
(W) la fonction w appartient à L∞(R−;R+), est croissante, ‖w‖L1(R−;R+) = 1 et
il existe iw > 0 tel que w (x)= 0 p.p.t. x É−iw .
La condition (F) traduit le fait que le flux est nul lorsqu’il n’y a pas de piétons ou lorsque la vi-
tesse des piétons est nulle. Un exemple typique que nous avons utilisé est le flux dû à Lighthill-
Whitham [91] et Richards [111] (LWR) et est défini par
f (ρ)= ρv(ρ)= ρvmax
(
1− ρ
R
)
, (2.8)
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où vmax est la vitesse maximale des piétons. Avec (P) et (W), on impose que la capacité de
la sortie dépend d’un certain nombre de piétons se trouvant dans un voisinage proche de la
sortie. Ainsi les piétons se trouvant loin de la sortie n’ont aucune influence sur cette dernière.
Par ailleurs, l’hypothèse (P) impose que la capacité chute pour les hautes densités traduisant
l’encombrement de la sortie. Dans la figure 2.1, nous donnons un exemple de la fonctions flux
et de la capacité p .
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FIGURE 2.1 – le flux LWR pour vmax =R = 1 et un exemple de fonction p
La chute de la capacité d’une porte ou d’une sortie lors de l’engorgement de ces dernières,
a été étudiée experimentalement, par exemple dans [32, 76, 84]. Cependant à notre connais-
sance, peu demodèlesmacroscopiques capable de la reproduire existent dans la littérature. On
peut citer celui proposé par Colombo et Rosini [38] et également étudié dans [34, 37, 39, 112].
Nous nous sommes intéressés à deux conséquences liées à cette chute de capacité et qui ont
été observées ou reproduites expérimentalement : l’effet “Faster-Is-Slower” [73, 104, 115] et le
paradoxe de Braess [24, 77]. Le premier stipule qu’une augmentation de la vitesse des piétons
entraîne un plus grand encombrement de la sortie et donc une augmentation du temps d’éva-
cuation. Le deuxième indique qu’un obstacle bien placé avant la sortie peut réguler le trafic
piétonnier, donc réduire l’encombrement de la sortie et entraîner une baisse du temps d’éva-
cuation. Notons que cette description proposé par Hughes [77] est une variante du paradoxe
de Braess initialement décrit dans [24] où un réseau routier est considéré avec une distribution
initiale de voitures. Chaque voiture a une destination donnée et chaque automobiliste choisit
la meilleure route en terme de temps de déplacement. Il est montré qu’ajouter une nouvelle
route dans le réseau peut augmenter les temps de déplacement des automobilistes et donc
réduire l’efficacité du réseau entier.
Donnons à présent la définitionde solutiondumodèle ADR introduite dans [13] qui consiste
à ajouter des termes pour la contribution de la contrainte, dans la définition classique de solu-
tion entropique.
Définition 2.1 On suppose que les conditions (F), (W) sont satisfaites et que p est une fonc-
tion décroissante de [0,R] vers ]0, f (σ)], éventuellement multivaluée. On dit que ρ ∈ L∞(R+×
R; [0,R])∩C 0(R+;L1loc (R; [0,R])) est une solution faible entropique de (2.6) si les conditions sui-
vantes sont satisfaites :
(i) il existe q ∈ L∞(R+; [0, f (σ)]) tel que pour toute fonction test φ ∈ Cc (R2;R+) et pour
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tout k ∈ [0,R] ∫
R+
∫
R
[
|ρ−k |∂φ
∂t
+sign(ρ−k)( f (ρ)− f (k))∂φ
∂x
]
dx dt
+2
∫
R+
[
1− q(t )
f (σ)
]
f (k)φ(t ,0) dt
+
∫
R
|ρ¯(x)−k |φ(0,x) dx Ê 0
et
f (ρ(t ,0±))É q(t ) p.p.t. t ∈R+.
(ii) De plus on a la relation
q(t )= p
(∫
R−
w (x)ρ(t ,x) dx
)
p.p.t. t ∈R+. (2.9)
Cette définition est une extension de celle introduite dans [36] pour le problème de Cau-
chy (2.6a), (2.6b), avec la contrainte prescrite (2.7) (voir aussi [14, 34]). Sous les hypothèses (F),
(W) et (P), il est montré dans [13] que pour toute donnée initiale ρ¯ ∈ L∞(R; [0,R]), le problème
(2.6) admet une unique solution entropique.
Schéma numérique et résultat de convergence
Pour approcher (2.6), nous avons utilisé le schéma développé par Andreianov, Goatin et
Seguin dans [14] pour le problème (2.6a), (2.6b) et (2.7). L’idée consiste à partir d’un schéma
volumes finis monotone standard et à limiter le flux numérique avec la contrainte à l’interface
où celle-ci est localisée. Ainsi en adaptant les notations de l’introduction pour notre propos,
introduisons tout d’abord l’indice jc tel que x jc+1/2 = 0, la position de la contrainte. Le schéma
s’écrit donc :
ρn+1j = ρnj −
∆t
∆x
(
F
n
j+1/2−Fnj−1/2
)
, (2.10)
où
F
n
j+1/2 =
 F (ρ
n
j ,ρ
n
j+1) si j 6= jc ,
min
{
F (ρnj ,ρ
n
j+1),q
n
}
si j = jc ,
(2.11)
où F : [0,R]2→ R est un flux montone et qn est une approximation de q(tn). Dans le cas de la
contrainte non locale (2.9), on définit
qn = p
(
∆x
∑
jÉ jc
w (x j )ρ
n
j
)
. (2.12)
Dans [14] il est montré que sous la condition de Courant-Friedrichs-Lewy
Lip(F )
∆t
∆x
É 1
2
, (2.13)
et pour tout T > 0, le schéma (2.10)–(2.11) converge en norme L1([0,T ]×R) vers l’unique so-
lution entropique de (2.6a), (2.6b) et (2.7). Ce résultat est un des ingrédients pour montrer la
convergence du schéma (2.10)–(2.11)–(2.12). Introduisons ρ∆ et q∆ les fonctions définies par
ρ∆(t ,x)= ρnj , pour (t ,x)∈ [tn, tn+1[×K j , (2.14)
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et
q∆(t )= qn , pour t ∈ [tn, tn+1[. (2.15)
Nous avons eu besoin de deux autres ingrédients afin de montrer la convergence du schéma.
Le premier consiste à établir un résultat de stabilité qui est une version discrète de celui montré
dans [14].
Proposition 2.2 Soient la donnée initiale ρ¯ ∈ L∞(R; [0,R]) et deux fonctions constantes parmor-
ceaux de la forme (2.15), q∆ et qˆ∆ . Soient ρ∆ et ρˆ∆ deux solutions approchées de (2.6a), (2.6b) et
(2.7) associée respectivement à q∆ et qˆ∆. Alors, pour tout T > 0, on a l’estimation
‖ρ∆− ρˆ∆‖L1([0,T ]×R) É 2T ‖q∆− qˆ∆‖L1([0,T ]).
Le deuxième ingrédient est une estimation BV sur l’approximation de la contrainte non
locale (2.9). Toutefois nous avons supposé une régularité supplémentaire sur le poids w .
Proposition 2.3 Soit q∆ définit par (2.9) et (2.15). Si la fonction w est lipschitzienne, alors sous
la condition de Courant-Friedrichs-Lewy (2.13) et pour tout T > 0, il existe une constante C > 0
dépendant uniquement de T , f , F , p, w et R tel que
|q∆|BV ([0,T ]) ÉC .
Théorème 2.4 Si la fonctionw est lipschitzienne, alors sous la condition de Courant-Friedrichs-
Lewy (2.13) et pour tout T > 0, le schéma défini par (2.10), (2.11) et (2.12) converge en norme
L1([0,T ]×R) vers l’unique solution entropique de (2.6).
La preuve de ce théorème peut être résumée en trois points :
⊲ le théorèmede compacité d’Helly permet demontrer qu’à une sous-suite près, q∆ converge
en norme L1([0,T ]) vers une fonction q ∈ L∞([0,T ])
⊲ le résultat de convergence du schéma (2.10)–(2.11) prouvé dans [14] et la propositon 2.2
permettent de montrer qu’à une sous-suite près, ρ∆ converge en norme L1([0,T ]×R)
vers une fonction ρ ∈ L1([0,T ]×R) l’unique solution entropique de (2.6a), (2.6b) et (2.7)
associée à q
⊲ L’unicité de cette solution entropiquepermet l’identification q(t )= p
(∫
R− w (x)ρ(t ,x)dx
)
.
Le schéma a été validé sur l’exemple explicite construit dans [13] et l’étude de sa précision
a montré que la limitation du flux numérique à la contrainte ne détériorait pas l’ordre 1 du
schéma de base comme il a déjà été constaté dans [14].
Simulations numériques
Nous présentons ici deux tests numériques pour montrer la faculté du modèle ADR à repro-
duire les deux effets liés à la chute de la capacité de la porte, décrits plus haut.
Nous considérons un couloir représenté par le segment [−6,1] avec une sortie en x = 0 et
le flux LWR f (ρ)= ρvmax(1−ρ). Le poids est défini par w (x)= 2(1+ x)χ[−1,0](x), la densité ini-
tiale ρ¯ = χ[−5.75,−2] et la capacité p est la fonction continue représentée dans la figure 2.1. La
figure 2.2 représente le temps d’évacuation en fonction de la vitesse maximale vmax des pié-
tons lorsque celle-ci varie dans l’intervalle [0.1,5]. On observe l’existence d’une vitesse opti-
male vmax = 1 pour laquelle le temps d’évacuation est minimale. On observe aussi qu’augmen-
ter la vitesse au-delà de l’optimale ne fait qu’augmenter le temps d’évacuation exprimant ainsi
l’effet “Faster-Is-Slower”.
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FIGURE 2.2 – Temps d’évacuation en fonction de la vitesse vmax
Dans le deuxième test, nous gardons le couloir précédent avec la sortie en x = 0 et nous y
plaçons en plus un obstacle que nous supposons être une porte 1.15 fois plus grande que la
sortie. La figure 2.3 représente l’évolution du temps d’évacuation lorsque la position l’obstacle
varie dans l’intervalle [−1.9,−0.01]. À partir de la position −1.8, on constate que le temps d’éva-
cuation est inférieur à celui sans obstacle et le minimum est atteint pour la position −1.72.
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FIGURE 2.3 – Temps d’évacuation en fonction de la position de l’obstacle
Dans la figure 2.4, on considère les densités obtenus lorsque l’obstacle est situé à −1.85, à
−1.72 et lorsqu’il n’y en a pas. On compare leurs profils à cinq temps donnés. On remarque que
l’obstacle placé à −1.85 est rapidement engorgé du fait de sa proximité à la densité initiale. Au
contraire, placer l’obstacle à sa position optimale −1.72 permet de retarder l’engorgement de
la sortie et donc de diminuer le temps d’évacuation.
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FIGURE 2.4 – Simulations du paradoxe de Braess : profiles des densités pour t = 1, t = 7, t = 15,
t = 19 et t = 24.246. La sortie est localisée à x = 0
34
2.3. Modélisation d’écoulement sur des surfaces avec des sillons [A10]
2.3 Modélisationd’écoulement surdes surfaces avecdes sillons [A10]
Contexte général
Le ruissellement d’eau de pluie sur des sols cultivés peut poser des problèmes de ressources
environnementales tels que la diminution des épaisseurs de sol par érosion ou la baisse de la
qualité de l’eau. Il peut aussi entraîner de coulées boueuses qui sont susceptibles de détruire
des routes ou des bâtiments. Pour éviter de tels problèmes, une solution est d’améliorer l’amé-
nagement des bassins versants à dominante agricole et pour cela, il est nécessaire de modéli-
ser le ruissellement d’eau sur des sols cultivés. C’est dans ce cadre que s’inscrivent nos travaux
dans [A10].
La principale difficulté dans la modélisation vient du fait que sur les surfaces agricoles, les
directions des écoulements dépendent de l’interaction entre de nombreux éléments tel que la
topographie, les fossés, les sillons qui sont créés par les agriculteurs en labourant leur terre.
Nous nous sommes intéressés à l’intéraction entre deux éléments les plus rencontrés sur les
sols agricoles : la topographie et les sillons. Comme il existe de grandes différences d’échelles
entre les paramètres des sillons (les longueurs d’onde peuvent faire quelques dizaines de cen-
timètres) et les dimensions des bassins versants (qui peuvent faire quelques hectares), notre
objectif a été alors de développer unmodèle qui prenne en compte les effets des sillons sur une
topographie sans devoir les représenter explicitement. Le modèle doit prédire les directions
de l’écoulement dans chaque parcelle faisant quelques centaines de mètres carré du bassin
versant. Notons que les modèles utilisés actuellement en hydrologie ne sont pas satisfaisants
dans le sens où ils reposent sur la loi du “tout-ou-rien” [19, 78] qui consiste à considérer que
l’écoulement se fait soit dans la direction des sillons, soit dans la direction de la plus grande
pente.
Problème de référence
Commençons tout d’abord par décrire le problème de référence. Nous avons considéré un
domaine rectangulaireΩ= ℓ×L, avec ℓÉ L, et une topographie de référence Z qui représente
un plan incliné avec des sillons de forme sinusoïdale. La géométrie des sillons est caractérisée
par leur longeur d’onde moyenne et leur amplitude moyenne. Nous supposons aussi que les
sillons sont parallèles à la largeur du domaineΩ. Un exemple d’une telle topographie est donné
à la figure 2.5.
Nous avons ensuite considéré un écoulement d’eau sur cette topographie qui peut être dû
à un évènement pluvieux ou à une alimentation par l’amont. On a supposé que l’évolution de
l’écoulement est décrit par le modèle de Saint-Venant ([41]) qui peut être dérivé à partir des
équations de Navier-Stokes à surface libre en supposant que la hauteur d’eau est petite par
rapport aux dimensions horizontales du domaine de l’écoulement ([52, 60, 97, 98]). Dans le
domaineΩ, il s’écrit ici comme un système de lois de conservation auquel des termes sources
ont été ajoutés : 
∂h
∂t
+div(hu )=R ,
∂(hu )
∂t
+div(hu ⊗u )+ gh∇h =−gh
(
∇Z +S f (h,u)
)
.
(2.16)
Pour t > 0 et x = (x, y) ∈Ω, les inconnus sont h = h(t ,x) la hauteur d’eau et u = (u,v) la vitesse
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FIGURE 2.5 – Un exemple de topographie de référence
horizontalemoyenne de l’écoulement. Dans les termes sources, Z (x ) représente la topographie
du fond du domaine, ce qui implique que h+ Z est la côte de la surface libre de l’écoulement,
g est l’accélération de la pesanteur, R est l’intensité de la pluie que nous supposons constante.
Enfin S f (h,u) est une loi de frottement qui décrit la rugosité et la nature du sol. De nombreuses
lois de frottements existent dans la littérature ([74]) et nous en avons choisi une empirique
appelée loi de Manning qui s’écrit sous la forme
S f = k2h−4/3|u |u ,
où k est le coefficient de rugosité deManning. Avec la loi deDarcy-Weisbach, elle fait partie des
plus utilisées en hydrologie. Nous avons complété le problème avec les hypothèses suivantes :
1. La direction de l’écoulement est perpandiculaire aux sillons. Notre problème est donc
unidimensionel.
2. On considère uniquement des écoulements de type fluvial, ce qui veut dire |u | <
√
gh
où
√
gh est la vitesse de l’information dans l’écoulement.
3. L’infiltration et l’érosion ne sont pas prises en compte.
Avec ces hypothèses les sillons débordent aumêmemoment lors d’un évènement pluvieux
ou l’un après l’autre lors d’un écoulement venant de l’amont. En particulier, nous évitons le cas
où l’eau peut dévaler les sillons sans les remplir.
Modèle proposé
À partir du problème général de référence décrit précédemment, nous avons proposé un
modèle qui prenne en compte les effets dû aux sillons sans représenter ces derniers dans la
topographie Z . Ainsi, en gardant uniquement le plan incliné dans la topographie de référence
précédente, nous avons proposé d’ajouter un terme de frottement supplémentaire dans le sys-
tème de Saint-venant (2.16), qui doit freiner l’écoulement lorsque la hauteur d’eau est infé-
rieure à la hauteurmoyenne d’eau piégée dans un sillon. Pour cela nous avons tout d’abord in-
troduit la quantité 〈hF 〉 représentant cette hauteur moyenne d’eau piégee dans un sillon (voir
figure 2.6). Elle dépend de la pente de la topographie et des caractéristiques des sillons (lon-
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FIGURE 2.6 – Eau piégée dans un sillon
gueur d’ondemoyenne et amplitudemoyenne). Elle intègre donc toute les caractéristiques des
sillons. En pratique, nous en calculons numériquement une approximation. Nous avons en-
suite défini le coefficient de frottement suivant :
K (h)=K0exp
(−h+〈hF 〉
C〈hF 〉
)
,
où C est une constante qui dépend des variations aléatoires des hauteurs des sillons et K0 est
une constante liée aux sillons. Nous pouvons constater que le coefficient K (h) est important
lorsqueh É 〈hF 〉, ce qui a pour effet de freiner l’écoulement, reproduisant ainsi l’effet recherché
des sillons. Au contraire, pour h > 〈hF 〉, le terme de frottement n’a pas d’effet sur l’écoulement
et cela reproduit la situation où les sillons sont remplis. Sur un plan incliné, nous avons alors
proposé le modèle suivant :
∂h
∂t
+div(hu )=R ,
∂(hu)
∂t
+div(hu ⊗u )+ gh∇h =−gh
(
∇Z +S f (h,u )
)
+SF (h,u),
(2.17)
où la nouvelle loi de frottement supplémentaire est définie par
SF (h,u)=
(
0
−K (h)hv
)
.
Le choix de cette loi est arbitraire. Elle est un cas particulier de la loi générale que nous
avons considérée et qui est définie par(
0
−K (h)hα|u |βv
)
,
où α,β Ê 0. Notons que les sillons étant perpandiculaires à la direction de l’écoulement, la
nouvelle loi n’agit que dans cette direction, et donc sur la composante v de la vitesse de l’écou-
lement. Cependant, dans le cas où les sillons ne sont pas perpandiculaires à la direction de la
plus grande pente, il suffit d’effectuer une rotation du système (2.17).
Schéma numérique
Nous décrivons brièvement ici le schéma choisi. Afin de simplifier la présentation, on se
limite à la version unidimensionnelle du modèle (2.17). Sous la forme conservative, il s’écrit
alors
∂U
∂t
+ ∂F (U )
∂x
= S0(U )+S f (U )+SF (U ), (2.18)
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où nous avons posé
U =
(
h
hu
)
=
(
h
q
)
, F (U )=
 hu
hu2+ g h
2
2
 , S0(U )= ( R−ghZ ′(x)
)
,
S f (U )=
(
0
−gk2h−1/3|u|u
)
et SF (U )=
(
0
−K (h)hu
)
.
(i) En adaptant ici les notations de l’introduction et en considérant pour l’instant unique-
ment la partie homogène de (2.18) (c’est-à-dire le modèle sans second membre), nous
avons alors le schéma volume fini général
Un+1j =U j −
∆t
∆x
(
F
n
j+1/2−Fnj−1/2
)
,
où comme il a été signalé dans l’introdution,Fnj+1/2 = F
(
Unj ,U
n
j+1
)
est le flux de Harten,
Lax et van Leer ([20]), noté HLL et défini par
F (Uℓ,Ur )=

F (Uℓ) si 0< c1,
c2F (Uℓ)−c1F (Ur )
c2−c1
− c1c2
c2−c1
(Ur −Uℓ) si c1 < 0< c2,
F (Ur ) si c2 < 0,
(2.19)
avec
c1 = inf
U=Uℓ,Ur
inf
j=1,2
λ j (U ) , c2 = sup
U=Uℓ,Ur
sup
j=1,2
λ j (U )
et où λ1(U )= u−
√
gh et λ2(U )=u+
√
gh sont les valeurs propres de F ′(U ).
(ii) Pour avoir un schéma d’ordre 2 en espace, nous avons utilisé l’opérateur de reconstruc-
tion d’ordre 2 appelé ENOmodifié ([20]).
(iii) Le terme de topographie dans S0(U ) doit être traité tout en préservant l’état d’équilibre
correspondant au “lac au repos”
h+Z =Cte et u = 0.
Pour cela, nous avons utilisé le schéma équilibre basé sur la reconstruction hydrosta-
tique développé par Audusse et al. [15].
(iv) En suivant Bristeau et Coussin [25], nous avons utilisé un traitement semi-implicite du
terme de frottement de Manning.
(v) Afin d’avoir un schéma d’ordre 2 en temps, nous avons utilisé la méthode de Heun.
(vi) Enfin, le nouveau terme de frottement SF(U ) est traité demanière entièrement explicite.
Notons que les choix (i)–(v) du schéma numérique présentés ci-dessus sont le résultat
des travaux menés par Delestre dans sa thèse [42] où en particulier, il a montré que c’était
le meilleur compromis entre la précicion de l’approximation et les coûts de calcul. Signalons
enfin que, dans le cadre du projet ANR Methode, nous avons participé au développement des
codes FullSWOF (Full Shallow Water equations for Overland Flow) écrits en C++ et dédiés à la
résolution des équations de Saint-Venant 1D et 2D. Ces codes sont actuellement maintenus au
laboratoireMAPMOet disponible à http://www.univ-orleans.fr/mapmo/soft/FullSWOF/
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Tests numériques
Pour illustrer la capacité du modèle (2.17) à prendre en compte les effets dû aux sillons,
nous présentons les résultats numériques obtenus sur le cas test de la pluie. Tout d’abord la
figure 2.7 montre une coupe de la hauteur d’eau de la solution de référence calculée avec les
équations de Saint-Venant (2.16) sur la topographie de référence :
Z (x, y)=−0.05y +0.01cos(2πy), 0É x ≤ 0.1, 0É y É 4, (2.20)
ce qui donne une longueur d’onde des sillons de 0.1m et une amplitude de 0.01m. La solution
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FIGURE 2.7 – Coupe de la solution de référence au temps final
de référence est calculée avec en particulier le pas d’espace ∆y = 0.01. Nous avons supposé
une pluie constante pendant toute la simulation et, afin de bien prendre en compte les effets
des sillons, nous avons choisi un temps final de simulation qui ne permet pas à l’écoulement
d’atteindre un régime stationnaire. On note hnj la hauteur obtenue dans la cellule K j au temps
tn . Ensuite, la solution de notre modèle (2.17) est calculée sur une topographie où on a gardé
uniquement la pente dans (2.20) :
Z (x, y)=−0.05y. (2.21)
On note Hnj la hauteur obtenue dans la cellule K j au temps t
n pour des paramètres K0 et C
donnés et Hn0 j , celle calculée avec K0 = 0, ce qui correspond au modèle de Saint-Venant (2.16)
avec la pente (2.21). Comme les calculs de Hnj et de H
n
0, j se font sur une pente, on considère un
pas d’espace∆y égal à la longueur d’ondemoyenne des sillons. Ainsi, pour comparer lemodèle
de référence avec notre modèle, on introduit hn
j
représentant la moyenne de la hauteur d’eau
de référence dans le sillon j au temps tn et on défini l’erreur relative en norme L2 suivante :
eH =

∑
n
∑
j
∣∣∣hn j −Hnj ∣∣∣2
∑
n
∑
j
∣∣∣hn j −Hn0 j ∣∣∣2

1/2
.
Dans la figure 2.8, on représente cette erreur en fonction de K0 ∈ [0.01,0.6] pourC = 10 fixé.
La valeurminimale de l’erreur eH est approximativement de 0.2518 obtenue pour K0 = 0.02. En
optimisant ensuite l’erreur par rapport aux deux paramètres K0 et C , on obtient eH ≃ 0.1417
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correspondant à K0 = 0.02 etC = 0.4. On peut constater que le nouveaumodèle (2.17) a permis
de diminuer l’erreur sur les hauteurs d’eau d’un facteur de 7 par rapport au cas K0 = 0. Cela
indique que les sillons ont bien été pris en compte dans le nouveaumodèle.
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FIGURE 2.8 – Erreur eH en fonction de K0
Dans la figure 2.9, on représente les rapports entre les debits à l’exutoire et le débit de la
pluie pour le modèle de référence (2.16), notre nouveaumodèle (2.17) avec K0 = 0.02 etC = 0.4
ainsi que notre modèle avec K0 = 0. Bien que, les sillons n’ont pas été explicités dans le nou-
veaumodèle, on peut remarquer que celui-ci est capable de retenir l’eau pendant un moment
indiquant ainsi l’existence des sillons et reproduisant leur remplissage.
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FIGURE 2.9 – Rapports de débits de tous les modèles à l’exutoire en fontion du temps
Par ailleurs, par d’autres tests numériques nous avons constaté que les coefficients K0 et
C calés dépendent uniquement des caractéristiques des sillons. Ils ne dépendent ni des pas
de discrétisations du schéma, ni de la nature du sol. Cette propriété permet une utilisation
pratique dumodèle. Les extensions naturelles des travauxmenés ici consistent à considérer des
problèmes totalement 2D avec des variations aléatoires des hauteurs des sillons qui pourraient
être prises en compte dans le coefficientC .
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2.4 Unmodèle de type SI pour l’épidémiologie [A11]
Lemodèle
En épidémiologie, les modèles à compartiments de type SIR décrivent la propagation d’in-
fections au sein d’une population divisée en trois classes : celle des individus sains ou suscep-
tibles (S), celle des infectés (I) et celle des rétablis ou retirés (R). De nombreux modèles de type
SIR existent actuellemment dans la littérature reposant soit sur des équations différentielles,
soit sur des équations aux dérivées partielles (pour une revue voir par exemple [43, 107, 118]).
Nous nous sommes intéressés ici aux comportements asymptotiques des solutions d’un
modèle de type SI décrivant la propagation d’une infection à croissance exponentielle et à issue
fatale. On note i la charge d’infection supposée vérifier l’équation différentielle :
di
d t
= νi ,
oùν> 0 est la vitesse de croissance de l’infection. On introduit i− > 0 la charge d’infectionmini-
male et J =]i−,+∞[. Le modèle s’écrit comme un système couplé d’une équation différentielle
et d’une équation de transport auxquelles sont ajoutées des conditions de bord et initiales :
dS(t )
dt
= γ− (µ0+α)S(t )−S(t )T (βI )(t ), t Ê 0, (2.22a)
∂I (t , i )
∂t
+ ∂(νi I )(t , i )
∂i
=−µ(i )I (t , i )+Φ(i )S(t )T (βI )(t ), t Ê 0, i ∈ J , (2.22b)
νi−I (t , i−)=αS(t ), (2.22c)
S(0)= S0 ∈R+, I (0, ·)= I0. (2.22d)
Dans (2.22), S(t ) les individus sains au temps t et I (t , i ) les individus infectés avec la charge
d’infection i au temps t sont les inconnus, T est l’opérateur défini, pour toute fonction inté-
grable, par :
T :h→
∫
J
h(i )di .
En conséquence,T (I )(t ) et S(t )+T (I )(t ) représentent respectivement la population d’infectés
et la population totale au temps t . Nous supposons les hypothèses suivantes :
(i) µ0, ν> 0 et α, γÊ 0
(ii) la fonctionΦ appartient à C∞(J), est positive, lim
i→+∞
Φ(i )= 0 et ∫J Φ(i )di = 1
(iii) les fonctions µ et β appartiennent à L∞(J), avec µ(i )Êµ0 et β(i )Êβ0 > 0 p. p. t. i ∈ J
(iv) la fonction I0 appartient à L1+(J)≡
{
f ∈ L1(J), f Ê 0p.p.t . i ∈ J}.
La condition de bord (2.22c) traduit le fait qu’un taux α d’individus sains deviennent infec-
tés par une source externe avec la charge minimale i−. Le modèle intègre aussi un processus
de contamination par contagion décrit par une loi d’action de masse avec une force d’inten-
sité T (βI ). Les individus sains sont infectés par contagion avec une probabilité Φ(i ) d’avoir la
charge d’infection i . Enfin, γ est un flux externe, µ0 est le taux de mortalité des individus sains
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et µ(i ) est celui des infectés. Notons que l’hypothèse (iii) sur µ implique que
lim
i→+∞
∫i
i−
µ(s)ds =+∞,
traduisant le fait qu’un individu infecté quitte la classe I en mourant avec une charge d’infec-
tion finie. Le système (2.22) est une version simplifiée desmodèles proposés dans [71, 106, 117]
pour décrire la propagation demaladies, telles que la tremblante, dans des troupeaux demou-
tons. En plus de la structuration en charge d’infection, ces modèles intègrent aussi une struc-
turation en âge et le génotype de chaque individu est spécifié.
Taux de reproduction de baseR0
Le problème que nous avons étudié, et qui est fondamental en épidémiologie, est la per-
sistance ou non de l’infection. On peut citer par exemple à [27, 69, 114, 119] pour des travaux
sur cette question. La définition ci-dessous indique le sens que nous donnons à la notion de
persistance.
Définition 2.5
1. L’infection est persistante si
∀(S0, I0) ∈R+×L1+(J), T (I )(0)> 0⇒ liminft→+∞ T (I )(t )> 0.
2. L’infection est uniformément persistante si il existe ε> 0 tel que
∀(S0, I0)∈R+×L1+(J), T (I )(0)> 0⇒ liminft→+∞ T (I )(t )Ê ε.
Nous avons une définition similaire pour la persistance de la population totale. Nous in-
troduisons à présent un nombre adimensionnel R0, utilisé en écologie et en épidémiologie,
représentant le nombre d’infections secondaires produit par un individu infecté moyen dans
une population composée uniquement de sains (voir [43, 44]). D’un point de vue mathéma-
tique, R0 est un seuil de bifurcation : si R0 < 1, alors il n’y a pas d’infection et si R0 > 1, alors
l’épidémie s’installe. Nous donnons à présent un résultat nécessaire à la persistance de l’infec-
tion.
Lemme 2.6 La population totale est uniformément persistante si γ> 0 et tend vers 0 si γ= 0.
Ce résultat naturel montre simplement que s’il n’y pas de flux entrant d’individus sains dans
la population totale, alors celle-ci disparaît du fait de l’hypothèse de l’infection à issue fatale.
Nous avons ensuite distingué deux cas dans l’étude de la persistance. Le premier suppose une
source externe permanente de contamination qui implique une persistance de l’infection.
Théorème 2.7 On suppose que I0 > 0 et α > 0. Alors l’infection est uniformément persistante et
on a la minoration
liminf
t→+∞ T (I )(t )Ê
αγµ0
‖µ‖∞(µ20+αµ0+‖β‖∞γ)
.
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Dans le cas où il n’y a pas de source externe de contamination (α = 0), on définit tout d’abord
trois seuils :
R− =
γβ0
µ0‖µ‖∞
, R0 =
γ
µ0
T (βπµ), R+ =
γ‖β‖∞
µ20
,
avec
πµ(i )=
1
νi
∫i
i−
Φ(s)e−
∫i
s
µ(i )
νℓ
dℓds.
Notons que nous avons l’encadrement
R− ÉR0 ÉR+.
L’étude de la persistance de l’infection passe par celle de la stabilité des points d’équilibre du
système (2.22).
Proposition 2.8
⊲ Si R0 ≤ 1, alors le problème (2.22) admet un unique point d’équilibre qui est sans ma-
ladie
E0 =
(
γ
µ0
,0
)
.
⊲ Si R0 > 1, alors le problème (2.22) admet deux points d’équilibre E0 et
E∗ =
(
γ
µ0R0
,
γ(R0−1)
R0
πµ
)
,
ce dernier étant un équilibre endémique.
Nous donnons à présent les deux résultats principaux de [A11]. Le premier concerne l’extinc-
tion de l’infection.
Théorème 2.9 On suppose que I0 > 0 et R0 < 1. Alors E0 (l’équilibre sans maladie) est locale-
ment asymtotiquement stable. Si de plus R+ < 1, alors E0 est globalement stable.
Le second est dédié à la persistance de l’infection.
Théorème 2.10 On suppose que I0 > 0 et R0 > 1. Alors E0 est instable et E∗ (l’équilibre endé-
mique) est localement asymtotiquement stable. Si de plus R− > 1, alors l’infection est uniformé-
ment persistente.
Schéma numérique et illustrations
Nous avons utilisé un schéma d’Euler implicite pour (2.22a) et un schéma upwind impli-
cite en temps pour l’équation de transport (2.22b). Nous décrivons ci-dessous la procédure en
adaptant les notations de l’introduction :
⊲ On calcule les états initiaux et les données :
S0 = S(0), I 0j =
1
∆i
∫
K j
I0(i )di ,
β j =
1
∆i
∫
K j
β(i )di , µ j =
1
∆i
∫
K j
µ(i )di et Φ j =
1
∆i
∫
K j
Φ(i )di .
(2.23)
⊲ Supposons maintenant que Sn et In = (Inj ) jÊ1 sont calculés :
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• On définit
T (βIn)=∆i
∑
jÊ1
β j I
n
j ,
• On calcule
Sn+1 = γ∆t +S
n
1+∆t (µ0+α+T (βIn)) , (2.24)
• On calcule In+1 en résolvant le système linéaire
−ν∆t
∆i
i j−1/2 In+1j−1 +
(
1+ν∆t
∆i
i j+1/2
)
In+1j = Inj +∆tΦ jSn+1T (βIn). (2.25)
La proposition suivante donne les propriétés standards du schéma.
Proposition 2.11 Supposons que pour tout n Ê 0, Sn et In sont calculés par (2.23)–(2.25). Alors
(i) pour tout n Ê 0, j Ê 1, on a Sn Ê 0 et Inj Ê 0 ;
(ii) sous les hypothèses où µ et β sont des fonctions constantes avec
µ(i )=µ1 Êµ0 et β(i )=β0,
alors (Sn)nÊ0 et (In)nÊ0 vérifient une équation de balance discrète
Sn+1−Sn
∆t
+ ∆i
∆t
∑
j≥1
(
In+1j − Inj
)
=γ−µ0Sn+1−µ1T (In+1); (2.26)
(iii) soit T > 0. Pour tout tn ÉT , on a
Sn ≤ γT +S0, (2.27)
T (In)≤ eT ‖β‖∞(γT+S0)(T (I 0)+αT (γT +S0)). (2.28)
Nous présentons maintenant des simulations numériques qui illustrent les résultats des théo-
rèmes 2.9 et 2.10. Les valeurs des paramètres sont données dans le tableau 2.1, la fonction Φ
est définie comme une loi Gamma de paramètres g et c
Φ(i )= i
c−1e−i/g
Γ(c)g c
,
où Γ est la fonction gamma d’Euler et g et c sont donnés dans le tableau 2.1. Les valeurs des
paramètres et la fonctionΦ sont choisies d’après [106, 117].
TABLE 2.1 – Valeurs des paramètres
définition des paramètres symbole valeur
intervalle de charge d’infections [i−, i+] [10−2,102] années
taux de mortalité de base µ0 0.39 années
−1
taux de transmission horizontale β 4.10−2 (individus · année)−1
vitesse de la charge d’infection ν 1.15 année−1
distribution de charge d’infectionΦ (g ;c) (7.10−3 ;49)
Le taux de mortalité des infectés est défini par
µ(i )=µ0
(
1− 1+ i
−2
1+ i 2
)
.
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Nous avons considéré deux scenarios pour illustrer d’une part la persistance de l’infection et
d’autre part son extinction. Le nombre d’individus sains initial est supposé constant et égal à
10. Dans le premier scénario, nous avons considéré deux valeurs du flux externe γ= 10 et γ= 7.
Dans le premier cas on a R− ≃ 1.31 et dans le deuxième, on a R− ≃ 0.92< 1<R0 ≃ 1.17. Dans
les figures 2.10 (a) et (b), on remarque la persistance de la maladie, bien qu’on soit parti d’un
seul individu infecté initial. Dans le deuxième scénario, on considère deux autre valeurs du flux
externe γ= 3 et γ= 5 correspondant respectivement à R+ ≃ 0.788< 1 et R0 ≃ 0.84< 1<R+ ≃
1.31. On part cette fois-ci d’un nombre important d’infectés (50 individus), et on observe dans
les figures 2.11 (a) et (b) la convergence à zéro de la population d’infectés, montrant ainsi la
stablilité globale de l’équilibre sans maladie et par conséquent l’extinction de la maladie.
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FIGURE 2.10 – Scenario 1 : persistance de l’infection
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FIGURE 2.11 – Scenario 2 : extinction de l’infection
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2.5 États atteignables pour des systèmes triangulaires [A13]
Sur undomaine [0,T ]×R, nous considérons un système triangulaire de lois de conservation
de la forme : 
∂u
∂t
+ ∂ f (u)
∂x
= 0 (t ,x)∈ [0,T ]×R,
∂v
∂t
+ ∂(g (u)v)
∂x
= 0 (t ,x)∈ [0,T ]×R,
(2.29)
où f et g sont deux fonctions de classe C 1 et où f est strictement convexe. Notre objectif a
été d’une part, de caractériser l’ensemble UT des couples (uT ,vT )⊂ L∞(R;R2) qui peuvent être
atteints par une solution de (2.29) en partant d’une donnée initiale adéquate, d’autre part, de
développer un schéma numérique rétrograde pour approcher cette solution. Nous présentons
tout d’abord brièvement, les résultats théoriques qui ont motivé le schéma numérique.
L’étude des états atteignables des lois de conservation scalaires de la forme :
∂u
∂t
+ ∂ f (u)
∂x
= 0 (t ,x) ∈ [0,T ]×R (2.30)
où f est un flux convexe, est un ingrédient principal dans la caractérisation de l’ensemble UT .
Nous avons utilisé pour cela un résultat établi par Adimurthi, Ghoshal et VeerappaGowda [1, 2]
(voir aussi Ancona et Marson [12])
Théorème 2.12 (Adimurthi-Ghoshal-Veerappa Gowda [1, 2]) Soient f une fonction convexe
de classeC 1 et T > 0 un réel. Alors
(i) L’ensemble des états atteignables dans L∞(R) par une solution entropique de (2.30) au
temps T est donné par
AT (R, f )=
{
u ∈ L∞(R) : ∃ρ :R→R, continue à droite, croissante, telle que f ′(u)= x−ρ(x)
T
}
.
(ii) De plus, pour tout uT ∈AT (R, f ), il existe une unique solution isentropique u de (2.30)
vérifiant u(T, .)=uT .
Dans le théorème 2.12 (ii), le fait que u soit une solution isentropique va motiver le pre-
mier choix dans le schéma numérique. En effet, si u est une solution isentropique alors elle est
une solution entropique direct et rétrograde du problème (2.30) (voir Korobkov et Panov [81]),
c’est-à-dire, la fonction w (t , ·)= u(T − t , ·) est l’unique solution entropique de
∂w
∂t
+ ∂
∂x
(− f (w ))= 0
w |t=0 =uT .
(2.31)
Nous pouvons alors utiliser un schéma volumes finis monotone standard et défini dans l’in-
troduction afin d’approcher u. Notons que u peut avoir des discontinuités en t = 0 et t = T .
Ainsi, la deuxième équation de (2.29) est une équation de transport avec des coefficients qui
peuvent être discontinus. Nous avons alors utilisé le schéma upwind étudié dans [51, 68] afin
d’approcher v .
Deux cas sont à distinguer dans la caractérisation de l’ensemble UT .
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(i) Le premier est celui où le système (2.29) est strictement hyperbolique c’est-à-dire f ′(u) 6=
g (u) pouru appartenant à un intervalle [a,b] donné et où l’état finaluT est à valeur dans
[a,b]. Dans ce cas, dit non résonant, le système (2.29) admet des entropies non triviales
qui permettent de caractériser l’espace UT sous la stricte convexité de la fonction f .
Théorème 2.13 On suppose que f est strictement convexe.On suppose de plus que f ′(u) 6=
g (u) pour tout u ∈ [a,b] un intervalle donné. Soit un temps final T > 0 et uT ∈AT (R, f )
un état final tel que uT soit à valeur dans [a,b]. Soit vT ∈ L∞(R). Alors il existe un unique
état initialU0 = (u0,v0), tel que le système (2.29) admet une unique solution isentropique
U = (u,v) sur [0,T ]×R, vérifiantU (0, ·)=U0 etU (T, ·)= (uT ,vT ). Autrement dit
UT =AT (R, f )×L∞(R). (2.32)
À l’inverse, si uT ∉AT (R, f ), alors pour tout vT ∈ L∞(R), l’état finalUT = (uT ,vT ) est pas
atteignable par aucune solution entropique de (2.29) au temps T .
(ii) Dans le cas résonant, le système n’admet plus d’entropies non triviales et nous avons
considéré qu’une solution rétrogradeU = (u,v) de (2.29) correspondant à un état final
UT = (uT ,vT ) donné est une solution admissible du système si u est une solution isen-
tropique de la première loi de conservation de (2.30) avec uT comme état final et que
v est une l’unique solution faible de l’équation de transport avec vT comme état final.
Dans ce deuxième cas, l’ensemble UT défini en (2.32) n’est plus atteignable. Seuls les
états appartennant à un ensemble dense de UT est atteignable.
Théorème 2.14 On suppose que f est localement uniformément convexe :
pour tout compact K ⊂R, il existeα(K )> 0, f ′′|K Êα(K ).
On suppose de plus que f ′(u) = g (u) pour u appartenant à un intervalle [a,b] donné et
que l’état final uT est à valeur dans [a,b]. SoitAT =W 1,∞(R)∩
(
∪
δ>0
AT+δ( f ,R)
)
. Alors,
⊲ ToutUT ∈AT ×L∞(R) est controllable de manière exacte au temps t =T ;
⊲ Tout UT ∈AT (R, f )×L∞(R) est controllable de manière approchée en norme L1loc (R)
au temps T .
Schéma numérique et simulations
Nous décrivons à présent le schéma numérique rétrograde pour (2.29) sur un domaine
[σ,T ]× J où σ> 0 et J = [C1,C2]. Il découle des résultats présentés ci-dessus et de leurs consé-
quences. Il est basé sur la résolution directe du problème :
∂u
∂t
+ ∂ f˜ (u)
∂x
= 0,
∂v
∂t
− ∂(g (u)v)
∂x
= 0
(2.33)
où f˜ (u)=− f (u) et (u(0, .),v(0, .))= (uT ,vT ) ∈AT (J , f )×L∞(J).
La première étape consiste à chercher un domaine de calcul fixe. Pour cela, on exploite les
domaines de dépendance de chaque équation qui compose (2.33). On définit
B (1)1 =C1+ (T −σ) f˜ ′(u0(C1)), B (1)2 =C2+ (T −σ) f˜ ′(u0(C2)),
47
2.5. États atteignables pour des systèmes triangulaires [A13]
B (2)1 =C1+ (T −σ)g (u0(C1)), B (2)2 =C2+ (T −σ)g (u0(C2)).
Posons
B1 =min
{
C1,B
(1)
1 ,B
(2)
1
}
, B2 =max
{
C2,B
(1)
2 ,B
(2)
2
}
,
alors le domaine de calcul recherché est K = [B1,B2]. On étend ensuite les données uT et vT :
uT (x)=
{
uT (C1) si x ∈ [B1,C1]
uT (C2) si x ∈ [C2,B2]
et vT (x)
{
vT (C1) si x ∈ [B1,C1]
vT (C2) si x ∈ [C2,B2]
.
On introduit les points
B1 = x1/2 < x3/2 < ·· · < xM−1/2 < xM+1/2 =B2.
En adaptant ici les notations de l’introduction et étant donné (unj ,v
n
j ), on calcule tout d’abord
un+1j en utilisant le schéma de Godounov
un+1j = unj −
∆t
∆x
(
F
n
j+1/2−Fnj−1/2
)
,
où Fnj+1/2 = F (unj ,unj+1) est le flux numérique de Godounov défini par (2.5). On calcule ensuite
vn+1j en utilisant le schéma upwind développé dans [51, 68] : on définit tout d’abord
gnj+1/2 = (1−θ)g (unj )+θg (unj+1), 0É θ É 1.
Pour s ∈R, notons s+ =max(s,0), on calcule alors
vn+1j = vnj +
∆t
∆x
{[
(gnj+1/2)
+vnj − (gnj−1/2)+vnj−1
]
+
[
(gnj+1/2)
−vnj+1− (gnj−1/2)−vnj
]}
.
Nous présentons à présent quelques résultats numériques obtenus par le schéma décrit
précédemment. On considère le domaine [0.1,1]× [−0.5,0.5] et on choisit les états finaux sui-
vants :
uT (x)=
{
x+0.4 si x < 0
x−0.3 si x ≥ 0 et vT (x)=
{
0.75 si x < 0
−0.25 si x ≥ 0 . (2.34)
Dans un premier exemple, on se place dans le cas non résonant en considérant le système
suivant : 
∂u
∂t
+ ∂
∂x
(
u2
2
)
= 0,
∂v
∂t
+ ∂(u
2v)
∂x
= 0.
(2.35)
À partir des états finaux (2.34), on effectue une résolution rétrograde de (2.35) sur le do-
maine [0.1,1]×[−0.5,0.5]. Puis en partant des états initiaux obtenus, on effectue une résolution
directe de (2.35). En notant uN+1 et vN+1 les approximations respectives de uT et vT obtenues,
nous introduisons les erreurs relatives en norme L1 suivantes :
eb =
M∑
j=1
∣∣∣uT (x j )−uN+1j ∣∣∣
M∑
j=1
|uT (x j )|
et et =
M∑
j=1
∣∣∣vT (x j )−vN+1j ∣∣∣
M∑
j=1
|vT (x j )|
.
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Les deux premières colonnes du tableau 2.2 montrent les convergences des errreurs eb et et en
faisant varier le pas d’espace, avec un pas de temps fixé ∆t = 3.9×10−4. Les ordres de conver-
gence sont de 0.61 pour eb et de 1 pour et . Dans la figure 2.12, nous présentons les états finaux
approchés et exactes pour ∆x = 1.56× 10−3 et ∆t = 3.9× 10−4. Nous pouvons alors constater
que les états finaux ont bien été approchés.
Dans un deuxième exemple, on se place dans un cas résonant en considérant le système :
∂u
∂t
+ ∂
∂x
(
u2
2
)
= 0,
∂v
∂t
+ ∂(uv)
∂x
= 0,
(2.36)
La troisième colonne du tableau 2.2 montre la convergence de l’erreur et que nous avons
appelé ici et ,sr , lorsqu’on procède de lamêmemanière que dans le cas non résonant. L’ordre de
convergence est de 0.57 et est bien inférieur à celui du cas non résonant. Dans la figure 2.13 (a),
nous représentons vT et l’approximation obtenue pour ∆x = 1.56×10−3, ∆t = 3.9×10−4 et on
peut remarquer que l’approximation de vT n’est pas aussi bonne que dans le cas non réso-
nant. Pour améliorer l’approximation, on considère une donnée finale de l’équation de Bur-
gers appartenant à AT+δ pour δ > 0. Pour cela, à partir de uT défini en (2.34), nous résolvons
de manière directe puis rétrograde l’équation de Burgers sur un intervalle [T,T +δ]. En notant
uδT la solution obtenue, on peut remarquer que cela consiste à régulariser uT en s’inspirant de
la définition de l’espace AT introduit dans le théorème 2.14. On procède ensuite de la même
manière que dans le cas non résonant avec les étas finaux uδT et vT . La quatrième colonne du
tableau 2.2 montre la convergence de et appelé ici et ,ar . L’ordre de convergence est de 0.93 et
est bien meilleur que celui sans régularisation. Dans la figure 2.13 (b), nous représentons vT et
son approximation obtenue et on peut constater que l’approximation est meilleure que celle
présentée dans la figure 2.13 (a).
∆x eb et et ,sr et ,ar
0.05 0.3 0.065 0.15 0.11
0.025 0.23 0.041 0.11 0.081
0.0125 0.16 0.023 0.086 0.037
6.25×10−3 0.1 0.019 0.058 0.015
3.125×10−3 0.068 7.2×10−3 0.038 8×10−3
1.56×10−3 0.041 3.9×10−4 0.023 4.4×10−3
7.8×10−4 0.023 2.2×10−4 0.014 3.1×10−3
TABLE 2.2 – les erreurs eb et et
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FIGURE 2.12 – cas non résonant : états finaux ∆x = 1.56×10−3 et ∆t =∆x/2
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FIGURE 2.13 – cas résonant : états finaux vT et vN+1 pour ∆x = 1.56×10−3 et ∆t =∆x/2
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Chapitre 3
Méthodes de bases réduites
3.1 Introduction
Ce chapitre est consacré à la présentation de nos travaux concernant l’application des
méthodes de bases réduites aux équations de Maxwell (section 3.2) et au modèle Restricted
Hartree-Fock pour le problème électronique en chimie quantique (section 3.3).
Les méthodes de bases réduites sont des méthodes numériques permettant de réduire les
coûts et les temps de calcul dans les études paramétriques. En effet, dans beaucoup de do-
maines tel que l’optimisation, le même problème dépendant d’un ou de plusieurs paramètres
qui varient, doit être simulé un très grand nombre de fois. En utilisant uniquement des mé-
thodes numériques standards (éléments finis, volumes finis, Galerkin discontinue,...) les coûts
de calculs peuvent être très importants. Les méthodes de bases réduites permettent l’évalua-
tion rapide et fiable des solutions du problème considéré. À notre connaissance, elles ont été
initialement introduites en mécanique des structures [4, 79]. Nous allons décrire les grandes
lignes de ces méthodes à travers un problème générique simple où elles sont les plus efficaces.
Pour un paramètre µ donné, appartenant à un ensemble D de Rp , p Ê 1, supposons que l’on
cherche u(µ) appartenant à un espace de Hilbert X et vérifiant
a(u(µ),v ;µ)= f (v), ∀v ∈ X , (3.1)
où l’application a(· , · ;µ) : X ×X →R est bilinéaire uniformément continue et coercive par rap-
port au paramètreµ, c’est-à-dire, il existeC (µ)> 0 tel que
|a(w,v ;µ)| ÉC (µ)‖w‖X‖v‖X , ∀w,v ∈ X , ∀µ ∈D,
et il existe β> 0 tel que
|a(w,w ;µ)| Êβ‖w‖2X , ∀w ∈ X , ∀µ ∈D.
Dans (3.1), f est une forme linéaire et continue sur X . Il est clair que sous toutes ces hypothèses,
le problème (3.1) est bien posé dans X . On suppose de plus que a(· , · ;µ) est affine par rapport
au paramètreµ, c’est-à-dire,
a(w,v ;µ)=
Q∑
q=1
αq (µ)aq (w,v), (3.2)
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où Q est un entier fini, αq : D → R sont des fonctions et aq (., .) : X × X → R sont des applica-
tions bilinéaires indépendantes du paramètreµ. Nous verrons l’utilité de l’écriture (3.2) dans la
suite. En général, dans la pratique, nous n’avons pas accès à la solution exacte u(µ) mais à une
approximation que nous noterons toujours u(µ) appartenant à un espace de dimension finie
Y ⊂ X . L’espace Y peut par exemple être un espace d’éléments finis et nous supposerons que sa
dimension, que nous noteronsN , est suffisamment grande pour la confondre avec la solution
du problème continue. Par la suite, nous en réfèrerons en parlant d’approximation “exacte”.
Les méthodes de bases réduites reposent sur l’observation qu’en géneral la solution u(µ)
est régulière par rapport au paramètreµ. Ainsi, la variété définie par
M
µ =
{
u(µ), µ ∈D
}
,
possèdeune épaisseur deKolmogorovdans X qui tend très vite vers zéro. Rappelonsque l’épais-
seur de Kolmogorov dans X d’un sous-espace A ⊂ X est définie par (voir [108])
dn(A,X )= inf
Xn
sup
x∈A
inf
xn∈Xn
‖x−xn‖X ,
où l’infimum est pris sur tous les espaces Xn ⊂ X de dimension finie n. La convergence vers
zéro de l’épaisseur de Kolmogorov de Mµ dans X reste encore bonne si on restreint l’infi-
mumuniquement aux espaces de dimension finie engendrés par des éléments deMµ (voir par
exemple [94]). L’idée consiste alors à sélectionner un ensemble de paramètre Snb = {µ1, · · · ,µnb }
et à introduire le nouvel espace d’approximation
Wnb = vect
{
ξi ≡ u(µi ), 1É i É nb
}
,
où les fonctions de base ξi sont calculées avec l’approximation “exacte” et où nb est très petit
devant N . On en déduit la formulation bases réduites : pour µ ∈ D, on cherche unb (µ) ∈Wnb
solution de
a(unb (µ),v ;µ)= f (v), ∀v ∈Wnb .
En écrivant unb (µ)=
∑nb
j=1unb j (µ)ξ j et en utilisant (3.2), on peut écrire
nb∑
j=1
Q∑
q=1
αq (µ)aq (ξi ,ξ j )unb j (µ)= f (ξi ), 1É i É nb . (3.3)
On aboutit ainsi à la résolution d’un système linéaire de la petite taille nb . Signalons que Ma-
day, Patera et Turinici [96] ont montré la convergence exponentielle de la méthode pour le
problème (3.1).
L’autre ingrédient des méthodes bases réduites se situe au niveau de la mise en œuvre qui
repose sur une décomposition hors-ligne/en-ligne que permet l’écriture (3.2).
⊲ La partie hors-ligne est dédiée à la construction de la base Wnb , à l’évaluation et au
stockage des vecteurs ℓ(ξi ), f (ξi ) et des matrices aq(ξi ,ξ j ). Cette partie peut coûter
cher car elle dépend de la grande dimension N de l’approximation “exacte”. Cepen-
dant, comme elle ne dépend pas du paramètreµ, elle n’est faite qu’une seule fois.
⊲ Dans la partie en-ligne, pour tout nouveau paramètreµ, on assemble la matrice du sys-
tème linéaire défini en (3.3) et on résout ce dernier. Cette partie ne coûte pas cher puis-
qu’elle ne dépend que de la petite taille nb.
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Cette décomposition permet de réduire les temps de calculs. Venons maintenant à la sélection
des paramètresµ1, · · · ,µnb pour la construction de la baseWnb . Elle est basée sur un algorithme
Greedy [26, 109]. Étant donné un espace Wnb = vect
{
ξi , 1 É i É nb
}
, Le paramètre suivant
µnb+1 est sélectionné de la manière suivante
µnb+1 = argmaxµ∈Σµ
∥∥∥∥∥u(µ)− nb∑
k=1
〈u(µ),ξk〉X ξk
∥∥∥∥∥
Y
,
où 〈·, ·〉X désigne le produit scalaire dans X et Σµ est une grille de paramètres deD. La nouvelle
fonction de base ξnb+1 est alors la solution u(µnb+1) orthonormalisée. Notons que le premier
paramètre µ1 est choisi au hasard dans Σµ.
Dans la pratique, les méthodes de bases réduites sont accompagnées d’estimateurs a pos-
teriori afin de les rendre fiables (voir par exemple [92, 93, 109, 110]). Signalons enfin que des
extensions de ces méthodes à des problèmes non linéaires et qui n’ont pas de dépendance
affine par rapport à leurs paramètres existent. Elles reposent sur des développements des mé-
thodes bases réduites annexes pour approcher les termes non linéaires et non affines (voir par
exemple [18, 70, 95]).
3.2 Bases réduites appliquées aux équations deMaxwell [A8]
Les équations deMaxwell et approximation “exacte”
Dans un domaine borné Ω ⊂ R3, on considère les équations de Maxwell harmoniques en
temps :
rotH = iwε0εr E , dansΩ, (3.4a)
rotE =−iwµ0µr H , dansΩ, (3.4b)
n ×E =Φ, sur ∂Ω, (3.4c)
où les inconnus E et H sont respectivement les champs électrique et magnétique, εr et µr sont
respectivement la permittivité électrique et la perméabilité relatives du milieu, ε0 et µ0 étant
celles du vide. Enfin le champ Φ est lié au champ électrique tangentiel au bord ∂Ω. Posons
k = wpµ0ε0 et η0 =
√
µ0
ε0
, le problème qui nous a intéressé est alors une formulation faible
de (3.4) : pour une fréquence k ∈ D ⊂ R donné en entrée, on cherche H (k) ∈ X ≡ H (rot ;Ω)
solution de
a (H(k),w ;k)=ϕ(w ;k), ∀w ∈H (rot ;Ω), (3.5)
où
a(H ,w ;k)=
∫
Ω
(
1
εr
rotH ·rotw −k2µrH ·w
)
dx , ϕ(w ;k)=− ik
η0
∫
∂Ω
Φ ·wds.
Les éléments finis de Nédélec [99, 100, 101] ont été utilisés comme approximation “exacte”.
Formulation bases réduites
Onpeut remarquer que l’applicationbilinéaire a(· , · ;k) est affinepar rapport auparamètre k :
a(v ,w ;k)= aK (v ,w )−k2aM (v ,w),
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avec
aK (v ,w)= 1
εr
∫
Ω
rotv ·rotw dx et aM (v ,w)=µr
∫
Ω
v ·w dx .
Introduisons l’espace bases réduites
Wnb = vect
{
ξ j ≡H (k j ), 1É j É nb
}
,
construit à l’aide de l’algorithme Greedy. La formulation bases réduites est alors : pour k ∈D ⊂
R, on cherche Hnb (k)∈Wnb vérifiant
a
(
Hnb (k),w ;k
)=ϕ(w ;k), ∀w ∈Wnb .
En écrivant Hnb (k)=
∑nb
j=1hnb j (k)ξ j , on aboutie à la résolution du système suivant :
nb∑
j=1
(
aK (ξℓ,ξ j )−k2aM (ξℓ,ξ j )
)
hnb j =ϕ(ξℓ,k), 1É ℓÉnb . (3.6)
Nous pouvons ici appliquer la même procédure hors-ligne/en-ligne présentée dans l’intro-
duction. La particularité dans (3.6) réside dans le second membre ϕ qui doit être évalué pour
chaque paramètre k donné en entrée et donc qui ne peut pas être complètement calculée hors-
ligne. Nous avons considéré des seconds membres affines par rapport à k de la forme
ϕ(w ;k)=− ik
η0
g (k) f (w ),
où f et g sont des fonctions données. Ainsi, la partie − ik
η0
f (ξℓ), 1 É ℓ É nb est calculée hors-
ligne. Les estimateurs a posteriori développés sont basés sur l’erreur résiduelle définie par
a(H (k)−Hnb (k),w ;k)=ϕ(w ,k)−a(Hnb (k),w ;k)≡ψ(Hnb (k),w ;k).
La norme ‖ψ(Hnb (k), ·;k)‖X ′ permet d’évaluer la précision de l’approximation bases réduites.
Une expression de cette norme que l’on peut utiliser pour la calculer est obtenue en exploitant
les expressions de ϕ(·,k), de a(·, ·;k) et en utilisant le théorème de représentation de Riesz.
Nous donnons ici un exemple où le problème est appliqué à un balayage de fréquence d’un
résonateur diélectrique. La figure 3.1 montre l’erreur résiduelle lorsque la fréquence k varie de
4 à 8 GHz et lorsqu’on considère des bases réduites dont les dimensions varient de 7 à 17.
On peut remarquer que cette erreur est inférieure à la tolérance placée à 10−3 pour une base
réduite de dimension 17. Notons qu’ici, 43420 degrés de liberté ont été utilisés pour laméthode
éléments finis.
3.3 Bases réduites appliquées àunproblèmeenchimiequantique [N4]
Lemodèle RestrictedHartree-Fock
Le calcul de l’état fondamental, c’est-à-dire l’état de plus basse énergie, d’un systèmemolé-
culaire est le problème central en chimie quantique. Il est en effet le point de départ pour déter-
miner les propriétés physico-chimiquedu système. Sous l’approximationdeBorn-Oppenheimer,
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FIGURE 3.1 – Erreur résiduelle pour différentes dimensions de la base réduites
nous avons considéré un systèmemoléculaire composé deM noyaux situés en x¯1 ∈R3, . . . , x¯M ∈
R
3 de charges électriques z1, . . . ,zM et dene paires d’électrons. Le problème s’écrit alors comme
un problème d’optimisation géométrique :
inf
{
W (x¯1, . . . , x¯M ), (x¯1, . . . , x¯M )∈R3M
}
, (3.7)
où l’énergie totale du système est définie par
W (x¯1, . . . , x¯M )=U (x¯1, . . . , x¯M )+
∑
1Ék<ℓÉM
zkzℓ
x¯k − x¯ℓ
(3.8)
et où dans (3.8), le premier terme désigne l’énergie électronique et le deuxième terme désigne
la répulsion internucléaire. On se concentre sur le calcul de l’énergie électronique, aussi ap-
pelé problème électronique. Dans le modèle Restricted Hartree-Fock, il s’écrit comme le pro-
blème de minimisation suivante :
U (x¯1, . . . , x¯M )= inf
{
ERHF
(
Φ≡ (ϕ1, . . . ,ϕne )
)
,ϕi ∈H1(R3),
∫
R3
ϕiϕ j = δi j , 1É i , j É ne
}
, (3.9)
avec
ERHF (Φ)=
ne∑
i=1
∫
R3
|∇ϕi |2+
∫
R3
ρΦV +
1
2
∫
R3
∫
R3
ρΦ(x )ρΦ(y )
|x −y | dx dy −
1
4
∫
R3
∫
R3
|τΦ(x ,y)|2
|x −y | dx dy ,
où la matrice densité τΦ(x ,y ), la densité électronique ρΦ(x ) et le potentiel V sont donnés par
τΦ(x ,y)= 2
ne∑
i=1
ϕi (x )ϕi (y ), ρΦ(x )= τΦ(x ,x ), V (x )=−
M∑
k=1
zk
|x − x¯k |
.
Dans (3.9),ϕi représente la fonction d’onde de la ième paire d’électrons et est appelée orbitale
moléculaire. Dans l’expression de ERHF , le premier terme représente l’énergie cinétique des
électrons, le deuxième, l’interaction électrostatique entre noyaux et électrons, le troisième, la
répulsion inter-électronique et enfin le quatrième, un terme d’échange.
Nous voyons ici toutes les difficultés du calcul de (3.7) qui résident dans la résolution du
problème électronique (3.9) pour un grand nombre de configurations (x¯1, . . . , x¯M ). De plus,
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pour des systèmes d’intérêt réel, le nombre d’électrons est très grand (de l’ordre de 104). Il
s’avère alors indispensable de réduire la compléxité de (3.7).
Posonsµ= (x¯1, . . . , x¯M ) et X ≡ (H1(R3))ne . Les équations d’Euler-Lagrange associées au pro-
blème (3.9) consiste à chercher (Φ(µ),λ) ∈ X ×R ne (ne+1)2 tel que
∀(ψ,ω)∈ X ×R ne (ne+1)2 ,
ne∑
i=1
[
1
2
∫
R3
∇ϕi∇ψi +
∫
R3
V ϕiψi +2
ne∑
j=1
∫
R3
∫
R3
|ϕ j (y )|2ϕi (x )ψi (x )
|x −y | dx dy
−
ne∑
j=1
∫
R3
∫
R3
ϕi (y )ϕ j (y )ϕ j (x )ψi (x )
|x −y | dx dy −
ne∑
j=1
λi j
∫
R3
ϕiψ j
]
+
ne∑
i=1
ne∑
j=i
ωi j
(∫
R3
ϕiϕ j −δi j
)
= 0.
(3.10)
Approximation “exacte”
Il nous a semblé utile de présenter ici la méthode numérique que nous supposerons exacte,
utilisée pour le calcul de la solution du modèle Restricted Hartree-Fock. On se réfère à [28, 86]
pour une description plus détaillée. Elle est basée sur une approximation de type Galerkin. On
introduit l’espace de dimension finie
V = vect{χk , 1É k ÉN }⊂H1(R3), (3.11)
et l’espace
Y =
{
Φ≡ (ϕ1, ...,ϕne ), ϕi ∈ V ,
∫
R3
ϕiϕ j =δi j
}
.
Posons maintenantC ∈M (N ,ne) la matrice définie par :
∀1É i É ne , ϕi (x )=
N∑
k=1
Ckiχk (x )
et introduisons la matrice densité D =CCT . Le problème (3.9) peut s’écrire sous la forme
inf
{
ERHF (D), D ∈MS(N ), DSD =D, Tr(SD)= ne
}
. (3.12)
où
Si j =
∫
R3
χiχ j , (3.13)
∀D ∈MS(N ), ERHF (D)= 2Tr(hD)+Tr(G(D)D),
hi j =
1
2
∫
R3
∇χi∇χ j +
∫
R3
V χiχ j , (3.14)
G(D)i j =
N∑
k ,ℓ=1
[
(i j |kℓ)− (ik | jℓ)
]
Dkℓ,
(i j |kℓ)=
∫
R3
∫
R3
χi (x )χ j (x )χk (y )χℓ(y )
|x −y | dx dy . (3.15)
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Les équations d’Euler-Lagrange associées à (3.12) s’écrivent
F (D)C = SCΛ,
CT SC = Ine ,
D =CCT ,
(3.16)
où F (D) = h+G(D) est la matrice de Fock et Λ ∈MS(ne) est la matrice des multiplicateurs de
Lagrange associées aux contraintes d’orthonormalité CT SC = Ine . On constate que (3.16) est
un problème non linéaire aux valeurs propres. Nous avons utilisé l’agorithme ODA (Optimal
Damping Algorithm) développé par Cancès et Le Bris [29] et qui repose sur la résolution du
problème relaxé suivant :
inf
{
ERHF (D), D ∈MS(ne), DSD ÉD, Tr(SD)= ne
}
. (3.17)
Les problèmes (3.12) et (3.17) ont les mêmes minima locaux (voir [28]). Mais l’avantage du
problème (3.17) réside dans le fait que l’ensemble
P˜ne =
{
D˜ ∈MS(ne), D˜SD˜ É D˜ , Tr(SD˜)=ne
}
est convexe. L’algorithme ODA s’écrit :
⊲ F (D˜n)Cn+1 = SCn+1En+1, avec En+1 =Diag(ǫn+11 , . . . ,ǫn+1ne )
⊲ CTn+1SCn+1 = Ine
⊲ Dn+1 =Cn+1CTn+1
⊲ D˜n+1 = arginf
{
ERHF (D˜), D˜ ∈ Seg[D˜n ,Dn+1]
}
où εn+11 É εn+12 É ·· · É εn+1ne sont les ne plus petites valeurs propres de
F (D˜n)Φ= εSΦ,
les vecteurs propres associés forment les colonnes de la matriceCn+1, et
Seg[D˜n ,Dn+1]=
{
(1−λ)D˜n +λDn+1, λ∈ [0,1]
}
.
Du fait de la diagonalisation de la matrice de Fock F (D˜n), la complexité de l’algorithme
ODA est en O(N 3). Par ailleurs, comme on a toujours N Ê ne , on peut voir que le calcul de
l’énergie électronique est en pratique limité à des systèmes moléculaires de petite taille.
Venons en à l’espace de dimension finie introduit en (3.11). Nous avons fait le choix d’un
espace V engendré par des bases d’orbitales atomiques. Ces dernières sont des fonctions de
bases utilisées pour résoudre le problème Restricted Hartree-Fock (3.9) au niveau des atomes.
On parle alors d’approximation LCAO (Linear Combinaison of Atomic Orbitals). Ainsi, pour
un système moléculaire donné, les fonctions de bases χµ engendrant V regroupent toutes les
orbitales atomiques relatives à tous les atomes du système. Les orbitales atomiques les plus
efficaces sont des combinaisons finies de gaussiennes-polynômes de la forme χµ = ξ(.−x¯k ), où
ξ(x )=
K∑
k=1
Ckx
nk1
1 x
nk2
2 x
nk3
3 e
−αk |x |2 .
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Cette classe d’orbitales atomiques, introduite par Boys [23], réduit grandement les coûts des
calculs des termes (3.13), (3.14) et (3.15). En particulier, (3.15) peut être réduit au calcul d’inté-
grale sur [0,1] de la forme
F (w )=
∫1
0
e−ws
2
ds.
Notons qu’un code appeléA.S.P.I.C (Atomic Simulations Packages In C++) a été développé,
entre le Cermics et le Laboratoire Jacques-Louis Lions, et permet en particulier de résoudre le
modèle Restricted Hartree-Fock avec l’approximation LCAO. Nous avons programmé à l’inté-
rieur d’A.S.P.I.C afin d’insérer nos procédures bases réduites que nous allons à présent décrire.
Formulations bases réduites
Nous avons développé une approche bases réduites pour le problème Restricted Hartree-
Fock écrit sous la forme des équations d’Euler-Lagrange (3.10). Considérons un ensemble D ⊂
R
3M et le paramètre µ = (x¯1, . . . , x¯M ) ∈D. Les équations (3.10) étant un problème non linéaire
aux valeurs propres, deux approches sont possibles : l’approche mode par mode, où
ϕi (µ)≃
nb∑
k=1
βki (µ)ϕi (µk ), 1É i É ne ,
et l’approche vectorielle
ϕi (µ)≃
nb∑
k=1
βk(µ)ϕi (µk ), 1É i É ne .
Mais on peut constater que dans la première approche, la dimension de la base réduite est
nb×ne ; le nombre de degré liberté croît de manière linéaire avec le nombre d’électrons. À l’in-
verse, on peut remarquer que les coefficients βk(µ) de la deuxième approche, ne dépendent
pas du nombre d’électrons. De plus, des tests préliminaires basés sur la meilleure approxima-
tion par projection, ont montré que la deuxième approche nécessitait un nombre de degrés
de liberté plus faible. Ainsi nous avons choisi de poursuivre avec cette dernière approche. Re-
marquons maintenant qu’au vu de l’algorithme ODA présenté précédemment, la construc-
tion de la base réduite nécessite de chercher les ne fonctions propres ϕi (µk) associées aux
ne premières valeurs propres rangées par ordre croissant. Mais du fait de croisements pos-
sibles de valeurs propres, pour deux valeurs proches µ et µ∗ du paramètre, la fonction ϕi (µ∗)
peut être plus proche de ϕi+1(µ) que de ϕi (µ) ; de même +ϕi (µ) et −ϕi (µ) sont des fonc-
tions propres possibles. Nous avons donc proposé une procédure pour classer et orienter les
fonctions propres par similarité en suivant l’approche utilisée dans [30, 105]. Nous avons en-
suite utilisé l’algorithme Greedy présenté dans l’introduction pour construire la base réduite
Wnb = vect
{
Φ(µk ), 1É k É nb
}
.
Les tests préliminaires sur lameilleure approximation ontmontré des résultats satisfaisants
et les vérifications effectuées sur les contraintes orthogonalité nous ont conduit à ne pas né-
cessairement tous en tenir de compte dans la formulation bases réduites du problème (3.10)
qui s’écrit alors : trouver (Φnb (µ),λnb (µ)) ∈Wne ×Rne+ε(ne−1) tel que pour tout (ψ,ω) ∈Wne ×
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R
ne+ε(ne−1),
ne∑
i=1
[
1
2
∫
R3
∇ϕnb ,i∇ψi +
∫
R3
V ϕnb ,iψi +2
ne∑
j=1
∫
R3
∫
R3
|ϕnb , j (y )|2ϕnb ,i (x )ψi (x )
|x −y | dx dy
−
ne∑
j=1
∫
R3
∫
R3
ϕnb ,i (y )ϕnb , j (y )ϕnb , j (x )ψi (x )
|x −y | dx dy −λnb ,i i
∫
R3
ϕnb ,iψ j
]
+
ne∑
i=1
ωi i
(∫
R3
|ϕnb ,i |2−1
)
+ε
[ne−1∑
i=1
−λnb ,i i+1
∫
R3
ϕnb ,iψi+1+ωi i+1
∫
R3
ϕnb ,iϕnb ,i+1
]
= 0,
(3.18)
oùΦnb (µ)= (ϕnb ,i , 1É i É ne) et λnb (µ)=
(
λnb ,11(µ), . . . ,λnb ,nene (µ),ελnb ,12, . . . ,ελnb ,ne−1ne (µ)
)
et où ε prend les valeurs 0 ou 1. En comparant avec (3.10), on constate que nous avons gardé
toutes les contraintes de normalité et le cas écheant, les contraintes d’orthogonalité adjacentes
en choisissant ε= 1. Le système est de taille nb+ne+ε(ne−1) et nous avons utilisé uneméthode
de Newton pour le résoudre.
Les résultats numériques obtenus sur la molécule d’eau, avec comme paramètre un couple
µ = (θ,d ) où θ est l’angle entre les deux liaisons hydrogène et oxygène et d est une des deux
distances H–O, ont montré une convergence d’ordre 9 de la méthode. L’ordre de convergence
en erreur relative sur l’énergie ERHF est le double. Cela indique que ERHF peut être bien ap-
prochée avec une base réduite de petite dimension. Dans la figure 3.2 nous avons représenté
deux courbes d’énergie totaleW définie en (3.8), de la molécule d’eau en fonction de l’angle
entre les deux liaisons. Pour une des courbes, le calcul de ERHF a été fait avec l’approximation
“exacte” LCAO en considérant 65 degrés de libertés. Pour l’autre courbe, ERHF a été calculé par
bases réduites avec nb = 7 ; ce qui fait 13 degrés de libertés en comptant les ne = 5 contraintes
de normalité (ici nous avons pris ε = 0). Nous pouvons remarquer que les deux courbes sont
confondues. L’erreur relative en énergie ERHF est de l’ordre de 10−8.
Notonsqu’ici, nousn’avonspasutilisé la décompositionhors-ligne/en-ligneprésentée dans
l’introduction et donc, les temps de calcul restent coûteux. Le développement de cette décom-
position en traitant les termes non linéaires et non affines par rapport aux paramètres par les
méthodes introduites dans [18, 70, 95], constitue une continuation naturelle de travaux réalisés
ici. Une autre extension possible réside dans le développement d’estimateurs a posteriori pour
évaluer la précision de l’approximation.
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Chapitre 4
Perspectives
Nous réunissons dans ce chapitre quelques travaux en cours ou des projets de recherche à
explorer qui sont dans la continuité de ceux présentés dans ce mémoire.
Problèmes elliptiques en domaine non borné. Après avoir étudié les équations station-
naire d’Oseen dans tout l’espace et dans des domaines extérieurs, avec Mohamed Meslameni,
nous réfléchissons sur une question naturelle : que peut-on dire sur ces équations dans undemi-
espace ?
À notre connaissance, il existe très peu de travaux sur ce problème dans la littérature. Nous
pouvons uniquement citer ceux de Hillairet et Wittwer [75] sur la version scalaire des équa-
tions d’Oseen (1.14) dans un demi-plan. Contrairement au cas du domaine extérieur, le bord
d’un demi-espace est non borné. Ainsi les théorèmes de trace usuels ne sont plus utilisables
ici et cela constitue une difficulté supplémentaire. Mais la plus grande difficulté réside dans le
fait, qu’à notre connaissance, l’anisotropie des équations d’Oseen semble rendre difficile (voire
impossible) l’utilisation du principe de réflexion qui consiste à se ramener à tout l’espace et qui
a été utilisé pour les problèmes de Laplace et de Stokes (voir par exemple [10, 21, 22, 48]).
Trafic routier et piétonnier. Nous poursuivons les travaux menées dans la section 2.2 sur
deux points.
⊲ Nous introduisons actuellement une classe plus générale de contraintes afin de pou-
voir tenir compte du temps dans l’influence de l’efficacité d’une sortie. En reprenant la
contrainte (2.7), nous définissons
q(t )=Q[ρ](t ), p.p. sur [0,T ], (4.1)
où T est un temps final donné et Q est une application définie par
Q :C 0
(
[0,T ];L1(R,R)
)→ L1 ([0,T ]; [0, fmax]) ,
où, en gardant les mêmes notations que celles de la section 2.2, le flux f est définie de
[0,R] vers [0, fmax]. Notons que la contrainte non locale (2.6c) dumodèle ADR entre dans
cette classe. Nous donnons un autre exemple ci-dessous :
Q[ρ](t )= p
(∫
R−
∫t
0
w (x)κ(t − s)ρ(s,x)ds dx
)
,
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oùw ∈C 1(R,R+) est à support compact et croissante, κ ∈C 1(R+;R+) est à support com-
pact et décroissante. Ici, l’opérateur Q reproduit la situation où l’efficacité de la sortie
dépend des valeurs de la densité dans supp κ(t − ·)×supp w . Par ailleurs, l’hypothèse
de décroissance de la fonction κ traduit le fait que les valeurs de la densité éloignées
dans le temps n’ont pas d’influence sur l’efficacité de la sortie. Ces contraintes géné-
ralisées permettent de prendre en compte des feux de circulation et, par conséquent,
d’étudier les questions d’optimisation de trafic. Nous avons aussi bon espoir que ce
type de contraintes peut permettre de prendre en compte certaines réactionsmoyennes
des piétons ou des automobilistes qui peuvent influencer l’efficacité d’une sortie. Un
exemple d’un tel comportement moyen est l’auto-organisation qui a été mise en évi-
dence par des données expérimentales par Cepolina et Tyler [31]. Ce comportement se
traduit par une remontée de l’efficacité d’une sortie après la chute, sans toutefois at-
teindre le niveau initial.
⊲ Dans le trafic routier, des données expérimentales suggèrent que le modèle LWR (2.6a),
(2.6b), (2.8) est insuffisant pour décrire un trafic encombré. Des modèles plus précis,
dit de second ordre, qui font intervenir un système de deux lois de conservation ont été
développés. Avec Julien Yves Rolland qui a rejoint le groupe, nous prévoyons d’étudier
les effets de la chute d’une capacité d’une sortie avec des modèles de second ordre.
Actuellement nous avons considéré le modèle d’Aw-Rascle [16] et Zhang [120] (ARZ)
que l’on peut écrire sous la forme :
∂ρ
∂t
+ ∂
∂x
(ρv)= 0
∂y
∂t
+ ∂
∂x
(yv)= 0,
(4.2)
où y est définie par
y = ρw, w = v +p(ρ),
et p est appelé fonction d’anticipation qui prend en compte la réaction des automobi-
listes par rapport à l’état du trafic se trouvant devant eux. Nous ajoutons au modèle la
contrainte définie
ρ(t ,0±)v(t ,0±)É q(t ), (4.3)
où q est définie par (2.6c) et sera, dans un avenir plus ou moins proche, définie par la
contrainte généralisée (4.1). Dans l’approximation de (4.2) par volumes finis, nous uti-
lisons les schémas proposés dans [33, 59] pour calculer les discontinuités de contact et
pour la prise en compte de la contrainte.
Modèle d’épidémiologie. À travers une thèse qui débutera en septembre 2015, que nous
encadrerons avecMustaphaMokhtar-Kharroubi et Antoine Perasso, nous envisageonsd’étendre
les travaux menés dans [A14] sur aumoins deux points :
⊲ Le premier consiste à étudier le comportement en temps long du modèle (2.22) avec
une condition de bord non locale et non autonome, afin d’étudier l’impact d’une source
de contamination externe de maladie. Cela permet aussi de prendre en compte des cas
plus réalistes de source de contamination externe.
⊲ Le deuxième consiste à considérer des fonctions de croissance de la maladie plus géné-
rale et non nécessairement exponentielle.
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