Abstract. Spaces of continuous piecewise linear finite elements are considered to solve a Poisson problem and several numerical methods are investigated to recover second derivatives. Numerical results on 2D and 3D isotropic and anisotropic meshes indicate that the quality of the results is strongly linked to the mesh topology and that no convergence can be insured in general.
1. Introduction. It is well known from standard finite element textbooks [8] that optimal a priori error estimates for continuous piecewise linear finite elements in the framework of elliptic problems involve the second derivatives of the exact solution:
(1.1)
Hereabove, u is the exact (unknown) solution of the elliptic problem in the domain Ω of R 2 or R 3 , h denotes the mesh size, u h is the finite element approximation, and C is a positive value independent of h and u but dependent on the aspect ratio of the finite elements, triangles or tetrahedra for instance.
Recently, adaptive finite elements with large aspect ratio have been used with success for various engineering applications involving sharp boundary layers, see for instance [7, 12, 15, 1, 5, 16, 10] for CFD applications. Most of these anisotropic adaptive algorithms use numerical approximations of the second derivatives of the exact solution as refinement criterion, except for [27, 26, 3] , where post-processing is used instead. From the theoretical point of view, the standard finite element interpolation theory was revisited to account for meshes with large aspect ratio [16, 13, 14] so that estimate (1.1) can be updated by using the Hessian matrix, the constant C being then independent of the mesh aspect ratio.
The goal of this paper is to study numerical methods to approach the second order derivatives of the exact solution u using the piecewise linear finite element approximation u h . Intuitively, an approximation of second order derivatives using piecewise linear element functions should not converge. Indeed, the L 2 norm of u − u h is, at most, of order two, the H 1 error of order one, the H 2 error should be of order zero. However, several techniques have been reported to converge [31] , at least on special meshes. In this paper, we prove that the L 2 error for second derivatives in weak form is bounded (of order zero) for general unstructured meshes and we construct a special mesh for which no convergence occurs. We then prove that second order derivatives converge whenever superconvergence occurs for gradients, this being the case on special meshes. Numerical experiments on several type of meshes show that a convergence rate cannot be guaranteed in general. However, numerical experiments on adapted meshes with large aspect ratio show that reasonable approximations of the second derivatives are obtained.
The model problem and numerical approximations.
For the sake of clarity, the methods are presented in two space dimensions. However, the extension to three space dimensions is obvious. Numerical results are presented at the end of the paper in two and three space dimensions.
The Poisson problem is considered in a polygonal domain Ω of R 2 . Given f ∈ L 2 (Ω) we are looking for u : Ω → R such that
The reader should note that homogeneous Dirichlet boundary conditions have been considered for the sake of clarity, however, mixed Dirichlet-Neumann homogeneous boundary conditions may apply as well.
For any h > 0, let T h be a conforming mesh of Ω into triangles K with diameter h K less than h. Let V h be the usual finite element space of continuous functions that are linear on triangles from T h , V h,0 the subspace of V h corresponding to functions zero valued on ∂Ω. The finite element approximation corresponding to (2.1) consists of finding u h ∈ V h,0 such that
In this paper, the theoretical results are proved only for isotropic meshes, regular in the sense of [8] , but numerical results are presented for isotropic and anisotropic meshes. Assuming sufficient regularity on u, our goal is to approximate
using only u h . The first method stems from the weak formulation of (2.3) and consist in finding an approximation w h ∈ V h such that
where n = (n 1 , n 2 ) T is the unit outer normal of ∂Ω. Note that when mass lumping is used, (2.4) leads to a linear system with diagonal matrix. When mass lumping is not used, the condition number of the linear system is O(1) so that the number of iterations required to solve the linear system by the conjugate gradient method is independent of the mesh size (typically less than ten).
Several types of structured and unstructured meshes will be used throughout the paper in order to perform numerical experiments, see Fig. 2 .1. The structured meshes (regular and criss-cross patterns) have been produced using the QUAC and Q4T modules of the MODULEF software [2] . The frontal unstructured meshes are obtained using the TRIA module of MODULEF or the BL2D-V2 software [22] , while the Delaunay unstructured meshes are obtained using the BL2D-V1 software [21] or the triangle software [30] . The interested reader should note that in the frontal modules, the vertices and triangles are added in a frontal manner, starting from the boundary. In the special case when the domain is the square, it can be seen in Fig. 2 .1 that the triangles are equilateral, except along the two diagonals. On the other side, in the Delaunay module, an algorithm is used to place the vertices inside the domain (proceeding for instance as in Fig. 7 .10 of [16] ) and then the vertices are connected using a Delaunay generator. Whenever needed, optimization modules can then be applied to enhance the quality of the mesh. regular criss-cross unstructured unstructured pattern pattern frontal Delaunay Two important remarks can be done concerning method (2.4) with mass lumping. Remark 2.1. On regular pattern meshes with vertex spacing h, (2.4) yields: 
and when we replace u h by r h u, then (2.4) yields either to w h (P ) = −3/2 if P is an internal vertex having four neighbours or to w h (P ) = −9/4 if P is an internal vertex having eight neighbours.
We therefore conclude that this method may or may not converge according to the mesh type. In fact we have the following result on general unstructured meshes, which corresponds to the worst case scenario. Theorem 2.3. Assume that Ω and f are such that the solution of (2.1) is in H 3 (Ω). Let w be defined by (2.3) and w h by (2.4) . Assume that the mesh is regular in the sense of [8] . Then, there is a constant C such that for all h ≤ 1, we have:
Proof. By definition of the L 2 norm, we have:
for all v h ∈ V h . Using (2.3) and (2.4), we obtain
thus using the Cauchy-Schwarz inequality
Using inverse estimates, there is a positive constant C independent of h such that
Finally, writing v h − w h = v h − w + w − w h , using the triangle inequality and Young's inequality yields:
(Ω) and we can choose v h = R h w the Clément interpolant [9] and we have
where C is independent of h and u. Therefore, in order to prove (2.5), it suffices to prove that
is bounded independently of h. From standard textbooks [8] , this is clearly true for the first term, therefore it remains to prove it for the second term. Indeed, by the triangle inequality, we have
Using classical interpolation results in one space dimension and a trace inequality, we have
where C andC are independent of h and u. On the other hand, an inverse inequality yields
Now, it suffices to use the triangle inequality and classical interpolation results to obtain
where C andC are independent of h and u. This yields the desired result.
Again, we would like to stress that (2.5) cannot be enhanced for general unstructured meshes, since we already know that convergence does not occur on meshes with the criss-cross pattern, see Remark 2.2. However, on general anisotropic adapted meshes, (2.4) yields quite accurate results, see Section 3.
Looking at the proof of Theorem 2.3, we observe that if we could replace ∂u h /∂x 1 by a better -superconvergent -gradient, then convergence of second order derivatives could be achieved. In order to define this better gradient, we introduce Π h :
and
Again, when mass lumping is used, (2.6) leads to a linear system with diagonal matrix and the following explicit formula holds for any vertex P of the mesh:
and then we set
where N h denotes the number of vertices of T h and ϕ i denotes the usual shape function corresponding to vertex P i .
We then have the following result. Theorem 2.4. Assume that Ω and f are such that the solution of (2.1) is in H 3 (Ω). Let w be defined by (2.3) and set
where
Assume that the mesh is regular in the sense of [8] . Assume that Gu h superconverges to ∇u up to the boundary, that is there exists two constantsC and 0 < α ≤ 1 independent of h such that:
Then, there is a constant C such that for all h ≤ 1, we have:
Proof. By definition of Π h , (2.7) writes
Integrating by parts, we obtain
We then follow the proof of Theorem 2.3 by replacing ∂u h /∂x 1 by (Gu h ) 1 and use the superconvergence property to conclude.
In what follows, we will use two methods to obtain better gradients, namely Zienkiewicz-Zhu post-processing [37, 38] and least-squares [17, 4, 25, 35] .
Zienkiewicz-Zhu post-processing corresponds to an L 2 projection of ∇u h onto V h :
The theoretical properties of Zienkiewicz-Zhu post-processing have been studied by various authors. In [20, 32] , it is proved that superconvergence holds on parallel meshes away from the boundary. However, as remarked in [29] , this is wrong on meshes with the chevron pattern. Local superconvergence results on regular meshes being locally uniform are proved in [34] . In [23, 18, 19, 33] , it is proved that superconvergence occurs on meshes made of near parallelogram triangle pairs. In [36] , it is claimed that Delaunay mesh generators satisfy this property but the numerical results reported at the end of this paper indicate that this is not always the case.
We now turn to least squares [17, 4, 25, 35] . The goal is to find, for each vertex P i of the mesh, a polynomial of degree two that fits in the least squares sense the values of u h in the neighbourhood of P i . More precisely, for each vertex P i of the mesh, we consider the neighbouring vertices. If the number of neighbours is strictly less than five, then the neighbours of the neighbours are added to the list. Let P j i , j = 1, ..., N i , denote the obtained list with N i ≥ 6 (including vertex P i itself). We then use the local (x 1 , x 2 ) coordinate system with P i as origin and denote (ξ j , η j ) the coordinates of P j i in this local system. The method then consists of fitting locally, in the least squares sense, the polynomial of degree two:
to the values u h (P j i ) at the neighbouring vertices. This corresponds to solving the N i × N i linear system
The linear system (2.9) is invertible as soon as the vertices P j i , j = 1, ..., N i , are not on a conic section; this can be proved under reasonable mesh conditions, see Definition 2.2 and Theorem 2.3 of [25] . Moreover it is proved in [25, 35] that this method preserves polynomials of degree two and that the gradient superconverges on mildly structured meshes.
Therefore, an approximation of w = ∂ 2 u/∂x 2 1 can be obtained by setting 10) and w h being still defined by (2.7). Another approximation simply consists of setting
3. Numerical results.
2D computations.
The following methods have been tested to approach w = ∂ 2 u/∂x 
where (Gu h ) 1 is defined by (2.8),
where w h is defined by (2.7) and (2.8),
where (Gu h ) 1 is defined by (2.10),
where w h is defined by (2.11),
where w h is defined by (2.7) and (2.10),
where w h is defined by (2.4).
All the results reported hereafter correspond to mass lumping. Numerical computations have also been performed without mass lumping, but the results are not reported since the trends remain the same. We set Ω = (0, 1) 2 and choose f so that the exact solution u is given by u(x 1 , x 2 ) = sin(2πx 1 ). Zero Dirichlet boundary conditions apply on the vertical boundaries of Ω whereas zero Neumann boundary conditions apply on the horizontal boundaries. In Table 3 .1 we report numerical experiments for regular pattern meshes, see Fig. 2 The criss-cross pattern of Fig. 2 .1 is now considered, the results being displayed in Table 3 We now turn to the unstructured frontal pattern of Fig. 2 .1, the results being reported in Table 3 .3. All the methods converge, but not as fast as for regular pattern meshes. On the other hand, when using unstructured Delaunay meshes, see Fig. 2 .1, the results are not very convincing since only method 2 seems to converge, see Table  3 .4. We believe that the fact that better results are obtained when using the frontal pattern rather than the Delaunay pattern is due to the quality of the triangles. Indeed, the frontal method produces triangles which are equilateral, except along the two diagonals of the unit square, see Fig. 2.1 . The results corresponding to unstructured Delaunay meshes using BL2D-V1 with methods 2 and 4 with h = 0.003125 are reported in Fig. 3.3 . On unstructured Delaunay meshes, there is no superconvergence for Zienkiewicz-Zhu gradients which implies, from the theoretical results of [33] that the meshes are not mildly structured (if they were, superconvergence of the gradients should occur and therefore second derivatives should converge). In [36] , it is claimed that Delaunay mesh generators produce mildly structured meshes, but this is not always the case. However, it should be noted the L 2 norm of ∇u − Gu h is always much less than ∇(u − u h ), therefore ∇u h − Gu h can still be used as a reliable error estimator in an adaptive algorithm. On unstructured Delaunay meshes, method 4, the weak form (2.4), is the worst one. This can be explained looking at Fig. 3.4 , where w h is plotted when h = 0.0125. The accuracy of w h is poor around vertices having four neighbours, which corresponds to a local criss-cross pattern for which the method does not converge, according to Remark 2.2. Note that the BL2D-V1 software yields better results than the Triangle software, mainly due to the fact that the number of vertices having four neighbours is larger when using Triangle than when using BL2D-V1. Numerical experiments with Triangle have been performed using the option "quality mesh generation" with no angles smaller than 28 or 32 degrees. In both cases, the results obtained with Triangle are worse than those obtained with BL2D-V1. Table 3 .4 Unstructured Delaunay pattern when using the BL2D-V1 software [21] (top) and the Triangle software [30] (bottom). We now study two variants of the least squares method in which (variant 1) for each vertex of the mesh, the neighbours of the neighbours are always taken into account. Another variant (variant 2) is to weight the equations corresponding to the neighbours and those corresponding to the neighbours of the neighbours differently, thus solving
instead of (2.9). Hereabove, D is a diagonal matrix with entry 1 if the index corresponds to a vertex neighbour and 1/2 if it corresponds to a neighbour of a neighbour. The results are reported in Table 3 .5 for the unstructured Delaunay pattern and show that these two variants of method 2 lead to the best results, namely order one convergence of the second derivatives. Such results confirm those reported in [31] . We have performed computations using the meshes obtained with the anisotropic adaptive algorithm presented in [27, 26, 28] . The goal of the adaptive algorithm is to generate anisotropic adapted meshes such that
In other words the estimated relative error should be close to a preset tolerance T OL. Hereabove, η K is a local anisotropic error estimator based on FormaggiaPerotto interpolation estimates [13, 14] and on Zienkiewicz-Zhu post-processing. In Table 3 .6, results are reported when T OL goes to zero, ar denoting the average aspect ratio, ei ZZ the effectivity index of Zienkiewicz-Zhu post-processing:
The results are surprising, since method 4 is again the best one as for regular pattern meshes. The approximation w h computed with methods 2 and 4 is plotted in Figs. 3.5 and 3.6 when T OL = 0.0625 Eventhough there is no clear practical convergence rate for method 2, the pointwise error is only 2%. The error for method 4 cannot be seen in the zoom of Fig. 3 .6, it is less than 0.3%. Numerical experiments with anisotropic adaptive meshes have also been performed with the genuine 2D function
where α = 100. The adapted mesh and computed solution u h are reported in Fig. 3 .7 when T OL = 0.0625. Results with several values of T OL are summarized in Table  3 .7. Both methods 1 and 4 compare well while the least square methods 2 and 3 seem to diverge with the smallest value of T OL. This is probably due to ill-conditionned matrices when solving the linear system (2.9). The best method is then obtained using variant 1 of the least square method (take the neighbours and the neighbours of the neighbours), see Table 3 .8. 3.2. 3D computations. In three space dimensions we have only implemented methods 1 and 4. We set Ω = (0, 1) 3 and f so that the solution of (2.1) is given by
Thus is smooth, takes values between zero and one, and varies rapidly in a region of small width. In Table  3 .9, our results are reported when using structured meshes using the tetr module of the MODULEF software [2] . The computational domain is cut into cubes, each cube being cut in 5 or 6 tetrahedra. Superconvergence of the Zienkiewicz-Zhu gradient can be observed in both cases. We refer for instance to [6] and to the references therein for superconvergence results when each cube is cut in 6 tetrahedra (the so-called Kuhn partition). When each cube is cut into 5 tetrahedra and when the patches are translation invariant, superconvergence of the Zienkiewicz-Zhu gradient is proved in [24] . Therefore, in Table 3 .9, convergence of method 1 can be explained with the help of Theorem 2.4. On the other hand, method 4 does not seem to converge when cutting each cube in 5, whereas convergence can be observed when cutting each cube in 6. In Fig. 3 .8, we have reported a cut along the x 3 = 0.5 plane of w h computed with method 4 when h = 0.0125, each cube being cut into 5 tetrahedra. Clearly, oscillations can be observed, as for the criss-cross pattern in 2D, see Fig. 3 4, 5, 6) . We have also performed computations using the meshes obtained with the anisotropic adaptive algorithm presented in [28] , the mmg3d remeshing tool [11] being used. The initial mesh was a 10 × 10 × 10 mesh and 30 mesh iteration were performed for each run. The numerical approximation u h is plotted in Fig. 3 .9 when T OL = 1, the numerical results with several values of the T OL are reported in Table 3 .10. As for 2D results with adaptive meshes (Table 3 .6 col. 4), there is no clear convergence rate. The approximation w h is plotted in Fig. 3 .10 for T OL = 0.125 and the pointwise error remains within 10%. Numerical results in 2D and 3D show that the precision of all methods considered depends strongly on the mesh topology and that no convergence can be certified in general. However, there is not blow-up and the values obtained are probably accurate enough in order to be used as refinement or coarsening criteria in adaptive algorithms.
