Methods

Archaeology
We use the Australian Archaeological database (Williams et al. 2008) to plot the distribution of archaeological sites in the Lake Eyre basin (LEB). This dataset utilises radiocarbon and luminescence ages to highlight the dominance of sites < 23 ka within the LEB (Fig DR1) .
Optically stimulated luminescence chronology Dose rate measurement
Lithogenic radionuclide activity concentrations were determined using highresolution gamma spectrometry (Murray et al., 1987) , with dose rates calculated using conversion factors (Stokes et al., 2003) . β-attenuation factors were taken from (Mejdahl, 1979 ) whilst cosmic dose rates were calculated from (Prescott and Hutton, 1994) . For all samples, dose rates have been calculated using the as measured radionuclide contents. An assumed water content of 2 ± 1% was used to calculate dose rate attenuation by moisture (Aitken, 1985) , and an internal dose rate of 0.03 ± 0.01 Gy/ka was assumed based on previous measurements of quartz from Australia (Bowler et al., 2003) and South Africa (Jacobs et al., 2006) . Results are shown in Table DR1 .
Sample preparation and D e measurement
Quartz grains from each of the Lake Eyre (n = 15) samples were obtained and prepared in the standard manner (e.g. Aitken, 1998) . Sodium polymetaphosphate was used to remove clays, followed by wet then dry sieving to obtain the 180-212 µm fraction. This was then treated with hydrochloric acid and hydrogen peroxide to remove carbonates and organics. Hydroufluoric acid (40%) etches of 40 and 5 minutes were then undertaken to remove the majority of feldspars and to etch the outer ~10 µm alpha-irradiated rind of each grain, followed by a further wash in hydrochloric acid to remove acid-soluble fluorides. Two density separations using sodium polytungstate solutions with specific gravities of 2.72 and 2.62 were then used to ensure mineralogical purity. Finally, the samples were wet sieved through a 180 µm sieve to remove any grains fractured during the etching process.
Individual sand-sized (180-212 µm diameter) quartz grains were mounted on aluminum discs with 100 300µm-diameter holes and loaded into a Risø DA20 TL/OSL reader for measurement. Single quartz grains were stimulated with green (532 nm) laser light (Bøtter-Jensen et al., 2003) for 2 s at 125°C. D e values were estimated by summing first 0.22 s of signal and using the final 0.33 s as background. The ultraviolet OSL emissions were measured using an Electron Tubes Ltd 9635Q photomultiplier tube fitted with 7.5 mm of Hoya U-340 filter. Laboratory irradiations were given using calibrated 90 Sr/ 90 Y beta sources mounted on Risø TL/OSL reader. A modified single-aliquot regenerative-dose (SAR) procedure (Murray and Wintle, 2000) was used to obtain D e values. This procedure makes use of the sensitivity-corrected OSL signals from laboratory applied regenerative doses to construct a dose-response curve onto which the sensitivity-corrected natural signal is projected to obtain a D e estimate. Sensitivity changes are monitored and corrected for using the OSL signal resulting from a small test dose, 10 Gy in this study, applied after the optical stimulation of each natural and regenerative dose (Murray and Wintle, 2000) .
The suitability of the SAR procedure for obtaining a robust dose estimate from each grain was assessed using standard tests. Grains were rejected as having an unsuitable OSL signal if they failed one of the following tests:
1. Grains with dim OSL signals were rejected if (i) the test dose of the natural had a background that was less than 3 times its signal, or (ii) no OSL decay curve was observed. 2. Recycling ratio (Murray and Wintle, 2000) : a grain was rejected if the ratio of two identical regenerative doses was more than 2σ difference from unity. Two recycling ratios (40 and 178 Gy) were employed in this study. 3. Thermal-transfer/recuperation test : a grain was rejected if the ratio of a sensitivity-corrected OSL signal following a 0 Gy regenerative dose and the natural was greater than 0.05. 4. OSL-IR depletion ratio test (Duller, 2003) : grains whose OSL signal was depleted following infra-red stimulation for 40 s at 50°C were inferred to have feldspar inclusions within the grain, and were thus rejected. 5. Grains for which the sensitivity-corrected natural signal did not intersect the dose-response curve (i.e., class-3 type grains following Yoshida et al., 2000) . In addition, grains were rejected if the sensitivity-corrected natural signal was projected onto the saturated portion of the dose-response curve and if the estimated D e value was consistent with zero at 2σ. The latter criterion was employed to remove intrusive modern grains from the dataset.
Dose recovery experiments Murray and Wintle, 2003 ) using single-grains (Gliganic et al., 2012) were used as an empirical means of determining the appropriate regenerative and test dose preheat combinations for a representative sample (TR9-2), as well as demonstrating the SAR procedure could be used to reliably obtain a known dose. Two subsets of grains were bleached in unfiltered sunlight for ~3 days to remove the latent natural OSL signal before being given a beta irradiation of 40 Gy or 120 Gy. These tests were used to assess the suitability of the measurement conditions and sensitivity-corrected OSL signal at doses below and close to the anticipated OSL-saturation limit 48 . Results, presented in Table DR2 , show that the regenerative and test-dose preheat combination of 260°C for 10 s and 220°C for 5 s, respectively, produced measured/given dose ratios consistent with unity in both tests, suggesting the suitability of this procedure for dose estimation.
A modified SAR procedure using a preheat combination of 260/220°C and a 10 Gy test dose was used to measure between 800 and 1000 quartz grains from the Illusion Plains samples. Galbraith et al., 1999) was used to calculate the weighted mean D e (displayed as lines in Figure DR3 -DR6) and overdispersion values of each dataset (Table DR3 ). The overdispersion value represents the spread in D e values beyond that accounted for by measured uncertainties on the individual D e estimates. Overdispersion values for our samples range between 23% and 78%. To further characterize the D e distributions for each sample, the finite mixture model (FMM; Roberts et al., 2000) was applied to each dataset. Results are presented in Table DR4 and are shown as grey shaded bands in Figure DR3 -DR6. All datasets except one were best fitted by two components, while sample TR2-4 was best fitted by four components. Table DR5 shows the ages calculated using the weighted mean D e values calculated using the CAM and the major population identified using the FMM. The choice of which model most likely represents deposition was assessed on statistical and contextual grounds. For some samples the interpretation of the CAM or FMM as depositional is clear but for other samples, contextual and comparative evaluation is required to deduce which ages most likely represent deposition. For example, we interpret the D e data from samples TR2-3, TR5-1 and TR1-3 to be most appropriately described by the CAM because no 'dominant' FMM component was identified, these samples have a relatively low CAM overdispersion (23 -27%), and no stratigraphic evidence for mixing was described. Thus, the use of the FMM cannot be justified for these samples and the age calculated using the CAM is interpreted as depositional. The remaining samples are comprised of populations of grains with significantly different D e values and one dominant population that comprises the majority of grains.
Shoreline chronology
Stratigraphic observations and statistical methods were used to determine the relationship between ages. Samples were grouped into subsets based on their similarity in stratigraphy, elevation and age. The consistency of age estimates in each elevation-subset was assessed using the homogeneity-test (Galbraith, 2003) . 'Gvalues', which will be from a chi-squared distribution with n-1 degrees of freedom if all estimates are consistent, were calculated for each subset and the G-value was, thus, used to obtain 'P-values' for each subset. A significantly small P-value (e.g. <0.05) suggests that the age estimates in a subset are not consistent with a common value.
Results are presented in Table DR6 . The samples in each shoreline-subset have statistically consistent ages. A weighted mean shoreline age was, thus, calculated for each subset. These results indicate that Lake Eyre was full to the following depths at: 47.9 ±1.8 ka -18.8 m deep (shoreline at ~3.8 m-AHD) 55.9 ± 2.1 ka -17.5 m deep (shoreline at ~2.5 m-AHD) 59.8 ± 1.9 ka -20 m deep (shoreline at ~5 m-AHD) 78.8 ± 4.2 ka -26 m deep (shoreline at ~11 m-AHD) 93.5 ± 3.8 ka -25 m deep (shoreline at ~10 m-AHD) 108.0 ± 4.6 ka -24 m deep (shoreline at ~9 m-AHD) 3. Lake hypsometry and water balance Lake Hypsometry and level comparison Using topographic data (Leon and Cohen, 2012) , we examined the hypsometric changes and differences between Lake Eyre and Lake Frome from the lowest measured level until the highest recorded shoreline on each lake (Fig. 2 main text) . Given the lake hypsometry may significantly influence the recorded shoreline elevations (Mason et al., 1994) , we first evaluate the degree to which a relative change (%) in inflow volume (V ) causes a relative change in lake depth ( D ) as:
This demonstrates that for the same inflow volume in both lakes, Lake Frome has a change in depth ~30% greater than does Lake Eyre because of differences in hypsometry ( Fig. DR7 -DR8 ). This effect is particularly important in the interpretation of smaller lake depths which are recorded at Lake Frome post 48 ka, but not on Lake Eyre (Fig. 2 main text) .
Equilibrium water balance
We construct a lake water balance for Lake Eyre on the basis of equilibrium levels and area. Although there is in reality considerable variation in lake dimensions over short time periods (10 -100 years), especially in arid and semi-arid settings, given the paucity of modern data available we consider the hypothetical equilibrium level to be equivalent to the mean lake water balance over these time scales. For closed lake basins, the basis of the annual water balance is relatively simple, and wellstudied (Langbein, 1961; Benson and Paillet, 1989; Mason et al., 1994) :
Where the only outputs are due to evaporation ( E , m/yr), the only inputs due to river inflow ( Q , m 3 /yr) and direct precipitation over the lake ( P , m/yr), and the geometric response of the lake is in terms of lake area ( A , m 2 ). Since Lake Eyre is the lowest point in Australia, some groundwater inflow can also be expected, however this is likely to be minimal in comparison to the other terms in the water balance (groundwater outflow can be ignored for the same reasons). Since Lake Eyre is a closed lake basin, it is necessary that E P > and we can therefore regard the net atmospheric losses from the lake as N L E P = − . Equation (2) therefore simplifies (Benson and Paillet, 1989) 
This illustrates that A is the crucial metric by which closed lakes can respond to changes in inflow ( Q ) or the net atmospheric losses ( N L ). Since we have a good estimate of the modern extent of A , here taken to be the largest historical filling in 1974 (8120 -8750 km 2 ), and the palaeo extent of A can be estimated based on the palaeoshoreline elevation (Fig. DR2 , Table DR7 ), we can re-arrange equation (3) in terms of Q to determine the relative changes in inflow hydrology and water availability within Lake Eyre for the last ~120 ka. This also requires realistic estimates of palaeo N L , for which we apply four different values derived from the water balance data available from 1974 -1978 (Bye and Will, 1989 Based on these modern estimates of lake precipitation and evaporation, we adopt a range of N L values from 'wet' (1200 mm/yr) to 'dry' (2100 mm/yr) ( Figure DR9b ). Using these N L ranges, we can then calculate a hypothetical equilibrium inflow ( E Q ) required to maintain the lakes at the estimated aerial extent for all palaeo-shoreline elevations ( Table DR7 ). Given that shoreline development requires a degree of lakelevel stability, each shoreline is assumed to indicate an interval of equilibrium inflow conditions, and thus Q becomes E Q in Equation (3).
Response time We analyse the timescale over which the lake can respond and adjust back to an equilibrium depth following instantaneous inflows via the evaporative adjustment of lake area. Since Lake Eyre is a closed lake this equilibrium response time ( e τ ) is straightforward and can be formulated (Mason et al., 1994) as:
Where D is lake depth. Equation (4) shows that the primary adjustment mechanism of closed lakes to changes in inflows is net evaporative losses per unit lake area, and is therefore highly dependant on the lake hypsometry ( Fig. DR7 ). We apply Equation (4) to the hypsometric data in Fig. DR7a for every 1m change in lake depth, and for the range of N L values outlined above (to provide a conservative estimate of uncertainty), and show that the geometric variations produce characteristic changes in the response time of the lake (Fig. DR10b ).
Lake filling and drying In order to conceptually explore the increases and decreases in inflow required to fill and dry Lake Eyre, we construct a time varying water balance that calculates the volume (V ) of the lake at time t as:
, which we estimate using linear regression for the volume-area range of interest ( Fig. DR11 ), which gives ( ) 46.96 + 6892 f V V =
. For E and P the 'wettest' (low E , high P ) measured values from 1974 are used ( E = 1767 mm/yr, P = 472 mm/yr, Fig. DR9a ).
These constant values for E and P would not necessarily be realistic for the large time ranges covered here, thus they must be considered as a minimum constraint on the inflow required, and therefore also on the likely changes in lake volume. For the sake of simplicity, we also use a series of constant inflow volumes, since there is a large range of possible iterations for this parameter. Given these assumptions, our analysis is useful for a number of reasons. The first is that Equation (5) highlights important limits on the capacity of certain inflow magnitudes to fill the lake, since as , then
which states that as net lake losses necessarily increase due to the expanding lake area, they may approach the inflow volume and therefore become equivalent to an equilibrium inflow (as indicated by the asymptotic curves on the y-axis in Fig. DR12 ). At our prescribed E and P rates, inflows less than ~33 km 3 /yr are not able to produce the highest lake levels, since at this aerial extent, the net losses become ~32.9 km 3 /yr. This also results in highly non-linear filling times with small changes in inflow volume resulting in large differences in filling times (Fig. DR12 ). Table DR8 presents an inventory of 159 channel bedload units dated with optically stimulated luminescence (OSL) or thermoluminescence (TL) from natural exposures and drill-holes along the main rivers draining Lake Eyre basin (Fig. DR1) . Figure DR13 presents scatter plots of the dated bedload units (<150 kyr, n=130) with their absolute and relative standard-error uncertainty. The good correlation that exists between a set of 20 duplicate TL and OSL ages (Fig. DR14) warrants their amalgamation for the purposes of frequency distribution analysis . Fig. DR16 presents the frequency distribution of dated bedload units in the form of a 'normal kernel density estimate' (NKDE): a data-smoothing method constructed by representing each age as a Gaussian probability curve, then averaging the array of curves point-wise to create a single composite curve (Galbraith and Roberts, 2012) .
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Correcting for bias
The inherent incompleteness of the stratigraphic record is the result of several factors that combine to bias the frequency distribution of recorded geological events. The most important of such biases is the 'Sadler effect': the power-law decrease in erosion or sedimentation rate with measurement interval, thought to reflect the distribution of hiatuses between geological events (Sadler, 1981; Schumer and Jerolmack, 2009 ).
Average deposition rates were calculated from the inventory of dated channel bedload units (Table DR8) , and then log-binned before regression analysis (Fig.  DR17) . The apparent decrease in deposition rate over time is consistent with the 'Sadler effect' bias, as described by a power law: V = C t ϒ , where V is apparent deposition rate, t is time, and C and ϒ are constants. An empirical calibration was applied as a first-order correction to the age distribution via t -ϒ (where ϒ = -0.658, Fig. DR17 ) yielding a 'corrected' distribution of fluvial activity (Fig. DR18, Fig. 2C ). Figure DR1 . Distribution of archaeological sites ( 14 C and TL) in the Lake Eyre basin derived from (Williams et al., 2008) . F = Finke River, G = Georgina River, D = Diamantina River, C = Cooper Creek. 
Data Repository Figures
Figure DR8
Relative (%) change in lake depth due to a relative change in lake volume for Lake Eyre (open circles) and Lake Frome (black circles) using Equation (1). The best fit linear regression for Lake Frome and for Lake Eyre, indicating a ~30% greater response in lake depth for the same inflow volume in Lake Frome than Lake Eyre.
Figure DR9
Modern Lake Eyre estimates of (a) annual direct lake evaporation and precipitation from 1974-1978, and (b) the same data converted to L N vs precipitation. The dashed lines in (b) correspond to the range of L N estimates used in the palaeo water balance, where L N = 2100, 1800, 1500, 1200 mm/yr for numbers 1-4 respectively. Data from (Bye and Will, 1989) .
Figure DR10
Equilibrium lake inflows for Lake Eyre (A) for the different P and E lake climate conditions in Fig. DR9 . The 1974 peak inflow (~33 km 3 ) is shown for comparison as a dashed horizontal line. The grey shaded area indicates that the inflow reduction extent as an estimation based on data from (Magee et al., 1995; Magee et al., 2004) . At -3 m AHD (lake depth 12 m) is a deflated desert pavement, with polyginal cracking and ventifact pebbles with bright desert varnish. This is interepreted by (Magee et al., 1995; Magee et al., 2004) as evidence of widespread lake-level lowering and deflation. We have used this and the bounding chronological control from units above and below as the only estimate for previous lake level 'low-stands'. Lower case letters label each lake phase. (B) Change in lake response time for 1m depth increments (using Equation (4) with the shaded grey area covering the range of lake climates in Fig. DR9 . The lake area-depth curve (black line) is shown for comparison. The numbers (1, 2, 3) with arrows below correspond to different response time trends discussed in the text: 1 refers to the fast response time, post 48 ka phase, 2 refers to the large increase in response time 'hump', and 3 refers to the variable but generally high response time range within which the higher shorelines occur. For simplicity in the main text (and Fig. 3 therein) , we combine trends 2 and 3 to be a single, faster response time phase. The lower case letters correspond to the lake phases in (A). ) in Equation (6).
Figure DR12
Evolution of Lake Eyre filling volumes for different constant inflow regimes. 36km Figure DR13 . Scatter plots of absolute standard error and relative standard-error uncertainty on the OSL (grey circles) and TL ages (open circles). Note that the two dating methods display no systematic differences; the combined arithmetic mean relative standard error is 10.0 %. . Figure DR18 . Frequency distribution of dated bedload units (n=130) normalised to remove the 'Sadler effect' bias, and presented as a normal kernel density estimate (blue line; 1 kyr bandwidth), plus rank-age plot with ±1σ errors (black dots with grey error bars). 52±2  59±2  79±3  95±4  72±6  100±4  113±7  79±3  83±3  49±5  64±3  81±4 1 Dim grains include those rejected for having a Tn signal less than three times the Tn background and grains that did not produce a visible Tn decay curve.
Supplementary Tables
2 Includes grains with a horizontal dose response curve and grains for which De<2*D0.
3 Grains statistically consistent with 0 were assumed to be contaminant/intrusive (i.e., not representative of deposition) and were rejected. 4 Overdispersion and weighted mean De calculated using the central age model (Galbreith et al., 1999) . (Leon and Cohen, 2012) Q1, Q2, Q3, Q4, correspond to E Q estimates based on N L values of 1200, 1500, 1800, and 2100 (mm/yr) respectively ( Figure DR9 ). This data is used in Figure 3 in the main paper.
*Shoreline age and lake empty scenario from (Magee et al., 1995; Magee et al., 2004) Croke et al. (1996) Neales R Section B VB wh, profile 1 TL W1637 31.2 3.9 1.5 Croke et al. (1996) Neales R Section B VB wh, profile 1 TL W1638 24.9 2.3 3.2 Croke et al. (1996) Neales R Section C channel fill TL wm: W1498, W1499, W1500 100.9 8.8 4.5 Croke et al. (1996) Neales R Section C TL W1508 58.6 6.4 0.7 Croke et al. (1996) Neales R Section D TL W1497 16.5 0.9 1. 6 Croke et al. (1996) Neales R Section E Price wh TL W1640 50.4 5.2 1.7 Croke et al. (1996) Neales R Section F TL wm: W1503, W1504 106.7 12.4 1.1 Croke et al. (1996) Sandover R Ammaroo TL W1946 9.7 0.9 3.0 Tooth (1997) 
