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Abstract
This thesis presents two new approaches in optical interferometry phase dif
ference determination by fringe pattern matching and a spatial phaseshifting
interferometry spatial PSI algorithm These two approaches are both theoreti
cally described and experimentally illustrated in this thesis
The method of phase dierence determination by fringe pattern matching is ca
pable of detecting the phase dierence between two interferograms with subpixel
resolution In this method the phase curves are obtained from meansquare
dierence calculations of any two fringe patterns shifted pixel by pixel and the
phase dierence between the interferograms can be achieved by linear interpola
tion or polynomial curve 	tting from the phase curves The signal to noise ratio is
signi	cantly improved due to the regionbased matching and its eect of averag
ing noise The equations derived from the statistical analysis of matching process
clearly explain the reason that the larger image patches have a better accuracy
in the measurement of phase dierence The three applications of fringe pattern
matching measurement of electrostatic force displacement displacement mea
surement based on Young
s experiment and phaseshifting interferometry with
arbitrary phase steps are also investigated in this thesis Computer simulation
and experimental results have proved that fringe pattern matching is a powerful
technique for measuring some basic parameters in optical interferometry such as
phase dierence fringe spacing and displacement
In the algorithm of spatial PSI one fringe pattern is captured by a CCD cam
era and the other two shifted fringe patterns with the phase steps of 
o
and

o
are generated by computer according to the features of the light intensity
distributions and the method of interpolation The phase is then calculated by
a standard threestep algorithm of phaseshifting interferometry Experimental
results have shown that it is a useful approach to spatial PSI
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Chapter 
Introduction
Optical interferometry is a technology that deals with the design and application
of optical interferometers as well as the study of interference patterns
 
 Optical
interferometers which are based on twobeam interference or multibeam inter
ference of light have now become powerful tools for noncontact nondestructive
and high precision measurements in both laboratories and industry In optical
interferometry the required information or physical quantity is normally encoded
in the phase of interference or fringe patterns A wide variety of measurements
such as displacement deformation vibration and contour measurements of diuse
objects can be performed by optical interferometry with nanometer accuracy
Optical interferometry has experienced a rapid development in recent years due
to the advances in electronics and computer science Today almost all types of
interferometer systems for high precision measurement are equipped with the ad
vanced electronics devices such as the fast computers and chargecoupled devices
CCD This means that the high precision measurement in optical interferom
etry is now both hardware and software based As a result there has been a
signi	cant interests in the development of both Optical interferometry has in
eect become a multidisciplinary technology employing optics electronics and
computer science for high precision measurement of many physical quantities

 In this thesis two new approaches and their applications in optical interferome
try are presented Chapter  introduces some background knowledge of optical
interferometry and relevant techniques which will be used in the following chap
ters Chapter 
 presents a technique of phase dierence determination by fringe
pattern matching with subpixel resolution The methods of linear interpolation
and polynomial curve 	tting for achieving subpixel resolution in phase dierence
measurement are introduced The eects of image resolutions are also discussed
based on computer simulation Chapter  discusses the eect of image patch
size on phase dierence determination by fringe pattern matching The standard
deviation equations for fringe pattern matching are obtained from the statistical
analysis of fringe pattern matching process and they clearly explain the reason
that the larger image patches provide a more accurate measurement of phase
dierence by fringe pattern matching Chapter  discusses the measurement of
electrostatic force displacement by fringe pattern matching technique The ex
perimental result shows that the method is suitable for measurement in harsh
environmental conditions In chapter  a method of displacement measurement
based on Youngs experiment is described in detail The method provides a pos
sible way to measure displacement in a machine vision system The method
of phaseshifting interferometry with arbitrary phase steps is studied in chapter
 Fringe pattern matching is proved to be an eective method for determin
ing the phase steps directly from the interferograms without worrying about the
phase shift errors in phaseshifting interferometry Chapter  presents an algo
rithm of spatial phaseshifting interferometry The method of interpolation is
used for numerically shifting the fringes The general conclusions and further
research suggestions are given in chapter  In the section of further work a
new idea for determining phase dierences in optical interferometry which is
a knowledgebased 	tting is presented and it is expected to achieve a better
accuracy compared with fringe pattern matching
 Basic Principles of Optical Interference 
   Basic Principles of Optical Interference
The two principles of optical interference interference of light and Youngs ex
periment are briey introduced in this section They are the basics of optical
interferometry
    Interference of Light
The interference of light is the process by which two or more light waves of the
same frequency or wavelength combine at a point in space to form a new light
wave whose amplitude is the vector sum of the individual constituent distur
bances It may be considered as an interaction of two or more light waves and
the result of the interaction obeys the principle of superposition
 


The twobeam interference equation which is often used in optical interferome
try can be derived from adding two light waves Assume that two light waves of
the same frequency are described by
 
u

 U

e
i 
 
 
u

 U

e
i 

 

where U

and U

are the peak amplitudes 

and 

are the initial phase angles
In equations  and 
 i is the imaginary unit i
p
 The sum of the two
light waves is
u  u

 u

 
The light intensity I which is the observable quantity in the interference can be
written as
I  juj

 U


U


 
U

U

cos

 

  
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where juj is the magnitude of u and 

 

 is the phase dierence between the
two light waves The expression 
U

U

cos

 

 is known as the interference
term
Substituting I

and I

for U


and U


 equation  can be rewritten as
I  I
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 I
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where I

and I

are the light intensities of u

and u

 respectively The inter
ference term becomes 

p
I

I

cos

 

 in equation  At various points in
space the light intensity can be greater less than or equal to I

 I

 depending
on the value of the interference term   cos

 

   is considered as the
condition of constructive interference and   cos

 

   is the condition
of destructive interference It can be seen that the light intensity I reaches its
maximum I
max
 that is
I  I
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 I

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q
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I
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when


 

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n for n  
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and I reaches its minimum I
min
 that is
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when


 

 
n   for n  
      
cos

 

   means the two waves are in phase and it is referred to be total
constructive interference For cos

 

   it is the case of 
o
out of
phase and referred to be total destructive interference
For two waves of equal intensity ie I

 I

 I

 equation  can be simpli	ed
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as
I  
I

  cos

 

  
or
I  I

cos



 


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where the intensity I varies between  and I

with the phase dierence 

 


   Youngs Experiment
The 	rst experiment to observe the interference of light was made by Thomas
Young in 
 
 In the experiment as shown in 	gure  a narrow slit A
is illuminated by a monochromatic light source of wavelength  and the light
from slit A illuminates the two adjacent slits B and C which are separated by
a distance d

 The light waves from slits B and C interferes in space and the
interference fringes can be seen on the screen which is a distance of D from the
two slits
d 0
D
Screen
y
Q
B
C
A O
Figure  Youngs experiment
In 	gure  the path dierence of the two interfering beams from A to Q L
is
L  AB BQ AC CQ  

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If slits B and C are symmetrical to the optical axis ie ABAC the path
dierence L can be expressed as
L  BQCQ  
Assuming that point O is the origin of coordinates in 	gure  BQ and CQ can
be calculated by
BQ

 D

 y
d




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



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The dierence of equations  and  is
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
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
 BQ CQBQ CQ  
d

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or
L  BQ CQ 

d

y
BQ CQ
 
As a result of D d

 BQCQ
D Equation  is then simpli	ed as
L 
d

y
D
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The phase dierence at Q  can be computed by
 

L



d

y
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The maxima of light intensity which are the bright bands can be observed on
the screen at the points where
y 
m

D
d

 m

 
      

  PhaseShifting Interferometry 	
The minima of light intensity which are the dark bands can be observed at the
points where
y 
n

D
d

 n

 











      

The fringe period or spacing P is the dierence of two neighbouring maxima or
minima of light intensity and it can be computed by
P 
D
d

 


In fringe pattern analysis equation 

 describes the basic relationship among
the fringe period wavelength distance between the light source and screen and
distance between the two beams
  PhaseShifting Interferometry
High accurate fringe pattern analysis is now based on phaseshifting interferom
etry PSI
   
 In phaseshifting interferometry the physical quantity to be
measured changes the optical path length and the optical path dierence gives
rise to the interference pattern A CCD camera is used to detect the intensity
distribution of the interference pattern The intensity distribution is read into
computer and the phase can be determined numerically to a fraction of a de
gree
The intensity distribution of the interference pattern Ixy which is from the
interference of two light beams can be described by
Ix y  ax y  bx y cosx y  
r
  

where axy and bxy are background illumination and modulation terms re
spectively The phase x y is related to the quantity to be measured and 
r
is
a reference phase
  PhaseShifting Interferometry 

The types of phaseshifting interferometry are often identi	ed according to the
phaseshifting methods by which the phase steps are introduced Basically phase
shifting interferometry includes the techniques of temporal phaseshifting interfer
ometry temporal PSI
     
 
 parallel phaseshifting interferometry
parallel PSI
 
 and spatial phaseshifting interferometry spatial PSI or one
step method
     
 Each of the techniques has its own advantages
and disadvantages compared with others
In this section the three types of phaseshifting interferometry temporal PSI
parallel PSI and spatial PSI are briey described The technique of phase un
wrapping is also introduced as it is directly related to phaseshifting interfer
ometry In the last subsection some errors in phaseshifting interferometry are
discussed
   Temporal PSI
Temporal PSI which captures a temporal sequence of interferograms with dif
ferent phase shifts has the advantages of high resolution and high accuracy of
measurement It is now the most widely used technique for high accurate fringe
pattern analysis In temporal PSI the phase of the reference beam is made to
vary in a known manner This can be achieved for example by PZT piezoelec
tric transducer displacing a mirror
From equation 
 it can be seen that at least three interference patterns with
dierent reference phases are needed to 	nd the phase x y in temporal PSI
The most often used algorithms of temporal PSI include Carre
  
 threestep
 
 fourstep
 
 	vestep
 
 and multistep
 
 
algorithms which are
mainly identi	ed by the number of captured interferograms with dierent refer
ence phases for the phase calculation
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    Carre Algorithm
In Carre algorithm the phase is shifted by a constant step of  between the
captured interferograms but the amount of phase shift is unknown The phase
steps are 


 





 and


 The four light intensity distributions can be
expressed as
I

x y  ax y  bx y cosx y

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
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


  

I

x y  ax y  bx y cosx y
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I

x y  ax y  bx y cosx y 

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where the phase shifts are assumed to be linear From equations 
 
 

and 
 the phase step  can be determined by
  
arctan
v
u
u
t
I

 I

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The phase  can be calculated by
  arctan
v
u
u
t
I

 I

  I

 I

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
 I

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It can be seen that the liner phase shifts are needed in Carre algorithm and it has
the advantage of achieving the phase without worrying about the error resulting
from the phase shifter miscalibration
   ThreeStep Algorithm
It is known that three recorded interferograms with dierent phase steps are
basically needed to calculate the phase in the general equation of interference
fringe pattern There are many dierent expressions for threestep algorithm as
the phase step is arbitrary For the three recorded intensity distributions with
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the phase shifts of 

 

and 

 the equations are
I

x y  ax y  bx y cosx y  

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
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
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The phase  can be computed by
  arctan
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
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
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I
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
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
This algorithm has the advantages of minimising the acquisition time and the
memory space required for storing data The disadvantage for this method is
that it is most sensitive to the phase shift and intensity errors
 


   FourStep Algorithm
In a case of fourstep algorithm the phase shifts are 


  and


 The four
recorded fringe patterns can be written as
I

x y  ax y  bx y cosx y    
I
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I
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


  
The phase  can be calculated by
  arctan
I

 I

I

 I

 
  PhaseShifting Interferometry 
This algorithm increases the data acquisition time but reduces the sensitivity to
the phase shift errors
 


   FiveStep Algorithm
For a 	vestep algorithm with the phase shifts of  


 


and  the intensity
distributions are
I

x y  ax y  bx y cosx y   
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The phase  can be calculated by
  arctan
I

 I


I

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
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
 I

 
This algorithm may get a high accuracy of phase measurement but it needs more
acquisition time and it may cause stronger inuence of random environmental
errors
 


   MultiStep Algorithm
The multistep algorithm uses the arbitrary number of equistepped interfero
grams to obtain the phase The kth recorded intensity can be expressed as
I
k
x y  ax y  bx y cosx y 
k
 k   
     N  
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The phase  can be computed by
  arctan
P
N
k	
I
k
sin
k
P
N
k	
I
k
cos
k
 
where

k


k 
N
 k   
     N  
This is a general case of temporal PSI algorithm Compared with 	vestep algo
rithm multistep algorithm uses more acquisition time for capturing the required
number of equistepped interferograms in the calculation of phase
  Parallel PSI
Parallel PSI that allows phase measurement in vibration and dynamic environ
ments is based on the acquisition of three or four phase shifted interferograms
with three or four cameras simultaneously or in parallel In a case of employing
four cameras
 
 the four phase shifted fringe patterns are given by
I

x y  ax y  bx y cosx y for camera   
I

x y  ax y bx y sinx y for camera 
  
I

x y  ax y bx y cos x y for camera   
I

x y  ax y  bx y sinx y for camera   
The phase  can be then calculated by a standard formula of fourstep PSI
This technique is useful for dynamic measurement but the optical system is
complicated and it is very dicult to align the system
  PhaseShifting Interferometry 
  Spatial PSI
Spatial PSI which uses only one interferogram captured with a large number
of tilt fringes to calculate the phase is a relatively new technique for fringe
pattern analysis In spatial PSI the phase shifted fringe patterns are obtained
by special image processing techniques from one captured interferogram under
some assumptions This technique is therefore inherently free from the phase shift
error which is a big problem in temporal PSI and it is particularly appropriate
for dynamic measurement Several algorithms of spatial PSI such as fourpixel
algorithm
   
and multipixel algorithm
  
have been developed in
recent years
   FourPixel Algorithm
In the fourpixel algorithm one fringe period is adjusted on four pixels of an
array detector so that the horizontal adjacent pixels record the fringe intensity
distributions with a phase shift of


 The light intensity distributions can be
therefore expressed as
I

x y  Ix y  

I

x y  Ix 
P

 y  
I

x y  Ix 
P


 y  
where Ixy is the captured fringe pattern and the fringe period P is equal to
four pixels Since P pixels equations  and  can be simpli	ed as
I

x y  Ix   y  
I

x y  Ix  
 y  
It is clear that the fringe patterns I

x y and I

x y are here generated by
computer The phase  can be then calculated by a formula of threestep PSI
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that is
  arctan
I

 I

I

 I

 
This algorithm assumes that the objective phases change slowly over a  fringe
period and that the fringe period is constant in the phase calculations
  MultiPixel Algorithm
For the multipixel algorithm unlike the fourpixel algorithm of spatial PSI the
pixel number per fringe period is not 	xed In the algorithm an interferogram
with the size of NN pixels Ixy is split into three fringe patterns by computer
The three split fringe patterns are expressed as
I

mn  ImPn  
I

mn  Iint
P

  mPn  
I

mn  Iint

P

  mPn  
where m  
  int
N  int

P


P
 n  
  N The function intx
returns the integer value of x The phase shift between the successive fringe
patterns  is
 


P
int
P

  
The phase can be then calculated by a standard formula of threestep PSI In this
algorithm the objective phases are assumed to be constant over a fringe period
range of 
   and the fringe period is also assumed to be constant in the
phase calculations By comparison with the fourpixel algorithm this algorithm
has the advantage of using arbitrary number of pixels in one fringe period to
acquire the phaseshifted interferograms The disadvantage of this algorithm is
that the fringe pattern size in the horizontal direction is reduced by a factor of
about P of its original size
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  Phase Unwrapping
The equations described above for phase calculations in phaseshifting interfer
ometry can be generally expressed in the following form
  arctan
I

I

  

where I

and I

are the functions of the recorded light intensities Equation

 gives the principle phase values ranging from  to  due to the feature of
arctangent function so that the phase distribution is wrapped and has 
 phase
jumps The result from the direct calculation of arctangent function is called
wrapped phase
The wrapped phase is a sawtoothlike function and the discontinuities occur when
it changes by 
 The discontinuities can be theoretically corrected by adding
or subtracting 
 according to the direction of the phase jump and the result is
called unwrapped phase Phase unwrapping arises because the 	nal step in fringe
pattern analysis is to unwrap or integrate the phase along a line or path 
 is
added to the result when the phase jumps from  to  and 
 is subtracted when
the change is from  to  In practice the phase jumps are not exactly equal
to 
 due to the errors caused by imager resolutions and noise The threshold

k
u
 k
u
  is therefore used to detect the phase jumps
Figures 
 and  show an example of phase unwrapping process In 	gure 

the 
 phase jumps occur at points    and  At point  the phase change is
from  to  so that 
 is added to the phase from point 
 to the end of the line
The same process as point  should be repeated at point  At point  the phase
jump is from  to  and 
 should be subtracted from the phase along the path
from point  to the end of the line In the same way the unwrapping process
should be repeated at point  The unwrapped phase obtained from the wrapped
phase data in 	gure 
 is shown in 	gure  It is clear that the unwrapped
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phase distribution is a continuos function
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Figure 
 Wrapped phase distribution in one line
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Figure  Unwrapped phase distribution obtained from the wrapped phase data
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It can be seen that for the noisefree phase data phase unwrapping can be
done by a sequential scan through the wrapped phase distribution and adding
or subtracting 
 In the phase unwrapping process it is assumed that the
light intensity is adequately sampled or in other words the phase gradient is
signi	cantly less than 
 between adjacent pixels It should be noted that the
phase data cannot be easily unwrapped in the presence of noise The detailed
discussion can be seen in the review by Judge and BryanstonCross
 


  Error Analysis in PSI
From the phase equations of PSI the general phase equation may be written as
  arctan
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c
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k
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P
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k	
c
ck
I
k
cos
k
 
where c
sk
and c
ck
are constants I
k
is the kth recorded light intensity and 
k
is
the kth introduced phase step
It can be seen from equation  that the accuracy of phase measurement can
be degraded by the errors such as the phase shift error intensity error distortion
error and sampling error In this subsection the four types of errors and their
sources are briey introduced
   Phase Shift Error
The phase shift error is a big problem in temporal PSI The expected phase steps
cannot be achieved in many cases due to the errors from the phase shifter vibra
tion thermal drift and mechanical drift For the real phase step 
 
k
introduced
in PSI the general phase equation can be expressed as
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
where 
errork
is the error which is added to the expected phase step 
k
in capturing
the phase shifted fringe patterns
The phase error  can be evaluated by
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The sensitivities to the phase shift error vary with dierent algorithms In recent
years great eort has been made to determine the phase shifts from the phase
shifted fringe patterns to reduce the error or eliminate it
 

 
 
 
 
 
 


  Intensity Error
Intensity error changes the light intensity distributions of the phase shifted fringe
patterns apart from their ideal values This error is mainly from the intensity
quantisation nonlinearities of photosensitive cells and random intensity uctua
tion in an imaging system for PSI
It is known from equation  that the phase is a function of the recorded light
intensities Therefore the phase error caused by intensity error can be expressed
by
d 
N
X
k	
	
	I
k
dI
k
 
If the intensity dierences are small the phase error can be estimated by
 
N
X
k	
	
	I
k
I
k
 
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The error from intensity quantisation or the rounding of the grey scale values to
integer values
 

can be reduced by increasing the grey level resolution and the
error from imager nonlinearity may be decreased by calibration In the case of
random intensity uctuation averaging interferograms can reduce the intensity
error
 

  Distortion Error
The distortion error is mainly from the nonideal reference surface and aberra
tions in the optics of the PSI system In a PSI system each surface of optical
components introduces aberrations as the beam passes through it The interfero
grams with distortion are therefore obtained from the nonideal reference surface
and optical components In this case the PSI system has a departure from its
ideal behaviour and it fails to obtain the objective phase without distortion
The distortion error from the nonideal reference surface and optical components
can be reduced by careful calibration in experiments and correction in image
processing
  

  Sampling Error
A fringe pattern which is recorded from an array of photo sensing elements is
stored in the form of a matrix in a computer Image processing is therefore always
related to matrix operations This means that the object captured by camera
is expressed by a sampled fringe pattern or matrix with a size of MN picture
elements or pixels
In an imaging system the sampling interval determines in a basic way whether
all the information in the fringe pattern is represented This can be explained by
Nyquist sampling theorem that the underlying continuous fringe pattern is un
ambiguously represented by its samples if the fringe pattern contains no spatial
 Image Matching  
frequencies greater than onehalf the sampling frequency
 


Since the pixel number in a particular imaging system is 	xed the objective
resolution is limited The larger objects captured by the imaging system have
a lower resolution in its dimensions and the sampling frequency is in eect de
creased There are two basic ways to reduce the sampling error One is to increase
the spatial resolution of the imaging system which is limited by its cost and the
size of a picture element The other way is to use an image matching technique
by which subpixel resolution can be expected The technique of image matching
will be introduced in the following section
  Image Matching
Image matching
 
      
is a technique which establishes an in
terpretation of images and the interpretation is the correspondence or similarity
between a measured intensity distribution and its numerically generated equiva
lent in a computer In this technique two or more than two images are normally
needed to obtain a high resolution of measurement or a whole view of D three
dimensional object Figure  illustrates an example of matching four images
together to get a whole view of a large object with a high resolution
There are two basic techniques of image matching featurebased and regionbased
image matching These two techniques are briey introduced in the following two
subsections
   FeatureBased Image Matching
In featurebased image matching the image features such as points edges and
lines are extracted separately from the images using image processing techniques
and they are matched in a further step This technique is less rigorously required
 Image Matching  
Image 1
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Figure  An example of image matching
in matching prediction but it is not suitable for the matching with subpixel
accuracy compared with the regionbased image matching
  RegionBased Image Matching
Unlike featurebased image matching in regionbased or areabased image match
ing the image intensity values of dierent images are matched directly The
regionbased image matching is a useful technique to 	nd similar structures in
two corresponding image patches the reference image patch and a search image
patch The search image patch is transferred upon the reference image patch
such that the squared sum of grey level dierences is minimised
Assuming that the input is a pair of image patches the reference image patch
E and the search image patch E
 
 the output of mismatch between the neigh
bourhood Q surrounding each pixel xy in the 	rst image E and a similar neigh
bourhood in the second image E
 
displaced by an oset xy in the matching
region can be expressed as
 
mx yxy 
X
ijQ
Ex  i y  j E

x  x  i y  y  j

 
 Image Matching   
where the i and j are integers
It can be seen that the mismatch is zero when the shifted neighbourhood of the
second image is perfectly correlated with the initial neighbourhood of the 	rst
image In practical applications this technique can reach subpixel accuracy but
it is sensitive to image scale dierence and relative rotation
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Chapter 
Phase Dierence Determination
by Fringe Pattern Matching
  Introduction
The determination of phase dierence in optical interferometry is directly related
to the physical quantity to be measured Many techniques
 
such as fringe
counting
     
 heterodyning
 	  
    
and homodyning
     
interferome
try have been developed in this eld for precision phase dierence measurement
Each of the techniques has its own fundamental features in accuracy range of
measurement and the type of object that can be measured It has been found
that the conventional techniques have a common feature of using only a small
part of the fringe pattern to achieve the information of phase dierence and their
accuracies are easily aected by the nonideal fringe patterns with background
noise levels
In this chapter fringe pattern matching which is a regionbased image matching
       	
 is used to determine the phase dierence between two interfero
grams A reference image patch in one interferogram and a search or shifted
image patch in the other with the same size as the reference image patch are

   Principle  
selected for the matching The phase curves with the phase dierence between
the two interferograms are produced by shifting the image patches with respect
to each other pixel by pixel and at the same time calculating the meansquare
dierence values for each shift The phase dierence can be decided from the
matching point at which the meansquaredierence value is a minimum
The method of phase dierence determination by fringe pattern matching was
examined in an experiment The phase curves were obtained from dierent sizes
of image patches of captured interferograms The signal to noise ratio of the
captured interferograms was signicantly improved by fringe pattern matching
and an accuracy of 
o
was achieved from  	 pixel image patches of the
interferograms using the matching together with linear interpolation
In section  the principle of fringe pattern matching for phase dierence mea
surement is described Section  introduces two useful methods of achieving
subpixel resolution linear interpolation and polynomial curve tting The exper
imental results are illustrated in section  Section 	 discusses the eect of
imager resolutions based on computer simulation The discussion and conclusion
of this chapter are given in sections 
 and  respectively
   Principle
In optical interferometry the intensity distribution of the nth fringe pattern to be
recorded I
n
x  y which is from the interference of two light beams as introduced
in chapter  can be expressed as
I
n
x  y  ax  y  bx  y cos
n
x  y  n         
where axy is the background illumination and bxy is the modulation of the
fringes The phase 
n
x  y is normally related to the physical quantity to be
   Principle  
measured
It is known that any two fringe patterns with the same fringe spacing which
are shifted in sequence in an experiment contain the information of phase dif
ference in optical path but it is often dicult to measure the phase dierence
directly from the two interferograms to achieve high resolution because of the
presence of optical and electrical noise Choosing a xed image patch in the
rst fringe pattern as a reference image patch shifting the image patch in the
second fringe pattern back step by step and at the same time calculating the
meansquaredierence values for each shift in the computer can nd the real
shift distance from the matching point at which the meansquaredierence value
is a minimum and the shift distance represents the phase dierence between the
two fringe patterns Figure  illustrates the principle of fringe pattern matching
for determining the phase dierence between the fringe patterns
(a) Fringe Pattern 1 (b) Fringe Pattern 2
0 0X
Y Y
Reference Image Patch R Shifted Image Patch
X
Figure  Principle of matching two fringe patterns
In gure  the reference image patch in fringe pattern  is xed in the matching
and the image patch in fringe pattern  with the same area as the reference image
patch is shifted step by step to nd the matching point from the calculations of
meansquaredierence The phase curves with the phase dierence between the
fringe patterns can also be produced by the calculations
   Principle 
Assuming that the fringes are vertical in the fringe patterns the mismatch func
tion f
n
t can be written as
 
f
n
t 

A
Z Z
R
I

x  y I
n
x t  y

dxdy  n         
where t is the shifted distance that depends on the phase dierence between the
fringe patterns and the phase curves required for the calculation of the phase
dierence R is the region of the reference image patch and A is the area of the
region R The sign before t denes the fringe shifting direction For the fringes
shifted in the left direction the mismatch function f
n
t is
f
n
t 

A
Z Z
R
I

x  y I
n
x t  y

dxdy  n         
and for the fringes shifted in the right direction the mismatch function f
n
t is
f
n
t 

A
Z Z
R
I

x  y I
n
x  t  y

dxdy  n         
Equations   and  are the general expressions for the continuous light
intensity distributions of interference fringe patterns In theory the phase dif
ference between two fringe patterns can be found from the mismatch functions
without any error if the fringe patterns are ideal and their intensity distributions
are continuous From equation  and the discussion of Youngs experiment
in chapter  the light intensity distributions of the ideal fringe patterns can be
expressed as
I

x  y  I
 

  cos

P
x 	
I
n
x t  y  I
 

f  cos

P
x t 
n
g 

where I
 

is the light intensity of the two interference beams P is the fringe period
and 
n
is the phase dierence between fringe patterns I

x  y and I
n
x  y
Substituting equations 	 and 
 into equation  can nd the mismatch func
   Principle 
tion in the form
f
n
t  I
 


 cos

P
t 
n
 
It is now clear from equation  that fringe pattern matching is theoretically
right for the determination of phase dierence without any error
In the above the light intensity distributions are continuous For the sampled
light intensity distributions that are captured by the CCD camera the equations
can be written as
f
n
t  k

X
i j R
I

i  j I
n
i t  j

  n         
f
n
t  k

X
i j R
I

i  j I
n
i t  j

  n         
f
n
t  k

X
i j R
I

i  j I
n
i  t  j

  n         
where k

is the inverse of the element number in the calculations i and j are
integers in equations   and 
In gure  the two ideal fringe patterns have a phase shift of 
o
 and a fringe
period of  pixels The fringes are shifted in the right direction so that the
mismatch functions are
f

t  k

X
i j R
I

i  j I

i  t  j


f

t  k

X
i j R
I

i  j I

i  t  j


where I

i  j is the light intensity distribution of fringe pattern  and I

i  j is
the light intensity distribution of fringe pattern  The phase curves calculated
from equations  and  are shown in gure  The computer can nd
the phase values from the phase curves without diculty The accuracy is not
inuenced by the size of the image patch used in the matching for the ideal fringe
  Methods for Achieving Subpixel Resolution  
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Figure  Phase curves of the two ideal fringe patterns with a phase shift of 
o
  Methods for Achieving Subpixel Resolution
The exact phase dierence can be theoretically determined by detecting the min
imum of the mismatch function or the peak points from the phase curves In
practice however it is dicult or impossible to nd the minimumor peak points
with subpixel resolution from the direct fringe pattern matching due to the resolu
tion of the imaging sensor and the presence of noise In this case the methods of
linear interpolation and polynomial curve tting can be used to achieve subpixel
resolution from the phase curves
  Methods for Achieving Subpixel Resolution 
  Linear Interpolation
Figure  shows the phase curves for calculating phase dierences between two
fringe patterns by linear interpolation
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Figure  Phase curves for calculating phase dierences
As shown in gure  the coordinates t
max
  y
max
 t
kmax
  y
kmax
 and t
max

y
max
 are the peak points and t
min
  y
min
 t
kmin
  y
kmin
 and t
min
  y
min

are the valley points The matching point of f

t is located at the origin of
coordinates so that t
min
 and y
min
 The matching point of f
k
t is at
location t
kmin
  y
kmin
 In practice y
kmin
and y
min
may not be zero for non
ideal fringe patterns The coordinates t
i
  y
i
 t
ik
  y
ik
 and t
i
  y
i
 are the
interpolation points and t

  y

 t

  y

 t
k
  y
k
 t
k
  y
k
 t

  y

 and
t
	
  y
	
 are the nearest neighbours on the left and right sides of the interpolation
points The phase shifts t

 t

 t
k
 t
k
 t

and t
	
are integers In this method
the interpolation points are selected within the regions where the phase curves
have a better linearity and

f
n
t

t
reaches its maximum These two features are
useful in the determination of phase dierence for achieving subpixel resolution
  Methods for Achieving Subpixel Resolution 
The mismatch function is a cosinusoidal function of the phase shift number t so
that its peak and valley points can be determined by detecting the sign change of

f
n
t

t
 Let the mismatch function f
n
t be a linear function on t

t

 t

t
	
 and
t
k
t
k
 The interpolated coordinates as shown in gure  can be calculated
using
y
i

y
max


y
ik

y
kmax
 y
kmin

  k         
y
i

y
max
 y
min

	
t
i

y
i
 y

y

 y

t

 t

  t



t
ik

y
ik
 y
k
y
k
 y
k
t
k
 t
k
  t
k
  k         
t
i

y
i
 y

y
	
 y

t
	
 t

  t


In the calculations of interpolating values t

 t

 t
	
 t

 and t
k
 t
k

as the interpolation points are always located between two neighbouring pixels
Therefore the equations 
  and  can be simplied as
t
i

y
i
 y

y

 y

 t


t
ik

y
ik
 y
k
y
k
 y
k
 t
k
  k         
t
i

y
i
 y

y
	
 y

 t


The fringe spacing P the phase shift t
kmin
and the phase dierence between the
reference fringe pattern and the kth fringe pattern 
k
can be then determined
by
P  t
i
 t
i

t
kmin
 t
ik
 t
i
  k         
  Methods for Achieving Subpixel Resolution 	

k

t
kmin
P
  

o
  k         
In the above the phase changes are assumed in one fringe spacing For the
measurement of the phase dierence greater than one fringe spacing the periodic
constant must be added in the measurement In addition the method of phase
dierence determination by fringe pattern matching is also valid for the fringe
patterns in which the fringes are horizontal oblique or curved but the fringe
spacing obtained from equation  is not the actual one in the case of oblique
or curved fringes if the measurement is carried out in the horizontal or vertical
directions
   Polynomial Curve Fitting
Figure  shows an ideal phase curve obtained from meansquaredierence cal
culations of an ideal fringe pattern In gure  the fringe period P for example
can be easily determined from the direct matching process with a resolution of
one pixel but it cannot nd P with subpixel resolution from that In this subsec
tion the method of polynomial curve tting
 

is described to achieve subpixel
resolution from the phase curve
f (t)
t  (Pixels)
0
P
n
Figure  An ideal phase curve from meansquaredierence calculations
The method of polynomial curve tting can provide an mthorder polynomial
  Methods for Achieving Subpixel Resolution 

g
n
x in the form
g
n
x 
m
X
k
c
nk
x
k
  n         	
where g
n
x is a function of the variable x and c
nk
is a coecient
In a leastsquares sense the values of the coecients in equation 	 can be
obtained by setting the following m partial derivatives to zero

c
nk
f
N
t
X
t
f
n
t g
n
t

g    k         m n         

where N
t
is the shifted pixel number in the calculations of meansquaredierence
and it must be larger than the fringe spacing in this method If m  N
t
there is
a unique polynomial g
n
x for which the sum of squared deviations is minimised
 
  
 In general t orders of about  are usually practical Note that higher
order polynomial ts do not always converge to the input data since the tting
process is not numerically stable for high t orders in many cases
The maximums and minimums of the polynomial g
n
x are at the peak and valley
points of the phase curve in a leastsquares sense Therefore the fringe spacing
P can be found by setting the derivative of the polynomial g
n
x to zero that is
dg
n
x
dx
   n         
The polynomial roots which are obtained from equation  contain the values
of the variable x at the peak and valley points of the phase curve and the phase
shifts t
kmin
and t
min
in gure  are two of the roots Therefore the fringe
spacing P can be computed by
P  t
min

and the phase dierence between the reference fringe pattern and the kth fringe
pattern 
k
can be calculated by equation 
  Experimentation 
  Comparison between Linear Interpolation and Poly
nomial Curve Fitting
The interpolation values of phase dierences can be theoretically achieved by the
methods of linear interpolation and polynomial curve tting but the calculation
of polynomial curve tting is mathematically more complicated than that of
linear interpolation in the determination of phase dierence Therefore linear
interpolation is useful for dynamic measurement as its calculation is very simple
and needs less time
In addition it can be seen in the computer simulation in section 	 that with the
method of linear interpolation it is easier to achieve a better accuracy compared
with polynomial curve tting
  Experimentation
The method of phase dierence determination by fringe pattern matching was
examined in the interferometer system for introducing phase shifts shown in gure
	 A phase shift of 
o
between fringe patterns was given by PZTpiezoelectric
transducer displacing a mirror The PZT had a resolution of  nm and the
wavelength of the HeNe laser employed in the experiment was 
 m
Two interferograms captured in sequence by a CCD camera in the experiment
are shown in gure 
 The interferograms are bit greylevel images with the
size of 	 	 pixels Figure  shows the light intensity distributions of the
interferograms in row 		 The phase curves obtained from dierent sizes of image
patches are shown in gure  Figure a shows the phase curves computed
from the image patches with  	 pixels and gure b shows the phase
curves from the image patches with  	 pixels The phase curves shown in
gure  have a clear picture of phase dierences between the two interferograms
  Experimentation 
Mirror 2 Beam Splitter
Fringe Pattern
Mirror 1
He-Ne
Laser
PZT
Figure 	 Schematic of the interferometer system
although the noise can be seen clearly from the intensity distributions in gure 
The phase dierence in gure a achieved by linear interpolation is 	
o

and the phase dierence in gure b is 
o
 The ow chart of MATLAB
software for phase dierence determination by fringe pattern matching is shown
in gure  and two examples of the MATLAB Mles for determining the phase
dierence between two fringe patterns are given in appendices A and A
In the experiment each of the images used in the matching was obtained by
averaging  interferograms to improve the quality of image The reference and
shifted image patches with the sizes of  	 and  	 pixels were used
for the calculations of meansquaredierence to obtain the phase curves The
accuracy was better than 

o
for  	 pixel image patches and 
o
for  	
pixel image patches
It can be seen from the experimental results that the accuracy is aected by
the size of the image patch for the captured interferograms The larger image
patches have achieved a better accuracy in the presence of noise
  Experimentation 
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Figure 
 Two interferograms captured by a CCD camera
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Figure  Light intensity distributions in row 		 of the captured interferograms
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a Phase curves from the image patch of  	 pixels
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Figure  Phase curves from dierent sizes of image patches of the two captured
interferograms
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Figure  Flow chart of phase dierence determination
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  Eect of Imager Resolutions
In order to be in a form suitable for computer processing the fringe patterns are
digitised both spatially and in amplitude Digitisation of the spatial coordinates
is referred to as fringe pattern sampling while amplitude digitisation is called
greylevel quantisation Therefore the quality of the digitised fringe pattern is
dependent on both spatial resolution and greylevel resolution In practice the
numbers of samples and grey levels are selected for a required approximation to
a continuous fringe pattern In this section the errors of phase dierence mea
surement due to the approximation are simulated by computer and the methods
of linear interpolation and polynomial curve tting as a comparison are both
used for the calculations of phase dierences in the following two subsections
  Eect of Grey Level Resolution
The number of discrete grey levels for the measured light intensity distributions of
fringe patterns is normally dened as the integer powers of two which is a binary
code obtained from an analogue to digital converter ADC In this subsection
the eect of grey level resolution on phase dierence determination by fringe
pattern matching is discussed based on computer simulation
In the simulation the fringe period was kept in constant with the pixel number
of 	
 and the fringe pattern size was   pixels The intensity distribution
was
I
n
i  j  round

K
 



K
 

cos
i


 
n
  n  
       
where i
     and j
     K is the bit number of discrete
grey levels and 
n



 is the phase shift The function roundx rounds x to
the nearest integer to obtain the quantised fringe pattern
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Figure 
a shows the error curve of phase dierence measurement made by
linear interpolation for bit greylevel fringe patterns and the error curve by
polynomial curve tting is shown in gure 
b Figure  shows the com
puter simulation results from 
bit greylevel fringe patterns and the computer
simulation results from bit greylevel fringe patterns are shown as in gure
 The computer simulation results of the eect of grey level resolution is
given in table  and the MATLAB programme for the determination of phase
dierence by polynomial curve tting is given in appendix A
In the simulation the maximum error of phase dierence measurement made by
linear interpolation for bit grey levels was 


o
 that for 
bit grey levels was



o
 and that for bit grey levels was 



o
 As a result of comparison
the maximum error of phase dierence measurement made by polynomial curve
tting for bit grey levels was 


o
 that for 
bit grey levels was 

		

o

and that for bit grey levels was 



o

It can be seen from the computer simulation results that the higher greylevel
resolution has obtained a better accuracy from both linear interpolation and
polynomial curve tting in the determination of phase dierence by fringe pat
tern matching
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b Error curve from polynomial curve tting
Figure 
 Error curves of phase dierences from bit greylevel fringe patterns
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Figure  Error curves of phase dierences from 
bit greylevel fringe pat
terns
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Figure  Error curves of phase dierences from bit greylevel fringe pat
terns
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Table  Computer simulation results of the eect of greylevel resolution
Maximum errors (degrees) RMS values(degrees)
L.I. P.C.F. L.I. P.C.F. 
0.0392
0.0216
0.0051
0.0440
0.0180
0.0586 0.0236
0.0127
0.0031
0.0258
0.0165
0.0064
RMS=root-mean-square;
L.I.=linear interpolation;
P.C.F.=polynomial curve fitting.
Fringe period : 40 pixels
Grey levels
(bits)
8 
10 
12 
   Eect of Spatial Resolution
It has been known that a digital fringe pattern in a computer is expressed as
an equispaced samples in the form of an array and each element of the array
is referred to as an picture element or pixel In practice the sampling number
in one fringe period for the fringe pattern is required not only by the Nyquist
frequency that fringe pattern is sampled at a frequency twice that of the highest
spatial frequency presented in the fringe pattern but also by the accuracy of phase
dierence measurement since the accuracy of intensity values is limited by some
factors such as the grey level resolution detector nonlinearity and noise In this
subsection the eect of spatial resolution on phase dierence determination by
fringe pattern matching is illustrated by computer simulation
In the simulation the fringe pattern size was kept in constant with   pixels
and the measured intensity for each pixel was bit grey levels The intensity
distribution was
I
n
i  j  round   cos
i
P
 
n
  n  
       

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where i
     and j
     
n



 is the phase shift and
P is the fringe period The function roundx rounds x to the nearest integer to
obtain the quantised fringe pattern
Figure a shows the error curve of phase dierence measurement computed
by linear interpolation for a sampling number of 
 pixels per fringe period and
the error curve by polynomial curve tting is shown in gure b Figure 	
shows the computer simulation results from the fringe patterns with the sampling
number of 
 pixels and the computer simulation results from the sampling num
ber of 	
 pixels are shown as in gure  The computer simulation results of
the eect of spatial resolution on phase dierence determination are given in table

In the simulation the maximum error of phase dierence measurement made by
linear interpolation for the sampling number of 
 pixels per fringe period was


	
o
 that for the sampling number of 
 pixels was 


o
 and that for the
sampling number of 	
 pixels was 


o
 As a result of comparison the max
imum error of phase dierence measurement made by polynomial curve tting
for the sampling number of 
 pixels per fringe period was 

o
 that for the
sampling number of 
 pixels was 


o
 and that for the sampling number of
	
 pixels was 


o

It can be seen that the higher spatial resolution or sampling frequency has ob
tained a better accuracy from both linear interpolation and polynomial curve
tting in the measurement of phase dierence by fringe pattern matching
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Figure  Error curves of phase dierences from the sampling number of 

pixels per fringe period
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Figure 	 Error curves of phase dierences from the sampling number of 

pixels per fringe period
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Figure  Error curves of phase dierences from the sampling number of 	

pixels per fringe period
  Discussion 
Table  Computer simulation results of the eect of spatial resolution
Maximum errors (degrees) RMS values(degrees)
L.I. P.C.F. L.I. P.C.F. 
RMS=root-mean-square;
L.I.=linear interpolation;
P.C.F.=polynomial curve fitting.
Fringe period
(pixels)
20
30
40
0.0764
0.0536
0.0392
0.1552
0.0792
0.0586
0.0401
0.0316
0.0236
0.0668
0.0359
0.0258
Grey-level resolution: 8 bits
  Discussion
The regionbased fringe pattern matching which is expressed by the mismatch
function is powerful in the determination of phase dierence from the interfer
ograms The mismatch function f
n
t is in eect the structure function of the
fringe pattern I
n
x  y  t As such it can be written
EI

x  y I
n
x t  y

 

 t 
where t is the autocorrelation function of I 

is the variance and E is the
expectation Thus the structure function preserves the ability of the correlation
function to improve the signal to noise ratio the signal being the cosine pattern
of the fringes At the same time dependence on the background level is reduced
because each value of the mismatch function f
n
t is obtained via a dierence
procedure


It can be seen that the phase curves shown in gure  are dierent from the
ideal phase curves shown in gure  In theory if the shifted image patch in a
  Discussion 
fringe pattern is perfectly matched with the reference image patch in the reference
fringe pattern the mismatch function is zero as shown in gure  In practice it
is not always true due to the presence of noise the change of the fringe spacing
and the variations of the background illumination and the modulation of the
fringes as shown in gure 
From the computer simulation results shown in tables  and  it has been
known that the accuracy of phase dierence measurement is slightly inuenced
by imager resolutions Therefore the errors from the noisefree bit greylevel
fringe patterns with the size of   pixels can be neglected in many cases
In the experiment the rows from the top part of fringe pattern were used for
obtaining the phase curves For high precision measurement the rows in the
middle part of fringe pattern should be used for the calculation as the middle part
of fringe pattern theoretically has less distortion in an interferometer system In
practice the phase errors are small and the inherent resolution of the PZT actuator
may be contributing signicantly so the choice of position is less critical
In addition the experimental results indicate that the larger image patches have
less distortion of the phase curves and higher signal to noise ratio in the presence
of noise but they need more processing time In the application of this method
the size of image patch can be selected according to the shifting range of the image
patch in the matching the required accuracy and processing time It should be
noted that the achievable accuracy in the determination of phase dierence is
basically dependent on the quality of the image The eect of image patch size
on phase dierence determination by fringe pattern matching will be discussed
in detail in the following chapter
  Conclusion 
  Conclusion
The computer simulation and experiment have shown that fringe pattern match
ing is eective in the determination of phase dierence between two interfero
grams with equispaced fringe patterns The signal to noise ratio of the cap
tured interferograms in the measurement is signicantly improved due to the
regionbased matching and its eect of averaging noise Subpixel accuracy can
be achieved by linear interpolation or polynomial curve tting from the phase
curves The method of linear interpolation is easier to achieve a better accuracy
compared with polynomial curve tting Fringe pattern matching is useful in the
measurement of the physical quantities that are related to optical phase changes
such as length and displacement The advantage of high tolerance to noise of this
method makes it suitable to measurement in the presence of noise
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Chapter 
Eect of Image Patch Size on
Phase Dierence Determination
by Fringe Pattern Matching
  Introduction
Chapter  has described the method of phase dierence determination by fringe
pattern matching It has been shown that fringe pattern matching is an optical
interferometrymethod for the accurate determination of phase dierence between
fringe patterns The method has the advantage of high resistance to noise due to
the regionbased matching process and its eect of averaging noise This enables
fringe pattern matching to be made thereby making meaningful measurements
of optical phase dierences even in harsh environmental conditions However
the eect of image patch size on phase dierence determination by fringe pattern
matching is not discussed in chapter  from the statistical point of view
In theory the accuracy of phase dierence measurement is not inuenced by the
size of the image patches used in the matching of ideal fringe patterns In prac
tice however the fringe patterns captured in an experiment are often inevitably
	
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corrupted by random variations or types of noise in light intensity values
 
  

Several types of noise such as Gaussian noise salt  pepper noise and speckle
noise are therefore invariably added to the fringe patterns in the measurement
and fringe pattern matching is to some extent limited by the random variations
in its performance of detecting phase dierences In an interferometric phase
measuring system the random variations may arise from the CCD array elec
tronic circuit light source imaging surface and optical components
In this chapter the relationships between the standard deviations acquired from
dierent sizes of image patches are investigated The equations are derived based
on the measurements made from one pixel one line and an area of fringe patterns
The eect of image patch size on phase dierence determination by fringe pattern
matching was rstly examined by computer simulation In the simulation the
fringe patterns with a phase dierence of 
o
and background noise level were
generated by computer Gaussian noise salt  pepper noise speckle noise and
the combination of them were added to the intensity values of the fringe patterns
The phase dierences between the fringe patterns were achieved by fringe pattern
matching from dierent sizes of image patches The experimental results were
also achieved from one hundred pairs of captured interferograms The theoretical
analysis computer simulation and experiment have shown that the larger image
patches have achieved a better accuracy in the measurement of phase dierence
by fringe pattern matching
In section  the general equations describing the eect of image patch size
on phase dierence determination by fringe pattern matching are derived based
on statistical analysis Section  illustrates the computer simulation results
and the experimental results are illustrated in section  The discussion and
conclusion of this chapter are given in sections  and  respectively
  General Equations 
  General Equations
In the method of phase dierence determination by fringe pattern matching any
two interferograms with equispaced fringes are captured in sequence A reference
image patch in one interferogram and a shifted image patch in the other with
the same size as the reference image patch are selected for the matching process
The phase curves with the phase dierence between the two interferograms are
produced by shifting the image patches with respect to each other pixel by pixel
and at the same time calculating the meansquaredierence values for each shift
The optical phase dierence can be decided from the matching point at which
the meansquaredierence value is a minimum
In the presence of noise the sampled intensity distribution of the nth fringe
pattern I
 
n
i  j can be written as
 
I
 
n
i  j  ai  j  bi  j cos
n
i  j  
n
i  j  n    
     

where aij is the background illumination bij is the modulation of the fringes

n
i  j is the phase related to the physical quantity to be measured and 
n
i  j
is the noise distribution
The general mismatch function f
n
t in this case is
f
n
t  k

X
i j R
I
 

i  j  I
 
n
i t  j

  n    
     
where k

is the inverse of the element number in the calculations and the sign
before t denes the fringe shifting direction For the fringes shifted in the left
direction the mismatch function is
f
n
t  k

X
i j R
I
 

i  j  I
 
n
i  t  j

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     
  General Equations 
and for the fringes shifted in the right direction the mismatch function is
f
n
t  k

X
i j R
I
 

i  j  I
 
n
i  t  j

  n    
     
Consider a measurement value of phase dierence p
m
in a set of phase dierence
samples which is formed by the addition of noise 
m
to the sample mean value
p The measured phase dierence p
m
is
p
m
 p  
m
  m 
       
where 
m
denotes a zero mean noise process
     
 ie the expectation E
m
  
In a measurement of K phase dierence samples the standard deviation 
   	
can be calculated by
 
s
P
K
m
p
m
  p

K  


where
p 


K
K
X
m
p
m

To discuss the relationship between the standard deviation achieved from 
 N
pixel image patches and that achieved from MN pixel image patches in the
measurement the mismatch function described by equation  can be rewritten
as
f
n
t  k

M
X
j
h
n
t  j  n    
     	
For the fringes shifted in the left direction the mismatch function is
f
n
t  k

M
X
j
h
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
and for the fringes shifted in the right direction the mismatch function is
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where
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It can be seen that h
n
t  j h
ln
t  j and h
rn
t  j are the mismatch functions ob
tained from the jth line of the image patches or an image patch of 
N pixels
This means that the phase curves described by equations 	  and 
 can
be achieved by the superposition of all the phase curves obtained from one line
measurement or the measurement based on each line of the image patches used
in the matching process In this case the phase dierence achieved from MN
pixel image patches can be considered as the mean of those from 
N pixel
image patches
Providing that the line measurements are uncorrelated the standard deviation

M
 for the image patches with MN pixels used in the determination of phase
dierence by fringe pattern matching can be calculated by
   	  

M



p
M


where M is the number of lines in the image patches used for the matching process
and 

is the standard deviation obtained from one line measurement
In the same way to discuss the relationship between the standard deviation
achieved from 
 
 pixel image patches or one pixel and that from MN pixel
image patches in the measurement the general mismatch function described by
equation  can be rewritten as
f
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M
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For the fringes shifted in the left direction the mismatch function is
f
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and for the fringes shifted in the right direction the mismatch function is
f
n
t  k

M
X
j
N
X
i
q
rn
t  i  j  n    
     

where
q
n
t  i  j  I
 

i  j  I
 
n
i t  j

  n    
     
	
q
ln
t  i  j  I
 

i  j  I
 
n
i  t  j

  n    
     

q
rn
t  i  j  I
 

i  j  I
 
n
i  t  j

  n    
     
It is clear that q
n
t  i  j q
ln
t  i  j and q
rn
t  i  j are the mismatch functions ob
tained from one pixel or an image patch of 

 pixel This means that the
phase curves from the image patches of MN pixels can be expressed as the su
perposition of all the phase curves from one pixel Therefore the phase dierence
achieved from MN pixel image patches can be considered as the mean of those
from 
  
 pixel image patches As such the standard deviation 
M
can also be
calculated by

M



p
MN


where MN is the number of pixels in the image patches used for the matching
process and 

is the standard deviation acquired from the measurements based
on one pixel
In the above equations 
 and 
 indicate that the larger image patches
have a better accuracy in the measurement of phase dierence by fringe pattern
matching It is now clear that the direct measurement of phase dierence is based
on the data from one pixel but the measurementmade by fringe pattern matching
   Computer Simulation 	
is based on the data from MN pixels Therefore fringe pattern matching has
the advantage of averaging noise in the measurement of phase dierence
   Computer Simulation
The eect of image patch size on phase dierence determination by fringe pattern
matching was rstly examined in computer simulation The fringe patterns with
Gaussian noise salt  pepper noise speckle noise and the combination of them
were generated by computer for the quantitative evaluation of errors in the mea
surement of phase dierence The image patches of 
	 
	 and 
	
pixels were then used for the determination of phase dierence in the matching
process
   Fringe Patterns with Gaussian Noise
Gaussian noise is a model for the noise from imaging electronics in a machine
vision or imaging system with CCD cameras and it contains variations in light
intensity which are described by normal or Gaussian distribution
 

 There are
two noise sources in this case
 
 The conversion of a fringe pattern from optical
to electrical form introduces photoelectronic noise which is a statistical process
in nature since each pixel receives a nite number of photons The electronic
circuits that process the signal introduce the electronic noise that is due to the
random thermal motion of electrons in resistive circuit elements and is usually
modelled as Gaussian noise with zero mean value
In the simulation of the eect of Gaussian noise the computer generated fringe
patterns were 	bit greylevel 
 
 pixel images with a phase dierence of

o
and a fringe period of  pixels The noise distributions were produced using
MATLAB command imnoiseI
 

 
gaussian
 
 M V
 


 The command added
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Gaussian noise of mean M and variance V to the image I
 
 The mean M and
variance V were both  in the simulation The light intensity distributions were
I
 

i  j  round
  
 cos
i

  
Gaussian
i  j 
and
I
 
m
i  j  round
  
 cos
i

 


  
mGaussian
i  j 
where m
    
 i 
   

 and j 
   

 
Gaussian
i  j
and 
mGaussian
i  j are Gaussian noise distributions The function roundx
rounds x to the nearest integer to obtain the quantised fringe pattern
Figure 
 shows two computer generated fringe patterns with Gaussian noise
The light intensities with Gaussian noise in row 
 of the fringe patterns are
shown in gure  Figure  shows the Gaussian noise in row 
 of the fringe
patterns The phase curves acquired from the image patches of 
	 
	
and 
	 pixels are shown in gure 
One hundred pairs of fringe patterns were used in the simulation for the evaluation
of the eect of image patch size on phase dierence determination in the presence
of Gaussian noise The standard deviations achieved from the image patches of

	 
	 and 
	 pixels as shown in table 
 were 	
o
 		
o
and 

o
 The results calculated from equation 
 were 

 	
o
and


 
o
when 

was 	
o

The MATLAB programme for the computer simulation of the eect of Gaussian
noise on phase dierence determination by fringe pattern matching is given in
appendix B The three hundred phase dierence samples from the dierent sizes
of image patches and the results are shown in appendix C

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Figure  Light intensities in row 
 from the fringe patterns with Gaussian noise
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c Phase curves from 
	 pixel image patches
Figure  Phase curves from the dierent sizes of image patches with Gaussian
noise
Table 
 Computer simulation results from the fringe patterns with Gaussian
noise
(degrees)
Number of Samples K=100
(degrees)(pixels)
1x382
10x382
100x382
σ (degrees)
Size of image patch      Mean   Standard Deviation Standard Deviation
σ M
90.0102
90.0102
90.0022
0.2048
0.0688
0.0197
0.2048
0.0648
0.0205
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   Fringe Patterns with Salt  Pepper Noise
In the light intensity distributions of fringe patterns salt  pepper noise contains
random occurrences of both black and white intensity values
 
 This type of
noise may arise from the interference in electronic circuits uneven sensitivities of
imaging pixels unclean or uneven surfaces of optical components and objects
In the simulation of the eect of salt  pepper noise the computer generated
fringe patterns were 	bit grey	level 
  
 pixel images with a phase dier	
ence of 
o
and a fringe period of  pixels The noise distributions were produced
using MATLAB command imnoiseI
 

 
salt  pepper
 
 D
 
 The command
added salt  pepper noise to the image I
 
with the noise density D The noise
density D was  in the simulation The light intensity distributions were
I
 

i j  round
  
 cos
i

  
saltpepper
i j 
and
I
 
m
i j  round
  
 cos
i




  
msaltpepper
i j 

where m     i    
 and j    
 
saltpepper
i j
and 
msaltpepper
i j are salt  pepper noise distributions The function roundx
rounds x to the nearest integer to acquire the quantised fringe pattern
Figure 
 shows two computer generated fringe patterns with salt  pepper noise
The light intensities with salt  pepper noise in row  of the fringe patterns are
shown in gure  Figure  shows the salt  pepper noise distribution in
row  and gure  shows the phase curves obtained from the image patches of
    and   pixels
In the simulation one hundred pairs of image patches were used for the evalu	
ation of the eect of image patch size on phase dierence determination in the
   Computer Simulation 
presence of salt  pepper noise The standard deviations obtained from the im	
age patches of     and   pixels as shown in table  were

o
 

o
and 
o
 The results computed from equation  were


 

o
and 

 
o
when 

was 
o
 The phase dierence
samples used in the simulation and the results are given in appendix C
Table  Computer simulation results from the fringe patterns with salt 
pepper noise
(degrees)(degrees)(pixels)
1x382
10x382
100x382
Size of image patch   Mean Standard Deviation Standard Deviation
σ σ Μ (degrees)
Number of Samples K=100
90.1629
90.0537
90.0138
1.6412
0.5018
0.1441
1.6412
0.5190
0.1641
Position, x (Pixels)
Po
si
tio
n,
 y
 (P
ixe
ls)
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
a Fringe pattern with a phase shift of 
o
   Computer Simulation  
Position, x (Pixels)
Po
si
tio
n,
 y
 (P
ixe
ls)
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
b Fringe pattern with a phase shift of 
o
Figure 
 Two computer generated fringe patterns with salt  pepper noise
0 100 200 300 400 500 600
0
50
100
150
200
250
300
Position, x (Pixels)
Li
gh
t I
nt
en
sit
y
a Light intensity from the fringe pattern with a phase shift of 
o
   Computer Simulation 
0 100 200 300 400 500 600
0
50
100
150
200
250
300
Position, x (Pixels)
Li
gh
t I
nt
en
sit
y
b Light intensity from the fringe pattern with a phase shift of 
o
Figure  Light intensities in row  from the fringe patterns with salt  pepper
noise
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Figure  Salt  pepper noise in row 
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a Phase curves from   pixel image patches
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b Phase curves from   pixel image patches
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c Phase curves from   pixel image patches
Figure  Phase curves from the dierent sizes of image patches with salt 
pepper noise
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    Fringe Patterns with Speckle Noise
Speckle noise which is often a dominant error source in most of interferometric
phase measuring systems occurs only when the surface is optically rough
   

This means that the height variation of the surface is of the order of wavelength
or greater than the wavelength of the illuminating light When such a surface
is illuminated by a laser beam and an image of the surface is formed the image
shows a random intensity variation with the granular appearance of the surface
It is known that the fully developed speckle eld obeys a zeromean Gaussian
process if a large number of statistically independent scatterers contribute to the
formation of the speckle eld
 

In the simulation of the e	ect of speckle noise on phase di	erence determination
by fringe pattern matching the computer generated fringe patterns were  
 pixel images with a phase di	erence of 

o
and a fringe period of  pixels
and their greylevel resolution was about  bits The noise distributions were
produced using MATLAB command imnoiseI
 

 
speckle
 
 V
 
 The command
added speckle noise with the variance V to the image I
 
 The variance V was
 in the simulation The light intensity distributions of the fringe patterns
were
I
 

i j  round   cos
i

  
speckle
i j 
and
I
 
m
i j  round   cos
i




  
mspeckle
i j 
where m     i     and j     
speckle
i j
and 
mspeckle
i j are speckle noise distributions The function roundx rounds
x to the nearest integer to obtain the quantised fringe pattern
Figure 
 shows two computer generated fringe patterns with speckle noise The
light intensities with speckle noise in row  of the fringe patterns are shown
   Computer Simulation 
in gure  Figure  shows the speckle noise in row  The phase curves
acquired from the image patches of     and   pixels are shown
in gure 
One hundred pairs of image patches were used in the simulation for the evaluation
of the e	ect of image patch size on phase di	erence determination in the presence
of speckle noise The standard deviations obtained from the image patches of
    and   pixels as shown in table  were 
o
 
o
and 
o
 The results computed from equation  were 

 
o
and


 
o
when 

was 
o
 The phase di	erence samples used in the
simulation and the results are shown in appendix C
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Figure  Light intensities in row  from the fringe patterns with speckle noise
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Figure  Speckle noise in row 
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b Phase curves from 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c Phase curves from 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 pixel image patches
Figure  Phase curves from the di	erent sizes of image patches with speckle
noise
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Table  Computer simulation results from the fringe patterns with speckle
noise
(degrees)(pixels)
1x382
10x382
100x382
Size of image patch Standard DeviationMean   Standard Deviation
σ σ M(degrees) (degrees)
Number of Samples K=100
89.9826
89.9418
89.9947
1.4283
0.4830
0.1430
1.4283
0.4517
0.1428
   Fringe Patterns with the Combined Noise
In the presence of Gaussian noise salt  pepper noise and speckle noise the
e	ect of image patch size on phase di	erence determination by fringe pattern
matching has been discussed separately In practice however the noise e	ect is
the combination of more than one type of noise Therefore the combinational
e	ect of the three types of noise on the measurements made from the di	erent
sizes of image patches are also discussed in this section
In the case that the e	ects of the three types of noise on phase di	erence measure
ment are independent the standard deviation for the combined noise 
combined

can be then calculated by

combined

q


Gaussian
 

saltpepper
 

speckle

where 
Gaussian
is the standard deviation obtained from the fringe patterns with
Gaussian noise 
saltpepper
is that from the fringe patterns with salt  pepper
noise and 
speckle
is that from the fringe patterns with speckle noise
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In the simulation the computer generated fringe patterns were    pixel
images with a phase dierence of 
o
and fringe period of 	 pixels and their
grey
level resolution was about  bits The light intensity distributions of the
fringe patterns were
I
 

i  j  round   cos
i

  

i  j 
and
I
 
m
i  j  round   cos
i




  
m
i  j 
where


i  j  
Gaussian
i  j  
saltpepper
i  j  
speckle
i  j 
and

m
i  j  
mGaussian
i  j  
msaltpepper
i  j  
mspeckle
i  j 
In equations    and  m     i     and
j     

i  j and 
m
i  j are the combined noise distributions The
function roundx rounds x to the nearest integer to obtain the quantised fringe
pattern
Figure  shows two computer generated fringe patterns with the combined
noise The light intensities in row  of the fringe patterns are shown in gure
	 Figure  shows the combined noise distribution in row  and gure 
shows the phase curves acquired from the image patches of     and
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  pixels
In the simulation one hundred pairs of image patches were used for the evalu

ation of the eect of image patch size on phase dierence determination in the
presence of the combined noise The results achieved from the image patches of
    and   pixels as shown in table 	 were 
o
 
o
and 
o
 The results calculated from equation 	 were 

 	
o
and


 
o
when 

was 
o
 The standard deviations calculated from
equation  were 
o
 
o
and 	
o
for the image patches of  
  and   pixels respectively The phase dierence samples used in
the simulation and the results are given in appendix C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Figure  The combined noise in row 
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a Phase curves from   pixel image patches
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b Phase curves from   pixel image patches
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c Phase curves from   pixel image patches
Figure  Phase curves from the dierent sizes of image patches with the
combined noise
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Table 	 Computer simulation results from the fringe patterns with the com

bined noise
(degrees)
Number of Samples K=100
(degrees)(pixels)
1x382
10x382
100x382
σ (degrees)
Size of image patch      Mean   Standard Deviation Standard Deviation
σ M
90.1499
90.1309
89.9799
2.1831
0.7787
0.2182
2.1831
0.6904
0.2183
  Experimental Results
The eect of image patch size on phase dierence determination by fringe pattern
matching was also examined in an experiment One hundred pairs of interfero

grams which were   pixel and 
bit grey
level fringe patterns were cap

tured by CCD camera in the interferometer system for introducing phase shifts
as shown in gure  in chapter  A phase dierence of 
o
between each pair
of fringe patterns was introduced by PZT piezo
electric transducer creating a
displacement of a mirror The wavelength of the He
Ne laser employed in the
experiment was  m
Figure  shows one pair of the fringe patterns with a phase dierence of 
o

The light intensities in row  of the fringe patterns are shown in gure 
Figure  shows the phase curves acquired from the image patches of  
  and   pixels
The standard deviations achieved from the image patches of     and
  pixels as shown in table  were 
o
 		
o
 and 		
o
 The re

sults computed from equation 	 were 

 
o
and 

 	
o
when


was 
o
 The phase dierence samples used in the calculation and the
results are given in appendix C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Figure 	 Two captured fringe patterns with noise
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Figure 
	 Light intensities in row  from the two captured fringe patterns
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 b Phase curves from  
 pixel image patches
  Experimental Results 
0 10 20 30 40 50 60 70 80 90 100
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Pixel Number of Phase Shift
M
ea
n−
Sq
ua
re
−D
iff
er
en
ce
 V
al
ue
f 0
f 1
 c Phase curves from  
 pixel image patches
Figure 	 Phase curves from the two captured fringe patterns
Table 	 Experimental results from the captured fringe patterns
(degrees)(degrees)(pixels)
1x382
10x382
100x382
Size of image patch Mean Standard Deviation Standard Deviation
(degrees)σ σ M
Number of Samples K=100
88.6223 
89.3404
89.5313
3.0139
2.4184
1.4074
3.0139
0.9531
0.3014
  Discussion 
  Discussion
From the computer simulation and experimental results it can be seen that the
larger image patches used for the phase dierence determination by fringe pat
tern matching have achieved a better accuracy in the presence of noise This
feature which is clearly described by equations  and  is in eect based
on the fact that the phase curves obtained from M N pixel image patches can
be considered as the superposition of M independent phase curves obtained from
 N pixel image patches or the superposition of M N independent phase curves
obtained from   pixel image patches
In equations  and  the phase dierence measurements made by fringe
pattern matching are assumed to be uncorrelated in the calculations of the stan
dard deviations based on one line and one pixel For the practical measurements
that is not the exact case since the phase dierence is aected not only by the
intensity noise but also by other sources such as the limited imager resolutions
vibration air turbulence mechanical drift and thermal drift
If  

is the correlation between the lines of image patches then the standard
deviation expressed by equation  is degraded by the correlation ie

M



p
M
q
   M  

  

  
In the same way for the measurements based on one pixel the standard deviation
is

M



p
M N
q
   M N  

  

  
where  

is the correlation between the pixels of image patches in the determi
nation of phase dierence by fringe pattern matching In the simulation the
  Conclusion 
correlation calculated from the image patches of  
 and  
 pixels was
less than  and that from the image patches of  
 and  
 pixels
was less than  In the experiment the correlation computed from the image
patches of  
 and  
 pixels was  and that from the image patches
of  
 and  
 pixels was 
In addition it should be noted that the expected accuracy of phase dierence
measurement cannot be achieved by simply increasing the size of image patches
used in the matching process since the accuracy in practice is also inuenced
by other factors such as the resolution of imaging sensor and unequally spaced
fringes due to the optical aberrations and misalignments Therefore the achiev
able accuracy in the determination of phase dierence by fringe pattern matching
is basically dependent on the quality of fringe patterns although it has the ad
vantage of high tolerance to noise
  Conclusion
The computer simulation and experimental results have proved that the larger
image patches used in the determination of phase dierence by fringe pattern
matching have a better accuracy in the presence of noise which is in accordance
with the theoretical results described by equations  and  The signal to
noise ratio of the fringe patterns in the measurement is signicantly improved due
to the fact that each value of the mismatch function is obtained from averaging
M N pixels if the image patches with the size of M N pixels are used in the
matching process The advantage of averaging noise of fringe pattern matching
method makes it powerful in the determination of phase dierence from noise
fringe patterns
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Chapter 
Measurement of Electrostatic
Force Displacement
  Introduction
The laser interferometer has proved to be a powerful tool for high precision mea
surement of displacement in terms of the wavelength of light It is now known
that the conventional techniques such as fringe counting
     
 heterodyning
   	  
  
 and homodyning
     
have the disadvantage of using only a small
part of the fringe pattern to obtain the displacement information and their ac
curacies are easily aected by the fringes with background noise levels
In this chapter the technique of fringe pattern matching
       
is used
to achieve the displacement information between any two fringe patterns The
measurement of electrostatic force displacement was investigated in a breoptic
interferometer system In the experiment the quality of the fringe pattern was
badly aected by the nonideal optical surface of the cantilever of the capaci
tive sensor from which several hundreds of noisy interferograms were obtained
Fringe pattern matching was then used for detecting the displacement informa
tion from the hundreds of noisy interferograms The signal to noise ratio in the

  Principle 
measurement was signicantly improved by the matching process A resolution
of  wavelength was achieved from the noisy interferograms using fringe pat
tern matching together with linear interpolation
In section  of this chapter the principle of the measurement of electrostatic
force displacement using an interferometer is introduced Section  describes
the experimental setup of the breoptic interferometer system and section 
illustrates the experimental results The discussion and conclusion are given in
sections  and 	
  Principle
A capacitive sensor for detecting electrostatic force displacement is shown in
gure  The two capacitance electrodes are formed on the surfaces of the
cantilever and the base When a dc voltage is applied across the two parallel
electrodes it produces an attractive force between the electrodes and a displace
ment of the cantilever
 	  
  

Cantilever
Base
d
Figure  Capacitive sensor for detecting electrostatic force displacement
The relationship between the displacement of the cantilever and the voltage across
the electrodes is given by
 	  
  
d 
k

V

d

 
  Principle 
where d is the displacement of the cantilever V is the voltage across the elec
trodes d is the distance between the two capacitor plates and k

is a constant
Figure  shows the schematic of measuring the displacement of the cantilever
of the capacitive sensor using an interferometer system The displacement of the
cantilever varies with the voltage across the electrodes and at the same time the
displacement gives rise to the optical path dierence and the interference pattern
with a phase shift Assuming that the displacement is very small in compari
son with the length of the cantilever the bending angle of the cantilever can be
neglected in the calculation of displacement Figure  shows the principle of
calculating the optical path dierence
D / A   2
D / A   1
Computer  486
Capacitive Sensor
PZT
CCD
Camera
He-Ne  Laser
Fibre Coupler
Fringe Pattern
α Cantilever
Mirror
Fibre  2
Laser Beam 2
Fibre  1
Laser Beam 1
βBeam Splitter
Figure  Schematic of measuring the displacement of the cantilever using an
interferometer system
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Figure  Calculation of the optical path dierence
In gure  the optical path dierence L can be calculated by
L  AF  FB BD  AC CE  
Since AFFB and BDAC equation  can be simplied as
L  AF  CE  
where
AF 
d
sin
 
and
CE  CDcos   ABcos 
dcos
tan
 	
If    equation 	 can be expressed as
CE 
d cos


sin
 

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By substituting AF and CE into equation  the optical path dierence L can
be obtained that is
L  dsin  
The phase dierence  can be therefore expressed as
 
d sin

 
and the displacement of the cantilever in one fringe period can be calculated by
d 

sin
 
where d is the displacement  is the phase dierence  is the angle between
the incident laser beam and the cantilever surface and  is the wavelength of
light
Figure  shows the method of calculating the phase shift from the relationship
between the two fringe patterns In the gure P is the fringe period and x is the
shift distance of the fringe The phase dierence  in this case can be computed
by
 
x
P
 
Since equations  and  express the same phase dierence the following
equation is obtained ie
d sin


x
P
 
As such the displacement of the cantilever in one fringe period can also be cal
culated by
d 
x
P sin
 
It can be seen from equations  and  that the displacement of the cantilever
d is a function of the phase shift distance x and the fringe period P or the phase
  Principle  
(a) Fringe Pattern
P
x (b) Fringe Pattern (After Phase Shifting)
Figure  Determination of the phase shift
dierence  Therefore fringe pattern matching can be used to determine the
phase dierence and the displacement of the cantilever of the capacitive sensor
The principle of fringe pattern matching and the methods for achieving subpixel
resolution have been described in detail in chapter  The procedure of measuring
displacement by fringe pattern matching can be summarised as follows
 Capture interferograms in sequence and take the rst as a reference fringe
pattern for the matching
 Select equation  or equation  as the mismatch function according to
the fringe shifting direction Use equation  for the fringes shifted in the left
direction and equation  for the fringes shifted in the right direction assuming
that the fringes are vertical in the fringe patterns
 Choose a xed image patch in the rst fringe pattern as a reference image
patch and a shifted image patch in another fringe pattern with the same size as
the reference image patch for the matching
 Compute the meansquaredierence values for each shift to obtain the phase
curves with the phase dierence between the fringe patterns
 Calculate the phase dierence from the phase curves Subpixel accuracy may
be achieved by linear interpolation or polynomial curve tting 
 Find the actual displacement on the basis of the relationship between the phase
  Experimentation 
dierence and the displacement as described by equations  and  The
calibration of measurement is normally needed to reduce or suppress systematic
errors for high precision measurement
 The periodic constant must be added in the measurement if the phase shift is
larger than one fringe period
  Experimentation
In this section the experimental setup of the breoptic interferometer system
for measuring electrostatic force displacement of a capacitive sensor is described
The breoptic interferometer is suitable for the measurementbecause of the small
surface area of the cantilever and high resolution required The experimental
results are given on the basis of the measurementmade by fringe pattern matching
together with linear interpolation
  Experimental Setup
The experimental setup of the breoptic interferometer system for measuring
electrostatic force displacement of a capacitive sensor is shown in gure  In
the setup the cantilever of the capacitive sensor in the experiment had a surface
area of 	 mm

 The distance between the cantilever and the base of the
capacitive sensor was about m The wavelength of the 	mw HeNe laser
used in the experimental setup was 
 m
In the experiment the PZT piezoelectric transducer with a resolution of 
nm was used for the calibration of measurement and the capacitive sensor was
mounted on the PZT to reduce or suppress the systematic error and the error from
miscalibration The displacements of the PZT and the cantilever of the capacitive
sensor were controlled by the 
 computer with the two bit digital to analogue
  Experimentation 
converters DA  and DA  The computer was programmed to output the
voltages needed for the calibration and the displacements of the cantilever of the
capacitive sensor through the two DA converters and capture fringe patterns
automatically to minimise the errors from the fringe drift and vibration during
the measurement
  Experimental Results
In the measurement the quality of the interferometric image was badly aected
by the nonideal optical surface of the cantilever of the capacitive sensor from
which several hundreds of noisy interferograms were captured The interfero
grams captured in sequence in the experiment were bit greylevel images with
the size of 		 pixels
Figure 	 shows three of the noisy interferograms and the light intensities from
row 		 of the noisy interferograms are shown in gure 
 The phase curves
shown in gure  have a clear picture of phase dierences among the three fringe
patterns although the noise can be seen clearly from the intensity distributions
in gure 	 and gure 
 Figure  shows the experimental result which is a
good t with the theoretical result calculated from equation  In gure 
the theoretical result is plotted as the solid line and the experimental result is
plotted as the circle line
In the measurement the reference and shifted image patches with the size of
	 pixels were used for the calculations of meansquaredierence to ob
tain the phase curves The displacements after calibration were obtained from
the relationship between the phase dierence and the displacement of the can
tilever described by equation  A resolution of  wavelength was achieved
from 	 noisy interferograms using fringe pattern matching together with linear
interpolation
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Figure 	 Three interferograms with 		 pixels
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Figure 
 Light intensity distributions in row 		 of the three interferograms
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Figure  Phase curves with phase dierences
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Figure  Theoretical and experimental results
   Discussion 
   Discussion
It can be seen clearly from gures 	 and 
 that the fringe patterns are cor
rupted by noise mainly arising from the nonideal optical surface of the cantilever
of the capacitive sensor Figure  shows that the signal to noise ratio is signif
icantly improved by fringe pattern matching This indicates that fringe pattern
matching is powerful in its practical use for the measurement of displacement
from noisy interferograms
In gure  the PZT is used for calibrating the interferometer through out
putting a known displacement which is then measured by the interferometer to
reduce or suppress the systematic error and the error from miscalibration The
calibration based on the experimental setup can theoretically suppress the sys
tematic error if the displacement direction of the cantilever is the same as that
of the PZT Therefore the calibration method is useful for minimising the mea
surement error
For the reduction of the eect of vibration the breoptic interferometer system
was constructed on an optical breadboard and the optical breadboard was placed
on the optical bench with pneumatic vibration isolation supports in a basement
laboratory In addition all the measurements were performed after working hours
to weaken the inuences of the vibrations from trac machinery and human ac
tivity
  Conclusion
The displacement measurement made by fringe pattern matching in this chapter
is a regionbased measurement so that it contains more accurate information
of displacement compared with the conventional techniques that employ only a
small part of the fringe pattern for measurement The experiment has shown
  Conclusion 
that fringe pattern matching is eective in displacement measurement The high
precision measurement of displacement from the noisy interferograms is achieved
due to the regionbased measurement and its eect of averaging noise The
experimental results also indicate that the advantage of high resistance to noise
makes fringe pattern matching powerful for displacement measurement in the
presence of noise
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Chapter 
Displacement Measurement
Based on Youngs Experiment
  Introduction
The high precision measurement of displacement made by optical interferometry
is often based on the changes of optical path length
               	  
      
and it is very sensitive to its working environments Therefore unlike some other
techniques for example optical triangulations
       
 it is not suitable
for the measurement of displacement over a long distance
In this chapter a method of displacement measurement based on Youngs exper
iment is presented In the method fringe pattern matching is used for directly
measuring the fringe spacing from interferograms and the displacement is then
determined according to the fringe spacing equation derived from Youngs exper
iment The method was examined in a breoptic interferometer system and the
fringe spacing with subpixel accuracy was achieved from fringe pattern matching
together with linear interpolation The eect of imager resolutions on the accu
racy of displacement measurement was also investigated by computer simulation

  Principle 
In section  of this chapter the principle of displacement measurement based
on Youngs experiment is introduced Section  illustrates the experimental
results and the eect of imager resolutions on the accuracy of displacement mea
surement is discussed in section  The discussion and conclusion are given in
section  and section 
  Principle
Figure  shows the schematic of Youngs experiment in which the two slits have
been replaced by two bres
   	
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Figure  Schematic of Youngs experiment for displacement measurement
In gure  if the distance between the screen and the bres D is considerably
greater than the distance between the two bres d

 the distance D as discussed
in chapter  can be expressed as
D 
d

P
 

Equation  indicates that the distance D is proportional to the fringe spacing P
when the wavelength   and the distance between the two bres d

are in constant
  Principle 
Therefore the relative displacement D can be calculated using
D 
d

P
 

where P is the change of fringe spacing It can be seen that the displacement
D is a linear function of P for the constant wavelength   and distance d


If D

is a given distance between the screen and the two bres equation 
becomes
D


d

P

 

where P

is the fringe spacing corresponding to the distance D


By combining equation  and equation  the displacement D with the
change of fringe spacing P can be obtained ie
D 
D

P
P


Equation  is valid under the conditions that the distance between the two
bres d

 wavelength   and the magnication factor of lens
 

are constants
and that the distance D

is considerately greater than the distance d


In this method the fringe spacing and its changes are determined using fringe
pattern matching together with linear interpolation to achieve subpixel accuracy
       
 Assuming that the fringes are vertical in fringe patterns the
intensity distribution of the nth fringe pattern I
n
i j used in the matching can
be described by
       
I
n
i j  a
n
i j  b
n
i j cos
i
P
 
n
 n      i j      
where a
n
i j is the background illumination b
n
i j is the modulation of the
fringes and 
n
is the reference phase It should be noted that the fringe spacing
is not a constant in equation 
  Principle 
The mismatch function f
n
t in this case can be expressed as
f
n
t  k

X
i j R
I
n
i j  I
n
i  t j

 n      
where R is the region of the reference image patch t is the shifted pixel number
and k

is the inverse of the element number in the calculation
Figure  as an example shows two computer generated 	bit greylevel fringe
patterns with a displacement of  mm between them The fringe spacing of the
reference fringe pattern for D

  mm is  pixels as shown in gure a
The given displacement is  mm and the measured is 

 mm The phase
curves obtained from the two computer generated 	bit greylevel    pixel
fringe patterns are shown in gure  It can be seen that the mismatch function
expressed by equation  is equal to zero at the origin of coordinates which is
denitely the matching point for the fringe pattern and it changes periodically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Figure  Two computer generated 	bit greylevel fringe patterns with a dis
placement of  mm between them
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Figure  Phase curves from the two computer generated 	bit greylevel fringe
patterns
 	 Experimentation 

  Experimentation
The method of displacement measurement based on Youngs experiment was
examined in a breoptic interferometer system as shown in gure  In the
experiment the optic bres in gure  were displaced by a translation stage
with a resolution of  mm to change the distance D and the fringe spacing P
The initial value of distance D was set to  mm ie D

 mm in equation
 The distance between the diuser and the CCD camera was kept constant
during the experiment to suppress the eect of the focus of the camera on the
experimental result when the distance D was changed The distance between the
bres d

 was held constant at about  mm in the experiment
Computer  486
Camera
CCD Diffuser
D
d 0
He-Ne  Laser
Fibre Coupler
Fibre 1
Fibre 2
Figure  Schematic of displacement measurement system
Figure  shows two captured interferograms with a displacement of  mm
between them They are 	bit greylevel   pixel images The phase
curves of the two interferograms calculated from equation  are shown in gure
 Figure  shows the measured fringe spacing versus the given displacement
over a range of  mm and gure 	 shows the measured displacement versus
the given displacement The standard deviation versus the given displacement
over a range of  mm is shown in gure 

In the experiment the  pixel image patches were used for the calculations
of meansquaredierence to obtain the phase curves The standard deviation
 	 Experimentation 
obtained from one hundred and thirty captured interferograms was better than
 mm over a range of  mm
Position x (Pixels)
Po
si
tio
n 
y 
(P
ixe
ls)
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
a Reference interferogram
Position x (Pixels)
Po
si
tio
n 
y 
(P
ixe
ls)
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
b Interferogram after a displacement of  mm
Figure  Two captured interferograms with a displacement of  mm between
them
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 Standard deviation versus given displacement over a range of  mm
 
  Eect of Imager resolutions
The eect of grey level resolution and spatial resolution on the measurement of
displacement based on Youngs experiment is illustrated in this section The
computer simulation results were obtained from dierent grey levels and fringe
spacings of fringe patterns
In the simulation the intensity distribution of the computer generated fringe
pattern was
I
n
i  j  round	


K
  


  cos

i
P
  n      
   i  j      
     
where the function roundx rounds x to the nearest integer to acquire the quan
tised fringe pattern K stands for the bit number of discrete grey levels and P is
the fringe spacing
There were two assumptions in the simulation One was that the diuser surface
illumination and the light sensitivity of the CCD array were uniform The other
was that the fringe patterns were captured under the condition that the laser
beams from the bres were normal to the surfaces of the diuser and CCD array
  Eect of Grey Level Resolution
In the simulation of the eect of grey level resolution on displacement measure
ment the fringe spacing P in equation  was set to  pixels for a distance of
 mm ie P

  pixels when D

  mm
Figure  shows the displacement error curve from two hundred bit greylevel
fringe patterns generated by computer over a range of  mm The displacement
error curves from bit and 
bit greylevel fringe patterns are shown in gures
 and 

 Eect of Imager resolutions  
The maximum error of displacement measurement for bit grey levels in the
simulation was  m that for bit grey levels was  m and that for 
bit
grey levels was  m It can be seen that the higher greylevel resolution has
achieved a better accuracy in the measurement of displacement
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Figure  Displacement error curve from bit greylevel fringe patterns
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Figure  Displacement error curve from bit greylevel fringe patterns
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 Displacement error curve from 
bit greylevel fringe patterns
  Eect of Spatial Resolution
In the simulation of the eect of spatial resolution on displacement measurement
the bit number of discrete grey levels was set to eight in equation  The initial
fringe spacings for D

 mm were   and  pixels respectively
Figure  shows the displacement error curve obtained from two hundred bit
greylevel fringe patterns with the initial fringe spacing of  pixels over a range
of  mm The displacement error curves from the fringe patterns with the initial
fringe spacings of  and  pixels are shown in gure  and 
The maximum error of displacement measurement from the fringe patterns with
the initial fringe spacing of  pixels was  m that from the fringe patterns
with the initial fringe spacing of  pixels was  m and that from the fringe
patterns with the initial fringe spacing of  pixels was  m It can be seen
that the higher spatial resolution or sampling frequency has obtained a better
accuracy in the measurement of displacement
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Figure  Displacement error curve from the fringe patterns with the initial
fringe spacing of  pixels
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Figure  Displacement error curve from the fringe patterns with the initial
fringe spacing of  pixels
 Discussion  	
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
−0.1
−0.05
0
0.05
0.1
0.15
Displacement (mm)
Er
ro
r (
mm
)
Figure  Displacement error curve from the fringe patterns with the initial
fringe spacing of  pixels
   Discussion
For the discussion of the eect of image patch size or noise on displacement
measurement equation  can be rewritten as
f
n
t  k

M
X
j
N
X
i
w
n
t  i  j  n      
   
where
w
n
t  i  j  	I
n
i  j  I
n
i  t  j

  n      
   
It is clear that equation  is the mismatch function obtained from the image
patches of  pixel or one pixel and equation  is the mismatch function ob
tained from the image patches of MN pixels The mismatch function expressed
by equation  is in eect the superposition of MN mismatch functions ex
pressed by equation  Therefore the method of fringe spacing determination
by fringe pattern matching also has the advantage of averaging noise and the
eect of image patch size or noise on displacement measurement can be described
by equation 

 Conclusion  

In theory the fringe spacing can be acquired as accurate as expected in the
calculations of meansquaredierence for the ideal fringe patterns In practice
however the accuracy is aected by many error sources such as the imager resolu
tions unequally spaced fringes nonuniform background illumination and noise
It can be seen from the computer simulation results that the accuracy of the
displacement measurement based on Youngs experiment is basically dependent
on imager resolutions The higher resolutions of the imaging sensor have a bet
ter accuracy in the measurement of displacement In addition the shape of the
object will also limit the accuracy of the measurement if this method is used in
a machine vision system
In this chapter it is assumed that the fringes are vertical in the fringe patterns
The method of displacement measurement by fringe pattern matching is in eect
also valid for the fringe patterns in which the fringes are horizontal oblique or
curved but the fringe spacing obtained from equation  is not the actual one
in the case of oblique or curved fringes if the image patches are shifted in the
horizontal or vertical directions The error from the oblique or curved fringes
can be corrected by careful calibration as it is a systematic error For the fringe
patterns with horizontal fringes the image patches must be shifted along the axis
of ordinates in this method
  Conclusion
The method of displacement measurement based on Youngs experiment pre
sented in this chapter provides a simple way to measure displacement Fringe
pattern matching is eective for the measurement of displacement The computer
simulation and experimental results have shown that it is possible to measure dis
placement or distance in a machine vision system in some cases using the method
of displacement measurement based on Youngs experiment
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Chapter 
PhaseShifting Interferometry
with Arbitrary Phase Steps
  Introduction
Phaseshifting interferometry
       
is now a powerful technique for the high
precision measurement of many physical quantities The basic concept of phase
shifting interferometry is that the phase in the interferogram can be determined
by acquiring at least three frames of interferograms with dierent phase steps
The phase steps can be introduced by phase shifters such as PZT 	piezoelectric
transducer
 and LCD 	liquid crystal device
 either in the object or in the refer
ence beams So far many algorithms for phaseshifting interferometry have been
developed for precision phase measurement The algorithms which are often
used include threestep
 
 fourstep
   
 vestep
 
 and multistep
   

These algorithms are dierent from each other mainly in the frame number and
the accuracy obtained in their applications It is assumed that the phase steps
are equal and precise as required in the phase calculations of the algorithms
In practice the phase steps are not only determined by the phase shifter but
also by any change of the optical path dierence Therefore the desired phase

  Introduction 
steps cannot be achieved and the error of phase measurement is introduced due
to the phase step errors caused by air turbulence vibration thermal drift me
chanical drift miscalibration and nonlinearity of the phase shifter In recent
years many papers
                           
have dealt
with this topic to diminish or eliminate the phase step errors In the papers
the phase step error compensating
               
or the phase step
determining            algorithms are proposed In the phase step
error compensating algorithms only one or two of the phase step errors can be
theoretically reduced or suppressed in particular cases so that they are limited
in their applications In the phase step determining algorithms the phase shifts
are taken as unknowns and they are determined by the processes such as itera
tion  FFT 	fastFouriertransform

 
 ellipse tting
   
 and iterative
leastsquares tting
   
 These algorithms are inherently free from the phase
step errors since they rely solely on the fringe pattern itself in the determination
of the phase step
In this chapter an algorithm of phaseshifting interferometrywith arbitrary phase
steps is presented In the algorithm the phase steps are taken as unknowns and
fringe pattern matching is used for directly determining the phase step from in
terferograms The algorithm was examined in an experiment of reconstructing
a D object The phase step with subpixel resolution was achieved from the
meansquaredierence calculations of any two image patches shifted pixel by
pixel and the method of linear interpolation was employed in computing the
phase steps between the fringe patterns from the phase curves The comparison
between the results achieved from the computer generated interferograms with
and without phase step errors was also made in the computer simulation of D
surface measurement
In section  of this chapter the algorithm of phaseshifting interferometry with
arbitrary phase steps is described in detail Section  illustrates the computer
  Principle 
simulation and experimental results The discussion and conclusion of this chap
ter are given in sections  and  respectively
  Principle
In the case of a phaseshifting interferometry the intensity distribution of the nth
fringe pattern I
n
	i  j
 can be described by
I
n
	i  j
  a	i  j
  b	i  j
 cos	i  j
  
n
  n         i  j         	

where a	ij
 is the background illumination b	ij
 is the modulation of the fringes
	i  j
 is the phase related to the physical quantity to be measured and 
n
	



is the phase step This equation indicates that at least three fringe patterns with
dierent phase steps need to be recorded to nd the phase 	i  j
 in phaseshifting
interferometry For simplicity a threestep algorithm is used in the following
discussion The principle can also be applied to the algorithms of fourstep ve
step and multistep phaseshifting interferometry
In a threestep phaseshifting interferometry the light intensity distributions of
the three recorded fringe patterns with the phase steps of  

and 

can be
written as
I

	i  j
  a	i  j
  b	i  j
 cos	i  j
 	

I

	i  j
  a	i  j
  b	i  j
 cos	i  j
  

 	

I

	i  j
  a	i  j
  b	i  j
 cos	i  j
  

 	

and the phase can be calculated by
	i  j
  arctan
	I

  I


  	I

  I


cos

 	I

  I


cos

	I

  I


sin

 	I

  I


sin

	

  Principle  
In equation  the phase steps 

and 

are taken as unknowns and they are
determined by fringe pattern matching Assuming that the fringes are vertical in
the fringe patterns the mismatch function f
n
	t
 in this case can be expressed as
f
n
	t
  k

X
i j R
I

	i  j
  I
n
	i t  j


  n       	

where R is the region of the reference image patch t is the shifted pixel number
and k

is the inverse of the element number in the calculation The sign before
t denes the fringe shifting direction For the fringes shifted in the left direction
the mismatch function f
n
	t
 is
f
n
	t
  k

X
i j R
I

	i  j
  I
n
	i  t  j


  n       	

and for the fringes shifted in the right direction the mismatch function f
n
	t
 is
f
n
	t
  k

X
i j R
I

	i  j
  I
n
	i  t  j


  n       	

For the determination of phase steps in the threestep PSI the phase steps 

and 

 according to equations         and
 can be calculated using the following equations
y
i

y
max

	

y
ik

y
kmax
 y
kmin

  k     	

y
i

y
max
 y
min

	

t
i

y
i
  y

y

  y

 t

	

t
ik

y
ik
  y
k
y
k
  y
k
 t
k
  k     	

  Experimentation 
t
i

y
i
  y

y
	
  y

 t

	

P  t
i
  t
i
	


k

t
kmin
P
 
o
  k     	

where the phase step in pixels is
t
kmin
 t
ik
  t
i
  k     	

In the above it is assumed that the fringes are vertical in the fringe patterns The
algorithm of phase step determination by fringe pattern matching is also valid for
the fringe patterns in which the fringes are horizontal oblique or curved For the
fringe patterns with horizontal fringes the image patches must be shifted along
the axis of ordinates in the matching
  Experimentation
In the algorithm of phaseshifting interferometry with arbitrary phase steps the
phase steps are taken as unknowns in capturing fringe patterns and they are de
termined afterwards The phaseshifted fringe patterns are processed by fringe
pattern matching to nd the phase steps In this section the algorithm of phase
shifting interferometry with arbitrary phase steps is illustrated through both
computer simulation and experiment Figure  shows the ow chart of pro
gramming for the threestep PSI with arbitrary phase shifts
  Experimentation 	
Start
Input the phase-shifted  fringe patterns
Calculate mismatch 0(t), f &1(t) f 2(t) f
End
Select reference & search image patches
Find phase steps using interpolation
Compute the wrapped phase map
Phase unwrapping 
Objective phase reconstruction
Figure  Flow chart of programming for the threestep PSI with arbitrary
phase shifts
  Experimentation 

  Computer Simulation
The algorithm of phaseshifting interferometry with arbitrary phase steps was
examined in the computer simulation for measuring a D surface In the simu
lation the computer generated D surface was
Z	i  j
 





Z

	i  j
 if Z
r
	i  j
  
 otherwise
	

where
Z
r
	i  j
  k

r
r

  	i  


  	j  


 	

and
Z

	i  j
 
q
Z
r
	i  j
 	

In equation  k
r
is a constant and r is the radius of the object A computer
generated D surface is shown in gure  in which r pixels k
r




 and
the image size is    pixels
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Figure  Computer generated D surface
  Experimentation 
Figure  shows the schematic of computer simulation for D surface measure
ment In the gure it is assumed that the surface illumination and reectance
are uniform and that the viewing direction of the CCD camera is normal to the
surface of the measured object
O
D
Y
Z
Z 0(x,y)
Viewing Direction
3D Surface
Figure  Schematic of computer simulation for D surface measurement
From the discussion of Youngs experiment and equation  in chapter  the
deformed fringe patterns on the object surface can be described by the eective
fringe period The eective fringe period T	ij
 can be determined using
T	i  j
 
 D  Z	i  j

d

	

where  is the wavelength D is the distance between the light source and the
fringe projection screen and d

is the distance between the two slits As such the
three computer generated fringe patterns with the phase steps of 
o
 
o
and
  Experimentation 

o
can be expressed as
I

	i  j
  roundf   cos
i
T	i  j

g 	

I

	i  j
  roundf   cos
i
T	i  j

 
  

g 	

I

	i  j
  roundf   cos
i
T	i  j

 
  

g 	

where i     and j     The function round	x
 rounds x
to the nearest integer to obtain the bit greylevel fringe patterns
In the above the phase 	i  j
 can be calculated by equation  and it can also
be expressed as
	i  j
 
i
T	i  j

	

Substituting equation  into equation  can obtain the relationship between
the phase and the object dimension ie
	i  j
 
d

i
D   Z	i  j

	

or
Z	i  j
 
D	i  j
  d

i
	i  j

	

In the above D mm and

d
 
  The three computer generated bit
greylevel fringe patterns with the phase steps of 
o
 
o
and 
o
are shown
in gure  The fringes in the interferograms expressed by equations  
and  are shifted in the right direction so that equation  is used to compute
the meansquaredierence values The phase curves of the three fringe patterns
with the phase steps of 
o
and 
o
are shown in gure 
In the simulation the phase steps of the fringe patterns which were calculated by
linear interpolation from the phase curves were 
o
and 
o
 respec
  Experimentation 
tively The phase 	i  j
 was then calculated by equation  in which 


o
and 


o
 Figure  shows the wrapped phase map of the D surface
calculated from the fringe patterns with the phase steps of 
o
 
o
and

o
 and gure  shows the D plot of the unwrapped phase The D
plot of the surface after reconstruction is shown in gure  Two of the MAT
LAB programmes for phaseshifting interferometry with arbitrary phase steps are
given in appendix D
The phase 	i  j
 was also calculated by equation  in which 


o
and



o
in the simulation Figure  shows the wrapped phase map of the D
surface from the fringe patterns with the phase steps of 
o
 
o
and 
o
 and
gure  shows the D plot of the unwrapped phase The D plot of the
surface after reconstruction is shown in gure  Figure  shows the error
distribution of the reconstructed surface from the fringe patterns with the given
phase steps and the phase steps found by fringe pattern matching
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Figure  Phase curves from the three fringe patterns
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 Wrapped phase map from the fringe patterns with the phase steps of

o
 
o
and 
o
  Experimentation 
0
20
40
60
80
0
20
40
60
80
−10
0
10
20
30
40
50
Pixels in Step of 3Pixels in Step of 3
Ph
as
e 
(R
ad
ian
s)
Figure  D plot of the unwrapped phase from the fringe patterns with the
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Figure  D plot of the surface after reconstruction from the fringe patterns
with the phase steps of 
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 Wrapped phase map from the fringe patterns with the phase steps of
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Figure  D plot of the unwrapped phase from the fringe patterns with the
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Figure  D plot of the surface after reconstruction from the fringe patterns
with the phase steps of 
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Figure  Error distribution of the reconstructed D surface from the fringe
patterns with the given phase steps and the phase steps found by fringe pattern
matching
  Experimentation 
  Experimental Results
The use of the algorithm of phaseshifting interferometry with arbitrary phase
steps is illustrated using the system for reconstructing D object shapes as shown
in gure  In the experiment the Michelson	s interferometer consisting of a
HeNe laser pinhole lenses  and 
 mirrors  and 
 and a beam splitter was used
to generate the projected fringe pattern onto the object in this system The phase
shifts of the transmitted light were carried out by the electronic phase shifter with
an LCD liquid crystal device and a voltage control circuit of outputting a Hz
square wave
 

 The nose of a statue was used as a test object in the experiment
Object
Mirror 3
Lens 2
Pinhole
Lens 1
LCD
Mirror 1
Mirror 2
CCD  Camera
PC/486
Voltage
Splitter
Controller
Beam 
Monitor
He-Ne Laser
Figure  System for reconstructing D object shapes
Figure  shows three bit greylevel interferograms with the size of 
   

pixels captured in the experiment The phase curves of the three interferograms
obtained from the meansquaredierence calculations are shown in gure 
The phase steps of the fringe patterns which were calculated by fringe pattern
matching together with linear interpolation are  
o
and  
o
 Figure 
  Experimentation 
shows the wrapped phase map of the nose and gure  shows the D plot of
the unwrapped phase The D plot of the nose after reconstruction is shown in
gure 
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Figure  Phase curves obtained from the three captured interferograms
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Figure  Wrapped phase map from the three captured interferograms
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Figure  D plot of the unwrapped phase from the three captured interfero
grams
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Figure  D plot of the nose after reconstruction
  Discussion
In phaseshifting interferometry	 it is often di
cult	 or impossible to introduce the
phase steps as accurately as expected due to the air turbulence	 vibration	 thermal
drift	 mechanical drift	 miscalibration and nonlinearity of the phase shifter Let
 
 
x y be the phase calculated from the fringe patterns with the expected phase
shifts of 
o
	 
o
and 
o
 If the introduced phase steps are expected to be 
o
	

o
and 
o
	 the phase error  x y caused by the inaccurate phase steps can
be calculated using
 x y   x y   
 
x y 
where
 
 
x y  arctan
I

  I

  I

  I


I

  I



Figure  shows the wrapped phase map of the three computer generated fringe
patterns computed from equation  The D plot of the unwrapped phase is
  Discussion 
shown in gure  Figure  shows the D plot of the surface reconstructed
from the computer generated fringe patterns with phase step errors	 and the error
distribution is shown in gure 
Figure  shows the wrapped phase map of the three captured interferograms
calculated from equation  The D plot of the unwrapped phase is shown
in gure  Figure  shows the D plot of the nose reconstructed from
the captured interferograms with phase step errors	 and the error distribution is
shown in gure 
It is clear that the algorithm of phaseshifting interferometry with arbitrary phase
steps needs the image patches with equispaced fringes in the interferograms
to determine the phase steps In the application of this algorithm	 the image
patches can be obtained directly from the interferograms in some cases	 or from
the additional fringe patterns


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Figure  Wrapped phase map from the computer generated fringe patterns
with phase step errors
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Figure  D plot of the unwrapped phase from the computer generated fringe
patterns with phase step errors
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Figure  D plot of the surface reconstructed from the computer generated
fringe patterns with phase step errors
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Figure  D plot of the error distribution from the computer generated fringe
patterns with phase step errors
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Figure  Wrapped phase map calculated from the three captured interfero
grams with phase step errors
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Figure  D plot of the unwrapped phase obtained from the captured inter
ferograms with phase step errors
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Figure  D plot of the nose reconstructed from the captured interferograms
with phase step errors
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Figure  D plot of the error distribution of the captured interferograms
with phase step errors
  Conclusion
In the algorithm of phaseshifting interferometry with arbitrary phase steps the
phase steps are taken as unknowns and they are determined by fringe pattern
matching so that it is inherently free from the phase step errors caused by air
turbulence vibration thermal drift mechanical drift miscalibration and nonlin
earity of the phase shifter The computer simulation and experimental results
have shown that fringe pattern matching is e	ective in phaseshifting interferom
etry to 
nd the phase steps from the captured interferograms
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Chapter 
An Algorithm of Spatial
PhaseShifting Interferometry
  Introduction
Phaseshifting interferometry PSI
     
includes the techniques of temporal
PSI
   	  
      
 parallel PSI
 
 and spatial PSI
         	
 as in
troduced in chapter  These techniques are dierent from each other mainly
in phase shifting methods accuracy processing time and the number of fringe
patterns required for the phase calculation
It is known that temporal PSI captures at least three fringe patterns with dierent
phase steps in a temporal sequence and it is now a wellestablished technique for
high accuracy fringe pattern analysis Parallel PSI acquires three or four phase
stepped fringe patterns with three or four cameras at the same time The tech
nique of parallel PSI is useful for dynamic measurement but its imaging system
is complicated and it is dicult to align the system Compared with temporal
PSI and parallel PSI spatial PSI uses only one captured fringe pattern to calcu
late the phase This technique has a low accuracy in theory but it is inherently
free from the phase shift error and it is appropriate for dynamic measurement in


  Principle 
comparison with temporal PSI In addition the imaging system of spatial PSI is
simple and it can also be performed using the same imaging system as temporal
PSI
This chapter presents a spatial PSI algorithm In this algorithm one fringe pat
tern is captured by a CCD camera and the other two shifted fringe patterns
with the phase steps of 
o
and 
o
are generated by computer according to
the features of light intensity distributions and the method of interpolation The
phase is then calculated by a standard threestep algorithm of temporal PSI Un
like the fourpixel
     
and multipixel
   	
algorithms of spatial PSI
it is assumed that the objective phases are linearly changed in one fringe period
and the fringe period is not treated as a constant in this algorithm The algo
rithm of spatial PSI presented in this chapter was examined in an experiment
for D object reconstruction The phase steps of the computer generated fringe
patterns were also computed by fringe pattern matching and the experimental
results from spatial PSI and temporal PSI were obtained in the experiment
In section  the principle of the spatial PSI algorithm based on interpolation is
introduced Section  illustrates some experimental results from the use of the
spatial PSI algorithm The discussion and conclusion of this chapter are given in
sections  and 	 respectively
  Principle
In phaseshifting interferometry the intensity distribution of twobeam interfer
ence fringe pattern Ii  j can be expressed as
Ii  j  ai  j  bi  j cosi  j  
r
  i  j         
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where aij is the background illumination bij is the modulation of the fringes
i  j is the phase related to the physical quantity to be measured and 
r
is a
reference phase
For a threestep PSI algorithm the light intensity distributions of the three cap
tured fringe patterns with the phase steps of 
o
 
o
and 
o
can be written
as
I

i  j  ai  j  bi  j cosi  j 
I

i  j  ai  j  bi  j sini  j 
I

i  j  ai  j  bi  j cosi  j 
and the phase can be calculated by
i  j  arctan
I

  I

  I

  I


I

  I


	
Based on the analysis of the features of sinusoidal signals and the method of
interpolation the light intensities of the two shifted fringe patterns generated by
computer can be expressed as
I
 

i  j 


I

i  j 
T

  I
 

i  j 
T

 

I
 

i  j 


I

i  j 
T

  I

i  j 
T

 
where I
 

i  j and I
 

i  j are the light intensity distributions with the phase steps
of 
o
and 
o
 respectively T is the eective fringe period in the captured
fringe pattern and it may not be a constant in this case
In equations 
 and  it is assumed that the fringes are horizontal in the
  Principle 
interferograms For the fringes being vertical in the interferograms the intensities
of the two shifted fringe patterns can also be written as
I
 

i  j 


I

i 
T

  j  I
 

i 
T

  j 
I
 

i  j 


I

i 
T

  j  I

i 
T

  j 
Let 
 
i  j be the phase calculated by I
 

 I
 

and I
 

in stead of i  j I

 I

and I

in equation 	 The new phase expression is

 
i  j  arctan
I
 

  I
 

  I
 

  I
 


I
 

  I
 



where I
 

 I


For linear approximation equations 
    and  can be rewritten
as
I
 

i  j  I

i  j 
I
 

i  j  I

i  j 

 
i  j  arctan
I

  I

  I

  I


I

  I



or
I
 

i  j  ai  j  bi  j cosi  j 
I
 

i  j  ai  j  bi  j sini  j 	
I
 

i  j  ai  j  bi  j cosi  j 


 
i  j  i  j 
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In the above the linear changes of the background illumination the modulation
of the fringes and the objective phases in one fringe period are assumed From
equation  the phase i  j can be computed using
i  j  arctan
I
 

  I
 

  I

  I
 


I
 

  I



where I

is the fringe pattern captured by a CCD camera and I
 

and I
 

are the
fringe patterns with the phase steps of 
o
and 
o
which are generated by com
puter from equations 
 and  for the fringe patterns with horizontal fringes
or equations  and  for the fringe patterns with vertical fringes It should be
noted that equation  is valid under the condition of linear approximation
The principle of the spatial PSI algorithm based on the method of interpolation
has been described above The procedure for the phase calculation may be sum
marised as follows
 Capture one fringe pattern with the roughly horizontal or vertical fringes
 Detect the peak points and valley points in the fringe pattern
 Calculate I
 

i  j period by period and line by line using equation  for the
fringe patterns in which the fringes are horizontal or using equation  for the
fringe patterns in which the fringes are vertical
 Determine the peak points and valley points in fringe pattern I
 

i  j
 Compute I
 

i  j period by period and line by line using equation 
 for the
fringe patterns in which the fringes are horizontal or using equation  for the
fringe patterns in which the fringes are vertical
 Find the wrapped phase distribution from equation 
 Unwrap the phase distribution
 Reconstruct the objective phase
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  Experimentation
The algorithm of spatial PSI was examined in the system for reconstructing D
object shapes as shown in gure 
 in chapter 
 In the experiment the fringe
patterns I
 

i  j and I
 

i  j were generated by computer and the nose of a statue
was used as a test object
Figure  shows one captured fringe pattern The two fringe patterns with the
phase steps of 
o
and 
o
calculated by computer from equations 
 and 
are shown in gures  and  Figures  and 	 show the wrapped and
unwrapped phases of the nose computed from one captured fringe pattern and
the D plot is given in gure 
 Two of the MATLAB programmes for spatial
PSI are shown in appendix E
In comparison with the temporal PSI technique the nose of a statue was captured
with the phase steps of 
o
 
o
and 
o
 The D plot of the nose obtained
from temporal PSI is shown in gure  Figure  shows the dierence phase
distribution between spatial PSI and temporal PSI The ow chart of MATLAB
programming for spatial PSI is shown in gure 
The phase shifts between the captured fringe pattern and computer generated
fringe patterns were also examined by fringe pattern matching The phase curves
obtained from the meansquare dierence calculations are shown in gure 
The phase steps of the two fringe patterns as shown in gures  and  are

o
and 
o
 Figure  shows the wrapped phase computed from the
fringe patterns with the phase steps of 
o
 
o
and 
o
 and the D plot
of the unwrapped phase is shown in gure  Figure  shows the D
plot of the nose reconstructed from the fringe patterns with the phase steps of

o
 
o
and 
o
 The dierence phase distribution from the captured and
computer generated fringe patterns shown in gure  The RMS value between
the dierence phase distributions as shown in gures  and  is about 
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Figure  One captured fringe pattern
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Figure  Computer generated fringe pattern with a phase shift of 
o
  Experimentation 	
Position x (Pixels)
Po
si
tio
n 
y 
(P
ixe
ls)
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
500
Figure  Computer generated fringe pattern with a phase shift of 
o
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Figure  Wrapped phase of the nose computed from one captured fringe pattern
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Figure 	 D plot of the unwrapped phase of the nose obtained from one
captured fringe pattern
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Figure 
 D plot of the nose reconstructed from one captured fringe pattern
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Figure  D plot of the nose reconstructed from temporal PSI
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Figure  Dierence phase distribution between spatial PSI and temporal PSI
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 Flow chart of MATLAB programming for spatial PSI
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 Phase curves obtained from fringe pattern matching
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Figure  D plot of the unwrapped phase obtained from the fringe patterns
with the phase steps of 
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Figure  D plot of the nose reconstructed from the fringe patterns with the
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Figure  Dierence phase distribution from the captured and computer gen
erated fringe patterns
  Discussion
In theory the phase error caused by the algorithm of spatial PSI is
i  j  i  j  
 
i  j 
or
i  j  arctan
I

  I

  I

  I


I

  I


  arctan
I
 

  I
 

  I

  I
 


I
 

  I



It is clear that this algorithm needs a high spatial frequency to achieve a high
accuracy of measurement since the phase 
 
i  j theoretically approaches to i  j
when the eective fringe period T approaches to zero This means that the
high accuracy of measurement can be achieved when the spatial frequency is
  Conclusion  
high enough compared with the changes of the background illumination the
modulation of the fringes and the objective phases In practice however the
spatial frequency is limited by the resolution of the imaging sensor
It can be seen from equations 
 and  that the big error may occur on the
borders of the phase map This is because the data on the borders cannot be
guaranteed to be as accurate as the data obtained from the equations if the two
computer generated fringe patterns keep the same size as the captured fringe
pattern in this algorithm Therefore the data on the borders normally have a
lower accuracy compared with the other data in the fringe pattern
In addition interpolation is used for generating the new fringe patterns as the
fringe period is not a constant in this algorithm In practice the fringe period is
often not an integer and the peak points of the computer generated fringes are
also not guaranteed to be integers Therefore using interpolation to compute the
two fringe patterns is necessary in this algorithm
  Conclusion
The algorithm of spatial PSI presented in this chapter is inherently free from the
phase shift errors caused by air turbulence vibration thermal drift mechanical
drift miscalibration and nonlinearity of the phase shifter since it uses only one
captured fringe pattern and no phase shifter is required in the system In practice
the algorithm is particularly appropriate for realtime fringe pattern analysis and
dynamic measurement
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Chapter 
General Conclusions and
Further Work
  General Conclusions
In this section the approaches in optical interferometry presented in this thesis
are outlined on the basis of the work described in chapters      and
	 Fringe pattern matching is presented as a powerful technique for phase di
er
ence determination	 The method of displacement measurement based on Youngs
experiment is considered as a possible way for displacement measurement in a
machine vision system	 The algorithm of phaseshifting interferometry with ar
bitrary phase steps is treated as an e
ective method for determining phase steps
in temporal PSI	 In the last subsection the spatial PSI algorithm based on in
terpolation is taken as a useful approach to spatial PSI	

  General Conclusions 
  Fringe Pattern Matching  A Powerful Technique
for Phase Dierence Determination in Optical In
terferometry
Fringe pattern matching is a powerful technique for phase di
erence determina
tion in optical interferometry	 Chapter  has presented the principle of fringe
pattern matching in the determination of phase di
erence	 It has been known
that the matching process provides a good quality of phase curves from which
the phase di
erences can be seen clearly with a high signal to noise ratio	 The
exact phase di
erence can be theoretically determined by detecting the minimum
of the mismatch function or the peak points from the phase curves	 In practice
however it is dicult or impossible to nd the minimum or peak points with
subpixel resolution from the direct fringe pattern matching due to the nite reso
lutions of the imaging sensor and the presence of noise	 In this case the methods
of linear interpolation and polynomial curve tting can be used to achieve sub
pixel resolution from the phase curves	 The calculation of linear interpolation
method is simpler than that of polynomial curve tting method	 The computer
simulation and experiment have shown that fringe pattern matching is powerful
in the determination of phase di
erence between the interferograms with equi
spaced fringes	 This technique has the advantage of high tolerance to noise due
to the regionbased matching and its e
ect of averaging noise	
The e
ect of image patch size on phase di
erence determination by fringe pattern
matching has been discussed from the statistical point of view in chapter 	 The
theoretical results have been examined by computer simulation and experiment	
The computer simulation and experimental results which are accordant with
equations 	 and 	 have proved that the larger image patches used in the
matching process have a better accuracy in the presence of noise	 The signal to
noise ratio is signicantly improved due to the fact that each value in the phase
curves is obtained from averaging M N pixels if the image patches with the size
  General Conclusions  
of M N pixels are used in the matching process	 The advantage of averaging
noise of this technique makes it powerful in the determination of phase di
erence
from the statistical point of view	
The measurement of electrostatic force displacement made by the breoptic in
terferometer system as described in chapter  is an example of the use of fringe
pattern matching	 In the measurement the quality of the fringe pattern was
badly a
ected by the nonideal optical surface of the cantilever of the capacitive
sensor from which several hundreds of noisy interferograms were obtained	 The
fringe pattern matching was then used for detecting the displacement information
from the hundreds of noisy interferograms	 The experiment has shown that fringe
pattern matching is e
ective in displacement measurement and the advantage of
high resistance to noise makes it suitable for the measurement of displacement in
the presence of noise	
In addition the computer simulation and experimental results from the computer
generated and captured interferograms indicate that the larger image patches
have less distortion of the phase curves and higher signal to noise ratio in the
presence of noise but they need more processing time	 In the application of
fringe pattern matching the size of image patch can be selected according to the
shifting range of the image patch in the matching process the required accuracy
and processing time	 It should be noted that the achievable accuracy in the de
termination of phase di
erence by fringe pattern matching is basically dependent
on the quality of fringe patterns	
  General Conclusions  
  Fringe Pattern Matching  A Possible Way for Dis
placement Measurement in Machine Vision Systems
The method of displacementmeasurement based on Youngs experiment has been
illustrated in chapter 	 In the method the fringe spacing is calculated by fringe
pattern matching and the displacement is then determined according to the fringe
spacing equation from Youngs experiment	 The fringe spacing with subpixel
accuracy has been achieved from fringe pattern matching together with linear
interpolation	
It is known from the computer simulation in chapter  that the accuracy of
displacement measurement is basically dependent on imager resolutions	 The
higher resolutions of the imaging sensor have achieved a better accuracy in the
simulation	 The accuracy of displacementmeasurement in practice is also a
ected
by other error sources such as the unequally spaced fringes and nonuniform
background illumination although fringe pattern matching has the advantage of
averaging noise	 The error may be reduced by careful calibration but the object
shape change will make the measurement complicated and dicult	
In conclusion fringe pattern matching provides a possible way for measuring
displacement in a machine vision system	
  Fringe Pattern Matching  An Eective Method for
Determining Phase Steps in Temporal PSI
The phase error from inaccurate phase steps is a signicant problem in temporal
phaseshifting interferometry	 In theory the desired phase steps can be intro
duced by a phase shifter in an experiment	 In practice however it is dicult or
impossible to acquire the phase steps as accurately as expected due to air turbu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lence vibration thermal drift mechanical drift miscalibration and nonlinearity
of the phase shifter	 In the algorithm of phaseshifting interferometry with arbi
trary phase steps described in chapter  the phase steps are taken as unknowns
and they are determined by fringe pattern matching	 The algorithm is inherently
free from the phase step errors since it relies solely on the fringe pattern itself in
the determination of the phase step	
It is clear that the algorithm of phaseshifting interferometry with arbitrary phase
steps needs the image patches with equispaced fringes to nd the phase steps	
In practical applications the image patches can be obtained directly from the
interferograms in some cases or from the additional fringe patterns
 
	
In conclusion fringe pattern matching is e
ective in phaseshifting interferometry
to determine the phase steps from the interferograms in temporal PSI	
 	 Interpolation  A Useful Approach to Spatial PSI
The algorithm of spatial PSI based on interpolation has been discussed in chapter
	 In the algorithm one fringe pattern is captured by CCD camera and the other
two shifted fringe patterns with the phase steps of 
o
and 
o
are generated by
computer according to the features of light intensity distributions and the method
of interpolation	 The phase is then calculated by a standard threestep algorithm
of temporal PSI	 The experimental results have proved that the algorithm is
meaningful for fringe pattern analysis using only one interferogram	
Unlike the other algorithms of spatial PSI it is assumed that the objective phase
is linearly changed in one fringe period and the fringe period is not treated as
a constant in the algorithm presented in this thesis	 Therefore the spatial PSI
algorithm based on interpolation is a useful approach to spatial PSI	
  Further Work  
  Further Work
In this section three pieces of work for future research which are the methods of
phase di
erence determination by knowledgebased tting SNR signal to noise
ratio estimation of fringe patterns and exible fringe pattern analysis package
are briey proposed	
  Phase Dierence Determination by
KnowledgeBased Fitting
It is known that the fringe intensity distribution is theoretically a sinusoidal	
This means that each row in the captured fringe pattern stands for a sine signal
if the fringes are vertical	 Therefore it is possible to nd the sine signal based
on the captured fringe pattern in a leastsquares sense or in other words the
phase di
erence between fringe patterns may be obtained from the method of
leastsquares tting
  
	
Assuming that the fringe spacing P is a constant in fringe patterns the standard
light intensity can be expressed as
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For a captured fringe pattern with equispaced fringes the squared sum of inten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where I
cn
i  j is the captured fringe pattern	 The size of fringe pattern is M N
pixels in equation 		
In a leastsquares sense the values of a
sn
 b
sn
and 
sn
in equation 	 can be
obtained by setting the following partial derivatives to zero
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The reference phase 
sn
can be therefore found from equations 	 	 and 		
The phase di
erence between fringe patterns can then be calculated by subtract
ing the two corresponding reference phases i	e	 
sn

sn
	
It is clear that the leastsquares tting technique discussed above is in e
ect a
technique of knowledgebased tting	 In addition this method can be directly
applied to t the phase curve obtained from fringe pattern matching	 Therefore
higher accuracy of phase di
erence determination can be expected to be achieved
from the knowledgebased tting in comparison with the method of fringe pattern
matching presented in this thesis	
  SNR Estimation of Fringe Patterns
The method of phase di
erence determination by fringe pattern matching is also
dependent on the quality of fringe pattern and the SNR of fringe pattern is a
measure of the quality of fringe pattern so that the SNR of fringe pattern is
directly related to the achievable accuracy of phase di
erence determination
 
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On the basis of knowledgebased tting approach to phase di
erence determina
tion in optical interferometry equation 	 stands for the ideal fringe pattern that
is expected in the interference	 In this case the noise distribution can be found
from the di
erence between the captured fringe pattern and the fringe pattern
expressed by equation 		 Therefore the SNR of the captured fringe pattern
can be estimated in a leastsquares sense	
  Flexible Fringe Pattern Analysis Package
The new approaches in optical interferometry which have been presented in this
thesis are all fringe patternbased	 The problem is that all the functions of im
age processing are performed by MATLAB for the particular applications and the
MATLAB programmes are not appropriate for realtime or insitu fringe pattern
analysis	 Therefore a exible fringe pattern analysis package programmed by C
language is expected for various applications in realtime or insitu	 The basic
functions of the package will include camera focusing the estimation of the qual
ity of fringe patterns phase di
erence determination wrapped phase calculation
based on temporal PSI or spatial PSI and phase unwrapping	
Camera focusing is an important technique in machine vision and imaging	 This
technique is directly related to the accuracy of information in the fringe pat
tern acquired from the real world	 The four focus measures greylevel variance
    
 image gradient
   
 Laplacian
    
 and mismatch function
variance
 
 can be selected for camera focusing	
The estimation of the quality of fringe patterns is a worthwhile piece of work
for fringe pattern analysis as the measurements made in optical interferometry
are all dependent on the quality of fringe patterns such as intensity visibility
orientation and SNR	 The estimation can also be used for guiding fringe pattern
acquisition and optical system alignment	
  Further Work  
Phase di
erence determination is essential for the measurement of many physical
quantities in optical interferometry	 Fringe pattern matching is a powerful tech
nique for the determination of phase di
erence between fringe patterns	 The size
of image patches can be selected according to the required accuracy and the qual
ity of fringe patterns	 The computer is programmed to identify the fringe shifting
direction and calculate the phase di
erence based on fringe pattern matching as
well as knowledgebased tting	
The wrapped phase can be obtained from the algorithms of temporal PSI and
spatial PSI	 Each of them has its own advantages and disadvantages in its ap
plications so that the exible fringe pattern analysis package should be designed
for enabling it to deal with each of them	 In the case of temporal PSI the phase
steps can be determined by fringe pattern matching or knowledgebased tting	
Phase unwrapping is vital to the measurementmade by phaseshifting interferom
etry since this technique integrates the objective phase directly from the wrapped
phase data and the unwrapping process is easily a
ected by noise	 Various re
sults may be obtained from various phase unwrapping algorithms in some cases
because of the e
ect of noise	 This means that the accuracy varies with di
erent
phase unwrapping algorithms under di
erent conditions	 Therefore the combi
nation of the advantages of various phase unwrapping algorithms based on the
estimation of the quality of fringe patterns may be a useful approach to phase
shifting interferometry	
In conclusion the functions of the exible fringe pattern analysis package may
be summarised as the follows
 Camera focusing including the focus measures of greylevel variance image
gradient Laplacian and mismatch function variance
 Fringe quality estimation including intensity visibility orientation and SNR
 Phase di
erence determination between any two fringe patterns including the
methods of fringe pattern matching and knowledgebased tting
  Further Work  
 Temporal PSI including the algorithms of threestep fourstep vestep and
arbitrary step
 Spatial PSI including the algorithms of fourpixel multipixel and interpola
tion
 Phase unwrapping including the selections of algorithms thresholds and un
wrapping modes automatic or semiautomatic processing	
It is clear that the exible fringe pattern analysis package will make the realtime
or insitu measurement based on various algorithms possible at the same time
and bring the researcher both an accurate result and a friendly use of it as any of
the functions in the package can be individually selected for particular analysis
purpose	
Bibliography
 G	 Lai and T	 Yatagai Generalized phaseshifting interferometry J Opt
Soc Am A    	
 G	S	 Han and S	W	 Kim Numerical correction of reference phases in phase
shifting interferometry by iterative leastsquares tting Appl Opt 
 	
 I	B	 Kong and S	W	 Kim General algorithm of phaseshifting Interferom
etry by iterative leastsquares tting Opt Eng   	
 K	R	 Castleman Digital image processing PrenticeHall Englewood Cli
s
and London 	
 M	 Subbarao T	 Choi and A	 Nikzad Focusing techniques Opt Eng
  	
 J	H	 Lee K	S	 Kim B	D	 Nam J	C	 Lee Y	M	 Kwon and H	G	 Kim Imple
mentation of a passive automatic focusing algorithm for digital still camera
IEEE Trans on Consumer Electronics   	
 G	 Lightart and F	 Groen A comparison of di
erent autofocus algorithms
Proc IEEE Int Conf on Pattern Recognition  	
 E	 Krotkov Focusing Int J Computer Vis   	
 P	J	 BryanstonCross and Z	 Wang Camera Focusing Based on Fringe Pat
tern Matching Appl Opt   	

