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Abstract
Geometric number systems, obtained by extending the real number
system to include new anticommuting square roots of ±1, provide a royal
road to higher mathematics by largely sidestepping the tedious languages
of tensor analysis and category theory. The well known consistency of
real and complex matrix algebras, together with Cartan-Bott periodic-
ity, firmly establishes the consistency of these geometric number systems,
often referred to as Clifford algebras. The geometrization of the real num-
ber system is the culmination of the thousands of years of human effort at
developing ever more sophisticated and encompassing number systems un-
derlying scientific progress and advanced technology in the 21st Century.
Complex geometric algebras are also considered.
AMS Subject Classification: 15A63, 15A66, 81R05, 81R25
Keywords: Cartan-Bott periodicity, Clifford algebra, complex numbers,
geometric algebra, Hurwitz-Radon numbers, quaternions, real numbers,
spinors.
1 Introduction
The concept of number has played a decisive role in the ebb and flow of civiliza-
tions across centuries. Each more advanced civilization has made its singular
contributions to the further development, starting with the natural “counting
numbers” of ancient peoples, to the quest of the Pythagoreans that (rational)
numbers are everything, to the heroic development of the “imaginary” numbers
for solving cubic and quartic polynomials, and their further generalization to
Hamilton’s quaternions [6]. I maintain that the culmination of this development
is the geometrization of the number concept:
Axiom: The real number system can be geometrically extended to
include new, anti-commutative square roots of ±1, each new such
1
root representing the direction of a unit vector along orthogonal co-
ordinate axes of a Euclidean or pseudo-Euclidean space Rp,q, where p
and q are the number of new square roots of +1 and −1, respectively.
The resulting real geometric algebra, denoted by
Gp,q := R(e1, . . . , ep, f1, . . . , fq),
has dimension 2p+q over the real numbers R, and is said to be universal since
no further relations between the new square roots are assumed. Since Gp,q is
an associative ring, it is natural to consider matrix rings over Gp,q. Indeed, the
elements of a geometric algebra provide a natural geometric basis for matrix
algebra, and taken together form an integrated framework which is more pow-
erful than either when considered alone [23], [24]. Also considered are complex
geometric algebras and their corresponding complex matrix algebras. The an-
tecedents of our geometric algebras can be found in the works of W. K. Clifford
[5], H. Grassmann [8], and W. Hamilton [9].
The importance of geometric algebras in physics was first recognized by
Brauer and Weyl [2], and Cartan [4], particularly in connection with the con-
cept of 2- and 4-component spinors at the heart of the newly minted quantum
mechanics [11]. The concept of a spinor arises naturally in Clifford algebras,
and much work has been carried out by mathematicians and physicists since
that time [7]. The fundamental importance of Clifford algebras has also been
recognized in the computer science and engineering communities, as well as in
efforts to develop the mathematics of quantum computers [10].
2 The geometric algebra Gp,q
The associative geometric algebra
Gp,q = R(e1, . . . , ep, f1, . . . , fq). (1)
Each ei is a new square root of +1 for 1 ≤ i ≤ p, and each fj is a new square
root of −1 for 1 ≤ j ≤ q. Thus,
e2i = 1 = −f
2
i ,
and the new square roots of ±1 are pairwise anti-commutative.
By the standard basis of Gp,q, we mean
Gp,q = spanR{1,V
1, . . . ,Vn},
where each Vk consists of
(
n
k
)
products of k distinct basis unit vectors selected
from the n = p + q orthogonal unit vectors. Each element of Vk ≡ Gkp,q is a
k-vector, and taken together span the homogeneous subspace Vk of k-vectors in
Gp,q. As a graded real linear space, the universal geometric algebra Gp,q has
2n =
(
n
0
)
+
(
n
1
)
+ · · ·+
(
n
n
)
2
dimensions as previously mentioned.
As an important example, the case p = 1 = q gives the geometric algebra
G1,1. We have
G1,1 = spanR{1, e, f , ef} = spanR
(
1
e
)
( 1 f ) = spanR
(
1 f
e ef
)
, (2)
where e2 = 1 = −f2 and ef = −fe. The equation (2) specifies the geometric
algebra G1,1 in terms of its standard basis. The last two terms on the right
express the standard basis as a matrix of basis elements defined by the matrix
product of the column
(
1
e
)
with the row ( 1 f ). In terms of the standard
basis, any element g ∈ G1,1 is given by
g = a0 + a1e+ a2f + a3ef = ( 1 e )
(
a0 a2
a1 a3
)(
1
f
)
, (3)
where aµ ∈ R for 0 ≤ µ ≤ 3. In (3), we see how the matrix notation can be
utilized to express g in terms of the standard basis of G1,1.
Since the argument used to obtain the corresponding isomorphic matrix alge-
braM2(R) of G1,1 will be generalized to higher dimensional geometric algebras,
it is worthwhile to explore the relationship between the matrix algebra M2(R)
and the geometric algebra G1,1 in detail before proceeding further. The unit
bivector u := ef satisfies
u2 = (ef)(ef) = −(ef)(fe) = −e2f2 = 1,
and is used to define the mutually annililating idempotents u± :=
1
2
(1 ± u).
Whereas (3) utilizes the matrix product to express a general element g ∈ G1,1
in terms of the standard basis (2), it is not particularly useful in relating matrix
multiplication to the geometric product. For this we use the spectral basis of
G1,1, defined by
G1,1 = spanR{1, e, f , ef} =
(
1
e
)
u+ ( 1 e ) =
(
u+ eu−
eu+ u−
)
. (4)
Noting that uu± = ±u±, respectively, and eu+ = u−e, we get the relation
( 1 e )u+
(
1
e
)
= u+ + eu+e = u+ + u− = 1.
Using this relation, we find for g given in (3),
g = ( 1 e )u+
(
1
e
)
g ( 1 e )u+
(
1
e
)
= ( 1 e )u+
(
g ge
eg ege
)
u+
(
1
e
)
3
= ( 1 e )u+
(
a0 + a3 a1 − a2
a1 + a2 a0 − a3
)(
1
e
)
= ( 1 e )u+[g]
(
1
e
)
,
where [g] :=
(
a0 + a3 a1 − a2
a1 + a2 a0 − a3
)
∈ M2(R) is the matrix of g with respect to
the spectral basis (4).
The unique property of the spectral basis (4) is that the geometric multi-
plication of two elements g, h ∈ G1,1 corresponds to the corresponding matrix
product of their respective matrices [g] and [h], [21]. That is
gh = ( 1 e )u+[g]
(
1
e
)
( 1 e )u+[h]
(
1
e
)
= ( 1 e ) [g]u+
(
1 e
e 1
)
u+[h]
(
1
e
)
= ( 1 e )u+[g][h]
(
1
e
)
,
which establishes the algebra isomorphism G1,1=˜M2(R).
3 Geometric algebra building blocks
We have shown in the previous section that G1,1=˜M2(R). It is natural to make
the even more basic identifications R ≡ G0,0 ≡M1(R) and C ≡ G0,1 ≡M1(C).
It is also common to identify Hamilton’s quaternions H with the geometric
algebra G0,2, that is H ≡ H ≡ G0,2, and the hyperbolic numbers
2R ≡ G1,0.
The hyperbolic numbers, a subalgebra of G1,1, are naturally identified with the
diagonal matrices of M2(R), that is
2R=˜MD2 (R). It is interesting to note that
whereas the complex numbers C were first used in the 14th Century hunt for
solutions to the cubic and quartic polynomial equations, the hyperbolic numbers
2R could have served the same purpose [22].
Let us examine the quaternions H more closely. We have
G0,2 = R(i, j) = spanR{1, i, j,k}, (5)
where k := ij. It is easily checked that the elements i, j,k satisfy the usual rules
for quaternion multiplication. The quaternions also arise naturally as the even
subalgebra G+3,0 of the geometric algebra
G3,0 := spanR{1, e1, e2, e3, e12, e13, e23, e123},
where e123 := e1e2e3,
i := e23, j := e31, and k := ij = e21. (6)
The geometric algebra G3 ≡ G3,0 has the spectral basis
G3 =
(
1
e1
)
u+ ( 1 e1 ) =
(
u+ e1u−
e1u+ u−
)
C
(7)
4
over the formally complex numbers C := spanR{1, i} where here u := e3, i :=
e123, and the mutually annihilating idempotents u± :=
1
2
(1± e3). Any element
g ∈ G3 can be written
g = ( 1 e1 )u+[g]
(
1
e1
)
,
where [g] is the matrix of g with respect to the spectral basis (7). Using this
spectral basis,
[e1] =
(
0 1
1 0
)
, [e2] =
(
0 −i
i 0
)
, [e3] =
(
1 0
0 −1
)
,
known as the Pauli matrices [16]. From the Pauli matrices for the standard basis
vectors of G3, using (6), we calculate the corresponding matrix representations
of the basis quaternions [i] = [e2][e3], [j] = [e3][e1], and [k] = [e2][e1],
[i] =
(
0 i
i 0
)
, [j] =
(
0 1
−1 0
)
, [k] =
(
−i 0
0 i
)
.
We denote this correspondence by H =M q2 (C).
There is one final building block that we need, the double quaternions
2H := G0,3 = R(f1, f2, f3).
The standard basis of G0,3 is
G0,3 = spanR{1, f1, f2, f3, f12, f13, f23,J},
for J := f123, and where the quaternions are again identified as elements of the
even subalgebra
G
+
0,3 := spanR{1, i := f23, j := f13, k := f21}.
A general element Q ∈ G0,3 has the form
Q = q1 + q2J,
where q1 := a0 + a1i + a2j + a3k and q2 := b0 + b1i + b2j+ b3k for aµ, bµ ∈ R.
Noting that J2 = 1, we define the annihilating idempotents J± :=
1
2
(1 ± J).
Then, since JJ+ = J+ and JJ− = −J−,
Q = Q(J+ + J−) = (q1 + q2)J+ + (q1 − q2)J− = q+J+ + q−J−,
for q+, q− ∈ G
+
0,3 where q+ := q1 + q2 and q− := q1 − q2. It follows that the
matrix [Q] of Q can be written as a block diagonal D-matrix,
[Q] =
(
[q+] [0]
[0] [q−]
)
∈MD2 (H) =
2H,
5
for the D-blocks [q+], [q−] ∈M
q
2 (C).
Now that we have identified the corresponding isomorphic real and complex
matrix algebras
M1(R),M1(C),M
D
2 (R),M
q
2 (C),M
D
2 (H)
of the base geometric algebra building blocks
G0,0,G0,1,G1,0,G0,2,G0,3,
respectively, we proceed to develop the recursive relationship that will allow us
to express any geometric algebra Gp,q as an algebra of matrices over the real
or complex numbers of the building blocks. By doing so we have fully justified
our geometrization of the real number system as per our Axiom given at the
beginning.
4 Classification of Geometric algebras
The purpose of this section is to establish general recursive relationships between
geometric algebras and matrices. We begin with
Theorem 1 The geometric algebra Gp+1,q+1 is algebraically isomorphic to the
matrix geometric algebra M2(Gp,q), i.e.,
Gp+1,q+1=˜M2(Gp,q) (8)
where p ≥ 0 and q ≥ 0.
Proof:
Recall that
Gp,q = R(e1, . . . , ep, f1, . . . , fq) and Gp+1,q+1 = R(e1, . . . , ep, e, f1, . . . , fq, f).
Analogous to (3), any element G ∈ Gp+1,q+1 can be expressed in the form
G = g0 + g1e+ g2f + g3ef , (9)
where gµ ∈ Gp,q for 0 ≤ µ ≤ 3. Applying the spectral basis (4) to Gp+1,q+1,
and again noting that
( 1 e )u+
(
1
e
)
= u+ + eu+e = u+ + u− = 1,
we calculate
G = ( 1 e )u+
(
1
e
)
G ( 1 e )u+
(
1
e
)
= ( 1 e )u+
(
G Ge
eG eGe
)
u+
(
1
e
)
6
= ( 1 e )u+
(
g0 + g3 g1 − g2
g−1 + g
−
2 g
−
0 − g
−
3
)(
1
e
)
= ( 1 e )u+[G]
(
1
e
)
,
where
[G] :=
(
g0 + g3 g1 − g2
g−1 + g
−
2 g
−
0 − g
−
3
)
∈M2(Gp,q),
and g− := ege is the operation of geometric inversion in Gp,q obtained by
replacing all vectors in g by their negatives.

There is another very useful relationship between geometric algebras. Noting
that for p ≥ 0 and q ≥ 0,
R(e, e1, . . . , ep, f1, . . . , fq) = R(e, ef1, . . . , efq, ee1, . . . , eep), (10)
it follows that
Gp+1,q = Gq+1,p. (11)
From (10) and (11), we also have that each element G ∈ Gp+1,q can be written
in the form
G = g1 + eg2 for g1, g2 ∈ Gq,p = R(ef1, . . . , efq, ee1, . . . , eep),
which shows that
G
+
p+1,q = R(ef1, . . . , efq, ee1, . . . , eep) = Gq,p. (12)
Similarly, since
Gp,q+1 = R(fe1, . . . , fep, f ,ff1, . . . ,ffq) = R(e1, . . . , ep, f , f1, . . . , fq),
G = g1 + fg2 for g1, g2 ∈ Gp,q = R(fe1, . . . , fep,ff1, . . . ,ffq),
it follows that
G
+
p,q+1 = R(e1f , . . . , epf , f1f , . . . , fqf) = Gp,q, (13)
relating the even sub-algebras of Gp+1,q and Gq+1,p to Gq,p and Gp,q, respec-
tively.
The equalities of geometric algebras in (11), (12) and (13) are used in a loose
sense, in-so-far as the elements that are identified as generating basis vectors in
Gq+1,p are a mixture of a vector and bivectors in Gp+1,q. More properly, we say
that the algebras are algebraically isomorphic and write
Gp+1,q=˜Gq+1,p.
In addition to the basic relationships (8) and (11), it is easy to establish that
Gp+4,q = Gp,q+4. (14)
To see this, write
Gp+4,q = R(ea, eb, ec, ed, e1, . . . , ep, f1, . . . , fq),
7
and
Gp,q+4 = R(e1, . . . , ep, f
′
a, f
′
b, f
′
c, f
′
d, f1, . . . , fq),
where
f ′a := ebeced, f
′
b := ecedea, f
′
c := edeaeb, f
′
d := eaebec.
For s ∈ {a, b, c, d}, the f ′s ∈ Gp+4,q are anticommuting trivectors which also anti-
commute with the vector generators of Gp,q. They also serve as anticommuting
vector generators of Gp,q+4, the product of any distinct three of them producing
± a basis vector in Gp+4,q. For example,
f ′af
′
bf
′
c = −ed ∈ G
1
p+4,q.
As a final recursive relationship between geometric algebras and ring matri-
ces, we have
Theorem 2 If p − q = 1(mod 4) for p ≥ 0, q ≥ 0, then Gp+k,q = Gp,q+k for
any integer k such that p+ k ≥ 0 and q + k ≥ 0.
Proof: Since p− q = 1(mod 4), it follows that for some s, p = q + 1 + 4s ≥ 0.
Using (8), (11), and (14), we have for s ≥ 0,
Gp+k,q = Gq+1+k+4s,q =Mat(2
q,Gk+1+4s,0).
But also for s ≥ 0,
Gp,q+k = Gq+1+4s,q+k =Mat(2
q,G1+4s,k),
and
G1+4s,k = G1,k+4s = Gk+1+4s,0.
If s < 0, then q = p− 1− 4s and the argument can be repeated substituting in
for q rather than for p.

From the Cartan periodicity relations
Gp+8,q = Gp+4,q+4 =M24(Gp,q) = Gp,q+8, (15)
and for p− q = 1(mod 4),
Gp+k,q = Gp,q+k
established in Theorem 2, the famous Classification Table for geometric algebras
for n = p+q follows; the rows are numbered by p+q where 0 ≤ p+q ≤ 7, and the
columns by p− q where −7 ≤ p− q ≤ 7. We have included an extra row in the
Table 1 to give the sign of the square of the pseudoscalar i2 = (−1)
(p−q)(p−q−1)
2
for each of the geometric algebras Gp,q; this is important in relationship to the
Hurwitz-Radon numbers discussed in the next section. In order to fit Table 1 to
the page, we have left out the parenthesis around the matrix arguments. This
also helps to bring out the relationship of Table 1 to the Budinich/Trautman
“Clifford Clock” [3], given in Table 2.
8
Table 1: Classification of real geometric algebras Gp,q.
7 6 5 4 3 2 1 0 -1 -2 -3 -4 -5 -6 -7
0 R
1 2R C
2 M2R M2R H
3 M2C M2
2R M2C
2H
4 M2H M4R M4R M2H M2H
5 M2
2H M4C M4
2R M4C M2
2H M4C
6 M4H M4H M8R M8R M4H M4H M8R
7 M8C M4
2H M8C M8
2R M8C M4
2H M8C M8
2R
i
2
− − + + − − + + − − + + − − +
Table 2: Budinich/Trautman Clifford Clock.
R
2
R C
R H
C 2H
H
The Clifford clock contains in coded form exactly the same information about
the matrix representation of Gp,q as does the classification table. Starting from
the top R of each table, to get to any other vertex in the Classification Table,
and the correponding “Clifford Time”, one can take steps to the right-down
or to the left-down in the Classification Table, corresponding to advancing the
same number of Clifford hours clockwise or counter-clockwise, respectively, on
the clock. For the geometric algebra Gp,q, one proceeds from the top R to the
right-down (clockwise) 0 ≤ q ≤ 8 steps (hours), followed by 0 ≤ p ≤ 8 steps
(hours) to the left-down (counterclockwish). The total number of steps taken
(hours elapsed) determines n = p+ q, the dimension of the matrix algebra over
the base algebras (hours) on the Clifford Clock.
For example, we can use the Clifford Clock to construct an 8th row of the
Classifcation Table. Starting at Midnight, we count 8 steps counter-clockwise,
returning to R. Next, again starting at Midnight, we take one step clock-wise,
followed by 7 steps counter-clockwise, landing at H. Next, two steps clock-wise,
followed by 6 steps counter-clockwise, again landing at H. We continue until
the last entry is obtained by taking 8 steps clockwise and again landing at R.
We record the 8th row thus attained, together with the isomorphic geometric
algebra Gp,q that it represents in Table 3.
9
Table 3: Eighth row of geometric algebras Gp,q.
G8,0 G7,1 G6,2 G5,3 G4,4 G3,5 G2,6 G1,7 G0,8
M16R M8H M8H M16R M16R M8H M8H M16R M16R
Table 4: Classification of Complex Geometric Algebras.
G0(C) G1(C) G2(C) G3(C) G4(C) G5(C) G6(C) G7(C)
C 2C M2(C) M2(
2C) M4(C) M4(
2C) M8(C) M8(
2C)
Our Axiom extols extending the real number system R to include new anti-
commuting square roots of ±1. It is reasonable to ask what is the result of
extending the complex numbers C to include new anti-commuting square roots
of ±1? In this case, the complex geometric algebra
Gp,q(C) := C(e1, · · · , ep, f1, . . . , fq) = C(e1, · · · , ep, if1, . . . , ifq) = Gp+q(C),
so the study of complex geometric algebras is reduced to studying the structure
of Gn(C) for n ≥ 1. Equivalently, we can say the entries in each row of the
Classification Table 1 become algebraically isomorphic when considered over C
instead of over R. The building blocks in the complex case become G0(C) = C,
and G1(C) =
2C. The Classification Table for complex geometric algebras
Gn(C) is given in Table 4.
The classification of complex geometric algebras in Table 4 has periodicity 2
rather than the periodicity 8 of the real geometric algebras in Table 1. The only
new complex matrix entries in Table 4 are those entries containing 2C =MD2 (C).
Some authors use the alternative equivalent notation 2Mn(C) :=Mn(
2C).
5 The general linear group
It is well-known that the general linear group GL(N,R) contains the classical
groups as subgroups, such as the rotation group SO(N,R), the real orthogo-
nal group O(N,R) of the real quadratic form on the Euclidean space RN , and
the symplectic group Sp(N,R). In the listing of the real geometric algebras
Gp,q given in Table 1, we find the matrix algebras MN(R) for N = 2
k, scat-
tered throughout the table. In particular, down the middle of the table are the
matrix algebras M2(R),M4(R),M8(R), isomorphic to the geometric algebras
G1,1,G2,2,G3,3, respectively, for which cases p = q = k. More generally, we see
that for each even row in Table 1, p+ q = 2k, and that no real matrix algebra
appears in the odd rows of the table when p+ q = 2k + 1.
Of course, each group GL(N,R) consists of the non singular matrices in the
corresponding matrix algebra M2k(R). Elie Cartan established a periodicity 8
relationship for (Clifford) geometric algebras in 1908, [13, p.324]. In 1959, R.
Bott proved the periodicity 8 of homotopy groups of rotation groups. Along a
10
Table 5: Geometric algebras isomorphic to M2k(R).
2k M2k(R) Gk+1,k−1 Gk,k Gk−3,k+3 (+,−) S(N) R(N)
0 M20(R) G0,0 (1, 0) 1 0
2 M21(R) G2,0 G1,1 (2, 1) 2 1
4 M22(R) G3,1 G2,2 (3, 2) 3 3
6 M23(R) G4,2 G3,3 G0,6 (4, 6) 5 7
i2 − + −
different line of investigation into composition formulas for quadratic forms, A.
Hurwitz and J. Radon established a periodicity 8 relationship in what is now
known as the Hurwitz-Radon function.
Any positive integer can be expressed uniquely in the formN = 2kk0, for non
negative integers k, k0 with k0 odd. The Hurwitz-Radon function ρ(N) := ρ(2
k)
is completely determined by the diatic part 2k of N , and the conditions
ρ(N) =

 2k + 1 if k = 0(mod 4)2k if k = 1, 2(mod 4)
2k + 2 if k = 3(mod 4)

 ⇐⇒ ρ(242k) = ρ(2k) + 8. (16)
The function ρ(N) has the peculiar property that ρ(N) = N only for N =
1, 2, 4, 8, which crucial significance is discussed in the next section.
In [14], Lin Kai-Liang considers the existence of anti-commuting matrices
with squares ±1 in GL(N,F), O(N,F) and Sp(N,F) where F is any field of
characteristic 6= 2, which characterize the Hurwitz-Radon function. He defines
two functions R(N) and S(N), closely related to the Hurwitz-Radon function
ρ(N) given in (16),
R(N) := ρ(N)− 1, and S(N) :=

 2k + 1, k = 0(mod 4)2k, k = 1(mod 4)
2k − 1, k = 2, 3(mod 4)

 . (17)
In particular, for the field F = R, his Theorems 2.6 and 2.7 say there exists r
anti-commuting matrices in GL(N,R) with square −1, and s anti-commuting
matrices in GL(N,R) with square +1, iff r ≤ R(N), and s ≤ S(N).1 We
now explain how Lin Kai-Liang’s functions R(N) and S(N) are completely
determined in Table 5, together with the Cartan periodicity 8 satisfied by the
geometric algebras (15), and the periodicity 8 of ρ(N), R(N) and S(N). We
note also that S(N) satisfies the useful recurrence relation S(2N) = R(N) + 2.
Each row in Table 5, with the exception of the last row, gives all of the
universal geometric algebras in Table 1 that are isomorphic to the real matrix
algebra M2k(R) for k ≥ 0. The last row records the signs of the square of
1Kai-Liang also gives a slightly more general result, his Theorem 2.5, which is closely
related to our Theorem 2.
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Table 6: Geometric algebras isomorphic to M24(R).
G8,0 G5,3 G4,4 G1,7 G0,8 (+,−) S(2
4) R(24)
i2 + − + − + (8, 8) 9 8
the pseudoscalar element i, carried over from the last row of Table 1. Since
the pseudoscalar element i is a p + q = 2k-vector for each of the geometric
algebras Gp,q in Table 5, it follows that it will anti-commute with each vector
v ∈ Gp,q, and, in particular, the p and q standard basis vectors with square
±1. The column of Table 5 labeled by (+,−) simply records the maximum
number of standard basis elements with square ±1, respectively, that occur in
the geometric algebras Gp,q in a given row. For example, in the row when
2k = 4, we find (3, 2), and in the row 2k = 6, we find (4, 6).
In the rows in Table 5 when k = 0, S(1) = 1 and R(1) = 0, and when
k = 1, S(21) = 2 and R(21) = 1, in agreement with the value of (+,−) for the
universal geometric algebras in those rows, respectively. However, the argument
is slightly more complicated for the rows when k = 2 and k = 3. In the
row when k = 2, (+,−) = (3, 2), corresponding to three anti-commuting real
matrices with square +1 and two anti-commuting square matrices with square
−1. However, recalling the case (5) of quaternions, we can multiply the two
real matrices together to get a third matrix which anti-commutes with the first
two, so we can up the 2 in (3, 2) to get R(22) = 3. In the row when k = 3,
the value (+,−) = (4, 6) for the universal geometric algebras in that row. We
can up the value of 4 in (4, 6) to S(23) = 5 by noting that the product of four
anti-commuting real matrices with square +1 has itself square +1, and is a real
matrix which anti-commutes with each of its component matrices. We can also
up the 6 in (4, 6) to R(23) = 7 by noting that the pseudoscalar element in G0,6
anti-commutes with all the vectors in G0,6.
Table 6 is a continuation of Table 5 for k = 4 and verifies the correctness
of the Hurwitz-Radon functions given in (16) and (17) as applied to geometric
algebras isomorphic to M2k(R).
6 Why is Bott periodicity so special?
Bott periodicity, which has deep roots in homology theory, began with the study
of composition formulas [r, s, n] of quadratic forms,
(x21 + x
2
2 + · · ·+ x
2
r)(y
2
1 + y
2
2 + · · ·+ y
2
s) = z
2
1 + z
2
2 + · · ·+ z
2
n. (18)
The xi, yj are indeterminants and each zk := zk(X,Y ) is a bilinear form in the
column vectors
X = (x1 . . . xr )
T
and Y = ( y1 . . . ys )
T
(19)
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with the coefficients in a field F with characteristic 6= 2. Writing Z = (z1
. . . zn)
T as a column vector, allows us to express (19) as the matrix equation
(XTX)(Y TY ) = ZTZ.
Since Z = Z(X,Y ) is linear in both X and Y , Z = AY where A is an n× s
matrix linear in X . The previous equation can then be written
(XTX)(Y TY ) = Y TATAY,
where
ATA = XTXIs = (x
2
1 + x
2
2 + · · ·+ x
2
r)Is (20)
for the s× s identity matrix Is. Since A is linear in X ,
A = x1A1 + · · ·+ xrAr and A
T = x1A
T
1 + · · ·+ xrA
T
r
where each Ai is a constant n× s matrix over F.
Substituting in the expressions for A and AT on the left side of equation
(20), leads to the Hurwitz Matrix Equations (HME)
ATi Ai = Is and A
T
i Aj +A
T
j Ai = 0 (21)
for i 6= j. The Hurwitz Matrix Equations have a solution if and only if there
is a composition formula (18) over F of size [r, s, n]. Hurwitz [12] and Radon
[18], studied the composition formulas [r, s, n] for s = n. In this case, by letting
Bi = A
−1
1 Ai, the HME equations simplify to
B2i = −In and BiBj +BjBi = 0 (22)
for i 6= j, 2 ≤ i, j ≤ n, and B1 = In.
The Hurwitz-Radon Theorem, named after work by Hurwitz first published
in 1923, and work by Radon in 1922, states that there exists a composition
formula of size [r, n, n] if and only if r ≤ ρ(n). Whereas Hurwitz and Radon
considered composition formulas only over the fields R and C, their theorem
is also valid over any finite field F with characteristic 6= 2. The fact that
ρ(N) = N only for N = 1, 2, 4, 8, is intimately connected to fact that the only
fields (and more generally division rings) are the real numbers R, the complex
numbers C, the quaternions H and the octonians O which have the respective
real dimensions 1, 2, 4, 8, respectively. A beautiful series of 3 Lectures by Daniel
Shapiro [19], gives a concise history of these results, together with an accounting
of the current state of affairs. A much more detailed accounting can be found
in his book [20], of which an ebook version is available on his homepage.
Not surprisingly the the HME equations (22), and even more general anti-
commutative relationships between matrices [14], and their close relationship
to the composition of quadratic forms, lead mathematicians to consider these
problems in the context of Clifford algebras. Indeed, the general result that
any finite dimensional real division algebra (not assuming any associativity or
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commutativity) has dimension 1,2,4, or 8 was established independently by Ker-
vaire (1958), and Milnor and Bott (1958) using sophisticated parts of algebraic
topology that later became part of topological K-theory. For a discussion and
references to this difficult and very technical problem, see [17, pp. 186-87]. I
have reached the point where I can only describe some of the other deep conse-
quences of the theory that we have only touched upon here, and which represent
the strenuous efforts of dozens of research mathematicians over a time span of
more than 100 years. Perhaps the “hairy ball problem” is the most famous – the
fact that it is impossible to have a continuous tangent, non-vanishing, vector
field at every point on the 2-sphere S2. The general statement of this theorem,
first proved by Frank Adams in 1962, states that the maximal number of vector
fields on the sphere SN−1, linearly independent at each point is ρ(N)−1, where
ρ(N) is the Hurwitz-Radon function [1].2
The Hurwitz-Radon function is also closely connected to the so called Hopf
fibrations, which also only exist in dimensions 1, 2, 4, 8. A history of this prob-
lem, and its deep connections to homology theory, Morse theory, and K-theory
is given in [15]. A treatment of the Hopf fibration on the 2-sphere S2, carried
out in the geometric algebras G3 and G4, is given in [25].
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