ABSTRACT. We prove two inequalities regarding the ratio det(A + D)/ detA of the determinant of a positive-definite matrix A and the determinant of its perturbation A + D. In the first problem, we study the perturbations that happen when positive matrices are added to diagonal blocks of the original matrix. In the second problem, the perturbations are added to the inverses of the matrices.
INTRODUCTION
Given k complex square matrices B 1 , . . . , B k of format n 1 × n 1 , . . . , n 2 × n 2 , . . . , n k × n k , let us denote by diag(B 1 , . . . , B k ) the matrix of the format (n 1 + · · · + n k ) × (n 1 + · · · + n k ) whose main diagonal blocks are B 1 , . . . Given two vectors u, v ∈ C k such that u = u 1 , . . . , u k and v = v 1 , . . . , v k , we define their inner product u, v = ∑ k i=1 u i v i . For a complex n × m matrix R, we use R * to denote its adjoint matrix. In other words, R * is the transpose of the complex conjugate of R, and for u ∈ C n and v ∈ C m the following is satisfied: Ru, v = u, R * v . A square matrix A is self-adjoint if A * = A.
The self-adjoint matrix A of format n × n is called positive (or positive definite) if Ax, x > 0 for each non-zero vector x ∈ C n . If the strict inequality is replaced by ≥, the matrix is called non-negative (or positive semi-definite). If A and B are two square matrices of the same format, we will write A ≥ B (resp. A > B) if A − B ≥ 0 (resp. A − B > 0).
For n ∈ N we will denote by I n the n × n identity matrix. The subscript n will be omitted when there is no danger of ambiguity.
We will prove the following two inequalities regarding positive matrices with complex entries. Theorem 1.1. Assume that k ∈ N and that n 1 , . . . , n k are positive integers. Assume that
are two sequences of positive matrices such that for each i ∈ {1, 2, . . ., k} the matrices C i and D i are of format n i × n i . Assume that C is a positive matrix whose diagonal blocks are C 1 , . . . , C k . The following inequality holds: 
The two inequalities presented in this paper have the flavor of Fischer's determinantal inequality, although in (1) the sign is reversed. An inequality related to our results, which features quotients of perturbed matrices, has been established previously [7] . For refinements of Fischer-type inequalities with singular values, the reader is referred to [3] and [4] . After taking the logarithms of left and right sides of the inequality (1), one obtains
where ϕ(X,Y ) = log det(X + Y ) − log det(X). Similar inequalities are known to hold for concave functions ϕ, and such results can be found in [1] .
The proof of the first theorem relies on Lemma 3.1 which is established using the Grothendieck's determinantal inequality. The lemma implies that the map U → det(U + D)/ det(U) is operator-decreasing. Several results about operator-monotone functions are available in [6] . Generalizations and improvements of the Grothendieck's inequality have been established in [2] and [10] and they have been used in the past to prove results regarding block matrices.
The inequality (2) can be used to establish super-additivity for functions of diffusions in random environments. More precisely, let us consider one-dimensional Brownian motion Z, and let W be another Brownian motion independent on Z. Define
where E denotes the expected value with respect to the Brownian motion W . We will now illustrate that
is a special case of the inequality (2) . Assume that 0 = s 0 < s 1 < · · · < s n = t 1 is the partition of the interval [0,t 1 ] into n sub-intervals of length λ 1 . Similarly, let t 1 = s n < s n+1 < · · · < s n+m = t 1 +t 2 be the partition of the interval [t 1 ,t 1 + t 2 ] into m intervals of length λ 2 . Let us denote
If we fix the Brownian motion
] is a multivariate Gaussian random variable and as such it has a covariance matrix C. Denote by C 1 and C 2 the co-
Then C 1 and C 2 are the diagonal blocks of C. Moreover,
where M is a normalizing constant. We obtain analogous equalities for the quantities
Taking the limit as λ 1 , λ 2 → 0 we obtain
This technique is potentially useful for establishing large deviations for random processes with drifts. Sub-additive properties are known to hold for killed Brownian motions in random environments [11, 12] . However, in the case of drifts introduced to random diffusions, no analogous results have yet been established. If a drift is assumed to be a multivariate Gaussian process, a possible approach is to express the large deviation probabilities in terms of determinants. However, there is still work to be done to transform the general case of sub-additive inequalities into the language of their covariance matrices [9] .
THEOREMS FROM LITERATURE THAT ARE USED IN THE PROOFS
We will start with listing the known theorems that we will use to establish the inequalities. For the derivations of the results presented in this section, the reader is referred to [8] . 
Similarly, if D and S D
The matrices S A and S D are called Schur complements of A and D.
The following two consequences of the previous result are known as the Woodbury's matrix identity and the Fischer's inequality. 
Theorem 2.3. Let A, B, C, D, S A , S D be as in Theorem 2.2. Then
(A − BD −1 C) −1 = A −1 + A −1 BS −1 A CA −1 ,
If the matrix M is positive then det S A ≤ det D, and detM
≤ det A · detD.
Theorem 2.5. (Grothendieck [5]) If A and B are non-negative symmetric matrices of the format n × n and I the n × n identity matrix then
3. PROOFS OF THEOREMS 1.1 AND 1.2
We will start by proving Theorem 1.2 since it is easier to prove than Theorem 1.1.
Proof of Theorem 1.2. Let us denote B i = C

−1 i
for i ∈ {1, 2, . . ., k} and B = C −1 . Using the multiplicative property of determinants we transform the inequality (2) into equivalent one:
Since the matrices D 1 , . . . , D k are positive we have that each of them has a square root. In other words, for each i, there exists a unique positive matrix √ D i that commutes with D i and satisfies
Applying the Sylvester's determinant identity det(I + XY ) = det(I +Y X) to the matrices X = B diag(D 1 , . . . , D k ) and Y = diag(D 1 , . . . , D k ) we transform the left-hand side of (5) into:
Similarly, the right-hand side of (5) is:
We will use the induction on k to prove the inequality (5). Let us start with k = 2 and
for an n 1 × n 2 matrix R. Elementary calculations imply:
We can now use Theorem 2.4 to conclude that
Therefore the inequality (5) is established for k = 2.
Assume now that k ≥ 3 and that the inequality (5) is true for k − 1. Assume that D 1 , . . . , D k , and B 1 , . . . , B k are positive matrices of formats n 1 × n 1 , . . . , n k × n k . Assume that B ′ 2 is the sub-matrix of the matrix B obtained by removing the first n 1 rows and first n 1 columns. According to the induction hypothesis we have
Let us denote
. Applying the inequality (5) with k = 2 we obtain
The inequalities (6) and (7) together imply the inequality (5). This completes the proof of Theorem 1.2.
In order to prove Theorem 1.1 we will need the following lemma.
Lemma 3.1. Assume that U ≥ V and D are n × n non-negative matrices such that U and V are invertible. Then the following inequality holds:
Proof. The matrix V −1 is positive and as such it has a positive square root. Let us denote it by V − 1 2 . Assume that U = V +W for some non-negative matrix W . The required inequality is equivalent to
We now multiply both left and right side of the previous inequality by det V
The last inequality is equivalent to:
The last inequality can be derived by applying (4) to the positive definite matrices A = V Proof of Theorem 1.1. We will first prove the theorem for the case k = 2. Assume that
for some matrix R of the format n 1 × n 2 . From Theorem 2.4 we conclude that the required inequality is equivalent to
This inequality can be re-written as
Let us denote V = C 2 −R * (C 1 +D 1 ) −1 R. We can prove that V > 0 by applying Theorem 2.3
to the matrixC
The theorem requires the positivity ofC, and this is
therefore we can apply Lemma 3.1 to matrices U and V to obtain:
1 R which completes the proof of Theorem 1.1 when k = 2.
We will use induction to finish the proof for general k ∈ N. Assume that k ≥ 3 and that the statement is true for k − 1. We will now prove the inequality for matrices C 1 ,
2 the sub-matrix of the matrix C obtained by removing its first n 1 rows and first n 1 columns. The matrix C can be regarded as a block matrix with diagonal blocks C 1 and C ′ 2 . Similarly, for
. Using the induction hypothesis we obtain
Using the inequality established for k = 2 we conclude
The inequalities (8) and (9) imply the desired result.
EFFECTS OF PERTURBATIONS BY ARBITRARY POSITIVE MATRICES
In this section we will show that neither of the above inequalities can be generalized to allow for diag(D 1 , . . . , D k ) to be replaced by an arbitrary positive matrix whose diagonal blocks are D 1 , . . . , D k . We first present an example that illustrates the case in which the reverse inequality occurs in (1) under previously mentioned generalization. Take We now have D 1 = 1 and D 2 = 2. In order to determine C 1 and C 2 we first find
which implies that C 1 = 1 and C 2 = 2. It is now easy to find that the left-hand side of (2) corresponds to
Thus, the inequality (2) does not always hold if the matrix diag(D 1 , . . . , D k ) is replaced with a positive matrix D of a more general form.
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