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Abstract 
The broad aim of this thesis is to investigate the formulation a.nd use-
fulness of a very genera.I model for plant population dynamics. 
In chapter 1, the goal of generality is discussed, particularly in the light 
of the lack of interaction between field and experimental population stud-
ies on the one hand and theoretical population dynamics on the other 
hand. A distinction is ma.de between descriptive and axiomatic theories, 
and it is suggested that they serve different purposes. The advantages 
of a. rigorous framework are pointed out and the ha.sic elements of the 
continuum approach are introduced. 
In chapter 2, the model is proposed, the existence and uniqueness of 
solutions to its equations is proved, and an algorithm for numerically 
-approximating transient solutions is discussed. The question of general-
ity is addressed in two places, and it is argued that the ha.sic framework 
presented· here is in principle adequate to model the processes of plant 
population dynamics in full detail, though the existence proof cannot to 
accomodate all possible models. In particular, models with time lags are 
excluded. Further limitations of the existence proof ill terms of constitu-
tive relations are pointed out. In consequence, the theory here presented 
does not fully exploit the possibilities for generality inherent in the ha.sic 
equations. 
In chapter 3, the question of what data would allow identification of fac-
tors determining somatic growth and mortality is inve~tigated compu-
tationally. It is shown that using only the average size is insufficient. A 
class of models which includes all possible combinations of three types of 
size dependence in somatic growth and mortality is formulated. Qualita-
tive parameter estimation for the various models yields size distributions 
that can be classified into the following biologically meaningful groups: 
group (i) has no models that use dependence on relative size; group (ii) 
has all the models in which somatic growth depends on relative sizej 
group (iii) has the models where only mortality depends on relative size. 
Thus it appears that size distribution may be used to distinguish various 
forms of size dependence in somatic growth and mortality. 
In chapter 4, a lottery model criterion for coexistence of plants with 
disjoint generations is developed, which is shown to require relative den-
sity dependence. Computer simulations aiming to initiate the use of 
exploratory calculations in studies of coexisting serotinous proteoids in 
fynbos indicate that the aspect of plant population dynamics most sen-
sitive to density dependence is seed production, the_n somatic growth, 
while mortality is least sensitive to density dependence. 
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Introduction: the role of 
continuum modelling in 
plant population dynamics 
This work, which is a thesis in the modern sense of the word, should be 
read as a written defense of a thesis in the (more or less) archaic sense 
of the word, namely: 
Continuum population dynamics, which is based on the con-
cept of population density as a function of arbitrarily many 
continuous variables, allows a mathematical treatment suffi-
ciently simple and general to provide a rigorous framework 
for theories of plant population dynamics. 
This claim can be seen to have the following component claims: 
( 1) That plant population dynamics admits of a general framework, and 
by implication that such a framework is desirable. 
( :2) That the general continuum model of population dynamics provides 
such a' framework. 
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( 3) That this framework is rigorous, in the sense that arguments can be 
fully analysed. 
( 4) That continuum population dynamics is adequately characterised 
by population density as a function of arbitrarily many continuous vari-
ables. 
My strategy for defending these claims is first to argue for the desirabil-
ity of a rigorous framework in plant population dynamics, then to show 
by construction that such a framework is possible, and then to show by 
two examples that such a framework is indeed useful. Thus this thesis 
has five chapters. In this introductory chapter I outline the advantages 
of a rigorous framework of plant population dynamics for ecological the-
ory, and I establish that the model of a population as a continuously 
varying ·density is general enough to cover all cases of interest in plant 
population dynamics. Then in chapter 2, I discuss the general contin-
uum model for population dynamics, formulating it as the solution to 
an equation in two forms, the one entirely local and the other in a cer-
tain sense non-local. I then prove the existence of unique solutions for 
a class of models general enough to embrace all initial conditions, but 
regrettably requiring all constitutive relations to satisfy Lipschitz condi-
tions. However, the theorem does cover all the models used later, with 
one exception in chapter 3 for which I supply ad hoc arguments. The 
chapter ends with a discusion of the algorithm I used for finding the 
solution over a finite time interval. The next two chapters are devoted 
to examples of how a rigorous framework can illuminate issues in theo-
retical debate and serve to guide future research: in chapter 3 I report 
on simulations of even-aged monocultures, which suggest that the shape 
of the size distribution may characterise the type of size dependence in 
mortality and somatic growth, while in chapter 4 I discuss the relative 
importance of recruitment, mortality, and somatic growth for the coex-
istence of shrubs with disjoint generations, as suggested by simulations. 
Finally, in chapter 5 I review the approach taken in this thesis, and 
consider how it may usefully influence future research. 
2 
1.1 Background to plant population dynamics 
As will become clear below, mathematical theory is not particularly well 
integrated into the study of plant populations, nor indeed into ecology as 
a whole. It is useful to review briefly how ecology as a separate science 
arose, and how mathematics came to play its role. 
The earliest scientists called themselves natural philosphers, and until 
the nineteenth century people like Linnaeus and Hooke would not have 
thought of themselves as engaged in two different careers. However, 
specialities began to separate out, and by 1830 one could reasonably 
talk about chemists, such as Davy and Dalton; physicists, such as Ohm 
and Oersted, and natural historians such as Darwin. In the course of the 
nineteenth century, natural history itself specialised, so that by the mid-
dle of the century zoology and botany appear as quite distinct sciences 
(see for instance the account of the German precursors of plant ecol-
ogy by Cittadino [33]), each of which separately developed taxonomy, 
physiology and palaeontology, with differences in style and approach as 
well as content. I mention this pattern of repeated division to stress 
that when ecology arose, it was as a specialisation within the existing 
fields. Despite claims that the scope of ecology includes all organisms, it 
is perfectly reasonable to talk about "plant ecology" and "animal ecol-
ogy", since they arose separately and to a large extent remain separate. 
Ecological schools of thought have by force of descent been concerned 
with either animals or plants. 
As far as mathematics is concerned, it is very important to realise that 
during the formation of ecology as a science in the 1890's, mathemati-
cians had no role at all, nor did mathematics of any kind arise (see 
for instance Kingsland [90, chapter 1) and Cittadino [33, chapter 10]). 
In fact, quantitative issues, when mentioned at all, were not pursued. 
Harper [79) mentions an interesting case in point: Nageli's 1874 pa-
per on mathematical modelling of plant invasions, was (with one minor 
exception) "ignored in the development of a science1 that gained no sig-
nificant momentum until 50 years later". Mathematics were not part 
of the way one studied ecology, and innovations using mathmatics only 
1 By "science" Harper means population biology. 
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entered ecology through unusual circumstances. The first example was 
when Pearl introduced the logistic equation to ecology in 1920. He had 
not been an ecologist, but after the personal tragedy of losing by fire the 
data and other documents accumulated over several decades, he turned 
to population studies. The resistance which such mathematical argu-
ments encountered has been well described by Kingsland [90], and I do 
not repeat it here. The second example of the external source of mathe-
matics in ecology is the work of Lotka and Volterra (whose first publica-
tions were in 1925 and 1926, respectively, see Scudo and Ziegler [133]). 
Volterra had a high reputation as a physicist and Lotka had no real 
standing as a scientist. Their work was entirely abstract mathematics, 
and hence foreign to the ecology of their time. It was through the ex-
perimental work of Gause [64], published in 1934, that the possibility of 
such a simplified look at species interactions became known. Although 
this led within a decade to the widespread adoption of the "principle of 
competitive exclusion", the mathematical inspiration behind these ex-
periments was indifferently received-see for example the 1935 review 
of Gause's work by Park [121]. Nowadays, introductory texts do use a 
mathematical formalism to teach this concept, but always with a lib-
eral dose of illustrative data, and it is my impression from the informal 
talk of ecologists that concepts like "competitive exclusion" and "niche" 
have their basic meaning not in mathematical formalism but as gener-
alisations of the real situations (necessarily few) that are familiar to the 
ecologist concerned. 
One should not think that mathematical studies of population dynamics 
started with Pearl, Lotka and Volterra in the 1920's. On the contrary, 
at the time a very well el~borated body of mathematics existed, which 
was in daily use and provided extensive employment for mathematical 
talent. I am speaking of actuarial science, as used in the insurance indus-
try. According to Gross (68], its roots stretch back to Stevin's publica-
tion of compound interest tables in 1585, while the first mathematically 
based insurance company (the Equitable) was founded in the middle of 
the eighteenth century. Remarkably enough, the intense mathematical 
activity concerning human populations has found very little audience 
among those concerned with other populations2 , so that it comes as a 
surprise that Gompertz, whose work of 1825 [65] is now honoured by an 
2 Kingsland mentions a few exceptions [90, page 94]. 
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equation bearing his name, was an actuary, as does the fact that Lotka 
did his later research in human demography, employed by an insurance 
company. 
It may be argued that the quality and quantity of data available to 
actuaries could not have been gathered by ecologists, and that therefore 
the mathematics of insurance should be irrelevant to them. This would 
not be true of all organisms, even in the 1920's. The basic data are 
ages at death, and for trees these could have been gathered. More to 
the point is that life expectancies would not have interest~d ecologists 
. then, nor does it interest them now. One might plausibly suggest that 
it should, and that for example a 60-year record of life expectancies of a 
tree species in a particular boreal forest might reveal much in terms of 
climate, pollution, and other factors in mortality. However, the concerns 
of ecologists are not those of actuaries, and the kind of unusual event 
that brought about the interventions of Pearl, Lotka and Volterra simply 
did not happen to someone versed in actuarial science. 
This history explains firstly why mathematical ecology has remained a 
speciality within ecology, strongly biased towards animals, and secondly 
why it exports to the mainstream its results as synthesising concepts 
rather than as forms of argument or methods of research. Examples of 
such concepts are "competitive exclusion" and "niche" (as mentioned 
above); "r- and K-selection"; "island biogeography" and "evolutionar-
ily stable strategy". This has some unfortunate effects: a mathematical 
theorem only applies when its assumptions are true, but in a synthesis 
these assumptions are never included in full detail, so that the synthe-
sising concepts are usually applied far beyond the scope of the axioms 
in terms of which the theorems were proved. On the other hand, the 
generality of the mathematics may pass unnoticed when the synthesising 
concept strongly suggests particular biological meanings. 
At this point it is helpful to distinguish between what may be termed 
population studies and theories of population dynamics. In order to 
. do so, I now elaborate a distinction between descriptive and axiomatic 
theories. This is based on Peters' (124] use of the term "tautology" in dis-
cussing ecological theory. He contrasts tautology with theory, claiming 
that only the latter involves assertions about what is the case in reality. 
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I prefer to emphasize the difference between theories that proceed from 
assumptions about reality and theories that rely on data. 
A descriptive theory seeks to condense a large body of information, 
often numerical data, into a small set of statements, often equations. 
An axiomatic theory, on the other hand, is a set of axioms together with 
deductions from these axioms and specifications as to how to decide 
when the theory applies. To claim that a descriptive theory is good is 
simply to claim that it summarises a lot of information. Many theories 
may be used to describe the same or closely similar bodies of information; 
the criteria for choosing between them will change as scientific values 
change. The claim that an axiomatic theory is good is much stronger: it 
is to claim that the axioms are widely applicable and that many useful 
deductions can be made. Moreover, axiomatic theories furnish ways 
of reaching conclusions in the absence of data. While many biologists 
may distrust it, using axioms to extrapolate beyond available data has 
been· the basis of much successful innovation i~ engineering (though of 
course also a fair amount of failure). As for choosing between alternative 
axiomatic theories, this can be done more decisively than in the case of 
descriptive theories: if they do differ in a significant way, they must 
differ in some of their conclusions. By experiment, one can decide which 
theory to favour. 
As an application of this distinction, consider the critique by Hall [72] 
of traditional mathematical ecology on the basis that the classical equa-
tions lack the support of a significant body of data. Now, the classical 
equations were axiomatically derived, and despite the common practice 
of many ecologists they should not be expected to fit data unless the as-
sumptions underlying the equations can be expected to hold in the case 
of a particular data set. In terms of the distinction advanced above, the 
critique is a plea for axiomatic theory to derive the descriptive theory, 
and is therefore misplaced: Hall should either argue that deductions 
from these assumptions cannot provide any useful insight into ecologi-
cal phenomena, or that s/he prefers descriptive theory and can provide 
better equations for such purposes. 
The attraction of axiomatising is strong: the security of rigorous deduc- · 
tions (see below); the continuity of reason in the face of novelty; the 
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possibility of using mathematics to make applications routine. How-
ever, biologists have generally found axiomatics unsatisfactory (see Pe-
ters [124J and chapter 3 below). In large measure, this is because ac-
ceptably detailed axiom sets seem to be too complicated to yield useful 
deductions easily-this is usually presented as a trade-off between real-
ism and tractability, following Levins [103]. In chapter 3 I refer to the 
so-called self-thinning law-a good descriptive theory which attracted 
much effort at axiomatisation. l think in general this is not a good idea. 
While good descriptive theories do hint at regularities, which axiomatic 
theorists would be foolish to ignore, it is equally foolish simply to aim 
at deducing a fitted equation. In fact, the best equation for descri~ing 
a given set of data may sometimes be known to be wrong (see Linhart 
and Zucchini [106, chapter I], for a good example). This is because 
simplistic descriptions often do better at summarising data than more 
complicated ones, due to the so-called bias-variance trade-off, which de-
serves to be better known among biologists. Unfortunately, one reason 
·it is not well known is that a simple exposition is hard to find-I could 
not obtain a suitable reference. The bias-variance trade-off is one of 
the informal rules of thumb current among statistidans, and roughly it 
occurs because as the number of parameters in an estimator increases, 
the gain in reduced bias is eventually offset by the increase in variance. 
On the other hand, descriptive theories, particularly when qualitative, 
may attempt to unify causally disparate phenomena, and axiomatisa-
tion can succeed only once the separate explananda are identified. For 
example, while the ·descriptions of genetic variation and heritability are 
complex and difficult (e.g. gene :flow in plants), the recognition that 
sometimes one has two alleles at a one locus in a diploid organism was 
a fruitful starting point for mathematical genetics. Similarly, working 
axiomatically may lead one to very good descriptive theories; the work 
of Ford and Diggle [63] and Lloyd and Harms [107]) on self-thinning are 
cases in point. 
I can now return to the distinction. between population studies and the-
ories of population dynamics. It is .meant to identify two largely dis-
tinct bodies of work. I claim that theoretical population dynamics is 
axiomatic theory, and has remained an isolated speciality in ecology. 
Isolated, but not disconnected: theoretical population dynamics, like 
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other mathematical theories, communicates via synthesising concepts· 
with mainstream ecology, where these concepts are given meaning not 
within the theoretical context but within the field of population studies, 
which is marked by a plethora of empirical experiments, often designed 
in terms of some theoretical construct. These concepts may have become 
very influential, but on an empirical rather than an axiomatic basis. De-
scriptive theories are less frequent, though in the field of managing envi-
. ronmental resources such as fisheries they are much used. The division 
between population studies and theoretical population dynamics is also 
reflected in the literature. Of the first fifty names in the author index of 
Began and Mortimer's introductory "population studies" text [9}, only 
eight appear in the author index of Levin et al. 's introductory "theoret-
ical population dynamics" text [102, note that it is based on lectures 
delivered in 1986]. 
As noted above, mathematical ecology arose within animal ecology, and 
has remained heavily biased towards zoology. Plant ecology may boast 
"the earliest scientifically significant paper on populations", but it was 
slow to develop population studies, and even slower to adopt mathe-
matical arguments (Harper [80]). Plant ecology developed largely along 
the natural history paradigm, and for the most part its theoretical com-
ponent was descriptive; this is true even for quantitative work such as 
Braun-Blanquet tables and other ways of statistically identifying plant 
communities, and pattern analyses. Thus in contrast to animal ecology, 
plant population studies historically preceded theoretical population dy..: 
namics. The fact that animal-oriented theories have by default been 
applied to plants has led to repeated calls for the development of plant-
oriented theories, for example from Harper [80], van der Meijden [146] 
and Crawley [43], usually with clear statements as to why axioms appro-
priate for animals are inappropriate for plants. For a notable attempt 
to extend animal-based theory to plants, see Pacala [119]. 
1.2 Plant population studies 
From the above it should be clear that in this thesis I hope to contribute . 
to axiomatic theory. Accordingly, there is no need for extensive discus-
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sion of population studies beyond an overview of its history and how it 
relates to theoretical population dynamics for plants. 
Recording the biomass and/or number of various plant species, presum-
ably at first with a view to advising farmers on grazing, fertilisation 
and the like, has been going on since the middle of the last century in 
England and the beginning of this century in the USA (Crawley [43]). 
However, the definitive work on the subject was published only in 1977, 
when Harper's Population Biology of Plants appeared [80], and from the 
bibliography of this book it would appear that not much work specifi-
cally concerned with the numbers or biomass of plant populations was 
published prior to 1950. Since then, of course, there has been an abun-
dance of studies, which has steadily increased in rate of supply, so that it 
is doubtful that a similarly comprehensive survey would now be possible, 
even covering only the 15 years since 1977. However, broad overviews 
such as those by Crawley [43] and Czaran and Bartha [46] have appeared. 
Crawley's [43] approach has much in common with Harper's book: in 
both cases the concern is firstly to classify the patterns of plant popula-
tion dynamics as observed in the field and laboratory and secondly to call 
for theoretical development, stressing those aspects of plants that render 
traditional animal-oriented theory inapplicable. Both works are organ-
ised by what they call models: a diagram in the case of Harper [80, p 29] 
and an equation for Crawley [43, p 127]. These "models" are not used to 
any quantitative purpose, but merely serve to classify phenomena, and 
in both cases there is an implicit assumption that in any given situation 
one category or other will dominate the dynamics, so categories are never 
considered in combination. Harper's categories are stages in the life his-
tory of plants, while those of Crawley are stabilising processes such as 
limiting and refuge effects. Reflecting on this similarity, ·one might con-
clude that very little population dynamic theory specifically for plants 
was developed in the years 1977-1990. As Czaran and Eartha's review 
make clear [46], this would be mistaken. They stress one class of model, 
namely that in which the limited distances over which plants interact 
are explicitly included, and classify these into three types. Thus Czaran 
and Bartha [46] share with Crawley [43] a focus on population dynamic 
processes. However, the former admit to being concerned with only one 
problem, namely the duration of plant populations, which can be seen 
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as modelling the outcome of dynamical processes, while the latter is 
concerned much more broadly with patterns as they unfold in time. (In 
mathematical terms, they are concerned with asymptotic and transient 
phenomena respectively). Hence there is very little overlap between the 
two papers-indeed, only two of the references among the 36 cited in 
Czaran and Bartha [46] also occur in among the 73 cited in Crawley [43]. 
To this one should add Harper's observation [80] that extensive theory 
and experiment by agronomists are being ignored by ecologists; this still 
seems to be true, at least in population studies. Hence it appears that 
the field has become deeply fragmented, and the call by van der Meijden 
[146] for bridging the divisions seems more apt than Crawley's [43] sug-
gestion that more theorising is needed. Indeed, theorists may feel that 
the models already exist (see below) and that experimenters have been 
tardy in taking them up. 
1.3 Theoretical plant population dynamics 
Theories specifically addressing the population dynamics of plants are 
often seen as a recent development (Southwood [141]), and there is no 
extended general treatment of theoretical plant population dynamics in 
the literature. This is not to say that no general models have been pub-
lished, only that such models have been presented briefly, as suggested 
points of departure, rather than as fully developed theories. 
Pacala [119] formulated a general model that specifically allowed for the 
limited interaction distance of plants; however iri his analysis he consid-
ered a version simplified by additional assumptions to the point of be-
coming the Lotka- Volterra equation for organisms with limited interac-
tion distance. The partial differential equation to be presented in chap-
ter 2 has been used for detailed studies (Feldman and Curry [61], Ko-
hyama [94]) and for general study of some diffusion models (Gurtin [69], 
Busenberg and Ianelli [19]). These diffusion models seem hard to apply 
to plants, since the peculiarities of seed dispersal are not modelled-
indeed, the classical diffusion equation is often taken as the starting point 
(Bertsch et al. [11]), with the implied Gaussian distribution of velocities 
(and hence, at any fixed time, of dispersal distances) whereas seed rain 
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is more appropriately modelled as a Poisson distribution (Pacala [119]). 
Most models of structured plant populations used in analysing data (i.e. 
most descriptive models) are matrix models (Caswell [23] gives many ex-
amples); such models are much less popular for theoretical work (but see 
Law [100], Solbrig et al. [140], Caswell [23] and Eriksson [55]). A number 
of models for populations with continuous size structure were proposed 
' as derivations of a law of self-thinning-some of these are considered 
briefly in chapter 3. 
The most popular strategy for proposing general population models that 
explicitly take into account plant size and position is to let the computer 
do the work. That is, some model for the effect of neighbours on each 
plant is proposed and then an initial population of plants (or patches 
of plants) is followed individually, for example Weiner and Conte [153], 
Pacala and Silander [120], Bonan [13], Coffin and Lauenroth [37] and 
Kareiva and Anderson [88]; for a review see Weiner [152]. This re-
liance on computers is unsatisfactory for theoretical d_evelopment, since 
the results of such simulations have the character of data rather than 
deductions in that results are merely tabulation of a set of trials. One 
cannot develop axiomatic theory in this way, and the extrapolation of re-
sults to parameter situations not covered by the simulation seems rather 
uncertain. Rees and Long [128] do go some way towards a basis for gen-
eralisation by comparing the outcomes of two sets of models, the one a 
set of stochastic models and the other a set of deterministic models that 
correspond to modelling the mean of the stochastic case. 
The work of Tuzinkevich [145] is unusual in that it starts with an integro-
differential equation and ends as a time-discrete model involving inte-
grals of the population density at the previous time; it fails to give much 
insight into plants because it uses classical growth and species interaction 
constants. I would also like to mention the work of Tilman [142, 143], 
which represents an ambitious project to unify plant ecology through 
population dynamics. So far, the only aspect of this work specific to 
plants is the root-stem-leaf trade-off discussed in Tilman [143], where 
again the results are data from computational experiments rather than 
deductions. 
Thus, there is a multitude of largely incompatible models of varying 
11 
degrees of generality, incompatible in the sense that they do not share 
variables and/or parameters, so that one cannot see the models as exten-
sions, generalisations or specialisations of each other. Despite this pro-
. fusion, they address remarkably few questions, Czaran and Bartha [46] 
admitting only the problem of population persistence, and if one in-
cludes the literature on crops, the further problem of yield appears ( e.g, 
literature on constant fin~l yield reviewed in Harper [80], Feldman and 
Curry [61]). In this sense, the impression that theory has served plant 
population biology badly (Crawley [43], van der Meijden [146]) seems to 
be justified. 
The problem is not the absence of general models, but that it is hard 
to relate them to the detailed questions that interest experimenters. 
As an example, consider Pacala's [119] extension of the Lotka-Volterra 
equations to sessile individuals with limited range of interaction, which 
yields the result that this promotes coexistence of species. How is one to 
decide whether a boundary between two species in the field can be under-. 
stood in terms of this theory? It is conceivable that the neighbourhood 
distance of each species can be measured, but the species interaction 
parameters seem beyond experimental grasp. 
Other models for particular species and communities include transi-
tion models concerned with patterns of species richness (Yeaton and 
Bond [164], Hilbert [82], Bishir and Namkoong [12]), and other coex-
istence models ( Kohyama [95], Iwasa et al. [86]). Not all of these are 
presented as axiomatic theories, but they could each be so presented, 
with parameters that are to be estimated in any particular case. The 
difficulty here is the inverse of above: these specific models lack a frame-
work in which they can be compared, and so each is an ad hoc construct 
and general insights remain scarce and in any case cannot be put in 
quantitative terms. 
Thus the weakness of theories of plant population dynamics is not so 
much a mismatch between theorists and experimenters as a jumble of 
theories, in which the divide between general and particular theories is 
particularly problematic, forming a divide across which little transfer 
takes place. Perhaps what is lacking is a general synthesis. The contin-
uum approach elaborated in this thesis may be the way to achieve such a 
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synthesis. It has already been used for a case study (Kohyama [94, 95]) 
and in chapter 2 I show that one can express the full variety of models 
in its formalism. I argue in chapter 2 that the axioms employed are 
general for plants; this would mean that any model whether general or 
particular may be expressed in this formalism. Even descriptive models 
suffer from a lack of a common framework, as can be seen from the recent 
debate between Rees and Crawley [126, 127] and Silvertown [137] on the 
effect of a possible lack of minimum size for initiating reproduction. As 
for discrete models, the approach of Bishir and Namkoong [12] may well 
prove generalisable, in the sense that as the discretisation parameters 
approach zero, their model should become equivalent to the general con-
tinuum model. If so, all of theoretical plant population dynamics may 
be amenable to a unified framework, but I do not pursue this interesting 
possibility further in this thesis. 
1.4 The role of a rigorous framework 
Above, I hinted that axiomatic theory is attractive because of rigour. 
The particular components of rigour are: 
-Clear definitions and unambiguous st.atements. 
-Explicit assumptions. 
-Formal, or formalisable, deductions. (Note that validity is not as-
sumed: formal proofs still need to be checked!) 
The advantage of explicit assumptions is of course that, by scrutinising 
each assumption in turn, one can assess the applicability .of a theory 
in detail. Moreover, modification of the theory can be systematic, in 
that any modification can be reduced to changes in one or more of 
the assumptions. Now, in some theories the axioms are so many as 
to overwhelm the comprehension of the reader. By contrast, the theory 
offered in this thesis aims to be as general as possible by using only those 
axioms that surely hold for all plant populations. In chapters 3 and 4 
the usefulness of such a general rigorous theory is illustrated. 
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The advantages of formal deductions are manifold: more reliable and 
more precise arguments, flushing out fallacies, and clarity about the 
necessity and sufficiency of assumptions. 
Thus it can be seen that a rigorous framework may greatly benefit a. sci-
ence; as an example I cite the effect of theoretical thermodynamics on 
what had been known until then as "theory of heat" (Ihde [84J). How-
ever, it is not always possible to achieve, or wise to attempt, a rigorous 
framework. In any field of human endeavour, there are things one does 
right for the wrong reason, and in a rigorous framework by noticing these 
wrong reasons one might be deterred from the right actions. To put it 
another way, a field of science might embody considerable knowledge in 
somewhat vague concepts, and clarification in itself would simply result 
in loss of knowledge, unless clarity about concepts brought with it clar-
ity on gaps in knowledge and on how to fill those gaps effectively. Thus I 
do not quite agree with Loehle [108] that theory tenacity and confirma-
tion bias are at fault in population dynamics; until a good synthesis is 
available there is considerable intellectual loss in converting to a purist 
line. In this thesis, I attempt to show by example that the time is ripe 
for synthesis. 
1.5 The continuum assumption 
Any theory of population dynamics is based on two elements: the repre-
sentation of the population by a mathematical symbol, and an evolution 
equation3 for this symbol. Hence, if the framework for population dy-
namics advanced in this thesis is to be general there are two conditions 
to be met: 
-represention of any population as a density which is a function of 
continuous variables should be general for plants 
-there should exist an evolution equation for this density which is gen-
3This could-be a differential equation, in which case the initial condition and 
boundary conditions a.re given separately, or else a.n integral equation, or some com-
bination, or the discrete versions of these i.e. difference and sum equations. 
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eral for the three population processes in plants (births, deaths and dis-
persal), and which accomodates the relevant features peculiar to plants 
(such as size plasticity and limited interaction distance; see Crawley [43] 
and van der Meijden [146]). 
The appropriate place for arguing the second condition is chapter 2. The 
questions of existence and uniqueness of solutions to the evolution equa-
tion are vital-without positive answers to these questions the equation 
is meaningless-but can only be addressed after the mathematical the-
ory has been elaborated. Here I show that the first condition is met, 
namely generality for plants of representing the population as a density 
over continuous variables. Let me start with attributes which can be rep-
resented by continuous variables, such as age, mass, height and position. 
Since in describing a population, one can consider only a finite number 
of attributes, finite-dimensional Euclidean space is sufficient to repre-
sent the character space of populations (for characters representable by 
continuous variables). It is convenient to represent the age a separately, 
and a vector x E R k then specifies the other attributes; I shall refer to x 
as the structure vector. Thus an individual is completely characterised 
by the pair (a, x), the i-state of Metz and Diekman [113]. I shall use the 
symbol p(a, x, t) to mean the density of those individuals of age a at time 
t with attributes x. Thus p is the p-state of Metz and Diekman, and 
specifies the population as a density over the possible i-states. In this 
thesis xis a member of a bounded subset n of Rk, and on the boundary 
of n the rate of change of xis zero, so that S = [O, oo) x n represents the 
set of all possible states. The boundedness of n means that no attribute 
can ever go to infinity; this does not limit generality, since unbounded 
attributes can always be represented by the reciprocal of a variable that 
goes to zero, provided the attribute itself is never zero (which can eas-
ily be arranged by the addition of an arbitrary constant-to recover 
the biologically meaningful quantity, this is subtracted out). However, 
there do not seem to be any ordinarily used attributes that require an 
unbounded interval (other than age, which is separately represented). 
So much for attributes that can be modelled by continuous variables. 
There are others, such as species and sex (for dioecious plants), that 
cannot be so modelled as they do not vary continuously; moreover, they 
are often constant for the duration of an individual's life. In such cases, 
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it may be convenient to define subpopulations, and consider 
p(a,x,t) = [p1(a,x,t),p2(a,x,t), ... ,pn(a,x,t)]T, 
to be a vector, where every Pi(a,x,t) represents a subpopulation. 
The total population P at time t is then represented by 
P(t) = fo00fn p(a,x, t)dxda, 
or 
P(t) = t, J.00fo /(a,x,t)dxda, 
as the case may be; frequently the total in each subpopulation is what 
is required, in which case Pis an n-dimensional vector. 
Since every attribute can be modelled by either a discrete or a continu-
ous variable, it is clear that every plant community can be described by 
a vector of population densities, each element being a function of a com-
mon set of continuous variables. This establishes the claim of generality 
for the representation of plant populations used in this thesis. 
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Chapter 2 




The basis for non-linear theory of population models structured by con-
tinuous variables was laid by Webb [151], in which the nonlinearities 
are completely general and the population is considered as a vector of 
subpopulations, and by Tucker and Zimmerman [144], in which a scalar 
population has a completely general structure and some non-linearity. 
Separately, these are not sufficient to prove unique existence of the mod-
els I investigate in the case studies below, so in this 2hapter I combine 
them into one model (and even this model is not adequate to deal with all 
the models considered in chapter 3, where an ad hoc argument is neces-
sary). Since my interest is in transient rather than asymptotic behaviour 
(which is discussed in many places, e.g. Cushing and Saleem [45], Di-
Blasio and Ianelli [49], Elderkin [52], Webb [151], Weinstock and Rorres 
[155]), I provide proof only of the existence and uniqueness ofsolutions, 
and discuss an algorithm for approximating the solution over a finite 
time interval. It turns out that the approach to analysing the problem 
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in Webb [151] can be generalised to the case of arbitrarily many struc-
ture variables. On the other hand, the proof of existence of solutions in 
Tucker and Zimmerman [144] is flawed (see the appendix to the thesis), 
so this adaptation involves more than mere routine. 
As mentioned in chapter 1, any theory of population dynamics can be 
seen as an evolution equation for the symbol representing the population. 
In the case of the symbol p( a, x, t) used in this thesis, the equation can 
be derived as a partial differential equation as follows: the population 
density is regarded as a vector depending on the continuous variables a, 
x and t. This may be regarded as the density of a generalised fluid [167], 
and well-known arguments from fluid mechanics [104] say that the rate of 
change of the mass (in a generalised sense) contained in an infinitesimal 
volume is 
op op . 
at + &a+ d1v(vp), 
where v = xis the vector of the rate of change in the state. 
Of course, if mass is conserved this quantity is zero, giving the con-
tinuity equation of fluid dynamics. However, generally in population 
dynamics it is not conserved due to migration, births, changes of life 
stage (for organisms with complex life histories), and deaths. Changes 
of state are covered by v and need to be specified by a further set of 
models, and since births concern p( 0, x, t) they are properly treated by 
a boundary condition concerning a = O. The terminology introduced by 
Metz and Diekmann [113] is convenient here: (a,x) is the i-state (for 
individual) and p( ·, ·, t) is the p-state (for population). The change in an 
infinitesimal volume over an infinitesimal time interval depends on the 
i-state (a, x) of that volume, and also on the current density p( ·, ·, t) of 
all states. This can be symbolised by G(p(·, ·, t))(a,x), which I shall call 
the transition function: for a given p-state p( ·,., t), the rate of change in 
the mass at every i-state (a, x) is given by G. Then 
(LB) 
op ap . . at +Ba+ d1v(vp) = G. 
As it is derived from a balance condition, and applies locally, (LB) may 
be termed the balance law for continuum population dynamics in local 
form. 
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The boundary condition can likewise be as be written as 
p(O,x,t) = F'(p(·,·,t))(x), t E (0, T]. 
I shall refer to F as the birth function. Note that because Fis undefined 
at t = 0, compatibility of F with p0 is not required, and that hence the 
solution may· have discontinuities arising from limtlO F(p( ·,., t))(x) =J 
Po(O,x). 
Finally, the initial condition is p(a,x,O) = p0(a,x). 
The history of (LB) and its associated conditions is somewhat obscure. 
In 1926, M'Kendrick [117] derived a linear version (with only age struc-
ture) as a minor part of a paper mostly devoted to statistical issues. This 
paper seems to have passed into obscurity, and in 1959 von Foerster de-
rived the same equation independently [148], and the linear version with 
additional structural variables was derived apparently independently by 
Sinko and Streifer [139) and Bell and Anderson [10]. Subsequent au-
thors usually fail to mention some or most of these early papers (for 
example, Rotenberg [130] gives essentially the same equation as Sinko 
and Streifer [139] and Bell and Anderson [10] but does not cite either 
paper). As a result, when referred to by the name of an author, (LB) 
may be called the M'Kendrick, the von Foerster, the M'Kendrick-von 
Foerster, the Sinko and Streifer or the Bell and Anderson equation; this 
does not exhaust the names it has been given! 
In 1974, Gurtin and MacCamy [71] took the major step of introducing 
non-linearities into the equation, and this has resulted in a large number 
of papers (for example, the Scince Citation Index Cumulation 1975-
1979 has 21 papers that cite it). As mentioned above, the degree of 
structure was increased by Tucker and Zimmerman [144) to x of arbitrary 
dimension, and by Webb [151] to vector interpretation of p. The degree 
of non-linearity was generalised by Webb [151] to dependence on p(·, -,t) 
directly. A more complete history and comprehensive bibliography of the 
earlier work may be found in Metz and Diekman [113]. 
These equations constitute a framework for constructing models of pop-
ulation dynamics. Indeed, by the generality of the derivation, any con-
tinuum model of population dynamics is of this form. To construct a 
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model, it is necessary to specify the constitutive relations F, G and v-
. i.e. to develop formulae describing births, deaths, and chages in attrib-
utes. No generally valid formulae are known, though important applica-
tions such as actuarial science and fisheries management have developed 
simple approximations that have so far proved practicable over limited 
parameter ranges and time spans. 
The first question is to prove that these equations can indeed be used to 
model real populations in the sense that solutions to the equations exist 
uniquely for given constitutive relations (i.e. F, G and v ), and initial 
condition p
0
. In all the published work I've seen, the question is first 
reformulated in terms of integral equations, and I shall do the same. I 
follow Webb's procedure [151], modified in a way similar to the approach 
of Tucker and Zimmerman [144] to allow for a population characterised 
by the structure vector x as well as age. For the structure variable x, the 
rate of change v specifies a constitutive relation that must be satisfied 
by x as a function of time, so the i-state is found by solving the following 
set of ordinary differential equations: 
(Chars) l 
~~(a,x,t) = 1 
dxi dt(a,x,t) = Vi(p(·,·,t))(a,x), 
Note that Tucker and Zimmerman give [144] almost the same set of 
equations, the difference being that above the Vi depend directly on the 
current p-state p( ·, ·, t), rather than on some functional Q( t) of same. 
The only salient property of Q(t) used in their argument is that it is 
continuous, but in their proof of this fact they assume that p is itself 
continuous in t. I prefer the more general statement, and appeal as they 
do to the continuity of p(·, ·, t) with respect tot and of Vi with respect 
to all its arguments and to the boundedness of Vi and all its derivatives 
and the assumption that Vi are zero on the boundary of n for the claim 
that, given p(·,·,t) fort E [O,T], a and x, there is a unique solution to 
(Chars) on the interval [O, T]; at this point Tis just some (finite) positive 
number, and constraints on its size will emerge later. These assumptions 
are formalised in (Hyp 4) below. I shall denote this solution by <Px( s) and 
note thats E [-r, T-t], where r =min( a, t). These solutions constitute 
a flow q, = {¢}on s, (where as in chapter 1, s = [0,oo) x n), and 
later it will be seen that they are the characteristic curves of the partial 
differential equation for structured population dynamics. The proofs 
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below also require cl> not to be degenerate, that is, they require <Px( s) f. 
</>y ( s) for any s E [-r, T - t] w hen~ver x =/: y. This is ti.chieved in the 
theory below as follows: v is required to be positive for all T < oo and 
for any fin L1 to be strictly monotone with respect to all components 
Xi of x in n. In chapter 3, some of the models violate this assumption, 
and are dealt with in an ad hoc fashion there. 
Before proceeding I define some function spaces. Set Li ~f Li(S,Rn). 
The density p is a vector of dimension n, so p E LT, defined by LT = 
C([O, T]; L1), where the interval (0, oo) is the set of all possible ages, 
while n c R k, the set of all possible structural attributes, is a bounded 
set in k-dimensional space, and as in chapter 1 S = (0, oo) x n is the set 
of possible i-states. L1 itself is the set of equivalence classes of almost 
·-everywhere equal functions in the Banach space of Lebesgue integrable 
functions f : S - Rn with norm 
11£llL1 = fo111£(a,x)i11dxda, 
where th_e norm II· 111 on Rn is defined by llxlli = L:i lxil· 
( 
' 
Strictly speaking, p(t) is an element of Li, that is, a function from S 
to Rn; the image of (a,x) E S should therefore be written p(t)(a,x). 
By lemma 1 below (page 34), one may regard p E LT as equivalent to 
some p' E L1([0,oo) x n x (O,T);Rn). Abusing notation for the sake 
of avoiding an avalanche of symbols, I shall use p( a, x, t) to refer to the 
images of both p and p', and II · llL1 for the norm of all the L1 spaces 
that are used in this thesis. Finally, the norm on LT is a supremum: 
for p E LT, llPllLT = sup, llp(-, ·, t)llLi. I shall sometimes denote llPllLT 
tE[O,T] 
simply by llPll· 
The .birth function F and the transition function G are from L1 spaces, 
and F: L1 x n - Rk while G: L1 x (O,oo) x n- Rk. I shall usually 
need to work with a fixed f E L1, and hence need the norms on F( £) 
and G(f). Again abusing notation, these are both denoted by II· !In, and 
defined as follows: 
llF(f)lln = kilF(£)(x)ll1 dx 
llG(f)lln = fo
00 
kllG(£)(a,x)ll1 dx da 
In what follows, I will assume that (Chars) is satisfied, that is, I shall 




For given F, G and po, find p E LT which satisfies 
(Births) p(O,x,t) = F(p(·,·,t))(x) 
op op . 
(LB) ot + oa + d1v(vp) = G 
(LC.) p(-,·,O) =Po(-,·). 
This is the local form of the general continuum model for population 
dynamics. 
I now turn to Webb's derivation [151] of the general evolution equation. 
It avoids partial derivatives, which may seem a little odd when one is 
accustomed to thinking in terms of infinitesimals, but will be seen to 
be both more general and easier to use in proofs than the balance law 
(LB) given above. In Theorem 1 I prove that, in a weak sense, the two 
formulations are equivalent. One starts from the rate of change of the 
whole population, in terms of the Newton quotient: 
P(t) lim h-1 { P(t + h) - P(t)} 
h-+O 
lim h- 1 { !
00 r p(a', y, t + h) dy da' - ! 00 r p(a, x, t) dx da} 
h-+O lo ln lo ln 
= limh- 1 { fhf p(a',y,t+h)dyda' 
h-+O lo lo 
+ 100fo p(a',y, t + h) dyda' - fo 00fn p(a,x, t) dx da} 
Change variables in the second integral via a' = a+ h and y = <f>x(h), 
and in the first integral via a' = a and y = x to obtain 
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P(t) = limh- 1 { {hf p(a,x,t+h)dxda} 
h-o lo Jn 
+ lim h- 1 { r= r p(a + h, <Px(h), t + .h)Jrp(h) - p(a, x, t) dxda} 
h-o lo lo 
Here, J<t>(h) is the Jacobian of <f>x(h), that is, the determinant of any 
matrix that maps x to <f>x ( h). It should be reasonably clear that the 
first integral refers to processes at the boundary where a = 0, i.e. to 
births, and that the second integral refers the other processes i.e. deaths, 
migration and stage transitions. On this basis, the following equations 
then define the model mathematically: 
Problem P 
For given F, G and p0 , find p E LT which satisfies 
(Births) limh- 1 fh f llp(a,x,t+h)-F(p(·,·,t))(x)ll 1 dxda=O h-o lo Jn 
(IntBal) lim r=r llh- 1 [(p(a+h,<f>x(h),t+h)J¢(h)-p(a,x,t))] 
h-o lo Jn 
- G(p(·,·,t))(a,x)ll1dxda = 0 
(I.C.) p(·,·,O)=po(·,·). 
These three equations will be referred to as (P). This is the non-local 
form of the general continuum model for population dynamics. As one 
may expect, (P) is in a weak sense equivalent to (P'), .as made precise 
by the following theorem. 
Theorem 1 (a) A solution p to (P') is a solution to (P). · 
(b) If the solution p to ( P) is suffieiently regular to allow the existence 
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of the limit lim h- 1[p(a+h),4>x(h),t+h)] to exist for allt+h E [O,T], 
h-+0 
then p is a solution to (P') in the sense that ., 
p{O,x,t) 
a.e. F(p(·, ·, t))(x) 
op op . 
{)t + {)a +div( vp) 
a..e. G . 
Proof. The initial condition in both problems is the same. To prove (a), 
suppose p is a solution to of (P'). Note that by the problem statement, 
the birth condition trivially satisfies (Births). Morever, since the bounds 
on the integral in (IntBal) do not depend on h, one can move the limit 
under the integral sign, and by direct calculation (the assumption x ~ v 
remains in force) 
lim h - l [p( a + h), 4>x ( h), t + h)] 
h~O 
Hence such a p satisfies (IntBal). 
Pa+ Pt+ x ·\JP+ pdiv(x) 
Pt+ div(vp). 
To prove (b), suppose pis a solution to of (P). Since (Births) hold, and 
its integrand is positive, it must be zero except on a set of measure zero. 
Hence the first almost everywhere equality. Moreover, since (IntBal) 
holds (again moving the limit under the integral sign), one may apply 
the limit as in (a) above, and again the integrand must be zero except 
on a set of measure zero, so that the second almost everywhere equality 
holds. D 
The theorem enables one to work with whichever formulation is conve-
nient, since solutions to the non-local problem would fail to solve the 
local problem only via the biologically irrelevant lack of regularity on 
sets of measure zero. 
2.2 The problem (P) is general for all deter-
ministic population dynamics 
By the claim that (P) is general is meant the following: by appropriate 
choice of the n components of p and the k components of x, and by 
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specifying the relevant v, F and G, the dynamical processes of any 
population may be modelled in full detail. What is not claimed is that 
all possible models fit this framework-indeed some useful classes of 
models are excluded. In particular the existence theory below does not 
· cover models with time lags or with differential operators. 
In chapter one I have already argued that p( a, x, t) can represent any 
population. What remains is to show that (P) is general enough to ac-
commodate the dynamics of any population. Firstly, (P) is deterministic 
and, insofar as one regards biological data as random variables, is suit-
able only for modelling the mean of such variables. Second, although 
there is no explicit reference to environmental variation, it makes no 
difference to the formulation or the proofs to include in the constitutive 
laws G, F and v dependence on a function E(t) symbolising the state of 
the environment. Therefore environmental variation can be represented 
in the framework of (P) and (LB). However, doing so clutters up the 
formulae and environmental variation was not considered in the applica-
tions given in chapters 3 and 4, so this level of generality is not analysed 
in this thesis. I now consider the fundamental processes of population 
dynamics (births, changes of state, migration, deaths), and show that 
(P) in conjunction with (Chars) is sufficiently general to model them all. 
The four population dynamic processes are variously accommodated in 
the proposed framework. All four processes affect the density. The 
derivation of both (P') and (P) make clear that, in the absence of time 
lags, the time course of p(a, x, t) is governed by (LB) and more generally 
by (IntBal). In fact, (lntBal) allows jump discontinuities, and no biologi-
cal phenomenon needs to be modelled by any function more pathological 
than that. Thus (IntBal) is a balance law which can apply to any pop-
ulation. It may seem more general for dependence on p at some or all 
other times to be included, but I argue that this is not so. The absence 
of time lags does not detract from generality: models with time lags 
were developed to cope with aspects of life history while remaining in 
the tractable mathematical context of scalar models and ordinary dif-
ferential equations (Aiello et al. give some references in [2]). Because 
of the possibility of a vector of subpopulations, life history stages are 
covered by the above framework; any influences that seem important 
can be modelled without lags. On the other hand, by specifying that 
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component pi at present equals component pi at some earlier time, time 
lags can explicitly be added to the framework. However, this would rep~ 
resent an additional and rather artificial constraint on the solution and 
the theory below does not cover existence proofs for this case. 
A note on using both x and p as vectors of dimension k and n respec-
tively is in order here. It is of course possible to consider membership of 
a subpopulation as an attribute, and to include this in x, so that pis a 
map to the real numbers. In that case, at least one of the components 
of x would not be a real number, but instead an integer-or even merely 
an ordinal number-so such a component would have to be explicitly ex-
cluded from operations that rely on the continuum concept, for instance 
integration and differentiation. It is also convenient, as shown above by 
the discussion of time lags, to be able to refer to subpopulations in a 
direct way through an index, rather than through the value of a vari-
able. For these reasons I prefer to follow Webb ([151J) in regarding pas 
a vector. 
For both (P) and (P'), when combined with (Chars), there are three 
sets of functions which need to be specified for any given model. They 
are birth law F, the transition law G and the state evolution law v. 
These are the so-called constitutive relations. There is also the initial 
condition. I discuss these below, showing that they are general for plants 
in the sense that any plant population dynamics can be modelled by 
specifying the appropriate constitutive laws and initial condition. 
The transition law concerns changes in density due to mortality, migra-
tion and changes of subpopulation. Since in an infinitesimal volume, 
mortality of the i-th subpopulation can be taken as constant, it can ad-
equately be modelled by a modulus, giving >.( a,x, p( ·, ·, t))p( a, x, t) as a 
term in G. Migration is usually seen as two distinct processes: diffusion 
and immigration/emigration. In either case, this can simply be included 
in G, as a net balance between source and sink terms. For example, in 
the case of dispersal of seeds, this could be modelled by a function inte-
grating, for every position, the sources over the whole area (this could 
easily include limited distances of dispersal and preferred directions). 
Diffusion is more usually modelled in terms of local gradients, but as 
mentioned in chapter 1 the classic diffusion equation is not especially 
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suitable for seed dispersal; nevertheless, diffusion is just local migration, 
and the Laplacian operator can be .considered as a source/sink expres-
sion. Changes of stage are modelled by the density of one subpopulation 
pi increasing at the expense of another pj; because mortality is modelled 
separately the gain equals the loss and the instantaneous transitions are 
modelled by a matrix with ergodic properties. Thus one can formally 
represent G by a sum of three terms: 
G = (diag.\)p + Ap + D(p) 
where .\is the vector of death moduli, A is the instantaneous transition 
matrix, and D is the diffusion/dispersal model. In general, D is an 
operator incorporating derivatives of p, but for plants I argue below 
that this is not needed. 
By_ the same argument that yielded the death modulus, the birth law 
def • 
defined as a birth modulus by F(p(·,·,t)(x) = {3(a,x,p(·,·,t))p(a,x,t) 
is quite general. Incidentally, the birth law is the reason that population 
dynamics is mathematically difficult: it forms a boundary condition that 
is inherently non-local and nonlinear. This difficulty extends to compu-
tations as well; in fact, in some of the earliest analyses of algorithms, the 
oirths were assumed to be known in advance (Douglas and Milner [50], 
Kostova [96]). 
From now on, I shall refer to .\ as the mortality (or mortality modulus 
or the per capita mortality), and to {3 as the birth rate (or birth modulus 
or the per capita birth rate). 
The state evolution law specifies how the attributes of an individual 
changes with time. In the approach adopted here,· each of these at-. 
tributes are quantified separately, and the state of an individual is, be-
sides age, a vector in the set n of dimension k. The range of plausible k is 
quite large. At one extreme, one could attempt to specify the number of 
various cell types in an organism and their relations, so that transitions 
. in cell type could then be specified in this law, for example modelling the 
metamorphosis of a single insect. This would require k of order 100. At 
the other extreme are the classical models with no structure at all. For 
plant populations one would usually want to classify the population into 
types by considering p as a vector of subpopulations (for example seeds 
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and adults of each species), each with a fairly small set of attributes 
(such as size and position), so that the overall set of attributes would 
not be overly large. Transitions from one type to another are specified by 
the transition law; the state evolution law consists of specifying consti-
tutive relations for the ?-ttributes. For example, the somatic growth law 
would specify how size changes, and one can imagine a similar law for 
microsite changes. Position on the other hand will usually be considered 
constant for adults, and subject to change for seeds. 
Note the difference between diffusive and directed changes: the former 
affect the density rather than the attributes and so go into the transition 
law because one cannot follow individuals and the effects are randomly· 
distributed across the population; while the latter specify the behaviour 
of individuals with specific attributes. As an example, consider dispersal 
of seed by wind. The distribution of air currents in space and time can be 
specified in detail only up to a certain level of accuracy. This defines an 
average around which there is bound to be some random variation. This 
process would be conveniently modelled by dividing the model into two 
parts. The structure variable x would include spatial coordinates, and 
the solution to x = v would specify the average air flow for each time and 
place, and hence a velocity field that prescribing the movement of seeds 
there, while the random component would be modelled as a diffusive 
process through the transition law. 
Finally, the initial condition. If p( a, x, t) is sufficiently general to repre-
sent any population, then p( a, x, 0) suffices for the initial condition. 
It is therefore possible to formulate a model for plant population dy-
namics that is completely general in the sense that it could represent all 
possible states and processes. However, it is another matter to ensure 
that the solutions to such a model exist and can be interpreted in a 
biologically meaningful way. For instance, even though exotic situations 
may exist in which meaning could be contrived, one would usually like to· 
avoid negative densities and multiple solutions. On the other hand, one 
would like to include constitutive relations that are mathematically dif-
ficult, such as ones with jump discontinuities. Below, I impose Lipschitz 
conditions on all constitutive relations, and in this way ensure the exis-
tence of unique solutions. This is clearly not sufficient for modelling all 
28 
situations of biological interest-see for instance chapter 3 below-but 
does serve to show that the fully general model can be tractable. 
2.3 Reformulation and proof of unique exis-
tence of solutions 
2.3.1 Preliminaries 
Consider the cohort function on [-r, T-t0 ]-+ Rn (where Tis as before) 
defined by 
W(a0 ,x0 ,t0 )(t) = p(ao + t,</>x0 (t),to + t), 
which specifies the evolution of the density of those individuals of age a0 
and state x 0 at time to. Now suppose that either t0 = 0 or a0 = 0. Then 
ao 2: to ::} to = 0, while ao < to ::} ao = 0, and hence one can write p 
in terms of its values along characteristics, where each characteristic is 
uniquely defined by the point where it meets the boundary: 
{ 
w(O,<t>x(-a),t-a)(a) for a< t 
p(a,x,t) = 
W(a-t,<t>x(-t),o)(t) · for a 2'. t 
By theorem 1 above, G can be identified with differentiation along char-
acteristics (Gurtin and MacCamy [71], Webb [151], Tucker and Zimmer-
man [144]): 
G(p( ·, ·, t))(a, x) = D(l,v,1)P(a,x, t) 
def lim h-1 (p(a + h, </>x(h), t + h)J<t>(h) - p(a,x, t)). 
h!O 
Hence the along a characteristic curve through ( a0 , Xo, t 0 ), in which we 
restrict the interpretation of a0 and t0 as indicated above, the cohort 
satisfies the (ordinary) differential equation 
d 
ds W(ao,Xo,to)(s) G(p(·,·,to + s)))(ao + s,</>x0 (s)) 
W(ao,Xo ,to) ( 0) p( ao, xo, to), 
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which upon integration yields an integral equation, as w appears on the 
left and (implicitly) on the right: 
Now, applying the relation between w and p and in the case of to > 0 
using t0 = t - a and changing variables, one gets to the equation 
(IntEq) p(a, x, t) = 
F (p(-, ·, t - a)) ( <f>x( -a)) 
+ l~a G(p(·,·,s))(s - t + a,<f>x(s - t))ds 
a.a. a< t 
Po( a - t,<f>x(-a)) 
+ fotc(p(·,·,s))(s-t+a,<f>x(s-t))ds 
a.a. a 2: t, 
from which it can be clearly seen that integration of G gives the change 
in cohort density from the initial condition Po when t ~ a, and the births 
F when t >a. 
In what follows, I first prove that solutions to (IntEq) exist uniquely, and 
then that (IntEq) is equivalent to (P) in that any solution of the one is 
also a solution of the other. First, by Lemma 1, p E Lr can be identified 
with an element (also denoted by p) in L1((0,oo) x n x (O,T);Rn); 
second, by Lemma 2, the integrals in (IntEq) exist and hence solving 
it is a meaningful problem; by the remark after Lemma 3, translation 
in Lr is continuous. These technical lemmas enable the evaluation of 
integrals by changing variables and the order of integration and taking 
limits, which are used to prove Theorem 2: there is some non-zero T such 
that (lntEq) can be solved uniquely fort E [O, T]. Then, using Lemma 4 
on the semi-group property of solutions to (IntEq), I prove that (P) and 
(IntEq) pick out the same p "in Lr as solutions (Theorem 3), and that 
these solutions either exist for all time or go to infinity at some finite 
time (Theorem 4). 
This analysis is essentially a generalisation top( a, x, t) of Webb's [151] 
approach to p( a, t), so that I shall often appeal to Webb's proof, with 
a brief argument of how it is to be generalised. For many of the proofs 
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the argument for p(a,t) extends to the case p(a,x,t) in a very direct 
way, the main technical issues being the transformation of variables in 
n (when needed), and discontinuities in Po· 
The following hypotheses are assumed throughout; they are sufficient 
for the unique existence of solutions to the general population problem 
without time lags or differential operators. 
(Hyp 1) For F : Li x n --+ Rn, there is an increasing function Ci : 
[O,oo)--+ [0,oo) such that llF(£) - F(R)lln $ ci(r)llf- RllL1 for 
all £, i E Li such that 11£11Lp llRllL1 $ r, and that II F( £)( x) -
F(£)(x)lh $ ci(r)llx - xiii for all x, x inn. 
(Hyp 2) For G : Li x S - [O, oo) x Rn, there is an increasing function 
c2: [O,oo)- [0,oo) such that llG(£)-G(R)lln $ c2(r)llf-RllL1 for 
all £,i E Li such that 11£11Lp llRllL1 $ r, and that llG(f)(a,x) -
G(£)(a,x)ll1 S ci(r)(la - al+ llx - xiii) for all a, a in [O,oo) and 
all x, x inn. 
(Hyp 3) The initial condition po E S is non-negative, bounded by Po 
and Lipschitz continuous with a common Lipschitz constant co ex-
cept perhaps at a finite number of (k-1)-dimensional manifolds f;, 
i = 1, ... , q inn, each of finite (k-1)-dimensional volume, where it 
may have a finite jump: if {(a, x)+t(( a, x)-(a, x))lt E [O, 1), a, a E 
[O, oo ), x, x E n} n LJr=i I'i = 0, then llPo(a, x) - po( a, x)IJi $ 
Co(la - al+ llx- xiii), else llPo(a,x)- po(a,x)lii $ npo. 
(Hyp 4) For any p E LT, v : L1 x [O, oo) x n --> n is differentiable, all 
partial derivatives exist and are bounded by bv, v is zero on the 
boundary of n and all the Vi and their partial derivatives W.r.t. X 
are Lipschitz continuous with a common increasing function Cv : 
[O, oo) --+ [O, oo) as follows: 
(a) llv(£)(a,x)- v(f)(a,x)IJi $ Cv(lif-fllL1 +la - al+ llx - xlJi) 
(b) i;;i. (p(·,·,t))(a,x)- ;;i. (,O(·,·,t))(a,x)I S cv(r)(ll£-fllL1+ 
J J 
. la - al+ llx - xiii 
for all £, i E L1 such that 11£11Lp lifllLi $ r, all a, a E [O, oo) and 
all x, x En. 
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2.3.2 The framework with additional assumptions is (al-
most) general for plant populations 
( 1) The transition law can handle any mortality, subpopulation tran-
sitions and most seed dispersals. However, (Hyp 2) is restrictive for 
diffusion models that use derivatives: in general such models will not 
be Lipschitz continuous, or even well defined in the classical sense, be-
cause of the jump discontinuities in p. Moreover, quite natural models 
for population dispersal leads to difficult problems, for example, the 
diffusion model developed by Gurtin and MacCamy in the 1970'~: (see 
Gurtin [70) for a compact account). In order to model populations that 
disperse, these authors take the direction of diffusion as away from high 
total population densities, but allow the diffusivity to depend on age; 
thus different cohorts experience the same population pressure but re-
spond with the varying degrees of movement. This situation is plausi-
ble for animals, who can sense densities directly and move in preferred 
directions, but I would argue t,hat classical diffusion models (or a semi-
classical one such as the one mentioned above) are inappropriate for 
plants: not only do the seed dispersal distances have a Poisson rather 
than a Gaussian distribution, but also the velocity (and hence distance) 
of seed movement is always bounded, so it will always be possible to use 
an explicit distribution in terms of sources, since any spatial domain will 
also be finite (see below). Hence the difficulties of modelling dispersal 
by means of differential operators can be avoided for plants. Moreover, 
preferred directions depend on external factors such as topography, ani-
mal movement and wind, so that the kind of density dependence implicit 
in diffusion models are often inappropriate for plants. 
(2) The birth law can handle all birth processes, though in principle 
only, and where it is deemed necessary to use time.lags in order to a.void 
detailed modelling of recruitment processes poorly understood and/or 
not observable, it fails. 
(3) As stated above, the state evolution law v formally represents the 
constitutive relations for the attributes, and is assumed to allow the </>x 
to form a flow. This may be limiting on the kinds of changes possible, 
for example plants initially different are not allowed to become identical 
at some finite time, because in that case uniqueness of the characteristic 
32 
back to the initial or boundary condition will fail. Also, the assumption 
is that n is bounded and v is zero on the· boundary. Boundedness 
is slightly limiting, in that models that rely on the convenience of an 
infinite spatial domain to ignore edge effects cannot be used, and the 
fact that v is zero on the boundary renders it absorbing, whereas for 
diffusion models one might prefer the looser condition that the exterior 
normal derivative is zero, as Webb does in [150). However, this does not 
. limit the generality for plant population models, where dispersal models 
are adequate and diffusion models are not needed (see above). 
( 4) The initial condition can handle any population with a finite number 
·· of jump discontinuities along hypersurfaces that are finite in extent. 
· Since the domain is finite, it is inconceivable that any plant population 
would require anything more pathological. Anyway, no population data 
c'ould ever violate this condition, because observed densities will always 
be finite. 
The generality above is achieved at the expense of ~ome mathematical 
inconvenience, in the sense that it excludes the mathematical conve-
niences of piecewise Lipschitz functions and time lags. As noted above, 
time lags are not covered by the theory developed here. They are attrac-
tive for instance as a way of simplifying the many steps from pollination 
to seedlling establishment. However, in principle these steps could be 
modelled explicitly, and hence in the sense that all population processes 
(as indeed all physical processes) are local in time and place, the frame-
work in this thesis is sufficiently general. I accept that this is not ade-
quate, since the point of science is a simplified understanding of reality, 
which is what time lagged models offer, so that the approach advocated 
here does fall short in this respect. The case of non-Lipschitz models is 
more favourable. For example, a model in which rapid changes in vital 
rates were handled by jumps or vertical tangents would need fewer pa-
rameters than a smoothed version of the same, and hence be preferred 
for the sake of fitting data, simplicity of biological interpretation or ease 
of computation. However, such a smoothed version can always be con-
structed, by replacing the condition at every point at which the Lipchitz 
condition fails by interpolations with finite tangents in a neig~bourhood 
of the point. By making the neighbourhood smaller than biologically 
meaningful differences, the biological interpretation of the non-Lipschitz 
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model may be retained. Thus for every non-Lipschitz model there is a 
biologically indistiguishable Lipschitz model. In this approximate sense, 
the theory above is general enough for to allow for all meaningful models 
without time lags. 
2.3.3 Uniqueness and existence theorem 
Lemma 1 There is a unique p' E Li((O,oo) x n x (O,T);Rn) such that 
for any p E LT 
(a) p'(a,x,t) = p(t)(a,x) a.e. for allt E [O,T]. 
(b) foT llp(t)llL 1dt = foT {fo
00 In llp'(a,x,t)lhdxda} dt 
= fo 00 In foT lip'( a, x, t)i11 dt dx da. 
Note: Since the definition of p' is not used below, I do not give it here. 
The interested reader may consult Webb [151] on how p' is to be defined. 
Proof: Identical to Webb's Lemma 2.1 (p 25) except that integration is 
here also over n. Since n is of finite volume, it cannot affect the validity 
of the proofs, which appeal only to products of measures and to Fubini's 
Theorem. C:l . 
Lemma 2 Define the set rT = {(c,s)iO < s <·T,-s < c < oo}, and' 
assume (Hyp 2). Then for any p E LT, 
(a) The function [O,T]-+ L 1 that maps t to G(p(·,·,t)) is in LT. 
(b) There exists a function h E L1 ((0,oo) x n x (O,T);Rn) s.t. for 
every t E [O,T] and a> 0, h(a,x,t) a;}· G(p(·,·,t))(a,x). 
(c) Given a flow ct>= {¢x} on S, there exists k E Li(fT x D; Rn) s.t .. 
k(c,s,x) a;}. h(s + c,s,¢>x(s)) for (c,s) E fT, and 
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f Tjoo { Ilk( e, s, x)lli dx de ds 
lo -sln 
max[O,-c]. 
= 1-:{1Tk llk(e,s,x)lli dxds} de, where a= 
Proof: As for Lemma 1, the details are almost identical to the Lemma 
2.2 in Webb. There is no change of variable in n. o 
The following characterisation of compact subsets of Li is needed pri-
marily to establish the continuity of translation in Li. Webb appeals to 
Dunford and Schwartz [51, Theorem 20, p 298] for proof. 
Lemma 3 For a closed and bounded subset M E Li, compactness fol-
lows if and only if, for £ E M, 
(a) Lim f
00
f llC(a,x)-£(a+h,</>x(h))llidxda = 0 uniformly, where h-.o lo ln 
one takes £ (a + h, </>x ( h)) = 0 if a + h < 0, 
(b) Lim r= r 11£( a, x)lli dx da = 0 uniformly. h-.O lh lo 
D 
To repeat Webb's proof of the continuity of translation, one needs to . 
consider the Jacobian J<P(x), which is defined for </>x(s) as the determi-
nant of any matrix that maps x to </>x( s ). Note the suppression of the 
flow in age, which is trivial, so that the Jacobian concerns a transforma-
tion on n only. Since </>x ( s) = x for all x on the boundary of n, using 
the flow at any time as a change of variable cannot affect the boundary, 
and hence f0 £(.,</>x(·))J<1>('x)dx = f0 £(·,y)dy. Similar to the norms of 
F(C) and G(C), I use the norm llJ<1>lln =in J<P(x) dx. 
Define translation through h in the set M as Th : Li ~ Li as follows: 
(ThC)(a,x) a~. { £
0
(a + h, </>x(h)) a> max[O, -h] 
a :::; max[O, -h]. 
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Now, following Webb, for a sequence {ln} in M s.t. ln ~ f, 
:S fo00 lo llln(a,x)- f(a,x)ll1dxda. 
Hence, by applying Lemma 3(a) to the compact set {f}, it follows that 
limh-o 11Th£ - £111 = 0. 
Now follows the existence and uniqueness theorem. 
Theorem 2 Assuming (Hyp 1}, (Hyp 2}, (Hyp 3) and (Hyp 4), for any 
r > 0 there exists T > 0 such that, for llPollLi ::; r, there is a unique 
p E LT solving (IntEq) on [O, T]. 
.. 
Proof: Consider the set M C LT, defined by M = {p E LT : p( ·, ·, 0) = 
Po and llPllLr :S 2r }. It is clear that M is closed. The aim is to show 
that the operator ]( : M ~ M yields a contraction on M when defined 
as follows: 
]( p(a,x, t) = 
F(p(·,·,t- a))(<f>x(-a)) 
+ i~a G(p( ·, ·, s))(s - t +a, <f>x(s - t)) ds 
a.e. a< t 
Po( a- t,<f>x(-a)) 
+ ltG(p(·,·,s))(s~t+a,<f>x(s-t))ds 
a.e. a 2: t. 
Clearly, a fixed point of ]( is a solution to (IntEq). I need to show that 
]( is continuous, that M is closed under ](, and that ]( is contractive. 
Then, by the Banach fixed point principle, ]( has a unique fixed point 
in M. I follow Webb's proof, adding arguments concerning n and dis-
continuities in po; part (b) below requires only trivial changes (similar 
to the proof of continuity), but is included here because some of the 
calculations are used later. 
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(a) Continuity requires that for p E M, the map t 1-+ J( p( ·, ·, t) is contin-
uous. The proof in Webb goes through line by line (except of course that · 
all the double integrals become triple integrals), because the argument 
concerns only one p, so there is only one flow on n, and therefore change 
of variables over n is never required, and so the position of the symbols 
JJ ·) dx can be retained as the inner integral of iterated integrals without 
at all affecting the calculations. 
(b) Closure further requires that llK PllLr ~ 2r. Consider the L1 norm 
at some time t: 100fo llKp(a,x,t)lhdxda 
< 11fo { llF(p(-, ·, t - a))(<Px(-a))ll1 
. + l~a llG(p( ·, ·, s))(s +a - t, <Px(s - t))ll1ds} dxda 
+ 1~ lo {llPo(a-t,</>x(-t))ll1 
+ 1t llG(p(·,·,s))(s +a - t,</>x(s- t))lhds} dxda 
< 1tfo llF(p( ·, ·, t - a))( <Px(-a))lli dx da 
+ 100fo11Po(a,</>x(-t))ll1dxda 
+ t I lt llG(p( ·, ·, s))(s +a - t, <Px(s - t))ll1 da dx ds 
Jo Jn t-s 
+ fo
1fo 100 llG(p( ·, ·, s))(s +a - t, <Px( s - t))lh da dxds 
< (c1(2r) + c2(2r)) lat lip(·, ·,s)llL1 ds . 
+ 1t llF(O)lln ds 
+lat llG(O)!ln ds + r 
1 
< 2rt(c1(2r) + c2(2r) + 
2
r(llF(O)lln + llG(O)lln)) + r. 
Hence by taking T ~ r/(2rc1(2r) + 2rc2(2r) + llF(O)ll + llG(O)ll) one 
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ensures that the right hand side is less than or equal to 2r, since the 
above holds for all t E [O, T]. 
( c) Contraction. The argument is similar to (b ). Consider the L1 norm 
at some time t: 
JIK p( ·, ·, t) - KP(·,·, t)JJL1 
= IJ 1001 Kp(a,x,t)- KP(a,x,t)dxdall1 
= II 1tlo { F(p(-, ·, t- a))(<Px( ~a)) - F(f>(·, ·, t - a))(¢x(-a)) 
+ j~a G(p(·,·,s))(s +a - t,¢x(s - t)) 
- G (f>( ·, ·, s)) ( s + a - t, ¢x ( s - t)) ds} dx da 
+ 1001 {Po( a - t, <Px( -t)) - Po( a - t, ¢x(-t)) 
+ 1tG(p(·,·,s))(s+a-t,¢x(s-t)) 
- G(f>(-, ·,s))(s +a - t,¢x(s - t))ds} dxdall1 
< 11111 F(p( ·, ·, t - a))(<Px(-a)) - F(f>(·, ·, t - a))(¢x(-a)) dx daJl1 ·. 
+II t f f 00 G(p(·, ·,s))(s +a - t,¢x(s - t)) 
Jo Jaft-s 
- G(f>(·,·,s))(s +a - t,Jx(s- t))dadxdsll1 
+II 1001 Po( a - t, <Px(-t)) - Po( a - t, ¢x(-t)) dx dalli 
= I1 +Ii+ h 
where 
!1 def II ft{ F(p(·,·,t-a))(<Px(-a))-F(f>(·,·,t-a))(¢x(-a))dxdaJl1 lo lo . 
JI 11/j00 G(p( ·, ·, s ))(a, <Px( s - t)) - G(f>C ·, s ))(a, ¢x( s - t)) da dx dslh 
h 
def 
II 1001 Po( a, <Px(-t)) - Po( a, ¢x(-t)) dx dall1· 
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1. ·. 
I , • .,t. ·~ ., 
.I.·•; ••. , 
To complete the proof, I need to show that the each of the integrals Ji, 
12 and l3 has a bound of the form tAi( t)llP - PllL1 for i = 1, 2, 3, where 
the Ai(t) are positive non-decreasing functions oft. Now, 
11 < 1th llF(p( ·, ·, t - a))(x)Jq,(x) - F(p( ·, ·, t - a))(x)J¢(x)ll1 dx da 
< 1tfn llF(p( ·, ·, t - a))(x)Jq,(x) - F(p( ·, ·, t - a))(x)J¢(x)lli dx da 
+1th llF(P( ·, ·, t - a))(x)J¢(x) - F(p(·, ·, t - a))(x)J¢(x)lli dx da 
< 1t llF(p )llnllJq, - J¢11n dx da 
+ 1t llJ¢11nllF(p) - F(p)lln da 
< 2rt11Jq, - J¢11n + tllJ¢llnc1(2r)llP - PllL11 
where llJq, - J¢11n ~f sup llJ<t> - J¢ll1· By a similar argument, 
. xen 
The case of 13 is a bit more complicated. By (Hyp 3), Po is Lips-
chitz except at most on q surfaces of dimension ( k - 1) and of finite 
· volume. Taking· I as a supremum for these volumes, one may con-
clude from the positivity and boundedness of po that the difference 
llPo(a,</>x(-t)) - Po(a,J>x(-t))lh is less than npo, so that the contri-
bution of the discontinuities to the integral is at most nqpo/ B, where 
B is a bound on the maximum norm of the difference between the 
points on the boundary picked out by the two flows.' Now B clearly 
• def • 
less than II</> - </>lln = SUPxen 11</>x - </>xll1, on which a bound is ob-
tained in the required form below. Now, consider the set R C n con-
tained between the jumps in Po as picked out by <l>x and ef>x respec-
tively for all x: the line joining </>x(s) to ef>x(s) is given by the points 
</>x ( s) + 0( J>x( s) - </>x( s)) for 0 E [O, l]. Along this line, let 81 (resp. 82) be 
the smallest (resp. largest) value of 0 at which p0 is discontinuous. Then 
R ~f { x' E n Ix' = </>x ( s) + O' ( ef>x ( s) - </>x ( s)), 0 E [ 81, 82]' "ix E n} . 
Now on !l' ~f n \ R, change of variable through </>x is well defined, Po is 
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Lipschitz continuous, so (remembering that llPollL1 ~ r) 
l3 < it llPollL1 llJ<t> - J¢11n + nqpo1ll4> - ¢11n da 
= t(rllJ<t> - J¢11n + nqpo1ll4>- ¢11n). 
Thus bounds on llJ<t>lln, llJ<t> -J¢11n and 114>-J>lln are needed. Now, 1¢ is 
the determinant of a k x k matrix, so 1¢ is a sum of k! terms of the form 
k o"'Q' 
( -1 )P II 
0
'+'x , where O:i = 1, ... , k and f3i is a permutation of O:i. Since 
i=l x /3; 
all these partial derivatives are bounded by bv, the first of these bounds 
is just llJ<t>lln :5 k!bt. Furthermore, llJ<t> - Jq:lli is a sum of k! terms 
k a¢Q· k a¢Q' . 
of the form II ox x - II ox x . Each of these terms is bounded by a 
i=I /3, i=l /], 
a¢Q) aJ>Q) k a¢Qi 




x I II -
8 
x . Hence the last two bounds 
Xf3j Xf3J ._,.. Xf3; 
i.,.-J 
reduce to bounds on the absolute value of the difference between 4>x(s) 
and J>x( s) and on the difference between partial derivatives of 4>x( s) and 
J>x(s) for alls E [O, t]. The approach taken Tucker and Zimmerman [144, 
pp 559- 560] can be adapted to give 
k 
11 ¢x - J>x I I 1 = I: I¢~ ( s) - J>~ ( s) I 
i=l 
r k 
< Jo ~ lvi(a,¢x(r),p(·, ·,t + r))- vi(a,J>x(r),P(·, ·,t + r))I dr 
l
s k 
< skcv(2r)llP- PllL. + kcv(2r) I: 14>~(r) - J>~(r)ldr 
0 i=l 
< skcv(2r)eskcv(2r)llP - PllL,, 
where the (integral equation) definition 4>~(s) =xi+ J~ Vi( a, 4>x(r),p(·, ·, t+ 
T))dT and (Hyp 4) was used in the first two steps, and Gronwall's in-
equality in the last step. The bound on the difference between the 
partial derivatives is then a straightforward imitation and application of 
this result and (Hyp 4), giving 
~ a . · a -· k (2 ) ) 
L,_; la-<P~(s) - -
8 
. 4>~(s)I ~ skcv(2r)(skcv(2r)e cv r 8 + 1 llP - PllL,· 
i=l X; X; 
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These results then combine to give llK p( ·, ·, t)-K p( ·, ·, t)JJL1 $ t(A1 (t) + 
A2(t) + A3(t))JJp- PllL1 , where 
A1(t) ~f t[2rk!bt- 1tkcv(2r)(tkcv(2r)etkcv(2r) + 1) + tk!btc1(2r)] 
A2 (t) def t[2rk!b~- 1 tkcv(2r)(tkcv(2r)etkcv(
2r) + 1) + tk!btc2(2r)] 
A3(t) def t[nq,Oo1tkcv(2r)etkcv(2r) + tkcv(2r)(tkcv(2r)etkcv(2r) + l)k!bt-l Po] 
are positive increasing functions oft. 
Hence if one considers the supremum over [O, T] 
Since the ~i are increasing functions, the reciprocal of their sum gets 
larger as T --. 0 (not necessarily without bound, but necessarily larger 
than zero), so their certainly are T such that T < (A1(T) + A2(T) + 
A3 (T)f
1
. By selecting such a Tone ensures that llKp - KpJILT < 
llP - PllLT. D 
I now outline Webb's technique for showing that solutions either remain 
bounded for all time, or else go to infinity at some finite time. 
Lemma 4 Select T such that p is a_ solution to (P) on [O, T]. Then 
there exists an extension of p on [T, T + T] such that p is a solution on 
A • def A 
[O, T + T], by p( ·, ·, t) = p( ·, ·, t - T) for T > 0, where 
f>(a,x,t) = 
F(p(-, ·, t - a))( ¢x(-a) 
+ Joa G (p( ·, ·, s)) ( s - t + a, ¢x( s - t)) ds 
a.a. a E (0, t) 
p(a - t, ¢x(-a), T) 
+ faa-t G(f>(·, ·,s)(s - t + a,¢x(s - t)) ds 
a.a. a E (t,oo) 
Proof: Note that the existence of some such f> is guaranteed by the 
theorem above. This lemma is basically the same as Webb's Propbsition 
2.4 (p 42), and the proof goes through without any need for added 
comment, since no change of variable in n is required. D 
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Theorem 3 p solves (P) if and only if it satisfies (IntEq) on [O, T]. 
Proof: That a solution to (IntEq) implies one to (P) is Webb's proposi-
tion 2.1 (p 30), while the converse implication is his theorem 2.3 (p 43). 
The proofs are again so similar as not to need repetition. D 
Theorem 4 Suppose p solves (P) on [O, T.p). Then either T.p = cx:1 or 
lim SUPt-T<P llp(t)ll = 00. 
Proof: This is Webb's theorem 2.4; again the proof need not be repeated. 
D 
2.4 Speculations on the regularity of solutions 
Webb [151, chapter 3] gives several theorems are given concerning the 
regularity of solutions. I do not expand them for the general case, but I 
do note that they make use of semi-groups. Since Lemma 4 establishes 
the basic semi-group property of the finite solutions to (P), I expect that 
these theorems can be generalised in a similar way. 
In his book [151, chapter 4], Webb follows tradition by emphasising 
the analysis of equilibria, and gives asymptotic results. Nowadays non-
equilibrium phenomena are receiving increased attention (Dean [47], 
Chesson and Case [28]), and as the case studies. in chapters 3 and 4 
below concern transient behaviour, asymptotic results are not required. 
2.5 An algorithm for solving P 
In numerical work on ( P), the aim has usually been to specialise the 
problem and then to focus on the features of the specialised problem. 
Thus Lopez and Trigiante [112] consider diffusion in R2 with finite max-
imum age w; the problem is in their terminology "stiff" because, as 
42 
a ---+ w, one has A ---+ oo. They propose using finite differences in both 
space and age, and set the time step 6.t equal to the age step, and use 
a generalised scheme such that it is explicit for small a (thus allowing 
fast computation), and implicit for a near w (thus allowing a relatively 
large 6.t, though at the price of having to solve a set of linear equations 
at each time step). They achieve, under a mild assumption on the birth 
rate relative to 6.t, the following rate of convergence: 
llC+l lloo < 11~0 lloo + anr6.t, 
where a is constant, r is a composite measure of mesh size, namely 
r = h+k1 +k2 (k1 , k2 discretise the spatial mesh), and ~n is the difference 
at tn between the true and approximate solutions. 
Milner and co-workers produced several papers on this topic. In Douglas 
and Milner [50] the population is structured by age only and the nonlin-
earity is restricted to letting mortality depend on the total population. 
Using uniform age- time mesh, the fact that characteristics are known in 
advance, and the rectangle rule for quadrature (i.e. the simplest pos-
sible), together with births given a priori, they obtain the convergence 
estimate 
11~11 ::; c 6.t. 
Kostova [96] reports a similar convergence results, plus interesting ex-
amples of failure to converge. In [115], Milner uses finite elements in 
age, assumes initially finite age, and integrates over age to get a varia-
tional version of the problem. Application of a Crank-Nicholson step to 
the time integration then yields globally second order accuracy in time 
(on th'e assumption that the finite element mesh is refinable to give any 
desired accuracy). This requires, for the two-sex model he gives as an 
example, the solution of three finite element matrix equations at each 
time step. In Arbogast and Milner [6] a finite difference algorithm for 
this same problem was preferred. There results for an application are 
shown: taking US census data for 1970 and 1980, they find, by inter-
polation, the rates for various population processes. Then taking 1910 
census data as initial values and using the estimated rates, they arrive at . 
a good fit with the 1980 census data (except that the number of females 
over 75 is radically underestimated, and that the predicted number of 
couples is fairly good only in the age range where this number is high). 
This is purely descriptive theory, in that it uses 1980 data to predict 1980 
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data. Predictive power would only accrue through parameters that can 
plausibly be assumed to hold beyond the data, which would requii:e a 
kind of constitutive relation absent in their work. 
More recently, Milner [114] tackled the diffusion of an age-structured 
population in R 2 . This supersedes Lopez and Trigiante's paper [112)i in 
that he considers nonlinear diffusion that depends on both p and x--to 
be specific, the direction is of "least crowding", so that this diffusion is 
entirely analogous to that of classical physics. Numerically, there is now 
the problem that the characteristics are not known in advance. His basic 
strategy is to separate the approximate calculation of characteristics 
from that of the density, which he achieves by reformulating the problem 
through several changes of variable. As in Douglas and Milner [E;o], 
·the quadrature is by the rectangle rule, and the time integration is of 
first order accuracy, so that the overall error in the age profile-Le on 
the new variables-is first order. For the total population p and the 
characteristics </>, the error is somewhat poorer: 0 ((b..t) 112 + h112 + 
h/(b..t) 112 ), where h = O(t::..tps a measure of the space discretisation. 
Milner's success with a simple finite element method holds the promise 
that the sophisticated methods developed for evolution equations, prin-
cipally reaction-diffusion and advection-diffusion equations (for a good 
review, see Cockburn and Shu [36]), should be very efficient if any prob-
lem of sufficient economic importance to justify the investment in codimg 
were to appear. Other interesting approaches that may profitably be 
adapted include the long time steps aimed at in Dey and Dey [48] a.nd 
the boundary element approach of Ingber and Phan-Thien [85]. 
My approach to use the method of lines (cf. Douglas and Milner [50] 
and Kostova [96]), in which the population densities of individual co-
horts are tracked along characteristics. I use fourth-order Runge-K utta 
integration in time, and Simpson's two-thirds rule in space, so that the 
expected accuracy is 0 ( ( b..t)4 +II hll3 ). However, on the basis of very lim-
ited evidence it appears that the accuracy achieved is somewhat better 
(see Figure 2.1). The computational results in chapters 3 and 4 were ob-
tained using this algorithm, so that the results given here constitute an 
example of the rate of convergence, a good test of the code, and a prac-
tical guide to suitable discretisation. Much more sophisticated are the 
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approaches to Runge-Kutta are algorithms explored in Vermiglio [147) 
and Cooper [39]. 
Consider p( ao, xo, to), where either to = 0 or ao = 0, and the char-
acteristics are ¢x
0
(s). Then p(a0 + s,</>x0 (s),to + s) gives the cohort 
density. The computation (and description) can be much simplified by 
using comoving coordinates in D: 
def ( €=<Pxos). 
Then, with respect to ~, the velocities are zero and, since I do not 
consider dispersal or transitions, the balance law reduces to a simple 
decay eqaution: 
Put differently, there is only one characteristic through any (a, x), so 
one can ignore the actual values of (a, x) and merely keep track of the 
time. Whenever the current values of coordinates are required, they are 
referred back to values on the boundary and one uses (ao + t, </>x0 (t), t) 
to track the evolution of po(ao,xo) and (t- to,</>x0 (t - to),t) to track 
F(p(·, ·, t0 )(¢x(t - t0 )). This is computationally convenient since one 
need store only an array for p0 , which is filled during the initialisation 
stage of the calculation, and another array for F(p(·,·,t))(x), which is 
gradually filled as t advances. 
On this basis, I propose the following algorithm: 
Algorithm A 
Start at po(aj,x0 ), where a is a multi-index to the discretisa-
tion of n and j is an index to the age discretisation; j = 0 
corresponds to births. 
To find Pi+l ( aj, <Pxa ( r)) for 2: 0 and j > 0, solve the char-
acteristic and cohort ODE's with the initial condition 
Pi ( aj-1 • <Px., ( r - h)) approximately by an n-th order Runge-
Kutta step. To find p(O,x), apply F to Pi+1(aj,</>x 0 (r)). 
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acteristics are known. However, even if the characteristics need to be 
approximated, one can ensure global O(hn) error by making all local 
approximations O(hn), as is shown for the case n = 4 by the following 
theorem. 
Theorem 5 For the initial value problem x = f(g(x ), t), x(O) = x0 , 
if both f and g are analytical and g is approximated by g such that 
g(x;h)=g(x)+O(hm), then 
x(t + h) = RK(x(t),h; f,g) + O(hn+I), 
where n = min( 4, m) and RK is a fourth-order Runge-Kutta algorithm. 
Proof: I give the proof for a particular fourth-order Runge-Kutta algo-
rithm, namely the standard 
where 
ki = f(g(x),t) 
k2 = f(g(x + hki/2), t + h/2) 
k3 = f(g(x + hki/2), t + h/2) 
k4 = f(g(x + hk3), t + h). 
Other explicit fourth-order Runge-Kutta algorithms differ merely in the 
weights given to the different factors, and would have entirely similar 
proofs. 
Expanding f by Taylor series one has 
f (g(x; h), t) = f (g(x ), t) + O(hm) . 
Using ki to denote the approximation to ki, the error in each ki is O(hm), 
as follows: 
k1 = f (g(x; h), t) = f (g(x), t) + O(hm) = ki + O(hm). 
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The calculation for k2 takes a bit longer: 
k2 f(g(x + ~(k1 + O(hm)); h), t + h/2) 
J(g(x + hki/2; h) + O(hm+l ), t + h/2) 
f (g(x + hki/2; h), t + h/2) + O(hm+l) 
J(g(x + hk1/2; h), t + h/2) + O(hm) 
k2 + O(hm). 
This calculation is repeated for k3 and k4. 
In summary, one has k; = ki + O(hm). It is now immediate that 
RK(x(t),h;J,g) = RK(x(t),h;J,g) + O(hm+i) 
and the statement of the theorem follows. D 
Thus, in order to achieve O(h4 ) global rate of convergence, one needs to 
ensure that the argument off can be evaluated to fourth order accuracy. 
2.5.1 Implementation of Algorithm A 
In all the models in this thesis, F = 0, at least for t < tend, so that all 
individuals have the age a0 +t. I assume for convenience that they are all 
in fact the same age and are born at t = 0, i.e. that a0 = 0. Furthermore, 
the i-state reduces to x = ( r, s ), where s represents individual size, and 
r represents intrinsic somatic growth rate, which is constant throughout 
an individual's life. Thus v reduces to an expression for s, and as already 
mentioned, G reduces to an expression giving .X. 
The structure space n is discretised by an initially rectangular and regu-
lar mesh (ri,Sj), where ri+1-r; = 6.r and Sj+i -Sj = 6.s are constants. 
The initial values of ri and Sj are stored in the vectors rO( i) and sO(j) 
respectively. Because of the comoving coordinates, one needs the vec-
tor s_curr(j) storing the current (approximate) value of Sj. The mesh 
deformations can very large with respect to initial size, with step size 
becoming quite large, and of course not constant (see Figure 3.18 in 
chapter 3 for an example). One may estimate the Jacobian Jtf>(x) by 
comparing the arrays (rO(i),sO(j)) and (rO(i),s_curr(j)). 
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The density is stored as an array p_curr( i, j), and at each time step 
p_curr is overwritten by values obtained from the standard fourth order 
Runge-Kutta step. In order to take a time step of length 6t, one must 
simultaneously update p_curr and s_curr. This means that s and ,\, 
which may depend on p, must be evaluated not only at t, but also at 
t + 6t /2 and t + 6t. Thus intermediate arrays giving the increments k1 , 
k2 and k3 for the Runge-K utta steps of all the elements in p_curr and 
s_curr are needed. Note that sometimes the dependence on p requires 
integration over f2 (e.g. to obtain P ors). For this I used Simpson's 
1/3 rule, which gives accuracy compatible with the fourth order Runge-
Kutta method, as long as Po is continuous and F = 0, as was the case 
in all the models used in this thesis. Else, the integration is no better 
than first order, though tracking discontinuities along characteristics 
does help, as a brief and somewhat superficial investigation showed. 
To validate the code written for this implementation, I used ,\ = 1/ s 
and s = r and constant 6t. Then solutions for characteristics and 
for p can be found analytically, so that global error can be calculated. 
Fig 2.1 shows the result: convergence was at the rate O(h4.4), which is 
compatible with local error of O(h5 ) from one step of the Runge-Kutta 
method, where h = max(6r, 6s, 6t). The program was further checked 
with a logistic model, namely,\= rP(l - P/ K), to confirm that it gave 
correct results for a model requiring p to be used when evaluating ,\. 
Some of the models in chapter 3 have analytical solutions, which further 
verified that the code gives correct results. 
The above results were obtained on a VAX mainframe by means of rather 
lengthy code, which consists of a set of DCL batch files for controlling 
the compilation and execution of a set of FORTRAN 77 programmes. In 
this way a number of different models for mortality and somatic growth 
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Plant mortality and somatic growth are central to any attempt to un-
derstand the dynamics of plant populations. There is an extensive lit-
erature of empirical studies, going back as far as 1928 (the work of 
Suskatchew, as cited in White and Harper [163]); the many recent stud-
ies include Cannel et al. [21] (1984), West and Borough [159], Peet 
and Christensen [122], Mithen et al [116], Penridge and Walker [123], 
Hara [74, 75, 76], Hara et al. [78], Shaw and Antonovics [134], Solbrig et 
al. [ 140]. Population simulations are of course based on these processes; 
recent studies includes Bonan [13], Bishir and Namkoong [12], Aikman 
and Watkinson [3], Ford and Diggle [63], Clark [35]. However, one often 
finds that either mortality or somatic growth is relatively neglected in 
a particular experiment, theoretical discussion or practical application. 
My purpose in this chapter is to demonstrate how the framework from 
chapter 2 enables one to pay attention to both processes at the same 
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time. I illustrate the power of this approach by simulations, usmg a 
particular set of models fa;: even-c-,ged monospecific stands. Such pop-
ulations are attractive experiment.al systems because of their relative 
simplicity, in that the processes of birth and migration (as occur in for 
example Czaran and Bartha [46]) are excluded. The results below sug-
gest that by using the size distribution, three types of size dependence 
in mortality and somatic growth can be distinguished. Such a procedure 
is in a sense converse to that of Westaby [160], who uses properties of 
s (the distribution modifying function or DMF i~ his terminology) to 
infer properties of the size distribution. 
One obtains a model from the framework expounded in chapter 2 by 
specifying the constitutive relations for births, migrations and other in-
dividual changes, and deaths. The use of such a model for description 
or prediction then involves estimating the relevant parameters (as was 
done by Kohyama [94, 95] and Hara [77]). The steps of developing a 
model (or a family cif models) and estimating the best fit parameters 
for given data and model (family) are logically distinct, so that for any 
particular application it makes sense to ask whether some models can 
be excluded a priori. This may for instance help to reduce task of 
parameter estimation to manageable size. 
Even-aged monospecific stands have another advantage: they were in-
tensively studied both experimentally and theoretically during the the 
attempt to establish a self-thinning law for plant population dynamics 
(ably reviewed Weller [156]). I review the forms in which data are avail-
able from some of this literature in section 3.1, and go on to show in sec-
tion 3.2 that by itself, a log biomass vs. log population plot, often called 
a B-N plot (Westaby [161]), does not allow for model discrimination. 
This motivates the use of structured models, and in section 3.3 I report 
on computational experiments which suggest that the combination of 
a B-N plot with a final size distribution may well furnish enough data 
for distinguishing between biologically important categories of models 
of somatic growth and mortality. Section 3.4 is devoted to discussion of 
the results of the two previous sections, and section 3.5 to how the work 
initiated here may be continued. 
51 
3.1 Brief account of data in the literature on 
self-thinning ''-· 
The search for a self-thinning law has left a problematic legacy (Weller [156], 
Zeide [166], Lonsdale [111]). This is not the place to consider the extent 
to which the attempt to establish this law was ill-conceived, or to con-
sider the validity of the statistical and other arguments used. However, 
much valuable data are contained in this literature. I agree with Pe-
ters [124] that "the data can be taken to support a very general, but im-
precise, self-thinning rule"; and would also point out that in Zeide [166], 
along with a powerful critique of the claim that a general law has been 
discovered, one may find a plea for retaining awareness that the data 
are valuable and potentially very useful. I shall not refer to discussions 
of mortality and somatic growth from this literature, such as occur in 
Clark [34], Kenkel [89), Ellison [53], Lloyd and Harms [107) or Long 
and Smith [109)-below I point out that the data usually gathered in 
these studies could never distinguish between the effects of population 
density and individual size on the mortality and the somatic growth. 
My concern here is simply to discuss how information on mortality and 
somatic growth may be contained in the self-thinning data. Therefore, 
it is necessary to discuss the forms in which data have been presented, 
. and their qualitative features. 
3.1.1 B-N plots 
These plots were so named by Westoby [161], and are simply plots of the 
biomass (density) versus population (density), using a logarithmic scale 
for both axes, so that a simple power law, such as was first proposed 
for self-thinning by Yoda et al. [165), would appear as a straight line on 
the B-N plot. Since the biomass is simply the product of the average 
size and the population, plotting size versus population would be ana-
lytically equivalent. However, as pointed out by Weller [156), this leads 
to spurious correlation between the two variables whenever the actual 
measurement is of the biomass, from which the average size is then cal-
culated, because the population data then appears in both population 
and (calculated) average size. 
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It is important to distinguish between the B-N plots that consist of 
several data pcints taken from a single site at a sequence of times, i.e. 
trajectories, and those that consist of single points from many sites. I 
shall not treat the latter, which are an intersting topic in their own right 
(Reineke [129], Gorham [66], Weller [157)). Oilly trajectories can be in-
tepreted in terms of causal processes, such as mortality and somatic 
growth. Trajectories reported in the literature are usually concave1 
(Westaby [161], Aikman and Watkinson [3], Hara [73], Lonsdale and 
·.Watkinson [110], Peet and Christensen [122], Pitelka [125], White and 
Harper [163], Zeide [166]), though in several of these cases the concave 
curve is fitted (or assumed to be fitted) to data that are not concave 
(in the sense that linear collocation of the data yields a non-concave 
curve). One notable exception to concavity was reported by Carleton 
and Wannamaker [22], who found for one species at several sites that 
the B-N plot was sigmoid i.e. that it started concave and then became 
convex. In the experiments reported in section 3, the aim was to achieve 
concave trajectories; other shapes were observed in the course of exper-
imentation and hence it appears that trajectories such as reported by 
Carleton and Wannamker could also be achieved by appropriate param-
eter combinations. 
3.1.2 Size distributions 
These are histograms, frequency distributions or probability density 
functions for individual size. Many measures of individual size have 
been considered, among them dry mass (Hara [75], Westaby and How-
ell [162], Weiner [152], Mithen et al. [116]), canopy volume (Aikman and 
Watkinson [3], Lonsdale and Watkinson [110]), height (Hara [75], Ford 
and Diggle [63]). Unfortunately, studies reporting both B-N plot tra-
. jectories and size distributions seem to be relatively rare-I found only 
three: Hara [76], Westaby and Howell [162] (for an example of their 
data, see Figure 3.17) and Aikman and Watkinson [3]; the last of these 
reports on a computational experiment. Occasionally, the size axis is 
given in a logarithmic scale; I have decided not to do the same. In 
1 In this thesis, a concave curve is such that a line segment joining two points on 
the curve never lies below the curve. 
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so doing fine structure at the lower end of the scale may be obscured 
(as shown by Mohler et al. [118]), but my purpose here is to highlight 
qualitative features that are relatively coarse. 
3.2 Unstructured models 
In this section, I show that in an unstructured model (in the sense that 
individuals are not distinguished from one another by any structure 
variable), it is not in general possible to distinguish among the effects of 
age, size, population density or biomass density on mortality or somatic 
growth. Of course, in the case of an unstructured population model, 
only a single size can be modelled at any one time, so that in order to 
use data from real populations it is necessary to calculate some sort of 
average size. The symbol s will denote size in the case of structured 
as well as unstructured population models; in the case of the former it 
denotes individual size, and in the case of the latter it denotes an average 
size. 
I proceed in two ways: first by constructing an example, and then by 
considering the partial derivatives of the constitutive relations (in a way 
similar to Butterworth and Punt [20]). The example yields a set of mod-
els that have different biological interpretations and statistical properties 
(in a sense to made precise later), but are analytically equivalent. Al-
though this does not rule out situations where a data set could be fitted 
by only one from a class of unstructured models, it certainly rules out 
the claim that such a selection is generally possible. Moreover, I argue 
below that data for which similar examples could be constructed occur 
frequently, so that where data are limited to B-N plots, one would as a 
rule be unable to distinguish between causal effects due to size or due. 
to density. 
Let P(t) and s(t) denote the population and the mean size respectively 
at time t. The slope of the B-N plot is d(log sP)/ d(log P); for the sake 
of this example I prefer to work with the relationship of s and P directly; 
to this end, define c as the slope of the plot of logs versus log P. That 
is, c = d(logs)/d(logP). Let s/s = r(l- s/s00 ), and fix c = -3/2, i.e. 
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logistic size growth and constant slope of logs versus log P. Note that 
in the absence of structure,,\ = F/P (when~ P denotes dP/dt), and 
that the assumption of constant slope is the exact analogy of fitting a 
straight line to data in the B-N plane. Now if one defines mortality by 
I~ 
A(t,s,P,B) = a1As(s) + a2At(t) + a3Ap(P) + a4AB(B) 
that is, as the sum of size, age, population density and biomass density 
components, then four possible models for A, in each of which only one. 
component is operative, may be defined by taking only one ai =f. 0 for 
i = 1 to 4. In these four cases, A8 , At, Ap and AB can be obtained 
explicitly, as I now show. 
By solving the differential equation for s, one has s( t) = sosoo / (so + 
e-rt(s
00 
- s0 ), where s0 and s00 represent the initial mean size and the 
stable mean size respectively. Since by the definition of c, ~A = s / s, one 
has 
Case i=l: A = A8 ( s) = a [ 1 - s:], 
where a = 2r /3. Into this, one may substitute the explicit formula for 
s(t) to obtain 
Case i=2: 
a 
A= At(t) = {3ert + 1' 
where (3 = so/(s00 - so). With a bit of work, one may now solve P / P = 
At, express t as function of P and substitute in the above to get 
Case i=3: [ 
so (Po)...,] A= Ap(P) =a 1 - Soo p , 
where / = r/(af3). Similarly, since P(t) is now known, one may form 
. B(t) = s(t)P(t), invert this to get t as a function of B, and substitute 
as before to get 
Case i=4: [ 
so (Bo)-r/(l--r)l 
A= As(B) =a 1 - Soo B . 
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The four formulae for mortality are of course analytically equivalent, 
since they were derived from a single source b)\. analytical procedures. 
However, they clearly have different biological interpretations. More-
over, they have different statistical properties in the following sense: if 
the parameters a, s00 , (3 and / (as appropriate) are estimated from data, 
then for many common methods of estimation, one would obtain slightly 
different fits with the different models. This means that a set of data 
relating size to population density can be interpreted in terms of any or 
all of age dependence, size dependence, population de~sity dependence 
or biomass density-dependence. 
The conclusions from this example rely only on knowing s(t) and the 
relationship betweens and P. In this case, s(t) and c were given analyt-
ically, but they could equally well be specified in terms of curves fitted 
to data. All that is required for similar constructions is that P( t) and 
s( t) be invertible, because then s considered as a function of P will be 
invertible too. A similar procedure would succeed if P(t) were known 
instead of s(t). Monotonic population decline and somatic growth are 
quite general in the self-thinning literature, in which case the required re-
lationships would certainly be invertible. Indeed, this is only biologically 
reasonable-the only exceptions would seem to be loss of biomass as a 
way of coping with drought or winter, through herbivory, or because of 
reproductive effort. Certainly in even-aged stands, the population den-
sity can only decline. It therefore seems likely that the confounding of 
influences on mortality and somatic growth on B-N plot data only for 
even-aged monospecific stands is to be expected generally. 
Alternatively, following Butterworth and Punt [20]), one may indicate 
dependence on age, size, population density and biomass density in mor-
tality and somatic growth by the symbols >.(a, s, P, B) and s( a, s, P, B). 
This is perfectly compatible with the framework of chapter 2, since P 
and B are functionals of p. Now consider a plot of >. versus time. To 
explain changes in mortality with time is to explain the slope of this 
plot. However, this slope has four components: 
d>.(a,s,P,B) a>. a>.. a>. dP a>. dB 
dt = 8a + 8s s + 8P dt + 8B Tt· 
It follows that knowledge of mortality at various times cannot suffice to 
specify whether the mortality depends on age, size, population density or 
biomass density. The same argument applies to somatic growth. Thus, 
the effects of age, size, etc. are confounded; if one wants to disentangle 




3.3 Computer experiments for a class of struc-
tured population models. 
3.3.1 Model formulation 
In general, a structured continuum model is based on the density p( a, x, t), 
where a is age, t is time, and x is a vector that specifies the value of the 
structure variables other than age. The individual or i-state ( sensu Metz 
and Diekman [113], see chapter 2) is then the vector (a,x). The choice 
of variables represented in x determines the structural detail, besides 
age, that the model could simulate. Kohyama [94, 95] and Hara [77] 
use one-dimensional x, with size as the only component. The i-state 
in these cases consists of age and size, which together suffice to spec-
ify the attributes of an individual. I have chosen a second component 
for x, denoted by r, which is constant for an individual plant and may 
be interpreted as the intrinsic growth rate of that plant as determined 
by genotype and micro-environment. There are two good reasons for 
this: firstly it allows one to model a non-homogeneous environment, 
and secondly it renders the model more dynamic, in that the initial size 
hierarchy may be upset by initially smaller but faster growing plants. 
The latter property seemed especially important, since I wanted to use 
the same initial size distribution for all models. Thus the initial sizes 
were not available as parameters for fitting the data. On the other hand, 
it is clear from the literature that small differences in initial size rapidly 
leads to large differences between the sizes of the smallest and largest 
plants (for example, Westaby [161], Hara [75]). This would be difficult 
for models where somatic growth is independent of relative size (i.e. 
types ( s / s )i and ( s / s )a described below), unless a range of growth rates 
were used. There is some cost to this, of course: r is like a parametric 
function, so that it increases the amount of data needed for reasonably 
good parameter estimates. In principle this requires an infinite number 
of parameters to be estimated; in practice one limits oneself to families of 
functions defined by only a few parameters-I chose the two-parameter 
family of constant population density between r1 0 and Thi· 
Thus the basic .model element in this chapter is the density p( r, s, t), 
57 
where x = (r,s), r,s E R+, and R+ denotes the positive real num-
bers. Here, s is to be interpreted as individual size (the simplest would 
be always to think of it as dry mass). I assumed that r is constant 
throughout a plant's life; r should be interpreted as intrinsic growth 
rate as determined by the genotype and the microenvironment of an 
individual. Since r is constant, the only constitutive relations required 
are for mortality and somatic growth, which I denote generically by >. 
and (s/s) respectively. By the use of subscripts, three different types of 
dependence on size are indicated: 
Ai and (s/s)i independent of size; 
>.a and ( s / s )a absolute size dependence, i.e. depends only on 
the size of the individual concerned; 
Ar and ( s / s )r relative size dependence, i.e. depends on how 
large the individual concerned is relative to 
other measures of size-in the models considered 
here, these other measures are current smallest 
size, mean size and largest size . 
I used four different constitutive relations for >. and five for (sf s ). The 
names and formulae of these relations are given in Table 3.1, and in. 
Table 3.2 the interpretation of the various parameters may be found. 
These models form a family in the sense that all >. are of the form 
>.0 f(s)g(P) and all (s/s) are of the form r J(s)g(P). The generic factor 
g(P) = 1 - (P00 / P)0 is common to all constitutive relations-see Fig-
ure 3.1, and the genericity of a means that a..i. and as are used in place 
of a to indicate parameters in equations for >. and in ( s / s) respectively. 
Similar genericity applies to other parameters whenever confusion seems 
possible. 
The names of these models were chosen to reflect some of their features. 
A name starting with "D ... " refers to a model for (s/s), reflecting the 
dot on the s; otherwise the name refers to a model for >.. Since all models 
share g(P), all names contain either "REC" or "RE" for the reciprocal 
that occurs in the formula for g( s ). Models differ in the actual J( s) 
they use. In the cases of Ai and ("s/s)i, which are the simplest, J(s) = 1 
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Mortality Type f(s) 
REC Ai 1 
In a 
REC HP Ar 
( S + b) ln(•1+b)-ln(s2+b) 
s2 + b · 
REC PO Ar 
( S2 - S1 + b) (J 
S - S1 + b 
REC LG Aa 1 - ( S / S00 )(J 
Somatic Type f(s) 
growth 
DREC ( s Is )i 1 
DREPO ( s Is )r ( S - S1 + b) (J 
S2 - S1 + b 
{ :+(1-a)exp(-d(~t) 
for S < S1 
DRESG (s/ s )r else 
DRESC ( s/ s )r 
S - S1 
a+(c-a) 
S2 - S1 
DRELG (s/s)a 1 - (s/s=)(J 
Table 3.1: The names and formulae for f ( s) for the various constitutive 
relations used. These f ( s) are multiplied with g( P) to give A and ( s / s )-
see Table 3.3 for the various combinations that make up the models. 
Subscripts denote type of dependence ori. size as follows: i: inde:pendent 
.. of size; r: dependent on size relative to size of others; a: dependent 
on own size only. See Figures 3.1-3.3 for graphic depiction of these 
relations. 
and is not reflected in these two names-REC and DREC respectively. 
Else, the last two letters of the name refer to properties of the J( s) that 
was used in that model. ·So RECLG and DRELG are in a generalised 
sense logistic in s; RECPO and DREPO are powers of a ratio; RECHP 
reminded me of an hyperbola; DRESG has a sigmoid shape; and DRESC 
is an affine scaling with respect to size. See Figures 3.2-3.3 for graphic 
depictions of the f ( s) used in these models. 






Shape parameter for population de-
pendence in>. and (s/s). 
Shape parameter for size depen-
dence in>. and (s/s). 
The value of >. when J ( s )g( P) = 1. 
Current mean and largest size. 
Value of f(s) at s1. 
Translation parameter m Ar or 
( s Is )r. 
Value of f(s) at s2. 
Defined by f ( si ts2 ) = e-d. 
Stable population size. 
The lowest and highest values of r. 
The smaller and larger of the two 
reference sizes used in relative size 
dependence of>. and s/ s. Note that 
s1 is either Smin or s, and s2 is either 
S Or Smax· 
Stable individual size. 
The final time. 
Table 3.2: Referents of symbols used in the constitutive relations and 
discussion of parameter estimation. Note the genericity: for instance 
the a occurring in the f ( s) of a mortality (respectively somatic growth) 
model may be denoted as a;. (respectively as) if confusion seems possible. 
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Figure 3.1: Graph of g(P), the generic dependence on P used in all the 
constitutive relations, where P denotes the size of the total population. 
erties: 
(i) as t-+ oo, both;\ and (s/s)-+ 0 
(ii) ass-+ s00 , both Aa and Sa-+ 0 
(iii) Ar is larger for smaller s, and Sr is smaller for smaller s, and gener-
ically f(s1) =a and f(s2) = 1. 
Property (i) is achieved by the common factor defining the family, g(P). 
However, property '(ii) is not always compatible with property (i), for in 
the cases of combining >.a with either ( s / s )i or ( s / s )r, there may be a 
size beyond which somatic growth continues while mortality is zero. In 
practice this difficulty was avoided by appropriate parameter choices. 
Because each of;\ and (s/s) may be of three different types, there are 
nine possible combinations with respect to the type of size dependence, 
and nine classes of model to consider. In some of these classes more than 
one combination was used-see Table 3.3 for details of which constitutive 
relations. 
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Figure 3.2: Graphs of f ( s) used in >., the constitutive relation giving 
mortality. (i) f(s) used in RECHP. (ii) f(s) used in RECPO. (iii) f(s) 
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Figure 3.3: Graphs of f(s) used in (s/s), the constitutive relation giving 
somatic growth. (i) f(s) used in DREPO. (ii) J(s) used in DRESG. 
(iii) f(s) used in DRESC. Note that DRELG is not depicted here; its 
graph is similar to RECLG. 
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Model number A (s/s) ( s1)>. ( S2 )>. (s1)s (s2)s 
1 REC DREC - - -
2 REC LG DREC -' - - -
3 REC LG DRELG - - - -
4 REC DRELG - - -
5a REC LG DREPO - s Smax 
5b REC LG DRESG - - s Sma.x 
6a REC DRESC - - Smiri Smax 
6b REC DREPO - - s Smax 
7a REC HP DREPO s Smax s Smax 
7b REC HP DRESG Smin Sm ax s Smax 
8 REC HP DRELG Smin s - -
9a REC HP DREC s Sm ax - -
9b REC PO DREC Smin s - -
Table 3.3: Combinations of constitutive relations and arguments of rel-
ative size dependence used in the different models. 
3.3.2 Existence and uniqueness of solutions 
The theory presented in chapter 2 covers all of the models used in this 
chapter, with the exception of DREPO, which occurs in models 5a, 6b 
and 7a. This is because rands are bounded, p0 is finite, and, as is easily 
verified, A and s are Lipschitz, because g( P) and all the f ( s) other than 
the one used in DREPO are Lipschitz. The only cases where this claim 
is not obvious are the vertical asymptotes in RECHP and RECPO. In 
the first case, the asymptote is for a negative value of s, which cannot 
occur because s is positive. For RECPO, it is true that 8 = 8 1 - b is 
possible, but in model 9b, which is where RECPO is used, s1 is the 
current minimum size, and since b > 0, there is never an s within a 
distance b from the asymptote. 
The models containing DREPO have a vertical tangent at s1 - b. More-
over, in all these cases, 81 = s, so it is certainly possible that s = 81 - b. 
Hence in those three models, the theory of chapter 2 fails. However, the 
theory can be salvaged, at least in a neighbourhood of the parameters 
used here, and I now sketch a proof of the claim. 
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Given some p E Lr, the characteristics form a flow in the sense that 
cf>x(s) = </>y(s) ¢::::? x = y for all x,y E D, where, as in chapter 2, 
s E [t - r, T - t] and T = min(a, t). Existence of solutions follows 
because s is bounded and continuous. Furthermore, uniqueness follows 
from the fact that all initial sizes exceed the critical size for parameters 
used here, so that initially all plants grow at a positive rate. However, 
the larger plants grow faster. It is true that s1 increases as well, and 
eventually growth rates drop to zero for some plants, but the smallest 
plants stop growing first. Hence if two plants with identical intrinsic 
growth rate start at different sizes, they will always remain at different. 
sizes. 
Because the characteristics form a flow, the changes of variable used in 
proving theorem 2 remain well defined. However, the estimates using 
Lipschitz properties of v are no longer valid. So the proof breaks down 
in the treatment of the integrals called Ii, h and J3 . The last of these is 
zero, since p0 is constant. Since there is no integration over age, changes 
of variable involving Jq, are not necessary. Then using the Lipschitz 
properties of F and G reduces the problem to showing the ll<l>x( s) -
¢x(s)lli :5 sA(s)llP - .OllLt for any s E [O, t] and all x E n, where 
A(s) is positive and non-decreasing. Using the integral definition of ¢>x, 
this then follows from the fact that a bounded function which is non-
·Lipschitz on a finite set of points, when integrated over a finite domain, 
yields a function that is Lipschitz with respect to the positions of the 
non-Lipschitz points. 
Therefore a unique solution exists for the equations corresponding to all 
the models in this section. These can be calculated in any convenient 
manner; I used Algorithm A as described in chapter 2. 
3.3.3 Computational method and parameter search 
The models specified above were solved by the technique described in 
chapter 2. That is, the initial density p( r, s, 0) was discretised in terms 
of its value at nodal points in the subset of n where pis non-zero. This 
reduces the problem to the solution of a system of ordinary differential 
equations for p and s, which were solved by a standard fourth-order 
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Runge-Kutta algorithm. With this method, the non-linearities in the 
models posed not particular problem as long as the length of the time 
step was carefully managed. The only technical difficulty was to extract 
a satisfactory size distribution from the values of p and s at tend· Let <J 
denote the final size density as a function of s only, so that 
u( s) = rhi p( r, s, tend)dr. 
Jrlo 
In order to get a reasonable representation of the very sharp peaks in 
some of the u that were observed, I found it useful to select the boundary 
of the mesh for the s-values at which to report u. For a given s value, 
the interval of r-values at which pis not zero was obtained, by quadratic 
interpolation where necessary. Then r was given a regular mesh on this 
interval, and at the resultant points, the value of p was approximated by 
linear interpolation from its values at the corners of the quadrilateral in 
which the point occurred. Finally, the integral giving u( s) was evaluated 
by Simpson's rule. 
For the models in which mortality is of type >.i, it is possible to solve 
explicitly for P( t), and hence for some of these models it is also possible 
to find s(t) for given rand s0 . These equations were integrated with the 
help of Maple V, thus giving an objective test of the computer code and 
the error control. Since the discretisation in r and s was fixed, only the 
time step was adjusted, with doubling attempted at every instance, up 
to a maximum step length. Error tolerance was 10-5 in the maxnorm 
for both p and s. The times at which output in the form of P(t) and 
B(t) was generated formed part of a geometric series in order to have 
many more points near t = 0 than near tend, since the dynamics were 
rapid at the start and slowed down consistently and considerably. 
The program ran reasonably fast, and used less than half a minute of 
CPU time on a MicroVAX 3100-90 for the coarsest mesh. This enabled 
me to experiment extensively with a variety of models and many pa-
rameter combinations-in fact, to carry out a rudimentary estimation 
procedure by trial and error search. The results given below were ob-
tained as follows: I fixed P 00 = 60, tend = 100 (a fixed final time is 
suitable because it models the fixed times for which size distribution 
data are available), and the initial sizes as the interval [0.5, 1.5]. The 
initial density p( r, s, 0) was taken to be constant, with a value chosen 
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" '<" 
to obtain P(O) = 2000. Then, for a given model, the parameters to 
be estimated were ..\01 a.\, a:.H .r:;-,, Thi, and also the parameters in the 
two factors /(s) in>. and (s/s). The model with the fewest parameters 
to be estimated is model 1, with 5 parameters, and the one with the 
most is model 7b, with 10 parameters. The criterion for a successful pa-
rameter estimate was the following qualitative B-N plot: concave, with 
slopes approximately -1 near t = 0 and -0.5 near t = tend• Such curves 
correspond to realistic B-N plots (Zeide [166}). The parameters were 
searched for by trial and error, guided by heuristic understanding of the 
effect of changing various parameters. This was first done roughly, us-
ing a 5 x 5 rectangular mesh for (r,s), and then with a 41x11 mesh 
for refinement, thus providing a check on convergence as well as a more 
acceptable plot of O'( s ). 
3.3.4 Results 
Table 3.4 gives the values of the parameters estimated by the technique 
above, and the B-N plots with their associated final size distributions are 
displayed in Figures 3.4-3.16. The initial and final slopes are recorded in 
the captions, and it will be seen that only Figure 3.13 seriously violates 
the criterion, through its lack of concavity. There is substantial variation 
in the values of P(tend), but this is acceptable because only qualitative 
features in the B-N plot were sought. The jaggedness of some parts of 
the size distributions is an artefact of discretisation: they can be made 
smaller by refining the mesh, at considerable increase in computational 
expense. It should be noted that the size axis is not the same in the 
various figures. 
3.4 Discussion 
In section 3.2, I showed that one may often be able to construct a variety 
of analytically equivalent models to fit a B-N plot. This means that bi-
. ological variables such as size and population density may be completely 
confounded in unstructured models. That is, models with different bio-
logical interpretations may be mathematically equivalent. However, this 
does not imply that they would yield the same predictions. For exam-
ple, if the models in section 3.2 were fitted by least squares regression 
to data in the B-N plane, the resulting straight lines would not be 
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Model Par<J.,rneters 
>.o a). as Tio Thi 
1 0.048 1.0 0.5 0.1 0.15 
>.o a). as Tio Thi 800 /3). 
2 0.055 0.5 0.25 0.13 0.17 20000 1.0 
>.o a,x as Tio Thi Soo (3 ,\ /3s 
3 0.05 0.5 0.21 0.14 0.18 10000 1.0 1.0 
>.o a,x as r1o Thi Soo /3s 
4 0.05 0.5 0.2 0.14 0.19 20000 1.0 
>.o a,x as Tio Thi Soo ();.. f3s b 
5a 0.05 1.0 0.6 0.1 0.14 3000 3.0 0.04 10.0 
>.o a;.. as r1o Thi Soo /3>. /3s a d 
5b 0.045 0.8 0.2 0.22 0.26 3000 3.0 20.0 0.4 0.05 
>.o a;.. as Tio Thi a c 
6a 0.05 1.0 1.0 0.12 0.14 0.5 1.0 
>.o a,x as T/o Thi f3 b 
6b 0.055 1.0 0.7 0.1 0.14 0.05 10.0 
>.o a;.. as Tio Thi a b>. /3 bs 
7a 0.025 1.0 0.8 0.07 0.12 1.8 10.0 0.04 10.0 
>.o a;.. as Tio Thi a;.. b f3 as d 
7b 0.02 1.0 0.5 0.13 0.15 5.0 1.0 5.0 0.2 0.1 
>.o a,x as T/o Thi a b Soo f3s 
8 0.04 1.0 1.5 0.08 0.12 3.3 10.0 2500 0.25 
>.o a;.. as Tio Thi a b 
9a 0.04 0.5 0.25 0.14 0.18 1.5 10.0 
>.o a;.. as TJo Thi f3 b 
9b 0.05 0.5 0.3 0.1 0.14 0.5 1.0 
Table 3.4: The parameter values as estimated by trial and error con-
strained by criteria on the resultant B-N plot. 
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Figure 3.4: B- N plot and size distribution at final time for model 1. 
Initial slope is -1.2 and final slope is -0.5. 
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Figure 3.5: B-N plot and size distribution at final time for model 2. 
































50 100 150 200 250 300 350 400 
Size 
Figure 3.6: B-N plot and size distribution at final time for model 3. 
Initial slope is -1.0 and final slope is -0.52. 
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Figure 3.7: B-N plot and size distribution at final time for model 4. 
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Figure 3.8: B-N plot and size distribution at final time for model Sa. 
Initial slope is -0.7, rising to -0.96 and final slope is -0.52. 
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Figure 3.9: B-N plot and size distribution at final time for modef 5b. 
Initial slope is -1.2 and final slope is -0.50. 
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. Figure 3.10: B-N plot and size distribution at final time for model 6a. 
lni tial slope is -1.1 and final slope is --: .44. 
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Figure 3.11: B-N plot and size distribution at final time for model 6b. 
Initial slope is -1.1 and final slope is -0.49. 
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',· Figure 3.12: B-N plot and size distribution at final time for model 7a. 
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Figure 3.13: B-N plot and size distribution at final time for model 7b. 
Initial slope is -0.46 and final slope is -1.2. 
78 













FINAL SIZES (Model 8) 
RECHP DRELG 
10000 
0 50 100 150 200 250 300 350 400 450 500 550 600 
Size 
Figure 3.14: B-N plot and size distribution at final time for model 8. 
Initial slope is -0.93 and final slope is -0.45. 
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Figure 3.15: B-N plot and size distribution at final time for m9del 9a. 
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Figure 3.16: B-N plot and size distribution at final time for model 9b. 
Initial slope is -0.89 and final slope is -0.57. 
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collinear. Thus these models differ not only in terms of biological inter-
pretation but also in the results they give when statistical procedures 
are applied. However, it is not to be expected that these differences 
will be large enough to lead one to prefer one formula, and hence one 
biological interpretation, above the rest. 
The fact that biologically diverse models are mathematically identical 
means of course that the minimum mathematics implicit in a B-N plot 
is too crude distinguish between important biological ideas. This im-
plies the need for caution in interpreting B-N plots: they do not contain 
enough information to support claims about density dependence or size 
dependence in mortality or in somatic growth. Given this indetermi-
nacy, it is not surprising that one finds claims of both phenomena in 
the literature: reference is made to density-dependent mortality in Aik-
man and Watkinson [3], Antonovics and Levin [5] and to size-dependent 
mortality in Hara [76] and Peet and Christensen [122]. Turning now to 
the structured models of section 3.3, it can be seen that this indeter-
minacy persists to some extent-for example, consider models 1, 2, 3 
and 4, which are qualititatively similar both with respect to the B-N 
plot and final size structure. On the other hand, these models have 
in common the biological property that neither mortality nor somatic 
growth depend on relative size. This offers the possibility that classes of 
biologically similar models may be found, where the final size distribu-
tion is similar within classes and varies between classes, so that the size 
distribution may serve to discriminate between different types of model. 
In fact, one can discern three fairly homogeneous groups with respect to 
final size distributions that were obtained: 
(i) Models 1, 2, 3 and 4 have a sharply defined peak on the left, tailing 
off fairly slowly to the right. In biological terms, one observes mostly 
small plants, but large individuals are by no means rare . 
. (ii) Models 5, 6 and 7 have a very narrow peak at the extreme left, with 
a long tail of near zero densities. In biological terms, one observes an 
abundance of small plants from a rather narrow range, and a very few 
plants that are large and oc~asionally very large. 
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(iii) Models 8 and 9 have a rather flat peak s~mewhere near the middle 
of the size range, with a nearly linear drop in density with size to the 
other side. In biological terms, plants are abundant across a relatively 
large part of their size range. 
The interesting thing about the corresponding three groups of mod-
els is that they are readily interpreted in biological terms. Models 
in group (i) are characterised by the absence of relative size depen-
dence. The other two groups have relative size dependence, but are 
distinguished by whether this is in mortality or in somatic growth: in 
group (ii), the somatic growth depends on relative size irrespective of 
the type of size dependence in mortality, while in group (iii), the mor-
tality depends on relative size and the somatic growth does not. This 
is the pattern predicted under self-thinning in papers such as Mohler et 
al. [118], Peet and Christensen [122], and Weiner and Thomas [154]. 
The models used in this section have much in common with the model 
discussed in Bonan [13], except for the absence of spatial structure. 
There, an ordinary differential equation is developed for an individual 
plant, and then a population of individuals is followed; the resulting 
model is a system of ordinary differential equations, which is the same 
form as here (after discretisation). Furthermore, in both cases a range 
of initial sizes and growth rates is considered. Bonan found that for a 
size hierarchy to develop, relative growth rate must correlate positively 
. with mass. It is not immediately clear that this is also true here, since 
here ( s/ s) decreases with time, even though s increases, so that positive 
correlation is not to be expected. Furthermore, Bonan claims that in-
creased mortality on smaller plants-in other words, a mortality model 
of type >.r-leads to "equality in size". However, I find that this holds 
only if the somatic growth model is not also of type ( s / s )r. In other 
words, on Bonan 's hypothesis, one would expect model 7 to give results 
. in group (iii), which it did not. 
A comment on causal inference from pattern is in order here. In ecology 
it is generally true that process cannot always be deduced from pattern, 
in that one is usually able to specify several possible causal mechanisms 
all of which could result in the observed pattern. However, (pace Pe-
ters [124, p. 267]), there are exceptions. If one can show that, among a 
class of causal mechanisms under consideration, only one can give the 
observed pattern, then that suffices to select a unique mechanism from 
that class. Of course, uniqueness may be lost if the class were to be 
enlarged. On the other hand, it is logically impossible to be sure that 
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one has enumerated all possible causal models: the preferred causes are 
always selected from a relatively small set of possibilities. That is pre-
cisely the case here: only nine classes of model are considered, and on 
the basis of results they are classified in only three groups. If a pattern 
is unique to a group, then observing it in nature means that of these 
nine models, only the ones in that group should be considered. Within 
this class of models, one may infer cause from pattern. Whether such 
inference is valid for a class of models sufficiently large to be of practical 
and theoretical importance remains to be seen. 
The patterns observed above can be recast in terms of asymmetric com-
petition, which is defined as effects disproportional to the relative sizes. 
of two interacting plants. (Weiner [152]). Usually, the plants are neigh-
bours and the effect of the larger plarit on the smaller is disproportion-
ately large. Here, there is no spatial information, and so the asymmetry 
is in an average sense: smaller plants are disproportionately affected; it 
is modelled by J( s) being other than constant. In group (i), competition, 
where it occurs, is symmetric. In group (ii), competition is asymmetric 
in somatic growth, and may be symmetric or asymmetric in mortality. 
In group (iii), competition is asymmetric in mortality and symmetric in 
somatic growth. 
One can also interpret some of the results reported from earlier studies 
in this context. Weiner [152] reports that the skew in size distribu-
tion is most pronounced when both roots and leaves are crowded, and 
this is consistent with the idea that in that case asymmetric competi-
tion is most intense in size growth, corresponding to group (ii) above. 
Hara [73] suggests that skew in the size distribution indicates crowding-
however, it should be clear that skew can develop (as in model 1 above) 
solely on the basis of a range of initrinsic growth rates. Some stud-
ies (e.g. Westaby and Howell [162]-see Figure 3.17, Knox et al. [93]) 
did not find much change in the size distribution, which can be seen 
. as either as group (iii) above or as due to a very narrow range of in-
trinsic growth rates plus symmetric competition. Finally, the pattern in 
Mohler et al. [118], where the distribution flattens out after being very 
strongly skewed, is quite consistent with initial development dominated 
by a range of growth rates, and then the shape of the size distribution 
determined by a model from group (iii). 
Bimodality appears here for several models (5, 6 and 7), and this is 
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Figure 3.17: A sample of B-N plots plus size distribution data. Note 
·: · the logarithmic scale on the size axis, which means these diagrams are 
not directly comparable to the size distributions displayed elsewhere in 
"' ·· this thesis. The species is Raphanus sativus; reproduced from Westoby 
and Howell [162]. 
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consistent with the conclusion of Huston and DeAngelis [83]. How-
ever, all these cases are from group (ii), which. raises the intriguing 
·possibility that bimodality is the result of asymmetric competition in 
somatic growth. This would be in contrast to the hyptheses in West-
oby [160], where bimodality is also seen as determined by the somatic 
growth model, but where there is no relative size dependence. 
In summary then, it appears possible that the shape of the size distri-
bution conveys information on the kind of size dependence in mortality 
and size growth, at least for this class of models. There is some heuristic 
motivation that the pattern should be as observed here: for example, 
somatic growth dependent on relative size should give extreme diver-
gence in size, and when the smaller plants do not die off very rapidly, 
this will yield a very sharp peak far to the left-as in group (ii) above. 
Similar heuristic arguments justify the expectation of the identification 
of group (i) with models where relative size dependence is absent, and 
of group (iii) with models where mortality depends on relative size and 
somatic growth does not. However, advancing this as an hypothesis is 
premature, and it would be even more premature to suggest a generali-
sation of such an hypothesis. There are several reasons. 
(1) The parameter estimation here is crude, comprising nothing more 
than trial and error adjustments, no sensitivity analysis has been 
conducted all, nor any attempt made to map out the subset of 
parameter space that gives acceptable results. 
(2) The B-N plots do not reflect fits to the same data, but have only 
qualitative features in common. 
( 3) If a successful fit for a model from group (i) were achieved with a 
greatly increase range of intrinsic growth rate, the size distribution 
would be far more skewed, making differences between groups.(i) 
and (ii) much less conspicuous. My experience from the computa-
tions attempted is that it would be hard to maintain the convexity 
of the B-N plot in such a case, but even so a satisfactory fit might 
be achieved. 
( 4) I used a range of models for relative size dependence, and I have 
not looked at population density dependence (cf. Fir bank and 
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Watkinson [62] and Silander and Pacala [136], where density but 
not size dependence is considered). That ma.!·:es this family less 
coherent or complete than one would like for model selection. 
Until the patterns observed here are repeated for best-fit parameter esti-
mates for sets of independent data and using several families of models, 
they remain merely suggestive. 
3.4.1 The role of growth rate 
One point which does stand out is that, where the size differential be-
tween propagule and adult plant is very large, the major determinant of 
success is the intrinsic growth rate. This is illustrated by the fact that 
in model 9, the effect of dependence on relative size in somatic growth 
overshadows its effect on mortality. One can put this another way by 
looking at the change of the part of the ( r, s) plane occupied at the start 
and end of the computation-see Fig 3.18, which shows initial and final 
mesh for the models that exhibited the highest and the lowest deforma-
tion. It is clear that initial size diffE;rences are far less important than 
intrinsic growth rate differences. 
One may therefore say that, if size determines reproductive success 
(rather than timing of reproductive effort, or pattern of resource al-
location to roots, stems, leaves and reproduction, or pollination rate, or 
some other factor such as chemical defence), then natural selection would 
lead to a very narrow range of genotypes with respect to growth rate. 
In fact, one would expect that from the genetic point of view, intrinsic 
growth rate would be constant. Furthermore, if intrinsic growth rate 
showed genetic variation, one would expect that some factor other than 
individual plant size played the decisive role in reproductive success, for 
example seed dispersal, or that the size difference between adult and 
propagule was not very large (which to my knowledge does not occur 
in plants that bear seeds). Therefore, in the absence of evidence to the 
contrary, differences in observed growth rate should be interpreted as 
due to environmental rather than genetic factors. 
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Final mesh (Model 8) Final mesh (Model 5b) 
Figure 3.18: Mesh deformation for (a) Model 8 and (b) Model Sb. The 
rate axis is the same in both cases; for the size axis see Figures 3.14 and 
3.9 respectively. 
3.4.2 The interconnectedness of mortality and somatic 
growth 
A major theme of this chapter is that a proper understanding of plant 
population dynamics is only possible if equal emphasis is placed on both 
mortality and somatic growth. This is easier in modelling than in ex-
perimental work, and most research in the former regard has been done 
on discrete models, using transition matrices and size classes (see for 
example Caswell [23], Solbrig et al. [140], Klinkhamer et al. [91]). A dis-
crete analogue of the approach used here is Bishir and Namkoong [12] 
(because of its use of non-linearities), and serves to illustrate another 
advantage of a continuum model: it may well be possible to construct 
a detailed model with fewer parameters. Bishir and Namkoong, for in- . I 
stance, present an example in which size structure is limited to two size 
classes, and which nevertheless requires 21 parameters to be estimated. 
Bigger models such as used by Groendael and Slim [67] require of the 
order of a 100 parameters. By contrast, the model in this chapter with 
the most parameters uses 10, and if the parameters held constant were 
included, there would be 13 parameters. 
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3.5 Future possibilities 
The possibility that there is a way to infer types of density dependence 
from size distribution is very attractive, and here I would like to suggest 
how one may proceed to investigate this further. 
First, computational experiments similar to the one reported here should 
make it clear whether the patterns reported above are robust across all 
choices for parameters within plausible ranges. If so, it would be inter-
esting to see how soon the pattern develops and whether it deteriorates 
at large times. Such work would also indicate if the patterns were very 
sensitive to changes in particular parameters. An experiment that would 
test many of these features indirectly could be constructed as follows:. 
assemble a model in which all three types of size dependence are present 
both in mortality and in somatic growth, in such a way that the rel-
ative contribution of each type of size dependence could be varied by 
changing a few weights. Then fit this model to data (which for the sake 
of preliminary investigation could be computer generated, and thus not 
require the time and expense of field and laboratory), including the size 
distribution. If the pattern above has predictive value, this should be 
revealed by systematic variation in the relative contribution of each type 
of size dependence as evidenced by its weight. 
Secondly, it would be very useful to fit these models to observational data 
such as those reported by Carleton and Wannamaker [22] and Hara [75] 
(where size data appear to be available), to see if the same pattern 
was observed. It may well be that in the massive data set assembled 
by Weller [156, 157, 158] there are several more cases where both the 
B-N data and the size distribution are available. The obverse of this 
approach would be to record the size distributions of monospecific even-
aged stands of a species at various densities and site qualities. Based 
·_on knowledge of changes in population density and type of competition 
inferred using the pattern above, it should be possible to predict what 
·• · changes, if any, in the size distribution would be observed (assuming of 
: ·, course that Hy po theses 1 to 4 held). 
Even if these tests showed that the pattern did generalise, its practical 
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value would at first be unknown. The simplest model above required the 
estimation of five parameters, and most required more, so that successful 
parameter estimation or characterisation of size distribution may be 
impossible for lack of data, and the pattern could not be tested or used .. 
Moreover, the type of questions addressed in Kohyama [95], concerning 
several species and including births (i.e. recruitment) would need to 
be considered. However, where patterns like the above held, they would 
clearly be useful. For instance, in silviculture they could inform decisions 
about thinning and species composition, arid in plant conservation they 
could yield predictions of reproductive potential based on size structure 
(as investigated by Samson and Werk [132] and Klinkhamer et al. [92]) 
well into the future. 
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Chapter 4 
Density dependence in 
lottery models for plants 
with disjoint generations, 
with applications to 
serotinous proteoid shrubs 
4.1 Introduction 
Fynbos, the shrubland vegetation at the extreme south-western tip of 
Africa, has aroused much interest because of its extremely high levels 
of species diversity (Cowling [41)). The vegetation burns readily, and 
frequent fires dominate all aspects of its ecology, and are thought to 
have played a major role in its evolution (Cowling [40, 41], Linder et 
al. [105]). Fynbos often has a canopy of shrubs 2-4 metres tall. The 
canopy species are usually from the most speciose South African genera 
in the Proteaceae, and are usually referred to as proteoids. Many of 
them are killed by fire and store seeds in cones on the plant, i.e. they 
are serotinous (Lamont et al. [98]). I shall refer to this guild of shrubs 
as serotinous proteoids. Not only are coexisting taxa closely related, 
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but they often have very similar growth form and life histories (Cowling 
and Holmes [42]). One might expect to find resource partitioning, but 
I have found it to be undetectable in at least one species pair (Lau-
rie, unpublished data). As a result, conventional theories of coexistence 
such as niche separtation have been seen as less attractive than non-
equilibirum theories such as lottery models (Bond et al. [16]). In this 
chapter I explore the issue in detail for one guild (serotinous proteoids 
as defined below), and in the conclusion consider to what extent similar 
arguments may hold for the rest of the flora. First I show that coexis-
tence requires that the recruitment success of a species must depend on 
its relative density, and second I use simulations based on the formula-
tion and algortithms developed in chapter 2 to show that such density 
dependence is most effective if it acts on seed production. Hence I sug-
gest that one should look for aspects of fynbos biology which contribute 
to reduced seed production in relatively dense stands, such as increased 
seed predation. 
4.2 Lottery models for plants with disjoint gen-
erations 
The original lottery models found that coexistence of species was pos-
sible only if generations overlapped (Fagerstrom [58]). However, many 
plants in fynbos have disjoint generations. For example, many of the 
canopy shrubs are weakly serotinous in the sense that seeds are retained 
in cones on the plant for a few years, after which they are released and 
within a year lose viability (Bond [15]). It is therefore presumed that 
seeds in the canopy form the only source of viable seed at the time of 
fire, so that where adults cannot survive fire (which is the case for most 
fynbos shrubs) the pre- and post-fire generations are disjoint. 
In verbal form, lottery models have existed for many years (e.g. An-
drewartha and Birch [4], Sale [131]). Fagerstrom and Agren [59, 60], 
who were interested in phenological spread as a mechanism for coex-
istence, formulated a simple mathematical model for plants. In their 
model, the environment consists of a set of sites that can be occupied 
by at most one adult of any species. Adults die at species-specific rates, 
and seedlings take their place on a random basis, with probabilities de-
termined by the relative frequency of seedlings present for each species 
as well as by competitive ability. _Fluctuations in recruitment:success 
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among species are determined entirely by the seedling stage: a species 
succeeds according to the proportion of its seeds among all the seeds 
present at a site together with their relative ability to exploit the envi-
ronmental conditions they find at the time an adult dies. Fagerstrom 
and Agren [59] found that, when generations do not overlap, the su-
perior competitor will always completely displace the other, but that 
when several generations overlap, the weaker competitor could stay in 
the system due to a variety of mechanisms based on phenological spread, 
uneven dispersal, or temporal variation in the environment. 
Chesson and Warner [31] produced a very similar model, but with a more 
general mathematical technique, and with animals rather than plants in 
mind. They considered only temporal variation in the environment, 
and only insofar as it determines propagule number and competitive-
ness. Their results confirmed those of Fagerstrom and Agren: disjoint 
. generations in competing species lead to extinction of all but the best 
competitor, but in the case of overlapping generations, poor competitors 
can stay in the system if they have episodes of good recruitment. This 
was termed the storage effect by Chesson [25]. 
The term "lottery model" was first used by Chesson and Warner [31]. 
The two models above, and others mentioned below, all use what is called 
the lottery assumption: namely, that recruitment success for a given 
species is proportional to its relative frequency in the pool of propagules 
(Lavorel and Lebreton [99]). Hence, one may define a lottery model as 
follows: it is a mathematical model of population dynamics for two or 
more species in which recruitment is based on the lottery assumption. 
Several lottery models have since appeared: Shmida and Ellner [135] us-
ing the sophisticated mathematical analysis of Ellner [54], showed that 
lottery models could explain coexistence in the case of annual plants 
by considering overlap in the seed bank due to dormancy of the seeds. 
Comins and Noble [38], in order to overcome the lack of coexistence in 
disjoint generations, considered a system of ecologically differing patches 
with equally likely dispersal to all patches and coined the phrase "tran-
sient niche" to describe the mechanism whereby a species that com-
peted poorly but dispersed extensively could avoid extinction. Thus in 
. their model one may observe coexistence of plants with disjoint genera-
tions, but only because some patches favoured the one species and other 
-~3·:) : patches the other one. Agren and Fagerstrom [1] showed that the spa-
·'1:)i::·4ial variation in seed density due to random variation in dispersal was 
,:;:::.--:_·::sufficient to allow coexistence of two plant species, even where 
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the one was a vastly superior competitor, provided that their mean life-
time seed output per plant was nearly the same. Warner and Ches-
son [149] focussed on testable predictions for field experiments; Hatfield 
and Chesson [81] included dispersal of a general kind in a lottery model; 
Chesson [26, 24] and Chesson and Huntly [30] considered general effects 
of various types of environmental variation on coexistence. Recently, 
Chesson and collaborators (Chesson and Ellner [29], Chesson [27]) have 
proposed a general competition model which emphasises competition 
and environmental variation. 
It should be noted that all these models are linear in the sense that pop-
ulation processes such as births and deaths have no density dependence. 
Below, I show how lottery models should be generalised so as to predict 
coexistence for species with disjoint generations. The central theme that 
emerges is that for coexistence to occur in a lottery model with disjoint 
generations, there must be relative density dependence in reproductuve 
output. That is, the per capita propagule production must depend on 
the relative abundance of the two species. 
4.3 A density-dependent lottery model 
Following Chesson and Warner [31], I write the density-independent 
lottery model for two species with disjoint generations as follows: 
P1 ( t + 1 ) /3i ( t) P1 ( t) 
P2(t + 1) = /32( t) P2(t)' 
( 4.1) 
Here, Pi( t) is the total population (it could also be the population den-
sity) of the i-th species at time t, and f3i(t) is the effective per capita 
output of propagules of the i-th species at time t. In f3i(t), the asterisk 
indicates that the actual number of propagules is weighted by a constant 
factor to model competitive differences at the seedling stage. In words, 
the model says that the ratio between the population sizes of the species 
at time t + 1 is the ratio at time t multiplied by the ratio between their 
effective per capita propagule outputs. 




u(t + 1) = u(t) + w(t) 
· wh.ere u(t) =log~~!:~ and w(t) =log~}~!~. 
( 4.2) 
·. One can interpret equation 4.2 as a time series model, where w( t) plays 
the role of a random variable, and therefore u( t) is also considered to 
be a random variable. Now, coexistence clearly implies that neither 
Pi( t) nor P2( t) goes to zero as t goes to infinity. In terms of u( t), the 
equivalent requirement is that all observations of ju(t)I remains bounded. 
Since u( t) is a random variable, it is more appropriate to think of this 
bound as meaning that the probability of any observation exceeding 
the bound is negligibly small. When considering two species in the 
field, a specific meaning for the bound above is available: for example 
, ·' in an environment with space for 106 plants, negligible probability of 
ju( t )I > log( 106 ) would be required. 
Using the concept of an autoregressive time series with lag one [18], 
denoted by AR( 1 ), I now show that ju(t )I cannot be bounded, in the 
sense that arbitrarily large values of u(t) have non-zero probabilities with 
sufficiently large values oft. Indeed, if w(t) has non-zero expectation, 
then. the expectation E[u( t)] goes to ±oo, the sign depending on the 
sign of the sign of E[w(t)], whereas if w(t) has zero expectation, the 
variance Var[u(t)] goes to infinity as time goes to infinity, so that the 
.. probability of ju(tll exceeding any finite bound approaches certainty 
as time goes to infinity. In either case, since u( t) is not bounded for 
all t, coexistence under the model. given by equation 4.2, and hence 
, .. : equation 4.1, is impossible. These arguments are often summarised by 
saying that the AR( 1) process described above is a random walk. 
The above merely reformulates, in the language of time series analy-
sis, the well-known result that coexistence is not possible in density-
independent lottery models with disjoint generations (Fagerstrom [58]). 
I now show that, if seed production depends in a suitable way on the 
densities of the competing species, coexistence is possible. 
modify equation 4.1 by writing: 
P1(t + l) /3j(t,u(t)) P1(t) 
P2(t + 1) - /3i(t, u(t)) P2(t)' 
w)lere u( t) is as defined before. 
95 
To this end, 
( 4.3) 
The difference is now that ,B~(t, u(t)), the effective per capita propagule 
output, depends not only on time (i.e. environmental conditions) but 
also on the ratio of densities of the competing species via u(t). Again, 
for purpose of analysis, it is convenient to rewrite the model as a time 
senes: 
'u(t + 1) = u(t) + w(t, u(t)), ( 4.4) 
where u(t) is as before, and w(t, u(t)) = log ~q!'.~~g~. In this form, 
the model is awkward to analyse, since the random variable w(t, u(t)) 
does not have a stationary distribution. I thus simplify somewhat, by 
assuming that one can write w( t, u(t)) = w( t, u( t)) + e( t), the sum of the 
random variable e( t) and the mean of the function w. Assuming that 
e( t) has bounded variance then gives the following model equation for 
density-dependent lottery with non-overlapping generations: 
(DDL) u(t + 1) = g( u(t)) + e(t), 
which I shall use henceforth. 
As before, u( t) is a rand~m variable and e( t) is a noise process. However, 
from now on I merely assume Var[e(t)] ~ a 2 < oo, so that e(t) need not 
·be stationary. In (DDL), g(u(t)) = u(t) + w(t,u(t)); it turns out that 
when g satisfies conditions 1 and 2 below, coexistence of the two species 
is assured. 
Condition 1 There exists M E R, with 0 ~ M < oo, such that 
IY(•)I < { ~ 




Note that bounded mean and variance of u(t) imply that large values 
of lu(t)I have negligible probability. That means that Pi(t) f. 0 with 
probability 1, i.e. that neither population goes extinct. 
Biologically, condition 1 means that the species which is relatively more 
abundant recruits fewer propagules per capita into the next generation 
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(when its predominance is so large that /u/ > M). That is, the more 
abundant species is relatively less successful at recruitment. Condition 2 
means that this disadvantage does not tend to disappear as the disparity 
in densities becomes very large. Together, they imply that coexistence 
is crucially dependent on what happens at very low densities (which 
is when / u( t) I becomes large), and is not reallly sensitive to behaviour 
at medium densities. Similar emphasis can be found explicitly in Ell-
ner [.54], Chesson [26]. and Chesson and Ellner [29]. 
Theorem 6 If u( t) is defined by equation DDL, u(O) is of finite mean 
and variance, and g satisfies conditions 1 and 2, then the non-stationary 
time series u( t) has finite mean and variance. 
Proof: Below, I use the following definitions of the expectation E and 
the variance Var of a random variable x with p.d.f f(x ): 




Var[x) = -oo x2 f(x)dx = E[x 2 ) - (E[x]) . 
Let O < </> < 1 be a common bound on /g(x)/x/ and limlxl-+oo /g(x)/x/. 
(a) First I prove that the mean is bounded. Note that for any random 
variable x, /E[x]/ ~ E[/x/]; I prove that E[/u(t)/] is bounded. 
From condition 1, /g(x)/ ~.M + </>/x/ = rp(M' + /x/), where M' = M/<f>. 
Moreover, since the variances of the e( t) are all bounded by a 2 , there 
exists a bound 17 on E[/e(t)/]. For example, fJ = a 2 +1/4 will do, since for 
any random variable x with p.d.f. f(x ), one has E [/x/] ~ J~00 x 2 f( x )dx+ 
f ~ 1 (/~I - x2 )f(x)dx. 
Then a bound on E[/u(t)/] can be calculated as follows: 
E[/u(t)/] = E[/g(u(t - 1)) + e(t - 1)/] 
< E[/g(u(t - 1))/] + E[/e(t - 1)/] . 
< E[/<f>(M' + /u(t - 1)/)/) + E[/e(t - 1)/) 
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< </>(M' + E[!u(t - 1)1]) + 17 
< </>(M' + </>(M' + E[!u(t - 2)1]) + 17) + 17 
= </>2 E[!u(t - 2)1]) + </>2 M' + </>M' + </>17 + 17 
1 </>t 
< </>tE[!u(O)!]) + (</>M' + 17) l-=- </> 
< E[!u(O)!]) + (M + 77)/(l - </>). 
Hence there exists a B 2'. 0 such that E[!u(t)i] ~ B for all t, so that the 
mean is bounded independently of time. 
( b) The bound on the variance is arrived at similarly. 









Var[g(u(t - 1)) + e(t - 1)] 
E[g 2(u(t - l))] - (E[lg(u(t - 1))1])2 + a 2 
E[g 2(u(t - 1))] + a 2 
E[(M + </>iu(t - 1)!)2 ] + a 2 
E[(M2 + 2M</>!u(t - 1)1 + </>2 iu(t - 1)12] + a 2 
</>2E[u2(t - l)] + M 2 + 2M</>E[!u(t - 1)1] + a 2 
¢2(Var[u(t - 1)] + (E[u(t - 1)])2 ) + M 2 + 2M</>E[!u(t - 1)1] + a 2 
</>2Var[u(t - 1)] + ¢2 B 2 + M 2 + 2M</>B + a 2 
</>4Var [ u( t - 2)] + </>2( </>2 B 2 + M 2 + 2M </>B + a 2) 
+ ¢2 B2 + M2 + 2M</>B + a 2 
D 
This shows that conditions 1 and 2 are sufficient. Neither are necessary 
(see below), but there is a biologically meaningful property whkh is 
necessary for g to satisfy, if coexistence is to be assured: in some sense 
g must shrink its argument in absolute value for large arguments. For 
any other g, there would exist an N E R such that for !xi > N .:::} 
lg(x)l 2'. Ix!. To guarantee coexistence, one should have bounded mean 
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and variance of u( t) for any u( 0) and e( t) with finite variance. This does 
not happen, and one example suffices: for g and N as above, consider 
an initial condition u(O) > 1\T with probability 1, but finite variance 
(the p.d.f. f(x) = eN-x for x > N and zero elsewhere will do), and 
similar e(t). Then for all time, u(t) > N with probability 1, whence 
Var[g(u(t))] 2:: Var[u(t)], whence Var[u(ttl)] 2:: Var[u(t)] + Var[e(t)], 
whence the variance grows out of bounds. 
However, neither condition is strictly necessary. Consider of the function 
{ 
xt l/(n+ 1) 
g(x)= ~-1/(ntl) 
x E [n,nt l/(n+ 1)] 
x E [-n - l/(n + 1),-n] 
elsewhere, 
where n E Z. This violates both conditions, but clearly there is a </> < 1 
such that Var[g(u(t))] ~ <,b2Var[u(t)], where ¢2 is strictly less than 1, 
unless it so happens that g( u( t)) =f. 0 with probability 1. Since the set 
of points x such that g(x) =f. 0 is not an invariant set for g, this is not 
the case for finite t nor approached as t gets large. Hence in this case 
u( t) is of bounded mean and variance. 
Finally, neither condition is sufficient by itself. Consider the model 
defined by g(x) =ax+ l/x, with 0 <a< 1 and u(O) = e(t)"" N(O,a2). 
Then g violates condition 1 but satisfies condition 2. It is easy to see, 
by direct integration, that E [ u( 1)] does not exist. On the other hand, 
consider the model defined by 
{ 
x - 1/2 if x 2:: 0 
g(x)= xtl/2 else, 
with u(O) = e(t) "' N(O, a 2), which violates condition 2 but satisfies 
condition 1. Then Var[u(t + 1)] = Var[g(u(t))] + a 2 = Var[u(t)] + a 2 , 
whence as time goes to infinity the variance grows without bound. 
On the basis of these examples, one can say that a necessary condition 
is that g must shrink large arguments "on average" in some sense of 
average. Conditions 1 and 2 ensure that this is the case. They are 
somewhat too strong, but not excessively so, and give a good indication 
of the requirement that g must shrink large arguments, which is used 
···'in the body of the paper. In fact, if one lays down the biologically 
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reasonable requirement that g must be monotonic, then condition 1 can 
be proved to be strictly necessary. 
Some comment on the generality of the theorem is in order. Although 
it was developed to deal with lottery models for organisms with disjoint 
generations, it applies to any discrete model for the coexistence of two 
species, as follows. Define fi by 
Then equation 4.4 becomes 
fi(u,t) 
u(t + 1) = u(t) + log(h(u,t))' 
(cf. Chesson [27, equation 3]) so that 
_ [ fi(u,t) ] 
w(t) = E log(! ( )). 
2 u, t 
Of course, in practice one usually fails to express w analytically, so the 
theorem is not particularly widely applicable. 
I now present a series of examples of increasing complexity. 
Example 1 The simplest example satisfying conditions 1 and 2 is the 
trivial case of g( x) = 0. In that case, the density from year to year is 
completely independent of previous densities, and fluctuates in a ran-
dom manner modeled by the random variable e(t). Clearly, if Var[e] is 
bounded, then so is Var[u(t)], so that extinction is of negligible probabil-
ity. This model has the biologically unsatisfactory meaning that there 
is a density effect exactly opposite to the current population ratio. This 
"unrealism" is because the lottery assumption was built into the model, 
so that to achieve g = 0 it must be subtracted out. 
Example 2 Next, consider the case g(x) = ax. If a = 1, then we 
simply have equation 4.2 again, but if !al < 1 then the conditions for 
coexistence are met. This means (ignoring the noise) that whenever 
one species outnumbers the other, the less abundant species will recruit 
better. Thus in the long run, they will be equally abundant. In terms 
of the population levels themselves, this model says 
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P1 (t + 1) 
P2 (t + 1) ( 
P1 (t)) a 
p
2
( t) *noise. 
If a is small, one would observe nearly random fluctuation in u(t), 
' whereas if a was near 1, one would observe a trajectory similar to that 
of a random walk. 
Example 3 In the case where a rare and an abundant species are to 
coexist, one needs E[u(t)] = L ::j:. 0. Change variables to u'(t) as follows: 
u'(t) = u(t) - L. Then choose u'(t) so that it satisfies the conditions 1 
and 2. Hence u'(t) remains bounded in mean and variance, and since 
u(t) is just u'(t) plus a constant, it too remains similarly bounded, as 
required. 
As one considers examples 1, 2 and 3 in turn, they are seen to require 
the estimation of more and more parameters, with the attendant cost of 
gathering more and better data. Example 3 is the least parsimonious, 
and requires estimates of L, a and a 2 . The other two are in effect special 
cases of example 3: both have L = 0 and example 1 also has a = 0. 
4.4 Models of density-dependent recruitment 
for serotinous proteoids 
It is clear from the theory of lottery models for discrete generations 
given above that coexistence has to be mediated by density-dependent 
recruitment-to be exact, that in order to avoid extinction some ap-
parent density-dependence in the data is necessary. However, the the-
ory sheds no light on possible mechanisms of this apparent dependence. 
Knowledge of such mechanisms would enable various important predic-
tions; for example, whether an indigenous species can coexist with an 
invasive alien species, whether a rare species in a reserve is in danger 
of local extinction, whether weeds will proliferate in various agricultural 
practices and so on. While it is true for short-term predictions that 
. mechanistic explanations are not necessary and that in fact purely em-
pirical relationships derived from data may be superior (as discussed 
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m chapter 1 ), this is by no means the case for the kind of long-term 
predictions mentioned above. 
My purpose in the rest of this chapter is to show how the structured 
population models of chapter 2 can be used to investigate various hy-
potheses concerning the coexistence of fynbos species. In particular, I 
look at the question of whether one can argue that a particular element 
in the population dynamics such as seed production is more important 
in mediating coexistence than other elements. Unfortunately, I can go 
no further than showing that such an investigation is possible, and how 
to go about it, because of the dearth of data. The results I give are for 
imaginary fynbos-like systems, rather than for actually existing fynbos. 
For a meaningful investigation of the relative importance of density-
dependence in somatic growth, mortality and seed set in the coexistence 
of proteoids, one would need sufficient data for useful approximations to 
the constitutive relations. In the absence of such data, I supply ad hoc· 
forms below. ln the final section of this chapter I discuss various possible 
ways of getting data that would enable more realistic calculations than 
the ones I report here. 
A note on terminology. The phrase "depending on relative density" is 
frequently used below; it is well to emphasize that it refers to a species 
the members of which are sensitive to the ratio between the two co-
occurring species. Of course, the more usual type of density dependence 
is where individuals are sensitive either to an overall or local density 
composed of all individuals or to such a density composed of conspecifics 
only. This type is not precluded; however it may or may not lead to rel-
ative density dependence. If both species are sensitive only to densities 
composed of all species, then they cannot be sensitive to any ratio of 
species densities, since each individual contributes equally to the total 
irrespective of species. On the other hand, if both species are sensitive 
only to the density of conspecifics then one does have dependence on 
relative density as follows: suppose the total number of individuals is 
constant, then if one species is rare the other is abundant, so that the two 
species will be differently affected by the densities. However, construct-
ing relative density dependence in this way is not entirely satisfactory, 
since all effects are intraspecific, and there is no interaction between the 
species. Because of its convenenient simplicity, relative density depen-
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dence is constructed simply by interspecific effects in the simulations 
below, but I do mention an example with beth inter- and intraspecific 
effects. 
4.4.1 Components of recruitment and model variables 
Earlier, the general case of the coexistence of two species was modelled 
by: 
u(t + 1) = 9(u(t)) + e(t), 
where u(t) is the logarithm of the ratio of the two species at time t, e is 
a random variable of zero mean and finite variance, and 9 is a function 
that shrinks the argument. 
In the case of serotinous proteoids, the function 9 can be regarded as a 
composition of functions: 
9( x) = 93 0 92 0 91 ( x ), 
where 91 is the lottery process whereby an initial log-ratio of seeds is 
converted into two seedling populations, structured by size and somatic 
growth rate; 92 is the somatic growth process, which also involves mor-
tality; and 93 is a birth process, which returns the log-ratio of seeds 
for two given adult populations structured by size. Thus, one should 
be aware of constitutive relations on two levels: firstly the functions 
9i, which combine to model post-fire seedling establishment, interfire 
evolution, and pre-fire seed production, and secondly the constitutive 
. relations within 92 (the interfire model), which give the mortality and 
somatic growth laws. 
Returning to the components of 9, it is clear that by taking any two of 
the constitutive relations 9i to be their simplest possible forms, that for 
the third relation one could propose many mathematical formulae that 
would allow 9 to achieve the required relative density dependence. That 
is, from a mathematical point of view, density dependence could occur 
in any of the constitutive relations. However, I will limit myself to only 
two of the three, namely the interfire model and the seed production 
model, for the following biological reasons. 
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Firstly, density dependence in the post-fire lottery is unlikely for these 
plants, because it occurs when they are very small, and so the interac-
tions between them are at their weakest at the time of the lottery. One 
might want to argue that density dependence may occur in seed ger-
mination, early mortality, and so on. The point is that it may very well 
be true that each species is globally sensitive for example to the total 
amount of seeds soaking up water, but the density dependence required 
is that they should be more sensitive to the presence of conspecific seeds 
than contraspecific ones. This seems to me so unlikely as to exclude the 
possibility of relative density dependence in respect of resource use. (I 
suppose that ideopathic compounds released by germinating seed would 
result in dependence of relative density, but will not pursue this). Note 
that in a different system, Shaw and Antonovics [134] did not find that 
seedling mortality was affected by seed or seedling density. 
Secondly, although one should certainly consider seed predation as a 
possible density-dependent effect subsequent to seed production (Botha 
and le Maitre [17]), I feel it can adequately be represented in th·e seed 
production model itself. The point is simply that I am ignoring density-
dependence in the lottery process: after the pre-fire seed set and prior 
to the mortality process. Otherwise, there would be no· need for in-
vestigating somatic growth, mortality and seed production, since one 
could already satisfy the conditions of theorem 6 in the lottery process 
itself. However, such a model would be unable to reveal any mechanism, 
and would of necessity be purely descriptive. Besides the fact that it 
would severely limit discussion of long-term issues, there is at present 
not enough data on any single population to justify the estimate of 
such an empirical relation. Unfortunately, it will take hundreds of years 
to accumulate data series of the length recommended by Crowley [44]. 
Lumping data from many different populations presents many statistical 
pitfalls, but may be possible for plants that are sufficiently widespread, 
for instance some of the more common proteas (Bond et al. [14]). 
Thus I will examine only the effect of relative density dependence in 92 
and 93. In case of 93, there is some data on size dependence in seed pro-
duction by serotinous proteoids (Esler and Cowling [56]), and in general 
an agreement that seed production should increase with size, though 
whether plants should have a minimum size below which seed produc-
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tion fails is controversial (Rees and Crawley [126, 127], Silvertown [137]). 
I have assumed that pr0teoids· do in fact fail to set seed below a certain 
size. Whether the proportion of reproductive biomass declines, remains 
stationary, or increases with size is also unclear (Samson and Werk [132], 
Klinkhamer et al. [92]). I have assumed it to be a constant proportion 
of the biomass in excess of the minimum size for setting seeds. 
For the interfire period, 92 must take as input a population of propagules 
and give as output a population of adults. This should be done using 
· the framework of chapter 2, to which may be added the assumption that 
recruitment is limited to the immediate post-fire period, so that F = 0 
except at tend, since the post-fire recruitment is modelled as a lottery by 
means of 91 • Accordingly, I have chosen to represent the population in 
the interfire period with the symbol PJ( r, s, t), representing the density 
p of the individuals of the j-th population with attributes of growth rate 
r and biomass s at time t. The age is suppressed as a variable, as in 
chapter 3. 
The models investigated below do not, in my opm1on, allow explicit 
solutions, and hence one cannot estimate the constant <P used in theorem 
1. Instead, I present computational experiments, using a {necessarily) 
limited range of density ratios. The range of these ratios are fairly large, 
so it is adequate for the coexistence of plants that are in medium-sized 
, · communities, i.e. the total number of adult plants of both species is at 
most of the order of a million. 
I cannot guarantee that simpler models will fail to provide the kind 
of insight demonstrated below. Indeed, one could dispense with both 
the variables r and s and still satisfy the hypotheses of Theorem 1 by 
appropriate density dependence in >.. This would yield the following 
testable prediction: initially relatively more dense stands should thin 
faster. I anticipate that this prediction will fail. Firstly because it is 
very strong: it says that a very sparse population of species A would 
die faster than a dense population of the same species in the case where 
the sparse population of species A shared space with an even sparser 
population of species B. Secondly, density-dependent mortality on the 
whole is hard to observe in fynbos, although the evidence is largely 
anecdotal and only one detailed study has been done (Kruger [97] as 
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cited in le Maitre and Midgley [101)). 
If one discards the mortality-only model of relative density dependence 
as too simple, it may seem wise to include only one further variable, 
which should obviously be size. It is possible to gather data giving at 
least some indication of size-dependent population processes, and indeed 
some data are available for the seed production (Esler and Cowling [56]). 
This would be much more difficult for the other variable, namely somatic 
growth rate, because to determine rates requires the more onerous pro-
cess of long-term monitoring, and because of the greater statistical dif-
ficulty, since the data take the form of ratios. One can make the same 
point using the jargon of numerical analysis by saying the estimating 
growth amounts to approximating a derivative, which is a notoriously 
ill-conditioned problem. On the other hand, Esler and Phillips' work 
on Karoo plants [57) intriguingly suggests that once a plant is locked 
into fast growth, it becomes more susceptible to drought, so that in 
some cases mortality may be directly related to growth rate. Even in 
the case of this work one cannot unambiguously conclude that mortality 
was related to growth rate, since although size effect and differences in 
root/shoot ratios were not significant, they cannot be ruled out. There-
fore this example supports the case of preferring size to somatic growth 
rate if only one of the two variables ih the above framework is used. 
Another consideration is age effects, which I do not consider in my ex-
amples. The first reason for this is simplicity: it is much easier to look 
for effect size in the absence of age dependence, since one does not need 
to worry about interaction between age and density in producing ob-
served effects. The second reason is that in fynbos the populations are 
even-aged, so that for a given fire interval there is only one final age 
to consider, which is of course independent of density. If age were in-
cluded, the function g would vary with interfire interval, so what I need 
to explain is why this is in fact immaterial as far as coexistence is con-
cerned. There are at least two ways of putting it, both relying on the 
fact that for any population, all plants of both species have the same age. 
Following Chesson [32), one invokes the fact that the two populations 
are indistinguishable by age, and hence their log population ratio would 
perform a simple random walk, which must lead to extinction. Follow-




of covariance less than 1 would not be met, since the species' ages are 
always equal. -' ,: • '· '. .. 
It would be interesting to see how much of the variance in seed pro-
duction would be accounted for by the use of two variables: size and 
,• density. If these are all that is really needed, then it becomes important 
to be able to predict the size distribution of a population, and this is 
why I choose to include growth rate in the examples below. It has been 
reported that plant populations may go from a unimodal distribution 
to a flat one or even a bimodal one (Hara gives a review in [75]). It is 
certainly true that initially similar populations can evolve in quite dif-
ferent ways, for instance due to site differences. If needed, this can be 
accomodated by considering r as a site index. Thus, in order to obtain a 
good prediction of size distribution, r would be a useful way to introduce 
effects that can change the shape of the size distribution (as was done 
for a fish population Banks and Fitzpatrick [8]). 
4.5 A technique for investigating the effects of 
density-dependence 
4.5.1 Preliminaries 
As in chapter 3, and again using the notation of chapter 2, I choose 
x = (r,s), where r,s ER+, withs denoting size and r denoting in-
trinsic growth rate. Note that serotinous proteoids reproduce only at 
the moment they die, so 
F(p(·,·,t))(s) = { ~(p(·,·,t))p(r,s,t) t < tend else. 
As before, G is defined via the mortality modulus >.. Since I wish to 
compare two species, it is convenient to represent them each as a sub-
population, son= 2 and p(r, s, t) = (p1(r, s, t),p2(r, s, t))T. Then Sj, Aj 
and /3j suffice to specify a model up to initial conditions, where j = 1 
(respectively j = 2) denotes model and parameters used for species 1 
(respectively species 2). 
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In the simulations below, I am interested in comparing the effect sizes of 
density dependence in the three constitutive relations of mortality, so-
matic growth and seed production. In order to do this very simply, I use 
a carrying capacity J( j, which may refer either to the total population 
or the total biomass of a species. The density dependence is then a term 
of the form ( Pj / Kj )ai; the larger the shape parameter aj is, the weaker 
is the effect of density dependence at low densities-that is, the closer 
Pj must be to Kj in order to exert a substantial effect. Systematically 
varying the shape parameters allows one to detect trends in the strength 
of the density dependence. Note that species differ only in the value of 
the shape parameters and initial densities. 
In the first example, the models for mortality and size growth are derived 
from logistic population growth. In the second example the mortality 
derived from an exponentially declining death rate in size (Hara [76]) and 
somatic growth is derived from the van Bertalanffy equation. In both 
cases, the seed production is derived from simple proportionality above 
a size minimum, which fits the reported data (Esler and Cowling [56]). 
The calculations were done using Algorithm A, as discussed in chapter 
2 and by means of the programs mentioned there. 
4.5.2 Limitation via maximum population m mortality 
and somatic growth 
The model is defined by the following constitutive relations: 
, P· 
-\· = -(l-(2 t) J J( 
P· s· rs(l - ( 1~ )b) J 
{3j { k(s -
0
smin) if S > Smin 
else. 
Here, Pj is the current total population of the j-th population. Note 
that the models and parameters are identical for both species. 
The shape parameters a and b are positive; for the sake of comparison, 
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The shape parameters a and b are positive; for the sake of comparison, 
a+ b = 0.9. All other para:::neters remain constant as follows: 
K = 10 000 carrying capacity 
k = 5 proportionality constant of seeds per size unit 
Smin = 2 the minimum size for seed production 
r E [0.1, 0.2] range of somatic growth rates 
so E [1.0, 2.0] range of initial sizes 
tend = 2.5 final time 
The initial values of the density pare such that p0 ( r, so) = ae, where e is 
bivariate normal: e "' (N(.i5, .052), N(l.5, 0.52)) with zero covariance, 
and a is a constant such that J.i2 J12 Pods dr = Pi(O). The two initial 
populations add to a constant: P1(0) + P2(0) = 1000, and the ratio 
between them was varied so that it ran, in the logarithm, from -16 to 
0. That is, log(P1 (0)/ P2(0)) varied from -16 to 0 in order to simulate 
various initial relative densities. The above defines a family of models, 
parameterised by the values of a and b. I chose to let a= 0.1, 0.2, ... , 0.9. 
The density effect is strongest when the power is nearest to zero. 
The results are displayed in Figure 4.1, where it can be seen that the 
density effect via somatic growth is stronger than via mortality. 
There is a basic problem with this example, namely that logistic growth 
in population implies (for a population as here starting below carrying 
capacity) that recruitment is taking place all the time, which of course 
is not the case in fynbos. So in fact one should not read any significance 
into these results, which are presented here only as an example of a 
simple case, and to display the parameters. 
4.5.3 Limitation via biomass in all three constitutive re-
lations 
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Figure 4.1: The density effect in somatic growth dominates the density 
effect in mortality for the model of section 4.5.2. The unit on both axes 
is the logarithm of the ratio between the species' population densities 
at t = tend. Clearly the seedlings of the rare species are more abundant 
than their parents in all cases, thus demonstrating that the density de-
pendence is effective in assuring recovery from low density. The shape 
parameters a and b are positive and control the intensity of the den-
sity effect in mortality and somatic growth respectively. As a parameter 






Here, Bj is the current total biomass of the j-th population, and J( 
is the maximum possible biomass. Again, both species have identical 
models and parameters. 
There are now three density effect size parameters, and again r 5 + r,>. + 
r13 = 1, each of them taking values from 0.1, 0.2, ... , 0.8. The other 
parameters are as for example 1, together with the following new ones: 
C>. = 0.005 decline rate constant for mortality with size 
Amax = 0.5 maximum mortality rate 
(occurs at zero size and at carrying capacity) 
The initial values of the density p are as before. 
With this set of constitutive relations, biomass grows to a constant level, 
while population monotonically declines. The rate of population decline 
is a trade-off between somatic growth, which increases individual size 
and hence reduces mortality, and biomass accumulation, which increases 
mortality. 
The results are depicted in Figures 4.2-4.4, where each panel is a com-
parison of the relative effect of two parameters by varying them while 
. keeping the third one constant. 
The results suggest a ranking according to effect size: relative density 
dependence in seed production has more effect than in somatic growth 
where it has more effect than in mortality. 
4.5.4 Other possible investigations 
(a) In both the above examples, coexistence is really due to each species 
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Figure 4.2: The density effect in the model of section 4.5.3 is stronger 
in seed production than in somatic growth. The parameters T>., r
8 
and 
rfJ control the density effect in mortality, somatic growth, and seed pro-
duction respectively. Units and parameter behaviour are as for Figure 
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, · Figure 4.3: The density effect in the model of section 4.5.3 is stronger in 
seed production than in mortality. The parameters T>., r 8 and Tf3 control 
the density effect in mortality, somatic growth, and seed production 
respectively. Units and parameter behaviour are as for Figure 4.1. In 
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Figure 4.4: The density effect in the model of section 4.5.3 is stronger in 
somatic growth than in mortality. The parameters T>., rs and Tf3 control 
the density effect in mortality, somatic growth, and seed production 
respectively. Units and parameter behaviour are as for Figure 4.1. In 
this diagram, Tf3 = .1 is constant. 
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language of competition one might say all competitive effect was intra-
specific. One may extend this approach to a comparison of intra- vs. 
interspecific competition by replacing the factors ( Bj / KYi for species 
j by the factors ((ajB1 + (1- aj))B2/KY1, where 0 < aj < 1. The 
parameters a1 and a2 may be equal or different. The carrying capacity is 
shared, and the parameter a models the intra- vs. interspecific sensitivity 
to density. When a = .5, these two sensitivities are equal, and it is 
immaterial what a plant's neighbours are. In that case the model reduces 
to a random walk to extinction. When aj < 0.5, the plants of that 
species are more sensitive to interspecific density, so that they perform 
worse the more of the companion species there is. If this is the case, 
using the approach above would still lead to two species equivalent in all· 
respects, but u = 0 would be an unstable equilibrium, and any species 
that has sufficient dominance will increase that dominance until the 
other dies out. When ai = 1 this example reduces to the previous one, 
and when aj > 0.5, I expect coexistence, similar to the previous example 
but more mildly the closer aj is to 0.5. Comparisons similar to the above 
on the strength of the various kinds of interspecific competition could 
then be made. 
The perception may arise that the kind of species-specific density de-
pendence required by lottery dynamics for disjoint generations is just 
another form of niche separation. Such a perception would be based 
on including in the concept of niche separation all the differences be-
tween two species that facilitate coexistence. "Niche" would then be a 
generic term descriptive of certain biotic interactions, and would have 
no explanatory value of its own not already contained in the account of 
the biotic interactions themselves. In terms of the distinction made in 
chapter 1, niche theory would then be seen as descriptive theory. On the 
other ha;nd, the more narrow conception of niche as a region in resource 
space (Begon and Mortimer [9]) may go beyond being merely descriptive 
by assumptions on how physiology, morphology, life history and so forth 
limit the fundamental niche. However, the realised niche is again a pure 
descriptive concept, being determined by data. In the absence of a com-
monly accepted distinction between niche separation and mechanisms 
of coexistence, the debate about whether the one implies the other is 
premature (Silvertown and Law [138], Chesson [32]). 
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( b) The resource-mediated coexistence theories proposed by Tilman [142, 
143] are more complex, but have the virtue of not contriving the coexis-
tence of species through attributes as dubious as species-specific carrying 
capacity. Following Tilman's lead in the framework of this thesis would 
require explicit spatial modelling of resource levels and population den-
sity, as well as bringing dependence on resources into the population 
dynamics, and the investigation would be quite expensive computation-
ally. It would be interesting to see whether lottery recruitment could 
change the outcome of any of Tilman's scenarios, for instance whether 
spatial variation in seed dispersal suffices to stabilise an otherwise un-
stable equilibrium in a homogeneous two species-t"'.'o resource system .. 
( c) In recent work, Chesson and co-workers (Chesson and Huntly [30], 
Chesson and Ellner [29], Chesson [27]) have investigated ho~ the effect 
of environmental variation on competition may influence coexistence. 
Simulating this would entail the use of E(t) to model the state of the 
environment in the constitutive relations .\, (3 and s I have used above. 
As indicated in chapter 2, this should be possible. However, it is not 
clear that this would offer any advantages for plants with disjoint gen-
erations, since in this theory coexistence appears to rely on overlapping 
generations to take advantage of the competitive release occasionally 
favoured by environmental .conditions. 
4.5.5 Discussion 
One problem with the above results is that they amount to an ex-
ploration of a miniscule part of parameter space. A substantial, but 
not huge, computation is required to cover more meaningful parameter 
ranges. One could then discover whether the shape of the rate dis-
tribution influences coexistence, and whether the pattern that greatest 
sensitivity to density dependence occurs in seed production is general. 
However, it seems to me desirable to postpone these calculations until 
enough data beecome available for one to be more confident about what 
meaningful parameter ranges might be. 
Suppose the effect size hierarchy revealed here does extend to fynbos in 
general. It would still be very hard to untangle the direction of selection 
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pressure. Further calculations concerning plants with differing attributes 
are needed to throw light on the effects of possible evolutionary changes, 
and at present any specultation about such effects seem empty to me. 
The one robust requirement of the theory is that to persist, a plant 
requires mechanisms of recovery from low' density. I have argued that 
for serotinous proteoids it may well be reproductive weakness of the 
companion species when at high density. Conversely, one may consider 
Johnson's [87] suggestion that many fynbos geophytes and orchids are 
pollinator limited and his further suggestion that pollination efficiency 
drops at low densities. This would constitute a depsensatory mechanism 
so that zero would be a stable equilibrium and below a critical density 
the population would decline to zero. Thus one would expect numerous 
local extinctions, which may explain rapid speciation, and hence the 
_high diversity and frequent endemism in these groups. 
4.6 Future possibilities 
The above suggests a number of important questions for fynbos. Firstly, 
that relative density dependence may be generated by all the various 
components of the population dynamics, but not to equal effect. It seems 
to me important that one finds out what happens in reality. The kind 
of simulation done above could usefully support, but never take prece-
dence over field studies. I suggest the most useful way to use simulation 
is for helping to choose between experiments. Because the framework 
advocated in this thesis is comprehensive and rigorous, it allows one to 
·.· •.simulate the effect of more accurate data-indeed, it leads one to the 
•. areas where data are lacking entirely and by investigating the effect of 
··'- assumptions one can rank gaps in knowledge. 
It may be that one then decides to investigate density dependence more 
broadly (Klinkhamer et al. [92] give brief suggestions on experimenta-
tion, but note that the tests developed by Crowley [44] are not directly 
useful in fynbos), or in seed production only, or in seed/seedling pre-
dation (Botha and le Maitre [17]). It may be that effects of relative 
.... density on fire are important. Whatever is chosen for data collection, it 
"·' is clear the main obstacle to a population dynamics approach to species 
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coexistence in fynbos is the difficulty of obtaining life table data. In 
this circumstance, the role of theory is in the first place to point out the 
most important data still needed. I should add that the results above 
merely indicate that this role could be played, but do not amount to 
such a ranking of research priorities. 
The range of topics amenable to the above approach is vast. In this 
chapter, I have concentrated on within-guild coexistence of serotinous 
proteoids. There is also the question of between-guild coexistence in 
fynbos: reseeders vs. resprouters; ~anopy shrubs vs. understory shrubs. 
There are numerous questions of abundance: why is the restioid guild 
so important? Why are seedling-to-parent ratios so variable? There are 
economic issues: how to find optimal densities for flower production; 
development of harvesting strategies that safeguard recruitment. The 
difficult task will be to decide where the appoach will be most effective. 
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Chapter 5 
Conclusion: strengths and 
weaknesses of taking the 
fully general point of view 
Biologists revel in detail, while mathematicians strive for generality. 
Part of my intention is to show how they need each other, and that 
a strong interaction between detail and generality is highly desirable. 
Thus, in a certain sense, this thesis is an exercise in using general re-
sults to address particular questions, and it is appropriate to review this 
project as an approach to plant population dynamics. In this chapter I 
give an outline of generality as a point of view, and consider its strengths 
and weaknesses. I end the chapter, and the thesis, by discussing some 
aspects of possible future research; however, the specific suggestions at 
the ends of chapters 3 and 4 are not repeated here. 
5.1 The fully general point of view: a research 
heuristic for plant population dynamics 
In biology, generality as a point of view consists of a synthesis of widely 
different elements, where much important detail is suppressed. As such 
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it is not particularly of interest to most biologists. I prefer the mathe-
matical view of generality, which is that one shQuld proceed rigorously 
from the smallest possible set of axioms. It is then possible to add fur-
ther (and perhaps more restrictive) axioms, and in this way to build up 
the detail appropriate to particular problems. 
This provides a useful heuristic: when facing a problem, start with the 
widest possible framework, i.e. the minimal assumptions. Very likely 
only a few conclusions can be drawn, but they do guide further inves-
tigation, in particular by suggesting further assumptions, but also by 
pointing to gaps where more data are needed, and by allowing assess-
ment of which new data would most effectively assist progress. This in-
teraction proceeds until the problem is solved or abandoned. (Of course, 
this is a somewhat idealised picture in that one is never in full control· 
of all the assumptions involved.) 
I claim no special virtue for this approach to research, or for the axioms 
of chapt.er 2. Research plans are an expression of creativity of the highest 
order, and it would never do to prescribe one form for all. Similarly, 
axiom sets proliferate notoriously fast. My contention is simply that 
this does provide a fully general approach, and that this approach is 
worthwhile. 
5.2 Strengths 
The strengths considered here arise from the combination of general-
ity and rigour, and I shall illustrate them with examples from earlier 
chapters. 
Firstly, one can compare models. Chapter 3 is a good example of this, 
where a family of models was rigorously formulated, and all nine pos~ 
sible types of model could be listed. The discrimination among groups 
of models suggested there depends crucially on the fact that all nine 
types of model were investigated. That suggestion was made tentatively 
because of the preliminary nature of the investigation, and not from any 
fear that some unknown type of model could confound the argument. 
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Secondly, the comprehensiveness of a general treatment allows one to 
combine models in a coherent ·.::ay, and to spot gaps in models that 
consist of a network of submodels. In chapter 4, I used this opportu-
nity to identify all possible sources of density dependence in serotinous 
proteoids. It would be interesting to know whether a similar analysis is 
possible and useful for more complex models, but that is a question I 
am not equipped to answer. 
The third great strength of the general point of view is as a guide to 
thought. This is a subtle effect, which operates behind the scenes and 
while no concrete example from this thesis suggests itself, it pervaded 
the preparation. It is true that generality as a style of thought is not to 
be imposed on every researcher; nevertheless it can be very useful. 
5.3 Weaknesses 
There are at least four weaknesses in the approach to plant population 
dynamics taken here. 
Firstly, the redundancy in p: as pointed out in chapter 2, it is possible 
in this formulation to model structure either through subpopulations or 
through attributes. This is in fact the dichotomy between discrete and 
continuum models in another guise. I believe a multiplicity of modelling 
possibilities does reduce our ability to order thought; however, a fairly 
. large measure of redundancy is unavoidable, if only because a large 
. ' . variety of models serving a wide range of purposes are needed. 
Secondly, the general model is not in itself applicable, but needs addi-
tional assumptions in the form of constitutive relations. However, the 
constitutive relations of plant population dynamics are not known. By 
this I mean that, while a myriad of relations can be and have been con-
sidered, there seems to be no consensus on exactly how to model things 
like mortality and somatic growth. This weakness appears in both chap-
ter 3, where the actual constitutive relations used were not based on any 
demonstrable value they may have, and in chapter 4, where the constitu-
tive relations have illustrative value only, and cannot with any confidence 
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be said to hold for serotinous proteoids. A good general model where 
only poorly known constitutive relations exist amounts to a persistent 
temptation to draw easily available but unwarranted conclusions. 
Thirdly, the model considered here is of course deterministic, and this 
is a problem when so many parameters and environmental variables are 
known only with a high degree of uncertainty. It has been suggested 
that the main existence theorem of this thesis can be generalised to the 
set-valued case (J.-P. Aubin, personal communication; for an account 
of set-valued anylysis see Aubin and Frankowska [7]). If so, it would 
certainly cover the full generality of error and uncertainty in population 
dynamics, but whether set-valued analysis can provide results of use in 
the theory and practice of ecology remains to be seen. 
This leads to the final weakness, which is that the main problem in 
biology is that data are sparse, expensive and noisy. The general point 
of view taken here does not contribute directly to the optimal use of 
available data. 
5.4 Future possibilities 
A number of directions for mathematical exploration suggest themselves, 
as is to be expected from such a general project. For example: how much 
can one relax the assumptions of (Hyp 1), or indeed any other assump-
tions? Does Theorem 2 carry over with full generality to the set-valued 
case? Can environmental variation really be included without loss of 
generality? Does the general discrete model become equivalent to the 
general continuum model in the small-scale limit? And so on. How-
ever, it seems to me inappropriate to pursue the mathematical possibili-
ties without consideration of the biological issues. Interesting biological 
questions arising from this thesis include the role of spatial structure in 
lottery dynamics; the question whether differences in intensity of density 
dependence in the various population processes have biological impor-
tance; and a more detailed understanding of why plants die. I also 
believe that analysis within a rigorous general framework can distin-
guish adequately between various possible meanings of "competition" 
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and "population regulation", and so help to unclutter the ecological de-
bate so deplored by Peters [124]. However, from the gE:neral point of 
view, the outstanding problem· in population dynamics is the weakness 
of models of constitutive relations. The general framework proposed 
··' here is suitable for exploring a wide variety of models, particularly since 
they have to be combined, but that is hardly the point. Rather, it should 
t" 
be possible to use the general framework to specify what the properties 
· of a good constitutive relation are, and this might help the search by 
clarifying what it is one is looking for. If one had good constitutive re-
lations, the problem of optimal use of data might be solvable, and then 
the general approach to population dynamics will have been justified 
many times over. 
, ... ·:, 
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Appendix A 
A mistake in Tucker and 
Zimmerman 1 
Tucker and Zimmerman's [144] paper is important, in that it aims at 
the basic mathematical analysis of a potentially very important model 
in population dynamics. However, in spite of the admirable aim and the 
fact that the basic issues are thoroughly considered, there is a funda-
mental fl.aw in their paper, which is a mistake in the proof offered for 
their existence theorem. 
Specifically, there is an invalid claim on page 561. The two relevant 
formulae are (3.15) and (3.16) in their numbering; they are given here 
exactly as in the paper. The reader is not expected to follow each indi-
vidual symbol, as most of them play no role in what follows, and those 
that do are fully explained below (in particular, ignore the difference 
between J<f>-er and J<f> used in chapter 2). The claim is that (3.15) im-
plies (3.16). 
(3.15): IB(x, t) - B(y, t)I 
< fotln 1(3( Ct, W, x, Q( t) )B( </>-er )S( Ct, </>-er )J </>-er 
- (3( a, w, y, Q(t) )B( ef>-er )S( a, 4>-er )J 4>-er I( a., w, t) dw da 
1 Reference [144] 
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+ 100foif3(0:, w,x,Q(t))no(</>-t)S(t, <1>-t)J<f>-t 
- /3 (a, w, y, Q( t)) no( 4>-t )S( t, J>_t)J 4>-t I (a, w, t) dw do: 
(3.16): IB(x, t) - B(y, t)I 
< r3(T)IQ - QIT + r4(T)llx - Yllk 
+ /J ltfo IB( </>-a) - B( 4>-a)IJJ>_ 0 (0:, W, t) dw do: 
In their text, Tucker and Zimmerman explain the passage from ( 3 .15) 
to (3.16) as follows: "By ... the insertion and deletion of like terms, the 
RHS of (3.15) can be bounded by the sum of eight terms to which the 
estimates derived above can be applied". I will first show that this is 
false, in that only six of these terms reduce to earlier work. 
It is convenient to abbreviate (3.15) as follows: 
(3.15abbr) 
IB(x, t) - B(y, t)I .5: ltin l/3BSJ - /3.BsJ1 dwda 
+ 100 in l/3noS J - /3noS Ji dw do: 
where the symbols in (3.15abbr) relate to (3.15) in the obvious way. 
What Tucker and Zimmerman mean by "insertion and deletion of like 
terms" is adding and subtracting terms like /3BSJ, in order to form 
· · eight terms like the following: 
.. ' 
(Bl) ltin 1/3 - /3IBSJ dwdo: 
Ci -
(B2) ltin /JIB - BISJ dw do: 
(B3) ltin /3fJ1s - SIJ dw do: 
(B4) ltin l/3BSIJ - Ji dwda 
(B5) loo in 1/3 -/3lnoSJ dwdo: 
(B6) 100 in /lino - no IS J dw do: 
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(B7) fo
00fn 8nolS - SIJ dwda 
(_B8) fo
00fn 8noSIJ - Ji dw da 
Following Tucker and Zimmerman's suggestion in this way does not 
lead to a unique set of eight terms. However, what the set above has 
in common with other sets derived a similar way are the factors like 
1/3 - Bl. For each of the two integrals, there are four such factors, so 
that each integral expands to four terms. Earlier in the paper, Tucker 
and Zimmerman used the same device on a similar pair of integrals, 
and came up with a set of six terms, which they labelled (Al) to (A6). 
Matching by factors like IS - SI, one finds that ( B3) is like ( A2), ( B4) is 
like (A3), (B6) is like (A4), (B7) is like (A5), and (B8) is like (A6). (B2) 
does not need to be matched (see below), but neither of the terms (Bl) 
or ( B5) can be matched with earlier estimates, for the simple reason 
that the factors /3 and ,6 do not occur in them. Thus their claim is false. 
However, this results merely in a gap in the proof. I now show that 
this gap cannot be filled, by showing that it is impossible to derive 
(3.16) from (3.15) in the suggested way i.e. via expanding (3.15) into 
the sum of terms (Bl)-(B8). I start with a result from earlier in the 
paper: the five terms (A2)-(A6) have all been shown to be bounded by 
either r(t)IQ - Qlr or by r(t)jlx -yllk (or by a sum of these two terms), 
where r(t) is a non-negative function that goes to zero with t. Thus 
there is no problem in relating (3.15) to (3.16) via these five terms, and 
this disposes of (B3), (B4) and (B6)-(B8). Furthermore, (B2) gives the 
integral term in (3.16). This leaves (Bl) and (B5), and in discussing 
these some of the symbols will have to be explained. The function /3 
is intended to model the birth process, and, by hypothesis ( H5) stated 
on page 554, it is nonnegative and satisfies a Lipschitz condition with 
Lipschitz constant C[J. I interpret this condition in a way that proves 
that (Bl) can be bounded in the desired way as follows: 
ltl l,13-~jBSJ dwda :S fo 1fn CfJ(llx-yllk+IQ(t)-Q(t)j)BSJ dwda .. 
Recalling the appropriate Lipschitz properties and that B, Sand J are 
. bounded, it is clear that using r(t) = J~Jn BSJ d;,da yields the desired 
form. 
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However, ( B5) cannot be so bounded, because the interval of integration 
does not get ·small as t gets small. To be specific, by using the Lipschitz 
property of {3 one obtains 
c13(1Jx - yJJk + JQ(t) - Q(t)J) fo 00fn noS(t, <P-t)J<P-t dw da. 
Neither S nor J go to zero with t. It is true that no has been assumed 
to have compact support (p. 553), but the interval over which no(<P-t) 
is non-zero is in fact constant with respect to a and t. Hence there is 
no,way in which (B5) can be considered to contain a factor of the form 
r(t), and thus Tucker and Zimmerman's claim that (3.16) can be derived 
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