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Abstract
We study the problem of sorting under incomplete information, when queries are used to resolve
uncertainties. Each of n data items has an unknown value, which is known to lie in a given interval.
We can pay a query cost to learn the actual value, and we may allow an error threshold in the sorting.
The goal is to find a nearly-sorted permutation by performing a minimum-cost set of queries.
We show that an offline optimum query set can be found in polynomial time, and that both obliv-
ious and adaptive problems have simple query-competitive algorithms. The query-competitiveness
for the oblivious problem is n for uniform query costs, and unbounded for arbitrary costs; for the
adaptive problem, the ratio is 2.
We then present a unified adaptive strategy for uniform query costs that yields: (i) a 3/2-
query-competitive randomized algorithm; (ii) a 5/3-query-competitive deterministic algorithm if the
dependency graph has no 2-components after some preprocessing, which has query-competitive ratio
3/2 + O(1/k) if the components obtained have size at least k; (iii) an exact algorithm if the intervals
constitute a laminar family. The first two results have matching lower bounds, and we have a lower
bound of 7/5 for large components.
We also show that the advice complexity of the adaptive problem is bn/2c if no error threshold
is allowed, and dn/3 · lg 3e for the general case.
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1 Introduction
Sorting is one of the most fundamental problems in computer science and an essential part
of any system dealing with large amounts of data. High-performance algorithms such as
QuickSort [19] have been known for decades, but the demand for fast sorting of huge amounts
of data is such that improvements in sorting algorithms are still an active area of research;
see, e.g., [26].
In a distributed application with dynamic data, it may not be feasible to maintain a
precise copy of the information in each replica. In particular, to access a local cached
information may be much cheaper, even though not as precise, than to query a master
database or to run a distributed consensus algorithm. One approach is to maintain in the
replicas, for each data item, an interval that bounds the actual value. These intervals can
be updated much faster than to guarantee a strict consistency of the data. When higher
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precision is required, the system can query the master database for a more fine-grained
interval or for the actual data value. Therefore a trade-off between data precision and system
performance can be established. The TRAPP system, proposed by Olston and Widom [24],
relies on this concept.
This idea has led to theoretical investigation on uncertainty problems with queries [7,
11, 12, 13, 14, 17, 22]. Such problems also appear in optimization scenarios in which an
extra effort can be incurred in order to obtain more precise values of the input data, such as
by investing in market research, which is expensive so its cost should be minimized. These
works build upon more established frameworks of optimization with uncertainty, such as
online [5], robust [3] and stochastic [4] optimization. In particular, the analysis of algorithms
in terms of competitiveness against an adversary is inherited from the online optimization
literature.
In this paper, we investigate the problem of sorting data items whose actual values are
unknown, but for which we are given intervals on which the actual values lie. We can query
an interval and then learn the actual value of the corresponding data item, but this incurs
some cost. The goal, then, is to sort the items by performing a set of queries of minimum
cost. Furthermore, the precision in the sorting may be relaxed, so that inversions may occur
if the actual values are not too far apart.
We distinguish between two types of algorithms for uncertainty problems with queries.
An adaptive algorithm may decide which queries to perform based on results from previous
queries. An oblivious algorithm, however, must choose the whole set of queries to perform
in advance; i.e., it must choose a set of queries that certainly allow the problem to be solved
without any knowledge of the actual values. In this paper, both algorithms are compared with
an offline optimum query set, i.e., a minimum-cost set of queries that proves the obtained
solution to be correct.2 An algorithm (either adaptive or oblivious) is α-query-competitive
if it performs a total query cost of at most α times the cost of an offline optimum query set.
Another related problem is that of finding an optimum query set. Here we are given
the actual data values, and want to identify a minimum-cost set of queries that would be
sufficient to prove that the solution is correct. Solving this problem is useful, for example,
to perform experimental evaluation of online algorithms, since we are actually finding the
offline optimum solution for the uncertainty problem. This is also called the verification
version of the corresponding uncertainty problem with queries [8, 11].
We are also interested in the advice complexity of the problems we study. In this
setting, an online algorithm has access to an oracle that can give helpful information when
making decisions. The advice complexity is the number of bits of advice that are sufficient
and necessary for an online algorithm to solve the problem exactly. This is a research topic
that has gained substantial attention; see [6] for a survey.
Our contribution. We begin by showing how to compute an optimum query set in poly-
nomial time, and that both oblivious and adaptive problems have simple algorithms with
matching deterministic lower bounds. The query-competitive ratio of the oblivious problem
is n if we have uniform query costs, and unbounded for arbitrary costs; for the adaptive
problem, the query-competitive ratio is 2. The optimal oblivious algorithm is trivial; for the
2 This nomenclature differs to that used by Feder et al. [14]. They call an adaptive algorithm an online
algorithm, and an oblivious algorithm an offline algorithm. We disagree with this nomenclature, since
both types of algorithms are online in the standard sense of not knowing the data. Also, they compare
an oblivious algorithm to an optimal oblivious strategy, and not to an offline optimum query set.
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adaptive case, we have a simpler algorithm for uniform query costs, and a more sophisticated
one for arbitrary query costs. If query costs are uniform and the error threshold is zero, then
the simpler algorithm can be implemented as an oracle for any comparison-based sorting
algorithm, preserving time complexity and stability.
Those results are rather simple and it seems like the query-competitiveness of the
problem is settled. However, we present a unified adaptive strategy that attains different
improvements for uniform query costs. First, we obtain a 3/2-query-competitive algorithm
by using randomization. Second, if the error threshold is zero, and after some preprocessing
the dependency graph has no 2-components, the strategy yields a deterministic 5/3-query-
competitive algorithm; if the obtained graph has components of size at least k, then the same
algorithm has query-competitive ratio 3/2 + O(1/k). The first two results have a matching
lower bound, and for large components we have a lower bound of 7/5. The problem can also
be solved exactly if the intervals constitute a laminar family.
Finally, we show that the advice complexity for adaptive algorithms is exactly bn/2c bits
if there is no error threshold, and exactly dn/3 · lg 3e bits for the general case.
Related work. The first work to investigate the minimum number of queries to solve a
problem is by Kahan [20], who showed optimal oblivious strategies to find the minimum,
maximum and median of n values in uncertainty intervals.
Olston and Widom [24] proposed the TRAPP system, a distributed database based on
uncertainty intervals. The authors: (1) gave an optimal oblivious strategy for finding the
minimum (and equivalently, the maximum) of a sequence of values within an error bound;
(2) showed that it is NP-hard to find an optimum oblivious query set to compute the sum of
a sequence of values within an error bound, with a reduction from the knapsack problem.
The paper also discusses strategies for counting and finding the average of a sequence of
values. Khanna and Tan [21] generalized these results for arbitrary query costs and different
levels of precision.
Feder et al. [14] considered the uncertainty version of the problem of finding the k-th
largest value on a sequence (i.e., the generalized median problem). The authors presented
optimal oblivious and adaptive strategies for the problem, both running in polynomial time.
Both strategies are optimal, and the ratio between the oblivious and the adaptive strategy
(also called the price of obliviousness) is 2k−1k < 2 for uniform query costs, and k for
arbitrary query costs.3
Bruce et al. [7] studied geometric problems where the points are given in uncertainty
areas. The authors gave 3-query-competitive algorithms for finding the maximal points and
the convex hull in a two-dimensional space. They also proposed the concept of witness sets,
which has been used subsequently in various works on uncertainty problems with queries.
Charalambous and Hoffman [8] showed that it is NP-hard to find an optimum query set for
the maximal points problem.
Feder et al. [13] studied the uncertainty variant of the shortest path problem. They
showed that to solve optimally the oblivious version of the problem is neither NP nor co-NP,
unless NP = co-NP. Their paper also discusses the complexity of the problem for various
particular cases.
Erlebach et al. [12] proved that the minimum spanning tree problem with uncertainty
admits an adaptive 2-query-competitive algorithm, which is the best possible for a determin-
istic algorithm. Erlebach, Hoffmann and Kammer [11] studied a generalization called the
3 The works cited up to this point do not evaluate the algorithms using the competitiveness framework.
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cheapest set problem, for which there is an adaptive algorithm with at most d · opt + d
queries, where d is the maximum cardinality of a set. They also generalized the result in
the previous work to obtain an adaptive 2-query-competitive algorithm for the problem of
finding a minimum-weight base on a matroid.
Gupta, Sabharwal and Sen [18] studied various of the previous problems in the setting
where a query may return a refined interval, instead of the exact value of the data item.
Megow, Meißner and Skutella [22] improved the result for the minimum spanning tree
problem with a randomized adaptive algorithm, obtaining query-competitive ratio 1.7. (The
problem has lower bound 1.5 for randomized algorithms.) They also considered non-uniform
query costs and proved that their results can be extended to find a minimum-weight base on
a matroid. Furthermore, they showed that an optimum query set and the actual value of the
minimum spanning tree can be computed in polynomial time. Some experimental evaluation
of those algorithms were presented in [15].
Ryzhov and Powell [25] investigated how to solve a linear program while minimizing the
query cost when the coefficients of the objective function are uncertain. They presented a
policy which is asymptotically optimal. Yamaguchi and Maehara [28] studied the variant
with packing constraints and coefficients following a probability distribution, and showed
how to apply this to stochastic problems such as matching, matroid and stable set problems.
Note that all the work cited so far deals with problems whose classical (offline) versions
can be solved in polynomial time. Uncertainty versions with queries have been proposed
for the knapsack problem [17] and the scheduling problem [2, 9]. Since those problems are
NP-hard, we might include the query cost into the solution cost and look for a competitive
algorithm if we are looking for a polynomial-time algorithm. Another option is to limit the
maximum number of queries performed, and then to try to optimize the solution cost.
For a survey on the topic, see [10]. Other references for related problems are also cited
in [11].
Another sorting problem with uncertainty was studied by Ajtain et al. [1]. In that
problem, the values to be sorted are unknown, but their relative order can be tested by
a comparison procedure. However, comparing values that are too close returns imprecise
answers, so in principle we should compare all
(
n
2
)
pairs to obtain a sorting with some error
guarantee. The authors show how to solve the problem using only O(n3/2) comparisons.
Organization of the paper. In Section 2, we present the sorting problem with uncertainty
and some basic facts, and in Section 3 we give algorithms to find an offline optimum query
set and for the oblivious setting. We treat deterministic adaptive algorithms in Section 4.
In Section 5, we show how to improve the adaptive result for uniform query costs by
using a randomized algorithm, or by assuming some structure in the dependency graph.
We investigate the advice complexity for adaptive algorithms in Section 6, and finally, in
Section 7, we discuss possible future research directions.
2 Sorting with Uncertainty
In the sorting problem with uncertainty, there are n numbers v1, . . . , vn ∈ R whose exact
value is unknown. We are given n uncertainty intervals I1, . . . , In with vi ∈ Ii = [`i, ri], a
cost wi ∈ R+ for querying interval Ii, and an error threshold δ ≥ 0. After querying Ii, we
obtain the exact value of vi; we can also say that we replace Ii with interval I ′i = [vi, vi].
The goal is to obtain a permutation π : [n] → [n] such that vi ≤ vj + δ if π(i) < π(j) by
performing a minimum-cost set of queries.
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We begin by defining the following dependency relation between intervals, which is
essential to solve the problem.
I Definition 2.1. Two intervals Ii and Ij such that ri−`j > δ and rj−`i > δ are dependent.
Two intervals that are not dependent are independent.
I Lemma 2.2. The relative order between two intervals can be decided without querying
either of them if and only if they are independent.
Proof. Let Ii and Ij be such that ri − `j ≤ δ. Since vi ≤ ri and vj ≥ `j , we have that
vi ≤ vj + δ and we can set π(i) < π(j) without querying both Ii and Ij .
Conversely, let Ij and Ij be two dependent intervals. We cannot set π(i) < π(j), because
it may be the case that vi = ri and vj = `j , thus ri − `j > δ implies that vi > vj + δ. By
a symmetric argument, we cannot set π(j) < π(i), so we cannot decide the relative order
between the intervals. J
The graphs defined by this dependency relation are exactly the co-threshold tolerance
(co-TT) graphs [23]. G = (V,E) is a threshold tolerance graph if there are functions
w : V → R and t : V → R such that uv ∈ E if and only if w(u) + w(v) ≥ min(t(u), t(v)). A
co-TT graph is the complement of any threshold tolerance graph, or equivalently, G = (V,E)
is a co-TT graph if and only if there are functions a : V → R and b : V → R such that
uv ∈ E if and only if a(u) < b(v) and a(v) < b(u) [23]. The proof of Theorem 2.3 is omitted.
I Theorem 2.3. The graphs defined by the dependency relation in Definition 2.1 are exactly
the co-TT graphs.
The following result will be useful.
I Lemma 2.4 ([23]). Every co-TT graph is chordal.
When δ > 0, it is useful to distinguish intervals of width smaller than δ, which we call
trivial intervals. It is easy to check that two trivial intervals cannot be dependent, so when a
trivial and a non-trivial interval are dependent, it is enough to query the non-trivial interval
in order to decide their relative order. This does not mean, however, that trivial intervals
should never be queried, and in particular adaptive algorithms may decide to do that.
It is also clear that the dependency graph is an interval graph when δ = 0. This is also
true when δ > 0 and there are no trivial intervals, in which case we can simply replace each
interval Ii = [`i, ri] with I(δ)i = [`
(δ)
i , r
(δ)
i ] := [`i + δ/2, ri − δ/2] 6= ∅, and it is easy to check
that Ii and Ij are dependent with error threshold δ if and only if I(δ)i and I
(δ)
j are dependent
with error threshold 0. Note however that we cannot use this reduction to solve the sorting
problem, since the precise values could fall outside of the given interval.
3 Warm-Up: Offline and Oblivious Algorithms
The first result we present concerns finding the optimum query set for a given set of intervals,
assuming we know the actual values in each interval. I.e., given the intervals I1, . . . , In and
the actual values v1, . . . , vn, find a minimum-cost set Q of intervals to query, such that Q is
sufficient to prove an ordering for I1, . . . , In without the knowledge of v1, . . . , vn. Solving this
problem is useful, for example, to perform experimental evaluation of algorithms, since we
are actually finding the offline optimum solution for the online (either oblivious or adaptive)
problem. The ideas we present here will also be useful when solving the online problem.
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We show that the problem can be solved optimally in polynomial time. The key observa-
tions behind the algorithm are the following. In order to simplify notation, we write Ii ⊃ Ij
for intervals Ii and Ij if `i < `j and rj < ri.
I Proposition 3.1. Let Ii and Ij be intervals with actual values vi and vj . If Ij ⊃ [vi−δ, vi+δ],
then Ij is queried by every optimum solution.
Proof. Even if we have queried Ii, we have to query Ij because we may have vj ∈ [`j , vi − δ)
or vj ∈ (vi + δ, rj ]. J
I Proposition 3.2. Let Ii and Ij be two dependent intervals, vi the actual value in Ii and vj
the actual value in Ij. If Ii 6⊃ [vj − δ, vj + δ] and Ij 6⊃ [vi − δ, vi + δ], then it is enough to
query either Ii or Ij to decide their relative order.
Proof. If we query Ii, then vi /∈ [`j + δ, rj − δ], so we can pick a reasonable order between Ii
and Ij . The argument is symmetrical if we query Ij . J
The algorithm begins with a query set Q containing all intervals that satisfy the condition
in Proposition 3.1. Due to Proposition 3.2, it is enough to complement Q with a minimum-
cost vertex cover in the dependency graph defined by the remaining intervals, which can be
found in polynomial time for chordal graphs [16].
I Theorem 3.3. The problem of finding an optimum query set for the sorting problem with
uncertainty can be solved optimally in polynomial time.
Now we consider oblivious algorithms. In this case, all non-trivial intervals with some
dependence must be queried, and clearly this is the best possible strategy. In the following
theorem, we show that this implies a tight bound of n on the query-competitive ratio for
the case with uniform costs, and that in the general case the query-competitive ratio is
unbounded.
I Theorem 3.4. If query costs are uniform, any oblivious algorithm for sorting with uncer-
tainty has query-competitive ratio exactly n. For arbitrary costs, the query-competitive ratio
is unbounded.
Proof. For the upper bound with uniform costs, a naïve algorithm that queries all intervals
and then sorts the numbers suffices.
For both lower bounds, we have n− 1 independent intervals with length greater than 2δ,
plus an interval In which contains all the other ones. Both an algorithm and the optimum
solution must query In in order to decide where vn fits in the order. If the algorithm does not
query some Ii with i < n, then the adversary can set vn ∈ (`i+δ, ri−δ) 6= ∅ and the algorithm
cannot decide the order. Thus, without the knowledge of vn, the algorithm must query all Ii
with i < n. However, it may be the case that vn /∈ Ii for all i < n, and querying In suffices
to decide the order. This gives a lower bound of n on the query-competitive ratio for uniform
query costs. For the general case, wn can be arbitrarily small and the query-competitive
ratio is unbounded. J
4 Deterministic Adaptive Algorithms
Now let us consider deterministic adaptive algorithms. We begin with a lower bound.
I Lemma 4.1. Any deterministic adaptive algorithm for the sorting problem with uncertainty
has query-competitive ratio at least 2, even if query costs are uniform and the dependency
graph has large components.
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Proof. Consider intervals I1 and I2 with uniform query cost, `1 < `2 < r1 < r2 and
r1 − `2 > 2δ. If the algorithm queries I1, then the adversary chooses v1 ∈ (`2 + δ, r1 − δ).
The algorithm must also query I2 to decide the order, but then the adversary can choose
v2 ∈ [r1 − δ, r2] and one query would be sufficient. The argument is symmetrical if the
algorithm queries I2 first, with v2 ∈ (`2 + δ, r1 − δ) and v1 ∈ [`1, `2 + δ]. To obtain a large
component, make several independent copies of this structure and connected them by a large
interval containing all the others. J
First we give a simple deterministic 2-query-competitive adaptive algorithm for the case
with uniform query costs. It is inspired by the algorithm of Erlebach et al. [12] for the
minimum spanning tree problem with uncertainty, and it relies on the following concepts,
which were introduced in [7]. Let I = {I1, . . . , In} be a set of intervals for the sorting problem
with uncertainty. We say that a set W ⊆ I of intervals is a witness set if at least one
of the intervals in W must be queried to decide the order of I, even if all intervals except
those in W are queried. Due to Lemma 2.2, any pair of dependent intervals constitute a
witness set. A set of intervals I ′ = {I ′1, . . . , I ′n} is a refinement of I if I ′ is obtained from I
by performing a sequence of queries. Proposition 4.2 follows simply from I ′ having more
information than I.
I Proposition 4.2. Let I ′ be a refinement of I. If some set of intervals W ⊆ I ′ ∩ I is a
witness set for I ′, then it is a witness set for I.
The algorithm, then, consists in the following. While there is some pair of dependent
intervals, we query all intervals in this pair that have not been queried yet. When an
interval Ii is queried, it is replaced by [vi, vi]. (Note that, even after querying Ii, it may
still be dependent to a non-trivial interval.) Finally, intervals are sorted by breaking ties
arbitrarily.4
For a better understanding of the algorithm, consider the examples in Figure 1, assuming
δ = 0. In Figure 1a, the optimum solution must query I1 and I3, since v1 ∈ I3 and v3 ∈ I1,
and this is enough because I2 will be independent after querying I1. If the algorithm first
queries I1 and I2, it must also query I3. In Figure 1b it is enough to query I1, but the
algorithm will query a dependent pair, say, I1 and I2. Either way, the algorithm does not
spend more than twice the optimum number of queries.
I2
I1
I3
(a)
I2
I1
I3
(b)
Figure 1 Example instances of the problem.
I Theorem 4.3. The simple adaptive algorithm for sorting with uncertainty is 2-query-
competitive for uniform query costs.
Proof. Note that the optimum solution must query at least one interval in each witness
set. For every pair {Ii, Ij} of dependent intervals selected by the algorithm, we have that:
4 If δ = 0, then the algorithm can be implemented with stable sorting and in O(n lgn) time by running a
standard stable sorting algorithm (e.g., MergeSort) and querying two intervals when MergeSort needs to
know the relative order between them. It does not work, however, if δ > 0, since the relation vi ≤ vj + δ
is not transitive.
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(1) if both Ii and Ij have not been queried yet, the algorithm queries the witness set {Ii, Ij};
(2) if Ii has already been queried then, by Proposition 3.1, {Ij} is a witness set, which is
queried by the algorithm. We can conclude that the algorithm only queries disjoint witness
sets of size at most 2, and thus it queries at most twice the minimum number of intervals. J
For arbitrary query costs, the problem also admits a 2-query-competitive deterministic
adaptive algorithm, although not as simple. The algorithm first queries a minimum-cost
vertex cover S1 on the dependency graph. Then, it queries all non-trivial intervals that are
still dependent after querying S1, which we denote by the set S2.
I Theorem 4.4. The adaptive algorithm for sorting with uncertainty with arbitrary query
costs is 2-query-competitive.
Proof. Let Q be an optimum query set. The set of intervals not contained in Q must be
independent. By the duality between independent sets and vertex covers, Q must be a
vertex cover. Thus w(S1) ≤ w(Q), since S1 has minimum cost. Furthermore, note that every
interval in S2 is a singleton witness set, since S2 is a set of independent intervals. Thus
w(S2) ≤ w(Q) as well, and w(S1 ∪ S2) ≤ 2 · w(Q). J
5 Improved Adaptive Algorithms for Uniform Query Costs
We now explore refined analysis of query-competitive sorting. We present a unified strategy
that yields different improvements to Theorem 4.3, depending on what assumptions we make.
The core observation is that the bad 2-interval instance in the proof of Lemma 4.1 is the
only structure that prevents an algorithm from performing better than twice the optimum.
The first strategy that comes to mind, then, is to use randomization: a simple randomized
strategy attains query-competitive factor 3/2 on the instance of Lemma 4.1. Before extending
the algorithm to arbitrary instances, we give a lower bound for any randomized algorithm.
I Lemma 5.1. Any randomized adaptive algorithm has query-competitive ratio at least 3/2
against an adversary that is oblivious to the randomized tosses, even for uniform query costs.
Proof. Use the same bad instance as Lemma 4.1, set probability 1/2 for each of the two
possible inputs and apply Yao’s minimax principle. J
The algorithm is based on the following property of the dependency graph, whose proof
we omit.
I Lemma 5.2. If Ix is an interval with minimum rx, then the vertex x is simplicial, i.e., its
neighborhood is a clique.
The algorithm begins by querying intervals that are singleton witness sets according to a
generalization of the condition in Proposition 3.1. Then, if a component of the remaining
dependency graph is an edge, the randomized strategy is applied. Else, the algorithm
considers a non-queried vertex x with minimum rx, a neighbor y of x with minimum ry,
and another neighbor z of x (or of y if y is the only neighbor of x) with minimum rz. The
algorithm first queries Iy. If x and y are still adjacent, or if x and z are adjacent, then we
query both Ix and Iz. We repeat this strategy until the dependency graph has no edges.
A pseudocode is presented in Algorithm 1; we parameterize the probability p in the
randomized strategy since the algorithm will be reused afterwards. We also maintain a set V
of the values resulting of queried intervals.
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Algorithm 1 Improved adaptive algorithm for the sorting problem with queries.
Input: (I1, . . . , In, p)
1 V ← ∅;
2 while there are i, j with Ii ⊃ [`j − δ, rj + δ] or Ii ⊃ [vj − δ, vj + δ] with vj ∈ V do
3 query Ii, add vi to V;
4 while there is some dependency do
5 if some component is an edge ij then
6 pick i with probability p (and j with probability 1− p); assume i is picked;
7 query Ii, add vi to V;
8 if Ij ⊃ [vi − δ, vi + δ] then
9 query Ij , add vj to V;
10 else
11 let Ix non-queried with min rx, and y be a neighbor of x with min ry;
12 let z be another neighbor of x (or of y if x is a leaf), with min rz;
13 query Iy, add vy to V;
14 if Ix ⊃ [vy − δ, vy + δ] or Ix, Iz are dependent then
15 query Ix, add vx to V;
16 query Iz, add vz to V;
17 while there is Ii ⊃ [vj − δ, vj + δ] for some vj ∈ V do
18 query Ii, add vi to V;
I Theorem 5.3. Algorithm 1 has expected query-competitive ratio 3/2 if p = 1/2.
Proof. We form a partition V1, . . . , Vm of the set of input intervals with the following
property. Let a(Vi) be the number of intervals in Vi that are queried by the algorithm, and
let q(Vi) := |Q ∩ Vi|, where Q is an optimum query set. We show that E[a(Vi)/q(Vi)] ≤ 3/2
for every i, from which the theorem follows.
If the algorithm queries an interval Ii in Line 3 or Line 18, then {Ii} is the next set in
the partition. Due to Proposition 3.1, it is a singleton witness set, so a({Ii})/q({Ii}) = 1.
If the algorithm runs Lines 6–9 for edge ij, then W = {Ii, Ij} is the next set in the
partition. We consider the following cases.
1. If Ii ⊃ [vj − δ, vj + δ] and Ij ⊃ [vi − δ, vi + δ], then q(W ) = 2 and a(W ) = 2.
2. Otherwise, q(W ) ≥ 1 because this is a witness pair.
a. If Ii ⊃ [vj − δ, vj + δ] but Ij 6⊃ [vi − δ, vi + δ], then with probability 1/2 the algorithm
queries Ii and this is enough, and with probability 1/2 it queries both, so E[a(W )] = 3/2;
the same holds for the symmetrical case.
b. If Ii 6⊃ [vj−δ, vj +δ] and Ij 6⊃ [vi−δ, vi+δ], then Line 9 is not executed and a(W ) = 1.
If the algorithm runs Lines 11–16 for x, y and z, then we have two cases.
1. If x and z are not neighbors, and x and y are not neighbors after Line 13, thenW = {Ix, Iy}
is the next set in the partition. Since it is a witness set, q(W ) ≥ 1. But the algorithm
will not query Ix because y is the only neighbor of x, so a(W ) = 1.
2. Otherwise, W = {Ix, Iy, Iz} is the next set in the partition. We have two subcases.
a. If x and z are neighbors, then xyz is a clique by Lemma 5.2. So q(W ) ≥ 2, since
otherwise a pair is unsolved.
b. Otherwise, Ix ⊃ [vy − δ, vy + δ] and {Ix} is a singleton witness set. Since x and z are
not neighbors, then y and z are neighbors and, by Lemma 2.2, {Iy, Iz} is a witness set.
Either way, q(W ) ≥ 2 and a(W ) = 3.
We conclude that the expected query-competitive ratio is 3/2. J
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Our second strategy to obtain an improvement on Theorem 4.3 is, instead of using
randomization, to assume that the graph does not have 2-components, i.e., components
consisting of a single edge. This is not enough, however, since in Lemma 4.1 we have shown
that we can have a large component. So our hypothesis is that δ = 0 and, after executing
the loop of Lines 2–3, the remaining dependency graph, which becomes a proper interval
graph, has no 2-components. (Note that Theorem 5.3 is still true if we remove Lines 2–3 of
the algorithm.) Let us prove a lower bound for this case.
I Lemma 5.4. Any deterministic adaptive algorithm has query-competitive ratio at least 5/3,
even if δ = 0 and the dependency graph is a proper interval graph with no 2-components.
Proof. Consider five proper intervals Ia, Ib, Ic, Id, Ie with `a < `b < `c < `d < `e. The
dependencies are defined by two triangles, abc and cde.
If the algorithm first queries Ic, then we set vc ∈ Ic \ (Ia ∪ Ib ∪ Id ∪ Ie), and we can make
ab and de behave as the bad instance of Lemma 4.1.
If the algorithm first queries Ia, then we set va ∈ Ib ∩ Ic, so the algorithm will be forced
to query Ib and Ic, and we set vb, vc ∈ (Ib ∪ Ic) \ (Ia ∪ Id ∪ Ie), so the optimum can avoid Ia.
Then we can make de behave as the bad instance of Lemma 4.1. The argument is symmetric
if the algorithm first queries Ie.
If the algorithm first queries Ib, then we set vb ∈ Ia ∩ Ic, so the algorithm will be forced
to query Ia and Ic, and we set va, vc ∈ (Ia ∪ Ic) \ (Ib ∪ Id ∪ Ie), so the optimum can avoid Ib.
Then we can make de behave as the bad instance of Lemma 4.1. The argument is symmetric
if the algorithm first queries Id. J
I Theorem 5.5. Algorithm 1 (with p = 0 or 1) is 5/3-query-competitive if δ = 0 and the
dependency graph has no 2-components after finishing the loop of Lines 2–3.
Proof. The analysis is similar to that of Theorem 5.3. We will give a partition V1, . . . , Vm of
the set of intervals with the following property. Let a(Vi) be the number of intervals in Vi
that are queried by the algorithm, and let q(Vi) := |Q ∩ Vi|, where Q is an optimum query
set. We will have that a(Vi)/q(Vi) ≤ 5/3 for every i, and then the theorem follows. The
analysis for the cases of Lines 3, 11–16 and 18 are identical.
If the algorithm runs Lines 6–9 for edge ij, then let C be the component containing ij in
the dependency graph after finishing the loop of Lines 2–3. We claim that i and j are the
only vertices of C queried in Lines 6–9: Lines 11–16 force that intervals are queried from
left to right; thus, since the dependency graph at this point is a proper interval graph, if an
interval i′ is queried in Line 18, then after that no interval j′ with rj′ < ri′ will have some
dependency. Pick an arbitrary set W ′ of the partition consisting of vertices of C. We merge
{Ii, Ij} and W ′ into a single set W of the partition, and from the previous cases we have
that a(W )/q(W ) ≤ 5/3. J
This proof indicates that the analysis can be improved if we require the graph to have
large components after finishing the loop of Lines 2–3.
I Theorem 5.6. Algorithm 1 (with p = 0 or 1) has query-competitive factor 3/2 + O(1/k) if
δ = 0 and each component of the dependency graph has size at least k after finishing the loop
of Lines 2–3.
Proof. We only have to reconsider the case of Lines 6–9 in the proof of Theorem 5.5. If
the algorithm runs Lines 6–9 for edge ij, then let C be the component containing ij in the
dependency graph after finishing the loop of Lines 2–3. We merge {Ii, Ij} and all partition
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sets containing vertices of C into a single set W of the partition. Since i and j are the only
vertices of C queried in Lines 6–9 and C has size at least k, from the other cases we have
that a(W )/q(W ) ≤ 3/2 + O(1/k). J
The analysis is tight since we can have a chain of k triangles plus 1 edge, such that we
can force the algorithm to query all intervals, while the optimum can avoid one interval in
each triangle and one interval in the extra edge. For large components, we still have a lower
bound of 7/5 for any deterministic algorithm.
I Lemma 5.7. Any deterministic adaptive algorithm has query-competitive ratio at least 7/5,
even if δ = 0 and the dependency graph is a proper interval graph with large components.
Proof. (Lemma 5.7.) Consider the graph of Figure 2, which has 7k + 2 vertices. For
i = 0, . . . , k − 1, vertices 7i+ 3, . . . , 7i+ 7 consist in a copy of the instance of Lemma 5.4.
For i = 0, . . . , k, vertices xi = 7i + 1 and yi = 7i + 2 are dependent, xi is dependent to
7(i − 1) + 7 if i > 0, and yi is dependent to 7i + 3 if i < k. We set vxi , vyi ∈ Ixi ∩ Iyi , so
both the algorithm and the optimum must query Ixi and Iyi , but querying them gives us no
information about the remaining vertices. From Lemma 5.4, we can force any deterministic
algorithm to query all vertices in the graph, while the optimum solution can query only 3
vertices of 7i+ 3, . . . , 7i+ 7. J
Figure 2 Instance which attains the lower bound for proper interval graphs with large components.
It remains an open question to close the gap between the lower bound of 7/5 and the
upper bound of 3/2 + O(1/k). Finally, we note that the problem can be solved exactly for
laminar families of intervals, since all queries will happen at Line 3 of the algorithm.
I Theorem 5.8. Algorithm 1 obtains an optimum solution if δ = 0 and the intervals constitute
a laminar family.
6 Advice Complexity for Adaptive Algorithms
In this section we investigate the advice complexity of solving the adaptive version of the
problem. We assume arbitrary query costs, and for consistency that the oracle answers
questions regarding a fixed optimum solution for the given instance.
First, we deal with the case when δ = 0. Let n be the number of given intervals. We
claim that bn/2c bits of advice are sufficient to solve the problem exactly, and that there are
instances for which bn/2c bits are necessary.
I Lemma 6.1. The advice complexity of the adaptive sorting problem with uncertainty is at
least bn/2c, where n is the number of intervals, even if δ = 0.
Proof. Assume n even and consider n/2 independent copies of the bad instance of Lemma 4.1.
At least 1 bit of advice is necessary to decide the relative order between each pair. J
For an adaptive algorithm with a matching upper bound, we note that, if δ = 0, then any
triangle ijk contains a vertex j such that Ij ⊆ Ii ∪ Ik (just take i with minimum `i and k
with maximum rk). Thus, we can ask the oracle whether the optimum solution queries Ij ; if
not, then we must query all neighbors of j; otherwise, we query Ij , and since Ij ⊆ Ii ∪ Ik,
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we will know at least one of Ii and Ik that also must be queried. If the dependency graph
contains no triangles, then it is a forest, because any cycle in a chordal graph must contain a
triangle. Therefore, we can pick a leaf i and ask the oracle whether the optimum solution
queries its neighbor j; if not, then we query all neighbors of j; otherwise, we query Ij and
we will know if Ii must or not be queried. Since we decide at least two intervals with one bit
of advice, then bn/2c bits are sufficient. We present a pseudocode in Algorithm 2.
Algorithm 2 An adaptive algorithm that finds an optimum solution with bn/2c bits of
advice when δ = 0.
Input: (I1, . . . , In)
1 V ← ∅;
2 while there is some dependency do
3 if there is a triangle K then
4 let i ∈ K with minimum `i, k ∈ K with maximum rk, and j ∈ K \ {i, k};
5 else let i be a leaf, and j be the neighbor of i ;
6 ask the oracle whether the optimum solution queries j;
7 if yes then query Ij , add vj to V;
8 else foreach neighbor z of j do
9 query Iz, add vz to V;
10 while there is Ii ⊃ [vj − δ, vj + δ] for some vj ∈ V do
11 query Ii, add vi to V;
I Theorem 6.2. The advice complexity of the adaptive sorting problem with uncertainty is
bn/2c when δ = 0, where n is the number of intervals.
Now we consider the case when δ > 0. Here, we can improve the lower bound to dn/3·lg 3e
and still have an algorithm with matching upper bound. Both are based on the fact that to
encode k distinct values amortized lg k bits are sufficient and necessary [27].
I Lemma 6.3. The advice complexity of the adaptive sorting problem with uncertainty is at
least dn/3 · lg 3e, where n is the number of intervals.
Proof. Assume n multiple of 3 and consider n/3 independent triangles; it suffices to bound
the number of bits of advice necessary to solve each triangle. Suppose by contradiction
that there is an algorithm that solves any triangle with one bit of advice, and consider the
following instances I1, I2, I3. In each Ii, the k-th triangle has intervals I1, I2, I3 such that
`1 < `2 < `3− δ, r1 + δ < r2 < r3, `2 ≤ `1 + δ, r2 ≥ r3− δ and r1− `3 > 2δ. We have vj = rj
for all j in I1; in I2, v1 = `1, v2 ∈ (`3 + δ, r1 − δ), v3 = r3; and vj = `j for all j in I3. The
only optimum solution for I1, I2, I3 is not to query I1, I2, I3, respectively. (See Figure 3.)
Figure 3 Instances for the lower bound on advice complexity when δ > 0.
By the pigeonhole principle, the algorithm must have the same advice for at least two of
those inputs. So, it suffices to prove that any deterministic algorithm fails in one instance of
any subset with at least two of those instances. Since the intervals are structurally identical,
any algorithm for a triangle performs no better than an algorithm in the following form, for
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fixed x, y ∈ {1, 2, 3}, x 6= y: query Ix, and if no helpful information is given, query Iy. The
instances are constructed in such a way that, for instance Ii, the algorithm does not get any
helpful information by querying Ix with i 6= x, so it fails on instances Ix and Iy. Since one
bit is not sufficient, at least three different values must be encoded in the advice for each
triangle, so dn/3 · lg 3e bits are necessary for the whole instance. J
The algorithm that attains the upper bound relies on Lemma 5.2. It considers the
clique K consisting of vertex x with minimum rx and its neighborhood. Then it asks the
oracle for the index of a vertex y in K that is not queried in the optimum solution or, if
there is no such vertex in K, then the oracle must return y = x. Either way, the algorithm
queries all intervals in K \ {y}, and if y = x then the algorithm will know if y must also be
queried after querying everyone else. So it uses lg |K| bits of advice to decide at least |K|
intervals, and the bound follows since lg k/k has its maximum at k = 3 when k is integer. A
pseudocode is presented in Algorithm 3.
Algorithm 3 An adaptive algorithm that finds an optimum solution with dn/3 · lg 3e
bits of advice.
Input: (I1, . . . , In)
1 V ← ∅;
2 while there is some dependency do
3 let x with minimum rx, and K be the clique consisting of x and its neighborhood;
4 ask the oracle for a vertex y ∈ K not queried in the optimum solution, or y = x if
there is no such vertex;
5 foreach z ∈ K \ {y} do
6 query Iz, add vz to V;
7 while there is Ii ⊃ [vj − δ, vj + δ] for some vj ∈ V do
8 query Ii, add vi to V;
I Theorem 6.4. The advice complexity of the adaptive sorting problem with uncertainty is
dn/3 · lg 3e, where n is the number of intervals.
7 Future Work Directions
One interesting question is how the sorting problem can take advantage of queries with
different levels of precision, as in [21]. A variety of other classical optimization problems
could also be studied in similar uncertainty variants with queries.
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