During the last decades, learning a low-dimensional space with discriminative information for dimension reduction (DR) has gained a surge of interest. However, it's not accessible for these DR methods to achieve satisfactory performance when facing the features from multiple views. In multi-view learning problems, one instance can be represented by multiple heterogeneous features, which are highly related but sometimes look different from each other. In addition, correlations between features from multiple views always vary greatly, which challenges the capability of multi-view learning methods. Consequently, constructing a multi-view learning framework with generalization and scalability, which could take advantage of multi-view information as much as possible, is extremely necessary but challenging. To implement the above target, this paper proposes a novel multiview learning framework based on similarity consensus, which makes full use of correlations among multi-view features while considering the scalability and robustness of the framework. It aims to straightforwardly extend those existing DR methods into multi-view learning domain by preserving the similarity between different views to capture the low-dimensional embedding. Two schemes based on pairwise-consensus and centroid-consensus are separately proposed to force multiple views to learn from each other and then an iterative alternating strategy is developed to obtain the optimal solution. The proposed method is evaluated on 5 benchmark datasets and comprehensive experiments show that our proposed multi-view framework can yield comparable and promising performance with previous approaches proposed in recent literatures.
I. INTRODUCTION
The raw data are often collected from different kinds of viewpoints [1] [2] [3] [4] in many real-world applications, such as image retrieval [5, 6] , text categorization [7] and face recognition [8, 9] . For example, web pages usually consist of title, page-text and hyperlink information; an image could be described with color, text or shape information, such as HSV, Local Binary Pattern (LBP) [10] , Gist [11] , Histogram of Gradients (HoG) [12] , Edge Direction Histogram (EDH) [13] . Different from single view data which only contains partial information, multi-view data usually carries complementary information among different views. Even though multi-view features usually contain more useful information than single view scenario, high dimensional problems and integration among different views influence the efficiency and performance of the application system. To address the abovementioned issues, most DR methods and multi-view learning methods are proposed.
To tackle time consuming and computational cost due to high dimensional features, a variety of DR methods are proposed to find a low dimensional space by preserving come properties of raw features. Existing DR methods could be mainly divided into three categories: subspace learning [9, [14] [15] [16] [17] [18] [19] [20] [21] [22] , kernel learning [23] [24] [25] and manifold learning [26] [27] [28] [29] . Principal Components Analysis(PCA) [15] and Linear Discriminant Analysis(LDA) [16, 17] are two popular subspace learning methods based on linear transform, which maximize the global variance of low dimensional features and the ratio between between-class scatter and within-class scatter. Contrast to PCA and LDA that only maintain global structure, some DR methods aim to find an optimal subspace while could preserve the the local relations between different samples by different means, such as Locality Preserving Projection(LPP) [18] , Neighborhood Preserving Embedding(NPE) [19] , Locality Semantic Discriminant Analysis(LSDA) [20] , Large Margin Nearest Neighbor(LMNN) [21] , Margin Fisher Analysis(MFA) [22] , and Sparsity Preserving Projections(SPP) [9] . Unlike these linear methods above, kernel methods aim to find a low dimensional space in nonlinearly high-dimensional space by using kernel tricks. There are some represented works including Kernel Principal Components Analysis(KPCA) [23] , Kernel Fisher Discriminant Analysis(KFDA) [24] , and Kernel Large Margin Component Analysis(KLMCA) [25] , which extend PCA, LDA and LMNN into nonlinear subspace learning domain respectively. Except for kernel methods above, manifold learning is an effective approach for nonlinear dimension reduction, which learns an embedded low-dimensional manifold through preserving local geometric information of the original high dimensional space. Representative manifold learning algorithms include Isometric Mapping (Isomap) [26] , Laplacian Embedding (LE) [27] , Local Linear Embedding (LLE) [28] , and Local Tangent Space Alignment(LSTA) [29] . These DR methods above mainly focus on single view, and couldn't be directly extended to process multi-view cases.
On integrating rich information among different viewpoints, a variety of multi-view learning methods [30] [31] [32] [33] [34] [35] has been proposed in the past decade. The work [30] proposes that Canonical Correlation Analysis (CCA) [36] could be used to arXiv:1911.07656v1 [cs. LG] 15 Nov 2019 project the two view into the common subspace by maximizing the cross correlation between two views. Furthermore, CCA is further generalized for multi-view scenario termed as multiview canonical correlation analysis (MCCA) [31] . Multi-View Discriminant Analysis [32] is proposed to extend LDA into a multi-view setting, which projects multi-view features to one discriminative common subspace. The paper [33] proposes a Generalized Latent Multi-View Subspace Clustering, which jointly learns the latent representation and multi-view subspace representation within the unified framework. Besides these multi-view learning methods, some researches based on multiple graph learning have been developed. Multiview Spectral Embedding (MSE) [34] incorporates conventional algorithms with multi-view data to find a common lowdimensional subspace, which exploits low-dimensional representations based on graph. The work [35] aims to propose a coregularized multi-view spectral clustering framework that captures complementary information among different viewpoints by co-regularizing a clustering hypothesis. In addition to these works above, such works in [37] [38] [39] [40] [41] [42] [43] [44] [45] also obtain promising performance in multi-view learning environment. Even though these methods have made good progress in integrating multiview information, limitations of generalization and scalability exist all the time.
A. Motivation
For many real-world applications, the same object usually could be described at different views, which arises high dimensional problems and integration problems among different views influence. As a famous family of high dimensional data processing, DR methods have attracted wide attention due to their excellent performance. As aspect of integration among different views, some multi-view methods are proposed to achieve considerable performance but some limitations including generalization and scalability still remain. It's very difficult for these work to extent DR methods based on single view with their opinion into multi-view setting, such that we couldn't make the most of advantages of single view based DR methods when integrating rich information among different views.
Based on the discussion above, we decide to comprehensively investigate the multi-view learning problem from the following 2 aspects:
1 Is it feasible to extend these DR methods, including subspace learning, kernel learning, and manifold learning, to process multi-view problems together? 2 How to integrate multi-view features from different features under different views?
B. Contributions
In this paper, we first propose a novel multi-view learning framework based on similarity consensus for manifold learning methods, which maintain local linear structure in the geometric manifold space. Especially, we utilize the correlation between similarity matrices of two views as the consensus term and then the pairwise consensus-based framework and the centroid consensus-based framework are designed to integrate different information from multiple views respectively. Then, an optimization algorithm using iterative alternating strategy is developed to obtain the optimal solution of the framework. Furthermore, we extend the framework for subspace learning and kernel learning so that most DR methods based on single view could be extended to achieve the dimension reduction in multi-view features. Finally, the experiments are conducted on 5 benchmark datasets. To sum up, the contributions in this paper are illustrated as follows:
• The novel multi-view manifold learning framework based on similarity consensus is proposed to integrate different information from multiple views and then we propose an effective and robust iterative method to seek an optimal solution for the multi-view framework. • We extend single view based subspace learning and kernel learning methods that could be cast as a special form of the quadratically constrained quadratic program into this multi-view framework. • The experimental results on 5 benchmark datasets demonstrate that the proposed method outperforms its counterparts including approaches proposed in recent literatures and achieve comparable and promising performance.
C. Organization
The rest of the paper is organized as follows. In Section 2, we provide related methods which have attracted extensive attention. In Section 3, we describe the construction procedure of the multi-view learning framework based on similarity consensus for manifold learning and illustrate the optimization algorithm in detail. In Section 4, we extend subspace learning and kernel learning methods based on similarity consensus into the multi-view framework. In Section 5, empirical evaluations based on the applications of text classification and image classification demonstrate the effectiveness of our proposed approach. In Section 6, we make a conclusion of this paper.
II. RELATED WORK
In this section, we review two widely concerned multi-view learning methods, including Canonical Correlation Analysis (CCA) [36] and Co-regularized multi-view spectral clustering [35] , which have attracted wide attention in practical applications.
A. Canonical Correlation Analysis
Canonical Correlation Analysis (CCA) [36] can be seen as the problem of finding basis vectors for two sets of variables such that the correlation between the projections of the variables on to these basis vectors are mutually maximised. Consider the multivariate vectors of the form (X, Y ), where X = {x 1 , x 2 , . . . , x N } denotes the samples from one view and Y = {y 1 , y 2 , . . . , y N } denotes the samples from the other view. CCA is to choose to maximize the correlation between the two vectors by projection transform. So we could get the following optimization problem:
(1) where w x and w y denote the projecting matrix of the samples X and the samples Y respectively. To solve the above optimization problem, the eigenvalue decomposition method could be employed.
B. Co-regularized Multi-view Spectral Clustering
Co-regularized Multi-view Spectral Clustering [35] is a spectral clustering algorithm under multiple views, which achieves this goal by co-regularizing the clustering hypothesis across views. Assume that given data has multiple views, and let
denote the features set in the vth view and L v denotes the normalized graph Laplacian matrix in this view. According to the co-regularizing the clustering hypothesis across views, we could get the following maximization problem for m views:
where the hyperparameter γ trades-off the spectral clustering objectives and the spectral embedding disagreement term, and the second item in the Eq.(2) reflects the measure of agreement between two views. To solve the loss objective problem, the iterative alternating strategy could be employed.
III. THE SIMILARITY-CONSENSUS REGULARIZED MULTI-VIEW MANIFOLD LEARNING
In this section, We first introduce manifold learning methods based on single view and background knowledge towards multi-view manifold learning problems. Then, we utilize the correlation between similarity matrices of two views as the consensus term and propose a multi-view framework based on such consensus terms among multiple views, which not only preserves the strength of DR methods based on single view but also fully utilizes compatible and complementary information from multi-view features in SectionIII-B. Besides, we also provide a centroid-based scheme to obtain a common low-dimensional embedding. An iterative alternating strategy is adopted to find the optimal solution for our framework solution and the optimization procedure is illustrated in detail in Section III-C. And Fig.1 shows the working procedure of Multi-view manifold learning framework. Finally, we clearly analyze the influences on time complexity to explain the efficiency of our framework.
A. Manifold learning based on single view
LLE [28] and LE [27] are two representative manifold learning algorithms, which lie on a sub-manifold of the observations space. Inspired by LLE and LE, we focus on the special form of a quadratically constrained quadratic program(QCQP) in this paper. Suppose that we have the vth view and Y v denotes the low dimensional embedding to solved. We express
reflects the manifold structure for the vth view. Taking LLE as an example, we could utilize M v to reformulate the
Thus, we could get the following equation for manifold learning problems:
where I is an identity matrix and C v ∈ R N ×N denotes the constraint term, which is a square symmetric definite matrix. Taking LLE as an example, we could utilize M v and I N to
For multi-view learning problems, multi-view data in m views could be represented as
denotes the features set with N samples in the vth view and D v is the dimension of features set. By adding up objective function in Eq.(3) among all views, we could obtain the following optimization problem:
But this equation is equal to solve the manifold learning based on single view problem for all views separately and fails to make full use of complementary and compatible information among multi-view features. Even though multiple views contain more information beyond single view, high dimension problems and integration among different views bring a huge challenge in obtaining the low-dimensional embedding. However, complementary and compatible information from multi-view features could greatly improve the performance of traditional methods. Therefore, it's wealthy and necessary to solve the above issues and the robust and scalable multi-view learning framework is proposed in this paper to obtain the low-dimensional embedding as
B. Multi-view Framework based on Similarity Consensus
On integrating different views, the dimension of the features set in each view owns its size, which is different from the other views. Besides, coordinating different manifold structures directly isn't easy to implement because of its intrinsic geometric properties in each view. Therefore, integrating different views is still full of challenges. To address two issues above, we make such a multi-view hypothesis that the pairwise similarity of coefficient vectors to be similar to all views. In this hypothesis, we encourage the pairwise similarities of instances to be similar across all views.
Considering the two-view case consisting of the vth view and the wth view. obviously, Y v in the vth view and Y w in the wth view have different dimensions d v and d w , which are obtained respectively from different manifold structures. To handle these issues, we propose the following loss function as a measurement of consensus term between the vth view and the wth view:
where K v and K v stand for the similarity matrix of the vth view and the wth view separately, and · 2 F denotes the square Frobienius norm (F-norm). To further express the consensus term, we expand Eq.(5) as follows:
According the attributes of matrix trace and the symmetry of similarity matrix, we could reformulate Eq.(6) as follows:
It's easy to find that the second term tr(K v K v ) and the third term tr(K v K v ) in the above equation just depend on individual view, which couldn't work in integrating two different views. Therefore, we could get the following equation by ignoring the irrelevant terms and the scaling term:
To achieve the multi-view hypothesis, we want to maximize the above agreement between the vth view and the wth view.
Combining the consensus term with Eq. (3), we could get the following joint optimization problem for the vth view and the wth view:
where the hyperparameter λ trades-off the above agreement function with the loss function in manifold learning under single view. We extend the two-view manifold learning framework for more than two views. It could be done by employing pairwise agreement in the objective function of Eq.(8). Combing Eq.(8) and Eq.(4), we have
Inspired with these works [34, 43, 46] , we realize that different view plays different importance in learning to obtain the low-dimensional embedding. Thus, we allocate the different weights for different views, which reflect the importance that each view plays in learning to obtain the low-dimensional embedding. Combining this with Eq.(10) for m views, we obtain the following overall objective function of multi-view manifold learning framework:
where α = α 1 , α 2 , · · · , α m is a non-negative weights vector, r > 1 is scalar controlling the weights and γ is coefficient of regular term for α. The first term ensures that the manifold structure would be maintained in low dimensional space, the second term follows the multi-view hypothesis by pairwise consensus and the third constrains the scale of weights to improve robustness of our methods. In this way, we obtain a multi-view manifold learning framework based on pairwise consensus.
Although multi-view features extract from different means, they are just different descriptions for one same object. Therefore, considering that all manifold spaces of different are integrated into one common manifold space is also a Feasible idea. And we utilize the common space as the centroid view. Accordingly, we propose such a multi-view hypothesis that the similarties between the vth view and centroid view are similar across all views. This hypothesis means that all similarity matrices from multiple views should be consistent with the similarity of the centroid view. To achieve this multiview hypothesis, we want to maximize the above agreement between the vth view and the centroid view. Combining this with Eq.(11), the objective function of multi-view manifold learning framework based on the centroid view could be written as follows:
where Y * = [y * 1 , y * 2 , . . . , y * N ] ∈ R d * ×N denotes the lowdimensional embedding and d * is the dimension of the centroid view. In contrast to the pairwise agreement strategy which has m(m−1)/2 pairwise agreement terms, the centroidbased strategy has m pairwise agreement terms.
In summary, we derive two multi-view manifold learning frameworks based on pairwise consensus and centroid consensus separately in this section, which encourage all similarity matrices from multiple views to be consistent with each other. The first scheme enforces that each view pair (v, w) should have high pairwise similarity by the consensus term S(Y v , Y w ) and the second scheme enforces each view to maintain similar by integrating into one common manifold space. To solve Eq.(11) and Eq.(12), we propose an alternating optimization algorithm with guaranteed convergence, as shown in the next section.
C. Optimization
In this section, we derive the solutions for the above problems, which are nonlinearly constrained nonconvex optimization problems. To the best of our knowledge, there is no direct way to get the global optimal solution. For this reason, we propose an iterative alternating strategy based on the alternating optimization [47] to obtain a local optimal solution. That is to say, we alternatively update each variable when fixing others.
U pdating α v : When we fix other variables but α v , both the Eq.(11) and the Eq.(12) w.r.t α v could be written as follows:
which could be solved by the method of Lagrange multiplier. BY introducing the Lagrange multiplier η, the above problem could be transformed as follows:
Its partial derivatives with respect to α v and η are:
By setting α v ,η L = 0, we get the optimal solution of α v as:
U pdating Y v : Because of the difference between dependent terms solving Y v , we solve the optimal solution Y v in the Eq.(11) and the Eq.(12) respectively. For the Eq.(11), by removing the irrelevant terms, we obtain the following problem:
To get a conveniently solved optimization problem influenced by the form of Eq.(3), we choose linear kernel as kernel
Besides, we could take care of the nonlinearity present in the vth view by choosing the suitable kernel function in other views. In this way, we reformulate the Eq.(17) to
Based on the Ky-Fan theory [48] , Y v in Eq.(18) has a global optimal solution, which is given as the eigenvectors associated with the smallest d v eigenvalues of (α v )
It's easy to find that L v is symmetric. Applying Lagrangian multiplier method to solve Eq. (20), we could get
where η is the multiplier coefficient. Because C v is a square symmetric definite matrix, the optimal solution of Y v in Eq. (20) is the eigenvectors associated with the smallest
For the Eq.(12), by removing the irrelevant terms, we obtain the following problem:
We also formulate kernel function as
according to the previous derivation process. And we could reformulate the Eq. (19) as
We
U pdating Y * : When we fix other variables but Y * in the Eq.(12), the Eq.(12) w.r.t Y * could be written as follows:
Here, inspired by the previous section, we choose the linear kernel as kernel function for the common view. Substituting this into the Eq.(21) and neglecting the scale term, then we could obtain the following optimization problem:
We find that 1≤v≤m K v is symmetric. According to the Ky-Fan theory [48] , the optimal solution of Y * in Eq. (22) is the eigenvectors associated with the largest d * eigenvalues of
We have so far presented the whole optimization procedures for the Eq.(11) and the Eq.(12). According to the descriptions above, we can form the alternating optimization strategy to iteratively update the variables in Eq.(11) and Eq.(12), summarized in Algorithm 1 and Algorithm 2, to capture a local optimal solution of our framework.
Because our proposed framework is solved by alternating optimization strategy, it's essential to discuss the convergence of Algorithm (13) . until Y * converges each iteration of Algorithm 1. Thus, the alternating optimization will monotonically decrease the objective in Eq.(11) until it convergences. As the above discussion, the objective in Eq.(11) could convergence a stationary point. Similarly, we also show the convergence of Algorithm 2 according to the above analysis process of Algorithm 1.
D. Time Complexity Analysis
To clearly explain the efficiency of our framework, this subsection mainly analyzes the influences on time complexity. The computational cost mainly consists of two parts. The first part is initialization for all variables, which mainly depends on the construction for M v and performed singular value decomposition for Y v . The second part is for low-dimensional embedding Y v or Y * , which need to perform eigenspace decomposition in each iteration. Therefore, the time complexity of Algorithm 1 and Algorithm 2 process scales are O(mN 3 + T (m + 1)N 3 ) and O(mN 3 + T (m + 1)N 3 ) respectively, approximately O(T mN 3 ), where T is the iteration times of the alternating optimization procedure, m is the number of views and N is the number of samples. When comparing with DR methods under single view, the time consumption of our framework is higher due to the continuous iterative optimization process. But when comparing with those multi-view methods which employ eigenspace decomposition and iterative alternating strategy, such as MSE and Co-regularized whose time complexity scales is about O (T mN 3 ) , our framework is quite comparable to these methods.
IV. EXTENSIONS
In this section, we extend subspace learning and kernel learning methods based on similarity consensus into the multiview framework. Most subspace learning methods could be cast as a special form of QCQP. Specially, the optimal projection W v for the vth view could be obtained as
where W v ∈ R D v ×d v denotes the projection matrix for the vth view, A v is some symmetric square matrix and B v is a square symmetric definite matrix. Methods that fit this equation include PCA [15] , LDA [24] , LPP [18] and MFA [22] .
A. Multi-view Subspace Learning based on Similarity Consensus
Most existing subspace learning methods are proposed to find a low dimensional space by preserving come properties of raw features to significantly reduce time consuming and computational cost for high dimensional features. However, these DR methods above mainly focus on single view so that information among multiple views couldn't be fully utilized. Thus, we extend those methods based on single view to our multi-view framework. For the vth view, we could denote W v T X v as Y v when we use W v as the projection matrix. Referring to the construction process of Eq.(11), we further factorize A v and B v as X v M X v T and X v C v X v T respectively. In this way, it's more convenient to explain the expansion process. Taking PCA, NPE and LDA as examples, we could express M v and C v as follows:
R N ×N is the identity matrix and 1 1/N is a R dv×dv matrix that each element is filled with 1/N . And 
Combing this with Eq.(11), we could get the following pairwise based multi-view subspace learning optimization problem:
Similarly, we also obtain the following centroid consensusbased multi-view subspace learning optimization problem:
Reforing to Algorithm 1 and Algorithm 2, we could obtain the optimal solution of Eq.(24) and Eq.(25). Through the above construction process, we extend those methods based on single view to our multi-view framework.
B. Multi-view Kernel Learning based on Similarity Consensus
Kernel methods [23] [24] [25] involve mapping to non-linear space and then obtain projection in that mapped space. Specially, for the X v in the vth view, we first map all features into the kernel space by nonlinear function
And it has been verified [23] 
. Therefore, W v φ could be expressed as follows:
where
consists of the expansion coefficients. Combing this with Eq.(24), introduced in the previous section we could get the following pairwise based multi-view kernel learning optimization problem:
We 
Similarly, we also obtain the following centroid based multiview subspace learning optimization problem:
Reforing to Algorithm 1 and Algorithm 2, we could obtain the optimal solution of Eq.(28) and Eq.(29) by the iterative alternating strategy. Through the above construction process, we extend kernel methods based on single view to our multiview framework.
V. EXPERIMENTS
In this section, we evaluate the performance of our framework by comparing it with several classical DR methods and multi-view learning methods in the multi-view datasets of texts and images. These experiment results verify the excellent performance of our framework.
A. Datasets and Competitors
There are six datasets in the form of texts and images. Three text datasets adopted in the experiments are widely used in works, including 3Source and Cora. 3Sources consist of 3 well-known online news sources: BBC, Reuters and the Guardian, and each source is treated as one view. We select the 169 stories which are reported in all these 3 sources; Cora consists of 2708 scientific publications which come from 7 classes. Because the document is represented by content and cites views, Cora could be considered as a two views datasets. Three images datasets adopted in the experiments are widely used in works, including: ORL, Yale, Caltech 101. ORL and Yale are two face image datasets which have been widely used in face recognition. Caltech101 is a benchmark image dataset which contains 9144 images corresponding to 102 objects. We extract features for images using three different image descriptors. The detailed information of these datasets is summarized in Table I . Some example images in YALE and ORL datasets are shown in the Fig.2 . We propose a multi-view framework for manifold learning in this paper, and extend subspace learning and kernel learning methods to this framework. Here, we choose two multi-view manifold learning methods implemented in our framework, which are centroid-based multi-view local linear embedding(CMLLE) and pairwise-based multi-view laplacian embedding(PMLE) separately. The effectiveness of our framework is evaluated by comparing CMLLE and PMLE with the following algorithms, including: the best performance of the single view-based LLE(BLLE), the best performance of the single view-based LE(BLE), the feature concatenation-based LLE(CLLE), MSE,CCA. All methods are evaluated 30 times with different random training samples and testing samples, and the mean(MEAN) and max(MAX) classification accuracies on multi-view datasets are employed as the evaluation index.
B. Experiments on textual datasets
In an attempt to show the superior performance of our framework, the experiments on two multi-view textual datasets (3Source, Cora) are shown in this section. And 1NN classifier is adopted here to classify all testing samples to verify the performances of all DR methods when we have obtained the low-dimensional embedding using all DR methods.
For 3Source dataset, we randomly select 70% of the samples for each subset as training samples every times. The dimension of embedding obtained by all DR methods all maintains 30 dimensions. We run all DR methods 30 times with different random training samples and testing samples. Table II Tables II-III, we can clearly find that our framework outperforms the other DR methods in most situations. Therefore, our framework for multi-view features are more effective. Because our framework can integrate compatible and complementary information from multi-view features, our framework can obtain a more excellent performance.
C. Experiments on images datasets
In an attempt to show the superior performance of our framework, the experiments on three multi-view images datasets (Yale, ORL, Caltech101) are shown in this section. And 1NN classifier is adopted here to classify all testing samples to verify the performances of all DR methods when we have obtained the low-dimensional embdedding using all DR methods.
For Yale dataset,we extract gray-scale intensity, local binary patterns and edge direction histogram as 3 views. The dimension of embedding obtained by all DR methods all maintains 20 dimensions and 30 dimensions. We randomly select 80% of the samples for each subset as training samples every times and run all DR methods 30 times with different random training samples and testing samples. Fig.3 shows the accuracy value on Yale dataset.
For ORL dataset, we extract gray-scale intensity, local binary patterns and edge direction histogram as 3 views. The dimension of embedding obtained by all DR methods all maintains from 5 to 30 dimensions. We randomly select 70% of the samples for each subset as training samples every times and run all DR methods 30 times with different random training samples and testing samples. Fig. 4 shows the mean accuracy values on ORL dataset.
For Caltech101 dataset, the first 20 classes are utilized in our experiments. Meanwhile, we extract gist, local binary patterns and edge direction histogram as 3 views. The dimension of embedding obtained by all DR methods maintains from 5 to 30 dimensions. We randomly select 70% of the samples for each subset as training samples every times and run all DR methods 30 times with different random training samples and testing samples. Fig. 5 shows the mean accuracy values on Caltech101 dataset. Through Fig.3-5 , we can clearly find that our framework outperforms the other DR methods in most situations. And CLLE that concatenating features from different views couldn't gain good performance. Therefore, our framework for multi-view features is more effective. In summary, our framework could integrate compatible and complementary information from multi-view features and obtain more excellent 
D. Convergence
Because our framework adopts an iterative procedure to obtain the optimal solution, it is essential to discuss the convergence in detail. In this section, we summarize the objective values of CMLLE on Cora and Caltech101 datasets according to the above experiments. All the training parameters (such as training numbers, dimensions) can be found above Fig.6 , which summarizes the objective values of Cora and Caltech101 datasets.
We can clearly find in Fig.6 that the curve of the objective values tends to be stable after twenty iterations on the Cora datasets and the objective values tend to be stable after thirty iterations on the Caltech101 datasets. It implies the fact that our framework could converge within a limited number of iterations, and the size of the matrix is an important factor affecting the speed of convergence according to the different iterations numbers of the Cora and Caltech101 datasets.
VI. CONCLUSION
In this paper, we propose a novel multi-view learning framework based on similarity consensus, which makes full use of correlations among multi-view features while considering the robustness and scalability of the framework. Besides, it's such a flexible and scalable framework that aims to straightforwardly extend existing single view-based learning methods, including subspace learning methods, kernel methods, and manifold learning methods, into multi-view learning domain by preserving the similarity between different views to capture the low-dimensional embedding for multi-view features. Meanwhile, we provide two schemes based on pairwise and centroid consensus terms in detail and the corresponding algorithms based on iterative alternating strategy are produced to find the optimal solution for our framework. Comprehensive experiments show that our proposed multi-view framework is a comparable and effective multi-view method. 
