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Abstract
Uncertainty principle is an inherent nature of quantum system per se, which
undermines the precision measurement of incompatible observables and hence the
applications of quantum theory. Entanglement, another unique feature of quan-
tum physics, was found may help to reduce the quantum uncertainty, that really
matters, for instance, in quantum metrology. In this paper, we introduce a prac-
tical method to determine the one-side measurement, which may be employed to
reduce the measurement uncertainty of its partner. By means of this method, a
family of majorization uncertainty relations in the presence of quantum memory is
constructed, which is applicable to arbitrary number of observables. The new fam-
ily of uncertainty relations implies sophisticated structures of quantum uncertainty
and non-locality that were thought of as scalars. Applications to reduce the joint
uncertainty and witness quantum non-locality are presented.
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1 Introduction
One of the distinct features of quantum mechanics is its inherent limit on the joint
measurement precision of incompatible observables, known as the uncertainty relation.
The most representative uncertainty relation writes [1]:
∆X2∆Y 2 ≥ 1
4
|〈[X, Y ]〉|2 . (1)
Here the uncertainty is measured by variance, e.g. the ∆X2 for observable X. Equation
(1) asserts a lower limit to the uncertainties of two observables in terms of the expectation
value of their commutator. This lower bound in (1)-like inequality is unsually state
dependent and could be null which trivializes the relation [2]. Nevertheless, the entropic
uncertainty relation was developed with state independent lower bound [2–4]. A typical
one of them, the Maassen and Uffink(MU) form [4], goes as
H(X) +H(Y ) ≥ log 1
c
, (2)
where H(X) denotes the Shannon entropy of the outcome probability distribution while X
is measured. The term c ≡ maxi,j |〈xi|yj〉|2 quantifies the complementarity of observables
with |xi〉 and |yj〉 being the eigenvectors of X and Y , respectively. Though great efforts
have been devoted to the subject, finding the optimal lower bound for entropic type
uncertainty relations remains a challenging task [5], and recent study indicates that the
two different types of uncertainty relations are in fact mutually equivalent [6].
Though uncertainty is an inherent nature of quantum physics, it was found beatable
in the presence of quantum memory. In such situation, the uncertainty relation may
schematically take the form [7]:
S(X|B) + S(Y |B) ≥ log 1
c
+ S(A|B) . (3)
Here S(X|B) stands for conditional von Neumann entropy representing the uncertainty
about the outcomes of measurement X of Alice(A), given information stored in a quantum
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memory Bob(B). The S(A|B) term is supposed to signify the influence of entanglement on
the uncertainty relation, but actually it has no business with the measurement uncertainty,
viz. H(X) or H(Y ). In addition, equation (3) suffers from the optimal lower bound
problem of entropic uncertainty relations as well [8].
Contrary to the variance and entropy, a vectorized measure of uncertainty was intro-
duced in [9], where the majorization can produce not only entropic uncertainty relations
[10], but also give rise to a universal uncertainty relation [11]. A typical majorization
uncertainty relation in direct sum form goes as [12]
~p(x)⊕ ~p(y) ≺ ~s , (4)
where ~p(·) signifies the probability distribution of corresponding measurement outcomes.
The majorization relation ~a ≺ ~b is defined as ∑ki=1 ai ≤∑kj=1 bj, k ∈ {1, · · · , N}, for two
vectors with components in descending order and the equality holds for k = N . Unlike
variance and entropy, the upper bound ~s in the uncertainty relation (4) is unique and
optimal which can be easily determined via the theory of majorization lattice. It has also
been shown that this limit can be violated for some entangled bipartite states [13].
For local uncertainty in bipartite system, a realistic question arises that for a given
measurement on Alice, what is the optimal measurement strategy for Bob to take in
order to minimize the uncertainty of Alice’s measurement with his information feedback.
In addition to reducing the local uncertainty, similar questions may naturally appear
to other non-local properties of quantum system. For example, Bell non-locality and
steering [14] are expected to have different correlation strengthes, which are hopefully to
be distinguished by means of the optimal measurement strategy. Moreover, in the area of
probabilistic inference, the typical problem of identifying the extremal joint distribution,
that maximizes the correlation for given marginals [15], can possibly get an answer as per
the same logic.
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In this paper, we propose a practical method on how to reduce the quantum uncer-
tainty in condition of quantum memory. That is for a given bipartite quantum state ρAB
and measurement X on A, how to perform the measurement X ′ on B in order to reduce
the uncertainty of X. By virtue of the lattice theory, the optimal measurement strategy
will be established. To this aim, we work out a family of conditional majorization un-
certainty relations (CMURs) in a distinctive way, which enables the study of quantum
uncertainty and non-locality applicable to infinite number of measurement settings, a
hurdle hard to surmount in other formalisms.
2 Optimal measurement strategy and its applications
2.1 Optimal measurements to reduce the local uncertainty
In a bipartite system ρAB, the reduced density matrix ρA = TrB[ρAB] describes the
local system A and the diagonal elements of ρ′A = u
†
xρAux give the probability distribution
of the measurement outcomes of X. The unitary matrix ux = (|x1〉, · · · , |xN〉) is composed
of the eigenvectors of X. Measurement X ′ on local system B (of dimension N) may also
be performed, and the resulted joint distribution is
P (X,X ′) = (~p (1)(x), ~p (2)(x), · · · , ~p (N)(x)) . (5)
Here ~p (j)(x) represents the jth distribution vector of the outcomes of X with X ′ being
found of x′j, and
∑N
j=1 ~p
(j)(x) = ~p(x) is the marginal distribution of X. From the joint
distribution P (X,X ′), we define the following vectorized measure of uncertainty for X
conditional on the knowledge of X ′
~p(x|x′) ≡ ~p (1)↓(x) + ~p (2)↓(x) + · · ·+ ~p (N)↓(x) , (6)
where the superscript ↓ indicates that the components of the summand vectors range in
descending order. The conditional probability distribution vector ~p(x|x′) may be called as
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well the majorized marginal distribution. For joint distributions P (X,X ′1) and P (X,X
′
2),
if ~p(x|x′2) ≺ ~p(x|x′1), we say X has less uncertainty conditioned on the information of X ′1
comparing to that conditioned on X ′2.
With the definition of majorized marginal distribution one may figure out that ~p(x|x′)
is always less uncertain than the ordinary marginal ~p(x), or in the majorization language
~p(x) ≺ ~p(x|x′); and the joint distribution of independent observables X and X ′ gives
~p(x) = ~p(x|x′). For all possible measurements {X ′}, the majorized marginal distribution
~p(x|x′) possesses the following property:
Proposition 1 Given ρAB and measurement X on A, there exists a unique least upper
bound for ~p(x|x′), i.e.,
∀X ′ , ~p(x|x′) ≺ ~s (x) . (7)
Here ~s (x) depends only on X and ρAB, and ~s
(x) = ~p(x|x′1)∨~p(x|x′2)∨· · ·∨~p(x|x′N) where the
majorized marginal ~p(x|x′k) has the largest sum of first k components, i.e.
∑k
i=1 pi(x|x′k) =
max
{X′}
{∑k
i=1 pi(x|x′)
}
.
Majorization (7) holds due to the fact that there exists a least upper bound for the
join operator ‘∨’ of a majorization lattice [12]. The unique least upper bound ~s (x) is
determined by the optimal measurement set {X ′k|k = 1, · · · , N}, in which each X ′k gives
the marjorized marginal distribution of ~p(x|x′k) defined in Proposition 1 (see Appendix A).
We define the optimal measurement set {X ′k} to be the optimal measurement strategy for
B to reduce the uncertainty of X. Following we present some typical applications based
on this measurement strategy.
2.2 The conditional majorization uncertainty relations
The uncertainty relations behave as the constraints on the probability distributions
of two or more incompatible measurements. Variance and entropy are scalar measures
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of the distribution uncertainty (disorder or randomness in the language of statistics),
while the majorization relation provides a lattice structured uncertainty measure [12]. In
bipartite system, the uncertainty of measurement outcome may be reduced based on the
side information from its entangled partner. Considering of equation (7) we have the
following Corollary
Corollary 1 For two measurements X and Y on A, we have a family of conditional
majorization uncertainty relations
~p(x|x′) ∗ ~p(y|y′) ≺ ~s (∗) . (8)
Here X ′ and Y ′ are measurements on B, and ~s (∗) ≡ ~s (x) ∗ ~s (y) with {∗} being a set of
binary operations that preserve the majorization, including direct sum, direct product, and
vector sum, i.e., {⊕,⊗,+} ⊂ {∗}, etc.
The proof of Corollary 1 is deferred to the Appendix for simplicity. In fact the relation
(8) is not restricted to observable pairs, it can be generalized to arbitrary number of
observables by the multiple application of the operations in {∗}. An alternative definition
for conditional majorization can also be found in [16], where the convex functions are
used for the characterization, therefore the concepts of unique least bound from the lattice
theory do not apply. Next, we show how the conditional majorization uncertainty relation
affects quantum measurements, namely on the uncertainty relation with entangled quanta
and on the quantum steering witness.
2.2.1 Break through the quantum constraint
Considering the direct sum in Corollary 1, we have
~p(x|x′)⊕ ~p(y|y′) ≺ ~s (⊕) = ~s (x) ⊕ ~s (y) . (9)
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Figure 1. The conditional majorization uncertainty relation in the presence
of quantum memory. The violation of the quantum bound ~s for observable pairs
{σ(θ, 0), σ(θ, pi)} with different θ are presented for the quantum state |ψξ〉 = cos ξ|00〉 +
sin ξ|11〉. The green lines represent the Lorenz curves of the upper bound ~s (⊕) for different
ξ, which violate the quantum limit ~s, the red lines, in certain sections.
This provides an upper bound for incompatible measurements X and Y on Alice in the
presence of quantum memory. We know for single particle the optimal upper bound for
the direct sum majorization uncertainty relation of X and Y is [12]
~p(x)⊕ ~p(y) ≺ ~s , (10)
where ~s depends only on the local observables. To compare these two bounds, we employ,
without loss of generality, the bipartite qubit state
|ψξ〉 = cos ξ|00〉+ sin ξ|11〉 , ξ ∈ [0, pi/4] (11)
and local observable
σn ≡ σ(θ, φ) = σz cos θ + σx sin θ cosφ+ σy sin θ sinφ (12)
for demonstration. From Proposition 1, for the measurement σn on Alice side, the optimal
measurement σn′ = σ(θ
′, φ′) performed by Bob may be achieved as (see Appendix A for
details)
tan θ′ = tan θ sin(2ξ) , φ′ = φ , (13)
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and then gives the corresponding optimal upper limit for the distribution vector, i.e.
~p(σn|σn′) ≺ ~s (σn) =
(
1
2
+ 1
2
√
cos2 θ + sin2 θ sin(2ξ)
1
2
− 1
2
√
cos2 θ + sin2 θ sin(2ξ)
)
. (14)
When taking X = σ(θ, 0) and Y = σ(θ, pi) with commutator [X, Y ] = iσy sin(2θ), the
upper bound ~s (⊕) in relation (9) can be constructed via (14). The relationship between
~s (⊕) (with the presence of quantum memory) and ~s (single particle state) for different
degrees of entanglement is illustrated in Figure 1 in Lorenz curves. Two distributions
satisfy ~s (⊕) ≺ ~s, if and only if the Lorenz curve of ~s (⊕) is everywhere below that of ~s.
The state is maximally entangled when ξ = pi/4 and in product state when ξ = 0. In
the whole range of ξ ∈ (0, pi/4], the conditional uncertainty relation (9) has the upper
bound ~s (⊕) ⊀ ~s, see Figure 1. That means the quantum limit is broken in the presence
of entanglement.
2.2.2 Compare to the conditional entropic uncertainty relation
To compare with the existing result on the entropic uncertainty relation in the presence
of quantum memory, the relation (3), we transform the CMUR (8) into the entropic
form. In practice this is quite straightforward by applying the arbitrary Schur’s concave
functions to ~p(x|x′) ≺ ~s (x) and ~p(y|y′) ≺ ~s (y). By performing the Shannon entropic
function H(·) on the direct product form of equation (8) we have
H (~p(x|x′)) +H (~p(y|y′)) ≥ H (~s (⊗)) . (15)
Here ~s (⊗) = ~s (x) ⊗ ~s (y). In Figure 2 the behaviors of the lower bounds (3) and (15) are
plotted for the quantum state |ψξ〉 defined in equation (11) with observables X = σ(θ, 0)
and Y = σ(θ, pi). The uncertainties of X and Y on A’s side are evaluated under the
quantum state ρA = Tr[|ψξ〉〈ψξ]. Note, H(X) + H(Y ) for ρA should be larger than
zero. However, in beating the uncertainty with quantum memory, the lower bounds of
(3) mostly turn to be negative(trivial) with the parameter ξ ranging from pi/4 to 0, which
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Figure 2. The decrease of the lower bound of uncertainty relation with quan-
tum memory. The dashed lines in (a) represent the values of H(X) + H(Y ) for
ρA = TrB[|ψξ〉〈ψξ|], which decrease to some extent lower-bounded by log 1c + S(A|B),
represented by solid lines respectively, in the presence of entangled state |ψξ〉. While in
(b), the values of H(X)+H(Y ) in dashed lines reduce to H(~s (⊗)) in solid lines respectively.
Note, a large portion of the solid lines in (a) are negative and hence meaningless.
even casts a shadow over the reality of the positive sector. In comparison, the reduced
lower bounds of (15) for local uncertainties are realistic and physically reachable.
2.3 For large and infinite numbers of observables
The Corollary 1 can be easily generalized to incorporate arbitrary number of observ-
ables. Taking the vector sum operation as an example, for M observables Xi on A we
have
M∑
i=1
~p(xi|x′i) ≺ ~s (+) , (16)
where ~s (+) =
∑M
i=1 ~s
(xi). Relation (16) represents the conditional uncertainty relation
in the presence of quantum memory of M incompatible observables for vector sum. For
single particle states without entanglement we have [12]
M⊕
i=1
~p(xi) ≺ ~s . (17)
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Here ~s is a real vector of dimension NM with components arranged in descending order.
By partitioning the vector ~s intoN disjoint sections as ~s = (s1, · · · , sM ; sM+1, · · · , s2M ; · · · ),
we may get a N -dimensional vector ~ε with the components of εi =
∑M
j=1 s(i−1)·M+j. Then
relation (17) leads to
M∑
i=1
~p(xi) ≺ ~ε , (18)
where the vector ~ε is called the aggregation of ~s [15]. Relation (18) represents the quantum
mechanical calculation of relation (16) without quantum memory.
The violation of the relation ~s (+) ≺ ~ε implies a violation of relation (17), which implies
the quantum steering in a bipartite state [13]. The correlation matrix of a bipartite state
ρAB is defined as Tij = Tr[ρABσi ⊗ σj] where σi are the three Pauli operators. Based on
the CMUR (16), we have
Corollary 2 If a bipartite qubit state ρAB is non-steerable, then
RG(τ
2
3 , τ
2
2 , τ
2
1 ) ≤
1
2
. (19)
Here RG signifies certain Elliptic integral and τ1 ≥ τ2 ≥ τ3 are singular values of the
correlation matrix T of ρAB.
The definition of RG can be found in Ref. [18] (No.19.16.3 DLMF of NIST and is also
presented in the Appendix C).
Consider a typical mixed and entangled state [17]
ρξ =
1− p
2
ρAξ ⊗ 1 + p|ψξ〉〈ψξ| , p ∈ [0, 1] , (20)
where ρAξ = TrB[|ψξ〉〈ψξ|], for measurement X = σ(θ, φ) on Alice the Proposition 1 tells
that the optimal measurement X ′ = σ(θ′, φ′) on Bob depends on X in the following way
if cos θ ∈ [0, p tan(2ξ)
(1−p2)1/2 ], then tan θ
′ = tan θ sin(2ξ) and φ′ = φ
if cos θ ∈ [ p tan(2ξ)
(1−p2)1/2 , 1], then θ
′, φ′ can be arbitrary
. (21)
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Figure 3. The steering criterion with three and infinite projective measure-
ments. (a) If the state ρξ is non-steerable from either side of the system, the parameters
ξ-p fit in the shaded area according to the criterion for infinite measurements. (b) shows
the non-steerable (from A to B) region for three measurement settings. The region be-
tween orange line and dashed green line signifies the non-steerability from A to B in three
measurement settings, while steerable in infinite number of measurements.
For measurement X ′ = σ(θ′, φ′) on Bob the other way round, the optimal measurement
X = σ(θ, φ) on Alice satisfies
if cos θ′ ∈ [0, 1], then tan θ = tan θ′ sin(2ξ) and φ = φ′ . (22)
Evidently, the bipartite state ρξ is asymmetric from the optimal measurement point of
view, though Corollary 2 is insensitive to this asymmetry.
Note, the steerability may be greatly improved in the case of infinite number of mea-
surements, which is manifested in Figure 3. For state ρξ, with infinite number of mea-
surements Corollary 2 tells that if A is non-steerable to B (or in revise), the parameters
ξ-p will fall into the shaded area of Figure 3(a); while with three measurements [19] the A
to B non-steerability leads ξ-p to the shaded area of Figure 3(b). The mismatch between
areas of (a) and (b) indicates the steerability for infinite number of measurements, but
not true for three measurement settings.
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3 Discussion
We developed in this work a systematic procedure for reducing the local uncertainty
in light of the majorization lattice. For this aim, a practical measurement strategy was
proposed and also a new class of CMUR, which adapts to any number of observables.
In the presence quantum memory, the conditional majorization uncertainty relation was
found may break the constraint of quantum measurement on an individual quanta. In
order to compare with the conditional entropic uncertainty relation, the CMUR was
transformed to the entropy form. It is worth mentioning at this point that the CMUR and
its entropy form can provide physically nontrivial reduced bounds. Moreover, the measure
of uncertainty we structured is a novel formalism in materializing the uncertainty principle
of quantum theory. Its application in quantum processing deserve further investigations.
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Appendix
We present detailed proofs of the Propositions and Corollaries in the text.
A Demonstration of Proposition 1
For given bipartite system ρAB and measurement X of A, we may get the assemblages
[S1] for B
ρi|x = 〈xi|ρAB|xi〉 = TrA [ρAB|xi〉〈xi|] = pi(x)
(
1
N
1 +
1
2
N2−1∑
µ=1
~r (i)µ σµ
)
, (S1)
where pi(x) = TrB[ρi|x] and σµ are the generators of SU(N) group. The measurement X ′
on B’s side gives
P (xi, x
′
j) = 〈x′j|ρi|x|x′j〉 = TrB[ρi|x|x′j〉〈x′j|]
= pi(x)
(
1
N
+
1
2
~r (i) · ~t (j)
)
. (S2)
Here |x′j〉〈x′j| = 1N1 + 12~t (j) · ~σ is the Bloch representation of the projection measurement
for B. In this sense, the maximization of the elements of P (X,X ′) turns to linear maxi-
mization over the Bloch vector {~t (j)}. The Bloch vectors for quantum states have specific
constrains [S2]. For the the complete basis of |x′j〉〈x′j|, we further have
∑N
j=1
~t (j) = 0.
We define N sets of natural numbers that I
(k1)
1 , I
(k2)
2 , · · · , I(kN )N ⊂ {1, · · · , N}, where the
superscripts 1 ≤ ki ≤ N stand for the cardinality of the sets. Let the maximal sum of the
first k components for ~p(x|x′) in Corollary 1 be ℘k, we have
℘k = max
{~t (j)}
{I(k)1 ,··· ,I(k)N }

N∑
j=1
∑
i∈I(k)j
( pi
N
+
pi
2
~r (i) · ~t (j)
)
 . (S3)
For each number k, there will be set of Bloch vectors {~t (j)} that gives the maximal
value for equation (S3), which provides the projective measurement basis for B and hence
constitutes the optimal measurement strategy {X ′k}.
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We present a calculation to show how equation (S3) works for the following quantum
states and observables
|ψ〉 = cos ξ|00〉+ sin ξ|11〉 , (S4)
σ(θ, φ) =
(
cos θ e−iφ sin θ
eiφ sin θ − cos θ
)
, (S5)
with ξ ∈ [0, pi/4] and θ ∈ [0, pi]. We choose the measurement X = σ(θ, φ), and the resulted
assemblages for B are
ρ1|x =
1 + cos θ cos(2ξ)
4
1 +
sin θ sin(2ξ) cosφ
4
σx +
sin θ sin(2ξ) sinφ
4
σy +
cos θ + cos(2ξ)
4
σz ,
(S6)
ρ2|x =
1− cos θ cos(2ξ)
4
1− sin θ sin(2ξ) cosφ
4
σx − sin θ sin(2ξ) sinφ
4
σy − cos θ − cos(2ξ)
4
σz .
(S7)
Here p1(x) =
1+cos θ cos(2ξ)
2
and p2(x) =
1−cos θ cos(2ξ)
2
. The qubit Bloch vectors for |x′j〉〈x′j|
take the form of
|x′1〉〈x′1| =
1
2
1 +
~t · ~σ
2
, |x′2〉〈x′2| =
1
2
1− ~t · ~σ
2
, (S8)
where ~t (1) = ~t = −~t (2). For qubit system we need only to consider the case of k = 1 in
equation (S3) (there are only two elements in ~p(x|x′) and p2(x|x′) = 1− p1(x|x′))
{
I
(1)
1 = {1}, I(1)2 = {1}
}
: max
{~t }

2∑
j=1
∑
i∈I(1)j
(pi
2
+
pi
2
~r (i) · ~t (j)
)

{
I
(1)
1 = {1}, I(1)2 = {2}
}
: max
{~t }

2∑
j=1
∑
i∈I(1)j
(pi
2
+
pi
2
~r (i) · ~t (j)
)

. (S9)
Considering ~t = ~t (1) = −~t (2) = (sin θt cosφt, sin θt sinφt, cos θt), the maximization goes as{
I
(1)
1 = {1}, I(1)2 = {1}
}
: max
{~t }
{
1
2
+
cos θ cos(2ξ)
2
}
, (S10){
I
(1)
1 = {1}, I(1)2 = {2}
}
: max
{~t }
{
1
2
+
cos θt cos θ + sin θt sin θ sin(2ξ) cos(φ− φt)
2
}
.
(S11)
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Maximizing over equations (S10) and (S11), we have that the maximal value comes from
equation (S11) for cos θt
sin θt
= cos θ
sin θ sin(2ξ)
and φt = φ, which gives
p1(x|x′1) =
1
2
+
1
2
√
cos2 θ + sin2 θ sin(2ξ) . (S12)
We finally get
~s (x) =

1
2
(
1 +
√
cos2 θ + sin2 θ sin2(2ξ)
)
1
2
(
1−
√
cos2 θ + sin2 θ sin2(2ξ)
)
 . (S13)
Similar result will be obtained for Y = σ(θ, pi), where
~s (y) =

1
2
(
1 +
√
cos2 θ + sin2 θ sin2(2ξ)
)
1
2
(
1−
√
cos2 θ + sin2 θ sin2(2ξ)
)
 . (S14)
And the conditional majorization uncertianty relation becomes
~p(x|x′)⊗ ~p(y|y′) ≺ ~s (⊕) = ~s (x) ⊕ ~s (y) (S15)
The majorization uncertainty relation for single particle state is [S3]
~p(x)⊕ ~p(y) ≺ ~s =

1
cos θ
2 sin2 θ
2
0
 . (S16)
The upper bound of this uncertainty relation ~s is compared with the ~s (⊕) of conditional
majorization uncertainty reation in the Figure 1.
B Demonstration of Corollary 1
~p(x|x′) and ~s (x) both are composed of nonnegative real numbers and ~p(x|x′) ≺ ~s (x).
The converse of the Schur’s Theorem ( equation (II.14) of Ref.[S4]) states that there
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always exist a positive semi-definite Hermitian matrix X such that
~p(x|x′) = {X11, · · · ,XNN} , ~s (x) = {λ1(X ), · · · , λN(X )} . (S17)
Here Xii and λj(X ) are the diagonal elements and eigenvalues of the Hermitian matrix
respectively, and we assume that λ1(X ) ≥ λ2(X ) ≥ · · · ≥ λN(X ) ≥ 0. The positive
semidefinite Hermitian matrix Y also exits for ~P(y|y′) ≺ ~s (y). It is easy to verify
~p(x|x′)⊕ ~p(y|y′) = diag{X ⊕ Y} , (S18)
~p(x|x′)⊗ ~p(y|y′) = diag{X ⊗ Y} . (S19)
That is to say, the direct sum and direct product of the vectors ~p(x|x′) and ~p(y|y′) are
just the diagonal elements of the direct sum and direct product of X and Y . Both X ⊕Y
and X ⊗ Y are Hermitian matrices. Then Schur’s Theorem tells
~p(x|x′)⊕ ~p(y|y′) ≺ ~s (⊕) = ~s (x) ⊕ ~s (y) , (S20)
~p(x|x′)⊗ ~p(y|y′) ≺ ~s (⊗) = ~s (x) ⊗ ~s (y) , (S21)
where ~s (⊕) and ~s (⊗) are just the eigenvalues of X ⊕ Y and X ⊗ Y .
Now considering the sum of the two Hermitian matrices X +Y , the Lidskii’s Theorem
(Theorem III.4.1 in Ref.[S4]) tells that there exists a vector ~s (x+y) such that
~s (x+y) ≺ ~s (x) + ~s (y) . (S22)
Here ~s (x+y) is composed of the eigenvalues of X +Y , and the components of ~s (x) and ~s (y)
are assumed to be in descending order. Again using the Schur’s Theorem for Hermitian
matrix we have
~p(x|x′) + ~p(y|y′) ≺ ~s (x+y) ≺
~s (+)︷ ︸︸ ︷
~s (x) + ~s (y) . (S23)
Note that the vector ~s (x+y) can be further strengthened using the Horn’s inequalities
[S5, S6].
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The Hadamard product of two matrix is defined to be [X ◦Y ]ij ≡ XijYij, and similarly
we may define the Hadamard product of two vectors as [~a ◦ ~b ]k = akbk. According to
Theorem 5.5.4 of Ref.[S7] we have
~s (x◦y) ≺w ~s (x) ◦ ~s (y) , (S24)
where ~s (x◦y) is composed of the singular values of X ◦ Y . The weak majorization for two
vectors whose components in descending order, ~a ≺w ~b, means that ∀k ∈ {1, · · · , N},∑k
i=1 ai ≤
∑k
j=1 bj and the equality is not required for k = N (this is the difference com-
paring with the ordinary majorization relation ≺). As X and Y are positive semidefinite
Hermitian matrices, the Schur product Theorem (Theorem 5.2.1 of Ref.[S7]) asserts that
X ◦ Y is also a positive semidefinite Hermitian matrix. Therefore the diagonal elements
of X ◦ Y majorized by its eigenvalues
~p(x|x′) ◦ ~p(y|y′) ≺ ~s (x◦y) . (S25)
Combining the equations (S24) and (S25), we get
~p(x|x′) ◦ ~p(y|y′) ≺w ~s (x) ◦ ~s (y) . (S26)
This indicates that the Hadamard product ◦ may invoke a new operational family of weak
majorization uncertainty relation parallel to that of {∗} in Corollary 1.
C Demonstration of Corollary 2
An arbitrary qubit quantum state can be written as
ρAB =
1
4
(
1⊗ 1 + ~a · ~σ ⊗ 1 + 1⊗~b · ~σ +
3∑
µ,ν=1
Tµνσµ ⊗ σν
)
. (S27)
Here T is called the correlation matrix of the state ρAB. The quantum nonlocalities of
quantum states remain the same under the local unitary operations. The bipartite state
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can be transformed into
ρ′AB =
1
4
(
1⊗ 1 + ~a′ · ~σ ⊗ 1 + 1⊗~b′ · ~σ +
3∑
i=1
τiσi ⊗ σi
)
, (S28)
where τi are the singular values of the correlation matrix. For the projective measurement
on each side
Alice : |x±〉〈x±| = 1
2
(1± ~r · ~σ) , (S29)
Bob : |x′±〉〈x′±| =
1
2
(1± ~t · ~σ) , (S30)
the resulted joint distribution is
P (X,X ′) =
(
P (x+, x
′
+) P (x+, x
′
−)
P (x−, x′+) P (x−, x
′
−)
)
=
1
4
(
1 + ~a′ · ~r +~b′ · ~t+ ~rTΛτ~t 1 + ~a′ · ~r −~b′ · ~t− ~rTΛτ~t
1− ~a′ · ~r +~b′ · ~t− ~rTΛτ~t 1− ~a′ · ~r −~b′ · ~t+ ~rTΛτ~t
)
. (S31)
Here Λτ = diag{τ1, τ2, τ3} and we assume τ1 ≥ τ2 ≥ τ3 ≥ 0. From equation (S31), it is
can be seen that
Reduce X by X ′ : s(x)1 = max
{
1
2
(1 + ~a′ · ~r ),max
{~t }
{1
2
(1 + ~rTΛτ~t )}
}
, (S32)
Reduce X ′ by X : s(x
′)
1 = max
{
1
2
(1 +~b′ · ~t ),max
{~r }
{1
2
(1 + ~rTΛτ~t )}
}
. (S33)
Equation (S32) corresponds to the conditional distribution ~p(x|x′) and equation (S33)
corresponds to ~p(x′|x). The maximization over the Bloch vectors are
max
{~t }
{
1
2
(1 + ~rTΛτ~t )
}
=
1
2
+
1
2
√
τ 23 sin
2 θr cos2 φr + τ 22 sin
2 θr sin
2 φr + τ 21 cos
2 θr , (S34)
max
{~r }
{
1
2
(1 + ~rTΛτ~t )
}
=
1
2
+
1
2
√
τ 23 sin
2 θt cos2 φt + τ 22 sin
2 θt sin
2 φt + τ 21 cos
2 θt . (S35)
where θt,r, φt,r are the angles of ~t and ~r respectively.
Suppose we perform an infinite number of projective measurement |x+〉〈x+| whose
Bloch vectors range as θr ∈ [0, pi/2] and φr ∈ [0, 2pi], the quantum mechanical prediction
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for the maximal value of the sum of the probabilities of getting |x+(θr, φr)〉 is [S8]
max
|ψ〉
{∑
θr,φr
p(x+(θr, φr))
}
=
∫ 2pi
0
∫ pi
2
0
cos2
θ
2
dΩ =
3pi
2
= ε1 . (S36)
Here ε1 is first element of ~ε in equation (17) for the infinite measurements |x+〉〈x+|. From
equation (S34), we have the same value in the presence of quantum memory∫ 2pi
0
∫ pi
2
0
1 +
√
τ 23 sin
2 θr cos2 φr + τ 22 sin
2 θr sin
2 φr + τ 21 cos
2 θr
2
dΩ
=pi +
1
2
∫ 2pi
0
∫ pi
2
0
√
τ 23 sin
2 θr cos2 φr + τ 22 sin
2 θr sin
2 φr + τ 21 cos
2 θr dΩ
=pi + piRG(τ
2
3 , τ
2
2 , τ
2
1 ) (S37)
with
RG(τ
2
3 , τ
2
2 , τ
2
1 ) ≡
1
4pi
∫ 2pi
0
∫ pi
0
√
τ 23 sin
2 θr cos2 φr + τ 22 sin
2 θr sin
2 φr + τ 21 cos
2 θr dΩ
which is the Elliptic integral of No. 19.16.3 see [S9]. Therefore we arrive that if the state
ρAB is non-steerable then the conditional majorization uncertainty relation should not
violate the quantum limit, i.e. the following inequality shall be satisfied
pi + piRG(τ
2
3 , τ
2
2 , τ
2
1 ) ≤
3pi
2
⇒RG(τ 23 , τ 22 , τ 21 ) ≤
1
2
. (S38)
The violation of equation (S38) thus serves as a sufficient condition for quantum steering.
The condition could be further strengthened if the integrand in equation (S37) is replaced
with ~s (x) in equation (S32), because here we neglected the contribution from 1
2
(1 +~a′ · ~r )
in equation (S32).
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D The example of bipartite state ρξ
The bipartite state ρξ =
1−p
2
ρAξ ⊗1+p|ψξ〉〈ψξ|, when written in the Bloch vector form,
may be expressed as
ρξ =
1
4
(1⊗ 1 + cos(2ξ)σz ⊗ 1 + 1⊗ p cos(2ξ)σz+
p sin(2ξ)σx ⊗ σx − p sin(2ξ)σy ⊗ σy + pσz ⊗ σz) . (S39)
According to equation (S31), the joint distribution matrix would be
P (X,X ′) =
1
4
(
1 + cos(2ξ) cos θr + p cos(2ξ) cos θt + τrt 1 + cos(2ξ) cos θr − p cos(2ξ) cos θt − τrt
1− cos(2ξ) cos θr + p cos(2ξ) cos θt − τrt 1− cos(2ξ) cos θr − p cos(2ξ) cos θt + τrt
)
.
(S40)
Here
τrt = p [sin(2ξ) (sin θr cosφr sin θt cosφt − sin θr sinφr sin θt sinφt) + cos θr cos θt]
= p [sin(2ξ) sin θr sin θt cos(φr − φt) + cos θr cos θt] . (S41)
For measurement X the optimal measurement X ′ is given by maximizing the following
s
(x)
1 = max
{
1 + cos(2ξ) cos θr
2
,max
~t
{1 + τrt
2
}
}
, (S42)
while for measurement X ′ the optimal measurement X is given by
s
(x′)
1 = max
{
1 + p cos(2ξ) cos θt
2
,max
~r
{1 + τrt
2
}
}
. (S43)
Here it is easy to see from equation (S41) that
max
~t
{1 + τrt
2
} = 1 + p
√
cos θ2r + sin
2 θr sin
2(2ξ)
2
, (S44)
max
~r
{1 + τrt
2
} = 1 + p
√
cos θ2t + sin
2 θt sin
2(2ξ)
2
. (S45)
Therefore equations (20-21) in the main text are arrived.
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