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Abstract
In 1992, Labahn and Shalom showed that the inverse of a Toeplitz matrix can be recon-
structed by two of its columns and by some entries of the original Toeplitz matrix. We here
present a modification of this result and another (shorter) proof. © 2002 Elsevier Science Inc.
All rights reserved.
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1. Introduction
A first important step to answer the question how to reconstruct the inverse of
a Toeplitz matrix Tn = (ap−q)n−1p,q=0 by a low number of its columns was done by
Trench [7] and by Gohberg and Semencul [3]. They showed that if [T −1n ]0,0 /= 0,
then the first and last columns of T −1n are sufficient for this purpose. In [7] a recursion
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formula was given, and in [3] a nice matrix representation of the inverse well-known
as “Gohberg–Semencul formula” was presented.
This was the starting point of a large number of papers dealing with the problem
to find right-hand sides b of Toeplitz equations Tnx = b the solutions x of which
completely determine the inverse of Tn by a Gohberg–Semencul-type formula. Let
us mention only some of these results, which are of interest in connection with our
purposes. Gohberg and Krupnik [2] reconstructed the inverse of Tn from its first
and second columns assuming that [T −1n ]0,n−1 /= 0. In [5], an inversion formula was
exhibited which works for every nonsingular Toeplitz matrix and uses the solutions
of two equations (the so-called fundamental equations), where the right-hand side of
one of them is a shifted column of Tn.
In [1], Ben-Artzi and Shalom proved that three columns of an inverse of a scalar
Toeplitz matrix, when properly chosen, are always enough to reconstruct it.
Theorem 1.1 [1]. Let Tn = (ap−q)n−1p,q=0 be a Toeplitz matrix. If each of the systems
of equations
n−1∑
q=0
ap−qxq = δp,0 (p = 0, 1, . . . , n− 1), i.e., Tnx = e0,
n−1∑
q=0
ap−qyq = δp,k (p = 0, 1, . . . , n− 1), i.e., Tny = ek,
n−1∑
q=0
ap−qzq = δp,k+1 (p = 0, 1, . . . , n− 1), i.e., Tnz = ek+1
is solvable and xn−1−k /= 0 for an integer k (0  k  n− 1), then Tn is nonsingular
and
T −1n =
1
xn−1−k
×




x0 0 · · · 0
x1 x0 · · · 0
...
...
.
.
.
...
xn−1 xn−2 · · · x0




yn−1 yn−2 − zn−1 · · · y0 − z1
0 yn−1 · · · y1 − z2
...
...
.
.
.
...
0 0 · · · yn−1


+


z0 0 · · · 0
z1 − y0 z0 · · · 0
...
...
.
.
.
...
zn−1 − yn−2 zn−2 − yn−3 · · · z0




0 xn−1 · · · x1
0 0 · · · x2
...
...
.
.
.
...
0 0 · · · 0



 .
(1.1)
This result was improved by Labahn and Shalom [6] in the following way.
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Theorem 1.2 [6]. The Toeplitz matrix Tn is invertible if the systems of equations
Tnx = e0 and Tnz = en+1−l
are solvable, where l is such that xl−1 /= 0 and xq = 0 for all q  l. Its inverse is
given by (1.1), where k = n− l and
y = (Zn − x[a−1, a−2, . . . , a−n+1, 0])n−l x
with Zn = (δp,q+1)n−1p,q=0.
Here the inverse is reconstructed from two of its columns and the entries a−1,
a−2, . . . , a−n+1 of Tn. These are 3n− 1 parameters. The problem how to reconstruct
the inverse of Tn from 2n− 1 entries of T −1n is studied in a forthcoming paper by
Heinig [4].
To present our main result we introduce the n× l Toeplitz matrix
L =


x1 · · · xl−1 xl
...
...
...
...
... xn−1
... xn−1 0
... ..
. ...
xn−1 0
0 · · · 0 0


and the vector b = [b1, b2, . . . , bl] = aL, where a = etn−1Tn is the last row of Tn.
The aim of this note is to prove the following modification of the above result by
using only the displacement equations of Lemma 2.1 below.
Theorem 1.3. Let Tn = (ap−q)n−1p,q=0 be a nonsingular Toeplitz matrix, and let x, y
be the solutions of the systems of the equations
n−1∑
q=0
ap−qxq = δp,0 (p = 0, 1, . . . , n− 1), i.e., Tnx = e0,
n−1∑
q=0
ap−qyq = δp,n−1−l (p = 0, 1, . . . , n− 1), i.e., Tny = en−1−l ,
where l (0 < l  n− 2) is the smallest integer such that xl /= 0 (i.e., x0 = x1 =
· · · = xl−1 = 0). Then T −1n admits the representation (1.1) for k = n− 1 − l, where
the solution z = [zq ]n−1q=0 of Tnz = en−l is given by z = Lu with u being the solution
of
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

0 · · · 0 b1
... ..
.
b1 b2
0 ... ...
...
b1 b2 · · · bl

u = el−1.
Let us note that in the case l = 0 we may put z ≡ 0, and hence this result goes
over into the result of Gohberg and Semencul [3]. In the case l = n− 1 we have
xn−1 = [T −1n ]0,n−1 /= 0, and the inversion formula of [2] can be applied.
Comparison of the latter two theorems reveals that in Theorem 1.3 triangular
Toeplitz matrices (and not powers of matrices) are used.
Finally we should note that in Lemma 3.1 below a recursion for the last l columns
of T −1n , and thus also for z, is given.
2. Preliminaries
Let us introduce the n× n anti-identity matrix
Jn = (en−1, en−2, . . . , e1, e0)
and denote by x̂ the vector x̂ = Jnx.
Lemma 2.1 [5, p.15]. Let Tn = (ap−q)n−1p,q=0 be a Toeplitz matrix. Then we have
TnZn − ZnTn = e0̂g(a, β)t − g(a, β)̂e t0, (2.1)
TnZ
t
n − ZtnTn = en−1̂f(a, α)t − f(a, α)̂e tn−1, (2.2)
where
g(a, β) = [β, a1−n, . . . , a−2, a−1]t, f(a, α) = [a1, a2, . . . , an−1, α]t
with α, β arbitrary, but fixed.
From these displacement equations we observe the following.
Lemma 2.2. Let Tn = (ap−q)n−1p,q=0 be a nonsingular Toeplitz matrix and T −1n =
[s0, s1, . . . , sn−1] with si = [si,0, si,1, . . . , si,n−1]t. Then we have
Tn
[
sn−1̂f(a, α)tsi+1 + si − Ztnsi+1
] = si+1,0f(a, α),
i = 0, 1, . . . , n− 2, (2.3)
Tn
[
sn−1̂f(a, α)ts0 − Ztns0
] = s0,0f(a, α), (2.4)
Tn
[
s0̂g(a, β)tsi + si+1 − Znsi
] = si,n−1g(a, β), i = 0, 1, . . . , n− 2.
(2.5)
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Proof. Multiplying (2.2) by si+1 (i = 0, 1, . . . , n− 2) we get
TnZ
t
nsi+1 − ZtnTnsi+1 = en−1̂f(a, α)tsi+1 − f(a, α)̂en−1si+1.
Taking into account that
Ztnei+1 = ei , Tnsi+1 = ei+1 and ê tn−1si+1 = et0si+1 = si+1,0
we obtain
TnZ
t
nsi+1 − Ztnei+1=TnZtnsi+1 − ei
=TnZtnsi+1 − Tnsi
=Tnsn−1̂f(a, α)tsi+1 − si+1,0f(a, α).
Hence (2.3) follows. Multiplying (2.2) by s0 and using that Ztne0 = 0 we derive
TnZ
t
ns0 − ZtnTns0 = TnZtns0 = en−1̂f(a, α)ts0 − f(a, α)̂e tn−1s0.
Thus, (2.4) is proved. Now (2.5) results after multiplying (2.1) by si (i = 0, 1, . . . ,
n− 2). 
3. Proof of the main result
The crucial point is to prove the following recursion for the solution z = sn−l .
Lemma 3.1. Let Tn = (ap−q)n−1p,q=0 be a nonsingular Toeplitz matrix and T −1n =
(s0, s1, . . . , sn−1) with si = [si,0, si,1, . . . , si,n−1]t. If l (> 0) is the smallest positive
integer such that s0,l /= 0 (i.e., s0,0 = s0,1 = · · · = s0,l−1 = 0), then
sn−1 = 1
µ1
Ztns0, µ1 =
n−1∑
j=1
an−j s0,j , (3.1)
sn−k = Ztnsn−k+1 + µksn−1, µk = −
n−1∑
j=1
an−j sn−k+1,j , 2  k  l.
(3.2)
Proof. First observe that µ1 is not equal to zero, since otherwise (2.4) implies
that s0 is the zero vector. By Lemma 2.2 and the equality s0,0 = 0, the right-hand
side of (2.4) is the zero vector and (3.1) follows. Since s0,0 = s0,1 = · · · = s0,l−1 =
0, but s0,l /= 0, we deduce from (3.1) that sn−1,0 = sn−1,1 = · · · = sn−1,l−2
= 0, but sn−1,l−1 /= 0. Using the fact that JnT tnJn = Tn, we know that ŝ tn−1 is the
first row of T −1n , i.e., sn−1 = [sn−1,0, sn−2,0, . . . , s0,0]t. It follows that sn−1,0
= sn−2,0 = · · · = sn−l+1,0 = 0. The right-hand side of (2.3) is zero, and hence (3.2)
is proved. 
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Proof of Theorem 1.3. Using the notation of Section 1 and translating (3.1) and
(3.2) into matrix language we observe that the last l columns of T −1n are given by
(sn−l , sn−l+1, . . . , sn−1) = 1
µ1
L


µl · · · µ2 1
... ..
.
..
. ...
µ2 1
...
1 0 · · · 0

 (3.3)
and that µ1 = b1, u = µ−11 (µl, µl−1, . . . , µ2, 1)t. 
Let us note that Lemma 3.1 contains a recursion for the last l columns (and
hence also for the first l rows) of T −1n that uses only the solution x and the entries
a1, a2, . . . , an−1 of Tn, which are 2n− 1 parameters. Matrix representations of these
parts of inverse follow from (3.3) and for the rest of the inverse from (1.1).
Remark. From equality (2.5) we obtain that
u(α) = 1
xl
[
(x̂g(a, α)t − Ztn)y + z
]
is a solution of the fundamental equation (see [5]) Tnu(α) = g(a, α).
4. Example
Finally, we should consider the following, often cited example of [2]:
T4 =


0 0 1 1
0 0 0 1
1 0 0 0
1 1 0 0

 .
According to Theorem 1.3 we solve the equation T4x = e0, the solution of which
is x = [0, 0, 1, 0]t, and state that l = 2. Thus the second equation, which we have
to consider, is T4y = e1 with the solution y = [0, 0,−1, 1]t. By Lemma 3.1 the last
column s3 of T −14 is, since µ1 = 1, just the shifted first column x of T −14 , namely
s3 = [0, 1, 0, 0]t, and s2, the third column of T −14 , is equal to s2 = [1,−1, 0, 0]t.
Hence the first and second columns of T −14 together with the first column of Tn are
sufficient to construct the whole inverse T −14 .
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