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Introduction
The Matthew Effect (Merton (1968) ) has recently gained more and more attention in bibliometrics. 1 It states that papers are not only cited due to their quality but due to the fame of authors. Tol (2009) suggested using an approach by Ijiri and Simon (1974) to test this effect empirically. He showed that for 99 out of 100 economists a within-paper Matthew effect was present. Tol (2013a) applied the test to different cohorts of economists using citation data from the RePEc website. Again, he found that the effect is statistically significant for all cohorts, being larger for older economists. In spirit of Tol (2009) we apply the test to a much larger data set of more than 10,000 economists using citations from RePEc. It turns out that the test is quite sensitive and detects a potential Matthew effect in more than 90% of the cases. Although the idea behind the test by Tol is intuitive and convincing, this might be an unrealistic scenario. Based on this result we discuss the robustness of the test and its underlying assumptions. The pure form of Gibrat's law, on which the test relies, leads to a lognormal distribution instead of a Pareto distribution as stated in Tol (2009) . As an alternative test we propose to employ a Kolmogorov-Smirnov test to check whether the individual citation pattern of authors follows a lognormal distribution. We interpret deviations from the lognormal distribution as an indication of the Matthew effect. Our test detects considerably less authors with a Matthew effect. Furthermore, we show that such authors are not concentrated at the top, i.e. authors with the most citations. The paper is organised as follows: We first describe our data set which uses citations from RePEc. Then we apply the test by Tol (2009) to our large data set and discuss its underlying assumptions and empirical regularities. After that, we outline some theoretical considerations and propose our new test which is followed by an exposition the results of the alternative test. Finally, we investigate in a regression analysis if we can explain why some authors have a Matthew effect and some don't.
1 For a detailed review of the literature see Tol (2009) and Wang (2014) .
Data
As Tol (2013a), we use citation data from RePEc. In economics, RePEc (Research Papers in Economics, www.repec.org) has become an essential source for the spread of knowledge and ranking of individual authors and academic institutions. RePEc is based on the 'active participation principle', i.e. that authors, institutions and publishers have to register and to provide information to the network. This approach has the main advantage that a clear assignment of works and citations to authors and articles is possible. 2 Indeed, the RePEc story has become a success, with more than 36,000 registered authors with listed works and 12,000 institutions in economic sciences worldwide as of August 2013. RePEc has three main sources for extracting citations: First, it reads out all publicly available documents within the network. Due to missing (open) access to the article or technical problems it is not always possible to extract all citations. Second, archive maintainers may provide meta-information on citations for their journals. Third, registered authors can upload citations for every article.
See Seiler and Wohlrabe (2012) for further details on RePEc.
Data were collected on 11 July 2013 using Citec. 3 We adapted and extended the Matlab code provided by Tol (2013b) . We read out the publicly available citation profiles. These profiles contain, besides the aggregated citations, also citation numbers for each listed bibliographic item (books, working papers and journal articles). Furthermore we have the number of aggregated self-citations. 4 Based on the citations we calculate the h-index. 5 We assessed 35,633 citation pages. 6 For the upcoming analysis we only include authors who have more than ten papers with nonzero citations. 7 Furthermore, the sum of all citations should be at least 20. 8 This leaves us with 10,564 authors. In Table 1 we report some descriptive statistics 2 For instance, Google Scholar as a source for citation analysis potentially suffers from the problem of clear identification of citations which can lead to overestimation of citations, see Harzing and van der Wal (2009) .
3 See http://citec.repec.org/index.html for further details. 4 Unfortunately, we were not able to extract the self-citations for each individual item. 5 In Citec, citations are only consolidated across paper versions, not across document types. This may result in a bigger h-index than in the RePEc rankings.
6 The full data set, including the individual citation profiles and summary statistics for each author, are available upon request from the authors.
7 We assume that a within-paper Matthew effect for authors with only a few cited papers does not make sense. However, this does not rule out the possibility of a Matthew effect for one or two single papers with many citations.
8 We want to exclude cases where 10 papers have one citation each.
for our sample of authors. We report all indicators which we were able to extract automatically from each individual citation page. The average number of works is about 20 and ranges between 11 and 1,063. "Number of works" includes journal articles as well as books, chapters and working papers. As it is well known from the bibliometric literature, the distribution of citations is highly skewed across authors as the mean (517) and the median (197) differ substantially. "Years in the profession" denotes the time from the first publication until now. It
shows that in our sample at least two years have proceeded since the first publication and that the oldest author has published his first article 45 years ago. The Gini coefficient measures the citation concentration across papers for each author. If the coefficient equals 0 then each cited paper has the same citation count. In case of a Gini coefficient of 1 all citations are concentrated on one paper. 3 The test by Tol (2009) 
reconsidered

Empirical results for authors
The test of Tol (2009) for author i (within-paper) is given by
A (potential) Matthew effect is present in case of γ < 0. We run this regression for a sample of 10,564 economists. It is important to note that both for this test and for our new proposed test only works with at least one citation are considered. In Figure 1 we plot the histogram of γ for all economists. For a large majority we have γ < 0. The mean is -0.393. In 9,755 cases (92.4%) it is also significant at the 10% level. What are reasons for so many economists to have a Matthew effect based on this intuitive test? In the following, we offer two explanations for these results, an empirical and a theoretical one. 
The empirical validity of the test
In order to understand the behavior of the test given in equation (1) we conduct a small Monte Carlo study. Consider the probability distribution function of the Pareto distribution
where α and β are constants, and β is called the exponent and is typically negative (i.e., β < 0). We draw N random numbers (citations) from (2), where N denotes the number of papers with citations. We start with 50 papers and increase this number in intervals of 50 up to 500. The exponential parameter β ranges from -0.2 to -2 with intervals of 0.2. For each combination of N and β we run the regression (1) and test whether γ is statistically different from zero. We conduct 1000 replications each. In Table 2 we show the results. We report both the percentage number of how many times the quadratic term was significant at the 10% level and the relative shares in case of significant negative gammas. The results are clear cut.
Independently both of the shape parameter of the Pareto distribution (β) and the number of observations (N ), in at least 80% of the cases the parameter γ is significantly different from zero. Looking at negative γ's, which indicate a Matthew effect in equation (1), we find significant values in about one third of all Monte Carlo replications. These results point to the fact that the test by Tol seems to be quite sensitive with respect to a detection of a Matthew effect.
Some theoretical considerations
The approach suggested by Tol (2009 Tol ( , 2013a ) relies on the assumption that, in the absence of anything like a 'fame' effect, the citation pattern of authors/papers has to be scale-free, meaning that citations of all authors/papers grow at the same rate, regardless of their rank (w.r.t. their relative citation count). The relationship is represented in Tol (2009 Tol ( , 2013a ) by a Pareto distribution. In natural logarithm exposition where S i is a bibliometric measurement, like citations or the h-index, and R i is its corresponding rank. In case of β = −1 this is also referred to as Zipf's Law. Tol (2009 Tol ( , 2013a suggests that the proportionality of rank and size would be violated if larger objects grew faster than smaller ones, a property which could be captured by a quadratic term, as suggested by Ijiri and Simon (1974) for firm sizes. This leads to equation (1). In this estimation framework, if γ < 0(> 0), large objects would grow systemically faster (slower) than small ones, while for γ = 0, the growth rate would not depend on their relative size.
Zipf's law has been extensively investigated in the regional and urban science literature (see Gabaix and Ioannides (2004) ). When studying the size distribution of cities, for example, a relationship like (3) with a coefficient of β equal to -1 seems to be a robust finding, at least for the largest cities, even if there appears to be some variation across regions. It implies a Pareto distribution in the upper part of the distribution. Another empirical regularity for city sizes is that of scale-independent proportionate growth -a stochastic process described by Gibrat's Law. But, as Eeckhout (2004) indicates, the pure form of Gibrat's Law implies a lognormal distribution which makes both findings hard to reconcile. According to Eeckhout (2004) , the reason why Zipf's Law seems to hold for larger cities might be due to the fact that the Pareto and the lognormal distribution have similar upper-tail properties, but they can differ quite a lot in the lower tail. More precisely, Gabaix (1999) shows that, under certain conditions, the stochastic growth process will converge to a Pareto distribution with exponent equal to -1: Zipf's law. However, it is unknown how these conditions could look like for the topic considered here. Therefore, we draw two conclusions. First, the Matthew effect builds upon the theoretical assumption of proportionate growth independently of its rank. Therefore, one should look rather for deviations from the lognormal instead of the Pareto distribution.
Second, as shown in the previous subsection, the γ coefficient has a tendency to become significant too often as one might expect in our context. In the log-log notation, a lognormal distribution would not necessarily imply linearity (see Eeckhout (2004) ), but possibly lead to a curved line. Thus, significant γ's could be obtained without violating the proportionate growth assumption as found by the test by Tol and our small Monte Carlo study.
An alternative test
Based on the results from the previous section we propose an alternative test which relies on the idea whether the citation distribution of an author, a cohort or a journal follows a lognormal distribution. The following two steps are necessary:
1. Fit a lognormal distribution to the empirical data at hand in order to obtain the corresponding expectation value and the variance. 9
2. Run a Kolmogorov-Smirnov (KS) test whether the empirical distribution follows a lognormal distribution with the parameters obtained from the previous step. The null hypothesis is that the empirical distribution and the theoretically predicted distribution are identical. 10
In order to test for a Matthew effect we conduct a one-sided test, i.e. whether the empirical distribution is larger than the theoretical one. We do this by assuming that the Matthew effect generates more citations then theoretical citation distribution without a Matthew effect.
Before we apply our test we have to ask what the power of the KS test is, i.e. how many observations are necessary. Therefore, we conduct again a Monte Carlo study. As the Pareto distribution is the natural competitor to the lognormal one, we test how well the KS test can discriminate between these two distributions. We use the same framework as described in subsection 3.2 by drawing Pareto random numbers for different distribution parameters (β).
We start with 10 observations and increase them by ten up to 500. For each of the 1000 replications and (N, β)-combinations we test the null hypotheses whether the N observations follow a lognormal distribution. Given the previous results we included only authors which have at least 80 papers with at least one citation. This leaves us with 633 economists. In Table 1 we report the corresponding descriptive statistics (KS sample). Compared to the full sample it is obvious that we have only 9 We employ the Matlab routine lognfit from the Statistics toolbox. 10 The corresponding Matlab routine is kstest from the Statistics toolbox. top authors included in our sample. Furthermore, each author is in the profession for at least eight years. We assume that this is sufficient to converge to a log-normal distribution as stated above. Before we turn to the aggregated results we illustrate the test with an example from our data set. In Figure 2 we plot both the empirical and theoretical ("Population") cumulative distribution function (CDF) both for an economist with a Matthew effect (left graph) and no Matthew effect (right graph). The dashed lines denote the 95% confidence intervals of the empirical CDF. The population CDF is obtained by fitting a lognormal distribution and estimating the corresponding mean and variance. Given these two parameters the CDF is simulated. For Franklin Allen (left panel) it is obvious that beyond 60 citations the empirical CDF is clearly located above the theoretical CDF. In contrast, for Janet Currie (right panel) the empirical and theoretical CDF lie close together. The KS test cannot reject the null that the citation data is lognormally distributed, i.e. there is no Matthew effect.
The test by Tol suggests a Matthew effect for the whole sample of 633 economists, i.e.
γ < 0 and being statistically significant. In contrast, our KS test indicates a Matthew effect for only 276 economists (44%). Given our theoretical discussion above concerning the underlying distribution, we compared the data both to a fitted lognormal and a Pareto distribution. In 630 out of 633 cases the Pareto distribution has a larger mean-squared error compared to the lognormal one, i.e. the latter one fits the empirical data better.
In Table 6 in the Appendix we report the top 100 economists according to the number of overall citations. We display some individual bibliometric statistics for each economist.
Furthermore, we report the estimated value of γ from the test by Tol together with its pvalue. As all p-values are almost zero, the test suggests that all of these reported economists profit from a Matthew effect as stated above. In the last column, we report the one-sided p-value of the KS test. A value smaller than 0.1 points to a Matthew effect which we indicate by a . Using our test, we find only for 13 economists in our top 100 a Matthew effect.
The large citation counts for the other authors are solely due to the quality of their papers.
In the top 10, only Joseph Stiglitz benefits from his fame and gathers additional citations.
Otherwise, for the best economists according to the citation count, like Andrei Shleifer, and for Nobel laureates like James Heckman, Robert Lucas or Paul Krugman we find no Matthew effect. The rather small number of top economists with a Matthew effect might be explained by the findings of Wang (2014) who finds only weak evidence of prestige effect.
Can we characterize authors with a Matthew effect?
In this section we ask the question, whether economists with a Matthew effect exhibit specific characteristics. In Table 4 we compare the means between the two groups, economists with (N = 276) and without (N = 374) a Matthew effect (at the 10% level) for certain bibliometric indicators. For reasons of comparability, we also report the means of the full sample from Table 1 for the KS test. We use a two-sided t-test with the null hypotheses that the means of the two groups are equal. This is only true for the years in the profession. This mean, they have written more works, gathered more citations, have a higher h-index and a lower self-citation rate. This might be surprising, as one would expect it the other way round. 11 We want to investigate this issue in a regression. As the cutoff point for the p-values at which we define a potential Matthew effect is arbitrary, we decided to use the one-sided 11 The conclusions remain qualitatively the same if we define the Matthew effect at the 5% instead of the 10% level.
p-values obtained from our KS-test as the dependent variable. This allows us, on the one hand, to account for the continuous nature of the p-value and, on the other hand, to prevent the use of a dummy variable that discards potentially valuable information. As the p-value is bounded between zero and one, we employ a Tobit regression which accounts for bounded dependent variables. As independent variables we use unique bibliometric indicators, which are not derived from other indicators such as cites per year etc. Furthermore, they should be related to our KS test, i.e. we employ the number of cited papers and not the overall number of works. Therefore we include in our regression: cited papers, citations, years in the profession, the Gini coefficient, and the self-citation rate. 12 A priori, we expect for all variables, except the last one, a negative sign. For example, a higher citation count might increase the probability that the author-specific citation distribution deviates from a lognormal distribution, which results in a Matthew effect. The expected sign for the self-citation rate is ambiguous. Your degree of popularity in the science community might be raised both with self-and "external" citations. However, we believe that the latter is more plausible.
In the first column of Table 5 we report the regression coefficients. All variables are significant and negative. There is one exception for the citation count. We obtain a positive and significant coefficient which stands in contrast to prior expectations but is in line with Table 4 , where, on average, economists with a Matthew effect have fewer citations. In a second step we want to control for potential nonlinear effects. Therefore, we test for each variable whether the corresponding squared term is significant. This turns out to be the case for all variables but the years in the profession. Taking the non-linear effect into account, we calculate the marginal effects evaluated at the mean, i.e. all variables are held constant at their corresponding mean. In order to get an idea about the direction of the influence for different intervals we plot the marginal effects at the means for the four variables with significant squared effects in Figure 3 . The upper left graph shows that only very large citation counts (>16,000) increase the probability of a Matthew effect. This result might be driven by the economist Joseph Stiglitz, which is the only one who has an Matthew effect beyond this threshold. Furthermore, only five economists have a citation count larger than 16,000. This implies that, in general, a larger citation count lowers your probability of a Matthew effect.
A possible conclusion might be that the Matthew effect is a temporary phenomenon. This is confirmed by the scatter plot of the citation count against the p-value of the KS test in Figure   4 . The larger the citation count the higher the probability that no Matthew effect occurs. The temporary phenomenon is not necessary in terms of time but in citation counts. Concerning the number of cited works it shows that beyond some threshold (>300) there is no positive effect. 13 This means that, in general, every cited paper increases your likelihood to benefit from a Matthew effect. The results for the Gini coefficient are intuitive. The more unequal your citation distribution the higher the probability that this does not follow a lognormal distribution. The results for the self-citation rate show that the higher the self-citation rate the lower the probability of a Matthew effect. To put it differently, more citations from other authors increase your degree of popularity in the science community. In order to summarize, an economist has the highest probability of a Matthew effect if he has many cited papers, a low self-citation rate, has been long in the profession and the citation distribution across its own papers should be concentrated on a few papers. Notes: This figure show scatter plots of the p-value of the one-sided KS test against the independent variables from the Tobit regression.
Conclusion
We show that the approach by Tol (2009 Tol ( , 2013a to test for the Matthew effect, at least in economics, might lead to a too large number of authors with a Matthew effect. This might be due to both the sensitivity of the estimation approach and the assumption that the underlying distribution is a Pareto one. We propose an alternative test based on the idea that Gibrat's law in its pure form states that the citation distribution of an individual author follows a lognormal distribution. Therefore, one could test for deviations from the lognormal distribution using a Kolmogorov-Smirnov test. We demonstrate that our approach leads to considerably fewer economists with a Matthew effect. In a regression analysis we show that with an increasing citation count the probability of a Matthew effects shrinks. Our interpretation of this finding is that the Matthew effect might be a temporary phenomenon, not in terms of time but in terms of the citation count. (2) -we report the parameter γ and its corresponding p-value. The p-value of the Kolmogorov-Smirnov test whether the citation distribution is lognormal is reported in column KS-Test. The denotes whether the null hypothesis of the KS test is rejected on the 10% level, indicating a Matthew effect.
Appendix
