Three standard hypothesis testing procedures exist based on likelihood functions: the likelihood ratio, score, and Wald tests. For unstructured antedependence models for categorical longitudinal data, Xie and Zimmerman derived the likelihood ratio test for the order of antedependence as well as likelihood ratio tests for time-invariance of transition probabilities and strict stationarity. In this article, we derive score tests (of Pearson's chi-square form) and Wald tests for all the same purposes. Via simulation, we show that for testing for order of antedependence, a modified likelihood ratio test performs best if the sample is of size 50 or smaller, but otherwise the score test is superior. The Wald test is markedly inferior to both. We also show that the likelihood ratio and score tests for time-invariant transition probabilities and strict stationarity perform about equally well. The methods are applied to data from a longitudinal study of labor force participation of married women, indicating that these data are third-order antedependent with time-invariant transition probabilities of this order.
Introduction
Three standard ways exist for using the likelihood function to perform hypothesis testing: the likelihood ratio test, score test and Wald test. Xie and Zimmerman [1] gave a thorough presentation of antedependent (AD) multinomial models for categorical longitudinal data and, extending much earlier work of Anderson and Goodman [2] , developed maximum likelihood estimators of transition probabilities and testing procedures associated with fitting AD models to categorical longitudinal data with missingness. More specifically, they developed likelihood ratio tests for order of antedependence, time-invariance of transition probabilities, and strict stationarity. Due to the oversensitivity of the likelihood ratio test for order of antedependence (i.e. Type I error rates that are significantly larger than nominal levels), they used Lawley [3] strategy of multiplying the likelihood ratio test statistic by a scale factor to obtain a modified likelihood ratio test statistic with Type I error rate closer to its nominal level. However, this modification requires tedious computation. Moreover, Xie and Zimmerman [1] did not discuss how the performance of the likelihood ratio test (modified or unmodified) compares to that of either the score test or Wald test.
The purpose of this article is to make comparisons among the score, Wald, likelihood ratio, and modified likelihood ratio tests for antedependence and related properties. We will show that the score test is superior to the Wald and likelihood ratio tests with respect to computational simplicity. Moreover, we will show that the score test outperforms the others in terms of size and power.
The remainder of the article is organized as follows. In Section 2, we review unstructured AD multinomial models (of variable and constant order) and maximum likelihood estimation of the parameters of such models. In Section 3, we derive score tests for order of antedependence, time-invariance of transition probabilities, and strict stationarity. We also derive Wald tests for these same purposes, but in somewhat less generality due to the complexity of notation in AD multinomial models. In Section 4, we compare the operating characteristics of the score, Wald, and likelihood ratio tests (both the regular and the modified version) based on data simulated from three AD multinomial models.
In Section 5, we use the testing procedures developed in Section 3 to analyze data from a longitudinal study of labor force participation of married women. Section 6 is a brief summary.
Antedependence Models for Categorical Longitudinal Data
Time index-ordered random variables Y 1 ,...,Y n are said to be antedependent (AD) of order (p 1 ,p 2 ,...,p k ) if the kth variable, conditioned on the pk immediately preceding variables, is independent of all further preceding variables [4] . In the special case for which p k =min (k−1, p) for all k and for some integer p (with 0 ≤ p ≤ n−1), we say alternatively that the variables are pth-order antedependent.
Notation and parameterizations
Consider a longitudinal setting, with a fixed number N of subjects. Let Y i ≡ (Yi 1 , . . . , Y in )′ denote the vector of values of a categorical characteristic at the n scheduled observation times for the ith subject, some of which may not be observed (if a portion of that subject's data is missing). Let 1, . . . , c ≥ 2 denote the characteristic's categories. Let Y k denote the characteristic's value at time point k for a generic subject. For each possible outcome (y 1 ,...,y n ) -corresponding to a cell in an n-dimensional contingency table -let π y 1 ... y n ≡ P(Y 1 =y 1 ,..., Y n =y n ) denote the true cell probability with corresponding cell count N y1 …,y n (which may or may not be observed), and put π=(π y1 ... yn ). Accordingly, outcomes. We assume that the Y i 's are independently and identically distributed as Multinomial (1, π) and that covariates, apart possibly from indicator variables for groups, are either unavailable or not used in the analysis.
In this article, we will derive score and Wald tests for various properties of AD models. The score test, like the likelihood ratio test, is well known to be invariant to 1:1 transformations of the parameter space. It is therefore convenient, since antedependence is defined in terms of certain conditional independencies, to parameterize in terms of certain conditional probabilities. Define 
in terms of π or in a well-organized way to perform a Wald test. Alternatively, Agresti [5] suggests parameterizing in terms of log odds ratios, since convergence of the asymptotic distribution of the estimated log odds ratios to normality is rapid. The natural analogue here is to parameterize in terms of conditional log odds ratios, or COLORs, where the conditioning is on all possible realizations of all intervening variables. More specifically, we define COLORs of lag two and higher as follows: 
where (y k −h, y k ) ∈ {1,...,c−1} 2 , (y k−h+1 ,...,y k−1 ) ∈ C h−1 , k=3,4,...,n, and h=2,3,...,k−1. In addition, we define lag-one COLORs (for which there are no intervening variables) by an expression identical to (1) but with h=1; thus, lag-one COLORs coincide with lag-one log odds ratios.
Structured antedependence models and maximum likelihood estimators
Antedependence (of specified order) is said to be structured if additional restrictions (such as stationarity) are imposed; otherwise it is unstructured. Two types of structure we consider here are timeinvariance of pth-order transition probabilities and strict stationarity, defined as follows. If p ≥ 1 and 
Variables Y 1 ,..,Y n are said to be strictly stationary if the joint probabilities of all events are invariant to time shifts. Clearly, strict stationarity implies (2), but not vice versa. For situations with either no missing data or ignorably monotone missing data, Xie and Zimmerman [1] derived closed-form expressions for the maximum likelihood estimators of the parameters of an unstructured AD(p 1 ,..,p n ) process under the multinomial sampling framework described previously. They also derived maximum likelihood estimators (in closed form) for the parameters of an AD(p) model with time-invariant pth-order transition probabilities, and for the parameters of a strictly stationary AD(p) model. Furthermore, for situations with arbitrarily ignorable missing data, they devised a restricted EM algorithm for computing maximum likelihood estimates. One or more of these estimators appears in expressions for the score tests to be described in the next section.
Hypothesis tests
Order of antedependence: Score test Consider testing AD(p 1 ,...,p n ) as a null hypothesis against AD(q 1 ,...,q n ) as the alternative hypothesis, where p k ≤ q k for all k and the inequality is strict for at least one k. Now, for hypothesis testing in a multinomial sampling context, it is well known that if the alternative hypothesis is saturated, then the score and Pearson's chi-square test statistics for any testable null hypothesis coincide. In the present context the alternative hypothesis need not be saturated [i.e. AD(n− 1)]; nevertheless the likelihood under the alternative hypothesis is the product of kernels of conditionally independent saturated c-nomial distributions, whose parameters' only constraints are that they lie in [0, 1) and sum to one [1] . Furthermore, the parameters in these distributions are all distinct. As a result, the information matrix corresponding to this likelihood is block diagonal [each block on the diagonal being of dimensions (c−1)× (c−1)], and the score test statistic for any testable null hypothesis is merely the summation of the Pearson's chi-square statistics corresponding to the individual c-nomial distributions. By similar arguments, the score tests for all the other purposes presented in this article also have Pearson's chisquare form. Now, the Pearson's chi-square statistics equal zero for those k for which p k =q k . Let
and write 
The limiting null distribution of
X p q is chi-square with degrees of freedom equal to
. Thus, the approximate size-α score test for AD(p 1 ,...,p n ) versus AD(q 1 ,...,q n ) For the important special case of testing AD(p) versus AD(q), where 0 ≤ p<q ≤ n−1, the score test statistic simplifies to Under the saturated model, the maximum likelihood estimator of 1 1 , ... 
, and matrices A and B are defined in the proof in Section 7.1.
In Section 7.2, we create a toy example to illustrate the Wald test for AD(p) against the saturated model. By Lemma 3.1, we obtain the limiting distribution of all conditional log odds ratios. Under an AD(p) model (with p<n−1), all COLORs of lag p+1 and higher are equal to zero, as is easily verified. Consequently, pth-order antedependence is equivalent to the condition M p Ψ=0, where
0 and I are null and identity matrices respectively, and (
1 1 
Time-invariant transition probabilities
Score test: Xie and Zimmerman [1] derived the likelihood ratio test for time-invariant pth-order transition probabilities. For this testing purpose, the score statistic can be expressed as Using notation from (2), the null hypothesis of time-invariant transition probabilities is
Maximum likelihood estimators of the parameters appearing in H0 are as follows: 
and these are all asymptotically independent with limiting normal distributions
(2) (1) (3) (2)
(1 ) Wald test: As we did for the Wald test for time-invariant transition probabilities, we present a Wald test for strict stationarity only for the special case of an AD(1) with c=2 and n=3. By Lemma 1 of Xie and Zimmerman [1] , strict stationarity imposes one additional restriction [under AD(1)] beyond those imposed by time-invariant transition probabilities, namely ( 2) (1) ( 2) (1) ( 2) (1) ( 2) (1) Note that 
where ,11 σ h and ,1 2 σ h are estimators of ( 2) (1) ( 2) (1) ( 2) (1) ( 2) (1) ( 2) (1) (3) ( 2) 1 1 1 1
and ( 2) (1) ( 2) (1) (2) (1) (2) (1) (2) (1) (3) (2) 1 2 1 2 
Simulation studies
Tests for order of antedependence: In this section, we report results of several simulation studies of the tests developed in earlier sections, beginning with tests for order of antedependence. Data were simulated from two binary linear processes observed at four time points. The first process is defined as follows: 
Here θ ∈ [0, 2] controls the degree of departure from first-order antedependence: when θ=0 the process is AD(1), when θ>0 the process is AD(3), and as θ increases, the departure from AD (1) 
This difference renders the process AD (2) [rather than AD(1)] when θ=0.
For each process, each of four sample sizes (N = 50, 100, 200, 1000), and each θ over a range of values, 10,000 samples were generated. Rejection rates for (nominal) size-0.05 score, Wald, likelihood ratio (LRT) and modified likelihood ratio (MLRT) tests of AD (1) versus AD (3) for (3) and (4), and of AD(2) versus AD (3) for (3) and (5), are listed in Table 1 . Rejection rates for testing (3) and (4) are plotted in Figure 1 , while those for testing (3) and (5) are similar hence not shown. These results indicate that:
1. Regardless of the specific test statistic, rejection rates for testing AD(1) versus AD(3) are higher than those for testing AD(2) versus AD(3), as expected.
The Wald test is the least powerful and its test statistic converges in distribution to
2 (8) χ relatively slowly. As the sample size increases, rejection rates for the score test, LRT and MLRT become very similar to each other.
3. When the sample size is small (N=50), rejection rates are discernibly higher for the MLRT than for the score test. In particular, the MLRT makes more Type I errors, which is the cost it pays for having higher rejection rates than the score test at nonzero values of θ.
4. When the sample size is moderate (N=100 and N=200), the power curves for score test and MLRT cross. The point of intersection is closer to the null (θ=0) when N=200 than when N=100. Thus the larger the sample size, the better the relative performance of the score test to the MLRT.
We also investigated the effect of missing data on these results, but to save space we do not list detailed results. The overall effect is a reduction in the power; for example, when 25% of the data is missing, the power of the score, likelihood ratio, and modified likelihood ratio tests is reduced by roughly 10-20% and the power of the Wald test is reduced by roughly 20-30%.
Tests for time-invariant transition probabilities
For our second simulation study, we define binary AD (1) 
where 0 ≤ λ ≤ 5/3. For each fixed (t, λ), P(Y t =1|Y t−1 =1) ≠ P(Y t =1|Y t−1 =2); hence the variables are not AD(0) for any λ. When λ = 0, however, the transition probabilities are time-invariant; otherwise, they are not. Ten thousand realizations were simulated from (6) for each of several values of λ, and the likelihood ratio and score tests for time-invariant transition probabilities were performed.
Empirical rejection rates for the tests are listed in Table 2 . These indicate that the likelihood ratio and score tests perform about equally well, with a very slight power advantage to the likelihood ratio test. When 25% of the data is missing, the power of both tests is reduced by roughly 15-20%.
Tests for strict stationarity
Finally, consider binary AD(1) random variables defined as follows: 
Note that for arbitrary γ ≠ 0, P(Y t =1|Y t−1 =2) is always 50% larger than P(Y t =1|Y t−1 =1). Clearly, process (7) has time-invariant transition probabilities. Furthermore,
Thus, when
, which guarantees that process (7) is of strict stationarity by Lemma 1 of Xie and Zimmerman [1] ; otherwise, it is not strictly stationary. Ten thousand realizations were simulated from (7) for each of several values of γ ranging between 0.4 and 1.8, and the likelihood ratio and score tests for strict stationarity were performed.
Empirical rejection rates are listed in Table 3 . When γ is far away from 1.2 and the sample size is insufficiently large, the simulated data yield too many empty cells, with the consequence that strict stationarity cannot be tested by either the likelihood ratio test or score test due to zero expected cell counts. We use an "X" in Table 3 to indicate such cases. We observe that the likelihood ratio test slightly outperforms the score test for strict stationarity since the empirical size of the likelihood ratio test is not significantly different from the nominal size 0.05, except when the sample size is small, and the power of the likelihood ratio test is uniformly higher (by a small amount) than that of the score test. Since the likelihood ratio test performs well here, we do not develop on any modification to it as Xie and Zimmerman [1] did for determining the order of antedependence. As expected, the further γ is from 1.2, the higher the empirical rejection rate. (3) and (4) and (3) and (5). Empirical sizes (rejection rates when θ=0) more than two estimated standard errors from the nominal size (0.05) are set in bold type.
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Example: Labor Force Data Lindsey [7] provides data on annual employment status (employed or unemployed) from 1967 to 1971 for 1583 U.S. women from a crosssectional survey. The data are displayed in a longitudinal multinomial format in Table 4 , where Y 1 through Y 5 correspond to the years 1967 through 1971. No data are missing and only one cell is empty. The cell counts indicate that employment status is rather persistent over the time period: in particular, the outcomes "employed for all 5 years" and "unemployed for all 5 years" have relatively high proportions, 0.269 and 0.353 respectively. All remaining cells have relatively small proportions (less than 0.05).
The penalized log-likelihood model selection procedure proposed by Xie and Zimmerman [1] selects AD(0,1,2,3,3) [or equivalently AD(3)] when AIC is the criterion. Likelihood ratio, modified likelihood ratio, score, and Wald tests are all highly significant (P<10 those for AD(3) against AD(4) are not significant (P=0.340, P=0.384, P=0.418, and P=0.458 for the likelihood ratio, modified likelihood ratio, score, and Wald tests respectively). Thus we conclude that AD (3) is the best constant-order AD model.
Next, we test for time-invariant third-order transition probabilities under the assumption of an AD(3) model, finding insufficient evidence against this hypothesis (P = 0.205 for the score test and P = 0.201 for the modified likelihood ratio test). Maximum likelihood estimates of the time-invariant third-order transition probabilities under AD(3) are as follows: 
From these we note that among the transition probabilities that the women were employed given that they were unemployed only once during the preceding three years, Based on these findings, we recommend that any additional model development [e.g. fitting an autoregressive binary time series model, such as those featured by Cox and Snell [8] ] take the order of the model to be three, take third-order transition probabilities to be timeinvariant, and allow marginal probabilities to vary over time.
Conclusions
In this article, we derived score and Wald tests for order of antedependence, timeinvariance of transition probabilities, and strict stationarity of categorical longitudinal data. This work generalizes that of Anderson and Goodman [2] for testing for firstorder antedependence to testing for antedependence of any variable order, and for testing for time-invariance of transition probabilities in a firstorder antedependence model to testing for such invariance, and for the even stronger property of strict stationarity, in an antedependence model of any constant order. These tests are first-order equivalent and asymptotically optimal; however, their performance differs for finite sample samples. To perform the likelihood ratio test, one must estimate the models under both the null and alternative hypotheses; an advantage of the score and Wald tests is that they require only one model to be estimated. However, an important disadvantage of the Wald test is its lack of invariance to the parameterization used.
Based on our simulation results, for testing for the order of antedependence we recommend the modified likelihood ratio test if the sample is of size 50 or smaller, and the score test otherwise. The Wald test for order of antedependence proposed herein is markedly inferior to both and should not be used. Furthermore, the score and likelihood ratio tests for time-invariant transition probabilities and for strict stationarity appear to perform about equally well. Therefore, for the sake of consistency, we recommend that the practitioner test for timeinvariant transition probabilities and strict stationarity using the same type of test (likelihood ratio or score, depending on whether the sample size exceeds 50) as he/she uses to test for the order of antedependence.
