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MULTIPLE ZETA VALUES AND ITERATED EISENSTEIN
INTEGRALS
ALEX SAAD
This paper is dedicated to Geoffrey John
Abstract. Brown showed that the affine ring of the motivic path torsor
πmot1 (P
1\ {0, 1,∞},~10,−~11), whose periods are multiple zeta values, gener-
ates the Tannakian category MT(Z) of mixed Tate motives over Z [4]. Brown
also introduced multiple modular values [5], which are periods of the rela-
tive completion of the fundamental group of the moduli stack M1,1 of elliptic
curves [21]. We prove that all motivic multiple zeta values may be expressed
as Q[2πi]-linear combinations of motivic iterated Eisenstein integrals along ele-
ments of π1(M1,1) ∼= SL2(Z), which are examples of motivic multiple modular
values. This provides a new modular generator for MT(Z). We also explain
how the coefficients in this linear combination may be partially determined
using the motivic coaction.
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Introduction
Multiple zeta values (MZVs) are real numbers defined by series of the form
ζ(k1, . . . , kr) =
∑
0<n1<···<nr
1
nk11 · · ·n
kr
r
,
where ki ∈ N and kr ≥ 2 to ensure convergence. The integer k1 + · · ·+ kr is called
the weight, and the depth is r. It is well-known that MZVs are periods of the
motivic fundamental path torsor of X := P1\ {0, 1,∞} [4]. They may be expressed
as certain iterated integrals on X of length equal to the weight.
In this paper we prove that all multiple zeta values may be expressed as Q[2πi]-
linear combinations of multiple modular values [5]. These are periods of the relative
completion of the fundamental group of the moduli stack M1,1 of elliptic curves
[23], whose fundamental group is Γ := SL2(Z). The Q-algebra of multiple modular
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values is very rich, containing the L-values of modular forms for Γ (i.e. modular
forms of level 1), amongst other quantities (e.g. [10, §7]).
More specifically, we show that every MZV of weight n and depth r can be
expressed as (2πi)n times a Q-linear combination of iterated integrals (along a
specific element of π1(M1,1)) of level-1 Eisenstein series
G2k(τ) = −
B2k
4k
+
∑
n≥1
σ2k−1(n)q
n, q := e2πiτ .
Moreover, the length of these iterated integrals is s ≤ r and the total modular
weight is at most n+ s.1 With an appropriate choice of tangential basepoint ~1∞ at
the cusp [5, §4], the element of π1(M1,1) ∼= Γ we integrate along corresponds to
S =
(
0 −1
1 0
)
.
By identifying S with the imaginary axis on the upper half plane H, our main
result (Theorem 9.1) implies the following Theorem. (Here we must regularise with
respect to the unit tangent vectors on H based at 0 and i∞ [5, §4].)
Theorem. Every MZV of weight n and depth r can be expressed as a Q-linear
combination of iterated integrals on H of the form
(2πi)n
∫ ~1∞
~10
G2n1+2(τ1)τ
b1
1 dτ1 · · ·G2ns+2(τs)τ
bs
s dτs,
where s ≤ r, the total modular weight N := (2n1 + 2) + · · ·+ (2ns + 2) is bounded
above by n+ s, and 0 ≤ bi ≤ 2ni.
This follows from Theorem 9.1 by applying the period map. Note that Theorem
9.1 is stated in the de Rham normalisation, which alters the power of 2πi. See
Remark 7.4 for a more precise statement.
Examples. The simplest nontrivial example is the case of ζ(3). It is a multiple zeta
value of weight 3 and depth 1, and can therefore be expressed as an iterated integral
on X of length 3. The well-known formula is
ζ(3) =
∫
0<x<y<z<1
dxdydz
(1 − x)yz
,
which may be verified by expanding 1/(1−x) as a geometric series and integrating
term-by-term. By our result it may be written as a single integral on H. Indeed,
ζ(3) = −(2πi)3
∫ ~1∞
~10
G4(τ)dτ.
After expanding G4 in q this instead expresses ζ(3) as a rapidly converging Lambert
series. Similar formulae exist for all odd zeta values [2]; for example
ζ(5) = −
1
12
(2πi)5
∫ ~1∞
~10
G6(τ)dτ.
1In fact we will prove a stronger statement, where periods are replaced by motivic periods
[6]. The advantage of working with motivic periods is that they are equipped with an action of a
“motivic” Galois group, with the caveat that this group is only known to be truly motivic (rather
than Hodge-theoretic) when working with periods of mixed Tate motives. See §2.2.
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A more involved combination occurs in depth 2. Brown gave the first example
of an expression of this type for the value ζ(3, 5) [10, Example 7.2]. His formula is2
(0.1) ζ(3, 5) = −
5
12
(2πi)8
∫ ~1∞
~10
G6(τ1)dτ1G4(τ2)dτ2 +
503
21335527
(2πi)8.
This agrees with our result, which states that ζ(3, 5) may be expressed as a linear
combination of at most double Eisenstein integrals of total modular weight ≤ 10.
Compare this to the expression for ζ(3, 5) as an iterated integral on X of length 8.3
However, not all linear combinations of iterated Eisenstein integrals are equal to
MZVs. The formula
600π
∫ ~1∞
~10
G4(τ1)τ1dτ1G10(τ2)τ
4
2 dτ2 + 480π
∫ ~1∞
~10
G4(τ1)τ
2
1 dτ1G10(τ2)τ
3
2 dτ2
=
∫ i∞
0
∆(τ)τ11dτ = Λ(∆, 12),
given in [10, Example 7.3], exhibits a linear combination of iterated Eisenstein
integrals equal to a noncritical completed L-value of the Ramanujan cusp form
∆ ∈ S12(Γ). This multiple modular value is not expected to be an MZV.
Algebraic structure. The space spanned by iterated Eisenstein integrals has a rich
algebraic structure. The subspace consisting of MZVs is generated by periods of
a certain pro-nilpotent Lie subalgebra ugeom ⊆ DerLie(a, b).4 It is generated by
derivations ε∨2n+2, for each n ≥ 1, which were originally studied by Tsunogai [39]
in the ℓ-adic context. They are defined by
ε∨2n+2(a) = ad(a)
2n+2(b)
ε∨2n+2(b) =
1
2
∑
i+j=2n+1
(−1)i
[
ad(a)i(b), ad(a)j(b)
]
.
There are many arithmetic relations in ugeom, some of which were studied by Pollack
in his masters’ thesis [34]. For each depth in the lower central series filtration
on ugeom there is a family of relations whose coefficients are connected to period
polynomials of cusp forms for Γ. Some examples in depth 2 are
[ε∨10, ε
∨
4 ]− 3[ε
∨
8 , ε
∨
6 ] = 0
2[ε∨14, ε
∨
4 ]− 7[ε
∨
12, ε
∨
6 ] + 11[ε
∨
10, ε
∨
8 ] = 0.
Geometrically, ugeom is the infinitesimal image of the monodromy representa-
tion of the unipotent radical of the relative de Rham fundamental group GdR1,1 :=
πrel,dR1 (M1,1) on the de Rham fundamental group of the infinitesimal punctured
Tate curve (see §6.2). The group GdR1,1 is generated by symbols corresponding to
2There is a difference in normalisation between Brown’s formulae and ours; namely
Λ(Gk1 , . . . ,Gks ; b1, . . . , bs) = i
b1+···+bs
∫ ~11
~10
Gk1(τ1)τ
b1
1 dτ1 · · ·Gks(τs)τ
bs
s dτs. This introduces the
extra factor of (−1) here that is not present in Brown’s formula.
3In general the depth of an MZV is always smaller than its weight. Our result shows that there
is a substantial simplification to the length filtration on iterated integrals in passing from X to
M1,1.
4Here we have slightly abused the concept of a period; to be more precise we are referring to
periods of the affine ring of the associated pro-unipotent group scheme, which is an ind-object in
the category of mixed Tate motives over Z.
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a basis of all modular forms for Γ, tensored with irreducible representations of
SL2/Q. The derivations ε
∨
2n+2 are the images of Eisenstein generators, while the
cuspidal symbols act trivially.
The Lie algebra ugeom is a pro-object in the category MT(Z) of mixed Tate mo-
tives over the integers. The de Rham fiber functor ωdR : MT(Z) → VectQ sending
a mixed Tate motive to its de Rham realisation (algebraic de Rham cohomology)
equips MT(Z) with the structure of a neutral Tannakian category over Q [14, 4].
Consequently, the motivic Galois group GdR
MT(Z) := Aut
⊗
MT(Z)(ω
dR), and its unipo-
tent radical UdR
MT(Z), act on u
geom.
As a corollary of our result, which crucially relies upon its validity at the level
of motivic periods, we obtain the following theorem (Theorem 10.1):
Theorem. The action of GdR
MT(Z) on u
geom is faithful.
This confirms a conjecture of Brown [5, Remark 14.6], suggesting that every
mixed Tate motive over Z may be constructed from modular forms. It is a “mod-
ular” analogue of Brown’s result [4], which implies that GdR
MT(Z) acts faithfully on
the motivic fundamental path torsor πmot1 (X,~10,−~11), or of Belyi’s Theorem [1],
which implies that Gal(Q¯/Q) acts faithfully on the profinite fundamental group
πe´t1 (X ×Q Q¯, b) for any rational basepoint b.
The faithfulness of the Galois action on ugeom is connected to the Pollack re-
lations. Let LieΠdRY be the Lie algebra of the de Rham fundamental group of
Y := E×∂/∂q , the infinitesimal smoothing of the punctured Tate curve. It is canoni-
cally isomorphic to the completed free Lie algebra Lie(a, b)∧.
Although E×∂/∂q is a topological object, its de Rham fundamental group Π
dR
Y (or
equivalently, its Lie algebra Lie(a, b)∧) has a motivic structure, and Lie(a, b)∧ is a
pro-object of MT(Z) [7, 25]. Consequently, it has an action by the Lie algebra k =
Lie(UdR
MT(Z)), which is non-canonically isomorphic to the completed free Lie algebra
on generators σ2n+1 for all n ≥ 1 [4]. This action is described by a homomorphism
ρ : k→ Der Lie(a, b).
In [7], Brown proved that ρ is injective and that there is a choice of generators
σ2n+1 ∈ k that act to lowest order through u
geom ⊆ Der Lie(a, b) via
(0.2) ρ(σ2n+1) ≡ ε
∨
2n+2 (mod W−2n−3),
where W•Der Lie(a, b) is the negative of the lower central series filtration. The
image of ρ is contained in the normaliser of ugeom within Der Lie(a, b). This follows
because ugeom is also a pro-object of MT(Z) and the actions of k on ugeom and on
Lie(a, b)∧ must be compatible: the k-action on ugeom is described by a homomor-
phism ρ˜ : k→ Der(ugeom) satisfying ρ˜(σ)(ε) = [ρ(σ), ε] for any ε ∈ ugeom.
If ugeom had no relations, (0.2) would trivially imply that ρ˜ is injective (i.e. that
the k-action on ugeom is faithful). However, the Pollack relations in ugeom prevent
this, and can be viewed as a potential cuspidal obstruction to a faithful Galois
action on ugeom. Our result implies that ρ˜ is still injective despite this obstruction.
This result can be viewed as “orthogonal” to a consequence of Oda’s conjecture5
[33], which implies a different injectivity result for k. This is discussed in §10.2.
5Now a theorem by [38, 4].
6 ALEX SAAD
Context. There are close links between MZVs and other modular and elliptic peri-
ods. For example, every MZV may be written as a Q[log(2)±]-linear combination
of iterated integrals of certain weight 2 modular forms for Γ0(4) [9, Theorem 8.1].
In a different vein, Lochak-Matthes-Schneps [27] showed that the algebra of
MZVs is contained within the algebra of elliptic multiple zeta values modulo 2πi.
These are functions on H given by indefinite iterated Eisenstein integrals.
Proof idea. In this section we explain the heuristics of the proof, leaving technical-
ities and precise definitions for later.
Firstly, we make use of a slightly modified moduli schemeM1,~1 classifying elliptic
curvesE together with a choice of tangential basepoint ~v at the origin. It is an affine
scheme, and its associated analytic space is a complex manifold whose topological
fundamental group is isomorphic to the braid group B3 on three strands. Forgetting
the tangential basepoint induces a morphism M1,~1 →M1,1 equipping M1,~1 with
the structure of a principal Gm-bundle over M1,1. In turn, this induces a natural
homomorphism of fundamental groups B3 → Γ.
The benefits of working with M1,~1 are twofold. Firstly, the space of iterated
integrals onM1,~1 is essentially the same as that onM1,1; the only additional num-
bers one obtains are powers of 2πi (see (3.10)). Secondly, the addition of basepoint
data to the moduli problem equips π1(E
×, ~v) with a natural “monodromy” action
by π1(M1,~1). In particular, choosing E = E∂/∂q to be the infinitesimal Tate curve
and ~v to be the unit tangent vector ~1O at the origin defines an action
π1(M1,~1)× π1(E
×
∂/∂q ,
~1O)→ π1(E
×
∂/∂q ,
~1O).
This action may be explicitly described using generators and relations (see §6.1).
The group π1(E
×
∂/∂q ,
~1O) is free on two standard generators α and β. The group
π1(M1,~1) is generated by certain (explicitly defined) elements of the braid group,
called S˜ and T˜ . Under the map B3 → Γ these are sent to the generators
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
∈ Γ
respectively. The elements S˜ and T˜ act on α and β via combinations of Dehn twists,
and this action may be computed explicitly. In particular we have
(0.3) S˜(β) = α−1.
The importance of this equation is that it relates iterated integrals on E×∂/∂q along
α to those along β via iterated integrals on M1,~1(C) along S˜.
We show in §8 that all multiple zeta values occur as iterated integrals along both
α and β, but that their distributions within these two spaces of iterated integrals
differ. By (0.3), the difference between these two spaces of iterated integrals on
E×∂/∂q is contained in the space of iterated integrals on M1,~1 along S˜. In this way
we are able to show that all MZVs occur as natural iterated integrals along the
element S˜.
Finally, we must show that the MZVs within the space of iterated integrals along
S˜ are contained within the subspace of iterated Eisenstein integrals. This uses the
structure of the relative completion of Γ and its monodromy action; in particular,
it uses the fact that the cuspidal generators act trivially (see Proposition 6.10).
MULTIPLE ZETA VALUES AND ITERATED EISENSTEIN INTEGRALS 7
The heuristics of the proof are summarised in the following diagram:
MZVs
Integrals along βIntegrals along α
Integrals along S˜
Integrals along S
Iterated
Eisenstein
integrals
In order to formalise this argument and to formally work with the “space of
iterated integrals along a path”, we make judicious use of the notion of the (relative)
de Rham fundamental group of a space X/Q. This is an affine group scheme over
Q. The points of its unipotent radical with values in the algebra PmH of motivic H-
periods receive a map6 from the topological fundamental group of X(C). Suitably
interpreted, this map sends γ ∈ π1(X) to a noncommutative formal generating
series for motivic iterated integrals on X(C) along γ. Below we define the main
spaces, topological paths and generating series of periods used in the argument.
• Let X = P1\ {0, 1,∞}. The straight line path dch between the tangen-
tial basepoints at 0 and 1 is mapped to the Drinfeld associator Φm01 =∑
w ζ
m(w)w. It is a power series in variables x0, x1.
• Let X = E×∂/∂q . The two natural generators α, β for the fundamental group
of the punctured torus are mapped to power series αm, βm in variables a, b.
They are products of exponentials and Drinfeld associators.
• Let X = M1,1. The element S ∈ Γ ∼= π1(M1,1) is mapped to an element
CmS . It is a power series in symbols corresponding to a basis for modular
forms for Γ, with coefficients in SL2-representations. It is the value at S
of a certain “canonical cocycle” [5, Definition 15.4], and by definition its
coefficients are motivic multiple modular values [5].
• Let X =M1,~1. The element S˜ ∈ π1(M1,~1) is mapped to Ψ = exp(ηe2)C
m
S .
The symbol e2 corresponds to the Eisenstein series G2 of weight 2; η is a
motivic period whose value we compute as η = L/8 in Corollary 11.9.
6When the fundamental group is itself unipotent, this map is a homomorphism. In the general
case it is a cocycle for π1(X).
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The relationship S˜(β) = α−1 implies a similar equation holds between these
generating series; namely,7
(0.4) µ(Ψ)(Sm(βm)) = (αm)−1.
Here µ is a morphism of group schemes called the monodromy morphism (defined
in §6.2). Its image consists of noncommutative power series in elements of ugeom ⊆
DerLie(a, b) together with an additional central derivation ε2. Since µ kills cuspidal
symbols (see Lemma 6.10), the coefficients of µ(Ψ) are motivic iterated Eisenstein
integrals. Moreover these coefficients must be contained within the subalgebra of
motivic periods of mixed Tate motives because the image of µ is a pro-object in
MT(Z) (Proposition 4.7). In other words, µ(Ψ) is a generating series for all motivic
iterated Eisenstein integrals equal to Q[L±]-linear combinations of motivic MZVs.
Our goal is to use (0.4) to understand the coefficients of µ(Ψ) in terms of those
of Sm(βm) and (αm)−1. We show that the coefficients of these series are motivic
MZVs, and that all motivic MZVs occur. We exhibit explicit bounds for the growth
of these coefficients in terms of natural filtrations defined in terms of the degrees
in a and b (Lemmas 8.7 and 8.8). To do this formally we introduce the notion of a
coefficient space (Definition 5.9).
We then compare the difference in the filtered coefficient spaces of Sm(βm) and
(αm)−1. By equation (0.4), the difference is contained within the filtered coefficient
space of µ(Ψ). In this way we are able to show that all motivic MZVs occur within
the coefficients of µ(Ψ). We conclude the proof by relating the MZV and modular
weights by a Hodge-theoretic argument.
Coefficients. Our proof is nonconstructive; we are able to show that every motivic
MZV may be written as a linear combination of iterated Eisenstein integrals of
certain lengths and modular weights, but a priori we cannot determine the coeffi-
cients in this expression. Nevertheless, in §12 we show that some coefficients may
be determined by comparing the additional information coming from f -alphabet
decompositions of motivic periods [6, §5.4] [5, §22].
As an example, consider the formula (0.1) expressing ζm(3, 5) as a double Eisen-
stein integral. The coefficient −5/12 of the longest word in this expression may be
computed as follows.
Theorem 9.1 implies that ζm(3, 5) may be written as a linear combination of
motivic iterated Eisenstein integrals of length at most 2 and total modular weight
at most 10. There are many possible iterated Eisenstein integrals satisfying these
criteria, but the space they span in fact has many relations. By a computation
given in Example 12.8, we are able to show that
(0.5) ζm(3, 5) = AL6I0,06,4 +BL
8,
where A,B ∈ Q must be determined and where Ib1,...,bs2n1+2,...,2ns+2 is the motivic ana-
logue of the iterated integral∫
S
G2n1+2(q1) log(q1)
b1
dq1
q1
· · ·G2ns+2(qs) log(qs)
bs
dqs
qs
=(2πi)b1+···+bs+s
∫ ~1∞
~10
G2n1+2(τ1)τ
b1
1 dτ1 · · ·G2ns+2(τs)τ
bs
s dτs.
7The automorphism Sm : (a, b) 7→ (−L−1b,La) in (0.4) is present for technical reasons.
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To leading order in the coradical filtration [6, §2.5, §3.8] the f -alphabet decompo-
sition of ζm(3, 5) is −5f5f3 [3, §3]. By Lemma 12.3 the decomposition of I
0,0
6,4 is
12L−6f5f3. Comparing coefficients in (0.5) determines A = −5/12. The coefficient
B cannot be determined in this manner because of the inherent ambiguity asso-
ciated with splitting the coradical filtration. This computation, together with the
outline of a general procedure for determining coefficients, is covered in §12.
Structure of the paper. This paper is structured as follows: §1-4 should be standard
to experts. §1 establishes notation; §2 consists of background algebraic geometry
and a review of motivic periods; §3 generalities and specifics on fundamental groups;
and §4 is a review of ugeom.
In §5 we study filtrations on fundamental groups and the induced filtrations on
coefficient spaces, and introduce several essential pieces of notation.
§6 studies links between moduli spaces and the infinitesimal punctured Tate
curve via the monodromy action.
§7 defines the canonical cocycle, series Ψ, motivic multiple modular values and
motivic iterated Eisenstein integrals.
§8 studies links between P1\ {0, 1,∞} and the infinitesimal punctured Tate curve
via the Hain morphism. We define the series αm and βm and compute bounds on
their coefficients in terms of the depth and weight of motivic MZVs.
§9 consists of the proof of Theorem 9.1, the main result of this paper.
§10 explores Galois-theoretic consequences of Theorem 9.1. We prove that the
motivic Galois group of the category of mixed Tate motives over Z acts faithfully
on ugeom, and discuss the related Oda Conjecture.
§11 returns to the depth 1 case of Theorem 9.1. We use Brown’s explicit formula
for CmS in length 1 and explicit formulae for φ and µ to compute the unknown
motivic period η occuring in Ψ, and compare this to a formula of Matthes [29, 28].
In §12 we show how an f -alphabet decomposition can be used to partially deter-
mine the coefficients in an expression for a multiple zeta value in terms of iterated
Eisenstein integrals.
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1. Notation and conventions
1.1. Representations of SL2. For n ≥ 0, let Vn be the Q-vector space of homo-
geneous polynomials in X and Y of degree n. It is equipped with a right action of
the group scheme SL2: for R a Q-algebra, p(X,Y ) ∈ Vn ⊗Q R, and
γ =
(
a b
c d
)
∈ SL2(R),
this is defined by p(X,Y )|γ = p(aX + bY, cX + dY ).
There is also a de Rham version of Vn, denoted by V
dR
n , generated by de Rham
indeterminates X,Y. They are related to the Betti generators X,Y via (X,Y ) 7→
(X,LY), where L is the motivic period analogue of 2πi (see §2.2). The action (−)|dR
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of the (Betti) SL2 on the de Rham generators is therefore twisted by powers of L;
in particular, given γ as before and p(X,Y) ∈ V dRn ⊗R, we have
p(X,Y)|dRγ = p(X,Y)|ǫγǫ−1 where ǫ =
(
1 0
0 L−1
)
.
Equivalently, one can interpret this as two different forms of SL2/Q (Betti and de
Rham forms, denoted SLB2 and SL
dR
2 ), which are isomorphic over Q[L,L
−1] via
γ 7→ ǫγǫ−1. In particular, the images of the two standard generators S, T ∈ SL2(Z)
under the composition SL2(Z) →֒ SL
B
2 (Q)→ SL
dR
2 (Q[L,L
−1]) are
Sm =
(
0 −L
L−1 0
)
, Tm =
(
1 L
1 0
)
.
1.2. Modular forms. Let H = {τ ∈ C : ℑ(τ) > 0} and let q := exp(2πiτ) be the
corresponding coordinate on the punctured q-disc D× = {q ∈ C : 0 < |q| < 1}.
We only consider modular forms f for the full modular group Γ = SL2(Z). Such
modular forms are of level 1.
The Hecke-normalised Eisenstein series of weight 2k ≥ 4 is the modular form
G2k with q-expansion
(1.1) G2k(τ) = −
B2k
4k
+
∑
n≥1
σ2k−1(n)q
n.
Here the arithmetic function σr is defined as σr(n) :=
∑
d|n d
r.
1.3. Semidirect products. Let G and Π be groups, and suppose that G acts on Π
on the left via π 7→ g(π). The semidirect product Π⋊G with respect to this action is
the group with underlying set Π×G and product (π1, g1)(π2, g2) = (π1g1(π2), g1g2).
Let us suppose instead that G acts on Π on the right via π 7→ π|g. The semidirect
product G⋉ Π with respect to this action is the group with underlying set G ×Π
and product (g1, π1)(g2, π2) = (g1g2, π1|g2π2).
1.4. Fundamental groups. We use the topologists’ convention regarding path
multiplication in fundamental groups. If α, β are two elements in a fundamental
group, the product αβ is homotopic to the result of first traversing α and then β.
1.5. Hopf algebras. If H is a Hopf algebra over a field of characteristic zero, let
G(H) = {x ∈ H : x invertible and ∆(x) = x⊗ x}
be its group of grouplike elements.
1.5.1. The shuffle algebra. Let Z be a set and R a Q-algebra. Let R〈Z〉 be the
R-span of all words w in the alphabet Z, including the empty word ∅. It is a
commutative Q-algebra equipped with the shuffle product . It can be equipped
with the structure of a Hopf algebra over Q with the deconcatenation coproduct.
1.5.2. The Hopf algebra of noncommutative formal power series. Let Z and R be
as above. The ring R〈〈Z〉〉 of formal power series with noncommuting indetermines
in Z consists all formal power series with coefficients in R whose indeterminates are
words in the elements of Z, equipped with the concatenation product. It has the
structure of a Hopf algebra over Q when equipped with the coproduct for which
elements of Z are primitive.
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1.6. Tangential basepoints. We regularly use fundamental groups with tangen-
tial basepoints [14, §15]. For completeness we include the following algebraic defi-
nition of a tangential basepoint, attributed to Nakamura [31, Definition 1.1].
Definition 1.1 (Tangential basepoint). Let X be a connected scheme and let K
be a field of characteristic 0. A K-rational tangential basepoint is a morphism
~v : SpecK((q))→ X . For notational reasons, define
X(K)bp := X(K) ∪ {K-rational tangential basepoints} .
If X is a curve, the unit tangent vector at p ∈ X(K) is denoted ~1p ∈ X(K)bp.
2. Background notions
In this section we recall background notions from algebraic geometry, topology
and the Tannakian theory of motivic periods.
2.1. Geometry. In this subsection we define the moduli spaces M1,1 and M1,~1,
the universal family E → M1,1 and the infinitesimal punctured Tate curve E
×
∂/∂q .
We give both an algebraic and analytic description of these spaces.
2.1.1. Algebraic definition of the moduli spaces M1,1 and M1,~1. Let M1,1 be the
moduli stack of elliptic curves. It is the stack over Spec(Z) whose points M1,1(X)
classify isomorphism classes of elliptic curves (E,O) over a scheme X . Here E → X
is an elliptic curve over X and O : X → E is a distinguished section.
Consider the functor F : Schop → Set that assigns to a scheme X the set of
isomorphism classes [E,O, ω] of triples (E,O, ω), where:
• (E,O) is an elliptic curve over X , as above;
• ω ∈ Ω1E/X(E) is a nonzero differential.
Over S = SpecZ[1/6], this functor is representable by the affine scheme
M1,~1 := SpecZ[1/6][u, v,∆
−1], where ∆ = u3 − 27v2,
because every isomorphism class [E,O, ω] ∈ F (X) can be locally represented over
X by a Weierstrass equation
E : y2 = 4x3 − g2x− g3
where g2, g3 are local sections of OX with g
3
2 − 27v
2 invertible. This Weierstrass
equation determines a morphism X →M1,~1 via u 7→ g2, v 7→ g3; it also determines
ω = dx/y and O uniquely [21, §8.3].
There is a natural embeddingM1,~1 →֒ A
2. The multiplicative group Gm acts on
A2 via λ · (u, v) = (λ4u, λ6v). The formula λ ·∆ = λ12∆ implies that the Gm-action
restricts to an action on A2\V (∆) =M1,~1.
It follows that M1,1 is the stack quotient M1,1 ∼= [Gm\M1,~1] [21, Remark
8.5]. The quotient morphism M1,~1 → M1,1 is the map [E,O, ω] 7→ [E,O] and is
evidently a principal Gm-bundle.
Remark 2.1. The notationM1,~1 is suggestive of the fact that this is also the moduli
space of isomorphism classes of pairs ((E,O), ~v), where (E,O) is as before and ~v is
a nonzero tangential basepoint at O.
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2.1.2. Analytic defintion of the moduli spaces M1,1 and M1,~1. To study periods
it is more useful to have an analytic description of the associated analytic spaces
Man
1,~1
and Man1,1. They are examples of complex-analytic orbifolds [21]. As we
generally work with moduli spaces as orbifolds rather than as algebraic stacks, we
abuse notation and from this point forward use the same symbols to denote the
stacks and their associated orbifolds.
Let H = {z ∈ C : ℑ(z) > 0}. The modular group Γ := SL2(Z) acts on H by
(2.1) γ · τ :=
aτ + b
cτ + d
where γ =
(
a b
c d
)
, τ ∈ H.
The analytic moduli space of elliptic curves is the orbifold quotient M1,1 :=
[Γ\H] under the action (2.1). Define a left-action of Γ on C× × H by
(2.2) γ · (ξ, τ) =
(
(cτ + d)−1ξ, γ · τ
)
,
where γ ∈ Γ acts on τ ∈ H as in (2.1). Then M1,~1 is the orbifold quotient
M1,~1 := [Γ\(C
× × H)].
The action (2.2) has no fixed points, so M1,~1 is an analytic variety [23, §14].
Projection onto the second factor induces a morphism M1,~1 →M1,1. This is a
C×-bundle over M1,1; let L denote the associated analytic line bundle over M1,1.
The global sections of L⊗k are modular forms of weight k.
The moduli space M1,1 has a Deligne-Mumford compactification M1,1. This
corresponds to compactifying the orbifoldM1,1 by patching basic orbifolds together
to include the cusp of M1,1 [21, §4].
2.1.3. The universal elliptic curve. The identity id ∈ Hom(M1,1,M1,1) corre-
sponds to a universal family E → M1,1 with a canonical section O : M1,1 → E .
The universal punctured elliptic curve is E× := E\ {O}. An analytic description is
given in [22, §1].
For any τ ∈ M1,1, the fiber Eτ is isomorphic to the elliptic curve Eτ whose
complex points are isomorphic to the quotient C/Λτ , where Λτ = Z ⊕ Zτ . The
fiber E×τ is isomorphic to the affine curve E
×
τ . The moduli space M1,~1 is the
normal bundle of the image of O : M1,1 → E .
It is possible to extend E → M1,1 over M1,1 to obtain a generalised universal
elliptic curve E →M1,1. The fiber over the cusp of M1,1 is the nodal cubic.
2.1.4. The Tate curve. The Tate curve is the elliptic curve over Q((q)) whose affine
part is given by the equation
y2 = 4x3 − g2(q)x − g3(q),
where g2(q) := 20G4(q), g3(q) :=
7
3G6(q) and G2k(q) ∈ Q[[q]] is the q-expansion of
the Hecke-normalised Eisenstein series of weight 2k defined in (1.1), considered as
a formal power series [37, Chapter V, §3].
Following Nakamura [31, Example 4] we note that the Tate curve over Q((q)) is
equivalent to a Q-rational tangential basepoint
(2.3) ~1∞ : SpecQ((q))→M1,1 .
Hain provides a topological model for the infinitesimal punctured Tate curve in
[22, §16]. It is more tractable to work with from the point of view of fundamen-
tal groups, although it should be noted that the resulting space is not algebraic.
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Following Hain, we identify the tangential basepoint (2.3) with the positive unit
tangent vector at the cusp. A local coordinate at the cusp is q = exp(2πiτ), and
~1∞ = ∂/∂q. The infinitesimal punctured Tate curve is the fiber Y := E
×
∂/∂q of
E× →M1,1 over the tangent vector ∂/∂q.
By equipping E×∂/∂q with the tangential basepoint
~1O at the punctured origin O,
we determine a trivialisation for Ω1E∂/∂q and hence a tangential basepoint onM1,~1.
We continue to denote this tangential basepoint by ~1∞ := [E∂/∂q,~1O]. It is a lift of
the tangential basepoint ~1∞ on M1,1 under the morphism M1,~1 →M1,1.
2.2. Motivic periods. In this section we recall basic background about motivic
periods, with particular focus on periods of mixed Tate motives. The reader is
referred to [6] for more detail.
2.2.1. Tannakian theory of motivic periods. Let MT(Z) be the category of mixed
Tate motives over Z [15], and letH be the category of “Hodge-theoretic triples” [14,
§1][6, §3.1]. These categories are equipped with Betti and de Rham fiber functors
ωB, ωdR : MT(Z)→ VectQ, ω
B
H, ω
dR
H : H → VectQ,
with respect to which they are neutral Tannakian over Q. There is also a H-
realisation functor ωH : MT(Z) → H satisfying ω• = ω•H ◦ ω
H for • ∈ {B, dR}. It
is a deep result that ωH is fully faithful [15].
To each of these categories one may associate a Q-algebra of motivic periods,
denoted PmMT(Z) and P
m
H respectively. A motivic H-period is an element of P
m
H
arising from the cohomology of an algebraic variety [6, §3.5]. Since ωH is fully
faithful, there is an inclusion
(2.4) PmMT(Z) →֒ P
m
H.
The period algebras are equipped with actions of their respective motivic Galois
groups
GdRMT(Z) := Aut
⊗
MT(Z)(ω
dR), GdRH := Aut
⊗
H(ω
dR
H ).
They are also equipped with canonical period maps
per : PmMT(Z) → C, per : P
m
H → C.
All of these features are compatible with the inclusion (2.4).
Remark 2.2. The embedding (2.4) means that PmMT(Z), together with its Galois
action, may be studied within the algebra of motivic H-periods, which has an
elementary description in terms of matrix coefficients [6, §2.2]. For this reason, all
motivic periods will be viewed as contained in PmH, and when considering periods
of mixed Tate motives we use (2.4) implicitly.
2.2.2. The universal comparison isomorphism. The identity map on PmH can be
viewed as a canonical point cm ∈ Isom⊗H(ω
dR
H , ω
B
H)(P
m
H) i.e. a natural isomorphism
cm : ωdRH ⊗ P
m
H
∼
−→ ωBH ⊗ P
m
H.
The component at M = (MB,MdR, cM ) ∈ H gives a universal comparison isomor-
phism8
cmM : MdR ⊗Q P
m
H
∼
−→MB ⊗Q P
m
H.
8If M ∈ MT(Z), this restricts to an isomorphism with Pm
MT(Z)
replacing Pm
H
.
14 ALEX SAAD
It satisfies (id⊗ per) ◦ cmM = cM ◦ (id⊗ per).
2.3. Mixed Tate periods.
2.3.1. The Lefschetz period. The most basic example of a motivic period is the
Lefschetz period L. It satisfies per(L) = 2πi. We recall the definition here as it is
widely used in this paper.
Definition 2.3 (Lefschetz period). The Lefschetz period is
L = Lm := [H1(Gm), [dz/z] , γ0]
m,
where H1(Gm) ∼= Q(−1) ∈ MT(Z) and γ0 ∈ H1(C
×,Q) ∼= H1B(Gm)
∨ is the class of
a small counterclockwise loop circling the origin in C×.
2.3.2. Motivic multiple zeta values. Let X = P1\ {0, 1,∞}, and let
0Π
mot
1 := π
mot
1 (X,~10,−~11)
denote the motivic path torsor between the tangential basepoints ~10 and ~11. Its
affine ring O(0Π
mot
1 ) is an ind-object of MT(Z) [14]. Using ω
H : MT(Z) →֒ H it
may be considered as an ind-object of H via
O(0Π
mot
1 ) = (O(0Π
B
1 ),O(0Π
dR
1 ), c).
Let dch ∈ 0Π
B
1 (R) denote the straight line path from ~10 to −~11 (see §3.3.3).
Definition 2.4 (Motivic multiple zeta value). The Q-algebra of motivic multiple
zeta values is the ring Zm generated by matrix coefficients [O(0Π
mot
1 ), w, dch]
m,
where w ranges over elements of O(0Π
dR
1 ).
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There is a canonical isomorphism O(0Π
dR
1 )
∼= Q〈e0, e1〉 with the shuffle algebra
on two symbols [15]. Here e0 and e1 are formal symbols corresponding to ω0 :=
dz/z, ω1 := dz/(1− z) ∈ Ω
1(X) respectively. Their classes span H1dR(X).
Remark 2.5 (Admissible words). Let w ∈ Q〈e0, e1〉 be a single word. The motivic
multiple zeta value [O(0Π
mot
1 ), w, dch]
m ∈ Zm is denoted ζm(w). If w is admissible,
meaning it is of the form w = e1ve0 for some word v, then we may write
(2.5) w = e1e
k1−1
0 · · · e1e
kr−1
0 with k1 . . . kr−1 ≥ 1 and kr ≥ 2.
We use the notation ζm(k1, . . . , kr) := ζ
m(w) for an admissible motivic MZV.
Remark 2.6 (Shuffle-regularisation). There is a unique shuffle-algebra homomor-
phism ζm : Q〈e0, e1〉 → P
m
H, such that whenever w is admissible of the form (2.5)
we have ζm(w) = ζm(k1, . . . , kr), and such that ζ
m(e0) = ζ
m(e1) = 0 [12, Proposi-
tion 1.173]. We have per ζm(w) = ζ(w).
2.3.3. Brown’s theorem. Brown proved that GdR
MT(Z) acts faithfully on O(0Π
mot
1 )
[4]. This is equivalent to the statement that the Tannakian subcategory of MT(Z)
generated by the ind-object O(0Π
mot
1 ) is equivalent to MT(Z), and implies that
there is an isomorphism Zm[L−1]
∼
−→ Pm
MT(Z).
9The ind-object O(0Πmot1 ) has a weight filtration by finite-dimensional subobjects
MrO(0Πmot1 ) ∈ MT(Z). A motivic MZV ζ
m(w) of weight n can be written as the matrix co-
efficient [MnO(0Πmot1 ), w,dch]
m.
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3. Fundamental groups
For us, fundamental groups are a convenient tool for packaging and manipulat-
ing generating series of periods. The relevant fundamental groups for this purpose
are Betti and de Rham fundamental groups, as well as the usual topological funda-
mental group. For technical reasons, we will also have to consider relative versions
of these groups. These notions are defined and outlined in the next sections.
3.1. The topological fundamental group. Let X be a scheme10 and let x ∈
X(C)bp. The topological fundamental group of X , based at x, is
πtop1 (X, x) := π1(X(C), x).
Table 1. Description of fundamental groups
Space Fundamental group Description of generators
P1\ {0, 1,∞} 〈γ0, γ1, γ∞|γ0γ1γ∞ = 1〉 γp = small positively oriented loop
around puncture at p
E× 〈α, β〉 Cycles on punctured torus
M1,1 SL2(Z) Orientation-preserving automorphisms
of H1(E
×(C),Z)
M1,~1 B3 Automorphisms of π
top
1 (E
×) acting
via Dehn twists along α, β
We record several important fundamental groups in Table 1. (To ease notation,
the basepoint x is omitted.) Here E× denotes the fiber of E× → M1,1 over any
point inM1,1(C)bp, and in particular may refer to the infinitesimal punctured Tate
curve Y = E×∂/∂q . The element α is the image under C 7→ C/Λτ
∼= E(C) of the
path αˆ : (0, 1) 7→ C, t 7→ t, and β is the image of βˆ : (0, 1) 7→ C, t 7→ tτ .
Under the isomorphism πtop1 (M1,1,~1∞)
∼= Γ the element S corresponds to the
imaginary axis on H, or equivalently to a loop based at ~1∞ encircling the point i.
11
The element T corresponds to a small positively oriented loop around the cusp.
In Table 1 the braid group on 3 strands has presentation
(3.1) B3 = 〈tA, tB|tAtBtA = tBtAtB〉.
The elements tA and tB can be identified with Dehn twists on cycles A,B ⊆ E(C)
that intersect transversally at one point. One such choice is (the images of) α and
β. This point of view realises πtop1 (M1,~1, x) as the mapping class group of a genus
1 surface with one puncture. See §6.1 for a detailed description of the monodromy
action of this mapping class group.
10When X is an algebraic stack, X(C) is a complex-analytic orbifold and the fundamental
group here refers to the orbifold fundamental group [21].
11This loop is not nullhomotopic because the stabiliser of [i] ∈ M1,1 is Z/4Z.
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3.2. The relative fundamental group. The relative completion of a discrete
group [20] generalises the notion of unipotent completion. It can be used as a
substitute in cases when the unipotent completion is trivial.
Here we use a geometric variant of relative completion, due to Brown [5, §12].
The advantage of this method is that it is possible to define all realisations of the
relative completion simultaneously from the following categorical construction.
Definition 3.1 (Abstract relative completion). Let (C, ω) be a neutral Tannakian
category over a field K of characteristic zero, and let S →֒ C be a full semisimple
Tannakian subcategory with fiber functor ω|S. Define a subcategory F(C, S) →֒ C
whose objects are objects V ∈ C equipped with a (finite, exhaustive, separated)
increasing filtration
0 = V0 ⊆ V1 ⊆ · · · ⊆ Vn = V
by C-subobjects of V , such that each graded quotient Vi+1/Vi is isomorphic to an
object in S. The morphisms in F(C, S) are the C-morphisms compatible with the
filtrations. Then F(C, S) is a Tannakian category equipped with the fiber functor
ω|F(C,S). We define the fundamental group of (C, ω) relative to S to be the Tannakian
fundamental group
G = π1(C, S, ω) := Aut
⊗
F(C,S)
(
ω|F(C,S)
)
.
Let S := Aut⊗S (ω|S). It is pro-reductive because S is semisimple [16, Proposition
2.23]. There is an inclusion S →֒ F(C, S) given by equipping an object V ∈ S with
the trivial filtration 0 = V0 ⊆ V1 = V . This inclusion induces a faithfully flat
morphism of affine group schemes G → S whose kernel is a pro-unipotent group U ,
exhibiting G as an extension
(3.2) 1→ U → G → S → 1.
Let X be a scheme12 over a field K ⊆ C, and let x ∈ X(K)bp. To this data we
can associate two neutral Tannakian categories:
• The category LS(X) = LSK(X) of local systems V of finite-dimensional
K-vector spaces on X , equipped with the Betti fiber functor ωBx sending
each local system V to the stalk Vx.
• The category Con(X) = ConK(X) of algebraicK-vector bundles with a flat
connection (V ,∇) on X and regular singularities at infinity, equipped with
the de Rham fiber functor ωdRx sending (V ,∇) to the fiber V(x) = Vx/mxVx.
Let SB →֒ LS(X) (resp. SdR →֒ Con(X)) be a full semisimple Tannakian sub-
category of LS(X) (resp. Con(X)) with fiber functor given by the restriction of ωBx
(resp. ωdRx ). Denote their Tannaka groups by S
B and SdR respectively.
Definition 3.2 (Relative fundamental group). Applying Definition 3.1 to the above
setup produces two affine group schemes over K,
(3.3) πrel,B1 (X, x) := π1(LS(X), S
B, ωBx ), π
rel,dR
1 (X, x) := π1(Con(X), S
dR, ωdRx ),
respectively called the Betti and de Rham relative fundamental groups of X with
basepoint x. These depend on the choice of the semisimple subcategories.
12In one case we must consider the relative fundamental group of the algebraic stack X =M1,1.
As described in §2.1.1, this is the stack quotient [Gm\M1,~1]. We define its relative fundamental
groups by looking at Gm-equivariant objects of LS(M1,~1) and Con(M1,~1) and then applying the
same Tannakian machinery as for schemes.
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Remark 3.3. A standard way to define the semistable subcategory SB (resp. SdR) is
by taking the semistable Tannakian subcategory generated by an object V ∈ LS(X)
(resp. V ∈ Con(X)) inducing a polarised variation of MHS over X [20]. In this
case the associated reductive group is the symplectic group SB = Sp(Vx) (resp.
SdR = Sp(V(x))), considered as an affine group scheme over K.
3.2.1. Splitting. For relative completions of fundamental groups, the exact sequence
(3.2) always splits [23, Proposition 3.1]. This means that for • ∈ {B, dR} the
relative fundamental group is isomorphic to a semidirect product
(3.4) πrel,•1 (X, x)
∼= U• ⋊ S•,
where S• is pro-reductive and U• is pro-unipotent. This decomposition depends
upon the choice of splitting.
3.2.2. Comparison isomorphism. Let XC = X ×K C and let xˆ ∈ XC(C) be a lift of
x. The Riemann-Hilbert correspondence induces a tensor-equivalence ConC(XC)
∼
−→
LSC(XC). Assume that this induces an equivalence S
dR
C
∼
−→ SBC . Tannakian duality
yields a canonical isomorphism πrel,B1 (XC, xˆ)
∼
−→ πrel,dR1 (XC, xˆ). Relative comple-
tion commutes with base change [23, §3.3] so we obtain a canonical isomorphism
(3.5) πrel,B1 (X, x)×K C
∼
−→ πrel,dR1 (X, x)×K C.
Definition 3.4 (Comparison isomorphism). The isomorphism (3.5) is called the
comparison isomorphism between (relative) Betti and de Rham fundamental groups.
The isomorphism (3.5) is induced by viewing the affine rings as ind-objects in
H⊗Q K, whose ring of motivic periods is P
m
H ⊗K. By §2.2.2 it lifts to a universal
comparison isomorphism
πrel,B1 (X, x)×K (P
m
H ⊗Q K)
∼
−→ πrel,dR1 (X, x)×K (P
m
H ⊗Q K).
Remark 3.5 (Generating series). The Betti fiber functor ωBx : LS(X)→ VectK fac-
tors through the category RepK(π
top
1 (X, x)) of K-representations of the topological
fundamental group, and the augmented functor LS(X) → RepK(π
top
1 (X, x)) is a
Tannakian equivalence.13 This induces a canonical Zariski-dense homomorphism
(3.6) πtop1 (X, x)→ π
rel,B
1 (X, x)(K).
Consider the composition
(3.7) πtop1 (X, x)→ π
rel,B
1 (X, x)(K)→ π
rel,dR
1 (X, x)(P
m
H ⊗Q K)
where the first map is (3.6) and the second is induced by the universal comparison
isomorphism. This composition can be viewed as the map sending an element γ of
the topological fundamental group to the generating series of all homotopy-invariant
motivic iterated integrals on X along γ.
13The category RepK(π
top
1 (X, x)) is equipped with the forgetful fiber functor.
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3.2.3. Relation to unipotent completion. Let • ∈ {B, dR}. When S• is a trivial Tan-
nakian subcategory, the relative fundamental group πrel,•1 (X, x) is pro-unipotent.
In this case we denote πrel,•1 (X, x) by π
•
1(X, x).
When • = B, πB1 (X, x) is the unipotent completion of π
top
1 (X, x). The canonical
homomorphism (3.6) is none other than the natural map from πtop1 (X, x) to the
rational points of its unipotent completion.
Throughout this paper, we only make use of a nontrivial semisimple subcategory
S• in the cases (X, x) = (M1,1,~1∞) or (M1,~1,
~1∞), in which case S
• is generated by
an explicit object depending on the universal family overM1,1. This is because the
unipotent completion of Γ is trivial. In all other situations we only require relative
completion with respect to a trivial S.
Remark 3.6. If a discrete group Π is the topological fundamental group of a space
X , we generally write ΠB (resp. ΠdR) for the associated Betti (resp. de Rham)
fundamental group.
3.3. De Rham fundamental groups of P1\ {0, 1,∞} and E×∂/∂q . In this section
we describe the de Rham fundamental groups of X = P1\ {0, 1,∞} and Y = E×∂/∂q
in more detail.
3.3.1. R-points. The groups ΠX := π
top
1 (X,~11) and ΠY := π
top
1 (Y,~1O) are free on
two generators (see §3.1); we have ΠX = 〈γ0, γ1〉 and ΠY = 〈α, β〉. Let R be a
Q-algebra, and consider the Hopf algebras of formal noncommutative power series
R〈〈x0, x1〉〉, R〈〈a, b〉〉 defined in §1.5.2. The R-points of the de Rham fundamental
groups may be described as the groups of grouplike elements
(3.8) ΠdRX (R)
∼= G(R〈〈x0, x1〉〉), Π
dR
Y (R)
∼= G(R〈〈a, b〉〉).
The elements xp, a, b correspond to the abelianisations of logarithms of the associ-
ated elements γp, α, β up to a normalisation coming from the comparison isomor-
phism. In other words, under the natural map ΠX → (Π
dR
X )
ab(Pm
MT(Z)) we have
γp 7→ exp(Lxp). Under ΠY → (Π
dR
Y )
ab(PmH) we have α 7→ exp(La), β 7→ exp(−b).
The coefficients reflect the MHS on the fundamental group [19]; xp spans a copy of
Q(1), a spans Q(1) and b spans Q(0).
3.3.2. Lie algebras. The Lie algebras of ΠdRX and Π
dR
Y are non-canonically isomor-
phic to the completed free Lie algebras Lie(x0, x1)
∧ and Lie(a, b)∧ respectively.
3.3.3. Motivic Drinfeld associators. There are six tangential basepoints on X that
have good reduction modulo every prime: each puncture p ∈ {0, 1,∞} is equipped
with two unit tangent vectors ±~1p based at p.
Let i, j ∈ {0, 1,∞} be distinct. There is a natural “straight line path”
dchij ∈ iΠj := π
top
1 (X,~1i,−~1j)
whose image is contained within X(R). Under the map iΠj → iΠ
dR
j (P
m
MT(Z)) de-
scribed in (3.7), the element dchij is sent to an element Φ
m
ij . By (3.8), this element
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is a grouplike power series Φmij ∈ P
m
MT(Z)〈〈x0, x1〉〉.
14 As in the case for the real Drin-
feld associator Φ01 ∈ R〈〈x0, x1〉〉, Φ
m
01 is the generating series for motivic multiple
zeta values
(3.9) Φm01 = Φ
m(x0, x1) =
∑
w∈M(x0,x1)
ζm(w)w
and satisfies per(Φm01) = Φ01. The other series Φ
m
ij are obtained making by the
change of variables Φmij := Φ
m(xi, xj). Here we have defined x∞ := −(x0 + x1).
3.4. Relative fundamental groups of M1,1 and M1,~1. Let π : E → M1,1 be
the universal family of §2.1.3. Let V := R1π∗Q be the local system over M1,1
whose fiber over τ is the Betti cohomology H1B(Eτ ,Q). Associated to V is a vector
bundle V over M1,1 equipped with the Gauss-Manin connection ∇.
Let SB be the full semisimple subcategory of LSQ(M1,1) generated by V , and
let SdR be the full subcategory of ConQ(M1,1) generated by (V ,∇). Definition 3.2
yields the Betti and de Rham relative fundamental groups with respect to SB, SdR:
GB1,1 := π
rel,B
1 (M1,1,~1∞), G
dR
1,1 := π
rel,dR
1 (M1,1,~1∞).
Let V ′ (resp. V ′) denote the pullback of V (resp. V) by M1,~1 →M1,1. The same
procedure defines the relative fundamental groups ofM1,~1 with respect to V
′ (resp.
V ′) to give
GB
1,~1
:= πrel,B1 (M1,~1,
~1∞), G
dR
1,~1
:= πrel,dR1 (M1,~1,
~1∞).
The decomposition (3.4) produces non-canonical isomorphisms
G•1,1
∼= U•1,1 ⋊ SL2, G
•
1,~1
∼= U•1,~1 ⋊ SL2,
where U•1,1 and U
•
1,~1
are pro-unipotent. By [23, Proposition 14.2] we also have
(3.10) UdR
1,~1
∼= UdR1,1 ×Ga(1).
In order to describe GdR1,1 and G
dR
1,~1
it is therefore sufficient to describe u1,1 :=
Lie(UdR1,1 ), together with its SL2-action. The Lie algebra u1,~1 := Lie(U
dR
1,~1
) is iso-
morphic to the direct product u1,1 ⊕ Qe2 with a central generator e2 spanning a
copy of Q(1). This generator is acted on trivially by SL2.
3.4.1. Explicit description of generators. It remains to describe u1,1. It is equipped
with a limiting mixed Hodge structure (MHS) [23], and therefore has two different
weight filtrations, M and W . These filtrations will not be used in the sequel, but
note that the filtrations on ugeom defined in §4.2 are their image under the mon-
odromy morphism of §6.2. The Lie algebra u1,1, together with its MHS, is described
explicitly in [5, §13.5]. It is completed free Lie algebra on its abelianisation, which
is isomorphic to ∏
n≥2
H1dR(M1,1, Sym
n V)∨ ⊗ V dRn .
14Technically, Φmij is an element of a de Rham path torsor. However the canonical de Rham
splitting for mixed Tate motives implies that the basepoint plays no role in πdR1 (X).
Here and onward we also make an obvious abuse of notation and write ζm(w) for w ∈M(x0, x1),
even though ζm(w) is strictly defined for w ∈M(e0, e1).
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By describing H1dR(M1,1, Sym
n V) [5, 11], Brown shows that u1,1 is the completed
free Lie algebra generated by terms of the form
(3.11) e2n+2X
kY2n−k, e′fX
kY2n−k, e′′fX
kY2n−k
where n ≥ 1, 0 ≤ k ≤ 2n and f ranges over normalised Hecke eigenforms of weight
2n+ 2.
The isomorphism u1,~1
∼= u1,1 ⊕ Qe2 implies that u1,~1 is the completed free Lie
algebra generated by the terms in (3.11), where we also allow n ≥ 0. An element
of UdR
1,~1
(R) can be written in the form u · exp(re2), where u ∈ U
dR
1,1 (R) and r ∈ R.
The symbols e2n+2 each span a copy of Q(1), while e
′
f , e
′′
f is a basis for a rank-2
mixed Hodge structure associated to the motive of f [36]. The symbols X and Y
span copies of Q(0) and Q(1) respectively.
3.4.2. Left and right actions. The reductive group SLdR2 acts on u1,1 naturally on
the right as follows: let R be a Q-algebra and let
γ =
(
a b
c d
)
∈ SLdR2 (R).
Then γ acts on u1,1 ⊗Q R via
(3.12) P (X,Y)|γ := P (aX+ bY, cX+ dY).
It also acts on ΠdRY := π
dR
1 (E
×
∂/∂q ,
~1O) via right multiplication on the frame (a, b):
(3.13) (a, b)|γ := (a, b)γ = (aa+ cb, ba+ db)
In contrast, the unipotent group UdR
1,~1
acts on ΠdRY on the left, via the monodromy
homomorphism of §6.2, by applying certain derivations on Lie(a, b) to power series
in a, b. These derivations are defined in §4.1.
It is convenient to consider only left actions, so we let SLdR2 act on the left by
taking the inverse action of each right action. For γ ∈ SLdR2 (R) and x an R-point
of either ΠdRY , U
dR
1,~1
or UdR1,1 , this is defined by γ(x) = x|γ−1 .
The group GdR
1,~1
(resp. GdR1,1) splits non-canonically as the semidirect product
(3.14) GdR
1,~1
∼= UdR1,~1 ⋊ SL
dR
2 (resp. G
dR
1,1
∼= UdR1,1 ⋊ SL
dR
2 ),
where SLdR2 acts on the left by the above inverse action.
3.4.3. Induced sl2-actions. The SL2-action on u1,1 described in §3.4.2 induces an
action of Lie(SL2) = sl2 on u1,1. It acts via the operators X∂/∂Y and −Y∂/∂X.
4. The Lie algebra of geometric derivations
4.1. The derivations ε∨2n+2 and ε2n+2. Let L = Lie(a, b) denote the free Lie
algebra on two letters a and b over Q [35]. Its lower central series completion L∧
is canonically isomorphic to Lie(ΠdRY ).
Let θ = [a, b] and consider the Lie subalgebra Derθ(L) ⊆ Der(L) consisting of
derivations δ for which δ(θ) = 0. Such a derivation is determined by its value on
either a or b. Within Derθ(L) there is a distinguished family of derivations ε∨2n+2,
for each n ≥ −1 [39].
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Definition 4.1 (Geometric derivations). For n ≥ −1 define ε∨2n+2 ∈ Der
θ(L) by
ε∨2n+2(a) = ad(a)
2n+2(b)
ε∨2n+2(b) =
1
2
∑
i+j=2n+1
(−1)i
[
ad(a)i(b), ad(a)j(b)
]
.
The derivation ε∨0 can also be written as ε
∨
0 = b∂/∂a.
4.1.1. Action of SL2 and sl2. The algebraic group SL2 acts on the right of L by
right-multiplying the row vector (a, b) (see §3.4.2). For all n ≥ −1 we define
(4.1) ε2n+2 := (−)|S ◦ ε
∨
2n+2 ◦ (−)|S−1 .
The element ε0 may also be written as ε0 = −a∂/∂b.
There is an inner action of sl2 on Der
θ(L) by ε∨0 and ε0. The following proposition
is [8, Lemma 5.2].
Proposition 4.2. The derivation ε∨2n+2 is a highest-weight vector and generates
an irreducible representation of sl2 of dimension 2n+ 1, with basis{
ad(ε∨0 )
k(ε∨2n+2) : 0 ≤ k ≤ 2n
}
.
For later use we note that the highest and lowest weight vectors are related by
a simple formula.
Lemma 4.3. The highest and lowest vectors are related via
(4.2) ad(ε∨0 )
k(ε∨2n+2) =
k!
(2n− k)!
ad(ε0)
2n−k(ε2n+2).
Proof. By comparing sl2-weights, one knows that the quantities ad(ε
∨
0 )
k(ε∨2n+2) and
ad(ε0)
2n−k(ε2n+2) must be proportional. The scale factor can be found by applying
both sides of (4.2) to either a and b. 
4.2. The Lie algebra ugeom. The geometric derivations assemble into a Lie sub-
algebra of Derθ(L).
Definition 4.4. Let ugeom denote the Lie subalgebra of Derθ(L) generated by
the collection of all sl2 representations in Proposition 4.2. It is a bigraded Lie
subalgebra of Derθ(L) generated by ad(ε∨0 )
k(ε∨2n+2) for n ≥ 1 and k ≥ 0, and
carries a canonical sl2-action via the adjoint action of ε
∨
0 and ε0.
Remark 4.5. The Lie algebra ugeom is the graded Lie algebra of the image Ugeom =
im(µ : UdR1,1 → Aut(Π
dR
Y )) under the monodromy morphism of §6.2. The image
is a pro-unipotent subgroup of Aut(ΠdRY ). The inclusion u
geom ⊆ Derθ(L) is a
consequence of the fact that elements of Ugeom fix a small loop around the puncture
on E×∂/∂q , whose logarithm corresponds to θ.
Note that ugeom does not contain ε∨2 = ε2 = − ad([a, b]). This element is central
in Derθ(L). It corresponds to the logarithm of an element of UdR
1,~1
that acts on
(E×∂/∂q ,
~1O) by rotating the tangent vector ~1O.
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4.2.1. Mixed Hodge structure. The fundamental group ΠdRY and its automorphism
group are equipped with limiting mixed Hodge-Tate structures [5, §13.6]. Therefore
ugeom is equipped with a limiting MHS, and has two increasing weight filtrations
(M and W ) and a decreasing Hodge filtration F . Because it is mixed Tate, the
M -filtration is canonically split by the Hodge filtration. We will briefly describe
the weight filtrations M and W .
The Lie algebra ugeom is generated by elements δ
(k)
2n+2 := ad(ε
∨
0 )
k(ε∨2n+2) for all
n ≥ 1 and 0 ≤ k ≤ 2n. The element δ
(k)
2n+2 lies in M2k−2−4n ∩W−2n−2.
The monodromy weight filtration W is the negative of the lower central series
filtration on ugeom. One should note that ugeom is the image of u1,1 = Lie(U
dR
1,1 )
under the monodromy homomorphism µ (see §6.2). It is known that µ is a morphism
of mixed Hodge structures [23, Proposition 15.1], so the MHS on ugeom is inherited
from that of u1,1.
4.2.2. Motivic structure. The following general statement may be proven using the
Tannakian formalism.
Lemma 4.6. Let (C, ωC) and (D, ωD) be neutral Tannakian categories over Q, and
let F : C→ D be a fully faithful additive tensor functor satisfying ωD ◦F = ωC. Let
M ∈ C. Then F (〈M〉⊗) ≃ 〈F (M)〉⊗.
Lemma 4.6 implies the following important fact about the Lie algebra ugeom.
Proposition 4.7. The Lie algebra ugeom is the H-realisation of a pro-object in
MT(Z). Equivalently, O(Ugeom) is the H-realisation of an ind-object of MT(Z).
Proof. The H-realisation functor ωH : MT(Z)→ H is fully faithful and compatible
with the respective de Rham fiber functors. The Lie algebra L∧ is a pro-object
within its essential image [7, 25]. Consequently,
Der(L∧) ∼= Hom(Qa⊕Qb, L∧) ∼= Hom(Q(1)⊕Q(0), L∧)
is a pro-object in the essential image of ωH. By definition, ugeom is a H-subobject
of Der(L∧). Applying Lemma 4.6 with C = MT(Z), D = H, F = ωH and F (M) =
Der(L∧) implies that ugeom is the H-realisation of a pro-object of MT(Z). 
In Theorem 10.1 we prove that the action of UdRMT(Z) on u
geom is faithful.
5. Filtrations
The fundamental groups of §3 are equipped with various decreasing filtrations
by identifying their points with subgroups of various noncommutative power series
rings. Truncating a series in these filtrations defines increasing filtrations on the
space of coefficients of this series. The technical core of this paper uses this idea to
relate the depth and weight filtrations on motivic multiple zeta values to the length
filtration on motivic iterated integrals of Eisenstein series.
In this section we review some the available filtrations. We also introduce some
new notation, such as coefficient spaces.
5.1. Formalities. Throughout, R is a Q-algebra. If Z is a set, the free monoid on
Z is denoted byM(Z) =M(z : z ∈ Z). For each z ∈ Z there is a monoid morphism
degz : M(Z)→ (Z≥0,+) for which degz(z) = 1 and degz(z
′) = 0 for z′ 6= z. From
this one can define a total degree monoid morphism deg =
∑
z∈Z degz. These
degree functions determine gradings on M(Z).
MULTIPLE ZETA VALUES AND ITERATED EISENSTEIN INTEGRALS 23
Associated to Z is the R-algebra R〈〈Z〉〉 of formal power series whose noncom-
muting indeterminates are the elements of Z. We can write elements s ∈ R〈〈Z〉〉
as formal power series
s =
∑
w∈M(Z)
sww, sw ∈ R.
Let Q〈Z〉 denote the free shuffle algebra on Z. It is a Hopf algebra equipped
with the shuffle product and deconcatenation coproduct. There is an isomorphism
of Q-vector spaces
(5.1) HomVect∞
Q
(Q〈Z〉, R)
∼
−→ R〈〈Z〉〉, s 7→
∑
w∈M(Z)
s(w)w,
where the homomorphism space on the left is in the category Vect∞Q of all Q-vector
spaces (not necessarily finite-dimensional).
Let A be an R-algebra. In this section we will be concerned with decreasing
filtrations F •A that are compatible with the algebra structure on A. Where there
is no danger of confusion, we will omit reference to the underlying algebra in the
notation and write F • instead of F •A.
Remark 5.1. The (commutative) shuffle algebraQ〈Z〉 and (noncommutative) power
series ring R〈〈Z〉〉 are naturally constructed fromM(Z). One can define decreasing
filtrations on each of these algebras using the degree functions onM(Z) in a natural
way.
Using the isomorphism (5.1), it is possible to pass between filtrations on Q〈Z〉
and R〈〈Z〉〉 as follows: given F •R〈〈Z〉〉, define F •Q〈Z〉 := F •R〈〈Z〉〉 ∩Q〈Z〉. This
uses the vector space inclusion Q〈Z〉 ⊆ R〈〈Z〉〉.15 Conversely, given F •Q〈Z〉, define
F •R〈〈Z〉〉 as the image of F •HomVect∞
Q
(Q〈Z〉, R) under (5.1), where
F r HomVect∞
Q
(Q〈Z〉, R) := im
(
HomVect∞
Q
(F rQ〈Z〉, R)→ HomVect∞
Q
(Q〈Z〉, R)
)
is the image of extension by zero.
5.1.1. Filtered pieces of series. Let A be any R-algebra equipped with a separated
and exhaustive decreasing filtration F •, and let s ∈ A. Write
s =
∑
k≥0
sk, where sk ∈ F
k\F k+1.
Definition 5.2 (Filtered piece of series). The rth F -filtered piece of s is
FilrF (s) :=
r∑
k=0
sk.
This implies that s ≡ FilrF (s) (mod F
r+1).
5.1.2. Induced filtrations. Let A be an R-algebra equipped with a decreasing fil-
tration F •A. Let E be an R-module acting R-linearly on A. There is an induced
filtration F •E defined by F rE :=
{
e ∈ E : e
(
F kA
)
⊆ F k+rA
}
.
5.2. Decreasing filtrations on fundamental groups. In this section we define
decreasing filtrations on ΠdRX , Π
dR
Y , U
dR
1,1 , U
dR
1,~1
and Ugeom.
15If R〈〈Z〉〉 contains the R-points of a fundamental group and Q〈Z〉 is its affine ring, this
inclusion is an abuse of notation whereby elements are implicitly identified with their duals. It is
therefore incompatible with the algebra structure.
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5.2.1. Filtrations on ΠdRX . Let X = P
1\ {0, 1,∞}. We have seen that
ΠdRX (R)
∼= G (R〈〈x0, x1〉〉) .
The filtrations on ΠdRX (R) are induced by the following filtrations on the power
series ring.
Definition 5.3. The power series ring R〈〈x0, x1〉〉 is equipped with two natural
decreasing filtrations: the weight filtrationW •R〈〈x0, x1〉〉 is the decreasing filtration
on the total degree in both x0 and x1, and the depth filtration D
•R〈〈x0, x1〉〉 is the
decreasing filtration on the x1-degree.
Remark 5.4. The depth filtration is induced by the inclusion X →֒ Gm in the sense
that D1ΠdRX is the kernel of the induced morphism Π
dR
X → π
dR
1 (Gm,~11).
5.2.2. Filtrations on ΠdRY . We have seen that
ΠdRY (R)
∼= G (R〈〈a, b〉〉) .
The filtrations on ΠdRY (R) are induced by the following filtrations on the power
series ring.
Definition 5.5. The power series ring R〈〈a, b〉〉 is equipped with three natural
decreasing filtrations: the A-filtration A•R〈〈a, b〉〉 is the decreasing filtration on the
a-degree; the B-filtration B•R〈〈a, b〉〉 is the decreasing filtration on the b-degree;
and the elliptic depth filtration D•R〈〈a, b〉〉 is the decreasing filtration on the [a, b]-
degree, defined by
DrR〈〈a, b〉〉 =


R〈〈a, b〉〉, r = 0
ker (R〈〈a, b〉〉 → R[[a, b]]) , r = 1{
elements of D1-degree ≥ r
}
, r ≥ 2.
It is clear that D• ⊆ A• ∩B•.
5.2.3. Filtrations on U1,1 and U1,~1. In §3.4 we gave an explicit description of the
elements of U1,1(R) and U1,~1(R). These can be used to define a length filtration.
Definition 5.6. The groups U1,1(R) and U1,~1(R) are equipped with a decreasing
length filtration L•. It is the decreasing filtration induced by the total degree, where
the generators e2n+2, e
′
f and e
′′
f are each assigned degree 1.
Remark 5.7. The length filtration is so named because the coefficients of an element
u ∈ Lr are R-valued iterated integrals of length at most r.
5.2.4. Filtrations on Ugeom and ugeom. The unipotent group Ugeom is the group
scheme whose Lie algebra is the algebra ugeom of geometric derivations defined in
§4.2. It can also be defined as the image of U1,1 under the monodromy morphism
µ of §6.2.
Definition 5.8. The group scheme Ugeom is equipped with a decreasing length
filtration L• defined by L• Ugeom = µ(L•U1,1). Equivalently, it can be defined as
the decreasing filtration induced by the total degree, where ε∨2n+2 and ε2n+2 are
assgined degree 1 for all n ≥ 1, and ε∨0 and ε0 are assigned degree 0.
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5.3. Coefficient spaces. De Rham fundamental groups are a convenient tool for
packaging iterated integrals into generating series. The notion of coefficient space
extracts the coefficients from such series.
Definition 5.9 (Coefficient space). Let s ∈ R〈〈Z〉〉 be a formal power series. The
coefficient space Co(s) is the vector space image
Co(s) := im (s : Q〈Z〉 → R)
of the associated linear map under (5.1). It is a subspace of the Q-vector space R.
Extra structure on a series s induces structure on Co(s). The ring R〈〈Z〉〉 can be
equipped with the structure of a Hopf algebra by taking the coproduct ∆ for which
each z ∈ Z is primitive. The isomorphism (5.1) restricts to a group isomorphism
(5.2) HomAlgQ(Q〈Z〉, R)
∼
−→ G (R〈〈Z〉〉) .
Therefore if s is grouplike, Co(s) is a Q-subalgebra of R.
Remark 5.10. Let X be a scheme over Q and let x ∈ X(Q)bp. Let U be the unipo-
tent radical of πrel,dR1 (X, x) with respect to some choice of semistable subcategory
of Con(X). The affine ring O(U) is equipped with the shuffle product induced by
that on iterated integrals. Choosing a set Z of generators for O(U) determines a
non-canonical isomorphism O(U) ∼= Q〈Z〉. Let s ∈ U(R) ∼= Hom(Q〈Z〉, R). By
(5.2), it follows that Co(s) is a Q-subalgebra of R.
5.3.1. Induced filtrations on coefficient spaces. As before, let Z be any set of in-
determinates. Suppose that R〈〈Z〉〉 is equipped with an exhaustive, separated,
decreasing filtration F •. Let s ∈ R〈〈Z〉〉. To the pair (s, F •) one can associate an
increasing filtration on Co(s) as follows:
Definition 5.11. Define an increasing filtration of subspaces CoF• (s) of Co(s) by
CoFr (s) := Co (Fil
r
F (s)) .
Proposition 5.12. If s is grouplike, the filtration CoF• (s) is compatible with the
algebra structure on Co(s) i.e. CoFm(s)Co
F
n (s) ⊆ Co
F
m+n(s).
Proof. The isomorphism (5.2) implies that s is a shuffle-algebra homomorphism
s : Q〈Z〉 → R. Let c1 ∈ Co
F
m(s) and c2 ∈ Co
F
n (s). By linearity, we may assume
ci = s(ui) are the coefficients of words u1, u2 ∈M(Z). Then
c1c2 = s(u1)s(u2) = s(u1 u2),
where  denotes the shuffle product. Let F •Q〈Z〉 be the associated decreasing
filtration on the shuffle algebra on Z described in Remark 5.1. The assumption on
c1 and c2 implies that u1 ∈ F
kQ〈Z〉 for k ≤ m and u2 ∈ F
lQ〈Z〉 for l ≤ n. The
shuffle product u1u2 =
∑
v is a sum of words v ∈ F k+lQ〈Z〉, which implies that
c1c2 =
∑
s(v) ∈ CoFk+l(s) ⊆ Co
F
m+n(s). 
Proposition 5.13. Let E be an R-module acting on F •R〈〈Z〉〉. Suppose that L•E
is a subfiltration of the induced filtration F •E. Let e ∈ E and s ∈ R〈〈Z〉〉. Then
CoFr (e(s)) =
∑
i+j=r
CoLi (e)Co
F
j (s).
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Proof. Write e =
∑
k≥0 ek and s =
∑
l≥0 sl, where ek ∈ L
k\Lk+1 and sl ∈ F
l\F l+1.
It is clear that
FilrF (e(s)) =
∑
k,l≥0
k+l≤r
ek(sl),
because ek(sl) ∈ F
k+lR〈〈Z〉〉. The result follows by taking coefficient spaces. 
5.3.2. Depth filtration and weight grading on motivic MZVs. The filtrations on co-
efficient spaces defined in §5.3.1 can be used to equip the algebra Zm of motivic
multiple zeta values with natural filtrations.
Let Φm01 be the motivic Drinfeld associator defined in §3.3.3. It is a generating
series for motivic MZVs, and therefore Co(Φm01) = Z
m. The weight and depth
filtrations on Pm
MT(Z)〈〈x0, x1〉〉 defined in Definition 5.3 can be used to equip Z
m
with weight and depth filtrations, as follows:
Definition 5.14. The algebra Zm has two increasing filtrations: the weight filtra-
tion W•Z
m, and the depth filtration D•Z
m. They are defined by
W•Z
m := CoW• (Φ
m
01);
D•Z
m := CoD• (Φ
m
01).
Since Φm01 is grouplike, Proposition 5.12 implies that these filtrations are com-
patible with the shuffle product on Zm.
Remark 5.15. The weight (resp. depth) filtration is so named because its image
under the period map is precisely the weight (resp. depth) filtration on numerical
multiple zeta values. We recall that the weight of an admissible multiple zeta value
ζ(k1, . . . , kr) is k1 + · · ·+ kr and the depth is r.
Proposition 5.16. The weight filtration satisfies W•Z
m = CoW• (Φ
m
ij) whenever
i, j ∈ {0, 1,∞} are distinct.
Proof. The series Φmij is obtained from Φ
m
01 by making the change of variables
(x0, x1) 7→ (xi, xj). This change of variables induces an automorphism W
• ∼−→ W •,
and therefore the coefficient space remains unchanged. 
The weight filtration W•Z
m is induced from a grading. This is particular to
motivic multiple zeta values; numerical MZVs are only conjecturally graded.
The weight grading is defined as follows: let
Zmk := 〈ζ
m(w) : deg(w) = k〉Q
be the subspace of motivic MZVs of weight k. Then Zmk
∼= Wk/Wk−1, and
Wr Z
m =
r⊕
k=0
Zmk .
The ideal of motivic MZVs of positive weight is
Zm>0 :=
⊕
r>0
Zmr .
Let P := Zm[L]. Brown’s result [4] implies that P is the ring Pm,+
MT(Z)of effective
motivic periods for mixed Tate motives over Z, and that PmMT(Z)
∼= P [L−1].
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5.3.3. Action of Sm. The group scheme SLdR2 acts on Q〈〈a, b〉〉 on the left, as
described in §3.4.2. The element Sm acts via
(5.3) Sm(a, b) = (−L−1b,La).
Proposition 5.17. Let R be a Q[L±]-algebra. The action of Sm on R〈〈a, b〉〉
induces isomorphisms of filtered R-algebras A•R〈〈a, b〉〉⇄ B•R〈〈a, b〉〉.
Proof. This is immediate from equation (5.3). 
The following useful lemma is a consequence of Proposition 5.17.
Lemma 5.18. Let R be a Q[L±]-algebra. Then
Sm ◦ FilrA = Fil
r
B ◦ S
m.
The same formula also holds with A and B interchanged.
Proof. An element w ∈ R〈〈a, b〉〉 is contained in Ar iff Sm(w) ∈ Br. 
6. Relations between modular curves and the Tate curve
In this section we study the relationships between the fundamental groups of
the moduli spaces M1,1 and M1,~1, and the fundamental group of the infinitesimal
punctured Tate curve E×∂/∂q .
6.1. The topological monodromy action. Let E be an elliptic curve over a
field K ⊆ C; this determines a point x = [E] ∈ M1,1(K). By equipping E
×
with a nonzero tangential basepoint ~v at the puncture we also determine a point
xˆ ∈ M1,~1(K) such that xˆ 7→ x under the morphism M1,~1 →M1,1.
We can also take a tangential basepoint on M1,1; e.g. x = ~1∞. In this case
the corresponding elliptic curve is the infinitesimal Tate curve E∂/∂q, which can be
equipped with the tangential basepoint ~v = ~1O at the origin O.
Throughout this section we work with an arbitrary (possibly tangential) base-
point x. From §6.2 onwards, however, we specialise x = ~1∞, as our argument
crucially relies on the limiting MHS on πdR1 (E
×
∂/∂q ,
~1O) being mixed Tate.
6.1.1. The outer monodromy action. The fiber of E× → M1,1 over x is E
×. The
homotopy exact sequence of this fibration produces a short exact sequence
1→ πtop1 (E
×, ~v)→ πtop1 (E
×, [E×, ~v])→ πtop1 (M1,1, x)→ 1
exhibiting πtop1 (E
×, [E×, ~v]) as an extension of Γ by a free group on two generators
[22, Proposition 1.4]. Conjugation determines an outer action
(6.1) µ¯0 : π
top
1 (M1,1, x)→ Outπ
top
1 (E
×, ~v).
Remark 6.1. The outer action does not lift to a genuine action for the following
geometric reason: the basepoint x = [E] on M1,1 can also be represented by a
different model of E, say x = [E′], corresponding to an isomorphism E ∼= E′
defined over K. But there is no natural way to choose a tangential basepoint ~v
on all models of E simultaneously such that the πtop1 (M1,1, x)-action respects this
choice. The moduli spaceM1,~1 overcomes this issue because a basepoint xˆ ∈ M1,~1
determines an elliptic curve E together with a choice of tangential basepoint ~v on
E×. This allows us to define an action of πtop1 (M1,~1, xˆ) on π
top
1 (E
×, ~v).
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6.1.2. The topological monodromy action. We can identify πtop1 (M1,~1, xˆ)
∼= B3 with
the mapping class group of Σ×, a genus 1 surface with one puncture. The generators
tA and tB can be identified with Dehn twists on A,B ⊆ Σ, where A and B are
any two simple closed curves on Σ that intersect transversally at one point. For
example, A and B could be (the images of) the two generators α and β for the
fundamental group of Σ×. The left action of πtop1 (M1,~1, xˆ) on π
top
1 (E
×, ~v) via the
Dehn twists tA and tB defines a homomorphism
(6.2) µ0 : π
top
1 (M1,~1, xˆ)→ Aut π
top
1 (E
×, ~v).
Lemma 6.2. Let A and B denote the images of generators α and β for πtop1 (E
×, ~v).
Then µ0 is given by the following explicit action:
(6.3) tA(α) = α, tA(β) = βα, tB(α) = αβ
−1, tB(β) = β.
Proof. This follows from the description of tA and tB as Dehn twists along the
images of α and β by considering the shape of α, β in the Jacobi uniformisation
E(C) ∼= C×/qZ [24]. It can also be derived group-theoretically by viewing the
free group F2 = 〈α, β〉 as a subgroup of the braid group B4 on four strands, with
B3 ⊆ B4 acting on F2 via conjugation [32, §9]. 
Remark 6.3. This action fixes Θ = [α, β]. Geometrically, Θ corresponds to a
small loop around the puncture of the elliptic curve. The punctured torus Σ× is
homotopy-equivalent to a torus with a small open disc removed, which we denote by
Σo. Elements of the mapping class group πtop1 (M1,~1, xˆ) fix ∂Σ
o, which is homotopic
to the image of Θ.
6.1.3. Main topological equation. Let S˜ := (tAtBtA)
−1 ∈ B3. Under (6.2), this
element acts by
S˜(α) = αβα−1, S˜(β) = α−1.
Up to conjugation and inverses, the element S˜ interchanges α and β. The essential
idea of this paper is to use this “modular inverter” to show how the periods of α
and β are related to the periods of S˜.
6.1.4. Induced morphism to Γ. There is an induced action of πtop1 (M1,~1, xˆ) on
πtop1 (E
×, ~v)ab ∼= H1(E(C),Z) ∼= Z
2.
This may be described by a homomorphism πtop1 (M1,~1, xˆ) → GL2(Z). This mor-
phism factors through Γ because πtop1 (M1,~1, xˆ) fixes Θ, and is thus orientation-
preserving. We now describe this morphism explicitly.
Let a (resp. b) denote the image of α (resp. β) in H1(E
×(C),Z). The fun-
damental group πtop1 (M1,~1, xˆ)
∼= B3 acts on a and b by the abelianisation of the
action (6.3). This can be written as a right action on frames, given by
(tA(a), tA(b)) = (a, b)
(
1 1
0 1
)
, (tB(a), tB(b)) = (a, b)
(
1 0
−1 1
)
.
Definition 6.4. The abelianised action defines f : B3 → Γ, given by
(6.4) tA 7→ T =
(
1 1
0 1
)
, tB 7→ (TST )
−1 =
(
1 0
−1 1
)
.
Let S˜ = (tAtBtA)
−1 as above, and let T˜ := tA. Then f(S˜) = S and f(T˜ ) = T .
Since Γ is generated by S and T , f is surjective.
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Proposition 6.5. The kernel of f is an infinite cyclic group generated by S˜4 =
(t−1A t
−1
B )
6.
Proof. It is easy to verify that f(S˜4) = I. Set U˜ = S˜T˜ . From the presentation for
the braid group in terms of the generators tA and tB given in (3.1), we obtain the
alternate presentation B3 ∼= 〈S˜, U˜ |S˜
2 = U˜3〉. There is a well-known presentation
for Γ in terms of S and U = ST , namely Γ = 〈S,U |S2 = U3, S4 = I〉. From this it
is clear the kernel is precisely generated by S˜4. 
Remark 6.6 (Geometric interpretation). The kernel is isomorphic to Z because f
can be identified with the map on fundamental groups induced by the morphism
M1,~1 →M1,1, which is a principal Gm-bundle.
Recall that ker(f) is generated by S˜4. One verifies that µ0(S˜
4) = AdΘ. There-
fore, ker(f) consists of elements acting on πtop1 (E
×, ~v) as a power of AdΘ.
The action of πtop1 (M1,~1, xˆ) on π
top
1 (E
×, ~v)ab ∼= π
top
1 (E,~v) factors through the
fundamental group πtop1 (M1,1, x)
∼= SL2(Z), and this in turn factors through the
outer action (6.1). This gives a geometric interpretation for why elements in ker(f)
must act on πtop1 (E
×, ~v) via inner automorphisms. The precise choice of AdΘ
corresponds to the fact that Θ ∈ ker(πtop1 (E
×, ~v)→ πtop1 (E,~v)).
The situation is summarised in the following commutative diagram:
ker(f) = 〈S˜4〉 〈AdΘ〉
πtop1 (M1,~1, xˆ)
∼= B3 Autπ
top
1 (E
×, ~v)
πtop1 (M1,1, x) Outπ
top
1 (E
×, ~v)
Γ Aut
(
πtop1 (E
×, ~v)ab
)
∼= GL2(Z)
µ0|ker(f)
µ0
f
µ¯0
∼
The left column is exact at B3 and the final vertical map in the right column is the
natural map Out(G)→ Aut(Gab).
Remark 6.7. Although one cannot define an action of πtop1 (M1,1, x) on π
top
1 (E
×, ~v),
there is a way to define a “motivic” action of the de Rham relative completion
πrel,dR1 (M1,1,~1∞) on the de Rham fundamental group Π
dR
Y , using the structure
theory of the relative fundamental group of M1,~1. This is covered in §6.2.
6.2. The monodromy action for relative fundamental groups. The topo-
logical action of §6.1 extends to an action of GdR
1,~1
on ΠdRY . This can be described
by an SLdR2 -equivariant morphism
(6.5) µ : UdR
1,~1
→ Aut(ΠdRY ).
The monodromy action may we written using the decomposition GdR
1,~1
∼= UdR
1,~1
⋊SLdR2 ,
given in (3.14), as follows. Let R be a Q-algebra and let u ∈ UdR
1,~1
(R), γ ∈ SLdR2 (R)
and π ∈ ΠdRY (R). Then
(6.6) (u, γ)(π) = µ(u)(γ(π)).
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6.2.1. Induced action of GdR1,1 . Recall that U
dR
1,~1
∼= UdR1,1 ×Ga. We obtain a morphism
UdR1,1 →֒ U
dR
1,~1
µ
−→ Aut(ΠdRY ),
which we also denote by µ by abuse of notation.
Definition 6.8. Let Ugeom := im(µ : UdR1,1 → Aut(Π
dR
Y )). It is a pro-unipotent
group scheme whose Lie algebra is the lower central series completion of ugeom.
Remark 6.9. Hain’s result [23, Theorem 15.4] implies that µ vanishes on the cus-
pidal generators e′f and e
′′
f . It therefore depends only on its values at Eisenstein
generators. These are determined by Proposition 6.10 below.
6.2.2. Explicit formula. The monodromy homomorphism induces a morphism of
fundamental Lie algebras, which may be written down explicitly.
Proposition 6.10. The monodromy morphism induces a morphism of Lie algebras,
denoted µ : u1,~1 → u
geom⊕Qε2. It vanishes on cuspidal generators and satisfies
e2n+2X
kY2n−k 7→
2(2n− k)!
[(2n)!]2
ad (ε∨0 )
k (
ε∨2n+2
)
Proof. By [23, Theorem 15.4], the cuspidal generators are contained in ker(µ),
and [23, Theorem 15.7] provides the first formula in the case k = 0. It remains
to compute the action on a general Eisenstein generator e2n+2X
kY2n−k for any
0 ≤ k ≤ 2n.
The SL2-equivariance of µ : U
dR
1,~1
→ Aut(ΠdRY ) implies that the induced map on
Lie algebras is sl2-equivariant. The two representations of sl2 are identified via
X
∂
∂Y
7→ ad(ε∨0 ), Y
∂
∂X
7→ − ad(ε0).
The sl2-action may be used to write a general Eisenstein generator in the form
e2n+2X
kY2n−k =
(2n− k)!
(2n)!
(
X
∂
∂Y
)k (
e2n+2Y
2n
)
.
Applying µ and using the sl2-equivariance gives the result.

Remark 6.11. Proposition 6.10 implies that µ(e2) = 2ε2, where ε2 = ε
∨
2 = − ad([a, b]).
6.2.3. Action of the length filtration. Let B•ΠdRY be the filtration defined in Defi-
nition 5.5, and let L•U1,1 (resp. L
• Ugeom) be the length filtration defined in §5.2.3
(resp. §5.2.4).
Proposition 6.12. Under the monodromy action, the length filtration L•U1,1 (resp.
L• Ugeom) is a subfiltration of the induced filtration B•U1,1 (resp. B
• Ugeom).
Proof. Let u ∈ LrUdR1,1 (R). By linearity, we may assume that u is a word in the
generators (3.11). If u contains any of the symbols e′f , e
′′
f for a Hecke eigenform f
then µ(u) = 0 by Proposition 6.10. Therefore we may assume that u only contains
Eisenstein symbols; it can then be written in the form
u = Xk1Y2n1−k1e2n1+2 · · ·X
ksY2ns−kse2ns+2, where s ≥ r and 0 ≤ ki ≤ 2ni.
Applying µ gives
µ(u) = δ
(k1)
2n1+2
◦ · · · ◦ δ
(ks)
2ns+2
∈ Ls Ugeom(R),
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where δ
(k)
2n+2 := ad(ε
∨
0 )
k(ε∨2n+2). Each δ
(k)
2n+2 raises the b-degree by at least 1, so the
s-fold composition raises the b-degree by at least s ≥ r. 
Proposition 6.12 is useful because it enables the detection of multiple zeta values
of a certain depth within the length filtration on iterated integrals on M1,1.
7. The canonical cocycle and the series Ψ
Let S ∈ Γ be the matrix
S =
(
0 −1
1 0
)
.
Holomorphic multiple modular values are (regularised) iterated integrals along S
when viewed as an element of πtop1 (M1,1,~1∞) [5, Definition 5.2]. To work with these
formally, it is necessary to understand the image of S under the map Γ→ GdR1,1(P
m
H).
Let f : B3 → Γ be as in Definition 6.4. The functoriality of relative completion
produces a commutative diagram
(7.1)
B3 G
dR
1,~1
(PmH) (U
dR
1,~1
⋊ SLdR2 )(P
m
H)
Γ GdR1,1(P
m
H)
(
UdR1,1 ⋊ SL
dR
2
)
(PmH)
f
∼
∼
in which the left horizontal maps are the universal comparisons (3.7) and the right
horizontal maps make use of the decompositions (3.10) and (3.14).
7.1. The canonical cocycle. Composition along the bottom row of Diagram (7.1)
defines quantities (Cmγ , γ
m) ∈ UdR1,1 (P
m
H) ⋊ SL
dR
2 (P
m
H) for each γ ∈ Γ. The element
Cmγ depends upon the choice of splitting G
dR
1,1
∼= UdR1,1 ⋊ SL
dR
2 .
Definition 7.1 (Canonical cocycle). The map γ 7→ Cmγ is called the canonical
cocycle Cm ∈ Z1(Γ,UdR1,1 (P
m
H)) [5, Definition 15.4].
The element Cmγ can be viewed as a generating series for motivic iterated integrals
along γ ∈ πtop1 (M1,1,~1∞). This motivates the following definition, which may be
viewed as an analogue of Zm = Co(Φm01).
Definition 7.2 (Motivic multiple modular values). The Q-algebra Mm of motivic
multiple modular values [5] is the Q-subalgebra of PmH generated by Co(C
m
γ ) for all
γ ∈ Γ.
The cocycle property implies that Mm is generated by Co(CmS ) and Co(C
m
T ). It
is known that Co(CmT ) ⊆ Q[L] [5, Lemma 15.6]. Therefore the interesting motivic
multiple modular values are contained in Co(CmS ). Some of these coefficients are
motivic iterated integrals (along S) of differential forms of the shape
f(q) log(q)b
dq
q
,
where f is a modular form of weight 2n+2 ≥ 4 and 0 ≤ b ≤ 2n. Such integrals are
called totally holomorphic motivic multiple modular values [10, Definition 5.1].
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Definition 7.3 (Motivic iterated Eisenstein integrals). When all f are Eisenstein
series G2n+2, these integrals are called motivic iterated Eisenstein integrals. They
are motivic iterated integrals of the form
(7.2)
∫
m
S
[E2n1+2(b1)| . . . |E2ns+2(bs)].
Here E2n+2(b) ∈ O(U
dR
1,1 ) is dual to e2n+2X
aYb ∈ u1,1, where a + b = 2n, and
[E2n1+2(b1)| . . . |E2ns+2(bs)] ∈ O(U
dR
1,1 ) is the element of the bar complex represent-
ing the iterated integral. The length of this integral is s and the total modular
weight is N :=
∑s
i=1(2ni + 2).
Remark 7.4 (Betti and de Rham normalisations). It is important to note that the
iterated integrals considered here are de Rham normalised. The Betti normalisation
differs by replacing log(q) by Lτ and dq/q by Ldτ . Therefore the de Rham integral∫
m
[E2n1+2(b1)| · · · |E2ns+2(bs)]
may be written in the Betti normalisation as
Lb1+···+bs+s
∫
m
G2n1+2(τ1)τ
b1
1 dτ1 · · ·G2ns+2(τs)τ
bs
s dτs.
7.2. The series Ψ. We now study the top row of Diagram (7.1). Recall that
UdR
1,~1
∼= UdR1,1 × Ga where Lie(Ga) is spanned by an element e2. This implies that
the map B3 → (U
dR
1,~1
⋊ SLdR2 )(P
m
H) given by composition along the top row may be
written
σ 7→
(
exp(rm(σ)e2)C
m
f(σ), f(σ)
m
)
.
Here rm : B3 → P
m
H is a motivic lift of a cocycle r constructed by Matthes [28, 29].
It takes values in the additive subgroup QL because e2 spans a copy of Q(1). We
discuss this cocycle in §11.5.
Definition 7.5 (Series Ψ). Let S˜ = (tAtBtA)
−1 ∈ B3, so that f(S˜) = S. Compo-
sition along the top row of Diagram (7.1) sends S˜ 7→ (Ψ, Sm), where Sm is the de
Rham normalisation of S defined in §1.1 and Ψ = exp(rm(S˜)e2)C
m
S .
Remark 7.6 (Integrals along S and S˜). Let η := rm(S˜). We have η = Ψ[e2] =∫
m
S˜ E2(0). We compute η = L/8 in Corollary 11.9.
The algebra Mm is generated by Co(CmS ) and Co(C
m
T ) = Q[L]. Since Ψ =
exp(ηe2)C
m
S , where η ∈ QL and C
m
S is invertible, it follows that M
m = Co(Ψ).
Elements of Co(Ψ) can be decomposed into elements of Co(CmS ) multiplied by pow-
ers of η as follows.
The projection UdR
1,~1
∼= UdR1,1 ×Ga → U
dR
1,1 sending e2 7→ 0 is dual to an inclusion
j : O(UdR1,1 ) →֒ O(U
dR
1,~1
) ∼= O(UdR1,1 )⊗Q[E2(0)]
satisfying Ψ ◦ j = CmS ∈ Hom(O(U
dR
1,1 ),P
m
H). This implies that
∫
m
S˜
E2n+2(b) =∫
m
S E2n+2(b) whenever n > 0. The integral of any element of O(U
dR
1,~1
) can therefore
be decomposed as an integral along S multiplied by a power of η =
∫
m
S˜ E2(0) ∈ QL.
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7.3. The coefficients of Co(µ(Ψ)). Proposition 6.10 implies that µ vanishes on
words involving a cuspidal symbol e′f or e
′′
f . This means that the coefficients of the
series µ(Ψ) (and therefore µ(CmS )) are a priori motivic iterated Eisenstein integrals.
However, both of these series may also be viewed as elements of Aut(ΠdRY ), which
is a pro-object of MT(Z) [7, 25]. Therefore Co(µ(Ψ)) and Co(µ(CmS )) are also Q-
subalgebras of Pm
MT(Z)
∼= Zm[L±]. In other words, the coefficient spaces of µ(Ψ)
and µ(CmS ) consist of all linear combinations of motivic iterated Eisenstein integrals
that are equal to motivic MZVs (allowing for powers of L).
The main goal of this paper is to show that Co(µ(Ψ)) is as large as possible
within PmMT(Z). We describe the strategy in more detail at the start of §9.
8. Relations between P1\ {0, 1,∞} and the Tate curve
In this section we study the relationships between the fundamental groups of
X = P1\ {0, 1,∞} and Y = E×∂/∂q . This establishes a link between multiple zeta
values and the periods of the infinitesimal punctured Tate curve.
8.1. The Hain morphism. The Hain morphism [22, §12.2, §16-18] [7, §3.3] is a
morphism of de Rham fundamental groups ΠdRX → Π
dR
Y . It is obtained by pulling
back the universal elliptic Knizhnik-Zamolodchikov-Bernard (KZB) connection [22,
13] to X . One obtains a version of the Knizhnik-Zamolodchikov (KZ) connection
[26] with modified residues at the poles {0, 1,∞}.
Definition 8.1 (Hain morphism). The Hain morphism is a morphism of affine
group schemes φ : ΠdRX → Π
dR
Y over Q. It is equivalent to the continuous Lie
algebra homomorphism φ : Lie(x0, x1)
∧ → Lie(a, b)∧ given by
x0 7→
ad(b)
ead(b) − 1
(a) =
∑
k≥0
Bk
k!
ad(b)k(a)
x1 7→ −[a, b].
Remark 8.2. A remarkable consequence of the motivic theory is that although there
is no algebraic morphismX → Y defined overQ, there is a topological mapX(C) →֒
Y (C) that still induces the Hain morphism of de Rham fundamental groups over
Q. The Hain morphism may be defined as follows: let ∇ be the connection on the
bundle over X(C) obtained as the pullback of the universal KZB connection via
X(C) →֒ Y (C) →֒ E×(C), and let p ∈ {0, 1,∞}. Then φ(xp) = resp(∇).
The following basic fact about φ follows from the proof of [7, Lemma 3.3].
Proposition 8.3. The Hain morphism is injective.
8.1.1. Dictionary between filtrations. The Hain morphism relates the weight and
depth filtrations on R〈〈x0, x1〉〉 to the A and B filtrations on R〈〈a, b〉〉. This is
made precise in Lemma 8.4, which generalises [7, Lemma 3.3].
Lemma 8.4. The Hain morphism induces strict morphisms of filtered R-algebras
W •R〈〈x0, x1〉〉 → A
•R〈〈a, b〉〉
D•R〈〈x0, x1〉〉 → B
•R〈〈a, b〉〉.
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Proof. Let w ∈ R〈〈x0, x1〉〉. By linearity we may assume that w ∈ M(x0, x1).
Therefore we can write
(8.1) w = xk10 x
l1
1 . . . x
kn
0 x
ln
1 , where k1, ln ≥ 0 and k2, . . . , kn, l1, . . . , ln−1 ≥ 1.
Definition 8.1 implies that φ(x0) = a+d, where d ∈ D
1L(a, b)∧, and φ(x1) = −[a, b].
Applying φ to (8.1) gives
(8.2) φ(w) = (−1)l(a+ d)k1 [a, b]l1 · · · (a+ d)kn [a, b]ln
where l := l1+ · · ·+ ln. We have a+ d ∈ A
1 ∩B0 and [a, b] ∈ D1 ⊆ A1 ∩B1. Using
this and comparing (8.1) and (8.2) gives
w ∈ W rR〈〈x0, x1〉〉 ⇐⇒ k1+ · · ·+ kn+ l1+ · · ·+ ln ≥ r ⇐⇒ φ(w) ∈ A
rR〈〈a, b〉〉.
Similarly, we have
w ∈ DrR〈〈x0, x1〉〉 ⇐⇒ l1 + · · ·+ ln ≥ r ⇐⇒ φ(w) ∈ B
rR〈〈a, b〉〉.

8.2. The series αm and βm. Recall that ΠY = 〈α, β〉. Under the natural map
ΠY → Π
dR
Y (P
m
H), these elements are sent to power series
αm, βm ∈ ΠdRY (P
m
H)
∼= G(PmH〈〈a, b〉〉).
Using the Hain morphism, it is possible to explicitly write down these series in
terms of exponential series and the associators Φmij of §3.3.3.
Lemma 8.5. The series αm and βm are given explicitly by
αm = φ(Φm1∞)e
−Lφ(x∞)φ(Φm∞1),
βm = e−
L
2φ(x1)φ(Φm10)e
−bφ(Φm∞1).
Proof. These formulae are obtained from a topological model for Y (C) in terms of
a quotient of X(C) [22, §16].16 This induces a homomorphism φ0 : ΠX → ΠY of
topological fundamental groups, and therefore a commutative diagram
ΠX ΠY
ΠdRX (P
m
MT(Z)) Π
dR
Y (P
m
MT(Z))
φ0
φ
where the vertical arrows are the natural morphisms (3.7); they land in the Pm
MT(Z)-
points of the respective fundamental groups because the affine rings of each are
ind-objects in MT(Z). Define
(8.3) γ := dch1∞ ·γ
−1
∞ · dch∞1 ∈ ΠX .
Hain shows that φ0(γ) = α [22, §16]. Under the map ΠX → Π
dR
X (P
m
MT(Z)), we have
(8.4) γ 7→ γm := Φm1∞e
−Lx∞Φm∞1.
It follows that αm = φ(γm).
The element β is not contained within im(φ0). Instead, it is constructed in two
stages. First take δ1 := (γ
−,+
1 )
−1 · dch10 ∈ π
top
1 (X,~11,−~10) and δ2 := dch∞1 ∈
πtop1 (X,~1∞,−~11), where γ
±,∓
p represents the homotopy class of a counterclockwise
16This is an infinitesimal version of the Jacobi uniformisation E(C) ∼= C×/qZ of an elliptic
curve as q → 0. Here q = exp(2πiτ) and E(C) ∼= C/(Z ⊕ Zτ). This construction is not algebraic.
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semicircle from ±~1p to ∓~1p on X(C). Their images in the P
m
MT(Z)-points of the
respective de Rham path torsors are δm1 = exp(−Lx1/2)Φ
m
10 and δ
m
2 = Φ
m
∞1.
The boundary circles around the punctures at 0 and ∞ are then identified to
obtain a space homotopic to Y (C) (this identification is done without twisting; see
[22, §18.1]). The element β is the result of first traversing δ1, then identifying the
boundary circles, and then traversing δ2. The identification inserts a factor of e
−b
[22, §18.1], giving βm = δm1 e
−bδm2 . 
Remark 8.6 (Hexagon equation). The element γ is homotopic to the path
γ+,−1 · dch10 · γ0 · dch01 · γ
−,+
1 ,
where γ±,∓p is defined as in the proof of Lemma 8.5. For this reason, or equivalently
by making use of the hexagon equation [17] for Φmij , we may also write
αm = e
L
2φ(x1)φ(Φm10)e
Lφ(x0)φ(Φm01)e
L
2φ(x1).
Lemma 8.5 implies that the coefficients of the series αm and βm are contained
within the subalgebra P = Pm,+
MT(Z) of effective periods of mixed Tate motives over
Z. This follows because the MHS on ΠdRY is mixed Tate [5, §13.6].
Formulae similar to those given in Lemma 8.5 appear in various forms in the
literature. They are the initial values of solutions to the universal elliptic KZB
connection at the cusp [13, Proposition 4.9, Theorem 4.11], [30, Theorem 4.3], [27,
§3.1]. In this case, their images under the period map are sometimes denoted A∞
and B∞ and comprise part of the data an elliptic associator [18]. The reader is
warned that conventions differ regarding path multiplication and choice of tangen-
tial basepoints on Y .
Similar formulae also appear in the profinite context [31, Theorem 3.4] when
describing the Galois action on the e´tale fundamental group of the punctured Tate
curve.
8.3. Bounds on coefficients of βm and (αm)−1. The formula S˜(β) = α−1 given
in §6.1.3, together with the functoriality of relative completion, implies that
(8.5) µ(Ψ)(Sm(βm)) = (αm)−1.
This is an equation holding between noncommutative formal power series in the
letters a, b. By the discussion in §7.3 the coefficients of µ(Ψ) are precisely those
motivic iterated Eisenstein integrals that are contained in Pm
MT(Z). The coefficients
of Sm(βm) and (αm)−1 are contained in Pm
MT(Z) by Lemma 8.5.
Our main result, Theorem 9.1, essentially says that Co(µ(Ψ)) is as large as
possible within PmMT(Z). Its proof uses the equation (8.5) to detect coefficients of
µ(Ψ) by comparing Co(Sm(βm)) with Co((αm)−1). The “difference” between these
is the contribution from Co(µ(Ψ)) by equation (8.5).
More precisely, in this section we compute bounds on CoAr (β
m) and CoBr ((α
m)−1)
in terms of multiple zeta values of a certain weight or depth. In §9 we use Propo-
sition 6.12 to transfer this to information about CoLr (µ(Ψ)).
8.3.1. The Ar-filtered pieces of βm. The following lemma gives an upper bound on
the weights of motivic MZVs that may occur in CoAr (β
m).
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Lemma 8.7. For all r ≥ 0 we have
CoAr (β
m) ⊆
∑
0≤k≤r

 ⊕
0≤j≤k
LjQ

Wr−k Zm .
Proof. Recall that βm = e−
L
2φ(x1)φ(Φm10)e
−bφ(Φm∞1). We have
FilrA(β
m) =
∑
r1+···+r4=r
Filr1A
(
e−
L
2φ(x1)
)
Filr2A (φ(Φ
m
10)) Fil
r3
A
(
e−b
)
Filr4A (φ(Φ
m
∞1))
=
∑
r1+r2+r3=r
φ
(
Filr1W
(
e−
L
2 x1
))
φ (Filr2W (Φ
m
10)) e
−bφ (Filr3W (Φ
m
∞1)) .(8.6)
The second line follows by applying Lemma 8.4 and noting that e−b ∈ A0.
The Hain morphism is injective and defined overQ. This implies that Co(φ(s)) =
Co(s) for any s ∈ P〈〈x0, x1〉〉. It therefore suffices to compute the coefficient spaces
of the W -filtered pieces of the factors in (8.6).
It is easy to see that CoWr (e
−Lx1/2) =
⊕r
j=0 L
jQ and Co
(
e−b
)
= Q. Proposition
5.16 states that for any i 6= j we have CoWr (Φ
m
ij) = Wr Z
m. Therefore
(8.7) CoAr (β
m) =
∑
r1+r2+r3=r

 r1⊕
j=0
LjQ

 ·Wr2 Zm ·Wr3 Zm.
Finally we use that Wr Z
m ·Ws Z
m ⊆Wr+sZ
m, which gives the result. 
8.3.2. The Br-filtered pieces of (αm)−1. In this section we compute a lower bound
on CoBr
(
(αm)−1
)
in terms of the depth filtration on motivic MZVs.
Lemma 8.8. For all r ≥ 0 we have LDr Z
m ⊆ CoBr (α
m)−1).
Remark 8.9 (Proof strategy). While the proof may appear complicated, the strat-
egy is simple: compute an expression (equation (8.10)) for FilrD((γ
m)−1) modulo
products of MZVs of positive weight, where γm was defined in (8.4). The formula
has a leading term consisting of a generating series for motivic MZVs of the form
ζm(w) where w has depth precisely r, followed by a correction term whose coeffi-
cients are motivic MZVs of depth strictly less than r. This explicitly demonstrates
that CoDr ((γ
m)−1) contains all MZVs of depth at most r, multiplied by L. We then
use that φ(γm) = αm and Lemma 8.4 to conclude.
Proof of Lemma 8.8. Let γm ∈ ΠdRX (P) be as in (8.4). Recall that φ(γ
m) = αm;
therefore, by Lemma 8.4, it suffices to show that
(8.8) LDr Z
m ⊆ CoDr ((γ
m)−1).
This is trivially true if r = 0, so from now on we assume that r ≥ 1. Define
I := Zm>0Z
m
>0 + LZ
m
>0Z
m
>0. This is an ideal of P , and the induced homomorphism
ΠdRX (P)→ Π
dR
X (P/I) sends (γ
m)−1 to an element γ¯.
We may regard CoDr (γ¯) as the subspace of Co
D
r ((γ
m)−1)) spanned by coefficients
that are not products of two positive-weight MZVs. Therefore it suffices to prove
(8.8) with (γm)−1 replaced by γ¯, using the D-filtration defined on (P/I)〈〈x0, x1〉〉.
We show this by direct calculation.
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To begin, write Φm1∞ = 1 + u and Φ
m
∞1 = 1 + v, where u, v ∈ Z
m
>0〈〈x0, x1〉〉.
The property Φm1∞Φ
m
∞1 = 1 implies that u ≡ −v (mod Z
m
>0Z
m
>0). Expanding in
(P/I)〈〈x0, x1〉〉 gives
(8.9) γ¯ ≡ (1 − v)eLx∞(1 + v) ≡ eLx∞ + L ad(x∞)(v) (mod I).
We now compute v. Recall that Φm∞1 = τ0∞(Φ
m
01), where
τ0∞(x0) = x∞ = −(x0 + x1), τ0∞(x1) = x1.
It is clear from the formula that τ0∞ preserves the depth filtration and that the asso-
ciated depth-graded morphism is multiplication by (−1)(x0-degree) = (−1)weight− depth.
Filtering Φm01 by the depth gives
Φm01 = 1 +
∑
k≥1
∑
depth(w)=k
ζm(w)w.
We obtain
v = τ0∞(Φ
m
01)− 1
≡
∑
depth(w)=r
(−1)weight(w)−depth(w)ζm(w)w + t (mod Dr+1Zm〈〈x0, x1〉〉),
where t ∈ Dr−1Z
m〈〈x0, x1〉〉 is the contribution from applying τ0∞ to D
r−1\Dr.
Using that x∞ ≡ −x0 (mod D
1), the final term in (8.9) may be approximated:
(8.10)
ad(x∞)(v) ≡ − ad(x0)

 ∑
depth(w)=r
(−1)weight(w)−rζm(w)w

 + t′ (mod Dr+1)
where t′ ∈ Dr−1Z
m〈〈x0, x1〉〉 is the contribution from applying τ0∞ to D
r−1\Dr.
Consider the words in this sum beginning with the letter x1. As w ranges over
all words of depth r, the coefficients of these words range over the Q-vector space
of all admissible motivic MZVs of depth r (see Remark 2.5). This vector space is
equal to the space of all motivic MZVs of depth r by shuffle-regularisation.
Induction on all s < r implies that Co(t′) contains LDr−1Z
m. Equations (8.9)
and (8.10) imply that CoDr (γ¯) contains LDr Z
m, which completes the proof. 
9. MZVs and iterated Eisenstein integrals
This section is devoted to the proof the following theorem:
Theorem 9.1. Every motivic multiple zeta value of weight n and depth r is a
Q-linear combination of motivic iterated Eisenstein integrals of the form (7.2) of
length s ≤ r and total modular weight N ≤ n + s, multiplied by Lm, where m :=
n− s−
∑
bi ≥ 0.
The main idea behind the proof of Theorem 9.1 is to use the monodromy action
of §6.2 to detect coefficients of µ(CmS ) by comparing the coefficients of α
m and βm.
As relative completion is functorial, the topological equation S˜(β) = α−1 of (6.3)
induces the following equation at the level of PmH-points of Π
dR
Y :
(Ψ, Sm)(βm) := µ(Ψ) (Sm(βm)) = (αm)−1.
This equation relates the coefficients of (αm)−1 and Sm(βm), which are motivic
MZVs, to the coefficients of µ(Ψ), which are motivic iterated Eisenstein integrals.
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This equation can be filtered with respect to B•ΠdRY (P
m
MT(Z)). By combining this
with the bounds given in Lemmas 8.7 and 8.8, we will show that for all r ≥ 0
Dr Z
m ⊆ 〈iterated Eisenstein integrals of length ≤ r〉[L±].
The proof concludes by relating the modular weights to the MZV weights using the
Hodge filtration on O(UdR1,1 ). This fixes the powers of L that can occur in such a
linear combination. In particular, we show that a precise nonnegative power of L
is required for each term in this linear combination.
Remark 9.2. The weight filtrationW•Z
m is given by the length filtration of iterated
integrals on X = P1\ {0, 1,∞}. Theorem 9.1 therefore implies that there is a large
reduction in the length of the iterated integral expressing a given multiple zeta
value in passing from X to M1,1.
9.1. Main argument. The topological equation S˜(β) = α−1 of §6.1.3 induces the
equation
(9.1) µ(Ψ) (Sm(βm)) = (αm)−1.
The proof of Theorem 9.1 crucially relies on Proposition 9.3 below, which uses
this equation to derive an inclusion relating the depth filtration on motivic MZVs
to the length filtration on motivic iterated Eisenstein integrals.
Proposition 9.3. Let r ≥ 0 and let Hr := Co
L
r (µ(Ψ)). There is an inclusion
Dr Z
m ⊆ Hr[L
±].
Proof. By Proposition 6.12, the length filtration L• Ugeom is a subfiltration of the
induced filtration B• Ugeom. Therefore, we may apply CoBr to both sides of (9.1)
and apply Proposition 5.13 to obtain
CoBr ((α
m)−1) =
∑
i+j=r
CoLi (µ(Ψ)) · Co
B
j (S
m(β))
=
∑
i+j=r
Hi · Co(S
m(FiljA(β
m))).
We use Lemma 5.18 in going from the first to the second line.
We now combine Lemmas 8.7 and 8.8 with the previous formula to obtain
LDr Z
m ⊆ CoBr ((α
m)−1)
=
∑
i+j=r
Hi · Co(S
m(FiljA(β
m)))
⊆
∑
i+j=r
Hi · Co
A
j (β
m)[L±]
⊆
∑
i+j=r
Hi ·

 ∑
0≤k≤j

 ⊕
0≤l≤k
LlQ

Wj−k Zm

 [L±]
⊆
∑
i+j=r
Hi ·

 ∑
0≤k≤j
Wj−k Z
m

 [L±]
⊆
∑
i+j=r
Hi ·Wj Z
m[L±].
(9.2)
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The first line uses Lemma 8.8. To go from the second to third line, recall from (5.3)
that Sm(a, b) = (−L−1b,La). To go from the third to the fourth line, apply Lemma
8.7. The remaining simplifications follow by allowing multiplication by arbitrary
powers of L.
We now use induction to show that Dr Z
m ⊆ Hr[L
±] for all r. The case r = 0
is trivially true, and the case r = 1 is known by Brown’s formula for the length 1
part of CmS [5, §15.4]. So let us assume that for all k ≤ r we have Dk Z
m ⊆ Hk[L
±].
Then apply (9.2) and the induction hypothesis to obtain
LDr+1Z
m ⊆
∑
i+j=r+1
j>0
Hi ·Wj Z
m[L±] +Hr+1[L
±]
⊆
∑
i+j=r
Hi ·Hj[L
±] +Hr+1[L
±]
⊆ Hr+1[L
±].
The transition from the first to the second line follows from the trivial inclusion
Wj Z
m ⊆ Dj−1 Z
m, coming from the fact that every motivic MZV can be written
as a linear combination of admissible MZVs, and then applying the induction hy-
pothesis. Now invert the leading L to obtain Dr+1Z
m ⊆ Hr+1[L
±]. This proves
the inductive step and completes the proof. 
We are now able to prove Theorem 9.1.
Proof of Theorem 9.1. By Proposition 9.3, there is an inclusion Dr Z
m ⊆ Hr[L
±]
for every r ≥ 0. By construction, the space Hr consists of motivic periods of
O(Ugeom). By Remark 5.7 and the fact that the H-subobject O(Ugeom) ⊆ O(UH1,1)
is mixed Tate, the Q-subspace Hr ⊆ P
m
H is contained within
〈
∫
m
S˜
[E2n1+2(b1)| · · · |E2ns+2(bs)] : s ≤ r〉Q ∩ P
m
MT(Z),
which uses the inclusion Pm
MT(Z) →֒ P
m
H given in (2.4). We then use Remark 7.6 to
split such integrals into products of nonnegative powers of L and iterated Eisenstein
integrals along S ∈ Γ ∼= π
top
1 (M1,1,~1∞). This proves the first part of Theorem 9.1.
We now turn to determining the weight. The weight filtration is canonically
split by the Hodge filtration in the mixed Tate case. This means that for any (ind-)
object V ∈ MT(Z) there is a canonical isomorphism
grMn V
dR ∼=M2nV
dR ∩ FnV dR.
Let ζm(w) ∈WnZ
m. It follows that w ∈M2nO(0Π
dR
1 ) ∩ F
nO(0Π
dR
1 ).
Suppose further that ζm(w) ∈ Dr Z
m. By the previous part of the proof we may
write ζm(w) as a Q[L±]-linear combination of the form
(9.3) ζm(w) =
∑
λ
[
O(UH1,1), [E2n1+2(b1)| · · · |E2ns+2(bs)], S
]m
where each s ≤ r and ai + bi = 2ni for all 1 ≤ i ≤ s.
17 The element E2ni+2(bi) ∈
O(UdR1,1 ) is dual to e2ni+2X
aiYbi , and spans Q(−bi − 1). The coefficient λ lies in
QLm for some m ∈ Z. Equation (9.3) uses the fact that µ is a morphism of MHS
17Each term in this linear combination has its own value of s and choice of ni, ai, bi.
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[23, Proposition 15.1] and the functoriality relations for motivic periods to write
motivic periods of O(Ugeom) as periods of O(UH1,1).
Let v := [E2n1+2(b1)| · · · |E2ns+2(bs)]. By construction, v is contained within
the mixed Tate Hopf subalgebra O(Ugeom) ⊆ O(UdR1,1 ). Hence it must be contained
within the de Rham realisation of a mixed Tate motive that is an iterated extension
of the objects Q(0), Q(−b1 − 1), . . . , Q(−bs − 1). It follows that
λv ∈M2(m+s+b1+···+bs)O(U
geom) ∩ Fm+s+b1+···+bsO(Ugeom).
Equation (9.3) implies that each λv is also contained inM2nO(U
geom)∩FnO(Ugeom).
Using the splitting of the weight filtration above and comparing the degrees of the
graded pieces we deduce that
(9.4) n = m+ s+
s∑
i=1
bi.
We now show that m ≥
∑
ai, which implies the result.
The highest weight vector e2n+2Y
2n is contained in an effective motive, for all
n ≥ 0. Therefore the motivic integral of E2n+2(2n) along any element of the funda-
mental group is an effective motivic period.18 The other generators e2n+2X
kY2n−k
are obtained from it by applying the sl2-generator X∂/∂Y k times. Since X spans
Q(0) and Y spans Q(1), the motivic integral of E2n+2(2n−k) along any path is the
quotient of an effective motivic period by Lk. This is also true of iterated integrals
of such forms. In order for Ψ to be homogeneous of weight 0, the motivic period
[O(UH1,1), v, S]
m therefore must be of the form
[O(UH1,1), v, S]
m =
κ
L
∑
ai
,
where κ ∈ PmH is effective.
As ζm(w) is effective, each term on the right hand side of (9.3) is also effective.
It follows that each λ ∈ QLm where m ≥
∑
ai. In particular m ≥ 0, which implies
that Dr Z
m ⊆ Hr[L]. Combining the bound for m with (9.4) gives
n = m+ s+
s∑
i=1
bi ≥ N − s,
where the total modular weight is
N =
s∑
i=1
(2ni + 2) =
s∑
i=1
(ai + bi + 2).
This gives the bound N ≤ n+ s and completes the proof. 
10. Galois-theoretic consequences
10.1. Modular generator for MT(Z). The benefit of working at the level of mo-
tivic periods throughout is that it gives access to structure results for the category
of mixed Tate motives over Z. The following corollary of Theorem 9.1 can be seen
as a “modular” analogue of Brown’s main result in [4].
Theorem 10.1. The group GdR
MT(Z) acts faithfully on the affine ring O(U
geom).
18See [6, §3.3] for a definition of effective H-periods.
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The central idea of the proof is to exhibit a specific element ε ∈ Ugeom(Pm
MT(Z))
with sufficiently many coefficients to be able to distinguish elements of GdR
MT(Z)(Q).
By Theorem 9.1 the element ε = µ(CmS ) has this property, since its coefficients
contain all motivic multiple zeta values.
Proof of Theorem 10.1. By Proposition 4.7 the affine ring O(Ugeom) is an ind-
object of MT(Z), so it is equipped with an action of the motivic Galois group
GdRMT(Z)
∼= UdRMT(Z)⋊Gm. The Galois action on O(U
geom) is equivalent to the Galois
action on the group of points
Ugeom(PmMT(Z))
∼= Hom(O(Ugeom),PmMT(Z)).
For ε ∈ Ugeom(Pm
MT(Z)) and g ∈ G
dR
MT(Z)(Q), this action is given by(
O(Ugeom)
ε
−→ PmMT(Z)
)
7→
(
O(Ugeom)
g
−→ O(Ugeom)
ε
−→ PmMT(Z)
)
.
This, in turn, is equivalent to the Galois action on Ugeom(Pm
MT(Z)) via the action on
coefficients ; by viewing ε as a series ε =
∑
w εww with εw ∈ P
m
MT(Z) and w ranging
over a basis for O(Ugeom), it is defined by g(ε) =
∑
w g(εw)w.
Let ε = µ(CmS ) ∈ U
geom(Pm
MT(Z)), and let g ∈ U
dR
MT(Z)(Q). Suppose that g(ε) = ε.
Then for each basis element w ∈ O(Ugeom) we must have
(10.1) g(εw) = εw.
Since g ∈ UdRMT(Z)(Q) it also follows that g(L) = L.
Theorem 9.1 implies that there is aGdRMT(Z)-equivariant inclusion Z
m →֒ Co(ε)[L].
This means that any ζm(w) ∈ Zm can be written as a linear combination
ζm(w) =
∑
w
λwεw
where w ranges over a set of basis elements for O(Ugeom) and λw ∈ QL
mw are zero
for all but finitely many w, where the integer mw ≥ 0 is determined as in Theorem
9.1. Since g fixes L it follows that g(λw) = λw for each w.
Equation (10.1) therefore implies that g(ζm(w)) = ζm(w). But the action of
UdRMT(Z) on Z
m is faithful by Brown’s theorem, so g = id. This proves that the
action of UdRMT(Z) on U
geom(PmMT(Z)) is free, and hence faithful. The compatibilities
outlined above then imply that the action of UdR
MT(Z) on O(U
geom) is faithful.
The affine ring O(Ugeom) is an ind-object in MT(Z). Its M -weight filtration
is canonically split by the Hodge filtration. The multiplicative group Gm acts
faithfully on the associatedM -graded. It follows that the full motivic Galois group
GdRMT(Z) = U
dR ⋊Gm also acts faithfully on O(U
geom). 
Remark 10.2. Equivalently, Theorem 10.1 says that the subcategory 〈O(Ugeom)〉⊗
generates the whole ofMT(Z). Another equivalent statement is that the Lie algebra
ugeom = Lie(Ugeom) also generates MT(Z).
It is a priori surprising that these “modular” generators exist; instead of be-
ing built directly from the cohomology of projective spaces they emerge from the
relative completion of the fundamental group of M1,1 and its action on Π
dR
Y .
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10.2. Oda’s conjecture. Oda’s conjecture [33] was proven by Takao [38], building
on the work of Ihara, Matsumoto and Nakamura, as well as Brown’s result [4].
Although it is a statement about relative pro-ℓ completions of mapping class groups
and their associated Galois action, the conjecture implies the following statement
at the motivic level.
Let L := LieΠdRY
∼= Lie(a, b)∧. It is a pro-object of MT(Z) and thus a k-module,
where k = Lie(UdR
MT(Z)). Consequently, there is a homomorphism
ρ : k→ Der(L).
Let u1,~1 := LieU
dR
1,~1
. The monodromy action of §6.2 induces a homomorphism
µ : u1,~1 → Der(L),
whose image is ugeom⊕Qε2.
Proposition 4.7 implies that ugeom is equipped with a k-action described by a
homomorphism ρ˜ : k→ Der(ugeom). It is compatible with the k-action on L via ρ in
the sense that ρ˜(σ) = ad(ρ(σ)). Therefore, the image of ρ normalises ugeom.19 The
Oda conjecture implies that ρ induces an injection k →֒ N(ugeom)/ ugeom, where
N denotes the normaliser. Since k ⊆ N(ugeom)/ ugeom is free, its adjoint action on
N(ugeom)/ ugeom is faithful.
Theorem 10.1 can be regarded as an “orthogonal” statement to this result in the
sense that the action of k on ugeom is also faithful. This is surprisingly nontrivial,
for the following reason. In [7], Brown showed that k acts faithfully on L and that
there is a choice of generators σ2n+1 ∈ k that act via
(10.2) ρ(σ2n+1) ≡ ε
∨
2n+2 (mod W−2n−3).
If ugeom had no relations, (10.2) would trivially imply that ρ˜ is injective, which is
equivalent to the statement that k acts faithfully on ugeom. But ugeom is not free,
due to the Pollack relations, which pose a potential obstruction to a faithful Galois
action. Theorem 10.1 implies that ρ˜ is still injective despite this obstruction.
11. Example in depth 1
In this section we compare our results with Brown’s formula for Fil1L(C
m
S ) [5,
§15.4]. Brown’s formula explicitly demonstrates that all odd motivic zeta values
appear in Co(µ(CmS )). This comparison allows us to compute the motivic period η
appearing in the formula for Ψ explicitly.
Doing so requires several computational tools, such as a depth 1 version of the
Baker-Campbell-Hausdorff formula, which has a connection to Euler’s formula for
the even zeta values ζ(2n). We also give an interpretation of the value of η in terms
of a cocycle for the braid group constructed by Matthes [28, 29].
It therefore seems worthwhile to include an account of the depth 1 case here.
11.1. Brown’s computation of CmS in length 1. In [5, §15.4], Brown gives a
formula for the length-1 part of the value at S ∈ Γ of the motivic canonical cocycle
Cm. In the de Rham normalisation, his formula is
(11.1) Fil1L(C
m
S ) = 1+
∑
n≥1
e2n+2
[
(2n)!
2
ζm(2n+ 1)
(
X2n
L2n
− Y2n
)
+ Le02n+2,S
]
+C
19This means that [im(ρ), ugeom ] ⊆ ugeom, or equivalently that σ 7→ ad(ρ(σ))|ugeom defines a
Lie algebra homomorphism k→ Der(ugeom).
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where:
• e02n+2,S is a homogeneous polynomial of degree 2n in X and LY. The degree
of each individual variable in each term is odd. It is the Q(L)-rational part
of the cocycle for Γ attached to G2n+2, evaluated at S.
• C ∈ ker(µ) is a contribution from cuspidal generators.
11.2. Explicit calculation. Recall that Ψ = exp(ηe2)C
m
S , where η ∈ QL. The
element Ψ satisfies µ(Ψ)(Sm(βm)) = (αm)−1, and Proposition 6.10 implies that
µ(e2) = 2ε2. Consequently, we have
e2ηε2µ(CmS )(S
m(βm)) = (αm)−1.
We now filter this equation modulo B2. By Lemma 5.18 and the fact that ε2 ∈ L
1,
we expand the exponential to obtain
Fil1B
(
(αm)−1
)
≡ Fil1L(µ(C
m
S ))
(
Fil1B(S
m(βm))
)
+ 2ηε2(Fil
0
L(C
m
S )(Fil
0
B(S
m(βm)))
≡ Fil1L(µ(C
m
S ))
(
Sm(Fil1A(β
m))
)
+ 2ηε2(e
−La) (mod B2).(11.2)
This formula determines η = L/8; in order to show this, we compare explicit
expressions for the power series Fil1L (µ(C
m
S )), Fil
1
A(β
m) and Fil1B
(
(αm)−1
)
.
11.2.1. Formula for Fil1L (µ(C
m
S )).
Proposition 11.1. Let Z := 1−
∑
n≥1 ζ
m(2n+1)ε∨2n+2. Then for all w ∈ Q〈〈a, b〉〉
we have
Fil1L(µ(C
m
S ))(w) ≡ Z(w) (mod B
2).
Proof. Using (11.1), Proposition 6.10 and Lemma 4.3, we compute
Fil1L(µ(C
m
S )) = 1+
∑
n≥1
ζm(2n+1)
[(ε2n+2
L2n
− ε∨2n+2
)
+ Lµ
(
e02n+2,S(X,LY)e2n+2
)]
.
For any w ∈ Q〈〈a, b〉〉 we have
µ
(
e02n+2,Se2n+2
)
(w) ≡ 0 (mod A2 ∩B2).
This is for degree reasons; the description of the polynomial e02n+2,S above implies
that µ
(
e02n+2,Se2n+2
)
is a linear combination of derivations δ
(k)
2n+2 = ad(ε
∨
0 )
k
(
ε∨2n+2
)
for 1 ≤ k ≤ 2n − 1. Any such δ
(k)
2n+2 with k in this range raises both the a- and
b-degree by at least 2.
Similarly, the definition of ε2n+2 implies that ε2n+2(w) ∈ B
2 for any w. Therefore
the only terms in Fil1L(µ(C
m
S )) that act nontrivially modulo B
2 are those involving
ε∨2n+2. The definition of Z then implies that Fil
1
L(µ(C
m
S ))(w) ≡ Z(w) (mod B
2) for
all w ∈ Q〈〈a, b〉〉. 
11.2.2. Formulae for Fil1A (β
m) and Fil1B
(
(αm)−1
)
. Lemma 8.5 gives explicit for-
mulae for αm and βm. These can be used to compute the filtered pieces of these
series.
Proposition 11.2. We have
Fil1A (β
m) ≡ e
L
2 [a,b]e−b (mod A2)
Fil1B
(
(αm)−1
)
≡ e−La+
L
2 [a,b] + ad
(
e−La
)
(t) (mod B2)
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where
t :=
∑
n≥2
(−1)nζm(n) ad(a)n(b).
Proof. The first statement follows immediately from the expression
βm = e−
L
2φ(x1)φ(Φm10)e
−bφ(Φm∞1).
Lemma 8.4 implies that Fil1A
(
φ(Φmij)
)
≡ φ
(
Fil1W (Φ
m
ij)
)
(mod A2). The associators
are grouplike and have no linear term, so Fil1W (Φ
m
ij) = Fil
0
W (Φ
m
ij) = 1. Thus the only
contributions to Fil1A (β
m) come from the exponential factors. The result follows
by recalling that φ(x1) = −[a, b].
To prove the second statement, recall that αm = φ(γm), where γm = Φm1∞e
−Lx∞Φm∞1.
By Lemma 8.4 we have
Fil1B
(
(αm)−1
)
≡ φ
(
Fil1D
(
(γm)−1
))
(mod B2).
We therefore compute (γm)−1 modulo D2 and then apply φ.
The series Φm∞1 is obtained from Φ
m
01 by exchanging, in each word, all occurrences
of x0 for x∞ = −(x0 + x1). The formula for Φ
m
01 in depth 1 [15, §6.7] gives
Φm∞1 ≡ 1 +
∑
n≥2
ζm(n) ad(x∞)
n−1(x1) (mod D
2)
≡ 1−
∑
n≥2
(−1)nζm(n) ad(x0)
n−1(x1) (mod D
2).
Let r :=
∑
n≥2(−1)
nζm(n) ad(x0)
n−1(x1) ∈ D
1. The property Φm1∞Φ
m
∞1 = 1 implies
that Φm1∞ ≡ e
r (mod D2). Therefore
(γm)−1 ≡ Ader
(
eLx∞
)
= ead(r)
(
eLx∞
)
≡ eLx∞ + ad (r)
(
eLx∞
)
(mod D2).
We now apply φ to this formula. Note that φ(r) ≡ −t (mod B2), where t ∈ B1 is
defined in the statement of the proposition. This gives
(αm)−1 = φ
(
(γm)−1
)
≡ eLφ(x∞) − ad(t)(eLφ(x∞)) (mod B2)
≡ e−La+
L
2 [a,b] + ad
(
e−La
)
(t) (mod B2).
The second line follows by noting that ad(eLφ(x∞))(t) ≡ ad(e−La)(t) (mod B2),
because t ∈ B1. 
11.3. Formal Lie algebraic computations. Before proving Theorem 11.5 we
record the following elementary formal computations.
Lemma 11.3. Let X,Y be elements in a Lie algebra g over a field of characteristic
zero, and let k ≥ 1. Then in the universal enveloping algebra U(g) we have
ad(Xk)(Y ) =
k∑
r=1
Xr−1 ad(X)(Y )Xk−r.
Proof. Use the relation ad(X)(Y ) = XY − Y X in U(g) and induct on k. 
We also need the following “depth-1” version of the Baker-Campbell-Hausdorff
formula. A similar formula was used in [30] to compute the meta-abelian logarithm
of the elliptic associator.
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Lemma 11.4 (Truncated BCH formula). Let X and Y be elements in a Lie algebra
g over a field of characteristic zero. In the universal enveloping algebra we have
eXeY ≡ eX+Y + ad
(
eX
)∑
n≥1
B+n
n!
ad(X)n−1(Y )

 (mod Y 2),
where B+n = (−1)
nBn is the sequence of Bernoulli numbers with B
+
1 = 1/2.
Proof. The classical BCH formula [35, Corollary 3.24] gives
log(eXeY ) ≡ X + Y +
∑
n≥1
Bn
n!
ad(Y )n(X) (mod X2).
Taking exponentials, inverting both sides and replacing (X,Y ) by (−Y,−X) gives
eXeY ≡ exp
(
X + Y + Y˜
)
(mod Y 2), where Y˜ :=
∑
n≥1
B+n
n!
ad(X)n(Y ).
Expanding the exponential, we obtain
eX+Y+Y˜ =
∑
k≥0
1
k!
(
X + Y + Y˜
)k
≡
∑
k≥0
(X + Y )k
k!
+
∑
k≥1
1
k!
k∑
r=1
(X + Y )r−1Y˜ (X + Y )k−r (mod Y 2)
≡ eX+Y +
∑
k≥1
1
k!
k∑
r=1
Xr−1Y˜ Xk−r (mod Y 2)
= eX+Y +
∑
n,k≥1
B+n
n!
1
k!
k∑
r=1
Xr−1 ad(X)n(Y )Xk−r
= eX+Y +
∑
n,k≥1
B+n
n!
1
k!
ad(Xk)
(
ad(X)n−1(Y )
)
= eX+Y + ad
(
eX − 1
)∑
n≥1
B+n
n!
ad(X)n−1(Y )


= eX+Y + ad
(
eX
)∑
n≥1
B+n
n!
ad(X)n−1(Y )

 .
In going from the fourth to the fifth line we use Lemma 11.3, where Y has been
replaced by ad(X)n−1(Y ). 
11.4. Main calculation. In this section we will prove the following result:
Theorem 11.5. We have
Fil1B
(
(αm)−1
)
≡ Fil1B (µ(C
m
S )(S
m(βm))) +
L
4
ε2
(
Sm(Fil0A(β
m))
)
(mod B2).
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Remark 11.6. Note that Sm(Fil0A(β
m)) = e−La and Sm(Fil1A(β
m)) = eL[a,b]/2e−La.
To simplify notation, write t = teven − todd, where
teven :=
∑
n≥1
ζm(2n) ad(a)2n(b), todd :=
∑
n≥1
ζm(2n+ 1) ad(a)2n+1(b).
Proposition 11.7. We have
Fil1B (µ(C
m
S )(S
m(βm))) ≡ e
L
2 [a,b]e−La − ad
(
e−La
)
(todd) (mod B
2).
Proof. This is a straightforward calculation, working modulo B2:
Fil1B (µ(C
m
S )(S
m(βm))) ≡ Fil1L(µ(C
m
S ))(S
m(Fil1A(β
m)))
≡ Z
(
e
L
2 [a,b]e−La
)
≡ e
L
2 [a,b]Z(e−La)
≡ e
L
2 [a,b]

e−La −∑
n≥1
ζm(2n+ 1)ε∨2n+1(e
−La)


≡ e
L
2 [a,b]e−La −
∑
n,k≥1
(−L)k
k!
ζm(2n+ 1)
k∑
r=1
ar−1 ad(a)2n+2(b)ak−r
= e
L
2 [a,b]e−La − ad
(
e−La
)
(todd) .
The first line follows from Lemma 6.12. The second line follows from Propositions
11.1 and 11.2. In the third line, the prefactor eL[a,b]/2 pulls through the action of
Z because every term in Z is a geometric derivation ε∨2n+2, all of which annihilate
[a, b]. The fourth line follows from the definition of Z given in Proposition 11.1.
The fifth line follows by computing ε∨2n+2
(
e−La
)
explicitly. We also reduce the
product of the prefactor and the sum over n modulo B2, because eL[a,b]/2− 1 ∈ B1.
The sixth line follows by applying Lemma 11.3 with X = a and Y = ad(a)n(b). 
We may now apply the BCH formula of Lemma 11.4 to write e
L
2 [a,b]e−La in terms
of e−La+
L
2 [a,b].
Proposition 11.8. We have
e
L
2 [a,b]e−La ≡ e−La+
L
2 [a,b] + ad
(
e−La
)
(teven)−
L
4
ε2
(
e−La
)
(mod B2).
Proof. To apply Lemma 11.4 we must work with the conjugate e−LaeL[a,b]/2 instead
of eL[a,b]/2e−La. They can be compared by the formula
eY eX ≡ eXeY − ad(eX)(Y ) (mod Y 2)
with X = −La and Y = L[a, b]/2, to obtain20
(11.3) eL[a,b]/2e−La ≡ e−LaeL[a,b]/2 −
L
2
ε2(e
−La) (mod B2),
Now apply the BCH formula of Lemma 11.4. This gives
(11.4) e−Lae
L
2 [a,b] ≡ e−La+
L
2 [a,b] + ad
(
e−La
)
(teven) +
L
4
ε2
(
e−La
)
(mod B2).
20Recall that ε2 = − ad([a, b]) and that the degree in Y corresponds to the B-filtration.
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The term involving ε2 appears by writing the n = 1 term of the sum over n in
Lemma 11.4 separately and then rearranging. The remaining terms in the sum
over n are only nonzero when n is even due the Bernoulli numbers. This sum can
be shown to equal teven by applying Euler’s formula for the even zeta values
ζm(2n) = −
B2nL
2n
2(2n)!
.
Combining (11.3) and (11.4) gives the result. 
Proof of Theorem 11.5. By combining Proposition 11.7 and Proposition 11.8, we
obtain
Fil1B (µ(C
m
S )(S
m(βm))) +
L
4
ε2
(
e−La
)
≡ e−La+
L
2 [a,b] + ad
(
e−La
)
(t) (mod B2).
But the expression on the right hand side is precisely Fil1B((α
m)−1), as computed
in Proposition 11.2. 
11.5. Interpretation of η. Comparing Theorem 11.5 to equation (11.2) gives a
precise value for η:
Corollary 11.9. We have η = L/8.
In this section we explain the significance of this value and how it may be com-
puted by alternative analytic means.
The element e2 is dual to the cohomology class of a form ψ2 ∈ Ω
1(M1,~1) [23,
§14]. The form ψ2 may be written as the following form defined on the partial cover
C× × H→M1,~1,
G2(ξ, τ) = 2πiG2(τ)dτ −
1
2
dξ
ξ
,
by checking it is preserved under the Γ-action (ξ, τ) 7→ ((cτ + d)−1ξ, γ(τ)). Here
G2(τ) := −1/24 +
∑
n≥1 σ(n)q
n is the Eisenstein series of weight 2. It is a quasi-
modular form for Γ of weight 2, and satisfies the modular transformation property
G2(γ(τ)) = (cτ + d)
2G2(τ) +
ic(cτ + d)
4π
.
The universal cover ofM1,~1 factors as C×H→ C
××H→M1,~1, where the first
map is exp× id and the second identifies Γ-equivalent points. The coordinates on
the universal cover are (z, τ). Pulling back G2(ξ, τ) to the universal cover produces
the B3-invariant form
G2(z, τ) = 2πiG2(τ)dτ −
1
2
dz ∈ Ω1(C× H).
The integral of G2(z, τ) over S˜ is the coefficient of e2 in per(Ψ), which is
(11.5)
∫
S˜
G2(ξ, τ) = per(Ψ)[e2] = per(η) =
2πi
8
.
This equals the value, at S˜, of a cocycle r ∈ Z1(B3,C) constructed by Matthes
[28]. Using our conventions, which differ slightly from those of Matthes,21 it is
21Matthes’ convention for the SL2(Z)-action on C× ×H differs from the one used here by the
reciprocal in the first factor. This only changes the cocycle values by a possible sign. He also
defines the cocycle in terms of E2 = −24G2.
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defined as the map r : B3 → C given by
(11.6) γ 7→
∫ (0,~1∞)
γ−1(0,~1∞)
G2(z, τ),
where (0,~1∞) is a tangential basepoint on C × H and elements of B3 act on the
universal cover as deck transformations. It can be viewed as the limiting n = 0 case
of a family of cocycles r2n+2 ∈ Z
1(B3, V2n ⊗ C). These are defined for n > 0 by
sending γ ∈ B3 to value of the period polynomial associated to G2n+2 at f(γ) ∈ Γ,
where f : B3 → Γ is defined in Definition 6.4.
The braid group is a central extension
1→ Z→ B3
f
−→ Γ→ 1.
Here the infinite cyclic group is the group of automorphisms of the covering exp× id : C×
H→ C× × H. This may be identified with the fundamental group of C×, which is
generated by a counterclockwise loop around 0 denoted by σ.
Proposition 6.5 states that ker(f) is generated by S˜4, and hence S˜4 = σ±1. The
braid group acts trivially on C which implies that r ∈ Hom(B3,C). It follows that
(11.7) r(S˜) = ±
r(σ)
4
.
It therefore suffices to compute r(σ). Matthes’ original computation [29] is unpub-
lished, so we record it again here using our own conventions.
Proposition 11.10. We have
r(σ) = −
2πi
2
.
Proof. We simply compute the action on the universal covering space and then
apply (11.6). The generator σ acts on C × H via σ(z, τ) = (z + 2πi, τ). Since it
fixes the second coordinate, we have
r(σ) =
∫ (0,~1∞)
(−2πi,~1∞)
(
2πiG2(τ)dτ −
1
2
dz
)
= −
1
2
∫ 0
−2πi
dz = −
2πi
2
.

By (11.7) it follows that r(S˜) = ±(2πi)/8. Comparing to (11.5) shows that the
two values agree up to a choice of sign. This reason for this is because the coefficient
of e2n+2 in per(Fil
1
L(Ψ)) is r2n+2(S˜), for n > 0, and the coefficient of e2 is the value
at S˜ of a cocycle for B3 associated to G2 that must be compatibly normalised in
order for Ψ to be grouplike. Our choice of normalisation, together with the fact
that H1(B3,C) is one-dimensional, implies that this cocycle is r.
12. Coefficients in linear combinations of iterated Eisenstein
integrals
The proof of Theorem 9.1 is nonconstructive. However, it is possible to determine
some of the coefficients in a linear combination of iterated Eisenstein integrals equal
to a given multiple zeta value using additional information. One such source of
information is the f -alphabet decomposition [3][5, §22]. This assigns an element of
the shuffle algebra Q[L±]⊗Q〈f2n+1 : n ≥ 1〉 to a given motivic multiple zeta value,
or to a “mixed Tate” linear combination of motivic iterated Eisenstein integrals.
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Although this depends on some choices, the highest coradical-degree piece in this
decomposition is canonical.
In this section we use this idea to determine the coefficient of the highest-length
iterated Eisenstein integrals in the decompositions of some example MZVs. This
uses both the rich combinatorics of the f -alphabet decomposition for motivic MZVs
and the modular theory of the canonical cocycle Cm.
12.1. f-alphabet decomposition. In this section we define the notion of a decom-
position for (mixed Tate) motivic periods and give a formula for the decomposition
of motivic iterated Eisenstein integrals to leading order in the coradical filtration
C•P
m
H [6, §2.5, §3.8].
Definition 12.1 (f -alphabet decomposition). An f -alphabet decomposition is an
isomorphism of Gm-modules ϕ : P
m
MT(Z)
∼
−→ Q[L±]⊗Q〈f3, f5, . . . 〉. It is normalised
if ϕ(ζm(2n+ 1)) = f2n+1 for all n ≥ 1.
There is a more general notion of a decomposition map [6, Definition 3.10], which
is a canonical isomorphism of SdRH -modules Φ: gr
C PmH
∼
−→ PmHss ⊗Q〈gr
C
1 O(U
dR
H )〉.
Here GdRH = Aut
⊗
H(ω
dR
H ), U
dR
H is its unipotent radical, S
dR
H its reductive quotient,
and Hss →֒ H the full Tannakian subcategory of semisimple objects. See [6, §3].
The fully faithful functor ωH embeds MT(Z) →֒ H and induces an inclusion
PmMT(Z) →֒ P
m
H (see §2.2.1 and Remark 2.2). As described in [6, §5.4] this restricts
to a canonical isomorphism of SdRMT(Z)(= Gm)-modules
Φ: grC PmMT(Z)
∼
−→ Q[L±]⊗Q〈f3, f5, . . . 〉.
A choice of splitting of the coradical filtration C•P
m
MT(Z) (for example, using the
Hoffman elements [4]) determines an isomorphism PmMT(Z)
∼= grC PmMT(Z) and hence
an isomorphism ϕ as above. Different choices of splittings for the coradical filtration
will determine different choices of ϕ; the map Φ = grC ϕ, however, is canonical.
The coradical filtration on motivic periods is connected to the length filtration
on iterated integrals as follows:
Remark 12.2. By [5, Theorem 22.2] the element CmS =
∫
m
S
∈ UdR1,1 (P
m
H) may be
interpreted as a morphism of filtered Q-algebras
CmS =
∫
m
S
: L•O(U
dR
1,1 )→ C•P
m
H,
where the length filtration L•O(U
dR
1,1 ) is defined by
LrO(U
dR
1,1 ) = 〈[E2n1+2(0)| . . . |E2ns+2(0)] : s ≤ r〉.
Remark 12.2 is compatible with the following formula for the f -alphabet decom-
position of motivic iterated Eisenstein integrals.
Lemma 12.3. Let n1, . . . , ns > 0 and let ϕ be any normalised f -alphabet decom-
position. Let Φ = grC ϕ. Then Φ: Co(µ(Ψ))→ Q[L±]⊗Q〈f3, f5, . . . 〉 and is given
explicitly on the integrals of the lowest and highest weight vectors by∫
m
S
[E2n1+2(0)| . . . |E2ns+2(0)] 7→ (−1)
s (2n1)! · · · (2ns)!
2s
f2n1+1 · · · f2ns+1
L2n1+···+2ns∫
m
S
[E2n1+2(2n1)| . . . |E2ns+2(2ns)] 7→
(2n1)! · · · (2ns)!
2s
f2ns+1 · · · f2n1+1.
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Proof. We prove the equality
(12.1)∫
m
S
[E2n1+2(0)| . . . |E2ns+2(0)] =
(−1)s
L2n1+···+2ns
∫
m
S
[E2ns+2(2ns)| . . . |E2n1+2(2n1)],
which can be shown by making use of the action of SL2 on O(U
dR
1,1 ). The result
follows by applying [5, Theorem 22.2] to the right hand side of (12.1), although
some modifications must be made (namely, the coefficient needs to be inverted and
the order of letters reversed).
To proceed with showing (12.1), define elements vX, vY ∈ O(U
dR
1,1 ) by vX :=
[E2n1+2(0)| . . . |E2ns+2(0)] and vY := [E2n1+2(2n1)| . . . |E2ns+2(2ns)]. They are
dual to the elements e2n1+2X
2n1
1 · · ·e2ns+2X
2ns
s , e2n1+2Y
2n1
1 · · · e2ns+2Y
2ns
s ∈ U
dR
1,1 (Q)
respectively. The action of Sm on UdR1,1 (P
m
H) sends
e2n1+2X
2n1
1 · · · e2ns+2X
2ns
s 7→ L
2n1+···+2nse2n1+2Y
2n1
1 · · · e2ns+2Y
2ns
s .
The dual action of Sm on O(UdR1,1 )⊗ P
m
H therefore satisfies
(12.2) Sm : vY 7→ L
2n1+···+2nsvX.
Applying CmS ∈ U
dR
1,1 (P
m
H) = Hom(O(U
dR
1,1 ),P
m
H) to both sides of (12.2) gives
(12.3) CmS (vY|Sm) = L
2n1+···+2nsCmS (vX).
By definition, CmS (vY|Sm) = (S
m(CmS ))(vY). The cocycle equation for C
m associ-
ated to the equation S2 = −I implies that Sm(CmS ) = (C
m
S )
−1. The element (CmS )
−1
is the generating series for motivic iterated integrals along S−1, where we use the
choice of splitting that defines CmS . Equation (12.3) therefore reads∫
m
S−1
vY = L
2n1+···+2ns
∫
m
S
vX.
Applying the reversal of paths formula gives∫
m
S
reverse(vY) = (−1)
sL2n1+···+2ns
∫
m
S
vX,
where reverse(vY) := [E2ns+2(2ns)| . . . |E2n1+2(2n1)]. This is precisely equation
(12.1). Taking f -alphabet decompositions gives the result. 
Remark 12.4. Lemma 12.3 is actually valid for all n1, . . . , ns > 0, even when the
words [E2n1+2(0)| . . . |E2ns+2(0)], [E2n1+2(2n1)| . . . |E2ns+2(2ns)] ∈ O(U
dR
1,1 ) are not
contained in the mixed Tate subalgebra O(Ugeom) ⊆ O(UdR1,1 ). This implies that
the leading-order term in the coradical filtration of any motivic iterated Eisenstein
integral is an element of Pm
MT(Z). With these more general integrals, however, non-
mixed Tate motivic periods can appear lower down in the coradical filtration.
12.2. Cocycle equations. To determine coefficients in linear combinations of it-
erated Eisenstein integrals we must understand relations between such integrals.
The cocycle equations for Cm ∈ Z1(Γ,UdR1,1 (P
m
H)) determine many of these. Set
U = ST ∈ Γ; then
Um = SmTm =
(
0 −L
L−1 1
)
∈ SLdR2 (P
m
MT(Z)).
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It is well-known that S2 = U3 = −I. Furthermore Cm−I = 1 because all modular
forms for Γ have even weight. The canonical cocycle therefore satisfies
CmS |Sm · C
m
S = 1(12.4)
CmU |(Um)2 · C
m
U |Um · C
m
U = 1,(12.5)
where CmU = C
m
ST = C
m
S |Tm · C
m
T .
Taking the coefficient of e2n1+2X
2n1−b1
1 Y
b1
1 · · · e2ns+2X
2ns−bs
s Y
bs
s in equations (12.4)
and (12.5) produces relations between iterated Eisenstein integrals.
Equation (12.5), when written out in terms of CmS and C
m
T , becomes rapidly
complex as the length s increases. However, since Co(CmT ) = Q[L], we may focus
instead on only the leading-order terms in the coradical filtration. Doing so gives
(12.6) CmS |(TSTST )m · C
m
S |(TST )m · C
m
S |Tm = 1 ∈ U
dR
1,1 (gr
C PmH).
For our purposes this is just as useful and easier to compute; for example, taking the
coefficient of a length 2 word in (12.5) produces a relation with 21 terms, whereas
taking the coefficient of the same word in (12.6) produces a relation modulo C1P
m
H
with only 6 terms.
12.3. Examples. We now consider the two example equations given in the intro-
duction to this paper and show how their coefficients may be determined using
the above machinery. The essential idea in each case is to first use Theorem 9.1
to obtain the (fairly small) finite set of iterated Eisenstein integrals that may ap-
pear in a linear combination equal to the given MZV. We then use relations between
iterated Eisenstein integrals coming from the cocycle equations to exhibit linear de-
pendencies in this set and reduce its size further. Finally we form a general linear
combination of these remaining terms, apply Lemma 12.3 and compare coefficients.
Remark 12.5 (Notation). To ease notation we define
Ib1,...,bs2n1+2,...,2ns+2 :=
∫
m
S
[E2n1+2(b1)| . . . |E2ns+2(bs)].
Example 12.6. Consider the expression for ζ(3) given in the introduction:
ζ(3) = −(2πi)3
∫ ~1∞
0
G4(τ)dτ
= −(2πi)2
∫
S
E4(0).
We illustrate how to derive this equation from the motivic theory. Theorem 9.1
implies that ζm(3) can be written as a Q-linear combination of the motivic periods
L2I04 , LI
1
4 , I
2
4 and L
3. By Remark 12.2 we work modulo C0P
m
MT(Z), which kills
L3 ∈ C0P
m
MT(Z). We shortly explain why there can be no L
3 term in the full linear
combination, so in fact it makes no difference whether we work modulo C0P
m
MT(Z)
or not in this case.
Taking the coefficient of e4X
2 in (12.4) implies that I24 = −L
2I04 . Taking the
coefficient of e4XY in (12.6) implies that I
1
4 ≡ 0 (mod C0P
m
MT(Z)).
22 Therefore
we may write ζm(3) ≡ AL2I04 (mod C0P
m
MT(Z)), for some A ∈ Q. In fact, this
expression holds “on the nose”, without working modulo C0P
m
MT(Z), because the
22This concisely expresses that the term involving a zeta value is a coboundary and the image
of the cocycle of G4 in cohomology is rational up to a power of L [5, Equation (7.8)].
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undetermined term in C0P
m
MT(Z) must have weight 3 and so must be a multiple of
L3, which is anti-invariant under the real Frobenius F∞. Therefore
(12.7) ζm(3) = AL2I04 , for some A ∈ Q.
We now apply the normalised decomposition map ϕ to (12.7). Lemma 12.3 gives
ϕ
(
I04
)
= −
2!
2
f3
L2
+ λL3, for some λ ∈ Q.
Comparing coefficients in (12.7) determines A = −1 and λ = 0.
Remark 12.7. A similar calculation may be used to show that
ζm(2n+ 1) = −
2
(2n)!
L2nI02n+2 =
2
(2n)!
I2n2n+2,
which recovers the completed L-values Λ(G2n+2, 1) and Λ(G2n+2, 2n + 1). Com-
bining this with the relation obtained by taking the coefficient of e2n+2X
2n−bYb in
equation (12.6) also shows that
L2n−bIb2n+2 ≡ (δ2n−b − δb)
(2n)!
2
ζm(2n+ 1) (mod C0P
m
MT(Z)),
where δc = δc,0 is the Kronecker delta. In particular, this implies that the “middle”
values Ib2n+2 for 1 ≤ b ≤ 2n− 1 are powers of L, which is of course also well-known.
From this point onward we therefore do not distinguish between single integrals of
Eisenstein series and the associated single zeta value.
The second example gives an expression for ζm(3, 5) ∈ D2Z
m \D1Z
m as a double
Eisenstein integral.
Example 12.8. We have the following expression for ζ(3, 5) [10, Example 7.2]23:
ζ(3, 5) = −
5
12
(2πi)8
∫
S
G6(τ1)dτ1G4(τ2)dτ2 +
503
21335527
(2πi)8
= −
5
12
(2πi)6
∫
S
[E6(0)|E4(0)] +
503
21335527
(2πi)8.
We explain how the coefficient −5/12 of the longest iterated Eisenstein integral
may be computed abstractly. We first determine the possible such integrals that
may appear in a linear combination giving ζm(3, 5). Theorem 9.1 implies that these
must be iterated integrals of length at most 2 and total modular weight at most
10. By Remark 12.2 we may work modulo C1P
m
MT(Z), giving
(12.8) ζm(3, 5) ≡
∑
(n1,n2)∈{(1,1),(1,2),(2,1)}
0≤bi≤2ni
λIb1,b22n1+2,2n2+2 (mod C1P
m
MT(Z)),
where λ ∈ QL6−b1−b2 . The motivic MZV ζm(3, 5) has weight 8, and the weight
8 subspace24 of C1P
m
MT(Z) is spanned by ζ
m(8), which is a rational multiple of L8.
Thus, the only term undetermined modulo C1P
m
MT(Z) is a multiple of L
8 ∈ C0P
m
MT(Z).
23There is a difference in normalisation between Brown’s formulae and ours; namely
Λ(Gk1 , . . . ,Gks ; b1, . . . , bs) = i
b1+···+bs(2πi)−(b1+···+bs)
∫
S
[Ek1(b1 − 1)| . . . |Eks(bs − 1)].
24Recall that the weight filtration is a grading on motivic MZVs.
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Let ϕ be some choice of normalised f -alphabet decomposition and Φ = grC ϕ.
The decomposition algorithm [3, §5] implies that
(12.9) Φ(ζm(3, 5)) ≡ −5f5f3 (mod C0P
m
MT(Z)).
The longest word in this decomposition is f5f3, with coefficient −5. The coaction
on Q〈f3, f5, . . . 〉 ⊗Q Q[L
±] is deconcatenation, and we compute
(12.10) ∆(Φ(ζm(3, 5)) = −5⊗ f5f3 − 5f5 ⊗ f3 − 5f5f3 ⊗ 1.
In particular we have ∆′(Φ(ζm(3, 5))) ≡ −5f5 ⊗ f3 6= 0 (mod C1P
m
MT(Z)), where
∆′ := ∆− id⊗1− 1⊗ id.
We must now compute the same expression for the iterated Eisenstein integrals
on the right hand side of (12.8). To leading order in the coradical filtration C•P
m
H,
the coaction on motivic iterated Eisenstein integrals is deconcatenation [5, Theorem
22.2]. This can be written explicitly as follows:
∆
(
Ib1,b22n1+2,2n2+2
)
≡ 1⊗ Ib1,b22n1+2,2n2+2 + I
b1,b2
2n1+2,2n2+2
⊗ 1
+ Ib12n1+2 ⊗ I
b2
2n2+2
(mod C1P
m
H).
Note that Ib2n+2 ∈ P
m
MT(Z) is a rational multiple of:{
Lb−2nζm(2n+ 1) ∈ C1P
m
MT(Z), b = 0 or 2n;
Lb+1 ∈ C0P
m
MT(Z), otherwise.
Therefore ∆′(Ib1,b22n1+2,2n2+2) ≡ 0 (mod C1P
m
H) unless (b1, b2) is one of (0, 0), (0, 2n2),
(2n1, 0) or (2n1, 2n2). In any of these cases we have
∆′(Φ(Ib1,b22n1+2,2n2+2)) = (−1)
δb1+δb2
(2n1)!(2n2)!
4
Lb1+b2−2n1−2n2(f2n1+1 ⊗ f2n2+1).
Thus the only iterated Eisenstein integrals that contribute nontrivially modulo
C1P
m
H to the sum on the right hand side of (12.8) are I
b1,b2
2n1+2,2n2+2
with {n1, n2} =
{1, 2} and bi ∈ {0, 2ni}. As described in Lemma 12.3, the action of S
m gives an
equality Ib1,b26,4 = L
6−2b1−2b2I2−b2,4−b14,6 so that we may fix (n1, n2) = (2, 1). The
sum in (12.8) therefore consists of at most 4 distinct integrals.
We may simplify further using the cocycle equations. Taking the coefficients of
e6X
4
1e4X
2
2 and e6X
4
1e4Y
2
2 in (12.4) respectively produces the two equations
L6I0,06,4 + I
4,2
6,4 − 12ζ
m(3)ζm(5) = 0;(12.11)
L4I0,26,4 + L
2I4,06,4 + 12ζ
m(3)ζm(5) = 0.(12.12)
Taking the coefficients of the same words in (12.6) produces the equations
2L6I0,06,4 + L
4I0,26,4 + L
2I4,06,4 + 2I
4,2
6,4 − 12ζ
m(3)ζm(5) ≡ 0 (mod C1P
m
H);(12.13)
L6I0,06,4 + 2L
4I0,26,4 + L
2I4,06,4 + I
4,2
6,4 ≡ 0 (mod C1P
m
H).(12.14)
Equation (12.13) is implied by combining (12.11) with (12.12), which shows that it
holds even without working modulo C1P
m
H. Though this gives no interesting new
information for this calculation, it does imply the existence of a further relation in
C1P
m
H. What is more useful is (12.14). Combining it with equations (12.11) and
(12.12) implies that
(12.15) I0,26,4 ≡ 0 (mod C1P
m
H).
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The combination of (12.11), (12.12) and (12.15), together with Theorem 9.1, implies
that ζm(3, 5) may be written as a Q-linear combination
(12.16) ζm(3, 5) ≡ AL6I0,06,4 +Bζ
m(3)ζm(5) (mod C0P
m
MT(Z)), A,B ∈ Q.
Applying Lemma 12.3 to (12.16) gives
−5f5f3 ≡ Φ(ζ
m(3, 5))
≡ Φ(AL6I0,06,4 +Bζ
m(3)ζm(5))
= 12Af5f3 +Bf3  f5
= (12A+B)f5f3 +Bf3f5 (mod C0P
m
MT(Z)).
Comparing coefficients determines A = −5/12 and B = 0. We obtain
ζm(3, 5) = −
5
12
L6I0,06,4 + λL
8, for some λ ∈ Q.
12.3.1. The general case and further questions. Theorem 9.1 implies that any ζm(w) ∈
Zm may be written as a linear combination of the form
(12.17) ζm(w) =
∑
i
AiL
mi
∫
m
S
vi,
where vi ∈ O(U
dR
1,1 ) and Ai ∈ Q. Theorem 9.1 also places constraints on the
elements vi and values mi ∈ Z in terms of the weight n and depth r of ζ
m(w).
The left hand side of (12.17) has an f -alphabet decomposition. In many cases
(e.g. for the family of Hoffman MZVs [4]) this decomposition may be computed
algorithmically up to a rational multiple of fn [3], though in general this decompo-
sition is not unique. However the left hand side has a coradical filtration and, in
particular, the longest term in the f -alphabet decomposition with respect to the
coradical filtration is canonically determined by this algorithm.
The right hand side also has an f -alphabet decomposition. The space of iterated
Eisenstein integrals on the right hand side has a length filtration25 with respect to
which the longest part in the f -alphabet decomposition is canonically determined by
Lemma 12.3. By comparing the f -alphabet decompositions of each side of (12.17)
we may then read off the coefficients Ai of the leading order terms in the coradical
or length filtrations.
By extending the formula given in Lemma 12.3 for the f -alphabet decomposition
for motivic iterated Eisenstein integrals past the highest length term it may be
possible to determine more of the coefficients Ai. In the most optimistic scenario
all coefficients except that of ζm(n) may be determined by this method. This raises
the following question:
Problem 1. Is there a recursive procedure to completely decompose motivic iterated
Eisenstein integrals in the f -alphabet in a similar way to the procedure given for
motivic MZVs defined in [3]?
A related area of potential future study is suggested by Theorem 10.1, which
implies that the action of k = Lie(UdRMT(Z)) on u
geom is faithful. The first few terms
of this action with respect to the filtration W• u
geom were computed in [7].
Problem 2. Describe the action of k on ugeom completely.
25This coincides with the coradical filtration.
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The proof of Theorem 9 implies that the words vi appearing on the right hand
side of (12.17) are elements of the Hopf subalgebra O(Ugeom) ⊆ O(UdR1,1 ). The value
of such a word under the homomorphism
∫
m
S = µ(C
m
S ) ∈ Hom(O(U
geom),PmH) is
an element of Pm
MT(Z) because O(U
geom) is an ind-object of MT(Z). Applying the
period map and [4] implies that
∫
S
vi = µ(CS)(vi) ∈ Z[(2πi)
±] ⊆ C.
We expect that a form of converse holds as long as one considers integrals of
not just a single word vi but rather the whole (finite) subset of words obtained by
varying the values of b1, · · · , bs within vi in the allowed ranges 0 ≤ bj ≤ 2nj. This
may be formalised as follows: for n1, . . . , ns > 0 define a linear map
[E2n1+2| . . . |E2ns+2] : V
dR
2n1 ⊗ · · · ⊗ V
dR
2ns → O(U
dR
1,1 )
by the formula
X2n1−b11 Y
b1
1 ⊗ · · · ⊗ X
2ns−bs
s Y
bs
s 7→ [E2n1+2(b1)| . . . |E2ns+2(bs)].
It is SL2-equivariant. Precomposing with any choice of SL2-equivariant linear map
g : V dR2n → V
dR
2n1 ⊗ · · · ⊗ V
dR
2ns defines an SL2-equivariant linear map
(12.18) V dR2n
g
−→ V dR2n1 ⊗ · · · ⊗ V
dR
2ns
[E2n1+2|...|E2ns+2]−−−−−−−−−−−−→ O(UdR1,1 ).
Let O(UdRE ) ⊆ O(U
dR
1.1 ) be the Hopf subalgebra
26 generated by Eisenstein words, so
that O(Ugeom) ⊆ O(UdRE ) ⊆ O(U
dR
1.1 ). Every element of HomSL2(V
dR
2n ,O(U
dR
E )) is a
Q-linear combination of maps of the form (12.18). With this in mind we pose the
following conjecture.
Conjecture 3. Let f ∈ HomSL2(V
dR
2n ,O(U
dR
E )). Then im(f) ⊆ O(U
geom) if and
only if im(CS ◦ f) ⊆ Z[(2πi)
±], where we view CS ∈ U
dR
1,1 (C) = Hom(O(U
dR
1,1 ),C).
The implications of Conjecture 3 are somewhat subtle. For example, there are
elements of O(UE) that are (conjecturally) not contained in O(Ugeom) whose image
under CS is contained in Z[(2πi)
±]. Brown gives two numerical examples illustrat-
ing this in [10, Examples 7.3 and 7.5]. Their conjectural motivic versions are
L10
25 · 33 · 5
I0,06,8 −
3L4
23 · 691
I2,44,10
?
= ζm5,7,(12.19)
L10
26 · 32 · 5 · 7
I0,04,10 +
L4
23 · 691
I2,44,10
?
= ζm3,9.(12.20)
Here ζm5,7, ζ
m
3,9 ∈ C2P
m
MT(Z) are motivic MZVs whose f -alphabet decompositions are
f5f7 (mod QL
12) and f3f9 (mod QL
12) respectively. They are only well-defined
up to addition of a rational multiple of L12. Despite lying in coradical degree 2
they cannot be expressed by motivic MZVs of depth less than 4.
A verification of (12.19) and (12.20) would imply that the linear combinations
(2πi)10
25 · 33 · 5
[E6(0)|E8(0)]−
3(2πi)4
23 · 691
[E4(2)|E10(4)]
(2πi)10
26 · 32 · 5 · 7
[E4(0)|E10(0)] +
(2πi)4
23 · 691
[E4(2)|E10(4)],
which are elements ofO(UdRE )⊗QQ[2πi], evaluate to elements of Z[(2πi)
±] under CS.
Conjecturally, however, the individual terms appearing in these linear combinations
are not contained in O(Ugeom) ⊗Q Q[2πi] since their values under CS should also
26Note that O(UdRE ) is not a natural ind-object of H.
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involve the noncritical L-value Λ(∆; 12) of the cusp form ∆ ∈ S12(Γ), as well as
a “new” period c(∆; 12) [10, §7.2]. By Remark 12.4 the motivic versions of these
periods associated to ∆ must occur in C1P
m
H. They happen to cancel out in the
linear combinations on the left hand sides of (12.19) and (12.20) to give the mixed
Tate periods ζm5,7 and ζ
m
3,9.
A further implication is that equations (12.19) and (12.20) are inaccessible from
Theorem 9.1, which only makes use of periods of O(Ugeom). This is evidenced by
the expressions (12.19) and (12.20) for the depth 4 motivic MZVs ζm5,7 and ζ
m
3,9 as
linear combinations of iterated Eisenstein integrals of length s ≤ 2, while Theorem
9.1 only gives the weaker bound s ≤ 4.
This suggests that it is possible to reduce the length s of the iterated Eisenstein
integrals appearing on the right hand side of (12.17) substantially below the bound
s ≤ depth ζm(w) afforded by Theorem 9.1 if we allow integrals of elements in the
full space O(UdRE ) rather than just the mixed Tate subspace O(U
geom). In this
larger space, cuspidal correction terms in lower coradical degree may account for
these “depth defects”.
This also raises an interesting question about relations between iterated Eisen-
stein integrals. Theorem 9.1 implies that the depth 4 MZVs appearing on the right
hand sides of (12.19) and (12.20) may be written as linear combinations of iter-
ated Eisenstein integrals of length at most 4 that, moreover, come from O(Ugeom).
Equating with the iterated Eisenstein integrals on the respective left hand sides
produces relations between iterated Eisenstein integrals along S of potentially dif-
ferent lengths. It is natural to ask whether these relations may be proven using
known relations (e.g. the cocycle relations). We therefore conclude with a final
suggestion for future investigation:
Problem 4. Consider the relations in Mm arising as follows: let
(12.21)
∑
i
∫
m
S
wi = κ
m ∈ PmMT(Z) = Z
m[L±]
be a mixed Tate linear combination of motivic iterated Eisenstein integrals, where
each wi ∈ O(U
dR
E )\O(U
geom). Theorem 9.1 produces a new expression
(12.22) κm =
∑
j
∫
m
S
vj
where each vi ∈ O(U
geom). Equating (12.21) and (12.22) produces the following
relation between mixed Tate linear combinations of iterated Eisenstein integrals:
(12.23)
∑
i
∫
m
S
wi =
∑
j
∫
m
S
vj .
Does the relation (12.23) have a geometric origin?
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