This paper evaluates the use of three different searchbased techniques, namely genetic algorithms, hill climbing and simulated annealing, and two problem representations, for planning resource allocation in large massive maintenance projects. In particular, the search-based approach aims to find an optimal or near optimal order in which to allocate work packages to programming teams, in order to minimize the project duration.
Introduction
In software maintenance, as in other large scale engineering activities, effective project planning is essential. Failure to plan and/or poor planning can cause delays and costs that, given timing and budget constraints, are often unacceptable, leading to business-critical failures. Traditional tools such as the Project Evaluation and Review Technique (PERT), the Critical Path Method (CPM), Gantt diagrams and Earned Value Analysis help to plan and track project milestones. While these tools and techniques are important, they cannot assist with the identification of optimal scheduling assignment in the presence of configurable resource allocation.
Furthermore, maintenance projects have their own characterisations and properties that require particular attention. Most large-scale maintenance interventions involve several teams of programmers and many individual project Work Packages (WPs). As such, the optimal allocation of teams of programmers (the primary resource cost drivers) to WPs is an important problem which cannot be overlooked.
This paper studies the problem of resource allocation in the context of a large-scale massive maintenance intervention. It investigates the use of search-based software engineering [23] techniques to address problems associated with optimal allocation of WPs. Specifically, the paper addresses problems associated with the determination of the optimal order in which to process WPs (and their consequent allocation to teams of programmers).
From the perspective of search-based software engineering, this is an example of a scheduling problem. Scheduling problems, of both general and specific characters, have received a great deal of attention from the search community, yet there has, to date, been little work on the application of search to the problem of software project planning.
In order to validate the techniques introduced in this paper, empirical results are presented from a large-scale case study of a massive maintenance project from a large European financial organisation. The case study concerns remedial work arising from the need to address the Y2K problem. The project involves 84 WPs, each of which involve the maintenance and reverse engineering of approximately 300 Cobol and JCL files.
Such 'massive maintenance' projects are becoming sur-prisingly prevalent. They involve maintenance and reverse engineering on a wide scale, across the organisation, platforms and systems for both code, design and data. Recent examples include Y2K remediation, Euro currency conversion, zip code and phone numbering changes [25] . Such maintenance activities present particularly acute problems for managers, since they have fixed hard deadlines and cut right across an entire software portfolio, touching almost every software asset possessed by the organisation. Fortunately, as this paper will demonstrate, some of the features of the planning process for these massive maintenance projects lend themselves to solution by search techniques. The primary contributions of this paper are as follows:
• the paper shows how three different search algorithms, namely Genetic Algorithms (GAs), hill climbing and simulated annealing, can be applied to maintenance project process planning and studies two different representations of the problem. The results are encouraging. In comparison with the real-world data from the project, the search-based optimizations were capable of reducing the duration of the maintenance process by as much as 50%, simply by finding more optimal allocations;
• for each search technique, the paper compares the effectiveness of two different genome encodings; and
• the paper also presents results of a separate empirical study into the effect upon completion time of changes in staffing levels.
The remainder of the paper is organized as follows. Section 2 gives a brief overview of the software maintenance process studied in the paper. Section 3 explains the three search algorithms and two problem representations that we implemented to study the application of search to massive maintenance planning, while Sections 4 and 5 present the empirical results of the paper. In particular, Section 4 investigates the optimal choice of search technique and representation, while Section 5 presents the results of the effect of different allocations of staff to project teams, comparing the results obtained by search with the actual project staffing and timeline. Section 6 presents related work and Section 7 concludes.
Context: The Massive Maintenance Project
The application we studied was a large scale financial system for which Y2K remediation was required. The maintenance task was decomposed into WPs, i.e., loosely coupled, elementary units (from one to nine for each application) subject to maintenance activities; each WP was managed by a WP leader and assigned to a maintenance team (the average team size was approximately four programmers). Overall, the entire system was composed of 84 WPs, each of which comprised, on average, of 300 COBOL and JCL files.
The project followed a phased maintenance process (similar to that defined by the IEEE maintenance standard [1] ), encompassing five macro-phases:
1. Inventory: deals with the decomposition of the application portfolio into independent applications, and successive decomposition of each application into WPs; Because the intervention was performed almost semiautomatically and involved highly standardized activities, it was possible to make an assumption that it is valid to interchange between people and months. That is, given a maintenance team size, s and the effort required e, the time t necessary to perform the task is:
Due to Brooks' law [7] , this could be an overly optimistic assumption. However, as other authors have noted [2] , given the small team sizes (fewer than eight people) and the standard (training-free) nature of the maintenance task, this approximation can be considered reasonable. The model can be generalized to situations in which Brooks' law does apply by the simple introduction of a non-linearity factor. A further simplification introduced with our study is the absence of dependencies between WPs (i.e., there is no constraint on possible orderings which can be selected).
The research questions this paper seeks to answer, by the application of search techniques to the planning of this maintenance task are as follows:
• For a fixed staffing level, what is the optimal order in which to present the WPs for action?
• How do the results vary with team size and distribution?
• What is the difference between GA, hill climbing and simulated annealing, both in terms of result quality and number of required fitness evaluations?
• Which is the best genome representation for the problem described in this paper?
The Different Approaches
This section explains how we formulated the problem as a search-based problem, using two different representations, GAs, hill climbing and simulated annealing. A random search was also implemented for each encoding, to provide base line (worst case) data.
The overall implementation, combining the search-based heuristics (GA, hill climbing, simulated annealing) and the two representations is shown in Figure 1 . The two different schemas of encoding (and associated fitness functions) are the pigeon hole representation and the ordering representation. These are described in Section 3.1, while Section 3.2 describes the algorithms constructed for Hill Climbing, Simulated Annealing and GAs. For further details the reader can refer to books such as the one by Michalewicz and Fogel [34] .
Genome Encodings

The pigeon hole representation
The pigeon hole representation describes the solution as an array of N integers, where N is the number of WPs. Each value of the array indicates the team the WP is assigned to. The representation schema is shown in Figure 1 a. The fitness function (which is minimized) is simply the value of the project's overall deadline. That is, for a singlestep/multi-server maintenance process, the maximum completion time among the different servers.
The ordering representation
The ordering representation also represents the problem as an N -sized array, but the value of a representation element indicates the position of the WP in the incoming queue, for a single-queue/multi-server queuing system. The representation schema is shown in Figure 1 
The fitness function takes as input, the representation (i.e., the WP sequence) and computes the finishing deadline using the queuing simulator of Antoniol et al. [3] .
The Different Search Techniques
The Hill Climbing Approach
In hill climbing, the search proceeds from a randomly chosen point in the search space by considering the neighbours of the point. Once a fitter neighbour is found this becomes the current point in the search space and the process is repeated. If there is no fitter neighbour, then the search terminates and a maxima has been found (by definition). The approach is called hill climbing, because when the fitness function is thought of as a landscape, with peaks representing points of higher fitness, the hill climbing algorithm selects a hill near to the randomly chosen start point and simply moves the current point to the top of this hill (climbing the hill). Clearly, the problem with the hill climbing approach is that the hill located by the algorithm may be a local maxima, and may be far poorer, in terms of fitness, than the global maxima in the search space. However, hill climbing is a simple technique which is easy to implement and has been shown to be a useful and robust technique for the software engineering applications of modularization [19, 35] and cost-estimation [28] .
The hill climbing approach constructed for software project planning used in this paper works as follows:
1. It starts with a initial solution where each WP is randomly assigned to a team;
2. It randomly takes a WP and assigns it to a new, randomly selected, team.
The new configuration is accepted if and only if it leads
to a finishing deadline smaller than the one obtained with the previous configuration.
4. The algorithm iterates through step 2, either for a given number of times, or until the fitness function remains unchanged for a given number of iterations.
The Simulated Annealing Approach
Simulated annealing [33] , like hill climbing, is a method of local search. However, simulated annealing has a 'cooling mechanism' (referred to as the 'temperature') which initially allows moves to less fit solutions. The effect of 'cooling' on the simulation of annealing is that the probability of following an unfavorable move is reduced. This (initially) allows the search to move away from local optima in which the search might be trapped. As the simulation 'cools' the search becomes more and more like a simple hill climb. When minimizing, the objective function is usually referred to as a cost function. When maximizing it is usually referred to as a fitness function.
The simulated annealing approach constructed for software project planning used in this paper works as follows: From the current assignment of WPs to teams, select a WP and assign it to a new team. This produces a move to a near neighbour in the search space. Unlike hill climbing, however, if the neighbour has a higher value for the objective 
where:
• p is a random number in the range [0 . . . 1] and
where t (the fitness temperature) was chosen as
α and β are constants of the same order of magnitude of ∆f itness, and x is the current number of iterations. This ability to select possibly worse solutions, allows the simulated annealing approach to avoid local optima.
The Genetic Algorithm Approach
GAs originate with an idea, born over 30 years ago, of applying the biological principle of evolution to artificial sys-tems. Roughly speaking, a GA may be defined as an iterative procedure that searches for the best solution of a given problem among a population, represented by a finite string of symbols, the genome. The search is made starting from an initial population of individuals, often randomly generated. At each evolutionary step, individuals are evaluated using a fitness function. High-fitness individuals will have the highest probability to reproduce.
The evolution (i.e., the generation of a new population) is made by means of two operators: the crossover operator and the mutation operator. The crossover operator takes two individuals (the parents) of the old generation and exchanges parts of their genomes, producing one or more new individuals (the offspring). The mutation operator has been introduced to prevent convergence to local optima; it randomly modifies an individual's genome (e.g., by flipping some of its bits, if the genome is represented by a bit string). Crossover and mutation are performed on each individual of the population with probability pcross and pmut respectively, where pmut pcross. Further details on GAs can be found in the literature [15, 17] .
GA are effective in finding optimal (or near optimal) solutions for problems where:
• the search space is large or complex;
• no mathematical analysis is available;
• traditional search methods did not work; and, as is the case for the problems considered in the present paper
• the solution of the problem is NP-hard [16] .
A GA is not guaranteed to converge: the termination condition is often specified as a maximal number of generations, or as a given value of the fitness function. To implement a GA for the pigeon hole encoding, the mutation operator randomly selects a WP and randomly changes its team. The crossover operator is the standard single point crossover.
To implement a GA for the ordering encoding, the mutation operator randomly selects two WPs (i.e., two array items) and exchanges their position in the queue. The crossover operator is somewhat more complex. Two offspring (o 1 and o 2 ) are formed from two parents (p 1 and p 2 ), as follows:
1. A random position k, is selected in the genome. This approach to crossover has the advantage that it guarantees that each offspring contains precisely one position in the sequence per WP. It therefore avoids the need for repair, or some other mechanism which might be required to deal with duplication of sequence numbers in a more simpleminded crossover operator.
Empirical Study I: Comparing Search Techniques and Representations
First and foremost, we will analyze the difference i) between the two types of genome, i.e., the ordering genome and the pigeon hole genome, and ii) between all the different approaches described in Section 3. Results for all eight possible combinations are shown in Figure 2 . For robustness, the average over ten runs for each encoding/search algorithm was used to produce the results reported in Figure 2 . For the GA, the following parameters were chosen:
• Population size: 100 individuals;
• Type of GA: simple (non overlapping), however with elitism keeping the best individual alive over subsequent generations;
• Crossover probability: 0.6;
• Mutation probability: 0.1; and
• Roulette-wheel selection.
The comparison was performed considering a queuing network configuration with 20 teams (servers) composed of 1 person each one.
The figure clearly shows that the ordering genome encoding outperforms, in general, the pigeon hole genome encoding (the Mann-Whitney test showed that pigeon hole genome always performed significantly better, with a significance level of 95%). This supports the usefulness of the proposed approach that combines search-based heuristics with queuing simulation. The ordering genome is effective not only for speed of convergence, but also for the possibility it gives of modeling more complex maintenance tasks. A queuing simulator allows modeling multi-stage maintenance processes, even accounting for rework or abandonment after a given phase, as well as for priority queues and for dependencies between WPs.
The results also highlight the fact that applying searchbased heuristics is a sensible approach because they significantly outperform a randomly-generated staff allocations. Only the GA-based pigeon hole algorithm reaches results comparable with the ordering genome, although requiring a high number of generations. The comparison of the different approaches, implemented using the ordering genome, highlights that the GA seems to exhibit a faster start (due to its intrinsic parallelism), although it is then overtaken by the hill climber. After 400/500 generations/iterations the results are exactly the same. Also the simulated annealing approach reaches, after about 100 generations, the same result of GA and hill climbing. It exhibits a slower start due to the likelihood (higher for the first generations) of accepting a worsening solution. The Mann-Whitney test showed no significant difference when comparing the three techniques.
Empirical Study II: Determining Staff Allocation to Teams
The remaining research questions from Section 2 are: Results for different numbers of people available in total, and for different percentages of double-sized teams are shown in Figure 3 . In particular, each line represents a different number (from 10 to 40) of people involved, the Y axis represents the result of the staffing (i.e., the estimated finishing time), while the X axis represents the percentage of double-sized teams. For instance, a percentage of 10% for a total of 10 people available means that 10% of the teams will be composed of two people instead of one only. In this case we will have a total of 9 teams, 8 composed of one per-son and one (about 10% of 9) composed of two people. As explained above, such a team can be used to handle (in less time) the longest requests; the fitness function will therefore tend to reward the assignment of a long task to a doublesized team, in that the resulting overall finishing time will be shorter. On the other hand, assigning short tasks to such a team will be almost useless, and could prevent the correct assignment of the longest tasks (by occupying the resource).
The figure shows that, for a small number of people available (between 10 and 15), it is not convenient to have any fast servers, since it implies a reduction of the total number of servers; for such a staffing level this is unacceptable. However, when the staffing increases, instead of excessively increasing the number of servers it turns out to be useful to have at least a small percentage of fast servers. These fast servers are able to prevent the longest task duration from determining the overall project finishing time. For example, let us suppose that the longest task requires 60 days, while all the remaining ones can be accomplished in 30 days. In that case, the total duration of the project cannot be smaller than 60 days. However, if instead, we double the size of the team working on that task, the total finishing time could be, for example, 40 days (because the longest task now completes in 30 days and that the reduction in the A further increase of staffing tends to increase the optimal percentage of fast servers, moving the minimum point of the 'bathtub curve' to the right.
Actual project staffing
The actual staffing level of the project which was subject of our case study was 80 people. However, by analyzing the time sheets we noticed that these people did not work full-time on the project (i.e., the worked in parallel on other projects). The number of working teams and people allocated to teams varied during the project timeline, as also explained in previous work [3, 4] . In other words, people were moved from a team to another during the project. The number of days necessary to complete the project was of 155 working days.
Teams working on the different WPs varied in size from 2 to 27 (see Figure 4) , with a median value of 6. Although the project manager did not adopt the "fast lane" model, at least they allocated some bigger teams to quickly main- tain the bigger WPs. Finally, the number of teams working concurrently on the project (corresponding, in the queuing model, to the number of servers) varied from 1 to 12, with a median value of 6. As shown in Figure 3 , a staffing (working full time on the project) of 40 people, organized in 20 single-person team and 10 teams of two persons, would suffice to complete the project within the 155 days. This is in agreement with the result presented by Antoniol et al. [3] , and confirms how the combination of queuing simulation and search heuristics can be used as a support for project management.
Threats to Validity
In a study like that reported in the present paper, there are three primary sources of treat to the validity of the results obtained. These concern the construct validity and internal and external validity of the results obtained. Construct validity concerns the methodology used to construct the experiment. Internal validity concerns possible courses of bias in the manner in which the results were obtained, while external validity concerns the possible bias of choice of experimental subjects (that is, to what extent can one generalised from these results).
Construct validity threats may be due to the simplifications made on the maintenance process modelled, as well as to the assumptions made in Section 2. However, the effect of these threats is limited because:
1. the applicability of the search techniques do not depend from the topology of the maintenance process (i.e., a more complex model simply requires that the objective function should be computed over a queuing network instead of over a single-queue system) and
2. for the case study adopted there were no dependencies at all.
Internal validity threats, in the case study, can be due to the randomness of the results obtained from simulation and GA. To avoid such a threat, different actions were taken:
• first and foremost, the number of generations and population size needed by GA were carefully calibrated.
The chosen values were determined ensuring that further increases do not significantly affect the results;
• similarly, the number of iterations required by the whole approach was calibrated. Increases over 40 iterations do not produce improvements in the fitness function; and
• to avoid results being skewed by the randomness inherent in metaheuristic search techniques of the kind studied here, GAs were executed 20 times and it was verified that the fitness function values obtained by the final generation do not change among the iterations.
With regards to external validity, the approach and the results obtained can be extended as is to situations in which 1. Brooks' law is not valid and 2. there are no dependencies between WPs.
For all the other cases, there is the need for a more complex model. First and foremost, there may be the need to account for non-linearity factors in Equation (1), or to consider the constraints due to the WP dependencies.
Related Work
Search techniques have previously been applied to scheduling problems in general [11] , with good results. The present authors introduced the idea of using searchtechniques in software project planning [4] . However, this previous work only considered the application of GAs to the problem. The primary contribution of the present paper is to compare the use of GAs with a variety of other widely-used search techniques and encodings. This section explains the relationship between the work presented in the present paper and previous work on search-based scheduling, search based software engineering and software project planning.
An application of search-based techniques to project scheduling was done by Davis [11] . A survey of the application of GAs to solve scheduling problems has been presented by Hart et al. in [24] . The mathematical problem encountered is, as described by the author, the classical, NP-hard, bin packing or shop-bag problem. A survey of approximated approaches for the bin packing problem is presented in [10] . More recently Falkenauer published a book devoted to the GA and grouping problems [15] . The theme of the book and the proposed genome encoding are highly relevant to the problem addressed in this paper. Schema interpretation and bin packing genome encoding described in the book were a source of inspiration although our problem is slightly different. The order on which WPs are presented to the teams is relevant whereas bin packing doesn't impose a packing order to reach an optimum.
Search heuristics have been applied in the past to solve some related software project management problems. In particular, Kirsopp et al. reported a comparison of random search, hill climbing and forward sequential selection to select the optimal set of project attributes to use in a searchbased approach to estimating project effort [27] . A comparison of approaches (both analytical and evolutionary) for prioritizing software requirements is proposed in [26] , while Greer and Ruhe proposed a GA-based approach for planning software releases [18] . Release planning was also considered by Bagnall et al. [5] , who applied a variety of techniques including greedy algorithms and simulated annealing to a set of synthetic data created to model features for the next release and the relationships between them. The aim was to determine the subset of features which should optimally appear in the next release (the 'next release problem'), in order to maximize user satisfaction while minimizing cost. As such, their work can be viewed as an instantiation of a feature subset selection search problem, where as the set of problems considered in the present paper is characteristic of a scheduling search problem.
All of these approaches are examples of the wider class of problems embodied in the phrase 'search-based software engineering' [9, 23] , which has become a fast growing subarea of activity with software engineering [8, 12, 22, 30] , and into which category the work reported in the present paper also falls. Search based software engineering has proved successful in requirements engineering [5] , project cost estimation [14, 29] , testing [32] software maintenance and reverse engineering [20, 36] and program transformation [6, 21] .
Conclusions
This paper has evaluated the use of search-based techniques for project planning in the context of a massive maintenance intervention. Three search based techniques were evaluated. Each was applied to two very different encoding strategies. Each encoding represents the way in which the WPs of the overall project are to be allocated to teams of programmers. The results from the case study show that the use of optimization can reduce project duration dramatically (by 50% over the results from the actual project).
The ordering encoding, which combines the searchbased approach with a queuing simulation model, was found to outperform the other approaches. For the less optimal encoding, the GA performed significantly better than the other approaches. For the optimal encoding, though GA initially performs better, simulated annealing and hill climbing approaches soon catch up, so that the overall difference between the three approaches appears to be small, compared to the problem of establishing an effective encoding.
Finally, the paper reports the results of experiments that alter the size of the project teams. While, for a small overall staffing levels, double-sized teams do not improve performance, for larger staffing levels, the effect can be dramatic.
