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$p_{a_{1}}p_{a_{1}a_{2}}\cdots p_{a_{n}a_{n+1}}$ : $n+1$
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Bellman :
$g+h(i)= \max_{a\in A}(r(i, a)+\sum_{j=0}^{\infty}p_{ij}(a)h(j)), i\geqq 0$
optimal value $g$ relative value $h(i)$ $p_{ij}(a)$
$A$ $a$ $A$ $r(i, a)$ $i$
$a$ 1
Bellman [10]













$\{\begin{array}{l}a(p) : p accept r(p) : p reject \end{array}$











$\{x_{1}, x_{2}, \ldots, x_{N}\}$ : $N$
(2.1) $dG_{m,n}(p)= \frac{p^{m}(1-p)^{n}dG_{0}(p)}{\int_{0}^{1}p^{m}(1-p)^{n}dG_{0}(p)}.$






$v(m, n)= \min$ Stop(Reject): $\int_{0}^{1}r(p)dG_{m,n}(p)$ ,
Continue: $c+ \int_{0}^{1}(pv(m+1, n)+(1-p)v(m, n+1))dG_{m,n}(p)$
$= \min\{\psi(m, n), c+b_{m,n}v(m+1, n)+(1-b_{m,n})_{1}\prime,(m, n+1)\}.$
$\psi(m, n)=$ mm $\{\int_{0}^{1}a(p)dG_{m,n}(p),$ $\int_{0}^{1}r(p)dG_{m,n}(p)\},$ $b_{m,n}= \int_{0}^{1}pdG_{m,n}(p)$
([16]).
Theorem 2.1.
(i) $\psi(m, n)\geqq 0$ for all $m,$ $n=0,1,2,$ $\ldots,$
(ii) $\psi(m, n)arrow 0$ as $m+narrow\infty$
$\tau$) $(m, n)$ (2.2)
$I(L, U)$ (cf. [6]).




$r( \theta, \delta)=\int_{X}\ell(\theta, \delta(x))f_{n}(x|\theta)dx.$
$\ell(\theta, \delta(x))$ (loss function) $\theta$ $\delta(x)$




$\ell(d,p)=\{\begin{array}{l}a(p) (d=d_{1}) ,r(p) (d=d_{2})\end{array}$
$Q\in I(L, U)$ $\beta(\ell, Q)$ :
(2.3) $\beta(\ell, Q)=\min_{d}\{\frac{Q(\ell(d,p))}{Q(1)}\}=\min\{\frac{Q(\ell(d_{1},p))}{Q(1)}, Q(\ell(d_{2},p))Q(1)\}.$




(i) $\min\{\beta(\ell, \theta)|Q\in I(L, U)\}$ $\lambda_{1}$ $\cdot$
(2.4) $\min_{d}\{U(\ell(d,p)-\lambda)^{-}+L(\ell(d,p)-\lambda)^{+}\}=0.$
(ii) $\min\{\beta(\ell, \theta)|Q\in I(L, U)\}$ $\lambda_{2}$ :
(2.5) $\min_{d}\{L(\ell(d, p)-\lambda)^{-}+U(\ell(d, p)-\lambda)^{+}\}=0.$
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$x^{+}= \max\{0, x\},$ $x^{-}=x-x^{+}= \min\{0, x\}$
$G_{0}()$ $\in I(L, U)=[dp, kdp]$
$G_{m,n}(\cdot)\in I(L_{m,n}, U_{m,n})$ Theorem 2.2 (2.2) $\psi(m, n)$






Be$(m+1, n+1)= \int_{0}^{1}t^{m}(1-t)^{n}dt,$ $Be(m+1, n+1, x)= \int_{0}^{x}t^{m}(1-t)^{n}dt$
[4]
Theorem 2.3. $Lv(m, n),\overline{v}(m, n)]$ :
(1) $\overline{v}(m, n)=\min\{Stop:\overline{\psi}(m, n)$ , Continue: $\max\{c+\overline{b}_{m,n}\overline{v}(m+1, n)+(1-\overline{b}_{m,n})\overline{v}(m,$ $n+$
1 $)$ , $c+\underline{b}_{m,n}\overline{v}(m+1, n)+(1-\underline{b}_{m_{\}}n})\overline{v}(m, n+1)\}\}.$
(2) $\underline{v}(m, n)=\min\{Stop:\underline{\psi}(m, n)$ , Continue: $\min\{c+\underline{b}_{m,n}\underline{v}(m+1, n)+(1-\underline{b}_{m,n})\underline{v}(m,$ $n+$
1 $)$ , $c+\overline{b}_{m,n}\underline{v}(m+1, n)+(1-\overline{b}_{m,n})\underline{v}(m, n+1)\}\}.$




$a(p)=\{\begin{array}{l}0, 0\leqq p\leqq\frac{3}{4},1, \frac{3}{4}<p\leqq 1,\end{array}$ $r(p)=\{\begin{array}{l}1, 0\leqq p\leqq\frac{1}{4},0, \frac{1}{4}<p\leqq 1,\end{array}$
Go(P) $=$ p( ), $I(L, U)=[L, kL]=[dp, kdp],$ $c=0.04$
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$r(p)$
Figure 3.1: loss functions $a(p),$ $r(p)$
$[\lambda_{1}, \lambda_{2}]$ Lower Bayes




Upper Bayes risk $(\lambda_{2})$
(3.3) $\lambda_{2}^{d_{1}}=\frac{k(1-Be(m+1,n+1,\frac{3}{4}))}{k+(1-k)Be(m+1,n+1,\frac{3}{4})},$
(3.4) $\lambda_{2}^{d_{2}}=\frac{kBe(m+1,n+1,\frac{1}{4})}{1+(k-1)Be(m+1,n+1,\frac{1}{4})}$
$\lambda_{1}=\min\{\lambda_{1}^{d_{1}}, \lambda_{1}^{d_{2}}\}$ $\lambda_{2}=\min\{\lambda_{2}^{d_{1}}, \lambda_{2}^{d_{2}}\}$
$Lv(m, n),\overline{v}(m, n)]$ Theorem 2.3
$a(p),$ $r(p)$
(3.5) $a(p)=\{$




1, $0\leqq p\leqq r_{1}$
$0,$ $r_{1}<p\leqq 1$
$a(p),$ $r(p)$ ( ) $a_{1},$ $r_{1}$
(3.1), (3.2), (3.3), (3.4)
Lower Bayes risk $(\lambda_{1})$ :
(3.6) $\lambda_{1}^{d_{1}}=\frac{1-Be(m+1,n+1,a_{1})}{1+(k-1)Be(m+1,n+1,a_{1})},$
(3.7) $\lambda_{1}^{d_{2}}=\frac{Be(m+1,n+1,r_{1})}{k+(1-k)Be(m+1,n+1,r_{1})}.$








Lemma 3.1. $0<x<x’$ $x$ , $k>0$
$\frac{x}{k+(1-k)x}<\frac{x’}{k+(1-k)x’}$
Be$(m, n, x)$ $x$ Lemma 3.1
Theorem 3.1. $\lambda_{1}^{d_{1}},$ $\lambda_{2}^{d_{1}}$ $a_{1}$ $\lambda_{1}^{d_{2}},$ $\lambda_{2}^{d_{2}}$ $r_{1}$
Remark; $a_{1},$ $r_{1}$ Bayes risk $\lambda 1^{j}\leqq c$ ( $c$
) $a_{1}$ $r_{1}$ (Table 3.1,
Table 3.2).
$a_{1},$ $r_{1}$







Upper bayes risk, (m,n)$=(1,2)$
Lower and Upper bayes risk, (m,n)$=(1,2)$
Figure 3.2: Lower and Upper bounds for $\psi(m, n)\leqq c=0.04$
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