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LEFT-INDUCED MODEL STRUCTURES AND DIAGRAM
CATEGORIES
MARZIEH BAYEH, KATHRYN HESS, VARVARA KARPOVA, MAGDALENA KE¸DZIOREK,
EMILY RIEHL, AND BROOKE SHIPLEY
Abstract. We prove existence results a` la Jeff Smith for left-induced model
category structures, of which the injective model structure on a diagram cat-
egory is an important example. We further develop the notions of fibrant
generation and Postnikov presentation from [9], which are dual to a weak form
of cofibrant generation and cellular presentation. As examples, for k a field
and H a differential graded Hopf algebra over k, we produce a left-induced
model structure on augmented H-comodule algebras and show that the cate-
gory of bounded below chain complexes of finite-dimensional k-vector spaces
has a Postnikov presentation.
To conclude, we investigate the fibrant generation of (generalized) Reedy
categories. In passing, we also consider cofibrant generation, cellular presen-
tation, and the small object argument for Reedy diagrams.
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1. Introduction
Let (M,F,C,W) be a model category and C a bicomplete category. Given a pair
of adjoint functors
M
L //
⊥ C
R
oo ,
there are well known conditions, such as [13, Theorems 11.3.1 and 11.3.2], under
which there is a model structure on C, which we call the right-induced model category
structure, with R−1(W), R−1(F) as weak equivalences and fibrations, respectively.
In this paper we study the dual situation, where one has a pair of adjoint functors
C
L //
⊥ M
R
oo
and wants to know when there is a model structure on C with L−1(W), L−1(C) as
weak equivalences and cofibrations, respectively. We call this a left-induced model
structure. Note that if the left-induced model structure exists, then the adjunction
above is a Quillen pair with respect to the left-induced structure on C and the given
model structure on M.
Right-induced model structures are common when the original model structure
is cofibrantly generated and when C satisfies appropriate smallness conditions. In
this case, the small object argument provides model-theoretic factorizations for C,
and the existence of the right-induced model structure reduces to a fundamental
“acyclicity” condition, which is sometimes difficult to check in practice; see e.g.,
[22, Theorem 16.2.5].
We begin by exploring the dual existence results for left-induced model struc-
tures (Corollaries 2.20 and 2.21), which are expressed in terms of either fibrant
generation or a Postnikov presentation of the model category M. We say that M is
fibrantly generated by a pair (X,Z) of classes of morphisms, called the generating
fibrations and generating acyclic fibrations, if the acyclic cofibrations (respectively,
cofibrations) ofM are exactly the morphisms that have the left lifting property with
respect to X (respectively, Z). If, in addition, each fibration (respectively, acyclic
fibration) in M is a retract of the limit of a tower of morphisms built by pullback
of elements of X (respectively, Z), then (X,Z) is a Postnikov presentation.
Working with fibrant generation and Postnikov presentations is a more delicate
affair than the more familiar dual case. If a cocomplete category M and a set of
maps I satisfy certain set-theoretical “smallness” conditions, then by a procedure
called the small object argument it is possible to construct a functorial factorization
whose right factor has the right lifting property with respect to I and whose left
factor is a relative I-cell complex : a colimit of sequences of pushouts of maps in I; see
Definition 2.6 or [13, Proposition 11.2.1]. As a consequence of this construction,
for any model category M that is cofibrantly generated by a pair (I, J) of sets
of maps satisfying the smallness conditions, the cofibrations (respectively, acyclic
cofibrations) are retracts of relative I-cell complexes (respectively, relative J-cell
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complexes): the small object argument implies that the pair (I, J) defines a cellular
presentation (see Proposition 2.7).
No such general result holds in the dual case of fibrant generation or Postnikov
presentations: the cosmall object argument, defined by dualizing the colimit con-
structions of the small object argument, requires “cosmallness” conditions, which
are rarely satisfied in practice; see Remark 2.13 though. For this reason, the ter-
minology we introduce in Section 2.1 separates the lifting properties, the cellular
presentation, and the smallness conditions that are normally unified by the adjective
“cofibrantly generated” (see Remarks 2.5 and 2.8). Our motivation for persevering
despite the technical difficulties presented by the theory of Postnikov presentations
and fibrant generation is that left-induced model structures include interesting ex-
amples that were previously unknown, e.g., [9, Theorem 2.10] and [11, Theorem
6.2]).
If the categories C andM are locally presentable, there is a more general existence
theorem for left-induced model structures, Theorem 2.23, that does not require fi-
brant generation or a Postnikov presentation. In this result, a` la Jeff Smith (see for
example, [3, Theorem 1.7]), the set-theoretical assumption of local presentability
provides the model-theoretic factorizations. As for Smith’s result, the construction
of these is fairly inexplicit; here we appeal to recent work of Michael Makkai and
Jiˇr´ı Rosicky´ [21], which describes the details of the construction of these factor-
izations. What remains to check, again as is the case for Smith, is an “acyclicity
condition”: maps characterized by a certain lifting property must be mapped by L
to weak equivalences. As in the dual setting, this can be daunting to verify in prac-
tice. However, numerous applications of Theorem 2.23 have already been found:
Theorem 3.8 in this paper, [12], and [6].
We are particularly interested in studying the injective model structure on dia-
gram categories MD, where M is a model category and D is a small category. The
injective model structure is left-induced from the “pointwise” model structure on
the category of ObD-indexed diagrams in M. Applying Corollary 2.20, we describe
a criterion for the existence of the injective model structure on diagram categories
MD, when the cofibrations of M are exactly the monomorphisms, and M admits
a (possibly trivial) Postnikov presentation (Theorem 4.19). In contrast with the
standard existence result, our theorem does not require the model structure on M
to be combinatorial. Because we have dropped this hypothesis, the challenge is to
construct the remaining model-theoretic factorization.
As a complement to our analysis of injective model structures, we show that if R
is a Reedy category or, more generally, a dualizable generalized Reedy category, and
M is model category that is fibrantly generated by (X,Z), then MR, endowed with
its (generalized) Reedy model structure, is also fibrantly generated by classes built
naturally from X and Z (Theorems 5.9 and 5.22). Moreover, if M has a Postnikov
presentation, then so does MR (Theorem 5.11 and Remark 5.23).
We also establish certain elementary properties of left-induced model structures
in general (Lemmas 2.18, 2.24, and 2.25) and of injective model category structures
in particular (Lemmas 4.14, 4.21, and 4.22). However, certain obvious and relevant
questions about Postnikov presentations and fibrant generation remain open. For
example, if M is a model category with Postnikov presentation (X,Z), and C ad-
mits the left-induced model structure with respect to the adjunction above, then
C is fibrantly generated by
(
RX, RZ
)
by Lemma 2.18. On the other hand, we do
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not know of reasonable conditions that imply that
(
RX, RZ
)
is actually a Post-
nikov presentation of C, as the set-theoretical difficulties mentioned above appear
to present obstacles to obtaining a result in this direction. We hope to answer this
question in the near future.
Other extensions of this work are possible. For example, the injective model
structure on a “generalized diagram category” constructed from a diagram of model
categories (as studied by [15], [2], and [8]) will be fibrantly generated if each of the
model categories in the diagram is.
1.1. Acknowledgements. The authors express their deep gratitude to the Banff
International Research Station for hosting the “Women in Topology” workshop at
which much of the research presented in this article was carried out. They also
would like to thank the Clay Foundation very warmly for financing their travel to
and from Banff. The third author was supported also by the Swiss National Science
Foundation, grant number 200020-144399, the fifth author by a National Science
Foundation Postdoctoral Research Fellowship award number DMS-1103790, and
the sixth author by the National Science Foundation, DMS-1104396. Finally, the
authors appreciate greatly the referee’s helpful and constructive suggestions.
2. Left-induced model structures
In this section, we prove a number of results providing conditions under which
left-induced model structures exist. Our results are formulated in terms of either
fibrant generation or Postnikov presentations of model categories, notions that we
recall below. We conclude by establishing elementary results concerning properness
and enrichment of left-induced model structures.
Notation 2.1. Throughout this section, if X is a class of morphisms in a category,
then X̂ denotes its closure under retracts.
2.1. Fibrant generation and Postnikov presentations of model categories.
We begin this section by recalling the elegant formulation of the definition of model
categories in terms of weak factorization systems due to Joyal and Tierney. We
then express the definitions of fibrant generation and of Postnikov presentations in
this framework, dualizing the more familiar notions.
Notation 2.2. Let f and g be morphisms in a category C. If for every commutative
diagram in C
·
f

a // ·
g

·
b
//
c
@@✁
✁
✁
✁
·
the dotted lift c exists, i.e., gc = b and cf = a, then we write f  g.
If X is a class of morphisms in a category C, then

X = {f ∈MorC | f  x ∀x ∈ X},
and
X = {f ∈ MorC | x f ∀x ∈ X}.
Definition 2.3. A weak factorization system on a category C consists of a pair
(L,R) of classes of morphisms in C such that
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• any morphism in C can be factored as a morphism in L followed by a
morphism in R, and
• L = R and R = L.
A weak factorization system (L,R) is cofibrantly generated by a class of morphisms
I if R = I and thus L = (I). It is fibrantly generated by a class of morphisms
X if L = X and thus R = (X)

.
The definition of a model category can be compactly formulated in terms of weak
factorization systems [17, 7.8], [22, 14.2.1].
Definition 2.4. A model category consists of a bicomplete category M, together
with three classes of morphism F, C, andW, called fibrations, cofibrations, and weak
equivalences, such that
• W contains the identities and satisfies “2-out-of-3,” i.e., given two compos-
able morphisms f and g in W, if two of f , g, and gf are in W, so is the
third; and
• (C,F ∩W) and (C ∩W,F) are both weak factorization systems.
A model category (M,F,C,W) is cofibrantly generated by a pair of classes of
morphisms (I, J) if the weak factorization systems (C,F ∩W) and (C ∩W,F) are
cofibrantly generated by I and J, respectively. The elements of I and J are then
generating cofibrations and generating acyclic cofibrations.
A model category (M,F,C,W) is fibrantly generated by a pair of classes of mor-
phisms (X,Z) if the weak factorization systems (C ∩W,F) and (C,F ∩W) are fi-
brantly generated by X and Z, respectively. The elements of X and Z are generating
fibrations and generating acyclic fibrations.
Remark 2.5. Our notion of cofibrant generation is weaker than the usual definition
(see, for example, [13, Definition 11.1.2]) in two ways. First, we allow the generators
to be a class of maps; observe that any model category is (trivially) cofibrantly
generated by its cofibrations and acyclic cofibrations. The reason for this convention
is that past work has shown that even trivial Postnikov presentations can have non-
trivial applications; see [11, Theorem 6.2].
Second, we wish to introduce separate terminology for the usual smallness con-
ditions involving the category M and the classes I and J that permit the use of the
small object argument and its consequent characterizations of the cofibrations and
acyclic cofibrations. This refined terminology is necessary because the dual condi-
tions, appropriate to the case of fibrant generation, are not satisfied in practice.
Frequently (see Proposition 2.7), the cofibrations and acyclic cofibrations in a
cofibrantly generated model category can be characterized in terms of the following
construction.
Definition 2.6. Let I be a class of morphisms in a cocomplete category C. Let
Y : λ→ C be a functor, where λ is an ordinal. If for all β < λ, there is a pushout
Xβ+1
iβ+1∈I

kβ∈C //
p
Yβ

X ′β+1
// Yβ+1
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and Yγ := colimβ<γ Yβ for all limit ordinals γ < λ, then the composition of the
sequence
Y0 → colimλ Yβ ,
is a relative I-cell complex. The class of all relative I-cell complexes is denoted CellI.
A cellular presentation of a weak factorization system (L,R) in a cocomplete
category C consists of a class I of morphisms such that L = ĈellI. This condition
implies that R = I, so a weak factorization systems that is cellularly presented by
J is also cofibrantly generated by J.
A cellular presentation of a model category (M,F,C,W) consists of a pair of
classes of morphisms (I, J) that are cellular presentations of the weak factorization
systems (C,F ∩W) and (C ∩W,F), respectively.
Any cellular presentation (I, J) defines generating cofibrations and acyclic cofi-
brations for the model category M. Under certain hypotheses, the small object
argument (see [13, Proposition 10.5.16] or [22, Proposition 15.1.11]) implies the
converse. We say that M, I, and J permit the small object argument if I and J are
sets and a “smallness” condition is satisfied. If M is locally presentable, then the
smallness condition is automatically satisfied by any generating sets I and J. If
M is not locally presentable, there are more general notions of smallness that may
be satisfied by particular sets I and J. We refer to [13, Definition 10.4.1] or [22,
Definition 15.1.7] for the definition of smallness.
Proposition 2.7 ([13, Proposition 11.2.1]). If (M,F,C,W) is a model category that
is cofibrantly generated by a pair of sets of morphisms (I, J) and permits the small
object argument, then (I, J) is a cellular presentation of (M,F,C,W).
Remark 2.8. Amodel category is cofibrantly generated in the sense of [13, Definition
11.1.2] if and only if it satisfies the hypotheses of Proposition 2.7.
We recall from [9] the following definition, which dualizes Definition 2.6.
Definition 2.9. Let X be a class of morphisms in a complete category C. Let
Y : λop → C be a functor, where λ is an ordinal. If for all β < λ, there is a pullback
Y β+1

//
y
X ′β+1
xβ+1∈X

Y β
kβ∈C
// Xβ+1
and Y γ := limβ<γ Y
β for all limit ordinals γ < λ, then the composition of the tower
lim
λop
Y β → Y 0,
is an X-Postnikov tower. The class of all X-Postnikov towers is denoted PostX.
A Postnikov presentation of a weak factorization system (L,R) in a complete
category C consists of a class X of morphisms such that R = P̂ostX. This implies
that L = X; a weak factorization system with a Postnikov presentation X is also
fibrantly generated by X.
A Postnikov presentation of a model category (M,F,C,W) consists of a pair of
classes of morphisms (X,Z) that are Postnikov presentations of the weak factoriza-
tion systems (C ∩W,F) and (C,F ∩W), respectively.
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Remark 2.10. For any class X, the duals of the usual arguments show that PostX
is the smallest class of morphisms that is closed under composition, pullback, and
inverse limits indexed by ordinals.
Remark 2.11. Every model category (M,F,C,W) admits a trivial Postnikov pre-
sentation (F,F ∩W). On the other hand, knowledge of a particularly small and
tractable Postnikov presentation, such as that discussed in Section 3, may sim-
plify certain computations and verifications of properties of the model category,
in a manner analogous to the well known, dual case of particularly nice cellular
presentations.
Remark 2.12. If (X,Z) is a Postnikov presentation for (M,F,C,W), then C = Z
and C∩W = X, whence (M,F,C,W) is fibrantly generated by (X,Z). However, if a
pair of sets (X,Z) fibrantly generates (M,F,C,W), there are no practical conditions
that guarantee that the triple M, X, and Z “permit the cosmall object argument.”
In the absence of an explicit “Postnikov-like” construction of factorizations, we
cannot conclude that F = P̂ostX and F ∩W = P̂ostZ.
Remark 2.13. By Gelfand duality, the category of compact Hausdorff spaces is
equivalent to the opposite of the category of commutative unital C∗-algebras. The
latter is locally presentable, which implies that the the category of compact Haus-
dorff spaces is “colocally presentable.” In particular, every object is cosmall. This
means that for any set of maps X, the cosmall object argument can be used to
construct a functorial factorization whose left factors lift against X and whose right
factors are in PostX. It follows that any set of maps gives rise to a fibrantly gener-
ated weak factorization system with a Postnikov presentation.
Remark 2.14. One way in which Postnikov presentations of model categories, even
trivial ones, can be useful is in enabling us to construct “explicit” fibrant replace-
ments, as (retracts of) Postnikov towers, with particularly simple layers, as in [11,
Section 7]. For example, given a Postnikov presentation for a model structure on a
diagram category, one could construct explicit models for homotopy limits.
2.2. Existence of left-induced model structures. We now apply fibrant gen-
eration and Postnikov presentations to prove the existence of left-induced model
structures, which are defined as follows.
Definition 2.15. Let C
L //
⊥ M
R
oo be an adjoint pair of functors, where
(M,F,C,W) is a model category, and C is a bicomplete category. If the triple of
classes of morphisms in C((
L−1(C ∩W)
)
, L−1(C), L−1(W)
)
satisfies the axioms of a model category, then it is a left-induced model structure on
C.
Remark 2.16. If C admits a model structure left-induced from that of M via an
adjunction as in the definition above, then L ⊣ R is a Quillen pair with respect to
the left-induced model structure on C and the given model structure on M.
Remark 2.17. A typical instance in which one is interested in the existence of a
left-induced model structure is that of the forgetful/cofree adjunction associated to
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a comonad K on model category M,
MK
UK //
⊥ M
FK
oo ,
where MK is category of K-coalgebras, FK is the cofree K-coalgebra functor, and
UK is the forgetful functor. In [11], the authors provide conditions under which the
left-induced model structure exists for such an adjunction.
Lemma 2.18. Let (M,F,C,W) be a model category fibrantly generated by (X,Z).
Any model structure on a bicomplete category C that is left-induced by an adjoint
pair
C
L //
⊥ M
R
oo
is fibrantly generated by
(
R(X), R(Z)
)
.
Proof. The proof proceeds by a simple game of adjunction:
f ∈ L−1(C)⇐⇒ L(f) ∈ C = Z⇐⇒ f ∈ R(Z),
and similarly for X. 
General existence results for left-induced model structures can be formulated
in terms of the relation between the adjunction and either fibrant generation or
Postnikov presentations, as a consequence of the following theorem. The statement
below is a slight variant of that in [9], in that retracts are allowed in the desired
factorizations; the proof in [9] works in this more general setting as well.
Theorem 2.19 ([9, Theorem 5.11]). Let C be a bicomplete category, and let W′,
C′, X′, and Z′ be classes of morphisms in C satisfying the following conditions.
(a) The class W′ satisfies “2-out-of-3” and contains all identities.
(b) The classes W′ and C′ are closed under retracts.
(c) Z′ ⊆ C′

and X′ ⊆ (C′ ∩W′)

.
(d) Z′ ⊆W′.
(e) For all f ∈MorC, there exist
(i) i ∈ C′ and p ∈ Ẑ′ such that f = pi;
(ii) j ∈ C′ ∩W′ and q ∈ X̂′ such that f = qj.
Then (C, X̂′,C′,W′) is a model category that is fibrantly generated by (X′,Z′).
Sketch of proof. Conditions (b), (c), and (e) imply that (C′ ∩W′, X̂′) and (C′, Ẑ′)
are weak factorization systems. Conditions (a) and (d) imply that Ẑ′ = X̂′ ∩W′.
Hence, the conditions of Definition 2.4 are satisfied. 
In [9], Theorem 2.19 was applied to prove the existence of left-induced model
structure in the presence of a Postnikov presentation.
Corollary 2.20 ([9, Corollary 5.15]). Let (M,F,C,W) be a model category with
Postnikov presentation (X,Z). Let C
L //
⊥ M
R
oo be a pair of adjoint func-
tors, where C is a bicomplete category. If
(a) L
(
PostR(Z)
)
⊆W,
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and for all f ∈MorC there exist
(b) i ∈ L−1(C) and p ∈ ̂PostR(Z) such that f = pi, and
(c) j ∈ L−1(C ∩W) and q ∈ ̂PostR(X) such that f = qj,
then the model structure on C left-induced by the adjunction L ⊣ R exists and
admits a Postnikov presentation
(
R(X), R(Z)
)
.
This corollary has been applied in [9] and [11] to prove the existence of explicit
left-induced model structures. A very similar proof to that in [9] enables us to
establish an existence result in the presence of the weaker hypothesis of fibrant
generation as well.
Corollary 2.21. Let (M,F,C,W) be a model category fibrantly generated by (X,Z).
Let C
L //
⊥ M
R
oo be a pair of adjoint functors, where C is a bicomplete
category. If
(a) (L−1C) ⊆ L−1W,
and for all f ∈MorC there exist
(b) i ∈ L−1(C) and p ∈
(
R(Z)
)
such that f = pi, and
(c) j ∈ L−1(C ∩W) and q ∈
(
R(X)
)
such that f = qj,
then the model structure on C left-induced by the adjunction L ⊣ R exists and is
fibrantly generated by
(
R(X), R(Z)
)
.
Proof. Apply Theorem 2.19 to W′ = L−1(W), C′ = L−1(C), X′ =
(
R(X)
)
, and
Z′ =
(
R(Z)
)
. Notice then that since (L,R) is an adjoint pair, R(Z) = L−1(Z),
so one can rewrite Z′ ⊆W′ as in (a) above. 
Remark 2.22. In both of the corollaries above, we see that condition (a) is the “glue”
binding together the two potential weak factorization systems given by conditions
(b) and (c), thus ensuring that we indeed obtain a model category. In practice, the
explicit description of Postnikov towers as limits of towers of pullbacks provides us
with tools for proving condition (a) of Corollary 2.20 that are not available in the
more general case of Corollary 2.21.
Together with a recent result of Makkai and Rosicky´ [21, Theorem 3.2], Corollary
2.21 implies the following existence result for left-induced model structures, when
M and C are locally presentable. Recall that in a locally presentable category, any
generating set of morphisms gives a cellular presentation of its weak factorization
system.
Theorem 2.23. Let C
U //
⊥ M
F
oo be an adjoint pair of functors, where
C is a locally presentable category, and (M,F,C,W) is a locally presentable model
category that is cofibrantly generated by a pair of sets. If(
U−1C
)
⊂ U−1W,
then the left-induced model structure on C exists and is cofibrantly generated by sets.
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Proof. Under the hypotheses above, [21, Theorem 3.2] implies that(
F (F),
(
F (F)
))
and
(
F (F ∩W),
(
F (F ∩W)
))
,
i.e., (
U−1(C ∩W),
(
U−1(C ∩W)
))
and
(
U−1(C),
(
U−1(C)
))
are weak factorization systems (cf. [21, Remark 3.8]), whence conditions (b) and
(c) of Corollary 2.21 hold. 
In summary, if M is combinatorial model category, U : C → M is a colimit pre-
serving functor between locally presentable categories, and
(
U−1C
)
⊂ U−1W, then
C is a combinatorial model category with the left-induced model category structure.
2.3. Elementary properties of left-induced structures. In this section, we
show that left-induced model structures inherit certain properness and enrichment
properties.
Recall that a model structure is left proper if the pushout of a weak equivalence
along a cofibration is always a weak equivalence.
Lemma 2.24. Let (M,F,C,W) be a model category, and let C be a bicomplete
category. Suppose that C admits a model structure that is left-induced from M via
the adjunction
C
L //
⊥ M
R
oo .
If M is left proper, then C is left proper, too.
Proof. Consider a pushout
A
f
//
g
 p
B
g

C
f
// B ⊔A C
in C, where g ∈ L−1(W) and f ∈ L−1(C). Since left adjoints commute with colimits,
applying L gives rise to a pushout in M
LA
Lf
//
Lg
 p
LB
Lg

LC
Lf
// L
(
B ⊔A C
)
∼= LB ⊔LA LC,
where Lf ∈ C and Lg ∈W. Since M is left proper, the morphism
Lg : LB → LB ⊔LA LC ∼= L
(
B ⊔A C
)
is a weak equivalence in M, whence g ∈ L−1(W), so that C is left proper, as
desired. 
Extra assumptions are required for the transfer of right-properness. In Section
4.4, we prove a right properness result for diagram categories.
We refer the reader to Appendix A for background on enriched model categories.
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Lemma 2.25. Let (V,∧, I) be a closed symmetric monoidal model category, and
let (M,F,C,W) be a V-model category. Suppose that C admits a model structure
that is left-induced from M via the adjunction
C
L //
⊥ M
R
oo .
If C is a tensored and cotensored V-category and if L ⊣ R is a V-adjunction, then
C is a V-model category.
Proof. We need to show that the SM7 axiom and the unit axiom from Definition
A.1 hold in C.
Let i : X → Y be a cofibration in C, i.e., i ∈ L−1(C), and let j : V → W be a
cofibration in V. We must show that the map
j⊗̂i : V ⊗ Y ⊔V ⊗X W ⊗X → W ⊗ Y
is a cofibration in C, which is a weak equivalence if either j or i is a weak equivalence.
Observe that
L(V ⊗ Y ⊔V ⊗X W ⊗X) ∼= L(V ⊗Y ) ⊔L(V ⊗X) L(W ⊗X)
∼= V ⊗LY ⊔V ⊗LX W ⊗LX,
where the first isomorphism holds because L commutes with colimits and the second
isomorphism holds because L ⊣ R is a V-adjunction (see Definition A.3).
Up to isomorphism we can therefore identify the morphism L(j⊗̂i) with
j⊗̂Li : V ⊗LY ⊔V ⊗LX W ⊗LX →W ⊗LY.
Since Li ∈ C, and M satisfies SM7, it follows that j⊗̂Li ∈ C, whence j⊗̂i is a
cofibration in C, as desired. If, in addition, Li or j is a weak equivalence, then by
SM7 in M, the map j⊗̂Li ∈ C ∩W, whence j⊗̂i is an acyclic cofibration in C.
To prove the unit axiom in C, we need to check that for any cofibrant object
C in C, the morphism q⊗ IdC : Q I⊗C → I⊗C is a weak equivalence in C, where
q : Q I → I denotes cofibrant replacement. By the definition of the left-induced
model structure, this is equivalent to asking that the map L(q⊗ IdC) : L(Q I⊗C)→
L(I⊗C) be a weak equivalence in M. Since L(Q I⊗C) ∼= Q I⊗LC and L(I⊗C) ∼=
I⊗LC, L(q⊗ IdC) is isomorphic to
q⊗ IdLC : Q I⊗LC → I⊗LC.
Because L preserves cofibrations and initial objects, LC is a cofibrant object in M.
Since the unit axiom holds in M, we conclude that q⊗ IdLC is a weak equivalence
in M; therefore, q⊗ IdC is a weak equivalence in the left-induced model structure
on C. 
In Section 4.4 we apply Lemma 2.25 to establish the existence of enriched model
structure on certain diagram categories.
3. Examples
In this section we provide examples to illustrate the theory of section 2. We first
give an explicit Postnikov presentation of the category of non-negatively graded
chain complexes over a field, then apply Theorem 2.23 to prove the existence of a
left-induced model category structure on the category of H-comodule algebras over
a field, where H is a chain Hopf algebra of finite type.
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3.1. An explicit Postnikov presentation. Let k be a field, and let Ch be the
category of non-negatively graded chain complexes of k-vector spaces. This category
admits a model structure whose weak equivalences are quasi-isomorphisms, whose
cofibrations are degreewise monomorphisms, and whose fibrations are degreewise
surjective in positive degrees [7]. Let Chfin denote the full subcategory of chain
complexes that are finite dimensional in each degree. This category is not complete
or cocomplete, but does admit all limits and colimits that are finite in each degree.
The model category structure of Ch therefore restricts to a model category structure
on Chfin , with the same distinguished classes of morphisms, but where, as originally
defined by Quillen [26], we assume only finite completeness and cocompleteness.
This suffices to define and study the associated homotopy category.
Our aim in this section is to show that the model structure on Chfin admits a
Postnikov presentation, which provides an elementary and non-obvious characteri-
zation of the fibrations and acyclic fibrations.
Write Dn for the n-disc and Sn for the n-sphere, defined as follows.
(Dn)ℓ =
{
k : ℓ = n, n− 1
0 : else
(Sn)ℓ =
{
k : ℓ = n
0 : else
It is productive to think of Sn as K(k, n) and Dn as based paths in the Eilenberg
Mac Lane space K(k, n − 1); a chain map X → Dn is an element of X∗n−1 and
a chain map X → Sn is an element of ZnX∗, where X∗ denotes the dual chain
complex.
Define
X = {pn : D
n → Sn}n≥1 ∪ {p0 : 0→ S
0} and Z = {qn : D
n → 0}n≥1.
Theorem 3.1. The pair (X,Z) defines a Postnikov presentation for the model
category Chfin
The proof of Theorem 3.1 will be given by the following two lemmas, which show
that the two constituent weak factorization systems have Postnikov presentations.
Lemma 3.2. The set Z defines a Postnikov presentation for the acyclic fibrations
in Chfin.
Proof. Let f : X → Y be any chain map. For each n, choose a basis βn of Xn. The
chain map f factors as
X
(f,ev)
−−−−→ Y ×
∏
n
∏
βn
Dn+1
proj
−−→ Y.
The right factor is a pullback of products of maps qn, which may be re-expressed as
a limit of a tower of pullbacks of maps in Z. Hence the right factor lies in PostZ, and
moreover the left factor is a degreewise monomorphism. By the retract argument,
if f is an acyclic fibration, then f is a retract of the displayed right factor. Hence,
the acyclic fibrations admit a Postnikov presentation. 
Lemma 3.3. The set X defines a Postnikov presentation for the fibrations in Chfin.
Proof. Consider a chain map f : X → Y . We wish to factor f as
X
j
−→ X˜
p
−→ Y,
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where j is an injective quasi-isomorphism, and p is an element of PostX. If f is a
fibration, then f is a retract of p, whence F = P̂ostX, as is required in the definition
of Postnikov presentation.
We begin by considering two special cases. Observe first that Sn → 0 is an
element of PostX for all n ≥ 0, since it is the pullback of
0→ Sn+1 ←− Dn+1.
Second, it follows that Z ⊂ PostX and thus that PostZ ⊂ PostX by Remark 2.10,
since Dn → 0 is equal to the composite
Dn → Sn → 0
for all n ≥ 1. By Lemma 3.2, we can therefore assume that f : X → Y is degreewise-
injective.
Since we are working over a field, for every n, there are decompositions
Xn = HnX ⊕Xn.
Note that this decomposition and similar ones below are not natural. Fix a basis
αn of kerHnf for every n, and let W denote the pullback of
Y → 0←−
∏
n≥0
∏
αn
Sn,
i.e.,
W = Y ×
∏
n≥0
∏
αn
Sn.
Because Sn → 0 is an element of PostX for all n, the induced map f
′ : W → Y is
also an element of PostX.
For each n and each a ∈ αn, since a is a cycle that is not a boundary, there is
chain map ja : X → S
n such that ja(a) is a generator of S
n, while ja(x) = 0 if x is
not a multiple of a. Let
j = (f,
∏
n≥0
∏
a∈αn
ja) : X →W
Because f was assumed to be a degreewise injection, j is also a degreewise injection.
By construction, j also induces a degreewise injection in homology.
We now modify W degree by degree, to obtain a map ˜ : X → W˜ that is also
surjective in homology. Our strategy is to extendW , adding generators that become
the images of the cycles in W that are not hit by j, thus killing off these cycles in
homology. First note that there is a decomposition
W0 = ImH0j ⊕ cokerH0j ⊕W 0.
We modify W0 so as to kill cokerH0j. Let β0 denote a basis of cokerH0j. Because
none of the elements of cokerH0j is a boundary, there is a chain map
g0 : W →
∏
β0
S0
that sends any element not in cokerH0j to 0 and sends an element of β0 to a
generator of the corresponding copy of S0 and to zero in each of the other copies
of S0. Note that g0j = 0.
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Let W 0 denote the pullback of
W
g0
−→
∏
β0
S0 ← 0.
Since β0 is finite,
∏
β0
S0 ∼=
⊕
β0
S0 ∼= cokerH0j. The induced map p
0 : W 0 → W
is an element of PostX , and the map j
0 : X → W 0 induced by j : X → W and
X → 0 is a degreewise injection such that H0j
0 is an isomorphism, and Hkj
0 is an
injection for all k.
Suppose now that for some n ≥ 0, the chain map j : X →W can be factored as
X
jn
−→Wn
pn
−→W,
where jn is a degreewise injection such that Hkj
n is an isomorphism for all k ≤ n
and an injection for all k > n. There are decompositions
Wnn = HnW
n ⊕W
n
n = ImHnj
n ⊕W
n
n
and
Wnn+1 = Hn+1W
n ⊕W
n
n+1 = ImHn+1j
n ⊕ cokerHn+1j
n ⊕W
n
n+1,
where every element of HnW
n and of Hn+1W
n is a cycle that is not a boundary. In
particular, the differential d of Wn satisfies d(W
n
n+1) ⊆ W
n
n. We now modify W
n
n
by attaching a copy of cokerHn+1j
n and modify the differential d : Wnn+1 →W
n
n so
that cokerHn+1j
n maps isomorphically onto this vector space. In this way, these
elements disappear from (n+ 1)-st homology.
Let βn+1 be a basis for cokerHn+1j
n. None of the elements of cokerHn+1j
n is
a boundary, and all are cycles, so there is a chain map
gn+1 : Xn →
∏
βn+1
Sn+1
that sends an element of βn+1 to a generator of the corresponding copy of S
n+1
and any element not in cokerHn+1j
n to 0. Consider the decomposition
Xn+1 = Hn+1X ⊕Xn+1.
Since every element of Xn+1 is either a cycle that is a boundary or a noncycle, and
jn is injective, it follows that jn(Xn+1) ⊆W
n
n+1 and therefore that
gn+1jn = 0: X →
∏
βn+1
Sn+1.
Let Wn+1 denote the pullback of
Wn
gn+1
−−−→
∏
βn+1
Sn+1 ←
∏
βn+1
Dn+1.
Note thatWn+1 differs fromWn only in level n, whereWn+1n
∼= Wnn⊕
∏
βn+1
k. The
induced map pn+1 : Wn+1 → Wn is an element of PostX, and the map j
n+1 : X →
Wn+1 induced by j : X → Wn and 0: X →
∏
βn+1
Dn+1 is a degreewise injection
such that Hkj
n+1 is an isomorphism for all k ≤ n + 1 and an injection for all
k > n+ 1.
To complete the argument, let W˜ = limnW
n. Note that this limit is finite
in each degree and is therefore an object in Chfin; indeed, W˜n ∼= W
n+1
n since
W kn
∼= Wn+1n for all k ≥ n + 1. Let j : X → W˜ denote the map induced by the
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family jn : X →Wn, let p˜ : W˜ →W denote the composite of the pn : Xn → Xn−1,
and let p = f ′p˜. It follows that j is an injective quasi-isomorphism, and p is an
element of PostX. 
3.2. An application of Theorem 2.23. In this section Ch refers again to the
category of non-negatively graded chain complexes over a field k. Let (Ch,F,C,W)
denote the projective model category structure on Ch, as above. It is well known
that (Ch,F,C,W) is a combinatorial model category [31, 3.7]. Since we are working
over a field, all objects in Ch are both fibrant and cofibrant.
The theorem below, the proof of which relies strongly on Theorem 2.23, plays
an important role in Karpova’s study of homotopic Hopf-Galois extensions of dif-
ferential graded algebras in [18]. The mathematical concepts that are in play are
the following.
Definition 3.4. Let (V,⊗, I) be a symmetric monoidal category. Let H be a bi-
monoid in V. An H-comodule algebra is an H-comodule in the category of monoids
in V.
Remark 3.5. For every bimonoid H , there is an adjunction
AlgH
U //
⊥ Alg
−⊗H
oo ,
where Alg denotes the category of monoids in V and AlgH the category of H-
comodule algebras, and U is the forgetful functor. Restricting to augmented monoids,
we obtain an adjunction
AlgH∗
U //
⊥ Alg∗
−⊗H
oo .
Note that AlgH (respectively, AlgH∗ ) is the category of coalgebras for the comonad
KH = (− ⊗H,−⊗ δ,−⊗ ε)
acting on Alg (respectively, Alg∗), where δ and ε are the comultiplication and counit
of H , respectively.
Remark 3.6. For use in the proof below, we recall the elementary fact that for any
comonad K acting on a cocomplete category C, the category CK of K-coalgebras is
cocomplete, with colimits created in C.
Remark 3.7. The following observation, combining results due to Schwede and the
last author [30] and to Ada´mek and Rosicky´ [1], is also useful in the proof below.
Let (M,F,C,W) be a combinatorial model category with a set J of generating
acyclic cofibrations. Let T = (T, µ, η) be a monad acting on M. Suppose that T
preserves filtered colimits, and UT(CellF TJ) ⊆W. By [30, Lemma 2.3], M
T admits a
cellularly presented, right-induced model category structure. On the other hand, as
proved in [1, Theorem 2.78], since M is locally presentable, and T preserves filtered
colimits, MT is also locally presentable. It follows that the free T-algebra/forgetful-
adjunction
M
F T //
⊥ MT
UT
oo
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right-induces a combinatorial model category structure on the category MT of T-
algebras.
Theorem 3.8. If k is a field, and H is a differential graded k-Hopf algebra that
is finite dimensional in each degree, then the adjunction U ⊣ (− ⊗H) left-induces
a combinatorial model category structure on the category AlgH∗ of augmented right
H-comodule algebras.
Proof. As proved in [30, Theorem 4.1], the hypotheses of Remark 3.7 are satisfied by
the free associative algebra monad TAlg = (T, µ, η) acting on (Ch,F,C,W). There
is therefore a combinatorial model category structure on the category of associa-
tive chain algebras, inducing a combinatorial model structure (FAlg,CAlg,WAlg) on
the category of augmented, associative chain algebras Alg∗, which is also trivially
fibrantly generated by (FAlg,FAlg ∩WAlg).
Since limits in Alg∗ are created in Ch, the proof of [11, Lemma 6.8] implies that
all limits in AlgH∗ exist and are created in Ch as well, since H is finite dimensional
in each degree. By Remark 3.6, we deduce that AlgH∗ is bicomplete.
Theorem 2.23 now implies that, in order to conclude, it suffices to show that
U
((
((FAlg ∩WAlg)⊗H)
))
⊆WAlg,
which is equivalent, by the usual adjunction argument, to proving that
(U−1CAlg)

⊆ U−1WAlg,
where the elements of WAlg are quasi-isomorphisms of associative chain algebras.
We begin by showing that every element of (U−1CAlg)

is a surjection. Let
Bar denote the reduced bar construction functor, which associates a connected,
coassociative chain coalgebra to any object in Alg∗, and let Ω denote its adjoint,
the reduced cobar construction functor [25, §10.3]. By [25, Corollary 10.5.4], every
component
εA : ΩBarA→ A
of the counit of the adjunction is a quasi-isomorphism. We now prove that if (A, ρ)
is an H-comodule algebra, then the H-coaction lifts to a coaction ρ˜ on ΩBarA, so
that εA is a morphism of H-comodule algebras.
The coaction ρ˜ is equal to the composite
ΩBarA
ΩBar ρ
//
ρ˜
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
ΩBar(A⊗H)
ϕAW // Ω(BarA⊗ BarH)
q

ΩBarA⊗ ΩBarH
ΩBarA⊗εH

ΩBarA⊗H,
where ϕAW is the natural quasi-isomorphism of chain algebras realizing the strongly
homotopy coalgebra map structure of the Alexander-Whitney map
Bar(A⊗H)→ BarA⊗ BarH
[10, Theorem A.11], and q is Milgram’s natural quasi-isomorphism of chain algebras
[23].
LEFT-INDUCED MODEL STRUCTURES 17
Next we explicitly define ρ˜ on elements. For any a ∈ A, write ρ(a) = ak⊗h
k(a),
using the Einstein summation convention, i.e., we sum over any index that is both
a subscript and a superscript, as k is here. Note that since ρ is a morphism of
algebras, for all a1, .., an ∈ A,
(3.1) (a1 · · ·an)k ⊗ h
k(a1 · · · an) = ±(a1)k1 · · · (an)kn ⊗ h
k1(a1) · · ·h
kn(a1n),
where the sign is given by the Koszul rule, i.e., a sign (−1)pq is introduced every
time an element of degree p commutes past an element of degree q. Moreover, since
ρ is a chain map,
(3.2) (da)k ⊗ h
k(da) = dak ⊗ h
k(a) + (−1)deg akak ⊗ dh
k(a)
for all a ∈ A, where d denotes the differentials on both A and H .
Let s denote the endofunctor on graded vector spaces specified by (sV )n = Vn−1,
with inverse functor s−1. Since the chain algebra ΩBarA is free as an algebra on
s−1(BarA)>0, of which a typical element is s
−1(sa1| · · · |san), where a1, ..., an ∈ A,
it suffices to define ρ˜ on such elements, then to extend to a morphism of algebras.
Define ρ˜ : ΩBarA→ ΩBarA⊗H by setting
ρ˜
(
s−1(sa1| · · · |san)
)
= ±s−1
(
s(a1)k1 | · · · |s(an)kn
)
⊗ hk1(a1) · · ·h
kn(an),
where this time the sign also takes into account that s and s−1 are operators
of degrees 1 and −1, respectively. Since (ρ ⊗ H)ρ = (A ⊗ δ)ρ, where δ is the
comultiplication on H , it follows that (ρ˜ ⊗ H)ρ˜ = (A ⊗ δ)ρ˜. It is easy to check
that ρ˜ is a chain map as well, using the formulas in [25, §10.3] for the bar and
cobar differentials and identities (3.1) and (3.2). Finally, since εA : ΩBarA→ A is
specified by
εA
(
s−1(sa1| · · · |san)
)
=
{
a1 : n = 1
0 : n > 1,
it is clear that εA is a morphism of H-comodule algebras, with respect to ρ and ρ˜.
Let p : (A′, ρ′) → (A, ρ) be an element of (U−1CAlg)

. Consider the following
commuting diagram
k //

(A′, ρ′)
p

(ΩBarA, ρ˜)
εA //
ε˜
88q
q
q
q
q
(A, ρ),
where k is the initial and terminal object of Alg∗. The lefthand vertical arrow is an
element of U−1(CAlg), since ΩBarA is cofibrant in Alg∗; note that it is important
here that we are working over a field, so that the chain complexes underlying A and
BarA are cofibrant. The dotted lift ε˜ therefore exists. Because εA is surjective, p
must be as well, since pε˜ = εA.
We next show that if p : (A, ρ) → k is an element of (U−1CAlg)

, then p is a
quasi-isomorphism. Let frAlgH∗ denote the full subcategory of Alg
H
∗ , the objects of
which are such that the underlying algebra is free associative. Define an endofunctor
Cone on frAlgH∗ as follows. For every (TV, d, ρ) ∈ Ob frAlg
H
∗ ,
Cone(TV, d, ρ) =
(
T (V ⊕ sV ), D, ρ̂
)
,
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where D|V = d and D(sv) = −s(dv) + v for all v ∈ V , while the algebra morphism
ρ̂ is specified on generators v ∈ V by ρ̂(v) = ρ(v) and
ρ̂(sv) =
∑
i
svi1|vi2| · · · |vini ⊗ hi,
if ρ(v) =
∑
i vi1|vi2| · · · |vini⊗hi. It is easy to check that (ρ̂⊗H)ρ̂ = (A⊗δ)ρ̂, since
(ρ⊗H)ρ = (A⊗ δ)ρ, and that ρ̂ is a chain map, since ρ is a chain map. Note that
(TV, d, ρ) is a sub H-comodule algebra of Cone(TV, d, ρ) and that the inclusion
ι : (TV, d, ρ) →֒ Cone(TV, d, ρ)
is always an element of U−1(CAlg), since we are working over a field. Observe
moreover that the unique morphism e : Cone(TV, d, ρ) → k is always a quasi-
isomorphism.
Consider the commuting diagram
(ΩBarA, ρ˜)
εA //
ι

(A, ρ)
p

Cone(ΩBarA, ρ˜)
e //
ê
77♦
♦
♦
♦
♦
♦
k.
Since ι ∈ U−1(CAlg), the dotted lift ê exists. Because êι = εA and pê = e, both of
which are quasi-isomorphisms, it follows by “2-out-of-6” that ι, ê and, in particular,
p are all quasi-isomorphisms.
We are finally ready to prove that every element of (U−1CAlg)

is in fact a quasi-
isomorphism. Let p : (A′, ρ′)→ (A, ρ) be an element of (U−1CAlg)

, and take the
pullback in AlgH∗
(A′′, ρ′′) //
p¯

y
(A′, ρ′)
p

k
η
// (A, ρ),
where η is the unit of the algebra A. Observe that p¯ ∈ (U−1CAlg)

, since any class
of morphisms characterized by a right lifting property is closed under pullback. By
the previous step in the proof, p¯ is a quasi-isomorphism. Moreover, A′′ ∼= k⊕ ker p,
as chain complexes, because limits in AlgH∗ are created in Ch. It follows that ker p
is acyclic, and thus p is a quasi-isomorphism, since there is a short exact sequence
of chain complexes
0→ ker p →֒ A′
p
−→ A→ 0. 
Remark 3.9. We will show in a forthcoming article that Theorem 3.8 actually holds
over any commutative ring. Our proof depends on a generalization of Theorem 2.23
to the context of enriched cofibrant generation and on working with relative model
structures.
4. Injective model structures
Let (M,F,C,W) be a model category, and let D be a small category. Recall
that the projective model structure on the diagram category MD, if it exists, is
a model structure in which the fibrations and weak equivalences are determined
objectwise, i.e., τ : Φ → Ψ is a fibration (respectively, weak equivalence) if and
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only if τd : Φ(d) → Ψ(d) is a fibration (respectively, weak equivalence) in M for
every d ∈ ObD. Dually, the injective model structure on MD, if it exists, is a
model structure in which the cofibrations and weak equivalences are determined
objectwise. An (acyclic) fibration in the injective model category structure is called
an injective (acyclic) fibration.
IfM is cofibrantly generated by a pair of sets of maps that permit the small object
argument, then MD admits a projective model structure for any small category
D. The proof constructs an explicit cellular presentation for the projective model
structure. In this section, we apply the notions of Postnikov presentation and
fibrant generation to studying the following problem.
Problem 4.1. Let D be a small category, and let (M,F,C,W) be a model category.
When does MD admit the injective model structure?
There are already well-known existence results for injective model structures in
the literature. Most significantly, as was known to Jeff Smith, if M is a combina-
torial model category, then MD admits the injective model structure, for all small
categories D; see [3], [20, Proposition A.2.8.2]. Moreover, Bergner and Rezk showed
in [5, Proposition 3.15] that if D is an elegant Reedy category, and M is the category
of simplicial presheaves on some other small category, known to admit an injective
model category structure by [16], then the injective model structure on MD
op
coin-
cides with the Reedy model structure. Finally, if D is an inverse category, then MD
always admits the injective model structure; see for example [14, Theorem 5.1.3].
Again, the injective model structure coincides with the Reedy model structure in
this case.
We show here that Postnikov presentations and fibrant generation provide us
with new, useful tools for proving the existence of injective model structures, which,
in turn, also admit Postnikov presentations or are fibrantly generated.
4.1. Diagrams as algebras. As a warm up to constructing and studying injective
model structures on diagram categories, we take a new look at one existence proof
for projective model structures.
Let C be any bicomplete category, and let D be a small category, with discrete
subcategory Dδ. Let ιD : Dδ →֒ D denote the inclusion functor. Let
LanιD : C
Dδ → CD
denote the left adjoint of the restriction functor
ι∗
D
: CD → CDδ ,
which is given by precomposing with ιD. The image under LanιD of any functor
Φ : Dδ → C is its left Kan extension along ιD, which is the same as its associated
copower construction, i.e.,
LanιD(Φ)(d) =
∐
d′∈ObD
∐
f : d′→d
Φ(d′).
The next result, certainly well known to category theorists, is quite useful for
studying model structures on diagram categories.
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Lemma 4.2. Let TD denote the monad associated to the adjunction
CDδ
Lanι
D //
⊥ CD
ι∗
D
oo .
The category
(
CDδ)TD of TD-algebras in C
Dδ is isomorphic to CD.
Proof. The isomorphism can be proved by inspection or by application of Beck’s
monadicity theorem. 
To illustrate the utility of this algebraic description of diagram categories and
to motivate considering the coalgebraic description below, we now show that [30,
Lemma 2.3] and Lemma 4.2 together imply easily the well-known result that every
category of diagrams taking values in a cofibrantly generated model category that
permits the small object argument admits the projective model structure, which is
also cofibrantly generated, has a cellular presentation, and permits the small object
argument [13, Theorem 11.6.1].
Definition 4.3. Let C be a cocomplete category and D a small category. The
copower induces a bifunctor −⊗− : C× SetD → CD defined by
X ⊗ D(d,−) :=
∐
D(d,−)
X,
for any X ∈ ObC and d ∈ ObD. For any class X of morphisms in C and any small
category D, let
X⊗ D = {f ⊗ D(d,−) | f ∈ X, d ∈ ObD}.
Remark 4.4. Note that
X⊗ D = LanιD(X ⊗ Dδ).
Proposition 4.5. Let D be a small category. If M is a cofibrantly generated model
category with a set I of generating cofibrations and a set J of generating acyclic cofi-
brations that permit the small object argument, then MD admits the projective model
structure, which has a cellular presentation given by the sets I ⊗ D of generating
cofibrations and J⊗ D of generating acyclic cofibrations.
Proof. The proof consists of a straightforward application of [30, Lemma 2.3]. The
underlying functor of the monad TD is ι
∗
D
◦LanιD , which commutes with all colimits
since both LanιD and ι
∗
D
are left adjoints. The smallness condition on I ⊗ D and
J⊗ D follows from the smallness condition on I and J.
To conclude we need only to show that every relative (J⊗D)-cell complex (called
a regular (J⊗Dδ)TD-cofibration in [30]) is an objectwise weak equivalence, which is
a consequence of the following observation.
Let τ : Φ→ Ψ be any objectwise acyclic cofibration in MDδ . For every morphism
σ : LanιD(Φ)→ Ω in M
D , the morphism
τ̂ : Ω→ Ω
∐
Lan(Φ)
LanιD(Ψ)
induced by pushing LanιD(τ) along σ is also an objectwise acyclic cofibration. To
check this, evaluate the pushout of functors at an object d of D, obtaining a pushout
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diagram ∐
d′∈ObD
∐
f : d′→d Φ(d
′)
∐
d′∈Ob D
∐
f : d′→d τd′

σd //
p
Ω(d)
τ̂d
∐
d′∈ObD
∐
f : d′→d Φ(d
′)
σ̂d //
(
Ω
∐
Lanι
D
(Φ) Lan(Ψ)
)
(d)
in M. The left-hand vertical arrow is an acyclic cofibration, since it is a coproduct
of acyclic cofibrations. It follows that τ̂d is also an acyclic cofibration, as acyclic
cofibrations are preserved under pushout. Composites of objectwise acyclic cofibra-
tions in MD are clearly objectwise acyclic cofibrations, so we conclude that every
relative (J⊗ D)-cell complex is an objectwise weak equivalence.
Finally, it is clear by adjunction that (I ⊗ D) and (J ⊗ D) are the classes
of objectwise acyclic fibrations and objectwise fibrations in MD. By Proposition
2.7, the pair (I⊗ D, J⊗ D) defines a cellular presentation for the projective model
structure. 
The adjunction of Lemma 4.2 and construction of Definition 4.3 enable us to show
that injective (acyclic) fibrations are objectwise (acyclic) fibrations. This result will
surprise no one familiar with injective model structures, but proofs in the literature
(e.g., [20, Remark A.2.8.5]) frequently assume more restrictive hypotheses on the
model category M.
Lemma 4.6. Let (M,F,C,W) be a model category, and let D be a small category.
Injective (acyclic) fibrations in MD are objectwise (acyclic) fibrations.
Proof. Let τ : Φ → Ψ be an injective fibration, and let τd denote its component
at d ∈ ObD. We must show that i  τd for any acyclic cofibration i in M. By
adjunction, this is the case if and only if i⊗D(d,−) τ . The map i⊗D(d,−) is an
objectwise acyclic cofibration by inspection: its components are coproducts of the
map i. Hence, this lifting problem has a solution, and we conclude. For injective
acyclic fibrations, the proof is similar, but one considers instead lifts against any
cofibration i; alternatively, observe that injective acyclic fibrations are both injective
fibrations and objectwise weak equivalences. 
4.2. Diagrams as coalgebras. The category-theoretic framework in the previous
section dualizes in an obvious manner. Let
RanιD : C
Dδ → CD
denote the right adjoint of ι∗
D
: CD → CDδ . The image under RanιD of any functor
Φ: Dδ → C is its right Kan extension along ιD, which is the same as its associated
power construction, i.e.,
RanιD(Φ)(d) =
∏
d′∈ObD
∏
f : d→d′
Φ(d′).
Observe moreover that for any morphism g : d→ e in D, the induced morphism in
C
RanιD(Φ)(g) : RanιD(Φ)(d)→ RanιD(Φ)(e)
is defined by specifying that for every d′ ∈ ObD and every f : e→ d′ the composite
RanιD(Φ)(d)
Ranι
D
(Φ)(g)
−−−−−−−−→ RanιD(Φ)(e)
projf : e→d′
−−−−−−−→ Φ(d′)
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is equal to the projection
RanιD(Φ)(d)
projfg : d→d′
−−−−−−−−→ Φ(d′).
Remark 4.7. Note moreover that for any d ∈ ObD and any Φ: D → C, the d-
component of the Φ-component of the unit map η of the ι∗
D
⊣ RanιD adjunction is
given by
(ηΦ)d =
(
Φ(f)
)
d′,f : d→d′
: Φ(d)→
∏
d′∈ObD
∏
f : d→d′
Φ(d′),
i.e., projf : d→d′ ◦(ηΦ)d = Φ(f) : Φ(d) → Φ(d
′). In particular, ηΦ is an objectwise
monomorphism for all Φ: D→ C.
Lemma 4.2 dualizes to the following result.
Lemma 4.8. Let KD denote the comonad associated to the adjunction
CD
ι∗
D //
⊥ CDδ
Ranι
D
oo .
The category
(
CDδ)KD of KD-coalgebras in C
Dδ is isomorphic to CD.
Remark 4.9. Suppose that (M,F,C,W) is a model category and that D is a small
category. If there exists a model structure on MD left-induced by the adjunction
ι∗D ⊣ RanιD of the lemma above, then it is necessarily the injective model structure.
To prove the existence of injective model structures on diagram categories, one
could attempt to exploit this comonadic description of diagram categories to prove
a result dual to Proposition 4.5. To do so, we begin by dualizing the construction
in Definition 4.3.
Definition 4.10. Let C be a complete category and D a small category. The power
induces a bifunctor − ⋔ − : C× (SetD
op
)op → CD defined by
X ⋔ D(−, d) :=
∏
D(−,d)
X,
for any X ∈ ObC and d ∈ ObD. For any class X of morphisms in C and any small
category D, let
X ⋔ D = {p ⋔ D(−, d) | p ∈ X, d ∈ ObD}.
Remark 4.11. Note that
X ⋔ D = RanιD
(
X ⋔ Dδ
)
.
Remark 4.12. A typical element of X ⋔ D corresponding to p : E → B in X and
d ∈ ObD is a natural transformation
p ⋔ D(−, d) : E ⋔ D(−, d)→ B ⋔ D(−, d)
whose component at d′ ∈ ObD is∏
D(d′,d)
p :
∏
D(d′,d)
E →
∏
D(d′,d)
B.
Remark 4.13. It is easy to see that if X fibrantly generates (respectively, is a Post-
nikov presentation for) a weak factorization system (L,R), then X ⋔ Dδ fibrantly
generates (respectively, is a Postnikov presentation for) the induced objectwise weak
factorization system on CDδ ∼=
∏
d∈ObD C.
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The remark above implies that the next result is a special case of Lemma 2.18.
Lemma 4.14. Let (M,F,C,W) be a model category fibrantly generated by (X,Z),
and let D be a small category. If MD admits the injective model structure, then it
is fibrantly generated by (X ⋔ D,Z ⋔ D).
We do not have a general proof that if a model category (M,F,C,W) has a
Postnikov presentation (X,Z), and the injective model category structure on MD
exists, then (X ⋔ D,Z ⋔ D) is a Postnikov presentation of the injective model
category structure. However the injective model structures covered by the existence
results of Section 4.3 do have induced Postnikov presentations.
Lemma 4.15. Let D be a small category. If (M,F,C,W) is a model category
with Postnikov presentation (X,Z), then every element of PostX⋔D (respectively,
PostZ⋔D) is an objectwise fibration (respectively, objectwise acyclic fibration).
Proof. By the explicit description given in Remark 4.12, it is obvious that elements
of X ⋔ D are objectwise fibrations. Since limits in MD are computed objectwise,
the component at d ∈ ObD of a (X ⋔ D)-Postnikov tower is a tower in M built
from the d-components of maps in X ⋔ D, which we know are fibrations in M.
Because fibrations are characterized by a right lifting property, retracts of towers
of pullbacks of products of such maps are again fibrations in M. The proof for Z is
identical to that for X, simply replacing fibrations with acyclic fibrations. 
4.3. Existence of injective model structures. In this section, we exploit Post-
nikov presentations, in order to provide conditions under which injective model
structures exist.
Remark 4.16. The main theorem of [11], which provides conditions for left transfer
of model structure to categories of coalgebras over comonads, can unfortunately
not be applied directly to solve Problem 4.1, as a crucial axiom from [11] (Axiom
(K6)) does not hold in this context.
Our partial solutions to Problem 4.1 rely on Corollary 2.20. We first show that
it is enough to prove that the two desired types of factorization actually exist.
Proposition 4.17. Let D be a small category, and let (M,F,C,W) be a model
category with Postnikov presentation (X,Z). If it is possible to factor any map in
MD as
(a) an objectwise cofibration followed by a map in ̂PostZ⋔D, and as
(b) an objectwise acyclic cofibration followed by a map in ̂PostX⋔D,
then MD admits the injective model structure, with Postnikov presentation (X ⋔
D,Z ⋔ D).
Proof. We need only to check that condition (a) of Corollary 2.20 holds for the
adjunction
MD
ι∗
D //
⊥ MDδ
Ranι
D
oo
with respect to the induced Postnikov presentation (X ⋔ Dδ,Z ⋔ Dδ) of the object-
wise model structure on MDδ .
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By Lemma 4.15, every element of PostZ⋔D is an acyclic fibration. Since acyclic
fibrations are, in particular, weak equivalences, we conclude that (Z ⋔ D)-Postnikov
towers are objectwise weak equivalences, as desired. 
Remark 4.18. The proof above illustrates the utility of Postnikov presentations.
Suppose that we knew only that (M,F,C,W) was fibrantly generated by (X,Z),
and that any map in MD could be factored as
(a) an objectwise cofibration followed by a map in
(
(Z ⋔ D)
)
, and as
(b) an objectwise acyclic cofibration followed by a map in
(
(X ⋔ D)
)
.
According to Corollary 2.21, to conclude that the injective model structure on MD
exists, we must show
ι∗
D
((
(Z ⋔ D)
))
⊆W,
which is not as obvious as the fact that ι∗
D
(PostZ⋔D) ⊆W and which may not even
be true in general.
We now show that if the cofibrations of M are exactly the monomorphisms, then
one of the required factorization axioms always holds.
Theorem 4.19. Let D be a small category, and let (M,F,C,W) be a model category
with Postnikov presentation (X,Z) such that the cofibrations in M are exactly the
monomorphisms. If for all morphisms τ : Φ → Ψ in MD there exists an objectwise
acyclic cofibration ι and a map ρ ∈ ̂PostX⋔D such that τ = ρι, then M
D admits an
injective model structure with Postnikov presentation (X ⋔ D,Z ⋔ D).
Remark 4.20. The following general properties of monomorphisms, which are easy
to check, are used in the proof of this theorem.
(1) If {iα : Aα → Bα | α ∈ J} is a collection of monomorphisms in a category
C that admits products, then∏
α∈J
iα :
∏
α∈J
Aα →
∏
α∈J
Bα
is also a monomorphism in C.
(2) If i : A→ B is a monomorphism in a category C admitting pullbacks, then
for every commuting diagram in C
A
i

f
// C
g

B
h // D,
the induced morphism (i, f) : A→ B ×D C is also a monomorphism.
Proof of Theorem 4.19. By Proposition 4.17, we need only to check that condition
(b) of Corollary 2.20 holds for the adjunction
MD
ι∗
D //
⊥ MDδ
Ranι
D
oo
with respect to the induced Postnikov presentation (X ⋔ Dδ,Z ⋔ Dδ) of M
Dδ of the
objectwise model structure on MDδ .
LEFT-INDUCED MODEL STRUCTURES 25
Let τ : Φ→ Ψ be a morphism in MD. Let ∗ denote the constant diagram at the
terminal object. Since (X ⋔ Dδ,Z ⋔ Dδ) is a Postnikov presentation for M
Dδ , the
unique morphism ι∗
D
Φ→ ∗ in MDδ admits a factorization
ι∗
D
Φ
θ
!!❇
❇❇
❇❇
❇❇
❇
! // ∗
Φ′
ρ
??       
where θ is an objectwise cofibration, i.e., an objectwise monomorphism, and ρ ∈
PostZ⋔Dδ . Taking transposes, we obtain a commuting diagram in M
D
Φ
ηΦ
zz✉✉
✉✉
✉✉
✉✉
✉✉
θ♯
##❍
❍❍
❍❍
❍❍
❍❍
❍
! // RanιD ∗ = ∗
RanιD(ι
∗
D
Φ)
Ranι
D
(θ)
// RanιD(Φ
′)
Ranι
D
(ρ)
77♣♣♣♣♣♣♣♣♣♣♣
where
• ηΦ is an objectwise monomorphism by Remark 4.7,
• RanιD(θ) is an objectwise monomorphism by Remark 4.20(1), using the
explicit description of RanιD above, and
• RanιD(ρ) ∈ RanιD
(
PostZ⋔Dδ
)
⊆ PostZ⋔D.
The inclusion in the last point follows from the definition of Postnikov towers, the
fact that RanιD is a right adjoint, and Remark 4.11. It follows that the unique mor-
phism Φ → ∗ factors as an objectwise monomorphism, θ♯, followed by an element
of PostZ⋔D, namely RanιD(ρ).
To conclude, consider the following commuting diagram in MD.
Φ
(θ♯,τ) &&▲▲
▲▲
▲▲
▲▲
▲▲
▲
τ // Ψ
RanιD(Φ
′)×Ψ
proj2
88rrrrrrrrrrr
By Remark 4.20(2), the natural transformation (θ♯, τ) is an objectwise monomor-
phism. Moreover, proj2 ∈ PostZ⋔D, as it is obtained by pulling back RanιD(ρ)
along the unique morphism Ψ → ∗, and PostZ⋔D is closed under pullbacks. The
factorization τ = proj2 ◦(θ
♯, τ) satisfies condition (b) of Corollary 2.20. 
4.4. Properties of injective model structures. As seen in Section 2.3, left
properness is inherited by all left-induced model structures. We show now that
right properness is inherited as well for the injective model category structure on a
diagram category MD.
Recall that a model structure is right proper if the pullback of a weak equivalence
along a fibration is always a weak equivalence.
Lemma 4.21. Let (M,F,C,W) be a right proper model category, let D be a small
category, and suppose that MD admits the injective model structure. If M is right
proper, then so is MD.
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Proof. Since limits inMD are calculated objectwise, to prove right properness of the
injective model category structure on MD, it is enough to show that every injective
fibration in MD is an objectwise fibration. This was done in Lemma 4.6. 
Let V be a closed symmetric monoidal category. Recall that if M is a V-category
that is tensored and cotensored over V, and D is any small category, the diagram
category MD inherits a natural V-enrichment and is moreover tensored and coten-
sored over V (cf. Appendix A).
Lemma 4.22. Let (V,∧, I) be a closed symmetric monoidal model category. Let
M be a model category, and let D be a small category. Suppose that MD admits the
injective model structure. If M is a V-model category, then so is MD.
Remark 4.23. In the case where V is an excellent model category ([20, Definition
A.3.2.16]) and M is combinatorial, Lurie proved in [20, Proposition A.3.3.2] that
the injective model structure on MD exists and is a V-model structure, for all small
categories D.
Proof. By Lemma 2.25, it is enough to show that the adjunction ι∗
D
⊣ RanιD is a
V-adjunction, which is obvious, since ι∗
D
is clearly a tensor V-functor (cf. Definition
A.3 and Section A.2). 
5. (Generalized) Reedy diagram categories and fibrant generation
In this section, we show that if R is a (generalized) Reedy category, and M is a
fibrantly generated model category, then the diagram category MR, endowed with
its Reedy model structure, is also fibrantly generated (Theorems 5.9 and 5.22).
Moreover, if R is a (classical) Reedy category and if M admits a Postnikov presen-
tation, then so does MR (Theorem 5.11). A similar result is true for generalized
Reedy categories, though we neglect to give full details of the proof here (Remark
5.23).
5.1. The case of Reedy categories. We begin by recalling the definition of a
Reedy category, as formulated in [14].
Definition 5.1. A Reedy category is a small category R together with a degree
function d : ObR → N and two wide subcategories R+ and R− satisfying the
following axioms.
(1) Non-identity morphisms of R+ strictly raise degree.
(2) Non-identity morphisms of R− strictly lower degree.
(3) Every morphism in R factors uniquely as a morphism in R− followed by a
morphism in R+.
Example 5.2. An inverse or a direct category is an example of a Reedy category.
In the former case, all morphisms are degree-decreasing, and in the latter case all
morphisms are degree-increasing.
The following constructions play an essential role in the definition of the Reedy
model structure.
Definition 5.3. Let R be a Reedy category, and let C be a bicomplete category.
The r-th latching object of an object Φ in CR is
LrΦ = colim(R
+
<deg(r)/r
U
−→ R
Φ
−→ C),
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and the r-th matching object is
MrΦ = lim(r/R
−
<deg(r)
U
−→ R
Φ
−→ C),
where R+
<deg(r)/r is the slice category over r with objects restricted to degree less
than the degree of r and morphisms in R+, and r/R−
<deg(r) is defined dually, and U
denotes a forgetful functor from a slice category.
Remark 5.4. For every r ∈ ObR and every morphism τ : Φ→ Ψ, there are natural
morphisms in C: the relative latching map
ℓr(τ) : Φ(r) ⊔LrΦ LrΨ→ Ψ(r)
and the relative matching map
mr(τ) : Φ(r)→MrΦ×MrΨ Ψ(r).
Theorem 5.5 ([14, Theorem 5.2.5]). Let (M,F,C,W) be a model category and R a
Reedy category. Then MR can be equipped with a model structure (called the Reedy
model structure) where a morphism τ : Φ→ Ψ is
• a weak equivalence if and only if τr ∈W for every r ∈ ObR;
• a cofibration if and only if ℓr(τ) ∈ C for every r ∈ ObR; and
• a fibration if and only if mr(τ) ∈ F for every r ∈ ObR.
Diagram categories equipped with a Reedy model structure inherit cofibrant gen-
eration from the target category. The generating (acyclic) cofibrations are defined
by a “relative” version of the construction given in Definition 4.3.
Definition 5.6. Let r be an object of a Reedy category R. Define κr : ∂R(r,−) →֒
R(r,−) to be the subfunctor of the representable functor consisting of all morphisms
with domain r that factor through an object of degree less than deg(r). Given a
map i : A→ B in a cocomplete category C, let
i⊗̂κr : A⊗R(r,−) ⊔A⊗ ∂R(r,−) B⊗ ∂R(r,−)→ B⊗R(r,−)
be the map in CR defined by the “pushout-product” construction. For any set of
maps I in C, write
I⊗̂R = {i⊗̂κr | i ∈ I, r ∈ ObR}.
Theorem 5.7 ([13, Proposition 15.6.24]). If (M,F,C,W) is a model category that
is cofibrantly generated (in the sense of Definition 2.4) by (I, J), and R is a Reedy
category, then MR, endowed with the Reedy model structure, is cofibrantly generated
(in the same sense) by (I⊗̂R, J⊗̂R).
Remark 5.8. Moreover, if the pair (I, J) defines a cellular presentation for the model
category M, then (I⊗̂R, J⊗̂R) defines a cellular presentation for the Reedy model
structure (see [29, Proposition 7.7]). We prove the dual form of this result in
Theorem 5.11.
Note that it is not automatically true under these hypotheses that MR, I⊗̂R,
and J⊗̂R permit the small object argument: additional smallness conditions on the
codomains of I and J are required (see [13, Proposition 15.6.27]). However, this is
irrelevant to the existence of cellular presentations for the cofibrations and acyclic
cofibrations in the Reedy model structure.
We show that the dual result to this theorem holds as well: Reedy model cate-
gories also inherit fibrant generation from the target category.
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Theorem 5.9. If (M,F,C,W) is a model category that is fibrantly generated by sets
(X,Z), then MR, endowed with the Reedy model structure, is fibrantly generated by(
(Xop⊗̂Rop)op, (Zop⊗̂Rop)op
)
.
Proof. The dual of a Reedy category is again Reedy, with (Rop)+ = (R−)op and
(Rop)− = (R+)op. Similarly, (M,F,C,W) is a model category fibrantly generated by
(X,Z) if and only if (Mop,Cop,Fop,Wop) is a model category cofibrantly generated
by (Xop,Zop) (in the sense of Definition 2.4) . Moreover, (MR)op ∼= (Mop)R
op
.
Applying Theorem 5.7 to Mop, Rop, and (Xop,Zop), we see that (Mop)R
op
is cofi-
brantly generated (in the same sense) by (Xop⊗̂Rop,Zop⊗̂Rop). Dualizing one more
time, we conclude that MR is fibrantly generated by
(
(Xop⊗̂Rop)op, (Zop⊗̂Rop)op
)
.

Remark 5.10. Let us unpack the meaning of the set (Xop⊗̂Rop)op of generating
fibrations. The “pushout product” construction of Definition 5.6 in Cop dualizes
to a “pullback cotensor” construction in C in the same way that Definition 4.10
dualizes Definition 4.3. Substituting the Reedy category Rop for R, the maps κr
of definition 5.6 dualize to κr : ∂R(−, r) →֒ R(−, r), where ∂R(−, r) denotes the
subfunctor consisting of all morphisms with codomain r that factor through an
object of degree less than deg(r). Given p : E → B in a complete category C, let
p⋔̂κr : E ⋔ R(−, r)→ E ⋔ ∂R(−, r)×B⋔∂R(−,r) B ⋔ R(−, r).
Then for a set of maps X in C, we write
X⋔̂R = {p⋔̂κr | p ∈ X, r ∈ ObR} = (Xop⊗̂Rop)op.
Theorem 5.11. If (M,F,C,W) is a model category that has a Postnikov presen-
tation (X,Z), then MR, endowed with the Reedy model structure, has a Postnikov
presentation (X⋔̂R,Z⋔̂R).
Proof. Any morphism τ : Φ → Ψ has a canonical presentation as a relative cell
complex with cells ℓr(τ)⊗̂κr and also a canonical presentation as Postnikov tower
with layers mr(τ)⋔̂κ
r by [29, Proposition 6.3] and its dual. If τ is a Reedy (acyclic)
fibration, then each of its relative matching maps mr(τ) is an (acyclic) fibration.
By hypothesis, we know that each mr(τ) is a retract of an X- (respectively, Z-)
Postnikov tower. The Postnikov presentations commute with the ⋔̂ construction
by the dual of [29, Lemma 5.6], completing the proof. 
5.2. The case of generalized Reedy categories. Generalized Reedy categories
were introduced in [4]. A (classical) Reedy category has no non-identity auto-
morphisms; the idea of this generalization is to allow non-trivial degree-preserving
automorphisms.
Definition 5.12. A generalized Reedy category is a small category R together with
a degree function d : ObR → N and two wide subcategories R+ and R− satisfying
the following axioms.
• Non-invertible morphisms of R+ strictly raise degree.
• Non-invertible morphisms of R− strictly lower degree.
• Isomorphisms in R preserve degree.
• R+
⋂
R− = Iso(R).
• Every morphism in R factors uniquely up to isomorphism as a morphism
in R− followed by a morphism in R+.
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• If θf = f for θ ∈ Iso(R) and f ∈ R−, then θ is an identity.
A dualizable generalized Reedy category is a generalized Reedy category satisfying
the additional axiom:
• If fθ = f for θ ∈ Iso(R) and f ∈ R+, then θ is an identity.
Remark 5.13. If R is a dualizable generalized Reedy category, then Rop is as well.
Most known examples of generalized Reedy categories are dualizable.
Examples 5.14. Examples of dualizable generalized Reedy categories include all
groupoids, the category of finite sets, orbit categories of finite groups, and the tree
category Ω, presheaves on which is the category of dendroidal sets [24].
Definition 5.15. Let R be a generalized Reedy category. A model category
(M,F,C,W) is R-projective if MAut(r) admits the projective model structure for
every object r ∈ R.
Example 5.16. If (M,F,C,W) is cofibrantly generated and permits the small ob-
ject argument, then it is R-projective for any generalized Reedy category R by
Proposition 4.5 or [13, 11.6.1].
Theorem 5.17 ([4, Theorem 1.6]). If (M,F,C,W) is an R-projective model cat-
egory, and R is a generalized Reedy category, then MR admits a model structure
where a map τ : Φ→ Ψ is a
• weak equivalence if and only if for every r ∈ ObR, τr : Φ(r) → Ψ(r) is a
weak equivalence in the projective model structure on MAut(r);
• cofibration if and only if for every r ∈ ObR, the relative latching map ℓr(τ)
is a cofibration in the projective model structure on MAut(r);
• fibration if and only if for every r ∈ ObR, the relative matching map mr(τ)
is a fibration in the projective model structure on MAut(r).
Theorem 5.18. If R is a generalized Reedy category and (M,F,C,W) is cofi-
brantly generated (in the sense of Definition 2.4) by (I, J), then MR, equipped with
a model structure of Theorem 5.17, is cofibrantly generated (in the same sense) by
(I⊗̂R, J⊗̂R).
Proof. Consider a morphism τ in MR. By adjunction (I⊗̂κr)  τ if and only if
I mr(τ), where the relative matching map for τ is defined as in Remark 5.4 (see
[27] for more details). This lifting problem has a solution if and only if mr(τ) is
an acyclic fibration in M, which is the case if and only if it is an acyclic fibration
in the projective model structure on MAut(r). Thus, (I⊗̂R) is the class of Reedy
acyclic fibrations. The same argument works for J⊗̂R. 
We now show that the generalized Reedy model structure is fibrantly generated,
provided (M,F,C,W) is a fibrantly generated model category, and R is dualizable.
The model structure from Theorem 5.17 is not self dual, so we must construct
a “dual” version of it, using the injective model structure on an automorphism
category of any object in R.
Definition 5.19. Let R be a generalized Reedy category. A model category
(M,F,C,W) is R-injective if MAut(r) admits the injective model structure for every
object r ∈ R.
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Example 5.20. If (M,F,C,W) is a combinatorial model category, then it is an R-
injective model category for any generalized Reedy category R [20, Proposition
A.2.8.2].
Theorem 5.21. If (M,F,C,W) is an R-injective model category, and R is a dual-
izable generalized Reedy category, then MR can be equipped with a model structure
where a map τ : Φ→ Ψ is a
• weak equivalence if and only if for every r ∈ ObR, τr : Φ(r) → Ψ(r) is a
weak equivalence in the injective model structure on MAut(r);
• cofibration if and only if for every r ∈ ObR, the relative latching map ℓr(τ)
is a cofibration in the injective model structure on MAut(r);
• fibration if and only if for every r ∈ ObR, the relative matching map mr(τ)
is a fibration in the injective model structure on MAut(r).
Proof. If (M,F,C,W) is R-injective, then (Mop,Cop,Fop,Wop) is Rop-projective. We
can therefore apply Theorem 5.17 to (Mop,Cop,Fop,Wop) and Rop. Dualizing the
resulting model structure on (Mop)R
op ∼= (MR)op gives rise to the desired model
structure on MR, since relative latching maps and relative matching maps are mu-
tually dual. 
As was the case in the proof of Theorem 5.9, we can prove the following theorem
by dualizing Theorem 5.18.
Theorem 5.22. If R is a dualizable generalized Reedy category, and (M,F,C,W)
is an R-injective model category that is fibrantly generated by (X,Z), then the model
structure on MR of Theorem 5.21 is fibrantly generated by (X⋔̂R,Z⋔̂R).
Remark 5.23. Theorem 5.11 can be extended to generalized Reedy categories and
the model structure of Theorem 5.21 because analogous results to [29, Proposition
6.3] are true in this context. The proofs however are not entirely straightforward.
See [27].
Appendix A. Enriched model categories
We recall from e.g., [19] and [28, Chapters 3, 10], those elements of the theory
of enriched categories and the compatibility with model structure that are essential
for understanding the proof of Lemma 2.25. We then describe the particular case
of diagrams in an enriched category, which we need for Lemma 4.22.
A.1. Enriched categories, functors, adjunctions.
Definition A.1. Let (V,∧, I) denote a closed symmetric monoidal model category.
• A category M is enriched over V if there exists a bifunctor
MapM : M
op×M→ V : (X,Y ) 7→ MapM(X,Y )
together with collections of morphisms in V
cX,Y,Z : MapM(Y, Z)∧MapM(X,Y )→ MapM(X,Z)
for all X,Y, Z ∈ M, called compositions, and
iX : I→ MapM(X,X)
for all X ∈ M, called units, such that the composition is associative and
unital.
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• A V-enriched category M is tensored over V if there is a bifunctor
−⊗− : V×M→ M : (V,X) 7→ V ⊗X
with natural isomorphisms MapM(V ⊗X,Y )
∼= HomV
(
V,MapM(X,Y )
)
,
for all X,Y ∈ M and V ∈ V.
• A V-enriched category M is cotensored over V if there is a bifunctor
(−)(−) : Vop×M→ M : (V,X) 7→ XV ,
with natural isomorphisms MapM(X,Y
V ) ∼= HomV
(
V,MapM(X,Y )
)
, for
all X,Y ∈ M and V ∈ V. Note that if M is tensored and cotensored over V,
then for all V ∈ V, the functors −⊗V : M → M and (−)V : M → M form
an adjunction.
• If V is a monoidal model category andM is a model category that is tensored
over V, then M satisfies SM7 if
j⊗̂i : V ⊗Y ⊔V ⊗X W ⊗X →W ⊗ Y
is cofibration whenever i : X → Y is a cofibration inM and j is a cofibration
in V. If i or j is also a weak equivalence, then j⊗̂i must also be a weak
equivalence.
• The unit axiom holds in M if, for any cofibrant object X in M, the map
Q I⊗X
q⊗ Id
// I⊗X is a weak equivalence in M, where q : Q(−) → (−)
denotes the cofibrant replacement functor and natural transformation.
If a model category M satisfies all properties of Definition A.1 with respect to a
closed symmetric monoidal model category (V,∧, I), then M is a V-model category.
Definition A.2. Let M and M′ be V-enriched categories. A V-functor F : M→ M′
consists of a function
F : ObM→ ObM′ : X 7→ FX
and a collection of morphisms in V
FX,Y : MapM(X,Y )→ MapM′(FX,FY )
for all X,Y ∈ M, called the components, such that
c ◦
(
FY,Z ∧FX,Y
)
= FX,Z ◦ c and FX,X ◦ iX = iFX
for all X,Y, Z ∈ M.
Definition A.3. Let (V,∧, I) be a closed symmetric monoidal category. An adjunc-
tion C
L //
⊥ M
R
oo between two V-categories is a V-adjunction if it satisfies
one of the following equivalent conditions.
(1) The left adjoint L is a tensor V-functor, i.e., there are natural isomorphisms
L(V ⊗X) ∼= V ⊗LX , for all V ∈ ObV and X ∈ ObC that are associative
and unital with respect to the monoidal structure on V.
(2) The right adjoint R is a cotensor V-functor, i.e., there are natural isomor-
phisms (RY )V ∼= R(Y V ), for all V ∈ ObV and Y ∈ ObM, associative and
unital with respect to the monoidal structure on V.
(3) The adjunction is V-enriched, i.e., there are natural isomorphisms
MapM(LX, Y )
∼= MapC(X,RY ),
for all X ∈ ObC and Y ∈ ObM.
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A.2. Enriched diagram categories. Let V be a complete closed symmetric mon-
oidal category. If M is a complete and cocomplete, tensored and cotensored V-
enriched category, and D is a small category, then the diagram category MD is
naturally V-enriched, as well as tensored and cotensored over V.
Definition A.4. Let Φ,Ψ : D→ M be functors. The mapping object MapMD(Φ,Ψ)
is the end of the bifunctor MapM
(
Φ(−),Ψ(−)
)
: Dop×D→ V, i.e.,
MapMD(Φ,Ψ) =
∫
d∈D
MapM(Φ(d),Ψ(d)).
This end exists, since D is small and V is complete.
More precisely, the object MapMD(Φ,Ψ) is constructed as an equalizer
equal
(∏
d∈DMapM
(
Φ(d),Ψ(d)
) //
//
∏
d,d′∈D
∏
α∈D(d,d′)MapM
(
Φ(d),Ψ(d′)
))
in V.
Tensors and cotensors for MD over V are defined objectwise, i.e.,
(V ⊗ Φ)(d) = V ⊗Φ(d) and (ΦV )(d) = Φ(d)V
for all Φ ∈ ObMD, V ∈ ObV, and d ∈ ObD.
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