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This work is concerned with stability of stochastic differential delay equations with
Markovian switching, where the modulating Markov chain has a large state space and is
subject to both fast and slow movements. Under simple conditions, we demonstrate that if
the limit systems are pth-moment exponentially stable, then the original systems are pth-
moment exponentially stable in an appropriate sense. In addition, the exponential stability
is also investigated. Moreover, stability in distribution is obtained for such hybrid systems.
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1. Introduction
Hybrid systems driven by continuous-time Markov chains have been used to model many practical scenarios in which
abrupt changes may be experienced in the structure and parameters caused by phenomena such as component failures
or repairs. In 1971, Kazangey and Sworder [18] presented a jump system, where a macroeconomic model of the national
economy was used to study the effect of federal housing removal policies on the stabilization of the housing sector. The
term describing the inﬂuence of interest rates was modeled by a ﬁnite-state Markov chain to provide a quantitative measure
of the effect of interest rate uncertainty on optimal policy. Athans [2] suggested hybrid systems could become a basic
framework for control-related issues in battle management command, control, and communications (BM/C3) systems. Hybrid
systems were also used in modeling electric power systems by Willsky and Levy [30] as well as in control of a solar thermal
central receiver by Sworder and Rogers [29]. In his book [24], Mariton explained that the hybrid systems have emerged as a
convenient mathematical framework for the formulation of various design problems in different ﬁelds such as evasive target
tracking, fault tolerance control, and manufacturing processes; see also some of recent advances in [12,17,23,8,34].
One of the important classes of hybrid systems is a system of stochastic differential equations with Markovian switching
(SDEwMSs)
dx(t) = f (x(t), r(t))dt + g(x(t), r(t))dB(t). (1.1)
Here the state vector has two components, namely, the continuous component x(t) and the discrete event component r(t).
Note that the ﬁrst component x(t) is often referred to as the state while the second component r(t) is frequently regarded
as the mode. In its operation, the system will switch from one mode to another at random times, and the switching between
the modes is governed by a Markov chain. Using a ﬁnite-state Markov chain to model the discrete events, which incorporate
* Corresponding author.
E-mail addresses: c.yuan@swansea.ac.uk (C. Yuan), gyin@math.wayne.edu (G. Yin).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.02.053
104 C. Yuan, G. Yin / J. Math. Anal. Appl. 368 (2010) 103–119various considerations into the models, often results in the underlying Markov chain having a large state space. To overcome
the diﬃculties and to reduce the computational complexity, much effort has been devoted to the modeling and analysis of
such systems, in which one of the main ideas is to split a large-scale system into several classes and lumping the states in
each class into one state; see [26,27,33]. Starting from the work [14], by introducing a small parameter ε > 0, a number of
asymptotic properties of Markov chain rε(·) have been established. One of the main results in [33] is that a complicated
system can be replaced by the corresponding limit system having much simpler structure. In [3], long-term behavior of
SDEwMSs (without delay) was investigated. Using the stability of the limit system as a bridge, the desired asymptotic
properties of the original system is obtained using perturbed Lyapunov function methods.
In various applications, more often than not, the underlying systems are subject to time delays. It is clear that to in-
corporate time delays in the feedback control problem is important and useful. For instance, scenarios arise from queueing
networks, customers wait in a line before departing from the service; schedulers decide their random delay before they
start to move [9]. Applications also arise in adaptive control of linear delay systems [11], and control of movement for robot
arms [1], etc. To generalize the memoryless model, efforts have been made to the development of functional differential
equations for deterministic systems; see [13]. From a control engineering point of view, time-delays are common in practical
systems and are often the cause of instability and/or poor performance. Moreover, it is usually diﬃcult to obtain accurate
values for the delay and conservative estimates often have to be used. The importance of time delay has already motivated
several studies on the stability of switching diffusions with time delay; see, for example, [6,16,22,25] among others. It is
important and beneﬁcial to treat differential delay systems with Markovian switching, whose switching component has a
large state space. The presence of the delay together with the large-scale nature of the discrete events poses new challenges
and diﬃculties. Moreover, the large dimensionality of the switching component makes the required computation even more
intensiﬁed.
In this work, we study stability of stochastic differential delay equations with Markovian switching (SDDEwMSs). We also
use two-time-scale formulation to reduce the computation complexity. Although stochastic stability has been considered
in [19], and diffusion approximation has been dealt with in [31,32], to the best our knowledge, two-time-scale models have
not been used for delay systems with random switching for the study of stochastic stability. Compared with the existing
work, we treat delay systems modulated by a large-scale Markov chain, in which certain elements must be regarded as in
a continuous function space. Using perturbed Lyapunov function methods we obtain pth moment exponential stability. In
addition, we derive almost sure exponential stability. Furthermore, we relax the condition on the equilibria and establish
stability in distribution.
The rest of the paper is arranged as follows. Section 2 begins with the formulation of the problem. Section 3 proceeds
with the study of exponential stability of the underlying systems. Stability in distribution is discussed in Section 4. Finally,
Section 5 concludes the paper with further remarks.
2. Regime-switching stochastic differential delay equations
2.1. SDDEs with Markovian switching
Let (Ω,F ,Ft , P ) be a complete probability space with a ﬁltration Ft that is right continuous with F0 containing all
P -null sets. Let B(t) be a d-dimensional standard Brownian motion deﬁned on the aforementioned probability space. For
a vector x, we use |x| to denote its Euclidean norm; for a matrix A, we use |A| =√trace(AT A) to denote its trace norm.
Let τ > 0 and C([−τ ,0];Rn) be the family of continuous function ϕ : [−τ ,0] → Rn with the norm ‖ϕ‖ = sup−τθ0|ϕ(θ)|.
Denote by CbF ([−τ ,0];Rn) the family of all bounded, F -measurable, C([−τ ,0];Rn)-valued random variables. If x(t) is a
continuous Rn-valued stochastic process on t ∈ [−τ ,∞), consider
xt =
{
x(t + θ): −τ  θ  0} for all t  0, (2.1)
which is regarded as a C([−τ ,0];Rn)-valued stochastic process.
Let r(t), t  0, be a continuous-time Markov chain on the given probability space taking values in a ﬁnite state space
S = {1,2, . . . ,m} with generator Γ = (γi j)m×m given by
P
{
r(t + 	) = j∣∣r(t) = i}= { γi j	 + o(	), if i = j,
1+ γi j	 + o(	), if i = j.
Here 	 > 0 and γi j > 0 is the transition rate from i to j if i = j while
γii = −
∑
j =i
γi j.
We assume that the Markov chain r(·) is independent of the Brownian motion B(·). Throughout the paper, we use the
following deﬁnition of irreducibility.
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The Markov chain or its generator Γ is irreducible if the system of equations⎧⎪⎨⎪⎩
πΓ = 0,
m∑
i=1
πi = 1
has a unique solution π = (π1, . . . ,πm) with πi > 0 for i = 1, . . . ,m.
Consider a stochastic differential delay equation with Markovian switching of the form
dx(t) = f (x(t), x(t − τ ), r(t))dt + g(x(t), x(t − τ ), r(t))dB(t), t  0, (2.2)
with initial data x0 = ξ ∈ C([−τ ,0];Rn) and r(0) = i ∈ S, where
f : Rn × Rn × S → Rn and g : Rn ×Rn × S → Rn×d.
To assure the existence and uniqueness of the solution, we impose the following hypothesis.
(H1) For each k = 1,2, . . . , there is an hk > 0 such that∣∣ f (x, y, ) − f (˜x, y˜, )∣∣+ ∣∣g(x, y, ) − g(˜x, y˜, )∣∣ hk(|x− x˜| + |y − y˜|) (2.3)
for all  ∈ S and those x, y, x˜, y˜ ∈ Rn with |x| ∨ |y| ∨ |˜x| ∨ |˜y| k. In addition, there is an h > 0 such that∣∣ f (x, y, )∣∣+ ∣∣g(x, y, )∣∣ h(1+ |x| + |y|) (2.4)
for all x, y ∈ Rn . Moreover,
f (0,0, ) ≡ 0 and g(0,0, ) ≡ 0, ∀ ∈ S. (2.5)
Note that (2.3) is a local Lipschitz condition on the drift and diffusion coeﬃcients (see [21, p. 57] for instance). It is
well known that under hypothesis (H1), (2.2) has a unique continuous solution denoted by xξ,(t) on t  −τ , where the
superscript notation emphasizes the dependence on the initial data x0 = ξ , r(0) = . However, sometimes we shall use x(t)
or r(t) regardless of the initial data when no confusion possibly arises. Moreover, for every p > 0 and any compact subset
K of C([−τ ,0];Rn),
sup
(ξ,)∈K×S
E
[
sup
−τst
∣∣xξ,(s)∣∣p]< ∞ on t  0. (2.6)
Let Ck(Rn × S;R+) be the collection of nonnegative functions V (x, ι) deﬁned on Rn × S that are k-times continuously
differentiable with respect to x. If V ∈ C2(Rn × S;R+), deﬁne an operator L(x, y) by
L(x, y)V (x, ι) =
m∑
=1
γιV (x, ) + Vx(x, ι) f (x, y, ι) + 1
2
trace
[
gT (x, y, ι)Vxx(x, ι)g(x, y, ι)
]
where
Vx(x, ι) =
(
∂V (x, ι)
∂x1
, . . . ,
∂V (x, ι)
∂xn
)T
, Vxx(x, ι) =
(
∂2V (x, ι)
∂xi1∂x j1
)
n×n
.
Remark 2.2. Note the dependence of the operator L(x, y) on x and y. Note also the parameter y only appears in the drift
and diffusion coeﬃcients. For notational convenience, we often denote L(x, y) simply by L henceforth.
We note that using a generalized Itô formula ([23, Theorem 1.45] or [28]) followed by taking expectations, we arrive at
EV
(
x(τ2), r(τ2)
)= EV (x(τ1), r(τ1))+ E τ2∫
τ1
LV (x(s), r(s))ds (2.7)
for any stopping times 0 τ1  τ2 < ∞ (in the almost sure sense) as long as the integration exists and is ﬁnite. Note that
(2.7) is a form of the Dynkin’s formula.
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As alluded to in the introduction, we consider that the Markov chain has a large state space S. Following the ideas in [33],
we use a two-time-scale formulation to provide a singular perturbation framework that enables us to save computational
effort. The main rationale can be brieﬂy stated as follows. Regarding the continuous-time Markov chain, not all components
or states change at the same rate. The states may be decomposed into a number of groups (subspaces) such that within
each group, transitions among the states take place at a fast pace, whereas the interactions from one group to another
are relatively infrequently. This enables us to take advantages by aggregating the states in each of the groups into a single
state to reduce the complexity. Such an idea appeared in the literature in the 1960s; see [27] and [7]. In the aforementioned
references, the terminology near-complete decomposability was used for discrete-time systems. For our problem, to highlight
the fast and slow motions, we introduce a small parameter ε > 0, denote the Markov chain by rε(t), and let the generator
of rε(t) be given by
Γ ε = 1
ε
Γ˜ + Γ̂ , (2.8)
where Γ˜ /ε represents the fast varying motions, and Γ̂ represents the slowly changing dynamics. For future use, we de-
note Γ˜ = (γ˜i j)m×m , Γ̂ = (γ̂i j)m×m , and Γ ε = (γ εi j )m×m . For the reduction of complexity, Γ˜ needs to have certain structure.
Suppose that
S = S1 ∪ S2 ∪ · · · ∪ Sl,
with Si = {si1, . . . , simi } and m =m1 +m2 + · · · +ml , and that
Γ˜ = diag(Γ˜ 1, . . . , Γ˜ l), (2.9)
where for each k ∈ {1, . . . l}, Γ˜ k is a generator of a Markov chain taking values in Sk . Note that (2.8) together with (2.9)
indicates that within each subspace Sk , the transitions take place in a rapid pace, whereas the transitions from Sk to S j
(for k = j) are infrequent. The different frequencies of transitions are highlighted by ε. For interpretation of the time-scale
separation and how one can convert a given problem into a “canonical form” (2.8), we refer the reader to [33, Section 3.6]
and references therein. For subsequent use, we impose the following hypothesis.
(H2) For each k = 1, . . . , l, Γ˜k is irreducible.
Note that (H2) implies that for each k = 1, . . . , l, the Markov chain with generator Γ˜ k is ergodic taking values in Sk .
Nevertheless, the state space S of the Markov chain rε(t) is only “nearly completely decomposable” into the subspaces Sk
for k = 1, . . . , l due to the interaction of the slowly changing part of the generator Γ̂ . To proceed, lump the states in each
S
k into a single state and deﬁne an aggregated process rε(·) as
rε(t) = k if rε(t) ∈ Sk. (2.10)
Denote the state space of rε(t) by S = {1, . . . , l}, the stationary distribution of Γ˜ k by μk = (μk1, . . . ,μkmk ) ∈ R1×mk , and
μ˜ = diag(μ1, . . . ,μl) ∈ Rl×m . Deﬁne
Γ = (γ i j)l×l = μ˜Γ̂ 1
with 1 = diag(1m1 , . . . ,1ml ) and 1mk = (1, . . . ,1)T ∈ Rmk×1, k = 1, . . . , l. It has been shown in [33, Theorem 7.4] that rε(·)
converges weakly to r(·) as ε → 0, where r(·) is a continuous-time Markov chain with generator Γ and state space S.
To proceed, for each si j ∈ Si with i = 1, . . . , l and j = 1, . . . ,mi , and r ∈ Si deﬁne
f (x, y, i) =
mi∑
j=1
μij f (x, y, si j), Λ(x, y, r) = g(x, y, r)gT (x, y, r),
and for any (x, y) and i ∈ S, deﬁne
Λ(x, y, i) =
mi∑
j=1
μijΛ(x, y, si j) =
mi∑
j=1
μij g(x, y, si j)g
T (x, y, si j) = g(x, y, i)gT (x, y, i).
Clearly, g(0,0, i) = 0. It is easily seen that f (x, y, i) and g(x, y, i) are the averages with respect to the stationary distribution
of the Markov chain. Note that for any (x, y) = (0,0) and  ∈ S, g(x, y, )gT (x, y, ) are nonnegative deﬁnite matrices.
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mi∑
j=1
μij g(x, y, si j)g
T (x, y, si j) is nonnegative deﬁnite.
It follows from a usual argument for diffusion processes, we can ﬁnd its “square root,” which is denoted by g(x, y, i). For a
standard argument of modiﬁcation for treating degenerate diffusions; see [20, pp. 16–18].
Let xε(t) be the continuous component of the state variable of a switching diffusion at time t  0, governed by the
following equation:
dxε(t) = f (xε(t), xε(t − τ ), rε(t))dt + g(xε(t), xε(t − τ ), rε(t))dB(t),
xε0 = ξ, rε(0) = r0, (2.11)
where xε0 is in the sense of the notation given in (2.1). We are in a position to analyze the stability of (2.11). Because of
the large state space of the Markov chain, it is diﬃcult to handle (2.11) directly. We aim to use its limit (as ε → 0) that
is a much simpler system. Using the stability of the limit system, we then study the stability of the original system (2.11).
To proceed, we consider the process (xε(·), rε(·)) and establish a weak convergence result. Note that to obtain the limit, we
cannot treat xε(·) alone, but have to deal with the process (xε(·), rε(·)) jointly. [Note that it is rε(·) not rε(·) is used.] The
rationale is: We obtain a limit switching diffusion with the switching component has a substantially smaller state space S.
As ε → 0, (xε(·), rε(·)) converges weakly to (x(·), r(·)) in D([0,∞),Rn × S) (the space of functions deﬁned on [0,∞) that
are right continuous and have left limits taking values in Rn × S and endowed with the Skorohod topology). The proof is
a modiﬁcation of the asymptotic distribution result in [33, Theorem 7.20]; see also [36, Sketch of Proof for Theorem 2.1 in
Section 7.1]. We ﬁrst obtain a second moment estimate, next show (xε(·), rε(·)) is tight in the D-space mentioned above,
and ﬁnally characterize the limit process by either a perturbed test function approach or a direct averaging approach. Since
our main concern in this paper is stability, the detailed proof of Lemma 2.3 is omitted.
Lemma 2.3. Assume (H1) and (H2). As ε → 0, (xε(·), rε(·)) converges weakly to (x(·), r(·)) in D([0,∞),Rn × S) such that r(·) is a
continuous-time Markov chain generated by Γ with state space S and x(·) satisﬁes
dx(t) = f (x(t), x(t − τ ), r(t))dt + g(x(t), x(t − τ ), r(t))dB(t),
x0 = ξ, r(0) = r0. (2.12)
Remark 2.4. Note that for simplicity, we have taken xε0 = ξ . If we choose xε0 = ξε , then we need a condition xε0 converges
weakly to x0. The subsequent development will be the same except more complex notation is needed.
3. Exponential stability of SDDEwMSs
3.1. pth-Moment exponential stability
This section is devoted to the pth-moment exponential stability study of SDDEwMSs. In what follows, we derive the
pth-moment exponential stability of xε(·). For stability of such limit systems, we refer the reader to [22]. Our approach
is the methods of perturbed Lyapunov function methods [5,20]; see also [3]. A condition of Lyapunov function is needed.
In what follows, we use C p(Rn ×S;R+) to denote the class of nonnegative real-valued functions deﬁned on Rn ×S that are
p-times continuously differentiable with respect to x.
(H3) For each i ∈ S and for some p  4, there exists a function V (x, i) ∈ C p(Rn × S;R+) such that for each i, V (x, i) → ∞
as |x| → ∞. Moreover ∂ pV (x, i) = O (1), ∂ιV (x, i)(|x|ι + |y|ι)  K (|x|p + |y|p + 1) for 1  ι  p − 1, where ∂ιV (x, i)
denotes the ιth derivative of V (x, i) with respect to x.
Theorem 3.1. Let (H1) and (H2) hold. Suppose that for each i = 1, . . . , l, there is a Lyapunov function V (x, i) satisfying (H3), that
f (·, y, ) and g(·, y, ) are twice continuously differentiable for each y and each  ∈ S, and that there are positive constants c1 and
c2 such that
c1|x|p  V (x, i) c2|x|p . (3.1)
Suppose that for some λ1 > λ2  0,
LV (x, i)−λ1|x|p + λ2|y|p, (3.2)
where
LV (x, i) = Vx(x, i) f (x, y, i) + 1
2
trace
[
Vxx(x, i)Λ(x, y, i)
]+ l∑γ i j V (x, j). (3.3)
j=1
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∣∣xε(t)∣∣p  exp(−λ1 − λ2
c2
t
)
E
[(
c2 + O (ε)
)(‖ξ‖p + 1)]+ O (ε).
Remark 3.2. Condition (3.2) is imposed on (2.12), which is a suﬃcient condition for the limit process x(t) being pth-moment
exponential stable (see [22]). Moreover, since the delay involves in the equation, to estimate the operator associated with
(2.11) is complicated. The proof below demonstrates how to overcome this diﬃculty, which illustrates that the proof for
SDDEwMSs is not a straightforward generalization of that for SDEs with Markovian switching in [3].
Proof. Deﬁne
V (x, ζ ) =
l∑
i=1
V (x, i)I{ζ∈Si} = V (x, i), if ζ ∈ Si . (3.4)
Note that
V
(
xε(t), rε(t)
)= V (xε(t), rε(t)), (3.5)
so these two expressions will be used interchangeably in what follows. Deﬁne the σ -algebra Fεt = σ {xε(s), rε(s), s  t},
and let Eεt be the conditional expectation with respect to Fεt . For a suitable function η(·), deﬁne the operator Lε by
Lεη(t) = lim
δ→0
1
δ
Eεt
[
η(t + δ) − η(t)].
Using
m∑
=1
γ˜ιV (x, ) =
m∑
=1
γ˜ι
l∑
i=1
V (x, i)I{∈Si } = 0,
(3.5), and the operator associated with (2.11), we obtain
LεV (xε(t), rε(t))= V x(xε(t), rε(t)) f (xε(t), xε(t − τ ), rε(t))
+ 1
2
trace
[
V xx
(
xε(t), rε(t)
)
Λ
(
xε(t), xε(t − τ ), rε(t))]+ m∑
=1
γ εrε(t)V
(
xε(t), 
)
= V x
(
xε(t), rε(t)
)
f
(
xε(t), xε(t − τ ), rε(t))
+ 1
2
trace
[
V xx
(
xε(t), rε(t)
)
Λ
(
xε(t), xε(t − τ ), rε(t))]+ m∑
=1
γ̂rε(t)V
(
xε(t), 
)
= Vx
(
xε(t), rε(t)
)
f
(
xε(t), xε(t − τ ), rε(t))
+ 1
2
trace
[
Vxx
(
xε(t), rε(t)
)
Λ
(
xε(t), xε(t − τ ), rε(t))]+ l∑
j=1
γ rε(t) j V
(
xε(t), j
)
+ Vx
(
xε(t), rε(t)
)[
f
(
xε(t), xε(t − τ ), rε(t))− f (xε(t), xε(t − τ ), rε(t))]
+ 1
2
trace
[
V xx
(
xε(t), rε(t)
)(
Λ
(
xε(t), xε(t − τ ), rε(t))− Λ(xε(t), xε(t − τ ), rε(t)))]
+
m∑
=1
γ̂rε(t)V
(
xε(t), 
)− l∑
j=1
γ rε(t) j V
(
xε(t), j
)
. (3.6)
By the deﬁnition of f (·, · ,·),
f
(
xε(t), xε(t − τ ), rε(u))− f (xε(t), xε(t − τ ), rε(u))= l∑
i=1
mi∑
j=1
f
(
xε(t), xε(t − τ ), si j
)[
I{rε(u)=si j} − μij I{rε(u)∈Si}
]
.
Using asymptotic expansions obtained in [33, Theorem 6.10], it can be shown that for u > t ,
Eεt
[
I{rε(u)=s } − μi I{rε(u)∈S }
]= O (ε + e−κ0(u−t)/ε).i j j i
C. Yuan, G. Yin / J. Math. Anal. Appl. 368 (2010) 103–119 109Deﬁne
V ε1 (t) = V ε1
(
xε(t), rε(t), t
)
= Eεt
∞∫
t
et−uV x
(
xε(t), rε(t)
)[
f
(
xε(t), xε(t − τ ), rε(u))− f (xε(t), xε(t − τ ), rε(u))]du. (3.7)
Thus we have
V ε1 (t) = Eεt
∞∫
t
et−uV x
(
xε(t), rε(t)
) l∑
i=1
mi∑
j=1
f
(
xε(t), xε(t − τ ), si j
)[
I{rε(u)=si j} − μij I{rε(u)∈Si}
]
du
=
∞∫
t
et−uV x
(
xε(t), rε(t)
) l∑
i=1
mi∑
j=1
f
(
xε(t), xε(t − τ ), si j
)
Eεt
[
I{rε(u)=si j} − μij I{rε(u)∈Si}
]
du
=
∞∫
t
et−uV x
(
xε(t), rε(t)
) l∑
i=1
mi∑
j=1
f
(
xε(t), xε(t − τ ), si j
)
O
(
ε + e−κ0(u−t)/ε)du.
Therefore,∣∣V ε1 (t)∣∣ O (ε)(∣∣xε(t)∣∣+ ∣∣xε(t − τ )∣∣+ 1). (3.8)
For convenience, denote
G(x, y, r, r1) = V x(x, r)
[
f (x, y, r1) − f (x, y, r1)
]
.
According to the deﬁnition of Lε ,
LεV ε1 (t) = lim
δ↓0
1
δ
Eεt
[
V ε1 (t + δ) − V ε1 (t)
]
= lim
δ↓0
1
δ
Eεt
[
Eεt+δ
∞∫
t+δ
et+δ−uG
(
xε(t + δ), xε(t + δ − τ ), rε(t + δ), rε(u))du
− Eεt
∞∫
t
et−uG
(
xε(t), xε(t − τ ), rε(t), rε(u))du]
= lim
δ↓0
1
δ
Eεt
[ ∞∫
t+δ
et+δ−uG
(
xε(t + δ), xε(t + δ − τ ), rε(t + δ), rε(u))du
−
∞∫
t
et−uG
(
xε(t), xε(t − τ ), rε(t), rε(u))du]
=: J1 + J2 + J3 + J4 + J5, (3.9)
where
J1 = − lim
δ↓0
1
δ
t+δ∫
t
Eεt e
t−uG
(
xε(t), xε(t − τ ), rε(t), rε(u))du,
J2 = lim
δ↓0
1
δ
∞∫
t+δ
Eεt
[
et+δ−u − et−u]G(xε(t), xε(t − τ ), rε(t), rε(u))du,
J3 = lim
δ↓0
1
δ
∞∫
Eεt e
t+δ−u[G(xε(t + δ), xε(t − τ ), rε(t), rε(u))− G(xε(t), xε(t − τ ), rε(t), rε(u))]du,
t+δ
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δ↓0
1
δ
∞∫
t+δ
Eεt e
t+δ−u[G(xε(t + δ), xε(t + δ − τ ), rε(t), rε(u))− G(xε(t + δ), xε(t − τ ), rε(t), rε(u))]du,
J5 = lim
δ↓0
1
δ
∞∫
t+δ
Eεt e
t+δ−u[G(xε(t + δ), xε(t + δ − τ ), rε(t + δ), rε(u))− G(xε(t + δ), xε(t + δ − τ ), rε(t), rε(u))]du.
It can be seen that
J1 = −G
(
xε(t), xε(t − τ ), rε(t), rε(t))
= −Vx
(
xε(t), rε(t)
)[
f
(
xε(t), xε(t − τ ), rε(t))− f (xε(t), xε(t − τ ), rε(t))], (3.10)
J2 = V ε1 (t) and J5 = O (ε)
(∣∣xε(t)∣∣+ ∣∣xε(t − τ )∣∣+ 1). (3.11)
By the property of conditional expectation and generalized Itô formula
J3 =
l∑
i=1
mi∑
j=1
lim
δ↓0
1
δ
∞∫
t+δ
Eεt e
t+δ−u[V x(xε(t + δ), rε(t)) f (xε(t + δ), xε(t + δ − τ ), si j)
− V x
(
xε(t), rε(t)
)
f
(
xε(t), xε(t + δ − τ ), si j
)]
Eεt+δ
[
I{rε(u)=si j} − μij I{rε(u)∈Si}
]
du
=
l∑
i=1
mi∑
j=1
(
V x
(
xε(t), rε(t)
)
f
(
xε(t), xε(t − τ ), si j
))
x f
(
xε(t), xε(t − τ ), rε(t))
× Eεt
∞∫
t
et−u
[
I{rε(u)=si j} − μij I{rε(u)∈Si}
]
du
+
l∑
i=1
mi∑
j=1
1
2
trace
[(
V x
(
xε(t), rε(t)
)
f
(
xε(t), xε(t − τ ), si j
))
xxΛ
(
xε(t), rε(t)
)]
× Eεt
∞∫
t
et−u
[
I{rε(u)=si j} − μij I{rε(u)∈Si}
]
du
= O (ε)(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1). (3.12)
Similarly, we have
J4 = O (ε)
(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1). (3.13)
Substituting (3.10)–(3.13) to (3.9), we obtain
LεV ε1 (t) = −Vx
(
xε(t), rε(t)
)[
f
(
xε(t), xε(t − τ ), rε(t))− f (xε(t), xε(t − τ ), rε(t))]
+ O (ε)(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1). (3.14)
To proceed, we deﬁne
V ε2 (t) = V ε2
(
xε(t), rε(t), t
)= Eεt ∞∫
t
et−u 1
2
trace
[
V xx
(
xε(t), rε(t)
)(
Λ
(
xε(t), xε(t − τ ), rε(u))
− Λ(xε(t), xε(t − τ ), rε(u)))]du (3.15)
and
V ε3 (t) = V ε3
(
xε(t), rε(t), t
)= Eεt ∞∫
t
et−u
[
m∑
j=1
γ̂rε(u) j V
(
xε(t), j
)− l∑
j=1
γ rε(u) j V
(
xε(t), j
)]
du. (3.16)
It can be veriﬁed that
V ε2 (t) = O (ε)
(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1), (3.17)
V ε(t) = O (ε)(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1), (3.18)3
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LεV ε2 (t) = O (ε)
(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1)− 1
2
trace
[
V xx
(
xε(t), rε(t)
)(
Λ
(
xε(t), xε(t − τ ), rε(t))
− Λ(xε(t), xε(t − τ ), rε(u − t)))], (3.19)
LεV ε3 (t) = O (ε)
(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1)− m∑
=1
γ̂rε(t)V
(
xε(t), 
)+ l∑
j=1
γ rε(t) j V
(
xε(t), j
)
. (3.20)
Set
V ε(t) = V (xε(t), rε(t))+ V ε1 (t) + V ε2 (t) + V ε3 (t).
It follows that
V ε(t) = V (xε(t), rε(t))+ O (ε)(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1), (3.21)
LεV ε(t) = LV (xε(t), rε(t))+ O (ε)(∣∣xε(t)∣∣p + ∣∣xε(t − τ )∣∣p + 1). (3.22)
Letting λ be a positive number such that λ = (λ1 − λ2)/c2 and using the generalized Itô formula, we obtain
E
[
eλt V ε(t)
]= EV ε(0) + E t∫
0
eλs
(
λV ε(s) + LεV ε(s))ds
 E
[
V
(
ξ, r(0)
)+ O (ε)(‖ξ‖p + 1)]
+ E
t∫
0
eλs
[(
λc2 + λO (ε) − λ1
)∣∣xε(s)∣∣p + (λO (ε) + λ2)∣∣xε(s − τ )∣∣p + λO (ε)]ds
 E
[
V
(
ξ, r(0)
)+ O (ε)(‖ξ‖p + 1)+ τ (λO (ε) + λ2)‖ξ‖p]
+ E
t∫
0
eλs
[(
λc2 + λO (ε) − λ1
)∣∣xε(s)∣∣p + (λO (ε) + λ2)∣∣xε(s)∣∣p + λO (ε)]ds
 E
[
V
(
ξ, r(0)
)+ O (ε)(‖ξ‖p + 1)+ τ (λO (ε) + λ2)‖ξ‖p]
+ E
t∫
0
eλs
[
O (ε)
∣∣xε(s)∣∣p + O (ε)]ds. (3.23)
This implies
E
[∣∣xε(t)∣∣p] 1
c1
e−λt E
[
V
(
ξ, r(0)
)+ O (ε)(‖ξ‖p + 1)+ τ (λO (ε) + β)‖ξ‖p]
+ 1
c1
E
t∫
0
eλ(s−t)
[
O (ε)
∣∣xε(s)∣∣p + O (ε)]ds. (3.24)
An application of the generalized Gronwall’s inequality yields that
E
[∣∣xε(t)∣∣p] e−λt E[(c2 + O (ε))(‖ξ‖p + 1)]+ O (ε),
as required. Thus the proof is complete. 
Example 3.3. Let rε(·) be a Markov chain generated by Γ ε given in (2.8) with
Γ˜ =
⎛⎜⎜⎜⎝
−1 1 0 0 0
1 −1 0 0 0
0 0 −1 12 12
0 0 1 −1 0
⎞⎟⎟⎟⎠ and Γ̂ =
⎛⎜⎜⎜⎝
−1 0 1 0 0
0 −1 0 1 0
0 0 −1 0 1
0 1 0 −1 0
⎞⎟⎟⎟⎠ .
0 0 3 0 −3 1 0 0 0 −1
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(0.5,0.5), μ2 = (0.6,0.3,0.1), and
Γ =
(−1 1
0.4 −0.4
)
.
Consider a one-dimensional equation
dxε(t) = f (xε(t), rε(t))dt + g(xε(t − τ ), rε(t))dB(t), (3.25)
where
f (x, s11) = − x sin x
2
, f (x, s12) = −x,
g(x, s11) = x cos x
4
, g(x, s12) = x sin x
4
,
and
f (x, s21) = −5
(
x3 + sin x), f (x, s22) = x+ 10 sin x, f (x, s23) = 4x,
g(x, s21) = −x cos x, g(x, s22) =
√
2x sin x, g(x, s23) = x.
Then the limit equation is
dx(t) = f (x(t), r(t))dt + g(x(t − τ ), r(t))dB(t), (3.26)
where r(·) is the Markov chain generated by Γ , and
f (x,1) = − x
2
(
1+ sin x
2
)
, f (x,2) = −3x3 − 0.7x,
g(x,1) = x
4
√
2
, g(x,2) = √0.7x.
Let V (x,1) = V (x,2) = x2, then
LV (x,1)−1
2
|x|2 + 1
32
|y|2, LV (x,2)−1.4|x|2 + |y|2.
Hence, by Theorem 3.1, the solution xε(t) is mean square stable.
3.2. Almost sure exponential stability
This section studies the almost sure exponential stability study of SDDEwMSs. In what follows, assuming the almost sure
exponential stability of the limit process x(·), we derive the almost sure exponential stability of xε(·). We shall replace (H3)
by the following condition.
(H3′) For each i ∈ S and some p  4, there exists a function V (x, i) ∈ C p(Rn × S;R+) such that for each i, V (x, i) → ∞ as
|x| → ∞. Moreover, ∂ pV (x, i) = O (1), ∂ιV (x, i)(|x|ι + |y|ι) K (|x|p + |y|p) for 1 ι p − 1, where ∂ιV (x, i) denotes
the ιth derivative of V (x, i) with respect to x.
Theorem 3.4. Suppose that the conditions in Theorem 3.1 are satisﬁed with (H3) replaced by (H3′), and that there is a positive constant
K0 such that∣∣ f (x, y, i)∣∣2 ∨ ∣∣g(x, y, i)∣∣2  K0(|x|2 + |y|2) ∀(x, y, i) ∈ Rn × Rn × S. (3.27)
Then for any ξ ∈ CbF0 ([−τ ,0];Rn),  ∈ S,
limsup
t→∞
1
t
log
(∣∣xε(t; ξ, )∣∣)−λ1 − λ2
pc2
. (3.28)
Remark 3.5. Note that the conditions of Theorem 3.4 are suﬃcient conditions for the limit process x(t) being almost surely
exponential stable (see [22]).
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have
E
∣∣xε(t)∣∣p  exp(−λ1 − λ2
c2
t
)
E
[(
c2 + O (ε)
)(‖ξ‖p + 1)].
Along the line of the proof of [21, Theorem 4.2 on p. 128], we can now obtain the desired assertion. 
Example 3.6. If we replace f (x, s21) by f (x, s21) = −4x in Example 3.3, while keep all the other settings the same as in
Example 3.3, then it is easy to verify that the conditions of Theorem 3.4 are satisﬁed, hence xε(t) is almost sure exponential
stable.
4. Stability in distribution
In the previous sections, we assumed (2.5). As a result, (2.2) admits a trivial solution x(t) ≡ 0 and we have investigated
whether the nontrivial solutions tends to zero in pth moment and almost surely. Thus, the study in the previous sections
is devoted to the behavior of the systems in the neighborhood of an equilibrium point. Nevertheless, many equations in
applications do not admit trivial solutions. Thus it is crucial to understand whether or not the probability distribution of
the solution converges to certain distribution (but not necessarily to zero). It is equally important to provide suﬃcient
conditions for the existence of the limit distributions. In the literature, stability in distribution was considered in [4,20,35]
from different angles. Different from these references, our consideration is from a two-time-scale point of view. Let x(t) be
the solution of (2.2), and Yt be the C([−τ ,0];Rn) × S-valued process (xt , r(t)). Then Yt is a time homogeneous Markov
process. Let P (t, ξ, ,dζ × { j}) denote the transition probability of the process Yt with x0 = ξ and r(0) =  ∈ S.
Deﬁnition 4.1. The process Yt is said to be stable in distribution if there exists a probability measure π(· × ·) on
C([−τ ,0];Rn) × S such that its transition probability P (t, ξ, ,dζ × { j}) converges weakly to π(dζ × { j}) as t → ∞ for
every (ξ, ) ∈ C([−τ ,0];Rn) × S. In this case, (2.2) is said to be stable in distribution.
By [35, Theorem 3.2], we have the following result.
Theorem 4.2. Consider (2.2). Let (H1) hold,
sup
0t<∞
E
∥∥xξ,t ∥∥p < ∞ for every (ξ, ) ∈ C([−τ ,0];Rn)× S, (4.1)
and
lim
t→∞ E
∥∥xξ,t − xη,t ∥∥2 = 0 uniformly in ξ,η ∈ K ,  ∈ S, (4.2)
where K is a compact subset of C([−τ ,0];Rn). Then Yt is stable in distribution.
Recall that xε(t) and x(t) are the solutions to (2.11) and (2.12), respectively. In what follows, we impose some conditions
on (2.12) such that the limit process Y t = (xt , r(t)) satisﬁes (4.1) and (4.2), which means the limit process Y t = (xt , r(t))
is stable in distribution. We then derive the stability in distribution of Y εt = (xεt , rε(t)). In this section, in lieu of the local
Lipschitz condition, a slightly stronger global Lipschitz condition is used.
(H4) Both f and g satisfy the global Lipschitz condition. That is, there is an h > 0 such that∣∣ f (x, y, ) − f (˜x, y˜, )∣∣+ ∣∣g(x, y, ) − g(˜x, y˜, )∣∣ h(|x− x˜| + |y − y˜|),
for all  ∈ S and those x, y, x˜, y˜ ∈ Rn .
Lemma 4.3. Let (H4) hold. Suppose that for each i = 1, . . . , l, there is a Lyapunov function V (x, i) satisfying (H3), and that there are
positive constants c3 and c4 satisfying
c3|x|p  V (x, i) c4|x|p . (4.3)
Suppose that for some λ3 > λ4  0 and some positive constant α,
LV (x, i)−λ3|x|p + λ4|y|p + α, (4.4)
where L is given in (3.3). Then
sup
0t<∞
E
∥∥xε,ξ,t ∥∥p < ∞ for every (ξ, ) ∈ C([−τ ,0];Rn)× S. (4.5)
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Lemma 3.1]), that is,
sup
0t<∞
E
∥∥xξ,it ∥∥p < ∞ for every (ξ, i) ∈ C([−τ ,0];Rn)× S. (4.6)
The proof is similar to that of Theorem 3.1. Thus we omit the details.
Note that for  ∈ S,  = si j for some i ∈ S and j = 1, . . . ,mi . By the well-known Chebyshev inequality, it is easy to
observe that (4.5) and (4.6) guarantee that for any initial data (ξ, ) ∈ C([−τ ,0];Rn) × S, {P (t, ξ, i,dζ × { j}): t  0} and
{P ε(t, ξ, ,dζ × { j}): t  0} the transition probabilities of Y t and Y εt are tight. That is, for each ρ > 0 suﬃciently small,
there is a compact subset K = K (ξ, i,ρ) of C([−τ ,0];Rn) such that
P (t, ξ, i, K × S) 1− ρ, P ε(t, ξ, , K × S) 1− ρ. (4.7)
In what follows, we need to consider the difference between two solutions of (2.11) and (2.12) with different initial data.
To emphasizes the dependence of the solution on the initial data, we use the notation xε,ξ,(t). For any ξ = η, we have
xε,ξ,(t) − xε,η,(t) = ξ − η +
t∫
0
[
f
(
xε,ξ,(s), xε,ξ,(s − τ ), rε(s))− f (xε,η,(s), xε,η,(s − τ ), rε(s))]ds
+
t∫
0
[
g
(
xε,ξ,(s), xε,ξ,(s − τ ), rε(s))− g(xε,η,(s), xη,(s − τ ), rε(s))]dB(s), (4.8)
and
xξ,i(t) − xη,i(t) = ξ − η +
t∫
0
[
f
(
xξ,i(s), xξ,i(s − τ ), r(s))− f (xη,i(s), xη,i(s − τ ), r(s))]ds
+
t∫
0
[
g
(
xξ,i(s), xξ,i(s − τ ), r(s))− g(xη,i(s), xη,i(s − τ ), r(s))]dB(s). (4.9)
For a given function U ∈ C2(Rn × S;R+), we deﬁne an operator L associated with (4.9) by
LU (x, i) =
l∑
j=1
γ i jU (x− y, j) + Ux(x− y, i)
[
f (x, z1, i) − f (y, z2, i)
]
+ 1
2
trace
([
g(x, z1, i) − g(y, z2, i)
]T
Uxx(x− y, i)
[
g(x, z1, i) − g(y, z2, i)
])
,
for any z1, z2 ∈ Rn . Note that the operator notation convention stated in Remark 2.2 is used. For future use, we impose
another condition:
(H5) There is a β > 0 such that
2(x− x˜)T ( f (x, y, ) − f (˜x, y˜, ))+ 33∣∣g(x, y, ) − g(˜x, y˜, )∣∣2  β(|x− x˜|2 + |y − y˜|2)
for x, y, x˜, y˜ ∈ Rn and  ∈ S.
Lemma 4.5. Let the conditions of Lemma 4.3 and (H5) hold. Assume that there exist positive numbers c5 , c6 and λ5 > λ6  0 and
U (x, i) ∈ C2(Rn × S;R+) such that
c5|x|2  U (x, i) c6|x|2 (4.10)
and
LU (x, i)−λ5|x− y|2 + λ6|z1 − z2|2 (4.11)
for all x, y, z1, z2 ∈ Rn and i ∈ S. Then for all  ∈ S,
lim
t→∞ E
∥∥xε,ξ,t − xε,η,t ∥∥2 = 0 uniformly in ξ,η ∈ K , (4.12)
for any compact subset K of C([−τ ,0];Rn) and ε is suﬃciently small.
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formula, respectively. Conditions (H4) and (H5) imply∣∣ f (x, y, i) − f (˜x, y˜, i)∣∣+ ∣∣g(x, y, i) − g(˜x, y˜, i)∣∣ h(|x− x˜| + |y − y˜|),
2(x− x˜)T ( f (x, y, i) − f (˜x, y˜, i))+ 33∣∣g(x, y, i) − g(˜x, y˜, i)∣∣2  β(|x− x˜|2 + |y − y˜|2).
Therefore, by virtue of the result in [35, Lemma 3.2], under the conditions of this lemma, the limit process has the following
property,
lim
t→∞ E
∥∥xξ,it − xη,it ∥∥2 = 0 uniformly in ξ,η ∈ K . (4.13)
Proof of Lemma 4.5. We shall use the same notation as in the proof of Theorem 3.1. Deﬁne
U (x, ζ ) =
l∑
i=1
U (x, i)I{ζ∈Si } = U (x, i), if ζ ∈ Si . (4.14)
Set
Ξ(x, y, z1, z2, si j) =
[
g(x, z1, si j) − g(y, z2, si j)
][
g(x, z1, si j) − g(y, z2, si j)
]T
,
Ξ(x, y, z1, z2, i) =
mi∑
j=1
μijΞ(x, y, z1, z2, si j) =
[
g(x, z1, si j) − g(y, z2, si j)
][
g(x, z1, si j) − g(y, z2, si j)
]T
.
Using the deﬁnition of Lε in the proof of Theorem 3.1, we compute the operator associated with (4.8),
LεU(xε,ξ,(t) − xε,η,(t), rε(t))
= Ux
(
xε,ξ,(t) − xε,η,(t), rε(t))[ f (xε,ξ,(t), xε,ξ,(t − τ ), rε(t))− f (xε,η,(t), xε,η,(t − τ ), rε(t))]
+ 1
2
trace
[
Uxx
(
xε,ξ,(t) − xε,η,(t), rε(t))Ξ(xε,ξ,(t), xε,η,(t), xε,ξ,(t − τ ), xε,η,(t − τ ), rε(t))]
+
l∑
j=1
γ rε(t) jU
(
xε,ξ,(t) − xε,η,(t), j)+ Ux(xε,ξ,(t) − xε,η,(t), rε(t))([ f (xε,ξ,(t), xε,ξ,(t − τ ), rε(t))
− f (xε,η,(t), xε,η,(t − τ ), rε(t))]− [ f (xε,ξ,(t), xε,ξ,(t − τ ), rε(t))− f (xε,η,(t), xε,η,(t − τ ), rε(t))])
+ 1
2
trace
[
Uxx
(
xε,ξ,(t) − xε,η,(t), rε(t))(Ξ(xε,ξ,(t), xε,η,(t), xε,ξ,(t − τ ), xε,η,(t − τ ), rε(t))
− Ξ(xε,ξ,(t), xε,η,(t), xε,ξ,(t − τ ), xε,η,(t − τ ), rε(t)))]+ U(xε,ξ,(t) − xε,η,(t), )
+
m∑
=1
γ̂rε(t)U
(
xε,ξ,(t) − xε,η,(t), )− l∑
j=1
γ rε(t) jU
(
xε,ξ,(t) − xε,η,(t), j). (4.15)
By the deﬁnition of f (·, · ,·),[
f
(
xε,ξ,(t), xε,ξ,(t − τ ), rε(t))− f (xε,η,(t), xε,η,(t − τ ), rε(t))]
− [ f (xε,ξ,(t), xε,ξ,(t − τ ), rε(t))− f (xε,η,(t), xε,η,(t − τ ), rε(t))]
=
l∑
i=1
mi∑
j=1
[
f
(
xε,ξ,(t), xε,ξ,(t − τ ), si j
)− f (xε,η,(t), xε,η,(t − τ ), si j)][I{rε(u)=si j}−μij I{rε(u)∈Si}].
Deﬁne
U ε1(t) = Eεt
∞∫
t
et−uU x
(
xε,ξ,(t) − xε,η,(t), rε(t))
× ([ f (xε,ξ,(t), xε,ξ,(t − τ ), rε(t))− f (xε,η,(t), xε,η,(t − τ ), rε(t))]
− [ f (xε,ξ,(t), xε,ξ,(t − τ ), rε(t))− f (xε,η,(t), xε,η,(t − τ ), rε(t))])du,
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∞∫
t
et−u 1
2
trace
[
Uxx
(
xε,ξ,(t) − xε,η,(t), rε(t))
× (Ξ(xε,ξ,(t), xε,η,(t), xε,ξ,(t − τ ), xε,η,(t − τ ), rε(u))
− Ξ(xε,ξ,(t), xε,η,(t), xε,ξ,(t − τ ), xε,η,(t − τ ), rε(u)))]du,
U ε3(t) = Eεt
∞∫
t
et−u
[
m∑
=1
γ̂rε(u)U
(
xε,ξ,(t) − xε,η,(t), )− l∑
j=1
γ rε(u) jU
(
xε,ξ,(t) − xε,η,(t), j)]du,
and set
U ε(t) = U(xε,ξ,(t) − xε,η,(t), rε(t))+ U ε1(t) + U ε2(t) + U ε3(t).
Using similar computation as in the proof of Theorem 3.1, we can show
U ε(t) = U(xε,ξ,(t) − xε,η,(t), rε(t))+ O (ε)(∣∣xε,ξ,(t) − xε,η,(t)∣∣2 + ∣∣xε,ξ,(t − τ ) − xε,η,(t − τ )∣∣2), (4.16)
LεU ε(t) = LU(xε,ξ,(t) − xε,η,(t), rε(t))+ O (ε)(∣∣xε,ξ,(t) − xε,η,(t)∣∣2 + ∣∣xε,ξ,(t − τ ) − xε,η,(t − τ )∣∣2). (4.17)
Let N be a positive number and deﬁne the stopping time
τN = inf
{
t > 0:
∣∣xε,ξ,(t) − xε,η,(t)∣∣ N}.
Setting TN = τN ∧ t and applying the generalized Itô formula to (4.8) we can show that
EU ε(t) = EU ε(0) + E
TN∫
0
LεU ε(s)ds U(ξ(0) − η(0), i)+ O (ε)(‖ξ‖2 + ‖η‖2)+ (λ4 + O (ε)) 0∫
−τ
∣∣ξ(s) − η(s)∣∣2 ds
− (λ3 + O (ε) − λ4)c2 TN∫
0
E
∣∣xε,ξ,(s) − xε,η,(s)∣∣2 ds. (4.18)
If ε is suﬃciently small, then λ3 + O (ε) − λ4 > 0. Therefore
∞∫
0
E
∣∣xε,ξ,(s) − xε,η,(s)∣∣2 ds < ∞. (4.19)
This, together with (H4), and along the line of the proof in [35, Lemma 3.2], we have
lim
t→∞ E
∥∥xε,ξ,t − xε,η,t ∥∥2 = 0. (4.20)
The proof is therefore complete. 
Under the conditions above, Y εt = (xεt , rεt ) satisﬁes the conditions of Theorem 4.2. Summarizing our conclusions, we can
now state our main result.
Theorem 4.7. Under the conditions of Lemmas 4.3 and 4.5, the processes Y ε(t) = (xεt , rεt ) is stable in distribution.
To proceed, use P(C([−τ ,0];Rn) × S) to denote all probability measures on C([−τ ,0];Rn) × S. For P1, P2 ∈
P(C([−τ ,0];Rn) × S) deﬁne the metric dG by
dG(P1, P2) = sup
F∈G
∣∣∣∣∣
N∑
=1
∫
F (ξ, )P1(dξ, ) −
N∑
=1
∫
F (ξ, )P2(dξ, )
∣∣∣∣∣, (4.21)
where G = {F : C([−τ ,0];Rn) × S → R: |F (ξ, ) − F (η, ι)|  ‖ξ − η‖ + | − ι| and |F (·,·)|  1 for any (ξ, ), (η, ι) ∈
C([−τ ,0];Rn) × S}. Since weak convergence of probability measures is a metric concept (see [15, Proposition 2.5]), by [4]
and [10], the convergence in G with respect to the dG metric is equivalent to the weak convergence, i.e., stability in distri-
bution. Moreover, stability in distribution implies there is a unique invariant measure. When the Markov process is positive
recurrent, the invariant measure coincides with the ergodic measure, so stability in distribution is a result of ergodicity.
When the Markov process is not positive recurrent, stability in distribution reﬂects the convergence to the limit probability
measure.
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of Y t and Y εt , respectively. That is,
lim
t→∞ dG
(
P
(
(ξ, i), t, · × ·),π(· × ·))= 0, lim
t→∞dG
(
P ε
(
(ξ, ), t, · × ·),πε(· × ·))= 0. (4.22)
A natural question is whether we have
lim
ε→0dG
(
πε(· × ·),π(· × ·))= 0. (4.23)
In what follows, we answer this question.
Lemma 2.3 implies that (xε(·), rε(·)) converges weakly to (x(·), r(·)) as ε → 0. It is also easily veriﬁed that
sup
0tT
[
E
∣∣xε(t)∣∣2 + E∣∣x(t)∣∣2]< ∞. (4.24)
Moreover, it is straightforward to verify for each T > 0 and t ∈ [0, T ],
E
(
sup
0tT
∣∣xε(t) − x(t)∣∣2) C E∣∣∣∣∣
T∫
0
[
f
(
xε(s), xε(s − τ ), rε(s))− f (x(s), x(s − τ ), r(s))]ds∣∣∣∣∣
2
+ C E
∣∣∣∣∣
T∫
0
[
g
(
xε(s), xε(s − τ ), rε(s))− g(x(s), x(s − τ ), r(s))]ds∣∣∣∣∣
2
. (4.25)
Note that
E
∣∣∣∣∣
T∫
0
[
f
(
xε(s), xε(s − τ ), rε(s))− f (x(s), x(s − τ ), r(s))]ds∣∣∣∣∣
2
 E
∣∣∣∣∣
l∑
i=1
mi∑
j=1
T∫
0
f
(
xε(s), xε(s − τ ), si j
)[
I{rε(s)=si j} − μij I{rε(s)=i}
]
ds
∣∣∣∣∣
2
+ E
∣∣∣∣∣
l∑
i=1
mi∑
j=1
T∫
0
f
(
xε(s), xε(s − τ ), si j
)
μij[I{rε(s)=i} − I{r(s)=i}]ds
∣∣∣∣∣
2
+ E
∣∣∣∣∣
l∑
i=1
mi∑
j=1
T∫
0
[
f
(
xε(s), xε(s − τ ), si j
)− f (x(s), x(s − τ ), si j)]μij I{r(s)=i} ds
∣∣∣∣∣
2
→ 0 as ε → 0. (4.26)
The ﬁrst term after the inequality sign in (4.26) goes to 0 by modifying the argument in [33, Lemma 7.14]; the next goes
to 0 by modifying the argument [33, Lemma 7.14] together with the weak convergence of rε(·) to r(·), and the Skorohod
representation; the term on the next to the last line of (4.26) goes to 0 by (4.24), the weak convergence of (xε(·), rε(·)) to
(x(·), r(·)), the Lipschitz continuity of f (x, y, r) in (x, y), and the Skorohod representation. Similarly, we can show
E
∣∣∣∣∣
T∫
0
[
g
(
xε(s), xε(s − τ ), rε(s))− g(x(s), x(s − τ ), r(s))]ds∣∣∣∣∣
2
→ 0 as ε → 0. (4.27)
Combining (4.26), (4.27), and (4.25), we arrive at
sup
0tT
E
∥∥xεt − xt∥∥2 → 0 as ε → 0. (4.28)
Fix any (ξ, ) ∈ CbF ([−τ ,0];Rn) × S and let ρ > 0 be arbitrary. Then  = si j for some i = 1, . . . , l and j = 1, . . . ,mi .
By (4.22), there exists a T > 0 such that
dG
(
P
(
(ξ, i), T , · × ·),π(· × ·))< ρ
3
, dG
(
P ε
(
(ξ, ), T , · × ·),πε(· × ·))< ρ
3
. (4.29)
On the other hand, for any F ∈ G and t ∈ [0, T ], |E F (xεt , rε(t)) − E F (xt , r(t))| → 0 as ε → 0 by using arguments as in
(4.26)–(4.28). This implies there is a ε˜ > 0, such that
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(
P ε
(
(ξ, ), T , · × ·), P((ξ, i), T , · × ·))< ρ
3
, (4.30)
as long as ε < ε˜. Using (4.29), and (4.30), we derive
dG
(
πε(· × ·),π(· × ·)) dG(P ε((ξ, ), T , · × ·),πε(· × ·))+ dG(P((ξ, i), T , · × ·),π(· × ·))
+ dG
(
P ε
(
(ξ, ), T , · × ·), P((ξ, i), T , · × ·))< ρ
3
+ ρ
3
+ ρ
3
= ρ,
as desired.
We shall give an example to illustrate our theory:
Example 4.8. Let rε(·) be generated by
Γ ε = 1
ε
Γ˜ + Γ̂ = 1
ε
⎛⎜⎝
−2 0 2 0
0 −3 0 3
1
2 0 −1 12
0 12
1
2 −1
⎞⎟⎠ ,
here we set Γ̂ = 0. Then the stationary distribution is μ = (3/29,2/29,12/29,12/29). Consider a one-dimensional equation
dxε(t) = f (xε(t), rε(t))dt + g(xε(t − τ ), rε(t))dB(t), (4.31)
where
f (x,1) = 1
2
x+ 29
32
, g(x,1) = −29
8
sin x+ 0.5,
f (x,2) = −319
64
sin x− 29
32
, g(x,2) = −29
8
x+ 3,
f (x,3) = −4
3
x+ 1
32
, g(x,3) = 29
48
sin x+ 1,
f (x,4) = 29
32
sin x− 1
32
, g(x,4) = 29
32
x+ 2.
The limit equation is
dx(t) =
[
−1
2
x(t) + 1
32
sin x(t) + 1
32
]
dt +
[
1
8
(
x(t − τ ) − sin x(t − τ ))+ 1.5]dB(t).
Let V (x) = U (x) = x2. Then
LV (x)−31
32
x2 + 3
32
y2 + 6.875
and
LV (x)−31
32
(x− y)2 + 2
32
(z1 − z2)2.
Moreover, the other conditions are satisﬁed. Therefore, xε(t) is stable in distribution.
5. Further remarks
This work has been devoted to stability of regime-switching stochastic delay systems. In our formulation, the switching
component has a large state space that is nearly completely decomposable to several subspaces. Within each subspace,
the process undergo frequently variations, whereas from one subspace to another the switches are relatively infrequent.
To reduce the computational complexity, one uses a two-time-scale formulation. Under suitable conditions, we have shown
that if the limit system is stable, then the original system is also stable. To obtain the results, we have used a perturbed
Lyapunov function approach.
For future research, one may consider LaSalle type invariance theorems. In addition, associated with stable in distribution,
it will be interesting and important to study the ergodicity of the underlying process.
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