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Abstrakt
Tato diplomova´ pra´ce se zaby´vala plazmonicky´mi ante´nami pro infracˇervenou oblast spek-
tra elektromagneticke´ho za´rˇen´ı. K hleda´n´ı zes´ılen´ı pole bylo pouzˇito FDTD (Finite-
Difference Time-Domain Method) simulac´ı. Podle ocˇeka´va´n´ı byla shleda´na linea´rn´ı za´vislost
rezonancˇn´ı vlnove´ de´lky na de´lce rame´nka platinove´ ante´ny na krˇemı´kove´m povrchu.
Diplomova´ pra´ce se take´ zaby´vala vy´robou ante´n pomoc´ı fokusovane´ho iontove´ho svazku
(FIB) a na´sledny´m meˇrˇen´ım rezonancˇn´ıch vlastnost´ı pomoc´ı mikroskopicke´ metody FT-IR
(Fourier Transform Infrared Spectroscopy). Posun rezonancˇn´ı vlnove´ de´lky byl registrova´n
pouze pro negativn´ı ante´ny. Nakonec se tato pra´ce zaby´vala vysveˇtlen´ım saturace krˇivky
za´vislosti rezonancˇn´ı vlnove´ de´lky na rozmeˇru rame´nka platinove´ ante´ny na substra´tu ze
SRONu (silicon-rich oxynitride).
Summary
The diploma thesis deals with the field of infrared plasmonic antennas. To find surface
plasmon polaritons (SPP) field enhancement the Finite-Difference Time-Domain Method
(FDTD) simulations were done. As expected, the linear relation between the resonant
wavelengths and length of antenna rods was found for the antennas made of platinum
on a silicon substrate. In addition, the thesis reports on measurements of their resonant
properties by the fabrication of antennas by the Focused Ion Beam (FIB) technique and
the microscopic Fourier Transform Infrared Spectroscopy (FT-IR). In case of antennas
fabricated by FIB only the resonant wavelength shift of reflection spectra for negative
antennas were observed. Finally, the thesis tries to explain the ”freezing” of resonant
wavelengths for Pt antennas fabricated on silicon-rich oxynitride (SRON) substrates.
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Chapter 1
Introduction
As the silicon computer technologies slowly reach their physical limits, different ap-
proaches are sought to allow their continual improvements. The rapid development of
information science puts ever-increasing demands on information transfer. Nowadays,
the generation and transfer of information are realized by electrons and holes. However,
the high-frequency computer technologies are limited by the mobility of electrons and
holes and the thermal noise. New disciplines like photonics and plasmonics are aimed at
solving this problem. The innovations demand new technologies approaching to nano-
scale dimensions with the free-dissipation of energy.
The energy-dissipation and speed of information transfer are the main tasks of im-
provements. The plasmonics, as the topic of this diploma thesis, seems to be the solution.
Plasmonics is a relatively new discipline, which deals with the collective oscillations of
electrons at metallic surfaces. The oscillation energy quants are described by surface
plasmon polaritons (SPP). The electromagnetic waves in the form of surface plasmon
polaritons may propagate along the surface.
In applications, the propagation is required only in the chosen directions. The mixture
of mechanical and electromagnetic excitations propagating along the surface can be uti-
lized in this problem. Moreover, the transition between the light and the surface collective
excitations is the subject of development. This can be done by plasmonic antennas, for
instance. These antennas have a brief history, primarily for the fabrication difficulties.
Their dimensions fall into sub-micron areas. The problem of infrared antennas is discussed
in this diploma thesis.
The fundamentals on the electromagnetic field and optical properties are described in
Chapter 2. The conditions of wave propagation along the flat interface/s are discussed in
Chapter 3. The sphere as the simplest approximation of antennas is discussed in Chapter 4
by the quasi-static approximation. However, this approximation is acceptable only under
specific conditions. Therefore, we extend our discussions to the more general Mie theory
in Chapter 5. The optical response of materials is briefly discussed in Chapter 6.
The problem of infrared plasmonic antennas is outlined in Chapter 7. The part on
fabrication and measurements of antennas in Chapter 8 precedes Chapter 9 depicting the
simulations of positive antennas of platinum on a silicon substrate. An interesting topic
of ”freezing” of the resonant wavelengths for antennas on substrates of SRON is discussed
in Chapter 10. In addition to experiment this effect has been also obtained by application
of the Mie theory for sphere surrounded by SRON media.
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Chapter 2
Theory of Electromagnetic Field
In this chapter, the issue related to Maxwell’s equations is addressed. Consequently, we
pay attention to relations between the phenomenological quantities of the electromagnetic
field. The Lorentz microscopic quantities are also mentioned. Since we are interested in
the linear systems preferentially, we describe the response of the linear system, as well.
2.1 Maxwell’s Equations
Firstly, let us discuss Maxwell’s equations [1], [2], [3] (pages 317-322) and the fundamental
properties of a macroscopic system. The macroscopic Maxwell’s equations have (in SI)
the following form
- the Gauss’s law for the electric field
∇ ·D = ρf , (2.1)
- the Gauss’s law for the magnetic field
∇ ·B = 0 , (2.2)
- the Faraday’s law
∇× E = −∂B
∂t
, (2.3)
- the Ampere-Maxwell law 1
∇×H = Jf + ∂D
∂t
. (2.4)
These equations constitute the interplay of both the fields: the electric and the mag-
netic. The participating quantities are the electric intensity E, the dielectric displacement
D, the magnetic induction B and the magnetic intensity H with the free charge density
ρf and the current density of the free charges Jf . Moreover, we can use the equations
D = ε0E+P = ε0εrE , (2.5)
1The Ampere-Maxwell law is occasionally called the Ampe`re’s circuital law with Maxwell’s correction.
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H =
1
µ0
B−M , (2.6)
where ε0 and µ0 are the electric permittivity and the magnetic permeability of vacuum,
respectively. The relative permittivity εr will be discussed in detail later in Chapter 6. If
we insert Equations (2.5) and (2.6) into Maxwell’s equations, the solving of the electro-
magnetic field is reduced into the finding of the quantities E and B alone.
To simplify the task, we will study only the nonmagnetic materials, where M → 0.
We take into account only the electric polarization, and we limit ourselves to the electric
dipole moment 2 of the linear system.
Comparing the relevant literature we can find an ambiguity in the interpretation of
external, induced and free charges. The interpretation of these terms is profoundly dis-
cussed in [5] (pages 124-125) and [20] (pages 271-273). In principle, the electric dipole
moment is related to the internal charge density by ∇ · P = −%int. Therefore, while
applying ∇ ·D = %f , we acquire ∇ ·E = %totε0 . Furthermore, the problem is involved with
the theory of the electrostatic screening [20] (280-283).
Lorentz supplemented the macroscopic Maxwell’s equations by the following micro-
scopic material relations
Jf = σE , (2.7)
P = ε0χE , (2.8)
H =
1
µ0µrel
B , (2.9)
where σ is the electric conductivity, µrel is the relative permeability and χ is the electric
susceptibility 3. The susceptibility characterizes how simply can be the material polar-
ized. These constants depend on the chosen material and for simplicity they are assumed
as independent on the intensity of the field. The material always will be considered as
an isotropic and homogeneous, thus σ, µrel and χ are independent on direction and place
in the material. Equations (2.5) to (2.9) are the fundamental relations which are valid
for the common environment. More detailed relations describing the material properties
more precisely require the construction of the special models of material. Since we will
investigate the optical properties of the metallic and dielectric surfaces, we need to utilize
the Drude model 6.1 and the Lorentz model 6.2.
From the mathematical point of view, Maxwell’s equations represent the partial differ-
ential equations of the first order. If we want to compute these equations, we are restricted
2The vector of the electric polarization P is the volume density of the dipole moments. The dipole
moment is defined as p = ed, where d is a vector between the positive and the negative charge, e is
the electric charge.
3In order to understand the relations between the electric induction D, electric polarization P
and the electromagnetic quantities, we can take into consideration the equation
D = ε0E+P = ε0E+ ε0χE = ε0E(1 + χ) = ε0εrE ,
where εr = 1 + χ.
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by the boundary conditions [4]
(D2 −D1) · n = %ext , (2.10)
(B2 −B1) · n = 0 , (2.11)
n× (E2 − E1) = 0 , (2.12)
n× (H2 −H1) = K , (2.13)
where n is the normal vector which is pointing from the boundary area. The %ext is called
the free charge area density and Kext is the free current.
2.2 Time Harmonic Field
The mathematical description of the simplest oscillation is represented by a harmonic
function. We assume the time harmonic 4 electric field as
E = E0 e−iωt , (2.14)
where ω is the angular frequency. Let us substitute 5 such a function of the electric
intensity together with the microscopic material relations (2.7) to (2.9) for the relevant
symbols in Maxwell’s equations (2.1) to (2.4). We acquire
∇ ·D = 0 , (2.15)
∇ ·H = 0 , (2.16)
∇× E = iµωH , (2.17)
∇×H = −iεωE , (2.18)
where ε expresses the complex permittivity
ε(k, ω) = ε0 (1 + χ(k, ω)) + i
σ(k, ω)
ω
, (2.19)
more simply
εr(ω) =
D(ω)
ε0E(ω)
= 1 +
P (ω)
ε0E(ω)
. (2.20)
The particular quantities depend on frequency. Owing to the relation D = ε0εrE,
the equation (2.15) may be fulfilled as for E = 0 as for εr = 0. The dependence on
k is neglected in the following text.
We encounter with the definition of real permittivity defined by ε = ε0εr = ε0(1 + χ).
The electric susceptibility χ reflects the description of the response of the bound charges
4The harmonic function has to, according to [6] (pages 29-32), correspond with the Laplace equation.
The harmonic function has to fulfil the condition of equilibrium ∂f(x,y)∂x2 +
∂f(x,y)
∂y2 = 0. We can define
the analytical function by the harmonic functions. An analytical function A(z) (for z ∈ C) can be
expressed as f(z) = f1(x, y) + if2(x, y), where x, y ∈ R and f1(x, y), f2(x, y) are the harmonic functions.
The term: harmonic function is thoroughly illustrated in [9] (chapter: Skala´rn´ı vlna a jej´ı matematicky´
popis, pages 10-19).
5The insertion of such a harmonic relation is understood as the substitution of the Fourier image of
the partial derivation by the time, so that −iω.
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to the driving field. Consequently, the permittivity determines the electric polarization.
The electric conductivity σ describes the contribution of the free charges to the current
flow. The quantities ε and σ are the complex functions in Equation (2.19). The derivation
of Equation (2.19) is shown in the footnote 6 in response to (2.18). During the derivation,
we presumed the perpendicularity of the vectors k, D and B.
Equation (2.19) is the general expression of the dielectric function [Fm−1] in a homo-
geneous isotropic space. The dependence on k 7 may be going to the limit of k = 0. The
approximation is valid since the wavelength λ is significantly longer than the characteristic
dimensions in the material.
2.3 Frequency Dependent Quantities
We have derived the complex electric permittivity (2.19) only for the monochromatic
waves. However, we basically encounter with non-monochromatic waves in the nature.
The aim of this section is to describe the response function of the material to the non-
monochromatic waves. We have to use the mathematical apparatus called the Fourier
transform for solving this problem.
2.3.1 The Fourier Transform
Let us have the real function dependent on time f(t). The Fourier transform is defined
in [7] (chapter: Fourierova transformace), [10], [8], [22]. The Fourier transform F(ω) of
the function f(t) is defined [22] by the integral
FT{f(t)} = F(ω) =
∫ +∞
−∞
f(t)e−iωtdt . (2.21)
The inverse Fourier transform is defined by
FT−1{F(ω)} = f(t) = 1
2pi
∫ +∞
−∞
F(ω)eiωtdω . (2.22)
The functions f(t) and F(ω) are considered as absolutely integrable (on piecewise smooth)
complex functions of the real variables t and ω, respectively.
The constants in the definition of the Fourier transform are presumed differently
in the skilled texts. The constants A, B, k in the Fourier transform are defined by
Gibbs and Laue in 1920 firstly 8, but the constants are defined by A = k = 1 ∧ B = 12pi
in the solid state physics.
The Fourier transform constitutes the enlarged theory and it is used in various ap-
plications. The choice of the recommended literature depends on the application we are
6
∇×H = σE+ ∂(ε0E+P)
∂t
=
P = ε0χE = σE− iε0ωE− iε0χωE = −iωE(ε0(1 + χ) + iσ
ω
)
7The dielectric function ε is the function of the frequency ω and the wave vector k of the electromag-
netic field.
8Gibbs and Laue defined the relation between the constants in the Fourier transform as AB = k2pi .
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interested in. The works [7], [9] and the books [10], [11] are suitable in our case.
The plane wave expanding in the direction of the wave vector k, has the form
f(x) = f0 e−i(ωt−k·r) (r is the pointing vector) in the whole text. Hence, it is the wave
propagating in one direction having the same phase in the perpendicular plane to k and
the amplitude identical in the whole defined space.
The advantage of the Fourier transform results from that we can everyone time-
dependent function 9 express as a superposition (linear combination) of the time harmonic
functions ∼ exp (−iωt).
If we want to calculate Maxwell’s equations with the non-monochromatic field E(t),
the distribution of this non-monochromatic field into the Fourier harmonic components
is suitable at most. Consequently, we use the sum of the Fourier harmonic components
in Maxwell’s equations.
We will describe the propagation of the non-monochromatic wave in the environ-
ments distinct from vacuum. In the environments showing the frequency dispersion,
the monochromatic waves are propagated with different speeds. The frequency disper-
sion of the material results in the disintegration of the wave packet, because the non-
monochromatic wave (the wave packet) represents the superposition of the monochromatic
waves with different speeds of propagation (vide supra).
Let us presume the environment with µr = 0 and %f = 0. Moreover, let us make
the Fourier transform of Maxwell’s equations (2.1) to (2.4). We acquire
∇ · D(ω) = 0 , (2.23)
∇ · B(ω) = 0 , (2.24)
∇× E(ω) = iµωB , (2.25)
∇×H(ω) = Jf (ω)− iωD(ω) , (2.26)
where D(ω), B(ω), E(ω), H(ω), Jf (ω) are the Fourier transforms of the electric displace-
ment, magnetic induction, electric intensity, magnetic intensity and the current density,
respectively. The response depends only on the past states in the frequency dispersive
environment, i.e. it depends on the history by the causality principle.
We may do the Fourier transform also at the microscopic material relations
Jf (ω) = σE(ω) , (2.27)
P(ω) = ε0χ(ω)E(ω) , (2.28)
B(ω) = µ0µrel(ω)H(ω) . (2.29)
In Equations (2.27) to (2.29), the Fourier transforms of every from Jf (ω), P(ω), B(ω)
correspond to the Fourier transform of convolution of every from E(ω), χ(ω), µrel(ω)
and H(ω).
2.3.2 Convolution of Linear System
Equations (2.27) to (2.29) constitute the product of the Fourier transforms. To do the in-
verse Fourier transform means to use the convolution theorem.
9The time-dependent function is the wave packet.
18 CHAPTER 2. THEORY OF ELECTROMAGNETIC FIELD
The convolution and the response of the linear system is explained in [10] and also
in [7] (chapter: Konvoluce a Fourierova transformace konvoluce. Korelace, autokorelace).
The convolution is valid for the linear isoplanar systems. The conditions for use of the
convolution is fulfilled in our linear system in our problems. The convolution is defined
by
f2(t) = f1(t) ∗ h(t) =
+∞∫
−∞
f1(t
′)h(t− t′)dt′ , (2.30)
where f1(t) is the input function (signal), f2(t) the output function (signal) and h(t− t′)
is the impulse response of the system. Moreover, the Fourier transform of the convolution
of the functions is the product of the Fourier transformations of the particulary functions.
We are interested in the relation
P(t) = ε0χ(t)E(t), (2.31)
since we postulate the optical properties dependent on the polarization. If we do the Fourier
transform of this equation we acquire Equation (2.28).
However, the right side of Equation (2.28) expresses the Fourier transform of the con-
volution 10. If we want to find the convolution, we do the inverse Fourier transform of
Equation (2.31) and we acquire
P(t) =
∞∫
−∞
G(t− t′)E(t′)dt′ , (2.32)
where E(t′) is the input signal, P(t) is the output signal and G(t − t′) is the impulse
response. Also, there the equation G(t) = 12pi
∞∫
−∞
ε0χ(ω)eiωtdω holds.
Thus, a frequency-dependent susceptibility χ(ω) causes that the polarization P at time
t depends on the history of electric intensity. If we turn off the electric intensity, the po-
larization does not fall to zero immediately, but it takes time.
10The Fourier transform of the convolution is the product of the Fourier transforms [10] of particular
functions (convolution theorem). The equation of that relation may include the constant.
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Chapter 3
Electromagnetic Waves in
Environments
The chapter describes the solution of Maxwell’s equations both in a homogeneous isotropic
environment and at an interface. We will derive the electromagnetic wave propagating
along the interface between a dielectric medium and a metallic one. The existence of
the surface waves requires a condition on the relation between the dielectric functions
(permittivities) of the both materials. That localized waves are expressed by surface
plasmon polaritons (see Section 6.5).
3.1 Wave Equation in Homogeneous Isotropic Envi-
ronment
The Maxwell’s equations include the coupling between the electric intensityE and the mag-
netic induction B (see Section 2.1). The coupling may be expressed via the specific rules
and conditions, consequently.
We choose the way of solving 1, in which the Faraday’s equation is multiplied by
the operator ∇× from the left side
∇×∇× E = −∂(∇×B)
∂t
. (3.1)
The equation contains the Maxwell part of the Ampere-Maxwell equation (∇ × H =
Jf + ∂D∂t ) on the right side. Our analysis is restricted by the condition that Jf = 0. Thus,
we express left side of Equation (3.1) only by the the electric induction
∇×∇× E = −µ0∂
2D
∂t2
. (3.2)
Consequently, we utilize the differential identity 2 ∇×∇×E = ∇(∇ ·E)−∇2E and
the formula for the derivative of the product of two functions ∇ · (εE) = E · ∇ε+ ε∇ ·E.
1There is also a different way in which we derive the Faraday’s equation by time. Consequently, we
put the result into Maxwell’s equation with the term E˙.
2We use the well known vector identity A × (B × C) = B(A · C) − C(A · B). Further, because of
C(A ·B) = (A ·B)C, it is possible to express this equation differently A×(B×C) = B(A ·C)−(A ·B)C.
After the substitutions A = ∇×, B = ∇× and C = E, the equation has a new form ∇ × (∇ × E) =
∇(∇ ·E)−∇2E.
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We adjust this equation by dividing by ε and we acquire
∇ · (εE)
ε
=
E · ∇ε
ε
+∇ · E ,
where ε 6= 0. This equation may be expressed (by separation of ∇ · E) as
∇ · E = ∇ · (
D︷︸︸︷
εE )
ε
− E
ε
· ∇ε ,
where ∇ ·D = %f = 0, thus the equation is simplified to
∇ · E = −E
ε
· ∇ε .
Therefore, Equation (3.2) yields to
∇
(
−1
ε
E · ∇ε
)
−∇2E = −µ0ε0ε∂
2E
∂t2
. (3.3)
In environments where ∇ε = 0 is valid, we get the wave equation
∇2E− ε
c2
∂2E
∂t2
= 0 , (3.4)
where c = 1/
√
µ0ε0 is the speed of light in vacuum.
By separating the separation of variables method E(r, t) = E(r)e−iωt, we can write
the wave equation as
∇2E+ k20εE = 0 , (3.5)
where k0 = ω/c is the wave number in vacuum 3. Equation (3.5) is called the Helmholtz
equation 4.
3.2 Fundamental Theory of Optical Constants
Let us discuss the general optical properties of the environment. The history of explaining
of optical constants is very long. It began by the explanation of the refraction of light
[16]. The dielectric function defined by (2.19) is the general expression of the dispersion
in the environment. While the dispersion relation is a light line in vacuum, the dispersion
function may have 5 a different shape in the environment distinct from vacuum. An in-
stance of the dispersion relation is shown in the Figure 6.1, it is the dispersion relation of
the plasma environment.
We defined k0 = ω/c in (3.5). Let us assume the index of refraction as n = c/v (by
applying the energy conservation in the solution of Maxwell’s equations at the interface
[17] (pages 10-13) [18]) where v is the speed of light in the environment. Therefore,
v =
c
n
=
c√
εrµr
(3.6)
3The wave number k0 is the quantity of the wave vector in vacuum.
4The Helmholtz equation is not accepted only for the scalar waves in isotropic homogeneous environ-
ment [9] (chapter: Opticka´ difrakce jako prˇenos linea´rn´ım syste´mem, page 117-120).
5The function of the dispersion is usually the curve distinct from the line.
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is valid for homogeneous isotropic environments distinct from vacuum. We note, that we
de not distinguish the terms: the permittivity and the dielectric function in the following
text. We express
N(ω) = n(ω) + iκ(ω) , (3.7)
where n(ω) is the index of refraction (refractive index [17] (page 13) [19]) and k(ω) is
the extinction coefficient. It yields to
ε(ω) = N2 = (n+ iκ)2 = n2 − κ2︸ ︷︷ ︸
ε′
+2inκ︸︷︷︸
iε′′
= ε′(ω) + iε′′(ω) , (3.8)
therefore
n2 =
ε′
2
+
1
2
√
ε′2 + ε′′2 , (3.9)
κ =
ε′′
2n
. (3.10)
The reflectance R is derived by the Fresnel coefficients [17]
R =
(n− 1)2 + κ2
(n+ 1)2 + κ2
. (3.11)
Instead of k20 Equation (3.5) holds k
2 = k20ε in the environment distinct from vacuum;
i.e.:
k2 =
ω2
c2
ε =
ω2
c2
n2 =
ω2
v2
. (3.12)
As shown in Table 3.1, these numbers might be different values of quantities involved
reflecting physical situations.
Table 3.1: The Table describes the possibilities of ε, ω and k.
ε > 0 ω ∈ R ∧ k ∈ R the wave propagates through medium
without attenuation, ε(k, ω) = k
2c2
ω2
.
ε < 0 ω ∈ R ∧ k ∈ C the wave is damped.
3.3 Kramers-Kronig Relations
The Kramers-Kronig relations [19] (pages 30-35), [20] (pages 308-311) [19] is called the in-
tegral relation between the real and imaginary part of the dielectric function 6. We utilize
the Cauchy formula from the mathematics. To use this formula we need to know the real
(imaginary) part of the dielectric function at full range of frequencies. The response of
6In fact, the Kramers-Kronig relation describes also the relation between the real and imaginary part
of the index of refraction as shown consequently.
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a damping linear system may be expressed as the superposition of responses of the sys-
tem of damped harmonic oscillators. We define g(ω = ω′ + iω′′) as an analytical function
at and in the integrative curve C. Therefore∮
g(Ω)
Ω− ωdΩ = 0 , (3.13)
holds if ω lies outside the curve C. The integrative curve and its area can not include ω. If
the curve is enlarged Ω→∞, the function g(Ω) goes on Ω−α, where α ≥ 1. Consequently,
we can write ∞∮
−∞
g(Ω′)
Ω′ − ωdΩ
′ = ipig(ω) . (3.14)
Therefore,
g(Ω) = Re{g(Ω)}+ iIm{g(Ω)} . (3.15)
If we insert the relation (3.15) into Equation (3.14), we get
Im{g(ω)} = − 1
pi
∞∮
−∞
Re{g(Ω)}
Ω− ω dΩ , Re{g(ω)} =
1
pi
∞∮
−∞
Im{g(Ω)}
Ω− ω dΩ . (3.16)
Moreover, if Re{g(−ω)} = Re{g(ω)} and Im{g(−ω)} = −Im{g(ω)} stand, we acquire
Im{g(ω)} = −2ω
pi
∞∮
−∞
Re{g(Ω)}
Ω2 − ω2 dΩ , Re{g(ω)} =
2
pi
∞∮
−∞
ΩIm{g(Ω)}
Ω2 − ω2 dΩ . (3.17)
Since we study the linear environments, the susceptibility defined by Equation (2.31) and
its dielectric function fulfil the mathematical requirements for g(ω). Hence, we can replace
g(ω) by the relative permittivity εr(ω) = ε′(ω)− 1 + iε′′(ω). Therefore,
ε′′(ω) = −2ω
pi
∞∮
0
ε′(Ω)− 1
Ω2 − ω2 dΩ , ε
′(ω)− 1 = 2
pi
∞∮
0
Ωε′′(Ω)
Ω2 − ω2dΩ . (3.18)
As we have succeeded in the derivation of the Kramers-Kronig relations for the dielectric
function, we may succeed in the derivation of the Kramers-Kronig relations for the index
of refraction (3.7)
κ(ω) = −2ω
pi
∞∮
0
n(Ω)− 1
Ω2 − ω2 dΩ , n(ω)− 1 =
2
pi
∞∮
0
Ωκ(Ω)
Ω2 − ω2dΩ . (3.19)
3.4 Propagation of Waves along an Interface
Maxwell’s equations have an infinite amount of solutions in the homogeneous isotropic
space. If we impose some conditions, we acquire the particular solutions. Similarly to
the mathematical problems also in this application, we utilize boundary conditions 7.
7There are more types of boundary conditions mentioned in Section 9.1.
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The solution may become very interesting, if the emphasis is placed on the wave propaga-
tion almost lacking energy dissipation. In addition, we may require a specific environment,
where the wave propagation is possible only in the chosen direction. This is the case of the
electromagnetic wave propagating along the interface between a dielectric and a metal,
as shown in the following text. The literature [21], [23] (pages 153-159) describes this
problem in detail and this section will follow them.
3.4.1 Wave Equation at an Interface
We will investigate the conditions for propagation of the wave along an interface. Figure
3.1 illustrates the geometry setup.
Figure 3.1: The geometry of the problem. The top area is the surface. The orientation
of the axes x, y, z is in the anti-clockwise sense. The layers are spread to infinity in x-
and y- axes.
We realize the factorization of E(x, y, z, t) by the separation of variables as shown
in [15]. Thence, the function E(x, y, z, t) is expressed as a product of the separated
functions of space E(x, y, z, t) = E(z)eiβx 8, where β ∈ C is the propagation constant in
x direction 9.
If we use such a relation in the wave Equation (3.5) 10, we obtain
∂2E(z)
∂z2
+ (k20ε− β2)E(z) = 0 . (3.20)
The wave equation is expressed only for the electric field E. Our aim is to formulate
also the magnetic field H. We succeed in this problem by taking into consideration the
Faraday’s law and the Ampere-Maxwell law.
We presume the time harmonic propagating fieldH. From the Faraday’s law we obtain
∂Ez
∂y
− ∂Ey
∂z
= iωµ0Hx , (3.21)
∂Ex
∂z
− ∂Ez
∂x
= iωµ0Hy , (3.22)
∂Ey
∂x
− ∂Ex
∂y
= iωµ0Hz , (3.23)
8We explore the function E in axis z. We presume, that the function E(x, y, z, t) is independent on y
direction (E(y)
def
= 1), consequently we assume the wave propagating along x axis, so the function has
the form E(x) = eiβx.
9For the propagation without damping, β ∈ R must hold.
10 ∂2E
∂z2 +
∂2E
∂x2 +
∂2E
∂y2 + k
2
0εE =
∂2E(z)
∂z2 + (iβ)
2E(z) + 0 + k0
2εE(z) = 0
24 CHAPTER 3. ELECTROMAGNETIC WAVES IN ENVIRONMENTS
and from the Ampere-Maxwell law we acquire
∂Hz
∂y
− ∂Hy
∂z
= −iωε0εEx , (3.24)
∂Hx
∂z
− ∂Hz
∂x
= −iωε0εEy , (3.25)
∂Hy
∂x
− ∂Hx
∂y
= −iωε0εEz . (3.26)
Now, we take into account the behavior of the field in directions of the axes x, y, z.
Therefore, we insert ∂
∂x
= iβ and ∂
∂y
= 0. The number of the equations has not changed,
however their form is simpler
∂Ey
∂z
= −iωµ0Hx , (3.27)
∂Ex
∂z
− iβEz = iωµ0Hy , (3.28)
iβEy = iωµ0Hz , (3.29)
∂Hy
∂z
= iωε0εEx , (3.30)
∂Hx
∂z
− iβHz = −iωε0εEy , (3.31)
iβHy = −iωε0εEz . (3.32)
These equations form the system which has two self-consistent solutions. The solu-
tions differ in polarization of the field. Thus we get the transversal magnetic mode and
the transversal electric mode.
I. Transversal Magnetic Mode (TM or p 11 polarization). There are only Ex, Ez
and Hy components of the electromagnetic field. From Equations (3.30) and (3.32),
we express the electric intensity
Ex = −i 1
ωε0ε
∂Hy
∂z
, (3.33)
Ez = − β
ωε0ε
Hy . (3.34)
We insert these equations into (3.28) and we get the transversal magnetic field
∂2Hy
∂z2
+ (k20ε− β2)Hy = 0 , (3.35)
which is the wave equation, indeed.
II. Transversal Electric Mode (TE or s 12 polarization). From (3.27) and (3.29), we
express the magnetic field components
Hx = i
1
ωµ0
∂Ey
∂z
, (3.36)
Hz =
β
ωµ0
Ey . (3.37)
11From German ”parallel”.
12From German ”senkrecht”, i.e.: perpendicular.
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Both the equations are inserted into (3.31) and we obtain the wave equation for Ey
∂2Ey
∂z2
+ (k20ε− β2)Ey = 0 . (3.38)
3.4.2 Wave Propagation Through Insulator - Metal Interface
Let us solve Equations (3.33) to (3.38) for a planar geometry of the interface. The exis-
tence of the solution is fulfilled only for the specific material conditions of the interface.
Such conditions are met for the interface between the insulator with the dielectric con-
stant ε2 (no absorbtion) and the metal with the dielectric function 13 ε1(ω).
The wave is propagating in x direction. The dielectric function changes in z direction
in the following way: there is an insulator with the dielectric constant ε2 for z > 0 and
the metal with the dielectric function ε1(ω) for z < 0.
We will solve the problem in two different modes, i.e.:
I. the transversal magnetic mode (TM) and
II. the transversal electric mode (TE).
I. Transversal magnetic mode
We apply the equations valid for the transversal magnetic (TM) mode (3.33) to (3.35)
exactly for the planar geometry. Equation (3.35) is the differential equation, which for
z > 0 has the solution
Hy(z) = A2e
iβxe−k2z , (3.39)
where k2 is the damping constant of the medium. When this solution is put back into
Equations for the electric intensity (3.33) and (3.34), we acquire
Ex(z) = iA2
1
ωε0ε2
k2e
iβxe−k2z , (3.40)
Ez(z) = −A1 β
ωε0ε2
eiβxe−k2z . (3.41)
For z < 0, Equation (3.35) has the solution
Hy(z) = A1e
iβxek1z , (3.42)
where k1 is the damping constant of the metal. The electric field is described analogously
Ex(z) = −iA1 1
ωεoε1
k1e
iβxek1z , (3.43)
Ez(z) = −A1 β
ωε0ε1
eiβxek1z . (3.44)
We require the continuity of Hy, because we are concerned about the transversal
magnetic mode. Equations (3.39) and (3.42) have necessarily the same value at the
interface (z = 0). It occurs only on condition that A1 = A2. We need one extra condition:
13It is convenient to note the difference between the dielectric constant and the dielectric function.
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choice the continuity of the tangential component of the electric intensity Ex. It means
that the equation
iA
1
ωε0ε2
k2e
iβx
1︷ ︸︸ ︷
e−k2z = −iA 1
ωε0ε1
k1e
iβx
1︷︸︸︷
ek1z ,
is valid for A = A1 = A2, i.e.:
k1
ε1
= −k2
ε2
. (3.45)
It is very important relation. One should know that the conditions k1, k2 > 0 were
presumed. Moreover, if we suppose the positive real value of the dielectric constant
(ε2 > 0), Equation (3.45) is fulfilled 14 only for Re[ε1] < 0. Such values of the dielectric
function (ε1) are valid for the environment which may be described the Drude model 6.1
(e.g.: for a metal) on condition that the frequencies are below the plasmon frequency 6.5.
We note that the more universal law says that the propagation along the interface is
possible only for the materials with the different signs of the real parts of the permittivities.
The above mentioned condition defined by Equation (3.45) can be put in Equations
(3.39) and (3.42). Both the equations are the solutions of Equation (3.35). Let us start,
for example, with Equation (3.39)
∂2A2eiβxe−k2z
∂z2
+ (k20ε− β2)A2eiβxe−k2z = 0 , (3.46)
k22Hy + (k
2
0ε2 − β2)Hy = 0 , (3.47)
k22 + k
2
0ε2 − β2 = 0 , (3.48)
k22 = β
2 − k20ε2 , (3.49)
where ε = ε2 occurs for z > 0.
We obtain the similar equation for k1 using (3.42)
k21 = β
2 − k20ε1 . (3.50)
If we insert Equations (3.49) and (3.50) into (3.45), we acquire 15
β = k0
√
ε1ε2
ε1 + ε2
. (3.51)
At the surface plasmon frequency (6.20), where ε1 = −ε2 holds, the propagation constant
β goes to infinity. It is the general material condition of the propagating wave along
the interface.
14Because the damping coefficients k1 and k2 are considered positive in Equations (3.39) to (3.44).
15It is good to note that the equation can be written as
β(ω) = k0
√
ε1(ω)ε2
ε1(ω) + ε2
.
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The propagation constant β is generally complex. We may separate 16 its real and
imaginary parts
β′(ω) =
ω
c
√
ε1ε′2
ε1 + ε′2
, (3.52)
β′′(ω) =
ω
c
√(
ε1ε′2
ε1 + ε′2
)3
ε′′2
2ε′22
, (3.53)
where β′′ expresses the absorption.
II. Transversal electric mode
We apply the equations for the transversal electric (TE) mode (3.36) to (3.38) for
the planar geometry. Equation (3.38) is a differential equation, which for z > 0 has
the solution
Ey(z) = A2e
iβxe−k2z . (3.54)
When get this solution back into the equations for the magnetic induction (3.36), (3.37).
Therefore, we get
Hx(z) = −iA2 1
ωµ0
k2e
iβxe−k2z , (3.55)
Hz(z) = A2
β
ωµ0
eiβxe−k2z , (3.56)
where k2 is the damping constant in medium. For z < 0, Equation (3.38) has the solution
Ey(z) = A1e
iβxek1z . (3.57)
The magnetic field is described analogously
Hx(z) = iA1
1
ωµ0
k1e
iβxek1z , (3.58)
Hz(z) = A1
β
ωµ0
eiβxek1z , (3.59)
where k1 is the damping constant in metal. Since we consider the transversal electric mode
we require the continuity of Ey. Equations (3.54) and (3.57) have necessarily the same
value at the interface (z = 0). It is fulfilled only for A1 = A2. We hardly dispense without
the second condition. We will use the continuity of the magnetic induction component
Hx at the interface. Therefore
−iA 1
ωµ0
k2e
iβx
1︷ ︸︸ ︷
e−k2z = iA
1
ωµ0
k1e
iβx
1︷︸︸︷
ek1z ,
where A = A1 = A2. Hence
− Ak2 = Ak1 (3.60)
A(k1 + k2) = 0 . (3.61)
16On condition that ε′′1 < |ε′1| (see [28]).
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The damping coefficients k1 and k2 are always real 17. Therefore, Equation (3.61) is
only fulfilled for A = A1 = A2 = 0. The condition for the propagation of TE-polarized
wave does not exist.
Hence, surface plasmon polaritons only exist for the transversal magnetic (TM) mode!
3.4.3 Analysis of SPP Field
Let us analyse the field of surface plasmon polaritons (SPP).
In the direction perpendicular to the interface (direction of z axis ), the field has an
evanescent (exponential) shape 18. The evanescence is described by the damping constants
k1 or k2. The reciprocal values of them
δ(12)
=
1
k(12)
(3.62)
define the distances, in which the field drops to the value 1/e [21]. Equation (3.62) is also
the very important conclusion of this chapter, because the damping plays an important
role in surface plasmon polaritons and their applications. Moreover, according to [21],
the length in which the surface plasmon polaritons propagate in x direction is
L =
1
2Im{β} , (3.63)
after passing this distance, intensity of the field decreases to a value 1/e.
For the wave vectors with the size of the component parallel to the surface k‖ < a,
where a is the characteristic parameter:
- the field dampens at a relatively large distance from the interface. For this condi-
tion, the SPP field at the interface is formed by so called the Sommerfeld-Zenneck
waves (grazing-incidence light field). The propagation constant of surface plasmon
polaritons β is close to the constant of light k0‖ parallel to the interface.
For the wave vectors with the size of the component parallel to the surface k‖ > a:
- the field dampens at a relatively short distance from the interface. The Figure
3.2 expresses the field of surface plasmon polaritons. At surface plasmon frequency
ωsp, the propagation constant β defined by (3.51) goes to infinity (for ε1(ω) = −ε2)
under approximation Im[ε1(ω)] = 0. Consequently, the group velocity defined as
|vg| = dω/dk goes to zero (see Figure 6.5). Thus, the energy transport does not occur
[21] 19. The electromagnetic description becomes the electrostatic approximation.
We can consider the speed of light c as an infinite value 20. The (relativistic)
retardation of the field is negligible, in general. The material can be regarded as
17If the coefficients k1 and k2 were imaginary, than Equations (3.54) and (3.57) would have the form
of the propagating field along z axis, as well.
18Since we solved the planar interface and applied the plane wave, we get the evanescent shape.
19The energy transport is not coupled directly with the group velocity. In special materials we can
distinguish the energy transport from the condition defined by the group velocity. Our task allows to
connect the energy transport with the group velocity.
20The surface plasmon polaritons are called the surface plasmons in this approximation.
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the system of non-vibrating particles in the view of the solid state physics. In the
theory of the plasmonic materials, we can manage to analyse this problem by the
Drude model 6.1 and the Laplace equation.
Figure 3.2: The electromagnetic wave propagating along the interface are depicted in this
picture. The wave is of the transversal magnetic (TM) mode. The electric field is normal
to the surface. The field in the insulator has higher intensity compare to the intensity in
the metal.
3.5 System of Two Interfaces
The object of our interest – the plasmonic antennas are the metallic layer on the dielectric
substrate surrounded by air (see Figure 7.1). Literature [28], [23] analytically discusses
the problem of three layers of different materials infinite in x and y directions.
In z direction, the antenna has the composition of insulator – metal – insulator, and
in x direction it has the composition of metal – insulator – metal, where the dielectric
represents the air in the antenna gap (viz Chapter 7). If we require the space-truncation
at the antenna in x and y direction, the problem becomes highly complicated — the
confinement in x direction alone changes the meaning of the SPP propagation constant β.
Moreover, because the energy of surface plasmon polaritons is irradiated at the edges [28]
21, we must be careful in making approximations of this problem.
According to Section 3.4, we know that the surface plasmon polaritons propagate
on condition they are of transversal magnetic (TM) mode. Thus, the solution to the
problem is similar to the solution in Section 3.4. For z > a, the components of the field
are
Hy = Ae
iβxe−k3z , (3.64)
Ex = iA
1
ωε0ε3
k3e
iβxe−k3z , (3.65)
Ez = −A β
ωε0ε3
eiβxe−k3z , (3.66)
21The antenna may be approximated also by the ellipsoid, however, there are not the edges. Owing to
the fact, that surface plasmon polaritons emit on the edges of the antenna, to approximate the antenna
by the ellipsoid is maybe not a good idea. Nevertheless, the ellipsoid is one of the analytically solvable
objects.
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for −a < z < a, we have
Hy = Ce
iβxek1z +Deiβxe−k1z , (3.67)
Ex = −iC 1
ωε0ε1
k1e
iβxek1z + iD
1
ωε0ε1
k1e
iβxe−k1z , (3.68)
Ez = C
β
ωε0ε1
eiβxek1z +D
β
ωε0ε1
eiβxe−k1z , (3.69)
for z < −a, we acquire
Hy = Be
iβxek2z , (3.70)
Ex = −iB 1
ωε0ε2
k2e
iβxek2z , (3.71)
Ez = −B β
ωε0ε2
eiβxek2z , (3.72)
where k1, k2, k3 are the damping constants of the evanescent field (see Equation (3.62))
into the layers perpendicularly to the interface. The β is the propagation constant of
the surface plasmon polaritons. Now, we apply the boundary conditions at the individual
interfaces z = a and z = −a, where we require the continuity of Ex and Hy, indeed. For
the interface at z = a, we easily acquire
Ae−k3a = Cek1a +De−k1a , (3.73)
A
ε3
k3e
−k3a = −C
ε1
k1e
k1a +
D
ε1
k1e
−k1a (3.74)
and for the interface at z = −a, we get
Be−k2a = Ce−k1a +Dek1a , (3.75)
−B
ε2
k2e
−k2a = −C
ε1
k1e
−k1a +
D
ε1
k1e
k1a . (3.76)
Moreover, for the transversal magnetic mode is generally required
∂2Hy
∂z2
+
(
k20εi − β2
)
Hy = 0 (3.77)
while k2i = β
2−k20εi holds for i = 1, 2, 3. The equations form a system of linear equations
which results [21] in the dispersion relation
e−4k1a =
k1
ε1
+ k2
ε2
k1
ε1
− k2
ε2
k1
ε1
+ k3
ε3
k1
ε1
− k3
ε3
(3.78)
which can be simplified (on conditions k2 = k3 and ε2 = ε3) into
tanh(k1a) = −k2ε1
k1ε2
, (3.79)
tanh(k1a) = −k1ε2
k2ε1
. (3.80)
Equation (3.79) describes the odd (Ex is odd and Hy, Ez are even functions) modes and
Equation (3.80) describes the even modes (Ex is even and Hy, Ez are odd functions), that
is shown in Figure 3.3 [47].
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3.5.1 Insulator – Metal – Insulator Composition
Since we are interested in the insulator – metal – insulator composition (Figure 3.5), we
show the dispersion relation 3.3, containing two different ω for certain β
ω+ =
ωp√
1 + ε2
√
1 +
2ε2e−2βa
1 + ε2
, (3.81)
ω− =
ωp√
1 + ε2
√
1− 2ε2e
−2βa
1 + ε2
, (3.82)
see [21] (page 33). The equation is derived for large wave vectors β and negligible damping
(Im{ε1} = 0). If δ1 ∼ d (see ( 3.62)) where d is the thickness of the layer 1, we may hardly
neglect the interaction of surface plasmon polaritons on both the interfaces; whereas; in
the case of d→∞, we get [14] two dispersion curves separated by the band proportionate
to the difference between the dielectric functions of the dielectrics ε2 and ε3, as shown
in Figure 3.3. The problem is well discussed in [21], [23] (pages 155-159) and [28] (pages
24-29).
Figure 3.3: The dispersion relation for surface plasmon polaritons propagating along
the surface of the infinite metallic layer of the thickness d surrounded by vacuum. The
dashed lines represents ωs at the single interfaces. The ω+ curve represents the dispersion
relation of the high-frequency and ω− low-frequency modes (Equations (3.81) and (3.82),
respectively).
3.5.2 Truncation of Layers in x direction
Based on the fact that surface plasmon polaritons propagate in x direction (for example,
for the silver – insulator interface the propagation distance L = 12Im{β} ≈ 1080 µm at
λ0 ≈ 1.5 µm [21]), we may discuss the role of finite dimension of the layers in x direction
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Figure 3.4: The dispersion relation of surface plasmon polaritons at two interfaces between
dielectric 1 – metal – dielectric 2 (see Figure 3.5). The permittivities of the dielectrics are
conditioned by ε3 < ε1. There are two different modes of propagation marked ω+ (high-
frequency) and ω− (low-frequency). The ωs3−1 is the frequency of ω+ mode propagating
along the interface between the environments 3 and 1. The ωs2−1 is the frequency of the
mode ω− propagating along the interface between the environments 2 and 1. The curves
markedly separate at ω/ωp axis while increasing the distance between the interfaces [28]
(pages 25 - 29). The dotted lines represent the light lines in the environments 3 and 1.
Since the curve ω+ is between the light lines, surface plasmon polaritons at the interface
3-1 leak in the environment 2.
Figure 3.5: The composition of insulator – metal – insulator. The interfaces are at z = ±a.
Only ε1 is dependent on ω. The layers are spread to infinity along x and y axes.
(see Figure 3.6) with respect to the application in plasmonic antennas. The surface
plasmon polaritons may be, as waves, reflected at the boundaries.
We again have the insulator – metal – insulator composition (see Figure 3.6), however,
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we try to reveal, how surface plasmon polaritons behave on the layers restricted in x
direction 22. We will solve only the problem containing one separated rod (a half of the
antenna). We will solve the problem similarly to the waveguide , however, we consider
the surface waves. In the first step we assume (the approximation) that the boundaries
in the axis x have 100% reflectance. We should discuss the connection of modes between
the space with layers and the free space in future. It means that the reflectance becomes
the complex function.
Figure 3.6: The composition of insulator – metal – insulator. The interfaces are at z = ±a
and x = ±b. Only ε1 is dependent on ω. The layers are spread to infinity only in y axis.
Truncation of layers on condition of 100% reflectance
Since we presume the finite length in x direction, we may expect the quantization of
resonant frequencies in Figure 3.4.
In the case of 100% reflectance we immediately obtain the relation between the length
of one rod of antenna and the resonant wavelength
L =
jλ
2Neff (ω)
, (3.83)
where j = 1, 2, 3 . . . and Neff (ω) ∈ C is the effective refractive index 23 of the object and
Neff (ω) =
√
ε1ε2
ε1 + ε2
. (3.84)
Hence, we acquire
β =
2pi
λ
Neff (λ0) , (3.85)
where λ0 is the wavelength in vacuum. If we insert Equation (3.85) into (3.83), we get
β =
jpi
L
. (3.86)
22Despite the fact, the antenna is restricted also in y direction.
23Moreover, the effective index of refraction is related to the propagation constant β (see Equation
(3.51)).
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Consequently, since the relations between the propagation constant β and the damping
constant is generally known 24, we insert Equation (3.86) into (3.49) and (3.50). Therefore,
k21 =
j2pi2
L2
− k20ε1 , (3.87)
k22 =
j2pi2
L2
− k20ε2 . (3.88)
Now, we insert the equations for k21 and k
2
2 into Equations (3.79) and (3.80). Hence, we
acquire the equations
tanh
(
a
√
j2pi2
L2
− k20ε1
)
= −
ε1
√
j2pi2
L2
− k20ε2
ε2
√
j2pi2
L2
− k20ε1
, (3.89)
tanh
(
a
√
j2pi2
L2
− k20ε1
)
= −
ε2
√
j2pi2
L2
− k20ε1
ε1
√
j2pi2
L2
− k20ε2
, (3.90)
which are fulfilled only for the certain implicitly present wavelengths 25 at each certain
index j. For the solution of this non-linear equations we should utilize the mathematical
software.
3.6 Dipole-Dipole Interaction
The particular antenna rods may be assumed as the dipoles. Since the antenna rod
are close to each other, they can interact. It the first approach, the interaction can be
described by the dipole-dipole interaction.
Let us imagine two electric dipoles located closely to each other. The first dipole is
active and radiates an electric field. The second dipole is not active at the beginning,
consequently it becomes active upon external electric field.
The electric intensity of the first dipole is defined by
E1 =
1
2piε0
p1
r3
. (3.91)
If the field of the first dipole is strong enough 26, the second dipole p2 becomes polarized
and is p = αε0E, we get
p2 =
α2
2pi
p1
r31
. (3.92)
There is the difference of formulation between the polarizability α and the suscepti-
bility χ. The polarizability α is defined for one atom induced by the electric intenzity
p = αε0E. The susceptibility is defined for the environment. The energy of the induced
(second) dipole is U = −p2 · E1(r1(2)) = − α22piε0
p21
r6
.
24They are implemented in Equations (3.49) and (3.50).
25While we use Equations (3.79) and (3.80), we silently presume the substrate of the same dispersion
relation to the layer 3. It is not fulfilled in antennas, indeed.
26The field of the active dipole reaches to the second dipole.
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Sphere in Electrostatic Field
We will discuss the case when a metallic sphere is placed into electromagnetic field. It
will be shown that the field changes both inside and outside the sphere. The field change
depends on the ratio of the sphere size and the wavelength and, of course, on the dielectric
function of the sphere.
The electrostatic approximation as a sort of quasi-static approximation can be used
for the description of the sphere located in the electromagnetic field upon the condition
that λ  R. There is not the retardation τ of the field E(t − τ) and all parts of the
sphere ”sense” the same phase of the wave.
4.1 Spherical Coordinates
In Section 3.1, we have derived by applying the separation of variables metod that both
fields (electric and magnetic) can be found by solving two Helmholtz equations
∇2E+ k2E = 0 , (4.1)
∇2H+ k2H = 0 , (4.2)
where k2 = ω2εµ. Moreover, we know from Equations (2.15) to (2.18) that the fields are
divergence-free
∇ · E = 0 , ∇ ·H = 0 , (4.3)
and mutually dependent
∇× E = iωµH , ∇×H = −iωεE . (4.4)
The solution of the electrostatic field means to solve the Laplace equation
∇2E = 0 . (4.5)
The Laplace operator ∆ = ∇2 is the differential operator of the second order. It
is defined by ∇ × ∇× = ∇(∇·) − ∆. Its form depends on the choice of coordinates.
According to the geometry of our object we naturally choose the spherical coordinates.
However, the Laplace operator is usually applied on the scalar functions. By applying
the Laplace operator on the vector function f (e.g. E) we understand it in Cartesian
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coordinates as ∆f = ∂
2fx
∂x2
+ ∂
2fy
∂y2
+ ∂
2fz
∂z2
. In the spherical coordinates, the Laplace operator
is
∆f =
1
r
∂2
∂r2
(rf) +
1
r2 sin θ
∂
∂θ
(
sin θ
∂f
∂θ
)
+
1
r2 sin2 θ
∂2f
∂φ2
. (4.6)
If we presume the electrostatic approximation, we can solve only this equation, where
f = E. Our problem becomes more difficult, when we need to describe a frequency-
dependent environment. Consequently, we have to solve both Equations (4.4).
4.2 Solution to the Laplace Equation in Spherical Co-
ordinates
If we want to solve the problem of the sphere placed into an external field, the Laplace
equation in spherical coordinates should be used. The coordinates are
r - representing the distance from the sphere centre, where r ∈ (0;∞),
θ - representing the polar angle, where θ ∈ 〈0;pi〉,
φ - representing the azimuthal angle, where φ ∈ 〈0; 2pi〉.
The coordinates are depicted in the Figure 4.1.
Figure 4.1: Spherical coordinates r, θ, φ.
The spherical coordinates are in relation with the Cartesian coordinates as follows
x = r sin θ cosφ , (4.7)
y = r sin θ sinφ , (4.8)
z = r cos θ , (4.9)
with the Jacobian
J(r, θ, φ) =
∣∣∣∣∣∣∣
∂x
∂r
∂x
∂θ
∂x
∂φ
∂y
∂r
∂y
∂θ
∂y
∂φ
∂z
∂r
∂z
∂θ
∂z
∂φ
∣∣∣∣∣∣∣ = r2 sin θ . (4.10)
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In the electrostatic approximation, we only solve the Laplace equation, for the elec-
trostatic potential Φ defined by E = −∇Φ. Thus
1
r
∂2
∂r2
(rΦ) +
1
r2 sin θ
∂
∂θ
(
sin θ
∂Φ
∂θ
)
+
1
r2 sin2 θ
∂2Φ
∂φ2
= 0 . (4.11)
Utilizing the method of separation of variables we presume the solution in the form
Φ(r, θ,Φ) =
U(r)
r
P (θ)F (φ) = R(r)P (θ)F (φ) . (4.12)
We made substitution R(r) = U(r)
r
. Substituting this solution for φ in Equation (4.11) we
get
r2 sin2 θ
(
U ′′
U
+
1
Pr2 sin θ
d
dθ
(sin θ P ′)
)
= −F
′′
F
. (4.13)
The left side of the equation is dependent on r and θ, however the right side of the
equation is dependent only on φ. Both sides are equal for every time in the whole space,
which means that both sides are equal to same constant. We define this constant as −m2.
Therefore
F ′′ +m2F = 0 , (4.14)
r2 sin2 θ
(
U ′′
U
+
1
Pr2 sin θ
d
dθ
(sin θ P ′)
)
= m2 . (4.15)
Equation (4.15) can be rewrite as
r2
U ′′
U
= − 1
P sin θ
d
dθ
(sin θ P ′) +
m2
sin2 θ
, (4.16)
where the left side depends on r and the right side on θ only. Both sides are equal to the
constant defined as l(l + 1) where l is an integer. We get
U ′′ − l(l + 1)
r2
U = 0 (4.17)
1
sin θ
d
dθ
(sin θ P ′) +
(
l(l + 1)− m
2
sin2 θ
)
P = 0 . (4.18)
Summarizing the previous, the solution lies in the calculation of the following equations
F ′′ +m2F = 0 , (4.19)
U ′′ − l(l + 1)
r2
U = 0 , (4.20)
1
sin θ
d
dθ
(sin θ P ′) +
(
l(l + 1)− m
2
sin2 θ
)
P = 0 . (4.21)
Equation (4.14) has the solution
F (φ) = e±imφ , (4.22)
where m ∈ C. Considering the periodicity F (φ) = F (φ+ 2pim), we find m = 0, 1, 2, . . . .
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Equation (4.17) gives
U(r) = Alr
l+1 +Blr
−l , (4.23)
where the index l will be discussed in the next paragraph.
Equation (4.18) has no easy solution. It can be found by the application of the
Legendre polynomials. By substituting x = cos θ, we get
d
dx
((
1− x2) dP
dx
)
+
(
l(l + 1)− m
2
1− x2
)
P = 0 . (4.24)
There are two possibilities. The first one - defined by m = 0 corresponds to the simple
azimuthal symmetry (i.e. independence on φ). The second describes other problems
without this symmetry.
- For m = 0, Equation (4.24) is
(1− x2)d
2P
dx2
− 2xdP
dx
+ l(l + 1)P = 0 , (4.25)
and it is known as the Legendre equation. This equation is the differential equation
of the second order. The solution consists of two independent solutions. One solu-
tion diverges at x = ±1. The equation is found by the substitution x = cos θ. The
θ was defined in the interval θ ∈ 〈0;pi〉, and thus the variable x lies in the interval
〈−1; 1〉.
The solution of Equation (4.25) with the condition m = 0 is given by the Legendre
polynomial
Pl(x) =
1
2ll!
dl
dxl
(x2 − 1)l , (4.26)
where l = 0, 1, 2, . . . .
- Based on the condition m 6= 0, we get the associate Legendre polynomials
Pml (x) = (1− x2)
|m|
2
d|m|
dx|m|
Pl(x) (4.27)
by the application of (4.26), where |m| ≤ l stands. The index l is called the degree
and m is called the order. All here used associate Legendre polynomials are of
the first kind.
The Legendre and the associate Legendre polynomials are (as mentioned above) the com-
prehensive orthonormal base systems in 〈−1; 1〉. It means that every solution at this
interval is a function which can be expanded in the Legendre polynomials [6].
4.2.1 Sphere in an Electrostatic Homogeneous Field
The subsection addresses the problem of the sphere much smaller than the wavelength of
the electromagnetic wave in the surroundings. As the phase of the electromagnetic wave
is constant over the whole spherical volume, we can calculate the spatial distribution of
the field as the electrostatic problem. Consequently, we will avoid the full electromagnetic
calculation - the Mie theory [25], [22].
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We will use the Laplace equation discussed above. The electric field is aligned along z
direction. The surrounding medium is isotropic, homogeneous and non-absorbing 1. We
will look for two separate solutions - outside and inside the sphere. Both should meet
the boundary conditions (2.10) to (2.13). Considering the field orientation, the electric
potential in (4.11) is independent on the φ coordinate. Hence, the electrostatic potential
separated by (4.12) has only one function dependent on φ - expressed as F . The solution
of Equation (4.22) is a constant, for example
F (φ) = 1 . (4.28)
The problem is considered to meet the azimuthal symmetry; i.e.: m = 0 as mentioned
above. The electrostatic potential can be written as
Φ(r, θ) =
∞∑
l=0
(Alr
l +Blr
−l−1)Pl(cos θ) . (4.29)
To determine the coefficients, we will utilize the boundary conditions. First, we can
use the condition for the potential at infinity
Φ(r →∞)→ −E0r cos θ . (4.30)
Consequently, we use other conditions. We limit ourselves only to the indices of the
first order in Equation (4.29) since we consider the dipole-polarizability. We express only
the first order of the Legendre polynomial
P1(cos θ) = cos θ . (4.31)
Outside the sphere, where r ≥ R where R is the sphere radius. We acquire
according to the condition in Equation (4.30)
Ae1 = −E0 . (4.32)
Because of the orthogonality of the Legendre polynomials, we acquire
Ael = 0 , for l = 0, 2, 3, 4, . . .
Bel = 0 , for l = 0, 2, 3, 4, . . . .
Hence, we can write
Φe(r, θ) = (−E0r +Be1r−2) cos θ ; for r ≥ R . (4.33)
The only coefficient to be found is Be1.
Inside the sphere, where r ≤ R,
Bil = 0 , for l = 0, 1, 2, . . . , (4.34)
to keep the potential finite in all parts of the sphere.
1The medium is described by the real permitivity.
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Let us pay attention to the boundary conditions at the interface, where r = R.
Firstly, from the continuity potential at the interface it follows
(−E0R +Be1R−2) cos θ = Ai1R cos θ (4.35)
Ai1 = −E0 +Be1R−3 . (4.36)
Hence, the field inside the sphere can be written as
Φi(r, θ) = (−E0 +Be1R−3)r cos θ , for r ≤ R . (4.37)
Second, from the equality of the normal components of the electric field we can write
−εe∂Φ
e
∂r
= −εi∂Φ
i
∂r
(4.38)
for r = R. Using Equations (4.33) and (4.37) we can write for r = R
− εe (−E0 − 2Be1R−3) = −εi(−E0 +Be1R−3) , (4.39)
Be1 =
εi − εe
εi + 2εe
E0R
3 . (4.40)
According to (4.33), the outside field is
Φe(r, θ) =
(
−E0r + ε
i − εe
εi + 2εe
R3E0
r3
r
)
cos θ , or (4.41)
Φe(r, θ) = −E0 · r+ p · r4piε0r3 ; for r ≥ R , (4.42)
where the dipole moment is
p = 4piε0R3
εi − εe
εi + 2εe
E0 . (4.43)
The εe is the permitivity of the outer medium and εi the permittivity of sphere. It is very
important result of this chapter. Equation (4.42) can be interpreted as the superposition
of the applied field (the first term) and the dipole field (the second term). The applied
field induces the dipole moment (4.43) through the polarizability
α = 4piR3
εi − εe
εi + 2εe
. (4.44)
Using Equation (4.37) we get the potential inside the sphere
Φi(r, θ) = − 3ε
e
εi + 2εe
E0 · r . (4.45)
It is evident that the polarizability (4.44) has a resonant enhancement under the
condition that |εi+2εe| is a minimum, which for small or slowly varying Im{εi} simplifies
to
Re{εi(ω)} = −2εe (4.46)
around the resonance. Equation (4.46) is called the Fro¨hlich condition and the associated
mode (in an oscillating field) the dipole surface plasmon of the metal nanoparticle. The
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Fro¨hlich criterium is met at the frequency ω0 = ωp/
√
3 for the sphere of a metal surround-
ing by air medium.
Concluding, let us mention that the small antennas in the electromagnetic field ∼ e−iωt
(where λ R) can be described by the dipole defined by Equation (4.43). Next, we may
evaluate the electromagnetic field generated by this vibrating dipole. However, the anten-
nas of our interest have size comparable to the wavelength of the applied electromagnetic
field. In such a case, we need to use the Mie theory.
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Chapter 5
Introduction to Mie Theory
In the previous chapter, we have discussed the problem of the sphere in the electrostatic
field. However, the quasi-static approximation hardly describes the problem of the anten-
nas sufficiently because their dimensions are close to the wavelength of the electromagnetic
wave 1. Now, we are going to study more complex problem: the scattering of vectorial
plane electromagnetic wave by a sphere. The problem was firstly solved for understand-
ing the various colours of small colloidal golden particles in water. A rigorous solution
was derived by Gustav Mie in 1908 [25] 2. The theory describes only the spheres and
ellipsoids, however, it can provide the first-order description of the optical behaviour of
many non-spherical particles 3. The problem is also discussed in [17] (pages 633 - 664)
and in [22].
The solution of the Mie scattering by a sphere is based on the solution of the vector
Helmholtz equation. We will show that the problem reduces to the solution of the scalar
Helmholtz equation. The chapter follows the work [22].
5.1 Vector Spherical Harmonics
The vector Helmholtz equation
(∇2 + k2)u = 0 , (5.1)
where u = E or u = H 4, is separable in a simple form, which enables the fulfil-
ment of boundary conditions only in rectangular, spherical, circular-cylindrical, elliptic-
cylindrical, parabolic-cylindrical and conical coordinates systems [24]. In particular, in
spherical coordinates the transverse (linearly independent) solutions of Equation (5.1) will
have the general form
M = ∇× (rψ) , (5.2)
N =
∇×M
k
=
1
k
∇×∇(rψ) , (5.3)
1The sphere is the first approximation of the antenna. The antenna may be better described by an
ellipsoid of required geometric parameters (length width and height).
2He derived the rigorous solution of the diffraction by the sphere.
3Mie studied also the diffraction by many spheres (of any diameter and any number of spheres) placed
each other in the distances larger than the spheric diameter.
4All the fields have time dependence e−iωt.
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where ψ (called the scalar function or the generating function) is the solution of the
corresponding scalar Helmholtz equation
∇2 + k2 = 0 . (5.4)
Since both E and H obey Equation (5.1), there will usually exist two independent
types of solutions. Either E is taken to be of the form (5.2) and H is of the form (5.3),
or vice versa. Both the possibilities give fields with different polarization properties. The
mode with E ∝ M and H ∝ N is called the the transversal electric (TE) mode. The
mode with E ∝ N and H ∝M is called the the transversal magnetic (TM) mode.
In the spherical coordinates Equation (5.4) reads
1
r2
∂
∂r
(
r2
∂ψ
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂ψ
∂θ
)
+
1
r2 sin θ
∂2ψ
∂φ2
+ k2ψ = 0 . (5.5)
By inserting 5 ψ(r, θ, φ) = R(r) Θ(θ) Φ(φ) in Equation (5.5) we get three equations
Φ′′ +m2Φ = 0 , (5.6)
1
sin θ
d
dθ
(
sin θ
dΘ
dθ
)
+
[
n(n+ 1)− m
2
sin2 θ
]
Θ = 0 , (5.7)
d
dr
(
r2
dR
dr
)
+
[
k2r2 − n(n+ 1)]R = 0 . (5.8)
There is the similarity between Equations (4.19) and (5.6), (4.21) and (5.7). For the index
m, the orthogonal solutions to (5.6) are
Φe = cosmφ , Φo = sinmφ , (5.9)
where the indices e and o marks the even or odd solution. The periodicity of the solution
in φ causes that the indices are m = 0, 1, 2, . . . as shown below Equation (4.22).
The solution of Equation (5.7) is also explained in Section 4.2 in detail.
Equation (5.8) can be solved, if we substitute % = kr and introduce the function
Z = R
√
%. Hence,
%
d
d%
(
%
dZ
d%
)
+
[
%2 −
(
n+
1
2
)2]
Z = 0 . (5.10)
The solution of Equation (5.10) are the Bessel functions of the first and the second kind
Jν and Yν with ν = n+ 12 , respectively. Thus, the solutions of Equation (5.8) read
jn(%) =
√
pi
2%
Jn+ 12
(%) , (5.11)
yn(%) =
√
pi
2%
Yn+ 12
(%) . (5.12)
These functions are called the spherical Bessel functions.
5We utilize the separation of variables method.
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We note that, the field outside the sphere is expressed by the spherical Bessel functions
jn(%) and yn(%). As yn(%) becomes infinite for % → 0 the field inside the sphere is given
by jn(%).
Any linear combination of the solutions jn(%) and yn(%) is also a solution. In particular,
h(1)n (%) = jn(%) + iyn(%) , (5.13)
h(2)n (%) = jn(%)− iyn(%) , (5.14)
are called the spherical Hankel functions.
The functions are asymptotically described by
h(1)n (kr) ∼
(−i)neikr
ikr
,
h(2)n (kr) ∼ −
ine−ikr
ikr
, both for kr  n2
expressing the divergent and convergent spherical waves, respectively.
Now, we are ready to construct the generating functions
ψemn = cosmφP
m
n (cos θ)zn(kr) , (5.15)
ψomn = sinmφP
m
n (cos θ)zn(kr) , (5.16)
where zn means any from jn, yn, h
(1)
n or h
(2)
n . All the functions cosmφ, sinmφ, Pmn (cos θ)
and zn(kr) are the complete orthogonal functions in the whole space.
Consequently, we define the vector spherical harmonics
Memn = ∇× (rψemn) , (5.17)
Nemn =
∇×Memn
k
, (5.18)
(5.19)
Momn = ∇× (rψomn) , (5.20)
Nomn =
∇×Momn
k
. (5.21)
The function Memn is orthogonal to Momn, the function Nemn is orthogonal to Nomn,
the function Momn is orthogonal to Nomn and the function Memn is orthogonal to Nemn,
i.e. the vector spherical harmonics form the orthogonal set of functions.
5.2 Internal and Scattered Fields
Now, we proceed to the problem of scattering of a plane harmonic electromagnetic wave
linearly polarized along x axis propagating in the z direction
Ei = exE0eikz (5.22)
on a sphere (see Figure 5.1).
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The internal (E1, H1) and scattered (Es, Hs) fields can be obtained by employing the
boundary conditions at the interface between the sphere and the medium. The conditions
are
Ei × er = (E1 − Es)× er , (5.23)
Hi × er = (H1 −Hs)× er . (5.24)
Figure 5.1: The plane wave with x polarized electric component propagates in z direction.
To match the internal (E1, H1) and scattered (Es, Hs) fields expressed by the vector
spherical harmonics with the incident wave (5.22) we have to expand the plane wave by
the vector spherical harmonics
Ei = E0
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
M(1)o1n − iN(1)e1n
)
, (5.25)
Hi =
−k
ωµ
E0
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
M(1)e1n + iN
(1)
o1n
)
. (5.26)
Equations (5.25) and (5.26) are the plane waves expressed in the spherical harmonics
with the coefficients in(2n+1)/[n(n+1)]. It is important that m = 1 only. Thus, because
of the orthogonality of the vector spherical harmonics, the expressions for the internal
and scattered fields also contain the terms with m = 1 only.
The electromagnetic field inside the sphere is expressed by
E1 = E0
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
cnM
(1)
o1n − idnN(1)e1n
)
, (5.27)
H1 =
−k1
ωµ1
E0
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
dnM
(1)
e1n + icnN
(1)
o1n
)
, (5.28)
where k1 is the wave number and µ1 is the permeability of the sphere. The superscript
(1) indicates the solution expressed by jn(%) which does not diverge for % = 0.
The scattered field is of the form
Es = E0
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
ianN
(3)
e1n − bnM(3)o1n
)
, (5.29)
Hs =
k2
ωµ2
E0
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
ibnN
(3)
o1n + anM
(3)
e1n
)
, (5.30)
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where k2 is the wave number and µ2 is the permeability of the medium. The superscript
(3) denotes that the radial part of the vector spherical harmonics is expressed by h(1)n (%),
which behaves asymptotically like divergent spherical wave.
Such, the incident and scattered electromagnetic field are expanded in the infinite
series of the vector spherical harmonicsM1n and N1n, which are the normal modes of the
sphere. The coefficients are cn, dn and an, bn, respectively for incident and scattered field.
The detailed solution lies in finding of these coefficients.
The subscript n means the order of the normal mode. For each normal mode the field
is the superposition both of TE and TM modes 6. Transversal magnetic mode of the first
order corresponds to the oscillating electric dipole [22] (page 99).
Now, we will look for the coefficients an, bn, cn, dn by utilizing the boundary conditions
(5.23) and (5.24)
Eiθ = E1θ − Esθ , Hiθ = H1θ −Hsθ , (5.31)
Eiφ = E1φ − Esφ , Hiφ = H1φ −Hsφ , (5.32)
at r = R, where R is the radius of the sphere. These equations yield
µ[mxjn(mx)]
′cn + µ1[xh(1)n (x)]
′bn = µ1[xjn(x)]′ , (5.33)
µmjn(mx)dn + µ1h
(1)
n (x)an = µ1jn(x) , (5.34)
jn(mx)cn + h
(1)
n (x)bn = jn(x) , (5.35)
[mxjn(mx)]
′ dn +m[xh(1)n (x)]
′an = m[xjn(x)]′ , (5.36)
where the size parameter x is defined by
x = k R =
2pinR
λ
(5.37)
and the relative index of refraction
m =
k1
k
=
n1
n
(5.38)
with n1 being the refractive index of the sphere and n being the refractive index of the
medium.
The system of equations has the solution
an =
µm2jn(mx)[xjn(x)]′ − µ1jn(x)[mxjn(mx)]′
µm2jn(mx)[xh
(1)
n (x)]′ − µ1h(1)n (x)[mxjn(mx)]′
(5.39)
bn =
µ1jn(mx)[xjn(x)]′ − µjn(x)[mxjn(mx)]′
µ1jn(mx)[xh
(1)
n (x)]′ − µh(1)n (x)[mxjn(mx)]′
(5.40)
cn =
µ1jn(x)[xh
(1)
n (x)]′ − µ1h(1)n (x)[xjn(x)]′
µ1jn(mx)[xh
(1)
n (x)]′ − µh(1)n (x)[mxjn(mx)]′
(5.41)
dn =
µ1mjn(x)[xh
(1)
n (x)]′ −mµ1h(1)n (x)[xjn(x)]′
µm2jn(mx)[xh
(1)
n (x)]′ − µ1h(1)n (x)[mxjn(mx)]′
. (5.42)
6The terminology is in accordance with the TM and TE modes in Subsection 3.4.1. The transversal
magnetic mode has no radial magnetic field and the transversal electric mode has no radial electric field.
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Finally, we evaluate the scattering, extinction and absorbtion cross sections 7,
Csca =
2pi
k2
∞∑
n=1
(2n+ 1)(|an|2 + |bn|2) , (5.43)
Cext =
2pi
k2
∞∑
n=1
(2n+ 1)Re{(an + bn)} , (5.44)
Cabs = Cext − Csca . (5.45)
The coefficients will be used in Chapter 10.
7The cross sections may also be expressed in a dimensionless form defined by σ = C/piR2 (see [23]
page 161).
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Chapter 6
Optical Response of Materials
We have explained the basis of the theory of electromagnetic waves. Now, we will intro-
duce the theory of the optical response of materials. Firstly, we will derive the dielectric
functions of metals and dielectrics. Secondly, we will develop the concept of polaritons,
the electromagnetic modes in media. The chapter will follow [20], [22], [19], [21], [12].
6.1 Metals – The Drude Model
Electrons in a metal are considered to be the free electron gas which is moving in response
to the applied electromagnetic field. The equation of motion of a free electron (of the
mass m) in electric field reads
mx¨ = −eE . (6.1)
If the electric field E has the time dependence e−iωt, then
x =
eE
mω2
(6.2)
and the polarization, defined by the dipole moment per unit volume, is
P = −nex = − ne
2
mω2
E , (6.3)
where n is the density of electrons.
If we use Equation (2.20) we get the dielectric function of an electron gas
ε(ω) = 1− ne
2
ε0mω2
= 1− ω
2
p
ω2
, (6.4)
where
ωp =
√
ne2
mε0
(6.5)
is the plasma frequency.
The function in Equation (6.4) is shown in Figure 6.1. For ω < ωp the wave is damped,
whereas the waves are propagating for ω > ωp.
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Figure 6.1: The dielectric function of the free electron gas. At high frequencies, the curve
approaches to 1. The group velocity vg = ∂ω/∂k is always less than the speed of light in
vacuum.
Equation (6.4) describes the response of the free electron gas fully, nevertheless, if we
want to take into consideration the dielectric function of the positive background, we may
redefine the function (6.4) into
ε(ω) = ε(∞)
[
1− ω˜
2
p
ω2
]
, (6.6)
where ω˜p =
√
ne2
ε(∞)mε0 .
The model may be improved by including the damping (the Drude model). It means
that we add in Equation (6.1) on the right side the term −mγx˙. Then the dielectric
function takes the form
ε(ω) = 1− ω
2
p
ω2 + iγω
. (6.7)
The real and imaginary parts read
ε′(ω) = 1− ω
2
p
ω2 + γ2
, (6.8)
ε′′(ω) =
ω2pγ
ω(ω2 + γ2)
. (6.9)
It is the dielectric function defined by the Drude model.
6.2 Dielectrics – The Lorentz Model
To find the dielectric function of a dielectric [22] [19] (pages 35-41) we couple the inde-
pendent harmonic oscillator to the electric field of the electromagnetic radiation. Thus,
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the equation of motion is given by
mx¨+ γmx˙+Kx = −eE . (6.10)
If the electric field E has the time dependence e−iωt, then
x =
e
m
ω20 − ω2 − iγω
E , (6.11)
where ω20 = K/m is the own frequency of the oscillator and K the restoring (spring)
constant, γ = b/m is the damping coefficient.
The dipole moment is
P = −Nex = ne
2
m
1
ω20 − ω2 − iωγ
E (6.12)
whereN is the number of oscillators per unit volume. Consequently, the dielectric function
of a dielectric reads
ε(ω) = 1 + χ = 1 +
Ω2p
ω20 − iγω − ω2
(6.13)
where Ωp =
√
Ne2
mε0
. The real and imaginary parts of Equation (6.13) are
ε′(ω) = 1 + χ′ = 1 +
Ω2p (ω
2
0 − ω2)
(ω20 − ω2)2 + γ2ω2
, (6.14)
ε′′(ω) = χ′′ =
Ω2pγω
(ω20 − ω2)2 + γ2ω2
. (6.15)
The dielectric function (6.12) for zero damping is shown in Figure 6.2.
Figure 6.2: The dielectric function of a dielectrics in the Lorentz model with zero damping.
We note that formally the Drude model is the special case of the Lorentz model with
no restoring force (i.e. ω0 = 0).
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6.3 The Lorentz–Drude Model
Generally, the material is more complex. No material can be ideally described by the
Drude or the Lorentz models. The behaviour of materials are influenced by several con-
tributions in the majority cases. The models are always overlapping. Even though we
introduce the Lorentz-Drude model extending the range of validity of particular models,
it is still only an approximation.
The dielectric function of the Lorentz-Drude model is [44]
ε(ω) = εb +
M∑
m=0
GmΩ2m
ω2m − ω2 − iωΓm
, (6.16)
where εb is so-called the background dielectric constant, Gm is the oscillator strength,
Ωm is the plasma frequency, ωm is the resonant frequency, Γm is the damping constant of
m-th resonance (oscillator).
The Lorentz-Drude model will be utilized in Chapter 7 and Chapter 10.
6.4 Polaritons
What is actually propagating when light travels through a matter is a polariton. Any
oscillating polarization emits an electromagnetic wave which may act back onto the in-
cident electromagnetic field. This interplay will lead us to strong coupling between light
and matter and to the concept of polaritons.
Due to the relation
P = ε0 (ε(ω)− 1)E (6.17)
the electromagnetic field E in the matter is always accompanied by the polarization
wave P. Thus the light travelling in a solid is always a mixture of an electromagnetic
wave and a ”mechanical” polarization wave.
If we insert the dielectric function into
(c2k2)/ω2 = ε(ω) (6.18)
(see Section 3.2) we obtain the dispersion relation of a polariton.
In particular, for metals the dielectric function is given by Equation (6.4) and thus
the dispersion relation of plasmon-polaritons reads
ω =
√
ω2p + c2k2 , (6.19)
which is plotted in Figure 6.3.
Next, let us consider a dielectric described by the dielectric function (6.13). The
dispersion relation of corresponding polaritons is shown in Figure 6.4.
6.5 Surface Plasmon Polaritons
A surface plasmon polariton (SPP) is an electromagnetic excitation existing on the surface
of a metal. It is a two-dimensional excitation propagating along the surface and its
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Figure 6.3: The dispersion relation for plasmon-polaritons. For ω < ωp the waves can not
propagate through a solid.
Figure 6.4: The dispersion relation for phonon-polaritons. The frequencies ωT and ωL of
the transversal and longitudinal optical phonons, respectively, lie in infrared range. For
frequencies from the stopping band between ωT and ωL no waves can propagate through
a solid.
electromagnetic field decays exponentially with distance from the surface. The surface
plasmon polaritons are interpreted in Section 3.4. The section is related to [13] and [14].
The surface plasmon polaritons are the localized collective excitations which are de-
rived by the solution of Maxwell’s equations at the metal–dielectric surface (see Sec-
tion 3.4). There is the difference in the terminology. If we take into consideration the
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speed of light as non-zero (c 6=∞, i.e. we presume the retardation), we call the collective
excitations the surface plasmon polaritons. If we presume the speed of light as infinite
(c→∞) 1, we call the collective excitations the surface plasmons.
Surface plasmon polaritons are the collective excitations confined to the surface. They
can not radiate (or emit) from the surface, because their wavevector is greater than the
photon in vacuum at the same frequency. The possibility to radiate them, is to place
the non-homogenity of defined shape and size at the surface. The simple example is the
roughness of the surface or the grating [26] [27] [28], where the angle of the incident light is
significant for the radiation. The surface plasmon polaritons can also change well-known
and renowned experiments as the diffraction of light by the grating, if the grating is made
up of a metal [33].
The dispersion relation for surface plasmon polaritons is shown in Figure 6.5, where
ωs =
ωp√
1 + ε2
. (6.20)
is the frequency of the surface plasmons. This frequency is yielded from the condition
ε1(ω) = −ε2 (see Subsection 3.4.3), where ε1 is given by (6.4).
Figure 6.5: The dispersion relation for surface plasmon polaritons approaches to ωs defined
by (6.20), which is the frequency of surface plasmons.
1From Equations (3.49) and (3.50) is arising β = k, because k20 =
ω2
c2 .
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Chapter 7
Plasmonic Antennas
It has been known that the electromagnetic field behaves specifically in vicinity of the
sub-wavelength objects [33]. When the electromagnetic field and a subwavelength object
interact 1, very interesting phenomena may happen. For example, the band-gap struc-
tures for SPP can be made [29]. The other phenomenon is the light transmission through
subwavelength holes (in metallic grid) where the transmitted energy is higher than ex-
pected from the classical diffraction theory 2 [29].
The antennas are utilized both for extreme intensities in the near-field and for the prop-
erties of far-field scattering. They can be used generally in many applications for high-
resolution single-molecular microscopy and spectroscopy, surface-enhanced Raman spec-
troscopy, tip-enhanced Raman spectroscopy, biosensing, communication technologies be-
low the diffraction limit and so on.
The antennas belong to a wide spectrum of resonators 3 [32]. Surface plasmon po-
laritons propagate along the flat surface and they can not radiate. As soon as surface
plasmon polaritons reach the resonator, they radiate.
The resonators may have different shapes and dimensions. The object with the high-
est symmetry is the sphere which can be analytically solved (viz Chapter 5). The sphere
placed in the polarized electromagnetic field radiates in all the directions for all the wave-
lengths (see 4, 5). In contrast, the radiation of an ellipsoid is different [22], [23](pages 158,
159). It depends on the relative orientation of the ellipsoid to the polarization direction
of the applied electromagnetic field.
The half of the antenna (i.e. the antenna rod) and the ellipsoid have some common
features, for some wavelengths radiate for another do not. Therefore, we may assume that
the antenna radiates at certain wavelengths into certain directions. Nonetheless, there
is a significant difference between the antenna and the ellipsoid. The ellipsoid has the
curved surface without edges. The antenna has the flat surface terminated by edges. As
shown in the following, the antenna radiates at the edges.
The theory discussed in the previous text gives rise to many applications of surface
1The interaction in the subwavelength regime is called the process below the diffraction limit. The
diffraction hardly happens since ks > k0, where ks is the wave number of a surface wave (see Figure 6.5).
2Moreover, the peaks in transmission spectra of the subwavelength holes can be shifted. The shift of
the peak basically depends on the distance between the holes an on the diameter of the holes alone.
3Antennas resonating at λ/2 and less are sometimes called the antennas in the dipole-mode.
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Figure 7.1: Positive (left) and negative (right) antennas provided with altitudinal points.
The depicted antennas have the resonance at infrared frequencies. The characteristic size
is L = 1.6 µm, it is the length of one rod. The space between the rods of the antenna is
called the gap. In both the depicted antennas, the size of the gap is 0.4 µm. The height
of antenna is 60 nm.
plasmon polaritons. The plasmonic antennas are one of them. The antennas with the lo-
calized SPP resonance at infrared frequencies is the topic of this chapter and the research
work at all.
Studying the metallic antennas with the resonance in infrared is possible, since the
infrared frequencies are deeply below the plasmon frequency ωp (6.5) even the surface
plasmon frequency ωs (6.20). Dimensions of antennas are comparable to infrared wave-
lengths. We summarize that we can deal with this problem.
The antennas are generally the objects of different shapes and dimensions. The dimen-
sions of antennas correspond to the applied electromagnetic field, but the size of antennas
(using SPP) is less than λ/2 [32]. According to [31], the resonance wavelength for the
positive antennas can be assumed as λres = 2nL, where n is the real part of the refractive
index of substrate.
There are two basic types of antennas
- the positive antennas and
- the negative antennas.
The standard antennas of the characteristic size for the infrared resonance L = 1.6 µm
are depicted in Figure 7.1. In the case of the positive antennas, the metal is deposited
on a surface of an insulator. Negative antennas are engraved into the metallic layer
deposited on the insulating substrate of an insulator. Section 8.1 discusses the problem
of manufacturing of antennas.
The antennas have two types of modes in principle. The first type of modes, which
is out of interest of this text has the field enhancement in the space of air. The negative
antennas results in a field enhancement in hollows. The positive antennas have the field
enhancement in between the rods (in the gap). An example of the field enhancement of
the first type is shown in Section 9.3.
In contrast, the second type of modes, which is a subject of our interest, has a field
enhancement close to the surface. The surface type of modes are caused by the surface
plasmon polaritons (see Section 6.5). The field enhancement of the surface modes is
localized at the edges of antennas. Antennas dimensions influence remarkably [32] [38]
the resonance as shown below (e.g.: in Section 9.3). The aim of our calculations and
experiments is to tune SPP resonances [31] by changing the dimensions of antennas.
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The resonances depend also on dielectric functions of an antennas material and a
substrates (discussed in Chapter 6). Both environments can be represented by oscillators.
Therefore, the resultant resonance is influenced by the interaction between both coupled
oscillators. This is studied in Chapter 10.
Dependence of SPP resonances on the shape is not studied 4 in this text, more details
on this topic may be found in [32] [38].
We will study changes of resonance wavelengths with the sizes of antennas. The main
interest lies in changing the length L of the rod. In the classical antennas (as rods of
platinum on the silicon substrate), the relation between the resonant wavelength and the
length of the rod L is almost linear [30] [32]. The linearity of the relation λ ≈ L is
demonstrated in Section 9.3 by the computer simulations.
4In principle, the more sharp edge the more intensity is radiated.
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Chapter 8
Experiment
8.1 Fabrication of Antennas
Fabrications of antennas are significantly influenced by the available technology. We made
the structures using the focused ion beam (FIB) technique.
The manufacturing of negative antennas is the following. Firstly, the aluminium layer
has deposited on a silicon substrate using ion beam sputtering deposition at IPE BUT.
The aluminium film is about 60 nm thick. The antennas were made by focused ion beam
at Tescan s.r.o. The focused beam of gallium ions bombarded the Al thin film and formed
the holes.
The manufacturing of positive antennas was different. Metal-organic molecules (con-
taining Pt atoms) injected by a nozzle of the FIB instrument were adsorbed on the surface.
The beam of gallium ions locally decomposes the organic molecules. Platinum atoms at
the surface site exposed by the beam. The content of platinum in such objects is about
30 % compared to 70 % of carbon. Therefore, we have to anneal the sample [34]. The
annealing changes the content of platinum to 83 % and of carbon to 17 %.
8.1.1 Positive Antennas
Positive antennas are shown in Figures 8.1 and 8.2.
8.1.2 Negative Antennas
Negative antenna is shown in Figure 8.3.
8.2 Measurements
If we want to measure the response 1 of antennas, we may use several methods. In general,
there are two types: the near field and far field measurements.
There are the definitions of the discussed methods
1The response does not mean the response function. Under this term we understand the reflection
spectra.
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Figure 8.1: An array of platinum positive antennas fabricated by FIB. We need to get
together more antennas (of the same properties) to collect higher signal. The antennas
did not have to influence each other. The picture was taken by the electron micro-
scope Tescan–Vega II at the work distance WD = 10.50 mm and the acceleration voltage
30.00 kV.
Figure 8.2: A detail of the positive platinum antennas fabricated by FIB. The picture was
taken by the electron microscope Tescan–Vega II at the work distance WD = 10.44 mm
and the acceleration voltage 30.00 kV.
- the Fourier Transform Infrared Spectroscopy (FTIR), is based on the application
of the Michelson interferometer with a movable mirror [35]. It is an example of far
field measurements.
- the Near Field Scanning Optical Microscopy (SNOM) [36] [37], which detector is
placed closed (distance < λ) to the surface to detect the evanescent part of the field
of surface plasmon polaritons (3.62). It is an example of near field measurements.
8.2. MEASUREMENTS 61
Figure 8.3: A detail of the negative antennas. The picture was taken by the electron
microscope Tescan–Vega II at the work distance WD = 10.11 mm and the acceleration
voltage 30.00 kV.
In the near field measurement like SNOM (Near Field Scanning Optical Microscopy),
we detect the evanescent part of SPP waves. The detector is put to the surface at the
approximate distance defined by Equation (3.62). This method can be presented as a
kind of the scanning tunneling microscopy. The number of the relevant articles with
measurements based on the near field detection is not very high, as a special instrument
has to be used (for example [31]). Nevertheless, we applied the far-field method using the
Fourier Transform Infrared Spectroscopy.
8.2.1 Measurements by Microscopic FTIR
FTIR (Fourier Transform Infrared Spectroscopy) measurements were using the spectro-
scope: Thermo Nicolet FT-IR Nexus and the microscope Thermo Nicolet–Continuum.
The microscope was in possession of the Polymer Institute Brno s.r.o. The wavelength
range of measurement was (650− 4500) cm−1 which is (2.22− 15.39) µm.
The signal of a single antenna is too small to be detected by this microscopic method.
We need to put together more antennas (of the same properties) in a relatively small
area (in an array). Consequently, we can detect the signal collected from the whole ar-
ray. Generally, the array contains about 100-150 antennas depending on the size of one
antenna. The antennas do not have to influence each other.
The measurement can be described as follows. The sample (of an area about 10 mm ×
10 mm) is placed on the sample holder which is put in the microscope. Consequently,
we focus on the sample surface and find the structures by a supplemental objective. It
can take time, because the structures are really small. However, finding the structures is
faster by this (optical) microscope compared to an electron microscope. After localization
of structures, we switch to an achromatic objective with higher magnification and re-focus
62 CHAPTER 8. EXPERIMENT
on the structures. Now, we can see a bright rectangle . We need to narrow this bright
area 2 to over the array of antennas. Since we need to acquire the relative reflectance,
we have to measure the data from the surface area which does not contain the antennas
firstly. Consequently, we measure the reflectance from the area with the antennas. The
resultant relative reflectance is obtained by dividing the spectra with the antennas by the
spectra without the antennas. This was done by software OMNIC.
In principle, one can measure in the reflection or in the transmission mode. We
always measured the reflection spectra. We could measure the transmission spectra of
antennas on Si substrates, because the real and imaginary parts of the permittivity of
silicon are almost constant at infrared frequencies [43] and the sample is transparent for
the frequencies. The real part of permittivity is εr = 11.769 and εi = 0 in the full range
of interest.
The intensity of the collected signal does not give the decisive evidence of resonances.
Only the frequency shift of the peaks dependent on the parameters of antennas may
provide a sufficient evidence of existence of resonances.
The spectra of the positive antennas of platinum on a silicon substrate did not contain
any peaks besides the vibration-rotation resonances of the adsorbed molecules of impu-
rities. The spectra of the positive antennas are plotted in Figure 8.4. The slopes of the
curves may be dependent on the microscope adjustment (focusing). The difference in
intensities can be assigned to different effective areas of metallic antennas depending on
the number of the antennas.
Figure 8.4: Reflection spectra of positive antennas. The spectra do not possess any peaks.
The slope of the curves can depend on the adjustment of the microscope. The difference
in intensities is caused by different effective areas of metallic antennas depending on the
number of antennas.
The measured spectra of the array of positive antennas do not contain any peaks. It
is possibly caused by poor properties of deposited platinum. As mentioned above, the
antenna rods contain about 30 % of platinum only. The rest is made of carbon. To
2The bright area is the input slit.
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improve the quality of the antennas material annealing of the structures should be made.
The negative antennas were fabricated by FIB from aluminium thin film on the Si sub-
strate. The spectra include the peaks dependent on the antenna parameters. The spectra
with the marked peaks are plotted in Figure 8.5. The shift of the peaks do not fully
correspond to the length of antennas rods. Table 8.1 shows the positions of the resonant
peaks of the negative antennas. The imperfection of the sizes of antennas are written in
Table 8.1.
Figure 8.5: Reflection spectra of the negative antennas. The spectra possess the peaks.
The difference in intensities can be assigned to different effective areas of metallic antennas
depending on the number of antennas in the collecting area. The shift of the peaks do not
fully respect the length change of rods. The positions of the resonant peaks are written in
Table 8.1. The resultant shifts can not be caused by imperfections of fabrication process
(shown in Table 8.1).
Table 8.1: Positions of resonant peaks of negative antennas. The reflection spectra are
shown in Figure 8.5.
L = (0.8± 0.1) µm λres = 6.329 µm
L = (1.0± 0.1) µm λres = 6.583 µm
L = (1.2± 0.1) µm λres = 6.882 µm
L = (1.4± 0.1) µm λres = 7.342 µm
L = (1.6± 0.1) µm λres = 7.692 µm
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Chapter 9
Simulations of Antennas
Many articles deal with rigorous analytical calculations of resonances of surface plasmon
polaritons. However, many from them only address two analytically solvable objects:
the sphere and the ellipsoid. We have discussed the Mie solution of the sphere in the
electromagnetic field in Chapter 5. If we take into the account the dispersion relation,
the solution becomes highly complex 1 (see Chapter 5).
The antennas, which we measured, differ from the spheres or ellipsoids. Besides that,
surface plasmon polaritons radiate (or emit) at the edges (as mentioned in 7). Hence, we
have to solve this problem by the numerical methods. Many various numerical methods
exist to compute plasmonic tasks, including local surface plasmon polaritons and their
resonances. Some of them are based on the solution of the surface integral equation [39],
the volume integral equation [40] and the boundary element methods [30].
We will solve the problem by the Finite-Difference Time-Domain (FDTD) simulations.
This method is discussed in the following section.
9.1 Finite-Difference Time-Domain Method
The Finite-Difference Time-Domain method (FDTD) is the simulation technique fre-
quently used in electromagnetism. Using the Finite-Difference Time-Domain method we
obtain the frequency spectra of wanted quantities at full range of wavelengths by ex-
ploiting the Fourier transform. Finite-Difference Time-Domain method is the grid-based
differential numerical method. In principle, the electric intensity E (for SI [Vm−1]) is
solved in the differential volume dV firstly and the magnetic induction H (for SI [Am−1])
is solved consequently. We can easily define materials by the real and imaginary parts of
dielectric function or refractive indices.
Finite-Difference Time-Domain method consider the non-magnetic materials. Maxwell’s
equations which are solved by this method are of the form
D(ω) = ε0εr(ω)E(ω) , (9.1)
∂D
∂t
= ∇×H , (9.2)
∂H
∂t
= − 1
µ0
∇× E , (9.3)
1The relative index of refraction is present in the solution. Since m ∈ C in Equations (5.39) to (5.42),
the problem becomes difficult.
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where εr(ω) ∈ C and εr(ω) = n2(ω).
There are six field components Ex, Ey, Ez, Hx, Hy, Hz in three dimensional space to
be solved. In two dimensional space, there are two independent sets of field (transversal
electric and transversal magnetic modes) (see Section 3.4).
The boundary conditions have natural meaning in the theory, nevertheless they may be
realized differently [42] in the computation. There is a set boundary conditions available
[41] in FDTD softwares:
- absorbing boundary conditions allowing the field to propagate from the computa-
tional volume. The field is absorbed by the boundary and it can not be reflected
back to the computational volume. However, we have to pay attention to the setup
of this boundary condition. The absorbing boundary conditions are realized by
many layers. Each layer has certain parameters effecting the field absorption. It is
better to define higher number (usually 12) of the absorbing layers.
- perfectly matched layers (PML) represent the frequently using kind of the
absorbing boundaries.
- periodic boundary condition. In this case, the unit cell is defined. We acquire the
field of an infinite number of cells, even though the software computes only one cell.
One cell is placed directly next to the second one, and so on.
- the Bloch boundary conditions. It is a type of periodic boundary conditions where
the size of an array is limited (finite).
- metallic boundary conditions providing the perfect reflection at boundary. The
energy is kept constant in the computational volume.
- symmetric boundary conditions referring a mirror symmetry for the electric field
and an anti-mirror symmetry for the magnetic field.
- antisymmetric boundary conditions involving an anti-mirror symmetry of the elec-
tric field and a mirror symmetry for the magnetic field.
Let us apply a linearly polarized field in x direction (electric intensity is oriented in
x direction). If we want to compute the field of a single antenna, we enclose the an-
tenna and the source by the perfectly matched boundaries. The computation is efficient
if the metallic structure and the source do not touch the boundaries. The required dis-
tance between the antenna and the boundaries depends on the difference between the
conductivities of absorbing boundary layers and the antenna.
9.1.1 Setting of Simulation
The structure makes it possible to launch the input waves source at various parameters.
To compare the results of the numerical computations with the results obtained by the
microscopic Fourier Transform Infrared Spectroscopy (FTIR), we used a plane wave or a
wave packet. Even if the wave packet is set up, the software takes one frequency from the
wave packet spectra after another one and provides the calculation for the corresponding
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electromagnetic waves. Moreover, we may apply the CW normalization which normalizes
the amplitudes of particular monochromatic waves in the wave packet 2.
Geometry of objects used in simulations like a substrate, antenna, boundaries, monitor,
source, is plotted in Figure 9.1.
Figure 9.1: Objects involved in simulation like a substrate, antenna, boundaries, monitor,
source. Coordinate system has its centre in the middle of the gap.
CW normalization of E(ω), H(ω) and P(ω) are similar. Normalization of the electric
intensity is defined by E(ω) = 1/norm
∫
eiωtE(t)dt, where norm(ω) =
= 1/N
∑
all sources
∫
eiωtS(t)dt. The S(t) is the source time signal and N is the number of
active sources in simulation volume. We always have only one source in the computational.
Firstly, we should define the geometrical configurations and the materials of the objects
involved. The objects can be of different shapes like a circle, rectangle, triangle, polygon.
The objects can also have an arbitrary shape defined in the input file. The materials of
the objects are described by the real and imaginary parts of their permittivities or by
the refractive index. Also the permittivities can be implemented into the software. We
have always specified the material by the real and imaginary parts of the permittivities
(or dielectric functions) defined by an external file.
Generally, the place of the source (i.e. input wave) was defined (0.1−0.2) µm above an
antenna for computations in the reflection mode. We have also simulated the transmission
mode. In this mode the source was localized into the substrate and the wave propagated
upwards.
The computation using the Finite-Difference Time-Domain code is time consuming.
The time requirement depends on the accurateness of the simulation. We can simplify
the calculation and reduce the hardware requirements. For instance, the symmetry of
an object can be utilized. We define the antisymmetric condition at xmin boundary 3,
2Wave packet consists of plane waves of different frequencies and amplitudes. Consequently, the
software normalizes the amplitudes of every plane wave in the wave packet.
3The boundary condition at xmin means the boundary condition required on the plain perpendicular
to x axis and crossing over the x axis at xmin, etc.
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perfectly matched layers condition at xmax boundary, symmetric condition at ymin bound-
ary, perfectly matched layers condition at ymax boundary and perfectly matched layers
conditions at zmin and zmax boundaries, if the source is x polarized. Consequently, the
calculation will be run only in one quadrant.
Moreover, to reduce the hardware requirements, we may utilize the function: Mesh
Override redefining the computational grid in the chosen space. The density of the com-
putational grid can be increased by this function. Thus, the density of the computational
grid may vary in the space. Owing to the introduction to antennas 7, we apply this func-
tion at the edges of antenna, because we expect the field enhancement of surface plasmon
polaritons right there.
To calculate the array of antennas, we can utilize the symmetry of the object. The
boundary condition: the Perfectly Matched Layers are used at the boundary perpendic-
ular to z axis (zmin and zmax planes) and the periodic or the Bloch conditions at other
boundaries 4. Consequently, the software will compute only one quadrant. Particularly,
we define the antisymmetric condition at xmin boundary, the antisymmetric condition at
xmax boundary, the symmetric condition at ymin boundary, the symmetric condition at
ymax boundary and the Perfectly Matched Layers conditions at zmin and zmax boundaries
(on condition of x polarized source).
The setup of the simulation is finished by defining the monitor. While the calculation
runs in the whole space terminated by the boundaries, the software saves the field only in
the pre-selected space which is called the monitor. The monitor can be defined as a point,
line, plane or a rod. The monitor saves the components of the electromagnetic field and
the components of the Poynting vector in the chosen frequency range.
We note that, if we use external tables of permittivities to define the materials of
objects, the software fits them. The software utilizes this fitted data for simulation.
However, the software fits the data sufficiently only within an narrow frequency range of
the source. Therefore, we need to set the monitor for frequencies within the certain range,
where the dielectric function is fitted sufficiently.
9.2 Verification of Simulations
To run FDTD simulations, the verification of the method should be done firstly. This
can be based on the comparison of the simulation results and the results obtained by an
analytical solution. The only analytical solution easily available is the solution related to
the sphere or to the ellipsoid. We will compare the simulation results with the solution
obtained for the golden sphere (with radium R = 0.05 µm) applying the Mie theory (see
Chapter 5). We will rely on data from the literature [22] and the manual of the used
software [41].
The comparison of the absorption cross section Cabs (5.44) and scattering cross section
Csca (5.43) is shown in Figure 9.2.
The computation was run while using the appropriate hardware requirements, however
the accuracy of the computation was not the highest. Nevertheless, we may conclude this
software gives satisfactory results for the type of calculations needed.
4On condition that the source is x polarized.
9.3. RESULTS OF SIMULATIONS 69
Figure 9.2: Comparison of the absorption and scattering cross sections obtained by the
Mie solution and the numerical solution [41].
9.3 Results of Simulations
The materials used in the simulations on antennas were silicon (substrate), platinum
(antenna rods) and air. The corresponding dielectric functions were taken from [43], [44],
[45], [46] 5.
9.3.1 Modes of the First Type
In Chapter 7, two different types of modes were discussed. An example of the first type
of modes, which is not a subject of interest in this work, is shown in Figure 9.3 for the
positive platinum antenna (on the silicon substrate) with dimensions L = 2 µm (length of
rod), G = 0.8 µm (gap width) and W = 0.4 µm (width of rod), where the electric field E
is polarized in x direction. The CW normalized intensity of the resonant enhancement
of the field is at 180 THz (λ = 1.666 µm) is localized in the gap of this antenna. This
enhancement of field is not caused by surface plasmon polaritons.
9.3.2 Modes of the Second Type
The surface collective excitations give rise to a new type of modes which is the point of
our interest. They are the surface modes caused by surface plasmon polaritons.
To decrease the hardware requirements, the monitoring plane is just over one rod
(containing one half of the gap) of antenna, utilizing the symmetry of the problem.
The field of surface plasmon polaritons is enhanced at the edges perpendicular to the
polarization direction of the input wave of antennas as shown in Figure 9.4. The polar-
ization of electric field the E is in x direction (direction of length L). The enhancement
of the field is more significant at the edge close to the gap.
5The articles [45] and [46] provided the particular information like using of Lorentz-Drude model while
lightning by the laser.
70 CHAPTER 9. SIMULATIONS OF ANTENNAS
Figure 9.3: The enhanced field at 180 THz (λ
.
= 1.67 µm) with the scale of the CW
normalized |Ex|2. The monitoring plane was placed in the gap on top of antenna.
The calculated intensity depends on the accuracy of computation (mesh density) and
on the selected mode – transmission or reflection one. The intensity is higher in the
transmission mode compared to the intensity of the reflection mode.
Figure 9.4: The SPP field enhancement at the edges of the antenna rod. The monitoring
plane was set to the top surface of the rod. The picture depicts the distribution of CW
normalized field |Ex|2 (see Subsection 9.1.1) with the bar on the right side of the picture.
The antenna has the rod length L = 1.6 µm, width W = 0.4 µm and the gap G = 0.4µm.
We simulated SPP fields of positive antennas made of platinum on silicon substrate.
We obtained the linear relation between the resonant wavelength λres [µm] and the length
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L [µm] of antenna rod for both the reflection and transmission modes. The relation for
the antennas is shown in Figure 9.5 for the reflection mode and in Figure 9.6 (left picture)
for the transmission mode. The spectrum for antenna with the rod length L = 1.6 µm,
width W = 0.4 µm and the gap G = 0.4 µm is in Figure 9.7. The resonance wavelength
is λres = 16.5 µm. The measured resonance at Stanford University (Prof. RNDr. Toma´sˇ
Sˇikola, CSc.) is λres = 11.1 µm.
Figure 9.5: Relation between the rod length L [µm] and the resonant wavelength λres [µm]
for the reflection mode. The red circles represent the resonances of antennas with the gap
G = 0.4 µm. The black rectangles represent the resonances of the antennas with the gap
G = 0.8 µm. The width of antennas was W = 0.4 µm.
There are the additional resonances in the reflection mode (see Figure 9.5) with the
constant resonant wavelengths λres = (17.75) µm. They belong to the antennas having
the lengths of rod within the interval L = (0.4 − 1.4) µm. The width of antennas was
W = 0.4 µm. The antennas with the rod length from L = 1.6 µm up do not show up
these resonances. The additional resonances may be attributed to different modes caused
by the transversal surface waves in direction of the y axis 6. To understand the additional
resonances we discussed the truncation of the layer in Section 32.
The intensity increases linearly with the rod length L.
The antenna width changes the resonant wavelength. For example, a Pt antenna on
Si substrate with the width W = 0.8 µm (length L = 1.6 µm and gap width G = 0.8 µm)
has the resonance at λres = 27.03 µm compared to λres = 17 µm for the antenna with the
width W = 0.8 µm (further parameters are the same).
We have simulated the antennas made of Au as well. The length of the antenna rod
was L = 1.6 µm and the gap G = 0.8 µm (rod width as usually W = 0.4 µm). In
6The antenna size in that direction (width) is 0.4 µm.
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Figure 9.6: Left picture shows the relation between the rod length L [µm] and the resonant
wavelength λres [µm] for the transmission mode. The red circles represent the resonances
of antennas with the gap G = 0.4 µm. The black rectangles represent the resonances of
the antennas with the gap G = 0.8 µm. The width of the antennas was W = 0.4 µm.
Right picture shows the relation between gap size and the resonant wavelength for the
same rod length.
Figure 9.7: The spectrum of the SPP field enhancement at λ = 16.5 µm at the edge of
the antenna from the gap side. The monitoring point was positioned 15 nm to the gap
(in x direction) from the rod and 11 nm up from the middle of the rod in y direction.
The length of antenna rod is L = 1.6 µm, width W = 0.4 µm and the gap G = 0.4 µm.
The values of the intensities depend on the accuracy of the computation.
the transmission mode, the resonant wavelength of the Au antenna was λres = 16.39 µm
compared to the Pt antenna with the resonant wavelength λres = 17.65 µm. As a result
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of this, we can summarize that the resonant wavelengths for different metallic materials
are similar since the effective dielectric function (3.84) of the metal-substrate interface
rather than the dielectric function of the metal plays the role.
If we set the position of the monitoring plane 0.1 µm above the antenna, we get
a different field distribution than in Figure 9.4. Figure 9.8 shows two pictures of the
field distribution for two Pt antennas (L = 1.6 µm, W = 0.4 µm) with the different
gaps. The simulation was made for the transmission mode. The left picture shows the
distribution of CW normalized |Ex|2 field of the antenna with the gap G = 0.4 µm. The
right picture shows this distribution for the antenna with the gap G = 0.8 µm. The
resonant wavelengths are λres = 17.65 µm for the antenna with the gap G = 0.8 µm and
λres = 17.14 µm for the antenna with the gap G = 0.4 µm.
Figure 9.8: The pictures show the field distribution for two antennas L = 1.6 µm of
different gaps of G = 0.4 µm (left picture) and G = 0.8 µm (right picture).
Figures 9.9, 9.10, 9.11 show the field distribution for the Pt antenna with L = 1.6 µm
and G = 0.8 µm for different positions of the monitoring plane. The simulation was of the
transmission type. The studied volume is very limited. The positions of the monitoring
planes are close to the interface between the rod and the gap of the antenna. All the
pictures depict the distribution of |Ex|2 with the bar on the right side.
9.4 Influence of Antenna Shape
The paper discussing this problem is in [49]. The article claims that the asymmetry in
dimensions of antenna rods hardly changes the resonance frequency 7, since the ratio
between the dimensions (length of the first rod / length of the second rod) is about 3/4.
We have simulated the positive antennas with the different gap sizes. Figure 9.6 (right
picture) depicts the relation between the size of the gap and the resonant wavelength for
the same rod length L = 1.6 µm. The dependence is almost linear for the positive and
also the negative antennas. The resonant wavelength falls down with the gap size.
7The article submits the experimental data demonstrating the attitude.
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Figure 9.9: The pictures depict the distribution of |Ex|2 at y-z plane, i.e the z scale is
always multiplied by ×10−2 as shown in the left upper side of each picture. The negative
values in x direction mean that the monitoring plane crosses the rod of the antenna.
There is the gap-rod interface for x = 0.
9.4. INFLUENCE OF ANTENNA SHAPE 75
Figure 9.10: The pictures depict the distribution of |Ex|2 at x-z plane. There is the air-rod
interface for y = 0.
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Figure 9.11: The pictures depict the distribution of |Ex|2 at x-y plane. There is the
substrate-rod interface for z = 0.
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Chapter 10
Resonant Antennas on SRON
Substrate
Silicon-Rich Oxynitride (SRON) is a metastable material with the non-stoichiometric
chemical formula SiOxNy. SRON has very interesting properties. While applying the
thermal energy or intensive electromagnetic fields with infrared wavelengths (laser: λ0 =
10.6 µm and P = 690 mW), SRON changes its structural phase [50] to the new one con-
taining Si nanocrystals. This property gives rise to interesting applications. If we locally
enhance the electromagnetic field by a metallic antenna, Si nanocrystals with photolumi-
nescence properties are formed just in the area where the field was locally enhanced. An
idea is to form local sources of light in plasmonic circuits. However, to complete it one
has to resolve many particular problems. One of them is discussed below.
The measurement of resonant frequencies of the antennas made of platinum (thickness
60 nm) on the SRON substrate (thickness 300 nm) shows a non-linearity (Figure 10.2).
The measurement was made by the microscopic Fourier Transform Infrared Spectroscopy
discussed in Section 8.2. The typical spectra for the antennas with the gapG = 0.4 µm and
width W = 0.4 µm with variable rod lengths are plotted in Figure 10.1. The reflectance
maxima are shifted while increasing the length of antenna rod. The reflectance minima
are also shifted. However, both the shifts decrease with the increasing rod length. The
dependence of the resonant frequency on the rod length is shown in Figure 10.2, although
for the different the size of the gap.
One of the problems to be solved is ”freezing” of resonant wavelengths shift for higher
sizes of antennas (Figure 10.2). The freezing of the resonant wavelengths is not the
typical behaviour of antennas 1. It was proved to be caused by the SRON substrate.
The dielectric function of SRON (Figure 10.3) was measured by the microscopic Fourier
Transform Infrared Spectroscopy in reflection mode at Masaryk University in Brno (Prof.
RNDr. J. Huml´ıcˇek, CSc.). In principle, SRON is a dielectric material that can be
described by the Lorentz model 6.2 (or Lorentz-Drude model 6.3). The fitting of the
reflection curve was made by using the Lorentz-Drude model. The resultant dielectric
function is the superposition of four Lorentz oscillators.
Since the computer simulation of the antennas on SRON substrate was not done for
difficulties, we tried to utilize the Mie theory or its certain approximation.
1The typical antenna is for instance made of platinum deposited on silicon substrate (Section 9.3).
The relation between the length L and the resonance wavelength is linear.
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Figure 10.1: Demonstration of the reflection spectra of the Pt antennas on a SRON
substrate measured by the microscopic Fourier Transform Infrared Spectroscopy. The
peak maxima of the reflectance are shifted with an increase of the length of antenna rod.
The reflectance minima are also shifted. However, the shift decreases with the increasing
length of a rod. Experimental data were measured at Stanford University (Prof. RNDr.
Toma´sˇ Sˇikola, CSc.) using microscopic FTIR in reflection mode.
10.0.1 First Approach
The first approach to explain the ”freezing” of resonance frequencies was the application
of the Mie theory. To apply the Mie theory, we had to simplify the problem. We replaced
the antenna shape by the sphere. The sphere of platinum was surrounded by silicon-
rich oxynitride. It was a significant approximation, however it made the problem much
simpler. For the solution, we used the computer program available in [22].
The program takes into account both real and imaginary parts of the dielectric function
of the sphere (Pt) and the real part of the surrounding medium (SRON). We used the
sphere of the volume equaled to one of the antenna rod. The rod width is always W =
0.4 µm.
Figure 10.4 shows the extinction (Cext), scattering (Csca) and absorption (Cabs) coef-
ficients for a sphere corresponding in volume to the antenna of the rod length L = 2 µm
and width W = 0.4 µm. For each wavelength, Cext = Csca + Cabs holds, where Cext, Csca
and Cabs are defined by Equations (5.44), (5.43) and (5.45), respectively.
If we increase the length of the antenna rod, the shifting peak (shown in Figure 10.4)
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Figure 10.2: Dependence of the resonant wavelength on the antenna rod made of Pt on
SRON/Si substrate. The measurements were done at Stanford University (Prof. RNDr.
Toma´sˇ Sˇikola, CSc.) using microscopic FTIR in reflection mode.
Figure 10.3: Dielectric function of silicon-rich oxynitride determined from reflection FTIR
experiments at Masaryk University in Brno (Prof. RNDr. J. Huml´ıcˇek, CSc.). The
function was found by fitting the reflection spectra using the Lorentz-Drude model. The
solid curve represents the real part and the dash curve represents the imaginary part of
the dielectric function.
moves in the direction of increasing wavelengths. Thus, the parameter p shown in Fig-
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Figure 10.4: The graph depicts the extinction Cext, scattering Csca and absorption Cabs
coefficients as a function of wavelength. The parameter p increases with increasing of the
sphere diameter.
ure 10.4 increases. The other peaks stay in the fixed positions. We can study the shift of
the shifting peaks. Calculations show that the parameter p does not increase linearly.
The positions (wavelengths) of the shifting peaks as a function of the lengths of an-
tennas rods are plotted in Figure 10.5 2. The graf also includes the dependencies for a
sphere in the vacuum or in the silicon media. The relation for silicon is almost linear as
expected from experiments [31] and our previous simulations (see Figures 9.5 and 9.6 (left
picture)).
This fact is in agreement with the results obtained for SRON experimentally by mi-
croscopic FTIR (see Section 10.2). The absorption coefficient does not shift by changing
the sphere diameter.
10.0.2 Second Approach
The second approach is based on facts from [48] and [22]. The article [48] describes the
calculation of the polarizability [Cm2V−1] of the prolate objects more similar in shape
to antennas than spheres. The calculation is based on the quasi-static approximation
with the corrections of the fourth order. The article describes the scattering beyond the
Rayleigh approximation, i.e the dimensions of the objects can be close to the wavelength
of the electromagnetic wave. Hence, we decided to use the formulas in this article ,
although the dimensions of antennas of our interest is of the same order as the wavelengths.
2The relation is calculated for spheres.
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Figure 10.5: Wavelengths of the shifting peaks as a function of the rod length of antenna
surrounded by SRON, vacuum and silicon.
According to this paper, the polarizability can be calculated by
α ≈ V(
L+ εm
ε−εm
)
+ Aεmx2 +Bε2mx4 − i4pi2ε
3/2
m
3
V
λ30
, (10.1)
where A(L), B(L) are the parameters to be determined and they are almost indepen-
dent on the material. A(L) = −0.4865L − 1.046L2 + 0.8481L3 and B(L) = 0.01909L +
0.1999L2+0.6077L3 holds. We need to insert the real and imaginary parts of the permit-
tivity of the surrounding medium εm, which is SRON in our case, and the permittivity of
the metal ε, which is platinum. The quantity x is the size parameter given by Equation
(5.37).
The parameter L is defined in [22], [21] and [48]. In general, L describes the shape.
It is the dimensionless quantity, because we use the quasi-static approximation. Since we
have the 3-dimensional object, we should calculate three parameters L(x), L(y), L(z),
where L(x) + L(y) + L(z) = 1 holds. For a sphere L(x) = L(y) = L(z) = 1/3 stands.
We have calculated the parameter L(x) by the equation for the prolate ellipsoid
Lprolate =
1− e2
e2
(
−1 + 1
2e
ln
1 + e
1− e
)
, (10.2)
where e2 = 1 − b2/a2 where a and b are the major and minor axes of prolate ellipsoid,
respectively.
Figures 10.6, 10.7, 10.8 depict the results of the calculation of the polarizability α.
In all Figures 10.6, 10.7, 10.8, the resonant peaks shift with the lengths of the ma-
jor axis. However, these shift changes linearly 10.9 and, hence, it does not follow the
experimental results.
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Figure 10.6: The real part of polarizability as a function of wavelength for different lengths
of the major axis.
Figure 10.7: The imaginary part of polarizability as a function of the wavelength for
different lengths of the major axis.
Therefore, to prove the ”freezing” of the resonant wavelengths in case of antennas on
SRON substrate unambiguously, 3D numerical simulations should be done in future.
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Figure 10.8: The absolute value of polarizability as a function of the wavelength for
different lengths of the major axis.
Figure 10.9: Dependence of the resonant peaks taken from the spectra in Figure 10.8 on
the length of the major axis.
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Chapter 11
Conclusions
The diploma thesis deals with the interaction of the electromagnetic waves with metals and
its application to plasmonic antennas. Consequently, the optical models for description
of materials and surfaces are discussed. As a special case, the Mie theory was discussed
since it is utilized in finding resonant wavelengths of antennas.
Consequently, the fabrication of infrared plasmonic antennas was discussed. These an-
tennas, both positive and negative, were prepared by Focused Ion Beam (FIB) technology.
The positive antennas were made of platinum and the negative antennas of aluminium on
silicon substrates.
Antenna resonances were observed by the microscopic Fourier Transform Infrared
Spectroscopy (FTIR) only for negative antennas, however with the uncertain interpre-
tation. The Near Field Scanning Optical Microscopy (SNOM) has not been used as no
proper equipment has been available around.
The simulations of platinum positive antennas on a silicon substrate were done for
infrared spectra. The dependence of resonant wavelengths on the length of these antenna
rods is almost linear. The simulations showed that the resonant wavelengths of anten-
nas with the same size made of platinum and gold are almost the same. The spacial
distribution of the field enhancement was also simulated and shown.
Experimentally found ”freezing” of the resonant wavelengths for higher lengths of
antenna rods with silicon-rich oxynitride substrates was also demonstrated by using
the Mie theory for scattering the electromagnetic field by a sphere, which was used as
a first approach. The second approach based on the quasi-static approximation did not
prove this tendency. To confirm the ”freezing” effect of resonant wavelengths unambigu-
ously, 3D numerical simulations should be done.
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