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Abstract
This thesis aims at using laboratory friction laws to explain
observed seismicity patterns and earthquake recurrence behavior of
heterogeneous faults. We adopted Burridge and Knopoff's
one-dimensional mass-spring model configuration and solved its
motion dynamically using different constitutive relations for the
frictional slip of a fault. We found that some of the important
features about seismicity patterns and recurrence processes can be
explained by the constitutive relations applied to a heterogeneous
fault.
The first major feature of seismicity we studied is the
occurrence of precursory quiescence before large earthquakes. We
compared the seismicity simulations using a simple friction law
characterized by static friction and dynamic friction and a
displacement hardening-softening friction law proposed by Stuart
respectively, and demonstrated that a seismicity pattern which
consists of recurrent major earthquakes, enough small events
consistant with the observed magnitude-frequency relation, and
seismic quiescence before major events can be reproduced if we use
the displacement hardening-softening friction law. It was necessary
to choose its critical softening displacement of the same order of
magnitude as estimated from observed strong motion spectra by
Papageorgiou and Aki using a specific barrier model. If the adopted
critical displacement is much larger than the above value, we get a
recurrent sequence of aseismic slip followed by major earthquake
without small earthquakes; if it is much smaller than the above
value, we get a seismicity pattern, which consists of recurrent
major events and many small events but no seismic quiescence as in
the case of the simple friction law.
Our explanation for the cause of seismic quiescence is the
stress smoothing due to preseismic slip which is predicted by the
displacement hardening-softening friction law. This explanation is
different from Kanamori's in which a bimodal distribution of fault
strength is assumed in an ad-hoc manner. Our model results point to
a promising approach for the simultaneous interpretation of
recurrence phenomenon and rupture process on a heterogeneous fault.
The second major feature of seismicity we studied is the
observed stationary magnitude-frequency relation. In order to
explain this relation, a stress deficit roughening process is needed
to counter the smoothing process due to the interactions between
fault segments. Here, the stress deficit is defined as the fault
strength minus the stress. This is the amount of stress needed to
be increased in order to initiate a rupture. The smoothing process,
by which the number of small events decreases with time and is in
contradiction with the stationarity of the observed
magnitude-frequency relation, was encountered in many numerical
experiments and also showed in our simulations with the simple
friction law and the displacement hardening-softening friction law.
By introducing a laboratory inferred friction law called the rate
and state dependent friction law to the one-dimensional mass-spring
model, we found that this model predicts non-uniform slip and stress
drop on a heterogeneous fault and each major rupture becomes a
stress deficit roughening process instead of a smoothing process.
The simulations with the rate and state dependent friction law
also indicate that the existence of strong patches with higher
effective stresses on a fault is needed for the occurrence of large
earthquakes. The creeping section of a fault such as the one along
the San Andreas fault, on the other hand, can be simulated by the
rate and state dependent friction law with certain model parameters
which, however, must not include strong patches. In this case,
small earthquakes and aseismic slip relieve the accumulating strain
without any major events.
The third feature of seismicity we studied is the effect of
slip rate on stress drop. Kanamori and Allen's observational
results showed that a earthquakes with longer recurrence times
have higher average stress drops. In order to explain this result
in terms of the healing effect, which is included in the rate and
state dependent friction law, we first calculated the stress drop
and recurrence time as functions of loading rate for a homogeneous
fault model. We found that in general the stress drop increases
with the decreasing loading rate in agreement with the observation.
But the observed great variability of stress drop from a few to a
few hundred bars cannot be attributed to the healing effect alone at
least for the simple strike-slip. Our simulation showed that the
variability may be due primarily to the different distribution of
fault strength.
Our simulation also suggests that among two empirical laws,
which were inferred from the same laboratory friction data and
called the power law and the logarithmic law by Shimamoto and Logan,
the former can explain the observed stress drop vs. slip rate
relation better than the latter which is an earlier and simpler
version of the rate and state dependent friction law.
From our simulations, we can conclude that many observed
features of seismicity pattern and recurrence behavior can be
attributed to the constitutive relations of fault slip and the fault
heterogeneity.
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Chapter 1
Introduction
In this introduction, I shall try to explain: (1) why we have
chosen numerical simulations with a one-dimensional mass-spring
model characterized by different friction laws to study the observed
precursory quiescence of seismicity before major earthquakes and
other seismic phenomena; (2) what approach we have taken in our
study; (3) how can we be sure that our formulation and calculation
are correct; (4) the contents of the following chapters.
The starting point of this thesis was the question if we can
explain the precursory quiescence of seismicity, often observed
before major earthquakes, using the new laboratory-developed
constitutive relations for frictional slip. Since seismic source
and its response are indirectly studied by laboratory experiments
and field observations respectively (Brace and Byerlee, 1966), one
approach to the understanding of earthquake process is to relate the
experimental results to the field observations by numerical modeling
or computer simulation. There are some features which make the
computer simulation an important and unreplaceable method in seismic
studies. First, the great span of seismic events in time and space
prohibits most of the simulations being performed in laboratories.
However, computer simulations can deal with problems in which the
events may span many hundred years and kilometers and simulate them
possibly in a few seconds to a few hours. Second, the numerical
simulations give us all the details about fault motion and with
this it is very convenient to test our different hypotheses. Third,
the problem we are dealing with involves friction and is nonlinear,
thus the solution is in general very difficult to obtain unless we
solve it numerically with a computer. Therefore, numerical
simulation seems one of the most natural approaches for studying
seismic phenomena including quiescence along a heterogeneous fault.
As indicated by Aki (1985), the modeling of seismicity should
include three equally important elements (1) the tectonic loading
(2) the friction law governing fault slip (3) the structural
heterogeneity of earthquake source region. Ideally, a
three-dimensional dynamic solution of a heterogenous fault should be
obtained for a self-generating, propagating, and stopping fault
problem in which only the initial and boundary conditions and the
fault properties are given (Israel and Nur, 1979). This is a
difficult mathematical problem. Usually, the fault geometry and
boundary and inital conditions are simplified or idealized in order
to make the problem more tractable. We shall follow Burridge and
Knopoff's (1967) one-dimensional model, which has been adopted by
many authors under different circumstances (King and Knopoff, 1968;
Otsuka, 1972; Dieterich, 1972; King, 1975; Yamashita, 1976; Cohen,
1977,b; Rundle and Jackson, 1977; Cohen, 1978; Israel and Nur, 1979,
among others). This one-dimensional model (see Chapters 2 and 3 for
details) is composed of blocks which slide on a frictional surface
and therefore is a mechanical analog of an earthquake fault. The
blocks are connected to each other by coil springs and to a moving
slab by leaf springs. Here the moving slab represents the tectonic
loading; the distributions of frictional strength and stress between
block and frictional surface represent the heterogeneities of
seismic source region; and the constitutive relation between fault
slip and frictional stress governs the fault motion.
With this simple model configuration many observed seismic
phenomena, such as the stationary magnitude-frequency relation of
seismicity, the occurrence of foreshocks and aftershocks, the
occurrence of pre and postseismic slip, and the occurrence of fault
stable sliding and long-term aseismic creep, have been related to
certain physical characteristics of the source. The
magnitude-frequency relation is due to the heterogeneity of a fault
(Burride and Knopoff, 1967; Israel and Nur, 1978); the occurrence of
foreshocks and aftershocks is due to the viscoelasticity of rocks
(Burridge and Knopoff, 1967; Cohen, 1978) or the stress-induced
crack nucleation (Rundle and Jackson, 1977) or the viscoelasticity
and the time dependent friction law (Dietrich, 1972); the stable
sliding and aseismic creep are due to the viscoelasticity (Cohen,
1978) or a rate and state dependent friction law (Dietrich, 1979
a,b).
Here, the possible mechanism for each phenomenon may relate to
all three imporant elements in seismicity modeling. Among these
elements the fault heterogeneity has been most intensively studied
to explain many seismic phenomena; the effects from constitutive
relations (friction laws), which govern the fault slip, could not be
properly determined until a quantitative description of the relation
was recently established; the tectonic loadiong, which may be simply
represented by a constant rate as usually assumed, is closely
related to the constitutive relation and only can be evaluated with
such a relation as we will show in Chapter 4. Therefore, we decided
to concentrate ourselves in the studies of comparing different
friction laws and their applications.
A constitutive relation should tell the frictional strength of
an existing fault and its variation with slip deformation and the
stability of motion. The fault strength is well defined by
Coulomb's law and Byerlee's (1978) law. Coulonmb's law states that
the shear stress required to cause slip is proportional to the
normal stress and Byerlee's law gives the following relations:
T = 0.85an an<2Kb
T = 0. 5 +0. 6c n  an>2Kb
where T is frictional resistance and an is normal stress. It is
very interesting to note that Byerlee's law means that the initial
surface roughness and rock types having little or no effect on
friction (Byerlee, 1978). For the variation of friction with slip
motion, a simple friction law which includes dynamic and static
friction is commonly used. The quantitative relation between static
and dynamic friction is also given by Byerlee (1970), who finds that
their ratio is about 1.2-1.3 from laboratory stick-slip experiments.
In this simple friction law the details of friction variations
during the transition of motion from static to dynamic or dynamic to
static are ignored. One obvious deficiency of this simple friction
law is that slip initiation is always unstable because dynamic
friction is always smaller than static friction and this is in
contradiction with field and laboratory observations which showed
that in certain cases the slip is stable (creep).
In order to obtain a quantitative constitutive relation,
numerous laboratory experiments were performed, especially after
Brace and Byerlee (1966) proposed stick-slip as a mechanism for
earthquakes. Among those experimental results, as indicated by
Dieterich (1978), there were three puzzling characteristics of rock
friction phenomenology: (1) dependence of the transition between
stick-slip and stable sliding on normal stress; (2) dependence of
stick-slip on stiffness of the test system; (3) surface roughness
effects. These problems were resolved by introducing rate
dependence of dynamic friction and time dependence of static
friction and a critical displacement which is needed for the
friction to change from one stable value to another when the slip
rate changes (Dieterich, 1978b). In Dieterich's constitutive
relation, the time dependence of friction is represented by a
variable e called the average contact time which is equal to the
critical displacement divided by the slip velocity and the friction
depends on slip rate and the average contact time. Later, Ruina
(1980, 1983) found that 9 is not equal to time for stationary
contact and generalized it as an internal variable which is defined
abstractly without regard to a particular experiment or microscopic
interpretation as Dieterich did (Ruina, 1984).
The constitutive relation developed by Dieterich and Ruina can
describe many kinds of fault behavior including preseismic slip,
critical displacement, stable sliding, and healing process. This
seems to be the most up-to-date version as compared with the slip
weakening friction law (Rice, 1980, Stuart, 1979) or the rate
dependent friction law. Hence, we choose Ruina's constitutive
relation as one of the physical basis for our study but also compare
with other constitutive relations in order to find the real physical
mechanisms for some seismic phenomena. We will see in Chapter 4
that Dieterich and Ruina's rate and state dependent friction law is
still not perfect.
In modeling seismicity, we can use either dynamic or static
solution. Since we are studying a complex aggregate of seismic
events and not simple earthquakes, the simple static modeling which
neglects inertial forces is not suitable. The static solution
cannot include dynamic healing process and thus cannot be used to
evaluate the final state of stress on a fault after an earthquake
(Israel and Nur, 1979). In Chapter 3 we will see that healing
process is most important in affecting non-uniform slip and stress
drop, and may be related to the observed magnitude-frequency
relation.
In this thesis, we follow the general approach of science,
namely, starting with an initial guess, we later support or
correct it after testing its consequences against the observation.
We made a few guesses in this thesis for the physical mechanisms of
some seismic phenomena. For example, one guess is about the
mechanism of seismic quiescence that is different from Kanamori's
(1981). Kanamori assumed a bi-modal Weibull distribution of the
fault strength and qualitatively explained how the quiescence
occurs. Later, this distribution was adopted in Mikumo and
Miyatake's numerical simulations (1978, 1979, 1983). However,
quiescence is such a commonly observed phenomenon at many differenct
fault regions (Kanamori, 1981), a special strength distribution
looked too arbitrary to us. We guessed that some more basic
features included in some friction laws may be responsible for the
quiescence. Therefore, we decided to simulate seismicities with
differenct friction laws to see if some features in these friction
laws are responsible for the precursory quiescence of seismicity.
In looking for physical explanations for the observed phenomena
by numerical modeling, we tried to use parameters and boundary
conditions appropriate to the real field, and varied few parameters
or boundary conditions at a time to isolate their effect. For
example, in Chapter 3, we studied the effect of spring constant
ratio between coil and leaf springs on the simulated seismicity. By
changing the spring constant ratio and fixing the initial and
boundary conditions, the fault heterogeneity and the friction law
(in this case, the simple friction law specified by dynamic and
static frictions), we found that the simulated seismicity changes
significantly when the ratio changes from 1 to 5. One outstanding
difference is about the magnitude frequency relation of the
simulated seismicity. When the ratio is i, small earthquakes were
simulated but no major event was simulated (also see Dieterich,
1972; Cohen, 1977 a,b); when the ratio is 5, we found a smoothing
effect in the simulated seismicity and the number of small
earthquakes gradually decreased with the recurrence of major
earthquakes.
The smoothing effect means that the spatial distribution of
the difference between strength and stress along the fault
becomes smoother after the occurrence of earthquakes. With this
effect, the simulated small events become too few for explaining the
observed magnitude-frequency relation. Dieterich (personal
communication, 1985) considers only the case in which the coil
spring constant is low and concludes that the simple friction law
and heterogeneity of frictional strength can explain the observed
magnitude frequency relation. We argue that for a more proper
choice of the ratio, the simple friction law cannot explain the
observation (Yamashita, 1976; Dieterich 1972; Cohen, 1977 a,b). We
believe that a roughening process countering the smoothing process
is needed in order to explain the observed stationary
magnitude-frequency relation. This is our major subject discussed
in Chapter 3.
Since this thesis involves a large amount of computer
programming, it is important to make sure that there are no errors
in the program. One way to check this is to calculate some special
cases of our programming that have been done by other people. If we
get the same results, we are probably right. In Chapter 2, we
simulated seismicity with the simple friction law, and got the same
results as Dieterich (1972) and Cohen (1977, a,b) for the same
choice of parameters. The formulation and calculation for a single
block-spring system controlled by the rate and state dependent
friction law in Chapter 3 were done independently by Rice and Tse
(1985). Their results are exactly the same as ours. This
consistency encouraged us to extend the solution to a multiple
block-spring system which is necessary to simulate a heterogenous
fault.
Let us now summarize the contents of the following chapters.
In Chapter 2, we first give a special review about seismicity
quiescence because it is important for earthquake predition and it
is an observational basis to start our study. Then we compare the
simulated seismicities for two different friction laws, the simple
friction law which is specified by static friction and dynamic
friction and the slip weakening friction law. We found that the
precursory phenonmenon "quiescence" before major earthquakes can be
simulated if we use the displacement hardening-softening friction
law and choose a critical displacement, which is the fault
displacement between the initiations of hardening and instability,
at the same order of magnitude as estimated from strong motion data.
The simulated seismicity also looks satisfactory in terms of the
observed magnitude-frequency relation at least for a limited time
period. From our modeling, the quiescence is explained by the
interaction between fault segments due to their preseismic slip when
the average stress is high before major earthquakes. This
explanation is supported by some observations of fault preseismic
slip (Dieterich, 1978a) and does not need any ad-hoc assumption like
the biomodal distribution of frictional strength on the fault
introduced by Kanamori (1981). The consistency of critical
displacements obtained from our numerical experiment and strong
motion data indicates that our approach may be also good for
studying certain aspects of the rupture process as we will show in
Chapter 3. Another important result of this Chapter is that the
simulated seismicity suffers from a smoothing effect. The number of
small events decreases with increasing time and fails to explain the
observed magnitude-frequency relation.
In Chapter 3, we addressed the problem raised in Chapter 2.
First, we confirmed that the smoothing effect is not due to errors
in our calculation. Actually it appeared in many other simulations,
such as Andrews (1975, 1978), Mikumo and Miyatake (1978, 1979), and
Israel and Nur (1979). However, Dieterich (1972) and Cohen's (1976
b, 1979) simulations did not show the smoothing effect although they
used the same model configuration, boundary conditions, fault
strength distribution, and friction law as we used. We found this
discrepancy is due to the difference of the spring constant ratio as
we mentioned earlier. This spring constant ratio represents the
ratio of two interactions: One is between fault segments and the
other is between fault and driving mechanism. According to
Yamashita's (1976) formula for the choice of parameters, Dieterich
and Cohen used a ratio too small to simulate a real fault. Thus, we
suspected that the smoothing effect may be inherent in the simple
friction law used in the simulation. We then introduced the
laboratory inferred so-called rate and state dependent friction law
into the simulation. We found that the smoothing effect is
removed because of the time dependent healing which is predicted by
this new friction law. We physically explained how a roughening
process of the difference between fault strength and stress can be
introduced to a major fault rupture process. The time dependent
healing elongates the time duration for stopping fault rupture or
the interaction time among fault segments during the stopping.
Thus, the interaction among fault segments, which causes the
smoothing process, is reduced and a major rupture of a heterogeneous
fault becomes a roughening process. This explanation is consistent
with Israel and Nur's (1979) work. They found that variations in
the absorbed energy of fault rupture causes discontinuities in the
healing process and is necessary for the heterogeneous nature of
earthquake faulting.
In Chapter 4, we applied the simulation with the rate and state
dependent friction law to a discussion of recurrence process of
large earthquakes. The important parameters involved in recurrence
process are the recurrence time, long term slip rate (tectonic
loading rate), stress drop, and the relations among them. We
directed our modeling effort to explain Kananmori and Allen's (1985)
observational result that the earthquakes with longer recurrence
times have higher average stress drops. We found the increase of
stress drop due to the decrease of long term slip rate is in
agreement with the observations which showed a negative correlation
between stress drop and slip rate. However, the observed great
variability of stress drop from a few to a few hundred bars may not
be attributed to the variation of slip rate as Kanamori and Allen
(1985) suggested. We showed that the variability may be due
primarily to the different distribution of fault strength. In this
simulation, we had to extrapolate to much lower slip rates beyound
the range studied in the laboratory experiments. We found that an
empirical law, called the power law can explain the observed stress
drop vs. slip rate relation better than the logarithmic law at least
for strike-slip faults, although both of them fit laboratory
friction data equally well. The power law says that the stress drop
in frictional experiments is proportional to tb , where t is the
contact time and b is a constant; the logarithmic law says that the
stress drop increases with contact time logarithmically. The
logarithmic law is an earlier and simpler version of the rate and
state dependent friction law used in most of our simulations, so
that the above result may be very important for revising friction
laws for the very low slip rate.
In the final chapter, we summarize our results and indicate
some of the weak points in our simulations that need to be improved
in the future studies. The numerical simulation discussed in this
thesis is a theoretical deterministic approach for earthquake
predetion. We also studied the empirical statistical approach by
assigning probabilities of earthquake occurrence according to
observed precursors (Cao and Aki, 1983, see appendix). A method
which can combine the two different approaches is proposed at the
end of this thesis.
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Chapter 2
Seismicity Simulation With
a Displacement Hardening-Softening Friction Law
2.1 PRECURSORY QUIESCENCE OF SEISMICITY
As we mentioned in Chapter 1 that seismic quiescence is the
observational basis to start our study, here we introduce its
definition, properties as a precursor, proposed explanations, and
methods for identifying it in some detail.
A period of quiescence of seismicity lasting for a few years
has been proposed as a precursor to many large earthquakes (Inouye,
1965; Mogi, 1969, Kanamori, 1981; Fedotov, 1982). Because seismic
quiescence is sometimes called temporal gap as compared with spatial
gap and is an important part to make up a doughnut pattern (Mogi,
1969), it is desirable to define seismic quiescence together with
the spatial gap and doughnut pattern. A spatial seismic gap is a
segment of plate boundary which has not experienced a large
earthquake for a long time compared with its neighboring segments.
In such a gap, the rate of occurrence of small to moderate
earthquakes is usually stationary for most of the time between major
earthquakes. If the rate decreases to a level significantly lower
than the stationary rate before the occurrence of a major earthquake
for certain time period, such a quiet period is called precursory
quiescence of seismicity. Hence, a spatial gap is defined by large
earthquakes and a temporal gap is defined by small to moderate
earthquakes. Sometimes changes include not only the seismicity
rate but also fault stress or strength (Wyss and Habermann, 1979).
On the other hand a complete doughnut pattern consists of a quiet
focal region surrounded by an active region and foreshocks. Usually
only a part of this pattern appears.
The seismicity quiescence as a precursor for earthquake
prediction has received increasing attention because of the
following features: (1) short precursory time; (2) high success
rate for earthquake prediction; (3) the possible relations with
fault heterogeneity such as asperities; (4) easy to observe.
First, the precursory time of seismicity quiescence is usually
a few years (Mogi, 1969; Haberman, 1981; Kanamori, 1981; Wyss et
al., 1983), which is now called an intermediate-term precursor
(McNally, 1982). Seismic quiescence could be one of the signs of
the maturity of a seismic gap (Habermann, 1981).
Second, although we still do not know the reliable estimate of
success rate of quiescence in earthquake prediction, the following
facts may give us some idea. At least four successful predictions
have been made based on the observed seismic quiescence (McNally,
1982). The first was the Oaxaca, Mexico, earthquake (Ms=7.8) of 29
November 1978. Ohtake et al. (1977, a,b) predicted the location and
magnitude of this coming up earthquake according to the seismic gap
method and the time of its occurrence according to the observed
seismic quiescence. They estimated that the earthquake may occur
within 1.5 years following a resumption of activity. The real
earthquake occurred 0.9 yr following the resumption of activity
(Ohtake, et al., 1981; McNally, 1982). The second successful
prediction was made by Ryall and Ryall for the Mammoth Lake,
California, earthquake on 25 May 1980. The third prediction was
made by Guendel and McNally (1981) for an earthquake (Ms=5.6) at
Costa Rica on 17 August 1982 and the fourth was made by McNally et
al (1980) for the Imperial Valley, California, earthquake (ML=6.6)
of 15 October 1979. More detailed descriptions about the above
predictions can be found in McNally's paper (1982).
One thing which seems common to the above four regions was
that the seismicity pattern observed in the same region repeated
itself very well, so that we may expect very high success rate in
these regions. For other regions, Keilis-Borok et al. (1982)
reported that about 75% of the events with M>6.4 in South California
were preceded by several years of relative quiescence; Kanamori
(1981) made space-time plots of seismicity for many large
earthquakes by using NOAA and JMA catalogs and concluded that among
various seismicity patterns preseismic quiescence appears most
common; Habermann (1981) examined eleven large events using the
normal deviate test for defining seismic quiescence and other
seismic patterns quantitatively and found that among seven events,
for which the data were good enough for statistical test, three were
preceded by temporally and spatially unique seismic quiescence,
three preceded by clusters and one was not preceded by a
recognizable seismicity anomaly; Liu et al (1984) studied ten
intraplate earthquakes (M>7.0) in China from 1966 to 1976 and found
that all of them were preceded by quiescence periods lasting 2 to 36
months. From the above examples it is convincing enough that
quiescence as a precursor has very high success rate compared with
other precursors (Cao and Aki, 1983, see appendix).
The third feature of quiescence is its possible relations
with fault heterogeneities. Habermann (1984) and Wyss et al. (1984)
proposed a way to relate asperities on a fault to seismicities.
This method includes two steps: First, seismic quiescence and
clusters are statistically identified for some segments along a
fault where asperities can be located according to various
characteristics. These characteristics include rupture initiation
and stopping for large earthquakes (Aki, 1979; Kanamori, 1981; Wyss
et al., 1981) and clusters of aftershocks (Aki, 1979; Ruff and
Kanamori, 1983) and many others (Habermann, 1984). Second,
statistically relate the idenfified seismic quiescence and clusters
to those asperities. They found that asperities and active regions
are related directly and that asperities and quiet areas are not
related. This seems inconsistent with Kanamori's explanation about
quiescence in terms of asperity and the corresponding seismicity
(Kanamori, 1981). We will discuss this later.
The fourth unique feature of quiescence is the ease in
monitoring and identification. By "easy to observe" we mean that
only a catalogue of earthquakes, sometimes a teleseismic seismicity
data, and simple statistical test are needed to identify seismic
quiescence. Of course a complete catalogue is always difficult to
get and the statistical test usually involves many complex problems,
such as the fluctuation of seismicity which is not related to the
impending earthquake and the existence of permanently quiet fault
segments (Wyss et al, 1984).
The identification of seismic quiescence is easy but still
involves many complex problems as we mentioned above. Usually this
is done by comparing seismicity maps for consecutive time intervals
and magnitude threshold for a fault segment at plate boundary or a
specific seismic region, and results from this method are
qualitative and sometimes subjective. On the other hand, Habermann
(1981, 1984) and Wyss et al. (1984) are pursuing a statistical
method called Z test, a standard deviate test as we mentioned
before. The significance of the difference between two seismicity
rates, such as the rate in some segment of a plate boundary and the
mean rate of the entire boundary, can be tested. In order to detect
a small difference we need data for a long time period. This is
difficult to meet for many seismic regions. Another difficulty with
the statistical approach is that the stationary rate of occurrence
must be assumed. Also, subjective choice must be made about two
magnitude thresholds which are needed for determining the seismicity
rates. One threshold is the maximum magnitude below which the data
are complete, and the other is the minimum magnitude above which the
seismic detection is uniform through the time span of the data set
(Wyss et al., 1984).
The physical explanation of temporal seismic quiescence can be
divided into three categories. The first attributes to a
heterogeneous distribution of stress (Mogi, 1977) or strength
(Tsumura, 1979; Kanamori, 1981); the second to precursory or
aseismic slip (Habermann, 1981; later in this chapter); the third to
stress corrosion accompanied with precursory aseismic fault slip
(Ohnaka, 1985). According to Mogi (1977) the focal region becomes
seismically quiet when most of the high stress spots are broken in
the form of small earthquakes; Tsumura (1979) argued that certain
strength distributions on fault surfaces may explain different
seismicity patterns including quiescence. Actually, both Mogi's
stress model and Tsumura's strength model need some special
assumptions about the fault stress or strength disbributions. This
was clearly stated in Kanamori's (1981) qualitative explanation of
quiescence using an asperity model.
Kamamori divided a fault surface into many subfaults and
assumed that the number of subfaults have a bi-modal Weibull
distribution of their strength, in other words, the subfault number
vs. strength curve has two peaks. When the linearly increasing load
exceeds the strength of the first peak, less small earthquakes will
occur. This explains the seismic quiescence. Mikumo and Miyatake
(1983) numerically simulated seismic quiescence using the bi-modal
Weibull distribution of strength. From Kanamori's bi-modal
assumption for strength, we can see that Mogi's stress model needs a
similar assumption for the distribution of stress of the subfaults
on a fault surface. This explanation of quiescence by bi-modal
distribution of strength is ad-hoc, because there is no explanation
why the distribution should be bi-modal.
Another interpretation of seismic quiescence was made by Wyss
and Habermann (1979), Wyss et al. (1981), Haberman (1981), and us
(later in this chapter) in terms of stress smoothing by aseismic
slip. The preparatory process of the Kalapana, Hawaii earthquake of
November 1975 (M=7.2) was attributed (Wyss et al., 1981) to strong
asperities on a strain softening fault surface. The precursory
aseismic slip or stress release on softening part of a fault surface
is responsible for the seismic quiescence. By introducing Stuart's
(1974, 1979a) slip weakening friction law to numerical modeling, we
will show that seismic quiescence can be simulated without assuming
bi-modal distribution of strength on the fault. Interestingly, we
found that the crital displacement, which characterizes the slip
weakening failure process, is consistent with the result obtained
from observed strong motion spectra by Papageorgiou and Aki (1983)
using a specific barrier model. We believe that seismic quiescence
occurs because when the average fault stress is high enough before a
large earthquake, many parts of the fault are aseismically slipping
and this process smooths out stress concentration on the whole fault
area and results in less small events or quiescence.
The third explanation (Ohnaka, 1985) also depends on the
precursory aseismic slip which causes the stress to level off.
Ohnaka proposed that a stress corrosion process which starts with
the initiation of aseismic slip and the decay rate of acoustic
emission observed from laboratory experiment due to the stress
corrosion can explain the seismic quiescence. This explanation has
the following difficulty. The stress corrosion effect has been
studied under the loading history that a sustained constant stress
is suddenly applied. This kind of loading history may be applicable
to an aftershock area but probably not before a main shock.
From the discussion above, we see that seismic quiescence is
explained by different mechanisms which include a spacial
distribution of fault heterogeneity, preseimic slip, and stress
corrosion. In order to find which mechanism is more reasonable, we
need to study seismic quiescence together with fault heterogeneity,
fault displacement, and fault stress. As a first step, we try
numerical simulations of seismicity to see if we can reproduce
seismic quiescence with certain friction law and a heterogeneious
fault.
2.2 Numericl modeling with friction laws
Numerous numerical models have been used to simulate the
spatial and temporal patterns of seismicity and its statistical
feature. Burridge and Knopoff (1967) constructed a I-D model in
which the frictional force was assumed to be a function of the
sliding velocity. Dieterich (1972) extended Burridge and Knopoff's
model by using a time-dependent friction law inferred from
laboratory experiments. He found that aftershocks can be generated
by the inclusion of viscoelastic elements and time-dependent fault
friction.
Mikumo and Miyatake (1978, 1979, 1983) published a series of
papers about numerical modeling of spatial and temporal patterns of
seismicity. They investigated a 3-D frictional fault model with
non-uniform distribution of strength and relaxation time, in which
the fault is subjected to a time-dependent shear stress. Their
model simulated many precursory changes reported for actual
earthquakes, including precursory earthquake swarms, clustering,
pre-seismic quiescence, foreshocks, and doughnut patterns. However,
the simulation of pre-seismic quiescence was only possible by
assuming a bimodal Weibull distribution of the fault strength
following Kanamori's (1981) assumption.
Stuart (1979a,b) and Stuart and Mavko (1979), on the other
hand, obtained numerical solutions for slip hardening-weakening
models corresponding to strike-slip faults (mode-III slip). The
friction law assumed in their models is displacement hardening up to
a peak stress, followed smoothly by a displacement softening.
Such a friction law permits a variety of seismic and aseismic
phenomena to occur over a range of space and time scales (Stuart,
1979a,b). The model predicts extensive stable slip on a fault,
terminated by an instability (earthquake). The instability is
preceded by a rapidly accelerating, but still quasi-static, rate of
slip. For other parameter values, the stress on the entire fault
can also drop to the residual friction level without instability.
We are most interested in whether we can simulate the
pre-seismic quiescence by a friction law without requiring a bimodal
distribution of the fault strength. Thus, Stuart's friction law is
used in simulating precursory seismic activities.
According to Mikumo and Miyatake (1983) the main physical
parameters in their model that influenced precursory seismicity
patterns are the loading rate of tectonic stress and the static and
sliding frictional strength and their spatial variation on the
fault. The other parameters of their model, the rate of recovery of
fault strength, the relaxation time, and relaxed elastic modulus of
fault materials, have been simplified in our simulation to the case
of instant recovery and pure elasticity. We therefore do not expect
the post-seismic behavior (for example, aftershocks).
2.3 Friction and Fault Model
The friction law introduced by Stuart (1979a,b) and Stuart and
Mavko (1979) can be simplified as
T = S exp r - ( )21 (1)
a
where T is the frictional stress; w is the fault slip; and S, to and
a are constants. The material constant S is the largest peak stress
obtained when t = wo ; it is also called the upper yield stress
(Andrews, 1976). The constant to is the value of the fault slip at
the peak stress. Constant a measures the range of slip over which
hardening and weakening occur. The exponential term describes the
displacement hardening and softening response. This equation
intends to approximate the constitutive response of fault materials
associated with a single brittle failure (Stuart and Mavko, 1979).
We shall define the fault stiffness Kf as the rate of change of
stress with respect to fault displacement,
I s(W - -o) t -
Kf = = -2 exp r ( a 2 (2)Kf - a 2  a
The conditions for the occurrence of instability will be discussed
latter.
The numerical model used in the computation is similar to that
of Burridge and Knopoff (1967) as shown in Figure 1. This is a l-D
mechanical analog of an active earthquake fault. In this model, the
material adjacent to the fault is represented as an array of
discrete elements or blocks which are in frictional contact with the
fault. These blocks are connected to each other by coil springs and
to a common driving block by leaf springs. The driving block
represents material far from the fault. In our case the springs are
perfectly elastic.
Following Dieterich's (1972) notations the ith block is
connected to the driving block by leaf spring L i and to the blocks
i-l and i+l by coil springs Ci-_ and Ci, respectively (Figure 2).
The displacement of each block is specified by di . The driving
block moves at a constant velocity V (say, 5.0 cm/yr for the San
Andreas fault) and at time T undergoes a total displacement VT. The
static force Fi acting on block i at time T arises from the
displacements of the frictional elements and the driving block. It
is given by Dieterich (1972)
Fi = Li(VT-di) + Ci-l(di-1 -) + + Ci(di+1 - di ) (3)
or
i+l
Fi= 7 Kidj + LiVT (4)
j=i-l
where Kij is a stiffness matrix that relates the forces acting on
the friction blocks to displacements, and
Ki i-l = Ci-1
Kii = -(Li + Ci- 1 + Ci)
Ki i+l = Ci
We also adopte the periodicity of the block elements along the fault
(Dieterich, 1972) to avoid abnormal conditions at the ends.
Therefore we have
K 1 0 = Cn
d o = dn
and
Kn n+1 = Cl
dn+l = dl
where n is the total number of blocks. In a simulation, when T
reaches a certain value, the block i will start to move slowly
(creep). From (1), the motion is resisted by frictional stress
i
Ti = Si exp [-( i -Wo) 2 ]  (5)
ai
where the superscript and subscript i's denote the ith block.
From equations (4) and (5), the quasistatic force equilibrium
condition is
i+l i
Kijd j + LiVT = AiS i exp[-( ai ) 2 ] (6)
j=i-1
where both di and wi are displacements of block i, but the
origin of coordinates of wi is chosen at the point at which the
block starts to creep. Ai is the area of the side face of block i
which is in contact with the fault. Equation (6) is solved as a
quasi-static elastic problem (Stuart, 1979). The fault is
i
hardening until the stress reaches the peak at mi = wo. After
this peak, the fault weakens. If the fault weakens faster than
the elastic stress of the driving block is relieved, instability
will take place. In addition to the fault stiffness Kf of
block i
Si i
K w -2S I 0 exp [-( 121 (7)K -'i a . ai
we shall define the minimum stiffness of the surrounding elastic
earth corresponding to one block as
Ki = (Fi/Ai) (Fi/Ai) Kii/A i  (8)P = wKi d i
i i
In terms of Kf and Kp, the instability of block i occurs when
i i
Kf < Kp which is equivalent to the condition that [3wi/3(VT)] +
o. Figure 3 shows the fault stress Ti versus wi and the driving
i i
stress Fi/A i versus di. The solution mi for Kf = Kp is denoted
i
Wu and called the critical displacement in the friction law.
Because more than one neighbouring blocks may turn to unstable
together, Kii will be different from what is defined above. In this
case, the simulated seismicity pattern will be different too. This
points out some inconsistancy. It is due to the discrete model and
the approximation we made here in which we take Kii as constant.
i
When a block i goes beyond the instability point (wi > mu),
we take the frictional stress as the residual frictional stress or
the sliding friction Ri for block i. According to Byerlee (1970),
1/1.25 of the static friction is assigned to Ri. In our case the
i
static friction is equal to AiSiexp[-(mo/ail21. Therefore, the
equation of motion of the slipping block i (not creeping) is given
for acceleration bi as
i+l
mib i = ) Kijdj + LiVT - Ri (9)
j=i-1
where mi is the mass of block i.
To solve equations (6) and (9), we use an iterative procedure
and a stepwise forward integration (Wilson and Clough, 1962),
respectively. It is assumed that the acceleration varies linearly
within the time step At. At the end of each time step a direct
integration yields the following equations for the velocities
t+A t
Vit+At and the displacements di  for the slipping elements.
t t+A t
Vit+At = Vit + (At/2) bi + (At/2)b i
(10)
t t
dit+At = dit + AtVi + (At 2 /3)b i + (At 2 /6)bit+At
Substituting (10) into (9) yields
i+l
mibit+At = j Kij [dj t + AtVjt + (At 2 /3)bj t +
=i-(11)
+ (At2/6)bjt+At ] + LiV(T+At) 
- Ri
where i ranges over the slipping elements.
Substituting (10) into (6) we obtain similar equations for
creeping elements:
t+A t i 2
i+ 1  (Wi - o)
j Kijd t+At + LiV(T+At) = AiS i exp 1- 2a ] (12)
j=i-1 ai
where witAt = i t + dit+At - dit. In (11), the unknown is bjt+At
in (12) the unknown is d t+At. Solving all the simultaneous
equations of moving blocks and creeping blocks according to (11) and
(12) yields accelerations for slipping blocks and displacements for
creeping blocks at the end of time step At. After each step the
velocities and displacements for slipping blocks are calculated
according to (10). In (11) and (12), when the blocks of j = i+l,
i-l are slipping or creeping, then Vj (and in general bj too) * 0 or
V j, bj = 0, respectively. During each step, we use the iterative
procedure because equation (12) is nonlinear.
The force acting on a stationary element i is determined
i 2
from (4). If it exceeds AiS i exp [- (-) 1, the element is
allowed to creep during the next time step. The critical
i
displacement w u for a creeping block i for which it becomes
unstable can be calculated from Kf = Kp according to (7) and (8).
At the end of each step, if the displacement wi of a creeping
i
block i reaches u, it is allowed to slip during the next step
according to equation (9). If the velocity of a slipping block has
become 0 during the preceding time step, the block i is held
stationary until the force again exceeds the static friction
i 2
AiS i exp [-(wo /ai) ]. If the given initial conditions do not
allow instability to take place for some blocks, they will simply
creep to residual friction level without instability (Rice, 1980,
pp. 600-603).
2.4 MODEL PARAMETERS AND RESULTS
Now that formulas are ready for our simulation, we must
choose model parameters. We need to choose the time step At, the
i
block mass, leaf and coil spring constants, constants wo and ai
in the friction law, and the fault strength. Fifty blocks are
used in the present model to simulate a 50 km long strike-slip
fault. For simplicity, common values for elastic and mass
parameters are used; that is mi = m, Li = L, C i = C, Ai = A for
all blocks. Only the friction parameters are varied from block
to block.
According to the stability discussion in numerical calculation,
At should be less than the time needed for an elastic wave
travelling across the block spacing. In the solution of simultaneous
equations (6) and (9), if at least one block is slipping (not
creeping), the time step At is then set at one-fifth the time
required to propagate a seismic disturbance between adjacent blocks;
if no block is slipping but at least one block is creeping which is
the quasi-static case, we used 1000 seconds as the time step; if no
block is slipping or creeping, we can easily find the time T for the
first block to creep again using equation (4).
Yamashita (1976) extended the mechanical model of Burridge and
Knopoff (1967) to a case in which the driving slab has non-uniform
velocity distribution. He derived formulas for block mass m and
spring constants L and C by comparing equation (9) with a finite
difference equation which is an approximation of a 2-D wave equation
in the neighborhood of a fault surface. His formulas for a block
with a unit height are
m = pAyAz ,
C = [2(A+0)(Vs/Vp) 2 +](Az/Ay) , (15)
L = VAy/Az
where p is density, X and i are elastic constants, and Vs and Vp are
S- and P-wave velocities, respectively. In our modelling we have
chosen 0 = 2.8 g/cm3 , A = i = 3 x 1011 dyne/cm 2 , Vs = 3.55 km/sec,
and Vp = 6.15 km/sec. The following is the physical meaning of Az.
If a pulse propagates in a direction perpendicular to the fault
surface at a veloctiy Vs, the side, which is perpendicular to the
fault surface, of the volume contributing to the mass of inertia for
the fault motion can be estimated by Vsto, where to is the average
rise time when the fault is dislocated. In our computation to = 1
sec is used. Here Ay is the length of the block along the fault
strike direction. We have chosen Ay = 1 km. The side area A of a
block with unit height is equal to Ay.
i
Usually ~o and ai are different among blocks. In order to
simplify the simulation and to emphasize the effects of strength
distribution and critical displacement on the simulated seismicity
i
patterns, we assume that wo and ai are proportional to Si . In order
to keep the upper yield stress Si within 10% higher than the static
frictional stress Ti (wi=0), in accordance with the experimental
i i
results, we further fix the ratio wo/ai to be 1/5. Because Si, wo
and ai together define the friction law (Figure 3) completely, our
assumptions simplify the relations among blocks and leave the
i
critical displacement wu and S i to be the main characteristic
parameters which vary among all blocks. With all these assumptions
we then have only two independent parameters to specify the friction
law completely, namely the fault strength Si and the critical
i i
displacement wu, which is determined from given ai and wo according
i i
to the condition Kf = Kp. Their effects on the simulated seismicity
patterns are easily distinguished by assigning different ranges of
i
Si and ai (or wo). For the same reason -emphasizing the effects of
strength distribution and critical displacement on the simulated
seismicity patterns - we assume that the initial shear stresses
applied on each block are 0. The results for three different cases
of simulation are shown in the following.
(A) Weakly heterogeneous distribution of the fault strength (Si
ranges from 100 to 300 bars)
We first use the simple friction law in the simulation which is
i
special case of Stuart's friction law when wo+0 and ai+0. The
simulated seismicity is shown in Figure 4. In this figure the
horizontal axis gives the location of the block along the fault and
vertical axis indicates the time. Time increases downward. The
symbol "+" means the occurrence of instability of a particular
block; the horizontally connected symbol "+" represents a single
seismic event extended over the connected blocks during a few
seconds . The figure shows that only a few small shocks occur as
the tectonic stress increases, and a large event suddenly occurs,
rupturing the entire fault plane without any obvious precursory
events. After the first main rupture, similar large events repeat
at almost the same time intervals. The recurrence time is
controlled by the driving velocity V and the range of fault
strength. These results are in agreement with Mikumo and Miyatake's
(1983) Al model with relatively homogeneous fault properties. When
we use Stuart's friction law for the same strength range but
different ranges of w o and ai, we obtain almost the same seismicity
patterns as in the case of the simple friction law. The slight
differences are that (1) the recurrence times of the major events
are longer under the same driving velocity V, (2) every block creeps
before it undergoes the instability, and (3) only creep events occur
i
between major seismic events unless ai and wo are as small as the
orders of 0.015 cm and 0.003 cm, respectively.
(B) Moderately to strongly heterogeneous distribution of fault
strength (Si ranges from 100 to 800 bars)
When we use the simple friction law, the simulated seismicity
(Figure 5) tends to increase over a long period of time prior to a
major event. There is no quiescence before the major event. These
results indicate that as fault heterogeneities increase, small to
moderate size shocks tend to occur prior to a large event. All of
these results are similar to Mikumo and Miyatake's (1983) A4 model
in which the strength distribution is assumed to be widely spread
over 200-1180 bars.
When we use the displacement hardening-softening friction law
i
and set wo = (0.03-1.3 cm) and ai = (0.15-6.5 cm), howere, keep the
same fault strength distribution and the same initial stresses, the
simulated seismicity becomes very different (Figure 6). The symbols
of "O" in Figure 6 indicate the starting times of creep for the
particular block. Once a block has started to creep, it will follow
the frictional curve in Figure 3 until reaching the point B and turn
into instability. If we look at a single block's behavior along the
direction of time axis in the figure , creep should always precede
instability. However, when a creep event is followed by instability
in few seconds, the creep symbol is eliminated. An example is shown
in Figure 6, before the major earthquake, which occurs at T = 55
years. Many blocks are not preceded by the creep
symbol "O" before this earthquake. In this case, there is a
precursory accelerating deformation just before the mainshock.
Differences between Figures 5 and 6 are as follows.
(1) In Figure 6, there is a ten year long quiescence period
from T = 45 years to T = 55 years before the major earthquake which
ruptures the entire fault. Obviously, quiescence is not determined
by the behavior of any individual block but by the global behavior
of all blocks. In Figure 5 there is no quiescence at all but
enhanced seismicity before the similar major earthquakes (T = 28
years).
(2) In Figure 5, after the major earthquake there is a
quiescence period without any events; but in Figure 6, immediately
after the major earthquake, many blocks start to creep or slip
again, that last about two years.
(3) Under the same driving velocity V, it takes about twice as
much time in Figure 6 as in Figure 5 to get to the first major
earthquake.
i
(C) The same strengh Si as in (B), but ai and wo are 10 times
larger than in (B).
In this case, only creep events but no small earthquakes
occur between major earthquakes. A similar seismicity pattern
has appeared in simulation (A), in which we used Stuart's friction
i
law with ai and wo two orders of magnitude smaller than the present
case but S i ranges from 100 to 300 bars.
From the above simulation, we found that the important
precursory phenomenon called "quiescence" may be produced by
introducing the displacement hardening-softening friction law. The
reason why the quiescence period is produced by this friction law
may be explained as follows. When the stress level is low, small
events and creep can occur at low strength blocks along the fault
(Figure 6). When the stress along the fault reaches a certain high
level, but still lower than the highest level at which the mainshock
will occur, most blocks can creep at this level. Because a creeping
block can release a part of the concentrated stress at its
neighbors, the pre-seismic creep will reduce the possibility of
small events. Then very few (or no) small events will occur at this
stress level. In other words, quiescence, a global behavior of a
fault, is produced by the interaction between the increasing stress
along the fault and all blocks that obey the displacement
hardening-softening friction law.
After a systematic search of the changes in seismic occurrence
rate for the segment of the Kurile Island arc and eleven other areas
with large earthquakes, Wyss and Habermann (1979) and Habermann
(1981) found many examples of precursory seismic quiescence in which
the rate was lowered by 50% at the 99% confidence level. They
suggested a similar explanation, namely the precursory displacement
and aseismic stress release on some portion of the future rupture
surfaces.
2.5 CRITICAL SLIP-WEAKENING DISPLACEMENT
As demonstrated in the examples above, a key parameter
controlling the seismicity pattern is the critical slip-weakening
i i
displacement u . The average values of wu for simulations (A), (B),
and (C) are 0.006, 0.8, and 11 cm, respectively, covering three
orders of magnitude. The first value is of the same order of
magnitude as found in Dieterich's (1981) experiments on a large rock
sample. The values for cases (B) and (C) happened to be of the same
orders as Mavko's one-dimensional and two-dimentional models (1984),
respectively. Mavko did not explain why he used these critical
displacements a few orders of magnitude larger than Dieterich's
laboratory results. However, by noticing that a long fault has
greater roughness than a short fault and that, as the experiments
show, the rough fault has larger critical displacement than a smooth
fault (Dieterich, 1981), and by then assuming that the critical
displacement is roughly proportional to the fault length, we can
extrapolate the experimental results to fault of an in-situ scale.
Another similar consideration leads to the same conclusion. If we
consider interaction of larger earthquakes, we may want to increase
the block length. Then in order to generate the same seismicity
pattern, the critical displacement should also be increased
proportionally to the block length to preserve the physical
similarity. In Okubo and Dieterich's (1984) recent experiment the
fault length is 2 m. The critical displacements are 5Um-25Um.
Then, for a 1 km long block the average critical displacement
-i
Wu = 0.8 cm in simulation (B) may be a reasonable extrapolation of
the experimental results. If we extrapolate further from simulation
(B) to earthquakes with fault lengths 10 km and 100 km, blocks with
these lengths would require the critical displacement of 10 cm and 1
m, respectively.
This result is in a good agreement with the estimates of
slip-weakening displacement from totally independent observations of
an earthquake fault. The independent estimate comes from the
interpretation of strong motion acceleration spectra made by
Papageorgiou and Aki (1983) on the basis of a specific barrier model
(Das and Aki,1977; Aki,1979). The critical displacement is derived
from acceleration spectra by the following steps. First the barrier
interval 2po, local stress drop AA, and cut-off frequency fmax are
determined from the observed acceleration power spectra. From po and
Ac, the apparent Griffith energy G is estimated. From fmax the
length d of the cohesive zone is estimated. From G and d we find
the cohesive stress ac, and from G and ac we finally obtain the
i
critical displacement D (noted as wu in this paper). The resultant
values of D for several California earthquakes are of the order of
10 cm to 1 m in agreement with the values inferred from our
seismicity simulation experiment.
2.6 DISCUSSION AND CONCLUSIONS
In order to simulate the seismicity along a fault (like the San
Andreas fault) in which the seismicity pattern varies greatly from
one segment to another, we need to assign different ranges of Si, a i
i i
and wo for different segments. For example, if we assign small wo
i
and a large ratio of wo/ai to one segment, then the peak of the
friction law curve (Figure 3) will become narrower or sharper to
favor the instability, the critical displacements will be small, and
we shall expect frequent small seismic events on this fault segment.
i i
On the other hand, if we assign large wo and a small ratio of wo/ai
to a fault segment, the peak of the friction law curve will become
flatter, and we shall then expect fewer small seismic events. If
i i
the curve is flat enough, the condition Kf<Kp will never be
satisfied. Then we shall have only creep and no earthquakes.
In the simulations above, we showed more than one cycle of
repeated major events only for case (A), because the simulated
seismicity pattern before the first major event in case (B), as in
case (A), was not repetitive, whatever the friction law used. For
all the simulations, after the first major event, small events
between sucessive major events gradually decreased to a level at
which no quiescence or enhancement of seismicity patterns could be
identified, even for the case with strongly heterogeneous
distribution of fault strength and small critical displacements. The
same difficulty was encountered early by Andrews (1975, 1978 ). He
pointed out, from energy considerations, that the stationary
occurrence of a large number of small earthquakes cannot be
explained by the load of smoothly varying tectonic stress alone, but
require a generation of short wavelength self stress by a large
earthquake, unless fault creep, varying in amplitude of all length
scales, prepares the fault for small earthquakes. This difficulty
indicates that the earthquake phenomena may consist of two distinct
processes. One of the process is the coupling between tectonic
driving and large earthquakes. The other process is the generation
of "self stress", as it is called by Andrews (1978), which
originates from earthquakes themselves. According to this idea, not
only the immediate aftershocks of a large earthquake but also
earthquakes in the normal period may be caused by irregular slip of
large earthquakes. Such a theory may lead to a better understanding
of the physical basis of the well-known Gutenberg and Richter
empirical relation for the frequencies of earthquakes of various
magnitudes, and Andrews (1978) proposed that friction which changes
with displacement may be essential to fault mechanism. Our
simulation showed, however, that the displacement
hardening-softening friction law does not seem to be capable of a
sustained generation of small earthquakes. On the other hand, the
barrier model (Aki, 1979) offers a physical mechanism for such a
roughening of self stress in the fault zone after a major
earthquake. In our future simulation, we shall incorparate such a
stress roughening process. In spite of the above problems
encountered in our simulation the following conclusions may be
drawn.
(1) From the above simulation we found that the important
precursory phenomenon called "quiescence" may be accounted by
introducing the displacement hardening-softening friction law.
_i
(2) Only when we choose an average critical displacement wu
with the scale-dependent slip-weakening critical displacement D as
obtained by Papageorgiou and Aki (1983) do we obtain the seismicity
pattern that includes creep, small events, main events, and
quiescence before major events.
FIGURE CAPTIONS
Figure 1.
Figure 2.
Figure 3.
Figure 4.
Schematic diagram of the fault model (after Burridge and
Knopoff, 1967). The blocks represent friction elements
in contact with the fault. The friction elements are
connected by the elastic elements represented as coil
springs. Leaf springs connect the fault elements to the
driving block.
Indexing and notation for numerical analysis of the
fault model (after Dieterich, 1972). Indexing is done
with respect to the friction elements of mass mi . The
stiffness of the coil springs adjacent to the element i
are denoted by Ci-_ and Ci, and the stiffness of the leaf
spring connecting element i to the driving block is Li.
Displacements of the elements are denoted by di . The
driving block moves at a uniform velocity V.
i
Postulated friction law with ai = 0.3 cm, wo = 0.1 cm,
and Si = 300 bars (heavy line). Instability occurs at
point B. After point B friction drops to sliding
friction Ri . Before point B the friction versus
displacement is the displacement hardening-
softening friction law introduced by Stuart.
Simulated seismicity using the simple friction law for
the weakly heterogeneous distribution of the fault
strengh (100 - 300 bars). The symbol (or symbols) of "+"
represents individual earthquakes. The locations
of events on the fault are shown with the horizontal
axis. The occurrence times of events are shown with
the vertical axis. The connected symbols of "+" in
horizontial direction represent a single seismic
event extended over the connected blocks.
Simulated seismicity in the model with the simple
friction law and moderately to heavily heterogeneous
fault strength (100 - 800 bars).
Simulated seismicity in the model with the
displacement hardening-softening friction law and the
same fault strength distribution as in Figure (5).
The symbols of "o" indicate the starting times of
block creep for the particular blocks. The
quiescence period is between time T = 45 years and T
= 55 years.
Figure 5.
Figure 6.
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Chapter 3
Seismicity Simulation With a
Rate and State Dependent Friction Law
3.1 Introduction
Numerical simulations of fault motion and earthquake occurrence
provide a convenient test-bed for examining models of earthquake
source mechanisms and for exploring their dynamic consequences.
Three equally important elements of earthquake phenomena (Aki,
1983), namely, (1) the loading of tectonic stress, (2) the friction
law governing fault slip, and (3) the structural heterogeneity of
the earthquake source region, can be taken into account in the
simulation. Many of the observed large-scale phenomena associated
with earthquakes and fault motions have been reproduced by such
simulations (Burridge and Knopoff,1967; Dieterich, 1972; Cohen,
1977; Mikumo and Miyatake, 1978, 1979, 1983; Cao and Aki, 1984),
including the occurrence of foreshocks, mainshocks, and aftershocks,
correlation among various source parameters, and the occurrence of
stable, preseismic and postseismic slips.
However, there is a discrepancy about the stationarity of the
magnitude-frequency relation among some of these simulations. Some
of them (Dieterich, Cohen) simulated the stable magnitude-frequency
relation without suffering from a smoothing effect, although no
major events were simulated. By the smoothing effect, we mean that
the relative rate of occurrence of small to moderate events in the
simulated seismicity decrease with the recurrence of major events.
The others suffered from this smoothing effect, even when they used
the same friction law as the former. Andrews (1975, 1978) found
that the smoothing effect is existing because tectonic loading
cannot change the fault's self-energy (Eshelby, 1957). He also
indicated that this difficulty is not removed by letting friction be
a function of position because the difference between fault strength
and stress will tend to become spatially smoother after each major
event. (In the following, we will call this difference the stress
deficit because it is the amount of stress needed to be increased in
order to initiate a rupture.) Cao and Aki's (1984) simulations with
a simple friction law and a slip-weakening friction law confirmed
Andrews' conclusions. Therefore, it is interesting and important to
clear up this discrepancy. We will show that this discrepancy
results from the difference of model parameters, which, however,
cannot be arbitrarily chosen in order to remove the smoothing
effect. The stress deficit roughening merits furture studies.
The barrier model (Das and Aki, 1977; Aki, 1979) was proposed
to offer a physical mechanism for the stress deficit roughening
process. In contrast to the barrier model is the asperity model
(Kanamori and Stewart, 1978) in which a major earthquake is a stress
deficit smoothing process. Obviously, without referring to a
particular friction law, we cannot define the role of strong and
weak patches on the fault plane. Only after we define a specific
friction law, tectonic loading condition, and heterogeneous
distributions of parameters in the friction law over the fault
plane, may we determine if strong patches act as barriers or
asperities. The same is also for the roughening or smoothing
process.
In the present paper, we are mostly interested in seismicity
simulations using the state of the art laboratory inferred friction
law called the rate and state dependent friction law (Dieterich,
1979, 1980, 1981; Ruina, 1980, 1983). We shall show that the stress
deficit roughening process could be simulated by introducing this
friction law to a discrete one-dimensional mass-spring model.
In the following, we first describe Andrews' smoothing process
precisely, and discuss the choice of relevant model parameters which
is responsible for the discrepancy about the smoothing effect.
Then, we compare the dynamic solutions of a single block-spring
system governed by the rate and state dependent friction law (Rice
and Tse, 1983) and the simple friction law. By this comparison, we
learn how to specify and simulate a heterogeneous fault. Finally,
we extend the dynamic solution to a multiple block-spring system
governed by the rate and state dependent friction law.
3.2 Model Parameters Affecting The Spatial Smoothing of Stress
Deficit
Wesson and Ellsworth (1973) qualitatively discussed the
smoothing process in which the difference between fault strength and
stress become spatially smoothed with each event. In order to
explain observed seismicity preceding moderate earthquakes in
California, they considered that the difference between strength and
stress are inhomogeneous along a fault. Small earthquakes occur on
patches where the failure criterion is met locally. Individual
small earthquakes will lead to a spatial smoothing of the difference
between strength and stress, that we have defined as the stress
deficit. As the stress deficit becomes smoother in space, the
failure will occur simultaneously over a large area, resulting in an
occurrence of a large earthquake. Wesson and Ellsworth, however,
did not consider the undesirable consequence of spatial smoothing of
the stress deficit on the magnitude-frequency relation. Andrews
(1975) also showed that the faulting process in an initially
heterogeneous stress environment tends to smooth out the
irregularities; after sufficient slip has occurred, the difference
between strength and stress becomes less and less along the fault,
and the heterogeneity in stress deficit disappears or decreases.
A numerical experiment which dramatically shows this smoothing
effect is Mikumo and Miyatake's simulation (1979, 1983). Their
frictional fault models have non-uniform distributions of strength
and relaxation time and the fault is subjected to a time-dependent
shear stress. They concluded that the main physical parameters that
control seismicity patterns are the forms of distributions of static
and sliding frictional strength and their spatial variations over
a fault and also the rate of increase of tectonic stress. Figure 1
shows their case BI in which non-uniformity of the strength
distribution is classified as moderate to heavy (200~408 bars). The
smoothing effect is very obvious. After the major event which
occurs on the 2700th day of the simulation, we rarely see small
events. All their simulations from weakly to heavily non-uniform
fault strength distributions showed this effect although the
smoothing process takes a longer time for an initially more
heterogeneous fault. In Cao and Aki's (1984) one-dimensional
mass-spring model simulations, this effect also appeared when they
used both the simple friction law and the slip weakening friction
law (Stuart, 1979a,b).
On the other hand, the one-dimensional mass-spring model
simulations by Dieterich (1972) and Cohen (1977) apparently did not
generate the smoothing effect when the simple friction law was used,
but their simulations also did not produce major earthquakes.
Therefore, there is a discrepancy between simulated seismicities
with the same one-dimensional mass-spring model configuration and
the same simple friction law. This discrepancy implies that the
model parameters could affect the simulated seismicity
significantly. Actually, in Cao and Aki's (1984) simulation with
the simple friction law, they used exactly the same strength
distribution along the simulated fault, periodic boundary condition,
and loading as Dieterich's (1972) except a different spring constant
ratio was employed. This ratio will be discussed after we briefly
introduce the model configuration.
The schematic diagram of a one-dimensional mass-spring fault
model originally due to Burridge and Knopoff (1967) is shown in
Figure 2. In this model, an array of discrete equal mass (m)
elements connected to each other by coil springs is in frictional
contact with a surface, which simulates a fault. Each element is
also connected with a moving slab by leaf spring to simulate the
tectonic loading. Numerical solutions are obtained by a stepwise
forward integration (Wilson and Clough, 1962) as used in Dieterich
(1972) and Cao and Aki's (1984) simulations.
In order to simulate a real fault using such a one-dimensional
discrete model we must specify block masses, leaf and coil spring
constants, and the fault strength which is the static frictional
stress between model elements and the contacting surface. First,
following Burridge and Knopoff (1967), common values of coil and
leaf spring constants C and L are used for all blocks, only the
static friction or fault strength is varied from block to block.
To specify other parameters, we use Yamashita's formulas (1976)
which give appropriate block mass m and spring constants L and C by
comparing the equation of motion of a block-spring system with a
finite difference approximation of a two-dimensional wave equation
in the neighborhood of a vertical fault surface. His formulas for a
block with a height Ax in the vertical direction and an effective
horizontal extent specified by Ay along the fault and Az in the
direction perpendicular to the fault surface are
m = pAxAyAz, (la)
C = [2(A+I)(Vs/Vp) 2+Ui](AxAz/Ay), (lb)
L = yAxAy/Az (ic)
where p is density, I and U are elastic constants, and Vs and Vp are
S-and P-wave velocities, respectively. In the following modeling we
have chosen p = 2.8 g/cm3 , X=u=3 x 1011 dyne/cm 2 , Vs = 3.55 km/sec,
and Vp = 6.15 km/sec. In Yamashita's discretization from a
continuum to a block spring model, Az has the following physical
meaning: if a pulse propagates in a direction normal to the fault
surface with the shear velocity Vs, the side Az, which is
perpendicular to the fault surface, of the volume contributing to
the mass of inertia for the fault motion can be estimated by Vsto,
where to is the average rise time during which the fault is
dislocated. We have chosen to = 1 sec. Soon we will show that to
does not affect the ratio L/C. Following Ohnaka (1973, 1974), the
block length Ay along the fault strike direction is chosen equal to
vto, where v is an average propagating velocity of dislocation in
the direction of the fault strike. Here, v = 2.5 km/sec is used.
Accordingly, the appropriate value of L/C is about 1/5. From (lb)
and (ic) we have L/C - (Ay/Az) 2 = (v/Vs)2 , so that it is an
important physical constant instead of a parameter depending on the
choices of to or Ay and Az.
Fault strength distribution in the following simulation is the
static friction assigned to each block range from 100 to 300 bars,
the distribution of assigned values between these limits is uniform
for the entire model, and the location on the fault of a specific
value within this distribution is random. The ratio between static
friction and dynamic friction is 1.25 (Byerlee, 1970; Dieterich,
1972). These, except the L/C ratio, are similar to the simulation
of Dieterich (1972). The simulated seismicity pattern with the
above ratio of L/C is shown in Figure 3 for block number n=50. In
this figure the horizontal scale gives the locations of events on
the fault, and the vertical scale indicates the times of occurrence
of the events. Time increases downward. A series of horizontally
connected solid diamonds represents a single seismic event extended
over the connected blocks. Because we set a stress free initial
condition, there is a 17 years long charging period at the beginning
of the simulation. After the charging period, large events
repeatedly occur with intervals shorter than ten years and very few
small events occur between these large events. We could not remove
this stress deficit smoothing effect by adding some strong patches
(Cao and Aki, 1984). But when we change the L/C ratio from 1/5 to 1
and keep all other parameters and initial conditions the same as in
Figure 3, the simulated seismicity pattern is totally changed as
shown in Figure 4. This result is very similar to those of
Dieterich (1972) and Cohen (1977) who used the same friction law and
L/C ratio as the case shown in Figure 4. In this case, the
smoothing effect does not occur but no major earthquakes, which
break the entire fault segment simulated, are simulated.
From the above examples, we see that the stress deficit
smoothing effect is affected by different L/C ratios. The choice of
smaller C reduces the interaction among blocks and then removes the
smoothing effect but excludes simulating major events as well. In
order to keep the simulation applicable to actual fault, we cannot
make C too small without violating the assumption of equation (1).
Thus, we have to look for other ways to solve the problem. One
purpose of the present study is to check if the stress deficit
smoothing effect during major events can be removed by introducing a
proper friction law to the mass-spring model.
3.3 Rate and State Dependent Friction Law
Before we explain why the rate and state dependent friction law
is chosen for our simulation, it is convenient to introduce the
dynamic solution of a single block-spring system (Figure 5a)
controlled by the simple friction law. In the absence of any
initial motion of a block the frictional resistance prevents sliding
until the stress rises to the value anfs, where fs is the
coefficient of static friction and an is the normal stress. Once
sliding has begun, the frictional resistance drops to the dynamic
value onfd, where fd is the coefficient of dynamic friction. In
this case, it is not difficult to obtain an analytic solution of the
motion for such a single block spring system (for example, Cohen,
1979). The total displacement Ad and the frictional stress drop AT
in a slip event are
Ad = 2an(fs - fd)/K (2)
and
AT = 2an(fs 
- fd )
= Ad/K (3)
where K is the stiffness of the spring. Here, we have implicitly
assumed fd > 0.5fs, which makes sure that the slip velocity never
changes direction (Cohen, 1977).
If we have a chain of blocks connected by springs to simulate a
fault (Figure 2) which has a heterogeneous distribution of (fs-fd)
values, the strong fault segments with relatively large (fs-fd) tend
to slip more than the weak neighbors and will be arrested or
decelerated by the weak neighbors which stop earlier and recover
their frictional strength instantaneously to a static friction.
Because of this interaction between neighboring blocks, the strong
blocks cannot release as much stress as predicted by (3) for the
case of a single block. Then, higher stress is left at strong
segments, so that after a major slip event the difference between
strength and stress along the fault becomes spatially smoother than
before the slip and thus the major event itself is a smoothing
process. Of course, the interaction is weak when the coil spring
constant which defines the connection between blocks is small and
will disappear when the spring constant is zero. For the small
spring constant case as we showed in the preceding section, the
smoothing effect does not appear but no major events can be
simulated. In order to simulate a real fault with major events,
however, we cannot have coil spring constant too small. Thus, the
smoothing effect seems unavoidable.
Actually, it can be avoided. From the analysis described
earlier we found that the interaction between blocks depends upon
not only the connecting spring constant but also the relative motion
of blocks and the time duration of the interaction. With the same
connecting spring constant, two blocks having more different speeds
will have stronger interaction than those having less different
speeds, especially when the interaction finishes in a short time;
here, the finishing time is affected by the friction between blocks
and the contracting surface. One extreme case is that two blocks
moving at same speed have no interaction at all even if they are
connected by a strong but unstressed spring. Because the relative
motion between blocks and the interacting time also affect their
final interaction, it becomes apparent that during a major event the
first stopped weak segment (relatively small fs-fd) will have
different interactions with the further moving strong segment due to
the different healing processes of the frictional strength. The
further moving strong fault segment will be arrested or decelerated
sooner by the weak segment with a instantaneous healing than with a
time dependent healing or the weak segment with a time dependent
healing will accommodate itself to the further moving strong segment
easier than with a instantaneous healing. Starting from the same
relative velocity the interaction time or the time for reaching
final stop is longer for the time dependent healing than that for
the instantaneous healing, so that the interaction in the case of
instantaneous healing is stronger than in the case of time dependent
healing.
The interaction between fault segments is important mainly at
the stages of slip initiation and termination, because between these
two stages, fault segments have similar velocities or small velocity
difference and their interaction is small. For the slip initiation
stage, small difference exists among different friction laws in
terms of interaction among fault segments. Thus, in order to remove
the smoothing effect or more precisely to introduce a stress deficit
roughening process but still keep the connection (represented by
coil spring in our modeling) between fault segments strong enough to
produce major events, we need to introduce a friction law which
defines a time dependent healing. Such a fault zone constitutive
law was developed by Dieterich (1979, 1980, 1981) and Ruina (1980,
1983) to explain a number of laboratory friction experiments on both
clean and gouge-filled sawcuts in granite. One or more state
variables are introduced, which evolve with slip or time in such a
way that the effects in various experiments can be predicted. This
will result in the new friction law having the feature for a time
dependent healing. Mikumo and Miyatake (1978, 1979, 1983) included
a time dependent healing in their seismicity simulation, but they
assumed a spatially homogeneous dynamic friction and a common
renewed static friction during the arresting stage of fault slip.
The homogeneity of these parameters apparently results in the stress
deficit smoothing effect as found in all of their simulations
mentioned earlier.
One of the simplest forms of the new rate and state dependent
friction law (Ruina, 1980, 1983) describes the fault strength in
terms of the coefficient f of friction (see Mavko, 1983):
f = A1+e+A2 1n(V/Vo ) (4a)
A = -[V/D][+A 3 1 n(V/V o ) ] (4b)
Where V and 8 are the sliding rate and state variable respectively
(thus the name of the friction law), the others, including AL, A2,
A3 and D are material constants; Vo is an arbitrary constant with
the dimension of velocity. Later, we shall see that A1 is a nominal
value of friction which does not affect the dynamic solution of a
system and D the characteristic sliding distance is similar to the
critical displacement in the slip-weakening friction law. Some of
the important features about this friction law, useful for the
further discussions, can be summarized as follows (Ruina, 1984;
Mavko, 1983).
1. The coefficient f is determined by two competing effects
(Figure 5). First, f has a positive viscous-like dependence on
instaneous changes of slip velocity (VI+V2 , V 2>V 1 in Figure 5) as
described by the last terms on the right side of (4a). Second, f
has a negative dependence on non-instantaneous changes of slip
velocity (V2 is kept for a finite duration) as described by 0 in
(4). The curve in Figure 5b shows these two effects. The
coefficient increase due to the positive viscous-like dependence is
Af = A2 1n(V 2/V 1 ); the coefficient decays to a low value f2 =
(A3 -A2 )ln(V 2 /V1 ) due to the negative dependence (Mavko, 1983).
2. The concept of steady sliding has a central role in the
rate and state dependent friction law proposed by Dieterich (1979,
1980, 1981) and Ruina (1980, 1983, 1984). In those experiments
which led to the rate and state dependent friction law sliding is
steady or perturbed from the steady state. As shown by Mavko (1983)
for a constant driving velocity Vss, the steady slip velocity is
also Vss and the steady value of the state variable 8 is:
8ss = -A3 1n(Vss/Vo) (5)
and the steady state coefficient of friction is
fss = Al+(A2 -A3 )ln(Vss/Vo) (6)
3. The stability criterion for a steady state has been found
by Ruina (1980, 1983), Rice and Ruina (1983), and Gu et al. (1984)
using linearized analysis that small perturbations about a steady
solution for the hypothetical sliding experiment (Figure 5) are
neutrally stable if
(A3 -A2 )an
S---------- 1 (7)
KD
unstable if 8>1, and stable if 8<1, where an is the normal stress.
For convenience in the following, the stiffness K is defined as the
rate of change of stress with respect to fault displacement.
(A3 -A2 )<0 is a special case which makes a block creeping without
instability. This kind of sliding may exist at the creeping
sections of the San Andreas fault and below the depth (~15 km) for
the brittle-ductile transition (Mavko, 1983; Tse and Rice, 1985).
From Yamashita's (1976) formula (1) and the above stability
criterion (7), we can estimate the maximum characteristic sliding
displacement D of a fault segment represented by a block for having
instability in the one-dimensional modeling (Figure 2). The
stiffness K in (7), defined as the rate of change of stress with
respect to fault displacement for the surrounding elastic earth of
block i is given by Cao and Aki (1984)
S(Fi/A i )
Ki = - -------- = (2Ci+Li)/Ai (8)
3d i
where Fi is the static force acting on block i due to displacements
of neighboring blocks i-i and i+l and the driving slab, di is the
displacement of block i, Ci and Li are coil and leaf spring
constants respectively, Ai is the area of the side face of block i.
If we assume Ai=A=AxAy, mi=m, Li=L, Ci=C and Ki=K o for all blocks,
then we have
Ko =[(14/3)pAzAx/Ay + uAyAx/Az]/(AxAy)
= (14/3)IAz/(Ay) 2 + u/Az
where i=X and (Vs/Vp)2 = 1/3 have been assumed. If we further
choose Az and Ay the same as in the previous section, then we obtain
Ko = 8.7 x 106 (dyne/cm
3 ). For (A3 -A2 ) and an we use the same
values as used in Mavko's (1983) one-dimensional modeling
(A3 -A2=0.002, an = 3 kbar). We find that the instability criterion
(B>1) for a block in Figure 2 is D<0.68 cm. Because Ko is rise time
dependent through Ay and Az, D is also rise time dependent. When we
choose a longer rise time and simulate a larger event, Ko will be
smaller and D will be larger. This is consistent with observations
and theoretical results (Papageorgiou and Aki, 1983).
This result on the upper limit of D for the unstable behavior
is remarkably close to the slip-weakening critical displacement (0.8
cm) obtained according to seismicity simulations using a
displacement hardening-softening friction law (Cao and Aki, 1984).
In that study, they used the same model configuration and same rise
time as in the example above and found if a critical displacement
was chosen at the same order of magnitude as the slip-weakening
critical displacement estimated by Papageorgiou and Aki (1983) from
strong motion data, the simulation of a heterogeneous fault can
produce a normal seismicity pattern which includes small to large
earthquakes and even a quiescence period before large earthquakes.
The above correspondence between slip-weakening critical
displacement and characteristic sliding displacement suggests that
at least for the part before instability, the slip weakening is an
approximation of the stress-slip relation observed with the rate and
state dependent friction law.
Before we can use the rate and state dependent friction law for
seismicity simulation, we need to clear up certain things which are
important for modeling heterogenous faults. This can be done by
comparing the dynamic solution of a single block-spring system
controlled by the rate and state dependent friction law (Rice and
Tse, 1985) with the solution of the same system controlled by the
simple friction law.
3.4 Comparison of dynamic motions of a single block-spring system
A fairly comprehensive analysis of quasi-static slip motion and
its possible instabilities has been done for one state and two state
variable laws with a single spring-block system (Rice and Ruina,
1983; Rice and Gu, 1983; Gu et al., 1984). The equation of motion
for such a system in a quasi-static condition is an equilibrium
equation between driving force and friction
anf = K(Ur-U) (9)
where Ur is the displacement of driving plate and U is the block
displacement (Figure 5). According to (4), the sliding velocity
will increase as an instantaneous response to keep the balance of
(9). This process will eventually lead to the violation of
quasi-static assumptions because the velocity increases too rapidly.
In treating this problem, Dieterich (1981) suggested an approximate
method in which a cut-off velocity Vmax, independent of equilibrium
equation (9), is introduced. By limiting the maximum sliding
velocity to Vmax, the computation can be continued through the
instability until the spring force is relaxed enough for the
quasi-static condition to be once again satisfied. This method was
also adopted in Mavko's (1983) simulation. Clearly, this method
will introduce unpredictable distortion to the final solution,
especially a common cut-off velocity may introduce artificial
smoothing effect during a slip event, and may not be suitable for
the purpose of the present study. A more rigorous treatment is to
include inertia effects in (9). Such a problem has been solved by
Rice and Tse (1985). For the convenience of later description, we
write down the basic formulas in our own notation and the parameters
we used. Then, the equation of motion is given by
d 2 U
m --- + Aanf = AK(Ur-U) (10)
d t 2
where m is the block mass, t is time and A is the area of the block
side face. Here, we first assume that the direction of slip
velocity will not change (dU/dt>0), the corresponding criterion will
be given later. Thus, the sign before the second term on the left
side of (10) does not change. If we take the time derivative of
(10) and (4a), then by using (4b) and collecting terms we obtain the
following three simultaneous ordinary differential equations which
govern the system,
dV
-- = a (Ila)
dt
de V
.-- -[6 + A3 ln(V/V o ) ] (Ilb)
dt D
da AK AVan AA2 aan
- = -- (Vr-V) + ---- [+A 3 1n(V/Vo)] - ------ (llc)
dt m mD mV
where a is the acceleration, Vr is the driving velocity and V is the
block slip velocity. These simultaneous equations can be easily
solved by using the Runge-Kutta method as shown by Rice and Tse
(1985). Of course, when the acceleration is very low we still can
perform the calculation in a quasi-static regime. In this regime,
equation (11) reduce to two equations:
dV K V2
-- = ----V(Vr-V)+ --- [@+A 3ln(V/Vo)] (12a)
dt A2an A2 D
dO V
- - -[ + A3 1n(V/V o ) ]  (12b)
dt D
In the actual calculations, we switch from (11) to (12) when the
inertia force (the first term on the left side of (10)) becomes
smaller than one thousandth of the friction force (the second term
on the left side of (10)); then switch back to (11) when the inertia
term becomes larger than one thousandth of the friction force.
Here, one thousandth is arbitrarily chosen but small enough to keep
the transition smooth. Since A1 does not appear in (11) and (12)
and will not affect the solution, we will use the relative friction
coefficient (f-A1 ) and the corresponding relative fault friction in
the following discussion without specifying "relative" again.
The time step At used in the calculation is adjusted
automatically. From (11) and (12), as indicated by Rice and Tse
(1985), there exists two characteristic time scales in the problem.
One is characterized by the ratio of the characteristic slip
displacement of the friction law to the block velocity, D/V.
Another is characterized by the ratio of velocity to the
acceleration, V/a. In the calculations of this section and the next
section, At = 0.1 D/V and At = 0.1 V/a are used for dynamic and
quasi-static cases, respectively.
Other parameters and constants in equations (11) and (12) are
chosen as Ax = 10 km, Ay = 2.5 km, Az = 3.55 km, p = 2.8 g/cm 3 , Vr =
3.5 cm/yr, Vo = 3.5 cm/yr, an = 3 kbar, A2 = 0.002, A3 = 0.004 and K
= 3.7 x 106 dyne/cm 3 . By changing D in (7), we can simulate a
stable (8<1), unstable (8>1) or neutrally stable (8=1) system. The
initial conditions of acceleration, and state variable 8 are set
equal to the exact values for the steady-state sliding at slip
velocity Vr at which 0(t=0) = 0, a(t=O) = 0. The system is
perturbed by setting the initial slip velocity V = 4.7 cm/yr which
is larger than the steady value V = Vr = 3.5 cm/yr.
The numerical solutions show that the perturbation to a
neutrally stable (D = 1.624 cm, 8 = 1) system causes steady
oscillations in slip velocity and friction at constant amplitude;
the perturbation to a stable (D = 1.8 cm, 8 = 0.9) system damps out
and all variables tend toward the steady solution. These results
are exactly the same as Mavko's (1983) because the solutions still
belong to the quasi-static case. The solution for an unstable (D =
1.476 cm, 8 = 1.1, A 3 -A2 >0) system is described in detail as
follows.
As shown in Figure 6, the initial perturbation in velocity
causes oscillations in slip velocity and friction that grow in
amplitude until the instability. The welding points between
quasi-static and dynamic calculations are idicated by W 1 and W2 in
Figure 6a. This figure was first got by Rice and Tse (1985). After
W1, the slip velocity quickly reaches a maximum value at point S and
starts to decrease. Point S must be on the steady state line
because the acceleration is close to zero for an extended slip
distance around this point. Shortly before and after S, the system
slides under a nearly steady state condition until further
shortening of the spring is hampered at R. Then, as indicated by
Rice and Tse (1985), the block is "arrested" within an extremely
short displacement (Figure 6b, R-W 2 ) and the slope of line RW 2 in
Figure 6a is onA2. This means that during the "arrest" the state
variable does not change or the state is frozen. At the end of the
"arrest" (W2 ), the inertial force is negligible again and
quasi-static calculation is resumed. During this quasi-static stage
(W2 to W, on left side of Figure 6a), the friction increases to a
maximum value Tp at P and then decreases rapidly so that the block
is accelerated again leading to another unstable slip event, and the
cycles of the system motion are repeated exactly.
This solution is very different from using the simple friction
law, especially at points P and W2 (Figure 6b). Figure 7 shows a
schematic comparison between these two friction laws. The shaded
area on the left side of point S represents the block kinetic energy
which is obtained from the excess of spring force over the friction
after the instability. Around point P, the rate and state dependent
friction law predicts hardening followed by softening; The simple
friction law predicts an instantaneous change of motion from static
to dynamic when the stress reaches a threshold T s (static friction).
After point W 2, the simple friction law assumes an instant healing
to Ts, while the new friction law involves a non-instantaneous
healing. Another difference is about the relation between friction
strength and stress. In the case of the simple friction law, the
frictional stress is not always balanced with the friction strength.
The strength can only have two values, the static friction T s and
dynamic friction Td, but according to Cohen (1979) the frictional
stress could be any value between T s and (Td-(Ts-Td)) (Figure 7).
In the case of the rate and state dependent friction law, the
frictional stress is always balanced with the frictional strength,
the minimum strength T w2 reached at point point W 2 is much lower
than the value Tss at the steady sliding point S. These differences
are important in explaining the seismicity simulation results in the
following sections. By the comparison in Figure 7, we also can find
the criterion for dU/dt>O
in (10) where the new friction law is used. It is Tss>0.5Tp, which
is similar to fd>0. 5 fs for the case of the simple friction law
(Cohen, 1979).
The velocity measure In(V/V o ) vs. time curve (Figure 6c) shows
that before the unstable slip the velocity has increased to a value
higher than the driving velocity and after the unstable slip the
velocity decreases to a value much lower than the driving velocity.
Figures 6d and 6e are the time changes of frictional stress
(relative to the nominal value anA1 ) due to changes of
(O+A2 1n(V/Vo)) and 0 respectively in (4a). A comparison between
these two curves shows that the change of frictional stress before
and after an unstable event is mainly due to the change of state
variable 8 not the change of velocity through term A2 1n(V/Vo).
According to (4b), 3 evolves very slowly right after the event
because slip velocity changes very slowly. This is the
non-instantaneous healing.
From Figure 6b, we can define a frictional strength drop by the
difference between maximum strength Tp at P and minimum strength TW2
at W2 . In the case of the simple friction law, we can define a
frictional strength drop by the difference between static and
dynamic friction (Mikumo and Miyatake, 1978). For the rate and
state dependent friction law, the frictional stress drop is
proportional to (A3 -A2 ) (Mavko, 1983). The frictional stress drop
for A3-A2=0.002 in Figure 6b is 220 bars. Figure 6f is for a system
in which only A3-A2 = 0.0022 is larger than in Figure 6b, the stress
drop for this system is 250 bars. Therefore, a larger difference of
A3-A 2 means a higher stress drop or a higher effective stress
(Kasahara, p. 139, 1981) if we borrow this name for the rate and
state dependent friction law. As indicated by Brune (1970),
Kanamori (1972) and Yamashita (1976) among others, dynamics of fault
rupture are determined by the effective stress. In other words, the
absolute stress is irrelevant to the dynamic fault motion and we
cannot use a heterogeneous distribution of the nominal parameter A1
in (4a) to specify a heterogenous fault. From the above comparison
between Figures 7b and 7f, we see that we can use a heterogeneous
distribution of (A3-A2 ) values along a fault to specify a
heterogeneous fault model. In the dynamic meaning, a fault segment
with larger (A3 -A 2 ) value or larger effective stress will behavior
stronger than the segment with lower (A3-A2 ) value. For example,
the displacement in each unstable event is larger for a single block
spring system with larger (A3 -A2 ) value when the system is driven by
the same constant velocity; a larger displacement in each event
means fewer events in a fixed time period but each event is larger.
Therefore, in the case of the simple friction law, a fault rupture
process is completely specified by the distributions of static and
dynamic frictions and the initial stress along the fault (Mikumo and
Miyatake, 1978); now, for the new friction law a rupture process of
a heterogeneous fault is determined by a heterogeneous distribution
of (A3-A2 ) values and a set of initial conditions along the fault.
In the following, for the convenience of descripton we will use
"strong or weak" to mean the fault segments with larger or smaller
(A3-A2 ) values as well as their effective stresses.
So far, we have shown how to build up a heterogeneous fault
model controlled by the rate and state dependent friction law, so we
are ready to apply the rate and state dependent friction law to a
multiple block-spring system.
3.5 Dynamic solution of a multiple block-spring system
Now, we use the schematic model shown in Figure 2 to simulate a
fault which is governed by the rate and state dependent friction
law. The calculation is performed dynamically as for a single
block-spring system.
The equation of motion for block i is derived by calculating
the friction force from (4), we have
i+l i i
mai = Kijd j + LVrt-Acn[A +-i+A In(Vi/Vo)] (13)
j=i-l 1 2
where the common values of m, C, L and A have been used, the
superscript and subscript i's denote ith block, Kij is a stiffness
matrix, Kij = C for itj and Kij = -(L+2C) for i=j. By taking the
time derivative of (13) and combining the equation for 0, we obtain
the simultaneous equations of motion of block i as
da i  i+l Kij LVr Aun Vi  a i
- E --- Vj + --- - ---- -- [i+Ailn(Vi/Vo)] + A -- }
dt j=i-1 m m m Di  3 2 Vi
(14a)
dei Vi
--- = - -- [ i + Ailn(Vi/Vo)] (14b)
dt Di  3
dV i
- ai  (14c)
dt
where the unknown variables are ai , Vi and 8 i . When the inertial
force become smaller than one thousandth of the friction, we switch
to the following equations
dV i  i+l Kij LVr An 2
- E --- ViV + --- Vi + ---- V [ei+A In[Vi/Vo)
dt j=i-1 A' Ai  AiDi i 3
2 2 2
(15a)
d8i Vi
= - --[i+Ailn(Vi/Vo)] (15b)
dt Di 3
where the unknown variables are only Vi and 8 i . If a fault is
simulated by a model with n blocks, i in (14) or (15) or in (14) and
(15) together ranges from 1 to n. For example, if all the blocks
are slipping dynamically, the system is described by 3n equations
from (14); if all the n blocks are moving quasistatically, the
system is described by 2n equations from (15); if n, blocks are
slipping dynamically and n2 blocks are moving quasistatically
(nl+n2 =n), the system is described by 3n1+2n2 equations in which 3n,
equations are from (14) and 3n2 equations are from (15). All these
3n1+2n2 simultaneous equations are ordinary differential equations
and can be solved using Runge-Kutta method.
The time step At is self-adjustable as in the case of a single
block-spring system in the previous section. After each step, we
can obtain a suitable At for each block, At = 0.1 D/V or At = 0.1
V/a, where D, V and a are the characteristic sliding displacement,
sliding velocity and acceleration of that block. The minimum At
among all blocks will be the one for the next step. Indeed, near
the end of the "arrest" the velocity has reduced to a low value but
the deceleration may still be high; or during the nearly steady
state slip around S (Figure 6b), the slip velocity is very high.
Both of the cases will limit At as short as 10- 3 sec to 10- 5 sec and
make the numerical calculation very time consuming when n is large.
We have chosen n=10, much smaller than in Figures 3 and 4, in the
following simulations.
For the boundary conditions, we also introduce a periodicity of
the block elements along the fault to avoid anomalous conditions at
the ends of the model (Dieterich, 1972). We have
do = dn
V o = V n
a o = a n
and
dn+l = dl
Vn+ 1 = Vi
an+ 1 = al
The initial conditions of slip velocity, acceleration and state
variable for each block are set equal to the exact values for steady
sliding at driving velocity Vr = 3.5 cm/yr, except for one block
(i=8) which is the block to be perturbed. These values are 8 i = 0
(i=1-10), ai = 0 (i=1-10), Vi = 3.5 cm/yr (i=1-7, 9-10) and V8 = 4.5
cm/yr. Obviously, a successful modeling in seismicity simulation
should not be initial-condition dependent, especially for the study
of a stationary magnitude-frequency relation. In practice the
system we are simulating may never undergo a state of motion defined
by the assigned initial conditions above, but after sufficient time
the effect from initial conditions should die out. It is safe to
choose those initial values to be uniform along the fault for the
study of stress deficit roughening. Conversely, results from a
heterogeneous distribution of initial values may mainly reflect the
influences from the initial conditions if the simulation time is not
long enough to reach a steady state.
The model parameters of m, L, C and A for each block are chosen
to be the same as in simulations of Figures 3 and 4. Thus far,
parameters which have not been chosen are Ai, Ai and Di (i=1-10)
2 3
in the friction law. A heterogeneous fault is simulated by setting
heterogeneous distributions of these values along the fault.
Parameter Ai, the nominal value of friction coefficient, again does
1
not affect the solution. The difference (Ai-Ai), which compares
3 2
the inverse and direct velocity dependences, defines the effective
stress of block i as discussed in the previous section for a single
block-spring system. Hence, we have assigned (Ai-Ai) values along
3 2
a fault by the following steps. First, a set of 10 basic (Ai-Ai)
3 2
values, which range from 0.0002 to 0.0012, are assigned to 10
blocks. The values, which are uniformly distributed between these
limits, are randomly assigned to all blocks. Second, we change some
of the (Ai-Ai) values to let some blocks have much higher (A3 -A2 )3 2
values and some blocks have negative (A3 -A2 ) values.
According to the results described in the previous section, a
block i with a positive (Ai-Ai) value much larger than other blocks
3 2
is dynamically a strong patch and a block with a negative (Ai-Ai)
3 2
value is a creeping patch. For convenience, Ai is fixed to be 0.002
2
for all blocks and for all simulations and only Ai is changeable3
from block to block and from simulation to simulation. For
simplicity, 8 is fixed at 1.7 for all blocks in all simulations,
except for those blocks with (Ai-Ai)<0. In the following
3 2
simulations, we have chosen (Ai-Ai)=-0.001 for all the creeping
3 2
blocks. Basically, we can try four kinds of fault models, although
we do not know if the simulated seismicities are qualitatively
different. They are (1) a fault with strong patches but no creeping
patches; (2) a fault with strong and creeping patches; (3) a fault
with creeping patches but no strong patches; (4) a fault without
strong and creeping patches. With the assigned model and material
constants above, we can calculate the frictional strength drop for
each block according to the solution of a single block-spring
system. Then, we can get four distributions of the strength drop
along a fault for these four fault models as shown in Figure 8. The
simulated four seismicity patterns are shown in Figure 9, which is
plotted in the same way as in Figures 3 and 4.
Simulation (a) in Figure 9 is for the case of a fault with
strong patches (blocks 6 and 7) but no creeping patches. The basic
features of this simulation are (1) major events which rupture the
entire fault occur in about every sixty years time interval, (2)
during the ten years before and twenty years after the major events
(A and B), the level of seismicity is very low, (3) between major
events, there are many small events, (4) no aftershocks are
simulated after major events, (5) small events between major events
tend to occur in clusters in space and time but outside the strong
patches. In Chapter 4, which is for studying slip rate and stress
drop, we simulate seismicity for more than 200 years in which more
major events were simulated. These simulations also confirm the
results above.
Simulation (b) in Figure 9 is for the case of a fault with
strong patches (same as in simulation (a)) and creeping patches
(blocks 1, 3 and 9). The simulated seismicity is very similar to
that of (a). The differences are (1) time interval between major
events is slightly shorter than in (a), (2) the quiescence periods
of small events before and after the major events are about 5 years
which is much shorter than in simulation (a), (3) small events
between major events tend to occur very uniformly in space and
time.
Model (c) in Figure 8 is for the case of a fault with creeping
patches as in (b) but no strong patches. The simulated seismicity
(Figure 9c) is very different from models (a) and (b). The features
of this simulation are (1) there are no major events but many small
events that occur uniformly in space and time, (2) the uniform
initial conditions in velocity and state variable cause clustering
of small events in a shorter time period along the major part of the
fault, but the effect of the initial conditions dies out very
quickly.
Simulation (d) in Figure 9 is for the case of a fault without
strong and creeping patches. No major events but many small events
are produced by this model. The small events do not occur uniformly
in space and time but tend to occur as a swarm over the entire fault
in a short time period (1-2 years).
These four simulations above are all different. However, they
do have one thing in common which is that none of them show the
tendency toward declining number of small events. Thus, an observed
stationary magnitude-frequency relation may be simulated by using
the rate and state dependent friction law to a heterogeneous fault
even with a low L/C ratio that was found to cause smoothing in the
similar models. This result does not depend on the level of fault
heterogeneity or initial conditions, so it is encouraging because of
the fact that the stationarity of magnitude-frequency relation holds
commonly (such as discussed by Schwartz and Coppersmith, 1984).
The four simulations, in which only two kinds of significantly
different seismicity patterns were obtained, also suggest some
interesting relations. First, by comparing simulations (a) and (b)
with simulations (C) and (d) we see that strong patches may be
necessary for having major events on a fault. Second, when a fault
has creeping patches small events do not occur in clusters in space
and time as shown in simulations (b) and (c). Of course, these
relations are preliminary because we tried only a few examples.
Fault sections, which showed either high creep rate and low
level seismicity or low creep rate and high level seismicity have
been observed along the San Andreas fault. In the former case small
earthquakes and aseismic creep relieve at least a fraction of the
accumulating strain (Wesson et al., 1973). Therefore, according to
simulation (c), it is also suggested that strong patches may not
exist on a creeping section and no large earthquakes are expected
there. If this is finally true, it will be very useful for
earthquake prediction. These are interesting topics to be further
studied.
An observed stationary magnitude-frequency relation is related
to a stress deficit roughening process (Andrews, 1978; Aki, 1984).
In the section of "the rate and state dependent friction law", we
have discussed that this friction law may offer a physical mechanism
for such a process because of the introduction of a rate dependent
state variable. Now, we can study the changes of stress and stress
deficit along a fault for the above simulations (Figure 9). Here,
the stress deficit is defined as the difference (Tp-Tw2 ). In cases
(c) and (d), no major events occur, so that they are not good
examples for studying the roughening process. We choose simulation
(a) as an example. The distribution of stress deficit along the
fault simulated at three times, 0.1 year before and 0.1 year after
the major events and 19 years after the major events, are plotted in
Figures 10 and 11.
From these curves, one can find (1) 0.1 year before major
events (A) and (B) in simulation (a) , the difference between
maximum fault strength and current stress has become very smooth
along the fault because the smoothing effect of small events as
discussed by Wesson and Ellsworth (1973); (2) 0.1 year after the
major events (A) and (B), the above difference has been roughened by
the major events themselves, the fault no longer shows the smoothing
effect discussed by Andrews (1975, 1978); (3) Figures 10b and llb
show the difference between maximum fault strength and current
stress due to the state variable 0. A comparison between these
curves and the curves in Figures 10a and lla suggests that the
change in 0 is responsible for the features described in (1) and
(2); (4) because almost no small events occur before and after the
major events for a time period longer than a few years, the
difference between curves of 0.1 year after and 0.1 year before the
major event gives an approximation of the stress drop along the
fault, which is much larger at strong patches than at weak patches;
(5) 19 years after the major events, the difference between maximum
fault strength and current stress has decreased from 0.1 year after
the major events because of the increase of tectonic stress, but the
heterogeneity of this difference along the fault does not change
because within 19 years no small events have occurred; (6) after
those small events which occur between major events (A) and (B), the
stress deficit along the fault becomes homogeneous again before
event (B), so that the smoothing process caused by small events and
the roughening process caused by major events are happening
interchangeably which may offer a mechanism for the observed
stationary magnitude-frequency relation.
It is necessary to indicate that the stress and frictional
strength here are relative values to anAl as mentioned before. This
means that we are not using absolute stress or strength, which do
not determine the dynamics of fault slip, but we are using the parts
of stress and strength which determine the fault dynamics. Thus,
the above results are not changed by adding an arbitrary function of
position to the coefficient of friction. The roughening process
appeared in the simulations above for the fault models with strong
patches is also unchanged in the limiting case of a continuous
fault. Such a limiting case happens when the spacing between blocks
vanishes. According to Knopoff et al. (1973), the coil spring
constant does not vanish in such a limiting case. Therefore, the
interaction between blocks still exists and our analysis about the
roughening process still holds.
The fault slip as a function of location for event (B) is shown
in Figure 12. Similar to the stress drop, which can be derived from
the stress deficit curves in Figure 11, the strong patches slip more
than the weak patches during a major event. When the simple
friction law is used, both the stress drop and slip of a major event
are very uniform along the fault after a sufficiently long time even
if the fault strength and initial stress distributions are very
heterogeneous (Andrews, 1975, 1978; Cao and Aki, 1984).
Our numerical simulations also give all the details of unstable
slip for each major event. Figure 13 includes ten slip curves for
ten blocks of event (B) in simulation (a) of Figure 9. Each curve
represents the value of In(V/Vo+l) as a function of time. The area
under each curve is a monotonic function of the slip distance of
each block. This figure shows that the strong patches (blocks 6 and
7) slip more than the weak patches.
The whole slip process can be approximately divided into three
stages according to the relative velocities between neighboring
blocks. The first stage is the slip initiation. During this stage,
block slips are initiated and accelerated nearly to a common upper
limit Vmax by their first moving neighbors. The velocity change of
each block from a small value near zero to Vmax is accomplished in a
very short time duration as compared with what we will see at third
stage. According to Newton's second law, large forces or strong
interactions are involved in this stage.
In the second stage, all the blocks slip approximately with a
common high velocity. This stage lasts about two thirds of the
entire slip duration. During this stage, we see that some blocks
slow down or stop but speed up again without affecting their
neighboring blocks significantly. This is because the time
dependent healing. After the slip initiation every block is easy to
be moved and weak interaction exists among blocks.
Following the second stage is the arresting stage. At the
beginning of this stage, many weak blocks start to decelerate. In
this stage, all blocks slip with velocities different from each
other, but most of these velocities are much lower than the high
velocities in the second stage. Therefore, the relative velocities
between neighboring blocks are much smaller than in the first stage
(~ Vmax) and the interactions are much smaller too. In fact, the
velocity change of each block from its highest value (~Vmax) to near
zero in this stage takes a much longer time as compared with the
same amount of velocity change (absolute value) in the first stage.
According to Newton's second law, much smaller forces or
interactions are involved in this stage as compared with the first
s tage.
When the simple friction law is used, each block stops from
nearly the same high velocity in a relatively short time period just
like we have seen at the first stage of Figure 13. Obviously, the
difference between the instantaneous healing (the simple friction
law) and the non-instantaneous healing (the rate and state dependent
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friction law) is responsible for the different final stages of fault
slip. This is almost intuitively conceivable if we consider the
fault as a whole. It is obvious that a fault slip takes a longer
time to stop when the slip is stopped by a smaller friction in the
case of time dependent healing. The interaction reduction among
blocks is just the result of such stopping process elongation. It
is this reduction which permits a non-uniform slip along a fault.
About the non-uniform slip along the fault, there is one more
possibility that needs to be discussed. We used non-uniform
distributions of the characteristic sliding displacement (D) in the
simulations. Before, we have indicated that D has the similar
meaning with the slip-weakening critical displacement. Our
simulation (Cao and Aki, 1984) with the slip-weakening friction law,
a heterogeneous distribution of its critical displacement, and a
same low spring constant ratio L/C suffered from the smoothing
effect, so that the possibility of heterogeneous distribution of D
causing non-uniform slip is excluded.
3.6 Discussion and Conclusions
Dynamic slip motion of a single block-spring system (Rice and
Tse, 1985) has been extended to a multiple block-spring system
following a rate and state dependent friction law which incorporates
features observed in rock sliding experiments. Because we have not
been able to use this friction law to a more realistic fault model
with a large sample of strength distributions as used by Mikumo and
Miyatake (1978, 1979, 1983), we could not simulate a great variety
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of seismicity patterns observed in situ, but basically two types
shown in Figure 9. The first type includes major earthquakes and
small earthquakes between those major earthquakes (Figure 9a,b).
The second type includes only small earthquakes (Figure 9c, d).
Our seismicity simulations and the analysis of fault slip and
stress and strength drops during a major event indicate that the
rate and state dependent friction law together with a heterogeneous
fault can offer a physical mechanism for the stress deficit
roughening process required for the observed stationary
magnitude-frequency relation. Since the non-instantaneous healing
predicted by the rate and state friction law can reduce the
interaction between heterogeneous fault segments, fault slip and
stress and strength drops along a fault are heterogeneous too.
Therefore, the difficulty in the construction of a model for
recurring earthquakes (Andrews, 1978) may be removed by the rate and
state dependent friction law.
Because the interaction among fault segments, which are
represented by blocks in a discretized one-dimensional fault model,
is related to spring constants which characterize the connection of
blocks or fault segments, we checked if the spring constants vanish
in the limiting case of a continuous fault. We found this does not
happen according to Knopoff et al.'s (1973) discussion. Thus, our
results are not from fault discretization but hold also for the
continuum case.
The simplified form of the rate and state dependent friction
law used in this study may require further revision (Okubo, personal
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communication). But, the non-instantaneous healing is a fact
observed in rock sliding experiments, so that it will remain in the
revised forms of the rate and state dependent friction laws. Thus,
the main results obtained in this study may not suffer major
changes. Of course, further studies are needed considering the fact
that only limited number of simulations have been performed.
Our simulations have been performed in a fully dynamic way. The
slip process (Figure 13) can be divided into three stages. In the
third stage or the arresting stage, the slip velocity of each block
varies with time. This result indicates that the quasi-static
cut-off velocity procedure used by Dieterich (1981) and Mavko (1983)
may not be applicable for studies of stress drop and dynamic slip
along a heterogeneous fault.
In summary, we have shown from the numerical simulations of a
fault governed by the rate and state dependent friction law that:
1. The rate and state dependent friction law together with a
heterogeneous fault simulate non-uniform slip and stress drop along
the fault and may provide a physical mechanism for the stress
deficit roughening process which is required for an observed
stationary magnitude-frequency relation.
2. The physical interpretation for non-uniform slip and stress
drop is that the non-instantaneous healing lengthens the time
duration for fault slip to stop and reduces the interaction between
different fault segments and finally counteracts the smoothing
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effect. Here, the interaction is reduced not by reducing the spring
constant but by reducing the fault frictional strength due to the
time dependent healing. The non-instantaneous healing is described
by a state variable in the friction law. When the fault starts to
slip quickly, the state variable evolves to a low value and takes a
time much longer than the duration of fracture process to be healed
up again.
3. Strong patches on the fault may be necessary for the
occurrence of large earthquakes. This result is different from the
case of using the simple friction law which predicts large events
for fault models with or without strong patches (Cao and Aki,
1984).
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Figure 1.
Figure 2.
Figure 3.
Figure 4.
Figure Captions
One of the simulated two-dimensional seismicity patterns
by Mikumo and Miyatake (1983), which shows the stress
deficit smoothing effect. Numbers on the top left of
each pattern indicate the time step given in days. Black
and outlined areas indicate the shocks that occurred at
the indicated time step and ruptured the areas.
A schematic diagram of a discrete fault model (after
Burridge and Knopoff, 1967). The blocks representing
friction elements are intercontacted by springs to each
other and to a moving slab which represents the tectonic
driving.
A simulated seismicity pattern using the simple friction
law and a spring constant ratio L/C = 1/5. The
horizontal scale gives the location of events on the
fault, and the vertical scale indicates times of
occurrence. A series of horizontally connected solid
diamonds represents a single seismic event extended over
the connected blocks. Strong stress deficit smoothing
effect is obvious.
A simulated seismicity pattern in which only spring
constant ratio L/C = 1 is different from in Figure 3. No
smoothing effect can be seen.
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Figure 5. Friction coefficient vs. slip in hypothetical sliding
experiments, after the observations by Dieterich (1979,
1980, 1981). (a ) A single degree of freedom
spring-slider system. A block of mass m slides distance
U with a velocity V and friction T. The driving force
moves distance Ur with a velocity Vr, stressing the block
through this spring with stiffness K. (b) When the
steady slip rate is switched abruptly from V1 to V2
(V 1 <V2), we observe an instantaneous increase in friction
followed by a gradual decay which happens in a
characteristic sliding displacement D (after Mavko,
1983).
Figure 6. A numerical simulation of slip motion of a single
block-spring system (Figure 5a) governed by the rate and
state dependent friction law. Figures (a) and (b) are
first obtained by Rice and Tse (1985). W1 and W2 are the
welding points between results from quasi-static and
dynamic calculations respectively. Friction reaches a
maximum value Tp at point P and a minmum value Tw2 at
point W2 . Sliding velocity reaches a maximum value at S.
From R to W2 is the arresting period (Rice and Tse,
1985). In this figure, all the stress and strength are
values relative to their corresponding nominal values.
(a) Plot of frictional stress versus logarithm of
velocity In(V/Vo). (b) Plot of frictional stress versus
slip distance. (c) Plot of logarithm of slip velocity
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In(V/Vo) versus time. (d) Plot of frictional stress
versus time. (e) Plot of frictional stress due to state
variable 0 versus time. (f) Plot of frictional stress
versus slip distance, in which everything is the same as
in (b) except (A3 -A2 ) is larger and one can see that the
stress drop (Tp-TW2) is also larger than in (b).
Figure 7. A schematic comparison of the fault strength and stress
between results from the simple friction law and the rate
and state dependent friction law. The dashed lines show
the evolving spring force. The shaded area on the left
side of point S represents the block kinetic energy which
is obtained from the excess of spring force over the
friction after instability. The healing processes
predicted by two friction laws are very different as
shown after "arresting" point W2. The arrows indicate
the evolving directions of frictional stress and
strength. In the case of the simple friction law, the
strength is not continuous, it is plotted by heavy dots
(T s ) and a heavy line (Td).
Figure 8. Four fault models used in the simulations. The fault is
described by the frictional stress drop which is defined
as the difference between maximum and minimum frictional
stresses. (A) A fault model with strong patches at
blocks 6 and 7. (b) A fault model with strong patches at
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Figure 9.
Figure 10.
Figure 11.
Figure 12.
blocks 6 and 7 and creeping patchs at blocks 1, 3 and 9.
(c) A fault model with creeping patches at blocks 1, 3
and 9 but no strong patches. (d) A fault model with
neither strong nor creeping patches.
Simulated seismicity patterns using the rate and state
dependent friction law to four fault models shown in
Figure 8. The plot is done in the same way as in Figures
3 and 4.
The time changes of stress deficit around event (A) in
Figure 9a. The stress deficit is defined as the
difference between maximum fault strength Tp and current
fault stress T. (a) Plots of the stress deficit
distribution along the fault length in which the fault
stress is a total stress due to (8+A 2 1n(V/Vo)). (b)
Plots of the stress deficit distribution along the fault
length in which the fault stress is only a fraction of
the total stress due to state variable 8.
Same as Figure 10 but all the plots are for the times
before and after event (B) in simulation (a) of Figure
9.
Fault displacement of event (B) in simulation (a) of
Figure 9.
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Figure 13. Plots of logarithm of velocity In(V/Vo+l) versus time
for each block. This figure shows that in the arresting
stage, the block velocities decrease from their upper
limit to near zero within relatively long time periods.
The value of In(V/Vo+l) has been normalized by
In(Vmax/Vo+1), where Vmax is the maximum velocity
reached among all blocks.
Case B
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Chapter 4
Effect Of Slip Rate On Stress Drop
4.1 Introduction
Recently, Kanamori and Allen (1985) examined the existing data
on source parameters for large earthquakes with a broad range of
recurrence time and found that earthquakes with longer recurrence
times have higher average static stress drops. They considered a
model in which a fault which is loaded at a small rate tends to have
a larger asperity, and a large slip rate tends to "wear out" the
asperity. Since the average static stress drop increases with the
ratio of dimensional asperity size to the total area of the fault
plane, the model explains why earthquakes with longer recurrence
times should have higher average stress drops.
Laboratory experiments also showed that the static friction
between rock surfaces increases with time of stationary contact,
logarithmically or according to power-law relations (Richardson and
Nolle, 1976). However, the specific model discussed by Kanamori and
Allen is subject to some questions. First, it is implicitly assumed
that the healing process occurs only at an area including the
asperity and its periphery. Why does no healing process occur
outside the asperity? Secondly, a slow loading rate is taken to
imply a long recurrence time. But, a long recurrence time may also
be due to a large characteristic slip (Schwartz and Coppersmith,
1984) due to inherently strong asperities. In order to find the
relation between slip rate and stress drop, we calculated the
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the slip rate as the slip divided by the recurrence interval listed
in Kanamori and Allen (1985). The results are shown in Figure 1.
Figure 1 shows that a weak relation between stress drop and
slip rate exists. When slip rate increases, stress drop decreases.
However, that the data points of stress drop for the same slip rate
scatter over a range wider than 100 bars everywhere is clearly
evident.
In the present paper, we shall make a theoretical study on the
relation between long-term slip rate and average stress drop using a
one-dimensional mass-spring fault model controlled by a laboratory
inferred rate and state dependent friction law (Ruina, 1980, 1983).
Because the healing process is included in this friction law, we can
quantitatively study the above relation without making additional
assumptions. In the following, we first study the relation for a
homogeneous fault which undergoes a wide range of long-term slip
rate; then we study the relation for a heterogeneous fault. For the
case of heterogeneous fault, we shall compare two sub-cases: one is
for a fault with a single asperity and the other is for a fault with
multiple asperities.
4.2 Fault Model and Friction Law
We use a one-dimensional discrete array of mass and spring
first introduced by Burridge and Knopoff (1967) to simulate
seismicity. In this model, equal masses connected by coil springs
are placed on a horizontal plane surface. Each mass is also
connected to a slab by a leaf spring. The slab moves in the
horizontal direction with a constant velocity to simulate the
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tectonic loading. The velocity of this movement is the rate of
tectonic loading or long term slip rate discussed earlier. The
friction between the mass and the plane surface represents the
friction acting on an earthquake fault. For boundary conditions, we
adopt the assumption of periodicity along a fault (Dieterich, 1972)
to avoid abnormal conditions at the ends.
In order to simulate a real fault using a one-dimensional array
of masses and springs, we need to follow some scaling relations in
choosing spring constants and block masses. These relations were
discussed by Yamashita (1976) and used in our earlier seismicity
simulations (Cao and Aki, 1984, 1985), where the importance of
proper choice of these parameters was discussed.
The fault zone constitutive law used in our modeling is of
Ruina's (1980, 1983) form which was originally inferred from
laboratory experiments. In this form, the fault strength is
described as a frictional coefficient f which is a function of slip
rate v and state variable 8:
f = A + 0 + A2 In(v/v o )  (la)
e = - [v/D] [8 + A3 In (v/vo)] (lb)
where vo is an arbitrary constant with velocity dimension, others
including A1 , A2 , A3 and D are all material constants, and v is slip
velocity. If velocity v changes abruptly from vl to v2 , according
to equation (1), f will change by Af = A2 In (v 2 /vl). Therefore, A2
describes the degree of direct frictional response to a sudden
change of slip velocity. A2 is not very important in the healing
process which we are mostly interested in the present study.
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According to (lb), 0 evolves with time and decreases with increasing
slip velocity. In Cao and Aki's (1985) calculation, it has been
clearly shown that unstable slip (earthquake) causes significant
decrease of f primarily due to the change in 0. After the unstable
slip, 0 is lowest and negative. Then it increases slowly according
to (lb). This is the healing process. From (lb), we see that A3
and D together characterize the healing process.
As Mavko (1983) discussed based on a quasi-static solution, the
stress drop of a uniform fault controlled by the rate and state
dependent friction law is given by
AT = an (A2 -A3 ) ln (Vmin/Vmax) (2)
where an is normal stress, Vmin and Vmax are the minimum and maximum
fault slip velocities, respectively. We will assume an does not
change. Later, we will show that Vmin/Vmax does not change much
even for a dynamic solution when the loading rate is fixed and
(A3 -A2 ) changes in a relatively small range. In this case, AT and
(A3 -A2 ) still have an approximate linear relation: When (A3 -A2 ) is
relatively larger, AT increases slower than (A3 -A 2 ) because of the
non-linearity of the rate and state dependent friction law. In the
present study, however, we are more interested in investigating AT
as a function of the loading rate in a dynamic solution in which
stress drop is no longer simply represented by equation (2).
Mavko also concluded that the recurrence time of earthquakes on
a homogeneous fault, which is governed by a rate and state dependent
friction law, depends primarily on (A3 -A2 ) and weakly on D.
Therefore, when recurrence processes with different recurrence times
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are simulated we can change both (A3-A2) and D and keep their ratio
constant to avoid some complexity. According to Horowitz and Ruina
(1985) the dynamics of fault slip affected by this ratio is not well
understood.
Let us now consider how to choose material constants in formula
(1) in order to simulate a heterogeneous fault. Usually we simulat
a heterogeneous fault by specifying a heterogeneous strength
distribution along the fault. However, as indicated by Brune
(1970), Kanamori (1972) and Yamashita (1976) among others, dynamics
of fault rupture are determined by the effective stress which is
defined as the static frictional stress minus the sliding frictional
stress. In other words, the absolute stress level is irrelevant to
the dynamics of fault motion. Therefore, we cannot specify a
heterogeneous distribution of A1 to simulate a recurrence process of
a heterogeneous fault. Al only affects the absolute stress level
but not the stress drop or effective stress as shown by (la) and
(2). A heterogeneous distribution of A1 will affect the transient
period of a simulation but not the dynamic motion of a fault after
the first few major events have occurred. Then, the remaining
parameters related to strength and stress drop are A2 and A3 .
As compared in Chapter 3 for the dynamic motion of a single
block-spring system, the effective stress is related to the stress
drop in a similar way for both the simple friction law and the rate
and state dependent friction law. Cohen (1977, 1979) showed that
the final stress drop is twice the difference between static
friction and dynamic friction or the effective stress. Thus, for
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the rate and state dependent friction law we can choose (A3 -A2 ) as a
parameter which can specify a heterogeneous fault, because (A3 -A2 )
determines the stress drop according to (2) and also the effective
stress according to the comparison in Chapter 3. A heterogeneous
distribution of (A3 -A2 ) along a fault defines a heterogeneous fault.
A fault segment with higher (A3 -A2 ) will have higher effective
stress and is stronger in fault dynamics. In the rest of this paper
when we say "strong patch of a fault" we mean the area with a higher
value of (A 3 -A2).
Now, we are ready to discuss the relation between earthquake
recurrence time and average stress drop using a one-dimensional
block-spring model which is controlled by the rate and state
dependent friction law. We start with homogeneous fault models.
4.3 Homogeneous Fault Models
The quasi-static motion of a homogeneous fault controlled by
the rate and state dependent friction law was studied by Mavko
(1983) using the laboratory inferred material constants A1 , A2 , and
A 3 except D in equation (1). The dynamics of a block-spring system
was solved by Rice and Tse (1985). Figure 2 shows the calculated
temporal change of frictional coefficient f relative to the nominal
value A,. In the calculation, we have chosen A3 = 0.004, A 2 =
0.002, an = 3 kbars according to the laboratory inferred results
(Mavko, 1983). There is a large discrepancy for D between its
laboratory inferred values (1 ~ 50 Um, Mavko, 1983) and the values
(5-25 cm, Mavko, 1983) needed to simulate real seismic faults. We
have chosen D = 6.5 cm in Figure 2 in which A3 -A2 = 0.002. This D
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value is close to the value inferred from field observations on
strong ground motion for a similar fault length to our simulation
(Papageorgiou and Aki, 1983; Cao and Aki, 1984). The spring
constant for the loading is K = 3.7 x 106 dyne/cm 3, vo and the
driving velocity vr are 3.5 cm/yr.
From Figure 2, we can see that the recurrence process has a
fixed period of 86 years and at the beginning there is a transient
period which depends on initial conditions. The friction
coefficient drops from a maximum value to a minimum value in each
cycle. Their difference multiplied by normal stress an gives the
stress drop. After the minimum point, a healing process starts
until the stress reaches the maximum value again. In Figure 3, we
change A3-A2 and D to 0.001 and 3.25 cm respectively and keep all
other parameters the same as in Figure 2. We find that because of
the smaller (A3-A2 ) the recurrence time is much shorter (43 years)
and the stress drop is much lower than in Figure 2. This is
consistent with our earlier conclusion that we can simulate
different stress drops or effective stresses by specifying (A3-A2 ).
We are now ready to study the relations among recurrence time,
driving slip rate, stress drop, and healing process.
Figure 4 shows that the stress drop increases by 30% when the
long term loading rate decreases from ten centimeters per year to
one-tenth of a millimeter per year. The increase is much smaller
than that was implied in the interpretation of stress drop vs.
recurrence time by Kanamori and Allen (1985). Our calculation shows
that the stress drop changes only up to 30% for the similar range of
recurrence times. In our calculation the material constants are
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chosen according to the laboratory experiments and the whole fault
is under a healing process. If we limit the healing process only at
part of the fault surface, which defines a strong asperity area, as
Kanamori and Allen (1985) assumed, we would expect even smaller
change in stress drop. In order to examine the possible range of
uncertainties about model parameters, we also calculated for the
case of A3 -A2 = 0.001 which is close to the lowest value obtained
from existing experimental results (Mavko, 1983). In this case, the
stress drop for the corresponding loading rate as in Figure 4 is
about half and the stress drop change due to the same loading rate
change as in Figure 4 is even less than 30% (Figure 5).
We plotted the calculated stress drop vs. slip rate curve for
A3 -A 2 =0.0007 in Figure 1. The curve seems to follow the average
trend of observed stress drop, although the data points are too
scattered to make a strong conclusion. We also tried to change the
material constants A3 , A2 , and D in the friction law in order to
simulate a more rapid decrease in stress drop with increasing slip
rate as suggested by the observations. We did not succeed. For
example, to check the effect of A3 which is a material constant
characterizing the healing process, we calculate the stress drop
change due to the increase in A3 . According to the laboratory
experiments, A3 increases by about 10% when the gouge size changes
from 85 to 250 Um (Mavko, 1983). As shown in Figure 6, with 10%
change of A3 (from 0.004 to 0.0044), a driving rate kept at 3.5
cm/yr, A2 kept at 0.002, and other parameters kept the same as in
Figure 2, the stress drop increases only by 20% and seems to slow
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down near 10% increase of A3 . As we indicated before, this is
because of the non-linearity of the friction law.
In view of the simplified model configuration and the
uncertainties of model parameters, the obtained absolute values of
stress drop in Figures 4, 5 and 6 should not be given too much
significance. Here we only emphasize the relative change of stress
drop due to the changes of loading rate and constant A3 .
We also tried to change material constants in ranges larger
than that from the experiments, for example 20% for A3 , we found
that the slope of the stress drop vs. slip rate curve in Figure 1 is
not sensitive to A3 or other parameters. This curve predicts a
stress drop increase with decreasing slip rate but appears to be too
slow to explain the observation. This deficiency suggests that the
friction law we used may not be extrapolated to a very low slip
rate.
In fact, Shimamoto and Logan (1984) showed that two different
empirical laws, a power law and a logarithmic law, which fit the
same friction data equally well predict entirely different behavior
when extrapolated to very low slip rates. The power law says that
the stress drop in frictional experiments is proportional to tb,
where t is the contact time and b is a constant; the logarithmic law
says that the stress drop increases with contact time
logarithmically. In their Table 1 the long-term predictions for
shear stress drop were listed. They found that when the contact
time changes from one year to a thousand years, the power law
predicts a stress drop change from 916 to 13551 MPa but the
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logarithmic law only predicts a change from 25 to 35 MPa. The
logarithmic law is an earlier and simpler version of the rate and
state dependent friction law. Because a power law predicts a much
faster stress drop increase, it will probably fit the observed trend
(Figure 1) better than the rate and state dependent friction law.
However, more high quality data are needed in order to confirm these
suggestions.
In any case, we conclude that Kanamori and Allen's observation
on high stress drop for earthquakes with longer recurrence time may
not be simply explained by a healing process alone. In order to
find a suitable explanation, we shall make some numerical
experiments using heterogeneous fault models.
4.4 Heterogeneous Fault Models
We have shown earlier that by specifying different material
constant (A 3 -A 2 ) among the fault blocks we can simulate a
heterogeneous fault. We use a fault composed of 10 blocks, and
choose model parameters in the following way. First, we call ten
random numbers of a uniform distribution over 0.001 to 0.003 and
assign it to each block randomly as the value of A3. Second, we
replace A3 values for some blocks in order to have strong patches on
a fault. A2 is fixed to be 0.002. The first fault model (A) has
one strong patch at block 6 with A3 = 0.005. The second fault model
(B) has two strong patches at blocks 6 and 7 with A3 values to be
0.005 and 0.006, respectively. The third fault model (C) has three
strong patches at blocks 3, 6, and 7 with A3 values to be 0.005,
0.006, and 0.005, respectively. All these three models have the
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same long term loading rate, 3.5 cm/yr. The fourth model (D) has
the same heterogeneity as model (B) but the loading rate is
doubled.
From models (A) to (C), the number of strong patch is
increasing. The difference of heterogeneity among these fault
models is only at the strong patches. The material constant D in
formula (1) for each block has been chosen proportional to its
(A3 -A2 ) value to keep their ratio constant. Same initial conditions
are used for all model simulations. Three different heterogeneous
fault models are shown in Figure 7 in which the values of (A 3 -A 2 )
are plotted along the fault.
The simulated seismicities using models (A) to (D) are shown in
Figure 8. For each model, we simulated 200 years' seismicity which
includes enough major events to discuss the recurrence process.
Although the recurrence time is not a constant for any fault model,
we still can easily find the tendency that recurrence time increases
from models (A) to (C) when the fault has more strong patches. It
is important to note that this result was obtained under the
condition of same loading rate for these three different models. It
means that different segments of a fault, which have the same long
term loading rate along its entire length, may have different
recurrence times dependent upon the fault heterogeneity. This may
serve as a model of the San Andreas fault where the recurrence time
changes dramatically from segment to segment although the long-term
slip rate is the same along the whole fault. Another important
thing to note is that the recurrence time is increased not by
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increasing the strength of strong patches but only the number of
strong patches on each fault. The loading rate also affects the
recurrence time as can be seen from the simulation of fault model
(D), which has the same heterogeneity as model (B) but much faster
loading rate. In this case, the recurrence time is much shorter as
shown in Table 1.
Because the first major event in the model simulation may be
affected by the initial conditions, we plot stress drops of three
consecutive major events starting from the second major event in
each model simulation as shown in Figure 9. These events are
denoted with a, b, and c in Figure 8 and their stress drops are
denoted with Aa, Ab, and Ac for three events from model A and the
like for models B, C, and D in Figure 9. Similar to the uniform
fault model, we used 3 Kbar as the normal stress and the stress
drops are proportional to this value. Again, the absolute values of
stress should not be given too much significance. We are mostly
interested in the differences among models.
As can be seen in all the stress drop curves along the faults
(Figure 9), high stress drop always occurred at strong patches with
high (A3 -A2 ) values. Average stress drops of these 12 events are
listed in Table i and plotted in Figure 9 using dotted lines. The
average stress drop for events from the same model in the same row
of Figure 9 is roughly the same. Average stress drops in the same
column of Figure 9 increase significantly from model A to C. In
Table 1, we averaged the stress drops from each model. The results
show that fault models with two and three strong patches have stress
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drops 54% and 99%, respectively, higher than model A with one strong
patch. Model D has the same heterogeneity as model B but higher
loading rate. The average stress drops are almost the same for
these two models (Table 1). In summary, we found that:
1) The loading slip-rate naturally affects the recurrence time, but
only slightly affects the average stress drop along a
heterogeneous fault.
2) An increase in the number of strong patches with similar strength
on a fault lengthens the recurrence time and increases the
average stress drop significantly.
4.5 Conclusions and Discussion
Much of the motivation for the present study stemmed from
Kanamori and Allen's (1985) observational result about earthquake
recurrence time and average stress drop. In order to explain this
result they proposed a model in which the asperity increases its
size due to the healing process and was responsible for higher
average stress drop during earthquakes. To test their model
quantitatively, we used a laboratory inferred friction law with the
laboratory determined parameters except for the constant D which was
inferred from field data.
Although Kanamori and Allen's observational result was about
the relation between recurrence time and stress drop, their
explanation was to attribute the stress drop difference to the
long-term slip rate difference. We first checked the observational
relation between stress drop and slip rate using the data set of
Kanamori and Allen (1985), and found only a weak relation between
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stress drop and long-term slip rate exists. Our simulation result
for a homogeneous fault model based on the rate and state dependent
friction law showed also a very weak relation. Therefore, the
healing of a single asperity alone does not seem to be able to
explain the observed variation of stress drop by two orders of
magnitude. The result for heterogeneous faults (model B and D) also
showed very weak effect of slip-rate on stress drop. Our
calculation also suggests that for a slow loading, the power law may
better explain observations than the rate and state dependent
friction law at least for strike-slip fault.
The simulations for heterogeneous fault models characterized by
the number of strong patches with similar strength on a fault show
that both the recurrence time and average stress drop are affected
by this number. In our simulation, the stress drop was doubled by
increasing the strong patch number from one to three. A fault may
have more than one strong patch as implied by many studies such as
Rudnicki and Kanamori (1981) and Rundle and Kanamori (1984) among
others. Therefore, our conclusion is that the inherent difference
of fault strength may be primarily responsible for both the longer
recurrence time and higher stress drop.
Shimamoto and Logan (1984) found that two different empirical
friction laws, which equally fit the available data, predict
entirely different results when extrapolated to slow deformation
occurring in nature. They suggested that long-term experiments,
lasting up to a few years, would be necessary to test the validity
of friction laws. From this point of view, the friction law we used
also need to be confirmed for long-term extrapolation.
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Figure 1.
Figure 2.
Figure 3.
Figure 4.
Figure Captions
The stress drop vs. long-term slip rate relation. The
slip rates are calculated from observational seismic
moments and recurrence times compiled by Kanamori and
Allen (1985). The stress drops are also from Kanamori
and Allen's paper. The curve is obtained from a
homogeneous fault model using the rate and state
dependent friction law with A3 -A2 = 0.0007.
The time change of coefficient of friction f
relative to the nominal value A1 for a homogeneous
one-dimensional fault model in which the material
cosntants are A2 = 0.002, A3 = 0.004, D = 6.5 cm, and the
loading rate Vr = 3.5 cm/yr. There is transient period
at the beginning of the simulation.
Same as Figure 2 except A 3 = 0.003 and D = 3.25 cm. We
see that the range of friction coefficient change is much
smaller than in Figure 2 and the recurrence time is also
much shorter due to the smaller difference of (A3 -A2 ) as
compared with Figure 2.
The stress drop as a function of the driving velocity for
a homogeneous fault model with all the material constants
chosen from laboratory experiment (A3 -A2 = 0.002) except
D. Here, the driving velocity has covered the possible
tectonic loading rate over three orders of magnitude but
the stress drop changes only by up to 30%. The
corresponding recurrence time changes by more than two
orders of magnitude.
Figure 5.
Figure 6.
Figure 7.
Figure 8.
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Same as Figure 4, but A3-A2 = 0.001. The stress drops
are almost half of the values in Figure 4.
The stress drop as a function of A3 which characterizes
the healing process. When A3 increases, the stress drop
increases too. The increase of stress drop tends to be
slow down as A3 increases by 10%. The stress drop change
is within 20%.
Three hetergenous fault models which are represented by a
distribution of (A3-A2 ) along the fault. Those high peak
values of (A3-A2 ) represent the strong patchs.
The simulated seismicities for four heterogeneous fault
models. The block numbers denote the block locations
along a fault. Each solid triangle represents a unstable
event. If many triangles line up at a time, it
represents a larger event. If all ten triangles line up,
it is a major event. Capital characters A, B, C, and D
on the up-right side of each sub-figure indicate the
different models as described in the text. Small
characters a, b, and c indicate the events and their
stress drops are shown in Figure 9. Model A has one
strong patch at block 6; model B has two strong patches
at blocks 6 and 7; model C has three strong patches at
blocks 3, 6, and 7. These are shown in Figure 7. Model
D has the same heterogeneity as model B but is loaded
with a faster rate, 7 cm/yr. The average recurrence
times for each model are listed in Table 1.
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Figure 9. The stress drop distributions along the faults. Here, we
only plotted stress drops for three major events (events
a, b, and c in Figure 8) from each model. We see that
the high stress drops occur at the strong patches. The
average stress drop increases when the number of strong
patches on a fault increases. The details of stress drop
related to strong patch number are shown in Table 1. The
capital characters A, B, C, and D and the small a, b, and
c on up-right corner of each sub-figure have the same
meaning as in Figure 8. They indicate the models and
events, respectively.
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Table 1 Stress drop and recurrence time
fault driving rate average stress drop average stress drop increase of recurrnce
model (cm/yr) (bars) (bars) stress drop (%) time (yr)
a b c (a+b+c)/3
A 3.5 41.5 32.4 60.0 44.6 0 40
B 3.5 58.3 91.1 56.9 68.8 54 55
C 3.5 83.1 94.6 88.8 88.8 99 65
D 7.0 61.8 47.0 94.7 67.8 52 37
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Chapter 5
Summary and Proposed Future Research Directios
In this thesis, we tried to relate some of the observed seismic
phenomena to the constitutive relations between fault slip and
frictional stress with special reference to important potential
precursors of earthquakes. We studied the mechanism of seismic
quiescence; the relation between seismicity pattern and the critical
displacement of fault slip; the mechanism of stress deficit
roughening process; and the effect of slip rate on stress drop. Our
results are new but preliminary and further studies are needed. The
following is a summary of our results and the directions for further
investigations.
1. The mechanism of seismic quiescence
By comparing the simulated seismicities for fault models with
the same heterogeneous strength and initial stress distributions but
different constitutive relations, we showed that seismic quiescence
can be produced by introducing the displacement hardening-softening
friction law to a heterogeneous fault, on which the strength is
distributed randomly with a uniform probability between given
limits. Examining various aspects of the modeling results, we
arrived at the following explanation. When the average stress along
a fault reaches a certain high level before the occurrence of a
large earthquake, many parts of the fault start aseismic slip and
reduce the probability of occurrence of small events causing seismic
quiescence. A similar explanation was speculated by Wyss and
Habermann (1979).
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Our explanation suggests a new diretion of research in which we
may investigate the seismicity and fault displacement together.
Such a research will enable us to test three existing explanations,
namely, Kanamori's bimodal explanation based on fault heterogeneity
itself; Ohnaka's explanation based on stress corrosion process; and
the one presented in this thesis. Kanamori's explanation does not
require a concurrent aseismic slip and can be easily distinguished
from the others.
2. The relation between seismicity pattern and the critical
displacement
In our numerical seismicity simulations of fault recurrence
process with a slip weakening friction law we found that only when
we choose the critical slip-weakening displacement comparable to
that obtained by the interpretation of strong motion data using the
specific barrier model (Papageorgiou and Aki, 1983), we obtain the
realistic seismicity pattern. By a realistic pattern we mean that
consists of main events, enough small events to assure a realistic
magnitude-frequency relation, aseismic slip, and quiescence before
main events. Our result about critical slip-weakening displacement
was confirmed by Stuart's (1985) more detailed simulation of
earthquakes along the San Andreas fault from Parkfield to Salton
Sea. But why magnitude-frequency relation is affected by the
critical slip-weakening displacement is not well understood. As
shown in our simulations, the larger critical displacement gives
less small events. Probably, the critical displacement may be
related to fault ductility.
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The critical displacement estimated by Papagiorgiou and Aki
(1983) for several California earthquakes ranges from 0.4 to 3 m
which roughly agrees with the range 10 cm to 1 m obtained by the
numerical experiments on recurrence process. On the other hand, the
critical displacement ranges from 5 x 10 - 4 to 25 x 10- 4 cm for the
laboratory experiments with a 2 m long rock sample (Okubo and
Dieterich, 1984). This several orders of magnitude difference in
critical displacement, however, is consistent with equally large
differece in the apparent Griffith energy between laboratory
estimates on rock samples and earthquakes (Ida, 1972; Aki, 1979).
3. The mechanism of stress deficit roughening process
The Gutenberg-Richter magnitude-frequency relation is still the
most fundamental observation on seismicity, although the idea of
characteristic earthquakes may modify this relation for earthquakes
associated directly with certain fault segments (Schwartz and
Coppersmith, 1984). In order to simulate this relation, a stress
deficit roughening process is required to counteract the smoothing
effect due to the interaction among fault segments.
Our simulations showed that the rate and state dependent
friction law together with a heterogeneous fault predicts
non-uniform slip and stress drop along the fault and may provide a
physical mechanism for such a roughening process. The
non-instantaneous healing predicted by the rate and state dependent
friction law lengthens the time duration for fault slip to stop and
reduces the interaction among fault segments and finally allows
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non-uniform slip and stress drop along a heterogeneous fault. Here
the interaction is reduced not by reducing the connecting spring
constants but by reducing the frictional strength and lengthening
the interaction time due to the time dependent healing. The
heterogeneous distribution of the critical displacement alone does
not produce stress deficit ruoghening process as shown earlier for
the friction laws which do not include time dependent healing.
Another interesting result from the rate and state dependent
friction law is that strong patches are necessary for the occurrence
of large earthquakes.
We have not studied quantitatively the effects of fault
heterogeneity and the changes of parameters in the rate and state
dependent friction law on magnitude-frequency relation. We have
neither studied the simulation of characteristic earthquakes which
will be directly relevant to deterministic predictions of earthquake
occurrence and strong motion.
4. The effect of slip rate on stress drop
So far, we have discussed the cases in which the parameters
controlling the tectonic loading are constant. We varied the
loading rate and found that only a weak relation exists between
stress drop and tectonic loading rate. We found that the increase
of stress drop due to the decrease of loading rate is roughly in
agreement with Kanamori and Allen's observational results. The
healing of a single asperity alone, however, cannot explain the
observed variation of stress drop by up to two orders of magnitude.
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By numerical simulations we showed that the variability of
stress drop may be due primarily to the different distribution of
fault strength. Our simulation also suggests that the power law can
explain the observed stress drop vs. slip rate relation better than
the logarithmic law which is an earlier and simpler version of the
rate and state dependent friction law.
A model with the above features may be used to simulate
realistic fault behavior. The observed recurrence time, tectonic
loading rate (long-term slip rate), seismic and aseismic slip, and
seismicity patterns all can be used to constrain the model
parameters and in turn, by changing the model parameters within
their estimated uncertainties, we can obtain a probability for the
time of occurrence of the next predicted earthquake.
Toward the ultimate goal of reliable earthquake prediction, we
have been working along two lines of approaches. One is the
theoretical deterministic approach by physical modeling of
recurrence behavior of earthquakes on a heterogeneous fault using
laboratory-inferred friction laws as discussed in this thesis and
the other is the empirical statistical approach by assigning
probabilities of earthquake occurrence according to observed
precursors.
Following the procedure pioneered by Utsu (1979) and using the
idea of probability gain proposed by Aki (1981), we (see appendix)
assigned the probability gain of various precursors for four large
Chinese earthquakes that occurred in the 1970's. From this study we
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learned the following lessons which are important for probability
assignment.
(1) It is possible to collect enough precursory data and reach
a probabilistic assignment close to 1, for large (M > 7) earthquakes
in China.
(2) The Chinese success was largely due to their reliance on
intermediate and short-term precursors, even though these precursors
have very low success rate.
(3) In order to estimate the success rate for each precursor,
a long historical record, which includes many cycles of large
earthquake recurrence, is needed. (The success rate is needed to
compute the probability gain.)
These lessons from the Chinese experience, however, are not
applicable to predicting earthquakes on the San Andreas fault
because of the lack of data on intermediate and short-term
precursors. This fact has forced us to switch to another approach
for California earthquakes, namely, the deterministic physical
modeling as mentioned earlier. Here, although the modeling itself
is deterministic, the results contain uncertainty because of
uncertainties in model configuration and model parameters. If the
modeling is constrained by some well-observed parameters and data,
such as the tectonic loading rate and recurrence times of large
earthquakes, and some less well determined parameters and data, we
can always obtain optimal estimates of model parameters according to
the theory of stochastic inverse (e.g., Tarantola and Valette,
1982). In the framework of the stochastic inverse theory, both data
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and model are considered as stochastic processes, and the stochastic
inverse operator will be optimal for the a priori probability
distribution of the model parameters. As new data are introduced,
the model parameters will be revised by the application of the
inverse operator to the data, and the a posteriori probability
distribution of the model parameters can be estimated. Such a
modeling can contribute directly to the probabilistic approach to
earthquake prediction.
Thus the probabilistic approach can be improved by
incorporating a physical model, especially for an area like the San
Andreas fault zone, where the most important elements for a
numerical model - the tectonic loading rate, the constitutive
relation of fault slip, and the fault heterogeneity - are known with
some uncertainty. Stuart et al. (1985), studied an earthquake
instability model including preseismic and coseismic changes of
fault slip and ground deformation. By applying their model to the
Parkfield segment of the San Andreas fault, they were able to
predict the recurrence interval. In their modeling the information
from seismicity has not been used. Our heterogeneous fault model,
however, can accommodate the information from both seismicity and
fault deformation.
One thing we feel important is that all simulations obtained
from a discrete model need to be checked carefully for scale
dependence. We only checked the effect of spring constant ratio.
Our results are very preliminary at this point.
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Assigning Probability Gain for Precursors of Four Large Chinese Earthquakes
TIANQING CAO' AND KEIITI AKI
Department of Earth and Planetary Sciences. Massachusetts Institute of Technoloevy. Cambridge, Massachusetts 02139
We extend the concept of probability gain associated with a precursor (Aki. 1981) to a set of
precursors which may be mutually dependent. Making use of a new formula, we derive a criterion for
selecting precursors from a given data set in order to calculate the probability gain. The probabilities
per unit time immediately before four large Chinese earthquakes are calculated. They are approximate-
ly 0.09. 0.09. 0.07 and 0.08 per day for 1975 Haicheng (M = 7.3), 1976 Tangshan (M = 7.8). 1976
Longling (M = 7.6), and Songpan (M = 7.2) earthquakes, respectively. These results are encouraging
because they suggest that the investigated precursory phenomena may have included the complete
information for earthquake prediction, at least for the above earthquakes. With this method, the step-
by-step approach to prediction used in China may be quantified in terms of the probability of
earthquake occurrence. The In P versus t curve (where P is the probability of earthquake occurrence at
time t) shows that In P does not increase with t linearly but more rapidly as the time of earthquake
approaches.
INTRODUCTION
We are still at the rudimentary stage in trying to predict
the occurrence of an earthquake. At this stage, in addition to
our effort for understanding the physics of earthquake fail-
ure, we need to pursue statistical approaches based on
empirical data. The basic difficulties in using a probabilistic
model are the lack of an adequate physical theory and the
lack of suitable data [Rikitake. 1976]. However, as Vere-
Jones [1978] indicated, 'Despite these difficulties, there may
be already sufficient knowledge of precursory phenomena to
achieve modest but not trivial reductions in the losses due to
earthquake damage.' During the last 15 years, many precur-
sory phenomena before large earthquakes have been docu-
mented in China (Reports for Hsingtai, Bohai, Donghai,
Luhuo, Yongshan-Daguan, Haicheng, Longling, Tangshan,
and Songpan earthquakes; these reports will be abbreviated
as 'Reports for Chinese Earthquakes' in the following,
except where explicit references are made.) Several major
earthquakes were predicted on the basis of empirical rela-
tions between large earthquakes and their precursory phe-
nomena, but none of these predictions had a quantitative
estimate of the probability of their occurrence. For the
Tangshan earthquake, an intermediate-term prediction was
made, but the attempt to make an imminent prediction
failed. It might have been helpful if we had had an objective
quantitative measure for the probability of earthquake oc-
currence. After the Tangshan earthquake many people in-
cluding seismologists were very shocked that false predic-
tions were made for many areas, and hundreds of millions of
people living in various provinces of China were forced to
live outdoors for longer than one month. This underlines the
need for an objective quantitative measure for the probabili-
ty of earthquake occurrence both before and after a large
earthquake. The fact that several major earthquakes have
been predicted in China shows that we have received some
real information about the earthquake occurrence, although
the data are contaminated with noise. It may be possible to
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establish an objective earthquake prediction method, if we
assume that these anomalies recognized by Chinese seismol-
ogists are reflecting the physical state of the earth preparing
for an earthquake.
Kagan and Knopoff[1976, 1977] introduced the concept of
predictive ratio P(AII)P(A), where A denotes a region in the
five-dimensional space (latitude, longitude, depth, time, and
magnitude) in which an earthquake is going to occur and
P(AI) is the conditional probability of occurrence given
information I. They did not give a practical risk formula
which can synthesize all of the precursors. Utsit (1979] and
Rhoades and Evison [19791 obtained a formula for probabili-
ty calculation using independent precursors. Later. Aki
[1981] reduced the formula into an extremely simple form by
introducing the concept of probability gain for each precur-
sor. This concept is similar to that of predictive ratio [Kagan
and Knopoff, 1976, 1977]. All of these results encounter two
difficulties. First, we do not have sufficient data. Second,
these formulas apply only to independent precursors, while
we do not know if our precursors are independent or
dependent.
In this paper we will modify the above formula to apply to
mutually dependent precursors. Although our new formula
also suffers from the first difficulty, it enables us to select
precursors which are independent. Following this approach,
we calculate the probability gain for four Chinese large
earthquakes. We will also discuss a variety of problems
which we encountered in our approach.
CONDITIONAL PROBABILITY
FOR MUTUALLY DEPENDENT PRECURSORS
We first introduce a few definitions following Aki [19811. If
in a specified area an earthquake is predicted to occur, the
average frequency of occurrence of earthquakes with a
certain magnitude range in that area is Po = N(M)/T. Here,
N(M) is the number of earthquakes with a magnitude equal
to or greater than M recorded during the total time period T.
For a short time interval r, then, the unconditional probabili-
ty of occurrence of an earthquake with magnitude equal to or
greater than M in that area is P(M) = Por. We divide the time
axis into consecutive segments with a constant interval 7
(Figure 1). The interval r is taken short enough so that each
segment contains, at most, one earthquake.
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Fig. 1. This is the time axis divided into consecutive segments
with the constant interval T. The precursor A occurs in time intervals
marked A. The crosses indicate the occurrence of an earthquake
with magnitude equal to or greater than M.
Consider those segments during which the precursor A
exists. Of these segments. let the number of segments
containing an earthquake be na, and the number of segments
containing no earthquake be hA. Then, the conditional
probability P(MIA) of occurrence of an earthquake within a
time interval r is given by
P(MIA) (1)
Since, for small I, P(MIA) is proportional to -, we may put
P(MIA) = PAT (2)
where PA is the probability of an earthquake occurrence per
unit time under the condition that the precursor A is existing.
Let B. C. • -- designate the other precursors, and we define
similarly nB, ih, and Ps for precursor B, and so on. For
simplicity, we shall discuss the case of two precursors A and
B in the following. The results can be easily extended to
include any number of precursors.
For any precursors A and B. we can write
P(A, BIM) = aP(AIM)P(BIM) (3)
and
P(A, BIM) = PP(A M)P(BM) (4)
where a and 3 are two constants and Al means the nonoccur-
rence of an earthquake. If A and B are conditionally indepen-
dent, a = I and / = I.
For a < I or p < 1, A and B given M or M are less likely to
occur simultaneously than the independent case. For a > 1
or / > 1, A and B given M or M are more likely to occur
simultaneously than the independent case. According to
Bayes' theorem,
P(A, BIM)P(M)
P(A, BIM)P(M) + P(A, BfM)P(M)
Putting the equations (3) and (4) into (5), we obtain
aP(M)P(A!M)P(BIAM)
P(MIA, B) =
aP(M)P(AIM)P(BIM) + PP(M)P(AIM)P(BIM)
(6)
Following the same procedure as used by Aki [1981], for a
small time interval r we can write (6) as
P(MIA, B) - Pr (7)
where
a PA PB
P =- Po (8)
/3 P0 P0
In the above formula, PA/Po and Pq/Po are the probability
gains due to A and B, respectively. Their product is the total
probability gain. When a = 1, P = 1, this formula becomes
the same as Akis (19811. In principle, this formula can be
used for any precursors if we have enough data to estimate
the coefficients a and p/. For example, we can take all
seismicity patterns (periodicity, enhancement, migration.
swarm, foreshock. etc.) as precursors and calculate their a.
p. and the total probability gain. Here, we encounter again
the difficulty that the data are not enough. We shall get
around this difficulty by an appropriate selection of precur-
sors.
How TO SELECT PRECURSORS
Before we give the selection criterion, it is useful to recall
some basic facts about the precursory phenomena. These
facts are well known in China after many prediction prac-
tices [Reports for Chinese Earthquakes: Ma, 1979; State
Seismological Bureau, 1979]. They are as follows:
I. Before a large earthquake, we observe precursors with
different precursor times. They can be roughly classified into
long-term, intermediate-term, short-term, and imminent pre-
cursors. By using these precursors, a step-by-step approach
to prediction can be made. According to our past experi-
ence, precursors with similar precursor times often have
different success rates in earthquake predictions (the details
are given in the next section). Having similar precursor times
means that they occur roughly simultaneously before earth-
quakes.
2. With the present accuracy of precursor observation.
we have found more precursory phenomena before larger
earthquakes than before smaller earthquakes. Some precur-
sors, such as anomalies of radon content and animal behav-
ior, almost always appeared before earthquakes with M 2
7.0, but not always before earthquakes with M < 7.0.
The fact (I) means that our data set includes many
dependent precursors. If we use all these precursors as
independent events, we will overestimate the probability.
Therefore, the first step is to select precursors with different
precursor times.
A close look at equation (3) tells us that if P(AIM) = 1,
then P(A, BIM) = P(BIM) and a = I. For more precursors, if
all of the conditional probabilities of the selected precursors
P(AIM), P(BIM), - - - are equal to I except for one of them.
then we have a = I. This is a very special condition. With
the fact (2). we can raise the magnitude of the predictive
earthquakes and find precursors which satisfy or are close to
this special condition (shown in the next section). Therefore,
the selected precursors satisfy a = 1. Thus our criterion for
selecting a set of independent precursors is either they
always precede an earthquake (P(AIM) = I, P(B!M) = 1,
etc.), or they always precede an earthquake with one excep-
tion. In these two cases, it can be assured that at least a = 1.
With a = 1, it seems reasonable to assume that these
precursors occur independently when there are no earth-
quakes, or 3 = 1. This is based on the physical consideration
that all anomalies not followed by large earthquakes may be
caused by some random sources and are independent.
CLASSIFICATION AND SELECTION OF PRECURSORS
According to the Chinese experience with earthquake
prediction, precursors with different precursor times are
classified into four types, namely, long-term, intermediate-
term, short-term, and imminent precursors. Now we give the
details about these types and our selection method.
The first type includes long-term alternation or seismically
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PERIODIC VARIATION OF SEISMICITY IN NORTH CHINA
Fig. 2. The periodic variation of seismicity in North China.
active and quiescent periods and migration of large earth-
quakes (M - 6.0) in a seismic region. According to the
precursor time, they are the long-term anomalies. The time
scale of the alternation is about 100 to 300 years in North
China and Southwest China [Savarensky and Mei, 1959:
Mei. 1960; Chu, 1976; Lee and Brillinger. 1979]. The M-t
diagram of North China (Figure 2) shows that all earth-
quakes with M 2 7.0 occurred in active periods. Thus it
satisfies our selection criterion.
The second type of precursors includes enhancement of
seismicity of moderate-sized earthquakes (41 < M < 7),
swarms, temporal change of relative elevation along a short
base line (about several hundred meters long), gravity anom-
aly, etc. One example of the synchronous change of seismic-
ity and relative elevation is given in Figure 3 from Gu and
Cao [1980]. According to many observations in China. their
precursor times are approximately several years (Reports for
Chinese Earthquakes). We will select the seismicity en-
hancement of intermediate earthquakes as their representa-
tion and call it the intermediate-term anomaly. This is the
only selected anomaly which does not always appear before
large earthquakes, but it appeared before all of the four
earthquakes we are discussing.
The third type of precursors, so-called short-term anoma-
ly, includes radon content in groundwater, earth current,
resistivity, etc. Their precursor times are about several
months (Reports for Chinese Earthquakes). Among them,
data on radon content are most abundant. It is selected to
represent this type of precursors.
The fourth type of precursors is the imminent precursors
which includes anomalies of ground water (changes in level,
color, taste, etc.), anomalous animal behavior, earth light,
etc. We call them macro-anomalies or imminent anomalies.
Their precursor times are about several days [Jiang, 1980].
We select anomalous animal behavior as the representation
of this type of precursors. It has the best data set compared
with other macro-anomalies. In China many historical rec-
ords exist on precursory animal behavior [Academia Sinica,
1956]. It played a very important role in the Chinese predic-
tions and was confirmed before every large earthquake in the
past 15 years.
The fact that a certain type of precursors has a relatively
stable precursor time is a basis of earthquake prediction.
This makes the conditional probability, obtained according
to the past experience, a meaningful quantity which can be
used in the future prediction.
According to Utsu [1979], the conditional probability of an
earthquake occurrence per unit time given an individual
precursor is its success rate divided by the precursor time
mr. If P(MIA) is the success rate of precursor A, then the
conditional probability per unit time is
PA = P(MIA)/m (9)
ASSIGNMENT OF PROBABILITY GAIN
Now, we are ready to assign the probability gain for four
large Chinese earthquakes. They are Haicheng earthquake
and Tangshan earthquake in region 1: Longling earthquake
and Songpan earthquake in region II, as shown in Figure 4.
Regions I and II are, according to the historical seismicity,
independent seismic areas [Li, 19571. In our case, each
specified area is about one sixth of region I or II (Figure 4).
The size of specified area approximately corresponds to the
extent of precursor distribution (long-term precursor exclud-
ed).
We designate the long-term anomaly as A, intermediate-
term anomaly as B, short-term anomaly as C, and imminent
anomaly as D and the probability gain for A, B, C, and D as
GA, GB, Gc, and GD.
The historical seismicity in North China (region I) has
shown alternation of active periods and quiescent periods for
more than one thousand years (Figure 2). Because of the
incompleteness of historical records, the frequency of earth-
mm 7.3
S--1 -3
imk VUvIi
t1972 1973 1974 1975
Fig. 3. Synchronization between seismicity of small earthquakes
and ground deformation. The curve represents the changes in
relative elevation AH as a function of time t for 1972-1976 along a
short level line across the Jinzhon fault in Liaoning Province. I-VII
are swarms that occurred before Haicheng earthquake. All the
swarms occurred in segments I and 3 of the curve corresponding to
the rapid changes of the relative elevation.
M
7-7
6-6
,-5
(AD) 0
A A I A li1_ Y i
m 1m 0" anu
,I
CAO AND AKI: PROBABILITY GAI
Fig. 4. Location of region 1, II, and epicenters of the Haicheng
earthquake, Tangshan earthquake, Songpan earthquake, and Lon-
gling earthquake. Circles surrounding the epicenters indicate the
specified areas for these earthquakes.
quake occurrence for 4 sm s 52 in first and second active
periods is lower than in third quiescent period. Our calcula-
tion is for M - 7.0, the effect of the incompleteness may be
neglected. The alternation of active and quiescent periods
has repeated 4 times during the period from 1011 A.D. to
present. Total of 14 large earthquakes (M a 7.0) occurred in
this period. The long-term average rate of earthquake occur-
rence Po0 (M > 7.0) for each of the specified area in region I(Figure 4) is therefore about 14/[(1975-1011) x 365 x 6] -
6.7 x 10-6 per day. The superscript I notes for the specified
area in region I. Here, we have assumed the specified areas
are large enough so that the average rates of earthquake
occurrence in these areas are approximately proportional to
their size. The factor 6 in the denominator is the area ratio
between region I and the specified area for the Haicheng or
the Tangshan earthquakes. All these 14 large earthquakes
occurred in four active periods, 1101-1076; 1290-1368;
1484-1730; and 1812-1975. Therefore the conditional proba-
bility P,' (M a 7.0) of earthquake occurrence during active
periods is
14/{[(1076-1011) + (1368-1290) + (1730-1484)
+ (1975-1812)] x 365 x 6} ) 1.2 x 10- '
per day and GA' = PAI/Po'I 1.7. This result is applicable to
the Haicheng earthquake as well as to the Tangshan earth-
quake.
A similar calculation can be performed for the Longling
and the Songpan earthquakes. Historical records in region II
are shorter than in region I. They are relatively complete
after 1515 A.D. for M > 6.0 earthquakes. During 460 years
from 1515 to 1975, twenty earthquakes with M > 7.0
occurred (aftershocks excluded) in this region. The long-
term average rate of earthquake occurrence (in a specified
area) Po" (M - 7.0) is 20/[(1975-1515) x 365 x 6] - 1.0 x
10-' per day. The superscript II notes for the specified area
in region II. Among these earthquakes, 16 occurred in an
active period from 1733 to 1975. We obtain the conditional
probability PA" (M a 7.0) = 16/[(1975-1733) x 365 x 6] -
1.5 x 10- 1 per day with GA" = Pa"/lp" = 1.5. This result is
applicable to the Songpan and the Longling earthquakes,
although P"(AIM) = 16/20 = 0.8 = 1 meets our precursor
selection criterion approximately, though not perfectly.
The enhancement of seismicity of intermediate earth-
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quakes (4- < M < 7) before large earthquakes (M - 7.0) in
North China was studied by Wang et al. [1981] using the
pattern recognition method [Gelfand et al., 1972, 1976]. In
this work, the recognized objects D (dangerous) are (1) the
number of earthquakes with M - 5.5 in 20 years preceding a
large earthquake is greater than or equal to 5 and (2) the
number of earthquakes with M a 5.0 in the preceding ten
years is greater than or equal to 3. The recognition rate or, in
our words, the conditional probability is about 0.67 for the
whole region I and P(MIB) = 0.67/6 - 0.11 for a specified
area in region I. According to Wang's results and the fact
that the seismicity has enhanced since the 1966 Hsingtai
earthquake in North China, we take ten years as the precur-
sor time, then according to formula (9) P8 ' = 0. 11/(10 x 365)
- 3.1 x 10-' per day and GB' = P't/Po' = 4.6. The historical
records in region II are very incomplete especially for
intermediate earthquakes. We take the conditional probabili-
ty 0.11 for a specified area in region I as the approximate
value for region II. In Songpan region, the enhancement of
seismicity of moderate earthquakes began in 1966 with the
Nanping earthquake (November 7, 1966, M = 4.8, 32.9 0N.
104.3YE), then the Renshon earthquake (January 24, 1967. M
= 5.5, 30'15'N, 104 008'E). The precursor time is also 10
years [State Seismological Bureau. 1977, p. 1; Seismological
Bureau of Szechuan Province, 1979]. In Longling region. it is
again 10 years. During 1966-1976, seismicity of earthquakes
with AM - 4.0 enhanced surrounding the Longling region
[Chen and Zao, 1979, p. 2]. Therefore the precursor times of
the enhancement of moderate earthquakes are the same for
these four earthquakes.
The history of instrumental recording of radon content is
much shorter than that of seismicity. The recording began in
1973 in the Haicheng area. We count the number of anoma-
lies during the past 10 years, except one which appeared just
before the Haicheng earthquake, then we can calculate the
total number expected during the average recurrence time of
large earthquakes in a specified area. According to the
suggestion of seismologists who worked on the earthquake
prediction in the Haicheng area using radon data. the data
from Panshan station (about 50 km northwest of the epicen-
ter of the Haicheng earthquake) has the best quality and
longest record. It is selected to calculate the success rate of
radon anomalies. We calculated the standard deviation for
ten years data and found that the observed radon contents
exceeded twice the standard deviation over 2 month's dura-
tion 5 times (around 1973.9, 1974.6, 1975.1, 1976.1, 1976.9).
One of them (1975.1) appeared just before the Haicheng
earthquake. The average recurrence time of a large earth-
quake in this area is 1i/Po' - 409 years. Therefore, we may
expect (5-1) x 409/10 - 163 anomalies without earthquakes.
The success rate is approximately 1/163 = 0.006. Obviously,
this value is a rough approximation. We will use this success
rate for regions I and II. In selecting the precursor times for
radon anomalies, we used a method different from the
method used by some Chinese seismologists. Usually, the
Chinese seismologists consider that radon content can show
imminent and short-term anomalies as well as intermediate-
term ones (Reports for Chinese Earthquakes). But, we find
the period of recorded data are too short to identify the
reliable intermediate-term anomalies. We therefore prefer to
consider the radon anomaly as a short-term anomaly. Then,
the precursor times of radon anomalies for Hiacheng, Tang-
shan, Longling, and Songpan earthquakes are 60, 60, 75, and
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Fig. 5. The number of occurrences of anomalous animal behav-
ior as a function of its appearane time before three large Chinese
earthquakes (from Jiang. 1980].
45 days [Seismological Bureau of Liaoning Province. 1975,
vol. 3, p. 85: Tangshan Earthquake Team, 1977, pp. 36-37;
Chen and Zao, 1979, pp. 48-49: Seismological Bureau of
Szechuan Province, 1979, pp. 31-321. These are approximate
values representing the most reliable observations.
For anomalous animal behavior, we use the same method
as for radon anomaly. The number of anomalies in Haicheng
area (similarly in Songpan area) is seven in the past ten
years, most of them occurred in a time period about six
weeks long before the large earthquakes. The success rate is
10/[409 x (7-1)] - 0.004. The precursor times for anomalous
animal behavior have been studied by many people [Riki-
take, 1976; Jiang, 19801. We simply quote Jiang's results for
Haicheng, Tangshan and Longling earthquakes (Figure 5).
They are all 5 days. For the Songpan earthquake, the
precursor time is 7 days [Seismological Bureau of Szechuan
Province, 1979, p. 62].
According to formula (9), we divide the success rates of
radon anomaly and anomalous animal behavior by their
precursor times to obtain P,, PD, respectively. With precur-
sors A, B, C, and D, and a//3 - 1, formula (8) becomes
PA Ps P, Po
P = Po P 8 Pc PD (10)P0 P0 P0 P0
By using this formula, we can calculate the total probability
gain and final probability for the four large Chinese earth-
quakes. All the results are listed in Table I.
These results show that the probability gain may be useful
in estimating the hazard rate of earthquake occurrence. The
calculated probabilities immediately before these earth-
quakes are about 0.1 per day. This suggests that Chinese
observations of precursory phenomena may have included
complete information about an earthquake occurrence. The
total probability gain is about 104 for all four cases.
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Fig. 6. The conditional probability P of earthquake occurrence
as a function of time t before the four Chinese earthquakes.
STEP-BY-STEP APPROACH TO PREDICTION
A step-by-step approach has been used for many years in
China, but without a quantitative estimation for the hazard
rate of earthquake occurrence. The prediction practice
showed that it was successful especially for intermediate-
term prediction or even short-term prediction, but some-
times not for imminent prediction. On the other hand,
because we didn't have a quantitative estimate at that time,
many false alarms were made. Now some may be avoided.
For example, in the southern part of region I some false
predictions were made just because some macrophenomena
appeared. There, some fruit trees which usually bloom once
a year flowered a second time and some cracks appeared on
the earth's surface. But no other precursory phenomena
such as the enhancement of seismicity, radon anomalies,
etc., occurred. If one had calculated the probability gain at
that time. one would have found that it was very small and
did not increase with time because no other precursory
phenomena occurred subsequently.
If we plot the natural logarithm of the probability of
earthquake occurrence per day against the time t before the
earthquake occurrence as shown in Figure 6, the relation
between in P and t is nonlinear. It is interesting to compare
TABLE I. Total Probability Gain and Final Probability for Four Chinese Earthquakes
Periodicity Enhancement of Radon Concentra- Anomalous AnimalEarthquake Average of Seismicity ton Behavior Total Final
and Rate per Seismicity, Probability Probability,
Magnitude, M day, Po P, A(MIB) T, G, PMIC) Tc Gc P(MID) To Go Gain per day
Haicheng, 7.3 6.7 x 10- 6 1.2 x 10- 5  0.11 3650 4.6 0.006 60 15 0.004 5 119 1.4 x 10' 0.09
Tangshan, 7.8 6.7 x 10-6 1.2 x 10-  0.11 3650 4.6 0.006 60 15 0.004 5 119 1.4 x 10' 0.09
Longling. 7.6 1.0 x 10-' 1.5 x 10- 5  0.11 3650 4.6 0.006 75 12 0.004 5 80 6.6 x 10' 0.07
Songpan, 7.2 1.0 x 10-' 1.5 x 10-' 0.11 3650 4.6 0.006 45 20 0.004 7 57 7.9 x 10 0.08
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this relation to Mogi's (1962] empirical relation for rock
failure A(t) = po exp (/Pr), where g(t) is the hazard rate, a- is
the applied stress, and we get In o.t) = In j40 + P3a. If Mogi's
equation applies to actual earthquake occurrence we find
that a doesn't vary linearly with time, but the nearer to the
earthquake occurrence, the more rapidly it increases. On the
other hand, at the time when the long-term and intermediate
term precursors occur, ar increases slowly. This nonlinear
behavior of increase in probability gain has an important
practical implication for the earthquake prediction.
The imminent precursors to be used in the last step are
very variable and erratic from one earthquake to another so
that the imminent prediction remains most difficult.
DiscussioN
Earthquake prediction, especially the synthetical predic-
tion using all the obtained precursory data and making a
decision for prediction. will have to be a trial and error
process for a while. Because of the complexity of precursory
phenomena, a quantitative estimate of the hazard rate is
difficult to obtain. Nevertheless, the concept of probability
gain provides a feasible and promising method to synthesize
the complex precursory phenomena. In this paper, we use
the data from four large Chinese earthquakes to test the
effectiveness of this concept in practical use. We have not
paid much attention to the identification of precursors and
assumed that the observation was complete. Actually, the
precursory phenomena are so variable from one earthquake
to another and from one region to another that we will
always encounter the problem of how to recognize the
anomalies. The normal background against which anomalies
are recognized may also vary from place to place, making
our problem even more difficult. The best known phenome-
non is foreshock. We still don't have an unequivocal method
for distinguishing foreshocks from swarms, so it is hard to
use foreshocks for risk estimate especially for those regions
where swarms often occur. Of course, at the last moment
when the probability of earthquake occurrence has ap-
proached 0.1 per day, the foreshocks can indicate the rough
time and location and even magnitude of the coming earth-
quake. But we cannot wait for them forever because they
may never happen as in the case of the Tangshan earth-
quake. This is why we have not used foreshocks to estimate
the probability gain. As a first approximation, we selected
only those precursors which appear frequently and are easy
to recognize.
In spite of these limitations, we feel that the probability
gain assigned to each stage of precursory phenomena of four
earthquakes shown in Table I adequately express the in-
crease of grade of concern experienced by Chinese scientists
for earthquake occurrence at each stage.
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