Introduction
With the publication of the industrial standard of H.264/AVC video encoding [15] , there is a growing inter- To meet these expectations, the standardization bodies such as ITU (International Telecommunication Union) and IEFT (Internet Engineering Task Force) have developed a range of standards and recommendations [28, 29] .
Equally intensive work has been conducted in the scope of signal processing and particularly video encoding. A good example of these efforts are the works carried out by JVT (Joint Video Team) [23] . Among many published solutions, the aim of most often considered techniques is to optimize the video encoding, transmission and decoding processes in order to improve error resilience (in most cases packet drops). Detailed discussion of packets losses and their influence on the video quality is presented in [14] . Other group of works focus on ways to guarantee the Quality of Service (QoS) parameters for video transmission. An example of this approach is the Differentiated Service (DiffServ) architecture [30, 3, 33] . In [6] , interesting connection between above approaches (based on distortion computation and traffic management with a QoS guarantee) was presented. That combined solution assumes that all video packets are classified to different service classes based on the impact of their loss on the overall quality of the received video. Many other techniques for QoS guarantees and DiffServ are surveyed in [22, 20] . This section includes the discussions of the possibility to contain the specific characteristics of H.264 encoding in the IP network standards. In Section 6, the error-resilience H.264 extensions and DiffServ marking mechanisms are exposed to a network simulation in order to verify their combined performance.
H.264 Video Coding
For many recent years, the Motion JPEG (MJPEG) encoding has been commonly used, also in the case of industrial systems. MJPEG is a sequence of video data which contains a series of individual JPEG images (JPEG stands for Joint Photographic Experts Group). Because there is no inter-frame dependency in MJPEG, a resulting video is fault-tolerant. That means that the loss of one frame does not affect the decoding process of the other frames. This is an obvious advantage of this approach. From the other hand, the main disadvantage of MJPEG is that it makes no use of any redundancy removal techniques. Therefore the delivered video is characterized by a high bit Nowadays, codecs perform compression by removing redundant information from the original signal within a single frame (spatial redundancy removal) and between consecutive frames (temporal redundancy removal). That is the case of ITU H.264/AVC codec which is the widely used MPEG standard for video encoding [15, 29] . According to published research results, the H.264 encoder can significantly reduce the size of a digital video content compared with the MJPEG format. This means that given video quality can be achieved for a lower bit rate.
The new standard derives from the work on the H.26L codec conducted by the ITU-T VCEG group. The resulting ITU-T recommendation is well-known as H.264 or the ISO standard MPEG-4 Part-10/AVC (AVC stands for Advanced Video Coding) [15] . In codecs like H.264, three basic types of frames are used: I frames, P frames and B frames. These frames are obtained as a result of the redundancy reduction process mentioned above. I (Intra) frames are still images and they are used as reference for other frames. P (Predicted) frames are predicted from past I frames and B (Bidirectionally predicted) frames are predicted from past and also future I frames. Such a temporal dependence among frames creates a frame hierarchy. This means that some frames are more important than other ones to reconstruct the original video stream. In the context of IP networks, the existence of the stream hierarchy in combination with the possible packet loss may cause significant video degradation. H.264 offers an improved compression efficiency which strongly depends on parameters of internal mechanisms of compression. These parameters sets are grouped into so called profiles and levels.
They define whether and how to use the internal mechanisms such as motion prediction, variable block-sizes, multiple reference pictures [15, 6] . Other definitions associated with the profiles include parameters of the blocksize transformation and the usage of advanced entropy coding methods (CABAC and CVLC) [28] . In addition to the high coding efficiency, the H.264 supports video transmission over a variety of network streaming technologies. This network flexibility is achieved by defining the two separated layers: the Video Coding Layer (VCL) and the Network Adaptation Layer (NAL) [23] .
The VCL provides an efficient representation of the con- is to allow the macroblocks assignment to slices in more complex order than the scan order used in [28, 23] , [26] .
In other words, FMO opens up the possibility of creating slices with non-contiguous macroblocks and assign them to any groups. 
Service Differentiation
The idea of differentiated services is based on a simple model, which classifies and assigns the streams of IP packets to the appropriate aggregates. Basic DiffServ functional techniques have been described in the RFC2475 [3] . At present, DiffServ is implemented in most devices used in IP networks. Therefore, thanks to 
Packets Marking
Generally, packets marking (often called packets coloring) refers to the setting of bits in the DS field. RFCs provide the possibility of packets marking using three colors:
green, yellow and red, respectively. In the DiffServ architecture, packets coloring is used in relation to the AF PHB and the colors represent: green -AFx1, yellow -AFx2 and 
Single Rate Three Color Marker
The Single Rate Three Color Marker (srTCM) combines metering and marking algorithms. It has been defined in RFC2697 [11] . The srTCM consists of two token buckets which will be hereinafter referred to as B1 and B2
respectively. It also defines the token accumulation rate which is called Committed Information Rate (CIR). When the bucket B1 which is assigned a specific CIR value, is full, further tokens are transferred to the bucket B2. The srTCM algorithm uses three parameters. In addition to the aforementioned parameter CIR, it also uses the Commit- In case of the srTCM, the service eligibility is determined based on the length of the traffic burst and not its peak rate.
Two Rate Three Color Marker
The Two Rate Three Color Marker (trTCM) [12] • a packet arrives with a rate exceeding PIR -a packet is marked as red,
• a packet arrives with a rate between CIR and PIR -a packet is marked as yellow,
• a packet arrives with a rate lower than or equal to CIR -a packet is marked as green.
The trTCM can also operate in color aware mode. In that case, the DSCP field is inspected and pre-marked The trTCM is especially useful when PIR needs to be enforced separately from CIR. original algorithm in the definition of the marking probability and correlation between this probability and the estimated averaged traffic rate [24] . Another approach was a proposal adaptive markers [19, 21, 10] . These solutions have used some additional knowledge on the parameters of the network traffic. Especially, the relationship between characteristics of the TCP flows and the marking probability has been widely considered. Other proposals are associated with AQM techniques [5] . Unfortunately, they are not very useful from the video streaming point of view as their advantages are particularly evident for the connection-oriented traffic.
The Time Sliding Window Three Color Marker

Video Streams processing inside DiffServ Domain
All the above mentioned coloring mechanisms, even in color-aware mode, do not apply to the hierarchical structure of the video stream and to the relative importance of the different frames transmitted over the IP network.
Therefore, they do not take into account the specific characteristics of H.264 and its extensions presented in 2.
On the other hand, the recommendations of the IETF 134 S. Przylucki 
Test Procedure
The aim of the conducted tests is assessment of the impact of subsequent marking methods on perceived quality of video content. Therefore, the whole test procedure 
Testbed Configurations
The configured test network contains two basic elements:
a NS2 simulator and a toolset Evalvid-RA for the video quality estimation. The NS2 software is used to configure the DiffServ domain with three nodes (ingress, core and egress nodes, respectively). The coloring schemes are implemented on the NS2 ingress node. Evalvid-RA uses traces [9] to assess the quality of video transmit- 
Simulations Results
First part of the test taking into account the three coloring algorithms presented in section 4. Their parameters were as follows:
• SRTCM marker -CIR=512 kbps, CBS=1000 bytes, EBS=1000 bytes,
• TRTCM marker -CIR=512 kbps, PIR=1100 kbps, CBS=1000 bytes, PBS=1000 bytes.
The simulation results are presented in Tab [4] 38.5 dB 33.5 dB 28.0 dB H.Wang [27] 36.1 dB 34.2 dB not tested PATRTCM L.Chen [4] 38.5 dB 37.0 dB 33 dB tion, the mechanisms of differentiation does not allow for full protection of green packets and, therefore, appears a significant degradation of video quality. In the case of the use of packets pre-marking (S3C scenario) quality improvement slightly increases with packets losses.
As in the previous case, this is due to better protection of green packets in case of S3C. Using FMO extension, even in the simplest checker board scheme leads to vast improvement in received video quality but mostly for relatively small values of congestion. The most likely reason for this behavior is that in this range of congestion an error-concealment mechanism still has enough information from macroblocks which belong to the other slice.
Of course, this is true until the amount of information loss with most resent pre-marking methods presented in [4] and [27] , as shown in Tab. 5.
Conclusions
In this paper the relationship between the DiffServ packet marking mechanisms and perceived video quality has been studied. 
