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Most future quantum devices, including quantum computers, require control that is broadband,
meaning that the rate of change of the time-dependent Hamiltonian is as fast or faster than the
dynamics it generates. In many areas of quantum physics, including quantum technology, one
must include dissipation and decoherence induced by the environment. While Markovian master
equations provide the only really efficient way to model these effects, these master equations are
derived for constant Hamiltonians (or those with a discrete set of well-defined frequencies). In
2006, Alicky, Lidar, and Zanardi [Phys. Rev. A 73, 052311 (2006)] provided detailed qualitative
arguments that Markovian master equations could not describe systems under broadband control.
Despite apparently broad acceptance of these arguments, such master equations are routinely used to
model precisely these systems. This odd state of affairs is likely due to a lack of quantitative results.
Here we perform exact simulations of two- and three-level systems coupled to an oscillator bath
to obtain quantitative results. Although we confirm that in general Markovian master equations
cannot predict the effects of damping under broadband control, we find that there is a widely
applicable regime in which they can. Master equations are accurate for weak damping if both the
Rabi frequencies and bandwidth of the control are significantly smaller than the system’s transition
frequencies. They also remain accurate if the bandwidth of control is as large as the frequency of
the driven transition so long as this bandwidth does not overlap other transitions. Master equations
are thus able to provide accurate descriptions of many quantum information processing protocols
for atomic systems.
PACS numbers: 05.30.-d, 05.70.Ln, 03.67.-a, 03.65.Ta
I. INTRODUCTION
Quantum systems that are subjected to noise and re-
laxation processes due to an interaction with their envi-
ronments are referred to as being open. Modelling these
systems, especially those that are weakly damped, is im-
portant in the development of future quantum technolo-
gies [1–5]. A system is weakly damped if the damping
rates induced by the environment are very small com-
pared to its transition frequencies. Weakly-damped sys-
tems can be accurately modeled, in many cases, using
a very simple Markovian master equation (MME) [4–
9]. The MME is extremely efficient because the model
requires no additional degrees of freedom beyond those
of the system itself. (While remarkable techniques have
now been developed to exactly simulate open quantum
systems beyond the regime of master equations, these
techniques incur a high numerical overhead [10–12].)
When quantum systems are subjected to broadband
control, meaning that their Hamiltonians change on a
timescale that is similar to their dynamics, in general the
methods used to derive master equations break down. As
argued in detail by Alicki, Lidar, and Zanardi [13], master
equations cannot therefore be trusted to model rapidly
controlled systems such as quantum computers [13–17].
Nevertheless, MME’s are still regularly used to do so,
and little in the way of quantitative results on this ques-
tion have been obtained. It is not known just how in-
accurate MME’s are for modelling time-dependent sys-
tems, nor how this accuracy varies with the bandwidth
or other characteristics of the control. Further, since
the primary use of MME’s in quantum technologies is
to describe very small errors due to the effects of dissi-
pation, it is worth knowing whether MME’s can predict
accurately the order-of-magnitude of errors even if they
cannot provide the exact values. Here we not only con-
firm quantitatively that MME’s can be highly inaccurate
in describing open systems under broadband control, we
also show that there is a non-trivial regime of broadband
control in which MME’s remain accurate, thus opening
up a significant class of systems to efficient simulation.
This class includes many implementations of single qubit
gates [18–22].
There are two parameters that characterise the
timescales of control. The first is the magnitude of the
control Hamiltonian, Hc, which determines the speed of
the evolution induced by the control. The second is the
rate at which Hc is changed with time. We will refer to
the former as the rate of the control and the latter as its
bandwidth. Both can potentially affect the accuracy of
the master equation.
If both the speed and bandwidth of the control are
small compared to the separation of the transition fre-
quencies ωn, then we can be confident that any driv-
ing that the control applies to one transition will not af-
fect the behavior of other transitions. Thus explorations
of time-dependent control of a single transition, under
this condition, will inform us about multi-transition sys-
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2FIG. 1. (Color online) Diagram of the two- and three-level
open systems that we consider. The blue arrows indicate
the transitions that undergo damping to a zero-temperature
bath. The two-headed arrows indicate the transitions that
are driven via a time-dependent Rabi-frequency.
tems in which separate transitions are controlled inde-
pendently. By independent control we mean that no two
driven transitions share a state. Here we explore time-
dependent driving of a single transition (by simulating a
single qubit) and of a single transition in which a second
transition is present but undriven (see Fig.1). Our results
inform about multi-transition systems in the above sense.
While we primarily focus here on time-dependent driv-
ing, meaning that the control involves coupling the two
levels of the transition together, we will also give some
results on controlling the frequency of the transition.
II. MODEL OF THE ENVIRONMENT
To simulate the exact evolution of an open system we
use the standard model of a thermal bath, a continuum
of harmonic oscillators. Even though this model is stan-
dard, we review it briefly now. Let us denote the energy
levels of our open system by |j〉, so that the Hamiltonian
of the system is H0 =
∑
j Ej |j〉, and denote the upper
and lower levels of the nth transition by |kn〉 and |ln〉,
respectively. The joint Hamiltonian of the open system
and the bath is
HJ = H0 +HI +
∫ Ωc
0
~ωb(ω)†b(ω) dω (1)
where the interaction Hamiltonian is
HI = ~
∑
n
gn(σn + σ
†
n)
∫ Ωc
0
√
J(ω)
[
b(ω) + b†(ω)
]
dω
Here the operator
σn = |ln〉〈kn| (2)
is the lowering operator for the nth transition, b(ω) is
the annihilation operator for the bath oscillator with fre-
quency ω, and J(ω) is the spectral density of the oscilla-
tor bath. The upper limit Ωc is referred to as the cut-off
frequency; the effect of the bath on the open system will
only be approximated well by an MME so long as Ωc
and the transition frequencies, ωn = (Ekn − Eln)/~, are
much larger than both the damping rates and the Rabi
frequencies. When the open system is described well by
an MME, the damping rates are given by
γn = 2pi|gn|2J(ωn). (3)
In addition, the energies of the upper levels of the tran-
sitions are modified by the Lamb shift. The shift to the
energy of level |kn〉 is given by [6, 23]
∆n = |gn|2P
[∫ Ωc−ωn
−ωn
J(Ωc + ωn)
ω
dω
]
,
in which P [·] denotes the principle value of the integral.
Since the spectral density affects only the damping rates
and Lamb shifts the choice of this density is not critical.
We use here the flat density
J(ω) =
1
Ωc
, (4)
for which
γn = 2pi
|gn|2
Ω
(5)
∆n =
γn
2pi
ln
[
Ωc
ωn
− 1
]
. (6)
Exact simulations of the system and the bath are en-
abled by a remarkable method developed by Bulla et al.
[10] and refined by Chin et al. [11, 12], using the matrix-
product-state (MPS) method of Vidal [24]. We give fur-
ther details of this method in Appendix B
III. THE MASTER EQUATION AND THE
“ADIABATIC” EXTENSION
Here we will consider weakly-damped quantum sys-
tems with non-degenerate transitions. This means that
in addition to the weak damping requirement described
above, the differences between the frequencies of any two
transitions are also much larger than the damping rates.
Systems coupled to a bath as in Eq.(1), and that are
weakly-damped with N non-degenerate transitions, obey
the MME [4, 6, 7]
ρ˙ =− i
~
[
H0 +HL, ρ
]
+
N∑
n=0
γnD[σn]ρ. (7)
Here we have defined
D[c]ρ ≡ cρc† − (c†cρ+ ρc†c) /2 (8)
for an arbitrary operator c, the Lamb shift Hamiltonian
is
HL = ~
∑
n
∆n|kn〉〈kn|, (9)
3the “transition operators” σn are those defined in Eq.(2),
and γn and ∆n are as given in Eq.(6).
Our purpose here is to examine under what conditions
the evolution of the MME above deviates from that given
by the Hamiltonian in Eq.(1) when the system Hamilto-
nian H is time-dependent. More precisely, we will split
the system Hamiltonian, now denoted by H(t), into two
parts,
H(t) = H0 +Hc(t). (10)
in which Hc(t) is the applied time-dependent control.
The full model of the system and bath is now given by
Eq.(1) but with the constant Hamiltonian H0 replaced
by H(t). We ask how well the evolution of this time-
dependent open system is described by the MME
ρ˙ =− i
~
[
H(t) +HL, ρ
]
+
N∑
n=0
γnD[σn]ρ. (11)
Note that here the transition operators, σn, are still those
defined in Eq.(2), and thus defined by the eigenstates of
H0.
We will also examine how well a simple time-dependent
extension of the MME reproduces the evolution of Eq.(1).
This time-dependent extension is usually referred to as
the adiabatic master equation (AME) [25, 26]. To ob-
tain the AME we note that the operators that appear in
the MME as derived from the system/bath interaction
are defined by the eigenstates of the (time independent)
system Hamiltonian H0. Thus if the system Hamilto-
nian changes with time sufficiently slowly, one can ex-
pect that at each time the evolution of the system will
be given approximately by the MME corresponding to
the system Hamiltonian at that time. We thus construct
the AME by replacing in the MME the eigenstates of H0
by the (now time-dependent) eigenstates of H(t). Thus
the AME is given by
ρ˙ =− i
~
[
H(t) + H˜L(t), ρ
]
+
N∑
n=0
γ˜n(t)D[σ˜n(t)]ρ (12)
in which
H(t) =
∑
j
E˜j(t)|j˜(t)〉〈j˜(t)|, (13)
H˜L(t) =
∑
n
~∆˜n(t)|k˜n(t)〉〈k˜n(t)|, (14)
σ˜n(t) = |l˜n(t)〉〈k˜n(t)| (15)
and
ω˜n = (E˜kn(t)− E˜ln(t))/~, (16)
γ˜n(t) = 2pi
|g˜n|2
Ω
, (17)
∆˜n(t) =
γ˜n
2pi
ln
[
Ωc
ω˜n
− 1
]
, (18)
where
g˜n = 〈l˜n(t)|
[∑
m
(σm + σ
†
m)
]
|k˜n(t)〉. (19)
Note regarding the Lamb shift: For our simulations we
set Ωc = 10ω, with the result that the Lamb shift is
∆ ≈ γ/3. It turns out that at this value the Lamb shift
has a negligible effect on the dynamics, at least for our
purposes. The numerical values we use for ω are between
2pi and 8pi, with all except those in Fig.4 using ω = 8pi.
Taking ω = 8pi and the largest value we use for γ, which
is γ = 5×10−3, the resulting Lamb shift is ∆ ≈ 2×10−4.
We find that the error in the evolution induced by this
Lamb shift is about 5×10−6. For this value of γ the effect
on the relative error calculation is therefore on the order
of 10−3, which is below our numerical error threshold (see
below).
IV. MEASURE OF ACCURACY
To explore the accuracy of master equations we need
to define an appropriate measure of this accuracy. The
purpose of the master equations is to evaluate the effect
of the bath on the system. For quantum technologies the
appropriate regime is that in which the damping rates
are very slow compared to the timescale of interest, and
thus the effect of the damping and associated decoher-
ence is small. We want to know how well the master
equation faithfully reproduces this small effect. Thus in
quantifying how well the master equation performs, it is
sensible to report this accuracy as a fraction of the total
effect of the damping.
If the bath modifies the evolution of a system by ∆0,
and the MME predicts that the evolution is modified
instead by ∆1, then we will report the error incurred by
the master equation as
 = |∆1 −∆0|/|∆0|, (20)
and refer to  as the relative error. Let us denote the
evolution of the upper level of the driven transition for
i) the undamped system, ii) the system coupled to the
bath, and iii) that predicted by an MME by pHe , p
exact
e ,
and pMEe , respectively. We will quantify the effect of the
bath on the system by
∆0(T ) =
∫ T
0
|pHe (t)− pexacte (t)| dt, (21)
and similarly the effect predicted by the MME as
∆1(T ) =
∫ T
0
|pHe (t)− pMEe (t)| dt. (22)
V. CLASSES OF CONTROL
Consider now the general problem of determining the
ability of an MME to predict the behavior of a time-
dependent open quantum system with N non-degenerate
4transitions. There are a number of fairly distinct ways
in which the system may be made time-dependent: one
might change the energy levels, the eigenstates, or apply
a coupling between the eigenstates that, while modify-
ing them only a little, causes population to oscillate be-
tween them. Note that these forms of time-dependence
are not fully distinct because as the coupling (the Rabi
frequency) between two eigenstates increases, and the fre-
quency of this coupling decreases, what may be consid-
ered as a driving term turns into a control that slowly
varies the energy levels and eigenstates. Nevertheless, we
anticipate that breaking control into these “types” will
be of some use because they may have different effects on
the accuracy of the master equations.
Driving of a transition with lower level |j〉 and upper
level |k〉 takes the form
Hd(t) = ~Ω(t) cos(ωdt) (cos[θ(t)]σx + sin[θ(t)]σy) (23)
σx = σ + σ
† and σy = i(σ − σ†), in which σ = |j〉〈k|,
are the Pauli spin operators. The amplitude of the cou-
pling, which we denote here by Ω(t), is called the Rabi
frequency as it gives the frequency at which the coupling
flips population between the two levels. The angle θ is
the phase of the coupling, which we will call the Rabi an-
gle. We have multiplied the entire expression by cos(ωdt)
so that the spectrum of the driving is centered at ωd. The
Hamiltonian of the two-level system, including the driv-
ing, is
Hc(t) = ~
(ω
2
)
σz +Hd(t). (24)
in which σz = |k〉〈k| − |j〉〈j|. If ωd = ω, and Ω and θ are
constant, then the driving is resonant with the transition.
We will not consider the factor cos(ωt) as being part
of the time-dependence of Hd; under the rotating-wave
approximation, and in the interaction picture, the time-
dependence of this term vanishes. Further, because the
factor cos(ωt) has a fixed frequency, a master equation
that is more accurate than Eq.(7) could be derived for it
by taking this frequency into account. As such, we are
not concerned with this kind of time-dependence here
since it is not beyond the reach of present methods. Be-
cause of this we refer to Hd as time-dependent control
only if Ω or θ are time-dependent, and we define the
bandwidth of the control as the maximum frequency com-
ponent of Ω and θ. We will also consider control in which
the Rab frequency is fixed while the frequency of the
transition is changed with time.
A. Two forms for time-dependence
We will explore control in which the time-dependence
of the parameters, namely Ω, θ, and ω, is characterized
in two distinct ways. In the first we represent the time-
dependent functions by a Fourier series with a finite num-
FIG. 2. The class of the piecewise control functions that we
use. On all the odd intervals the functions are constant, and
on even intervals they are linear. The linear intervals connect
the values on the adjoining intervals. The duration of the
odd intervals varies, while the even intervals all have the same
duration, τ . By reducing τ we increase the maximum rate of
change of the control function. When τ = 0 the functions are
piecewise-constant.
ber of terms:
f(t) = c0 +
K∑
k=1
ck cos(kνt) + sk sin(kνt) (25)
This form allows us to consider controls with a specific
and adjustable bandwidth (this bandwith is ωw = Kν).
We can randomly sample the space of these functions
by choosing the coefficients of the Fourier series to be
independent random variables.
The second form we consider for the time-dependent
control functions has a well-defined maximum rate of
change. We define these in a piecewise fashion as depicted
in Fig.2. Dividing time into segments, and labelling the
segments as 1, 2, . . . , N , the functions are constant on odd
segments. Between these segments the function is linear
so as to connect the values on the odd segments. The du-
ration of the linear segments are all identical, and equal
to τ . As τ →∞ the functions become discontinuous and
are piecewise constant. We can adjust the maximum rate
of change of a given function simply by changing τ .
VI. RESULTS
Before we explore the accuracy of master equations for
time-dependent control, it is useful to examine their ac-
curacy for constant driving to serve as a reference point.
In Fig.3 we plot the accuracy of the MME and AME for
a two-level system driven on resonance with a constant
Rabi frequency, Ω, as a function of this frequency. For all
our simulations the cut-off frequency is set at Ωc = 10ω,
where as usual ω is the frequency of the transition. For
Fig.3 the damping rate is γ = ω/(8pi) × 10−3 and the
smallest value of the Rabi frequency, Ω, is Ωmin = ω/32.
In Fig.3a we show the relative error for the MME
(blue) and AME (red) for a fixed evolution time of
T = 2pi/Ωmin = 8×10−3/γ. For the purposes of quantum
information processing, it is usually the error per logical
operation (or “gate”) that is relevant, and the gate time
5FIG. 3. (Color online) The error of the Markovian master
equation (MME), Eq.(11), and its adiabatic time-dependent
version (AME), in simulating a weakly-damped, driven two-
level system with Rabi frequency Ω. The damping rate is
γ = 10−3ω/(8pi) where ω is the transition frequency. The
bath has a uniform spectral density and a cut-off frequency
Ωc = 10ω. Blue circles: MME; red circles: AME. The dashed
lines merely connect the circles. (a) Relative error, , for the
fixed duration T = 2pi/Ωmin = 8× 10−3/γ; (b) Relative error
for the duration T (Ω) = 2pi/Ω.
is usually on the order of the inverse Rabi frequency. Be-
cause of this, in Fig.3b we show the relative error, again
as a function of Ω, this time for an evolution time of
T = 2pi/Ω.
We see from Fig.3 that so long as Ω ≤ ω/10 the error
in the ME is no more than 1%. We also note that as
we reduce the Rabi frequency there is point a which the
relative error stops decreasing. This is to be expected:
there is an “error floor” for the MME due to the finite
ratios of γ/ω and ω/Ωc; the MME is only asymptotically
exact as these ratios tend to zero [27]. In Appendix A we
discuss further details regarding the origin of the error
floor, including numerical accuracy.
In Fig.7c we explore what happens for a constant drive
at a fairly large Rabi frequency (Ω = ω/4) when the
driving is off-resonant. Interestingly the behavior of the
MME and AME are quite different in this case. For the
MME the error drop dramatically for driving frequencies
much lower than the transition frequency, and for the
AME it drops dramatically when the driving frequency
is much higher than the transition frequency.
We now turn to time-dependent driving of a two-level
system, in which the drive has a non-zero bandwidth cen-
tered at the transition frequency. Here we set θ = 0 and
choose for Ω(t) bandwidths of ω/8 and ω. To represent
Ω(t) we use the Fourier series of Eq.(25) with K = 20.
Thus ν is equal to ω/160 and ω/20 for bandwidths of ω/8
and ω, respectively. Since different signals with the same
bandwidth may lead to different relative errors, we sam-
ple different Fourier series by sampling the coefficients ck
and sk as independent Gaussian random variables with
unit variance and zero mean. Since we want to see how
the relative error of the master equations changes as we
increase the strength of the drive, we use as our measure
of this strength the root mean square Rabi frequency de-
fined as
Ωrms ≡
√
1
T
∫ T
0
Ω2(t) dt , (26)
in which T is the duration of the evolution. To obtain
sample functions for Ω(t) that have specified values for
Ωrms we sample the coeficients ck and sk independently
and merely scale the resulting f(t) to obtain the desired
value of 〈Ω〉. For a given sample of f(t) we calculate
the relative error for different values of 〈Ω〉 obtained by
scaling f(t).
In Fig.4(a) we display the relative errors for a set of
28 sample Fourier series with a bandwidth of ωw = ω/8.
As in Fig.3(b) We calculate the relative error for a du-
ration, T = 2pi/Ωrms, that decreases with the rms Rabi
frequency. We plot the error for each sample function
for a range of values of 〈Ω〉/ω. We also plot the mean of
the samples (as a line with circles) and this mean plus
two standard deviations (as a dashed line). In Fig.4(b)
we plot the errors for a set of 20 samples for functions
with a bandwidth of ωw = ω. The first thing we see is
that, as for constant driving, the relative error increases
with the strength of the drive. For both bandwidths the
error is larger than that for a constant drive, as we might
expect. Two very notable differences between the rela-
tive errors for the two bandwidths are that for the larger
bandwidth the spread in the errors is much less, and the
adiabatic master equation does a much better job, than
for the smaller bandwidth.
The main conclusion we can draw from Fig.4 is that
FIG. 4. (Color online) The error of the Markovian master
equation (MME), Eq.(11), and its adiabatic version (AME),
in simulating a weakly-damped, driven two-level system with
transition frequency ω, when the Rabi frequency is modulated
arbitrarily within a given bandwidth ωw. a) ωw = ω/8; b)
ωw = ω. The parameters are those used in Fig. 3(a). Light
blue: error of the MME for 28 samples of the time-dependent
drive; Light red: error of the AME for 20 samples. Dark lines:
average error; Dashed lines: average error plus two standard
deviations.
6FIG. 5. (Color online) a) Population of the excited state
of a two-level system under a control protocol for which the
magnitude of the time-dependent Rabi frequency is shown in
b). The decay rate is γ = ω/100 with ω the transition fre-
quency.(Here we use a larger decay rate so that its effect is
perceptible on the plot.) blue: exact simulation; red: Marko-
vian master equation (Eq.(11)).
for a two-level system, even for driving that has a band-
width as large as the transition frequency, so long as the
rms Rabi frequency is sufficiently small compared to the
transition frequency, the MME and AME provide good
models of damping. For relatively large Rabi frequencies,
however, both master equations break down.
We now consider control signals of the piecewise form
depicted in Fig.2. We examine first an example control
function in which τ = 0, with the result that it repre-
sents instant switching between a sequence of constant
resonant drives. We choose the example control function
so that the sequence of constant drives, defined by values
for Ω and θ in Eq.(23), is essentially random. In Fig.5b
we show the Rabi frequency as a function of time for this
example, and in Fig.5a we show the resulting evolution
of the excited state population with and without damp-
ing at the rate γ = ω/100. The average Rabi frequency
for the control function is 〈Ω(t)〉 ≈ ω0/2.3 and the aver-
age inverse length of the intervals (the average switching
rate) is ≈ (3/4)ω0/(2pi).
For the above control function, we examine how the
accuracy of the master equations changes as the transi-
tion frequency and cut-off frequency are increased. The
cut-off frequency is set at Ωc = 10ω. In Fig.6 we present
the results for three values of the damping rate. For the
purposes of this plot we have defined a fixed reference
frequency ω0, and vary ω over the range [ω0, 4ω0]. While
we are limited in the range of transition frequencies that
we can practically simulate, for all three values of the
damping there is a clear downward trend as ω increases.
The lines of best-fit indicate that the relative error de-
creases as 1/ω (the slopes of all three lines are equal to
unity to within 0.1%). This scaling is what we would
expect for a constant drive. There are also large fluctua-
tions in the relative error as ω is changed, which is to be
expected since the dynamics under the driving changes
dramatically with ω. Note that unlike Figs.1 and 2, here
the ratios γ/ω and γ/Ωc are not fixed but scale as 1/ω,
FIG. 6. (Color online) The error incurred by the MME in
simulating a transition in which the Rabi frequency, Ω(t), is
switched instantaneously at a discrete set of times. In this
plot the control protocol (the function Ω(t)) remains fixed
and the resulting error is shown as a function of the transition
frequency, ω, as well as for three values of the damping rate γ.
The dashed lines are the straight lines of least-squares best-fit
for each of the values of γ. For comparison with Figs.3 and 4,
in this plot 〈Ω(t)〉/ω varies from 0.43 on the left down to 0.11
on the right. Inset: The error for three sequences as a function
of the switching time, τ , with (yellow) and without (blue) the
presence of a third level that forms a second transition with
frequency ω0/2. The circles (red,green blue) distinguish the
three control sequences.
so that there is no floor on the error as ω is increased.
From Fig.6 we see that the relative error at a transition
frequency of ω = 4ω0 ≈ 9〈Ω(t)〉 is about 2%, and given
the trend we can expect that it will continue to decrease
with further increases in ω. Note that the master equa-
tions achieve this accuracy even though the bandwidth
of the control is infinite.
We also examine what happens as the switching time
τ is increased so that the bandwidth is reduced. In the
inset in Fig.6 we plot the error for three sample protocols,
including a scaled version of the one displayed in Fig.5, as
a function of the switching time. In this case we set ω =
4ω0 and all three control functions are scaled so that they
have the same average Rabi frequency, 〈Ω(t)〉 ≈ ω0/4.
We see that the while the relative errors are somewhat
different for each sample control, there is little change in
error as τ in increased. (There is an indication that the
error may start to reduce above τ ≈ 0.2× 2pi/ω.)
A. Presence of a third level
We now add a third level to our two level system. This
level has an energy between that of original ground and
excited states and decays to the ground state, so that the
result is a three-level “V” system. We continue to drive
only the original transition, so as to examine whether
the mere presence of this third level has an effect on the
dynamics of the driven transition. Let us denote the fre-
7FIG. 7. (Color online) Relative error of the master equations (MME is blue; AME is red). a) Driving at frequency ω0 with
fixed Rabi frequency Ω = ω0/32. The transition frequency is modulated about the value ωc, with modulation amplitude
ωrms ≈ ω0/60, center frequency ωm = ω0/2 and bandwidth ωw = ω0/2. b) The driving is the same as in a) and the transition
frequency is modulated about the value ω0 at a single frequency ωm with modulation amplitude ω0/32. c) The transition and
Rabi frequencies are fixed at ω0 and ω0/4, respectively, and the driving frequency is scanned.
quency of the transition between the ground state and the
third level by ω2. We expect that the effect of the third
level will be negligible so long as both the Rabi frequency
and bandwidth of the drive on the original transition are
smaller than ω2. The key question is whether the MME
remains accurate when the bandwidth of the driving is
broad enough to overlap the frequencies of other transi-
tions.
We first confirm that the third level has little effect
if ω2 is greater than the driving and Rabi frequencies,
and the bandwidth at which the Rabi frequency is mod-
ulated (the control bandwidth). Setting ω2 = ω/2,
we calculate the relative error under a drive given by
H(t) = ~Ω cos(ωm) cos(ωt)σx for each of the Rabi fre-
quencies Ω = ω/10, ω/33, ω/100, and modulation fre-
quencies ωm = ω/8, ω/16, ω/32, ω/64. For all these
cases the error is less than 1%, in line with the results
for the two-level system shown in Figs. 3 and 4.
We now consider the three sets of piecewise-linear con-
trol functions used to obtain the results shown in Fig.6.
The bandwidth of these control functions is set by the
parameter τ , and is approximately 2pi/τ . In the inset of
Fig.6 we plot the error of the three sample control func-
tions for τ = 2pi/(2nω0) with n = 1, 2, . . . , 8. The blue
lines give the relative error for the two-level system, and
the yellow lines this error in the presence of the third
level. Note that the average Rabi frequency of these con-
trol functions is well below the frequency of the second
transition, ω2, as Ω = ω0/4 = ω2/2. The range of band-
widths on the other hand is 2nω0 with n = 1, 2, . . . , 8.
We see from the plots that the presence of the third level
dramatically increases the relative error.
B. Controlling the transition frequency
We now present some results on the accuracy of the
MME and AME for a two-level system when the transi-
tion frequency is changed with time. First, we note that
if a transition is undriven, so that the decay into the vac-
uum is its sole dynamics, then changing the transition
frequency has essentially no effect on the dynamics and
thus no effect on the accuracy of the master equation (at
least for the value of the cut-off frequency we use here).
We now consider what happens when the transition is
driven with a drive frequency of ωd = ω0 and a fixed Rabi
frequency of Ω = ω0/32, while the transition frequency
is modulated by a function with a given bandwidth and
RMS amplitude. To this end we choose
ω(t) = ωc +
N∑
k=−N
ck cos(νk + ωm) + sk sin(νk + ωm)
(27)
in which N is an integer. Here ωc is the “center” (also the
time-averaged) value of the transition frequency, ωm is
the center frequency of the modulation, and ωw = Nν/2
is the modulation bandwidth. The RMS amplitude of
the modulation is
ωrms =
√
1
2
∑
k
(c2k + s
2
k) (28)
We modulate the transition frequency with a bandwidth
of ωw = ω0/2 around a center frequency of ωm = ω0/2
with a RMS amplitude of ωrms ≈ ω0/60. The damping
rate is γ = 10−3ω/(8pi). In Fig.7a we show the result-
ing error of the two master equations as a function of
the center transition frequency, ωc. We see that when
the drive is on resonance with the average transition fre-
quency the error is larger than without the modulation
(compare with Fig.3a) but still below 1%. Interestingly
we find that in this case changing the bandwidth (from
ω0/64 to ω0/2), and the RMS amplitude of the modu-
lation (from ω0/128 to 2ω0) has very little effect on the
relative error.
8In Fig.7b we examine the error resulting from mod-
ulating the transition frequency at a single modulation
frequency when the center transition frequency is reso-
nant with the drive. The drive is the same as for Fig.7a,
and this time we scan the frequency of modulation from
ω0/256 to 2ω. From the plot we see that for modulation
frequencies from ω0/8 to 2ω the error changes very little
and is below 1%. For slower modulation frequencies, at
least down to ω0/256, the error becomes much larger for
both master equations. Of course, for very slow modula-
tion modulation frequencies the error must again become
small. The message here is that if one is modulating the
transition frequency, the master equations are only accu-
rate within certain frequency windows, at least for Rabi
frequencies above ω0/32.
VII. SUMMARY
To summarize our results, we have found, surprisingly,
that the MME is able to model broadband control of
a single weakly-damped transition with relative errors
of only a few percent so long as the Rabi frequency is
small compared to the transition frequency. Further,
while practical considerations limit the regimes we can
explore (particularly the size of the transition and cut-
off frequencies), our results indicate that the accuracy of
the MME continues to increase as the Rabi frequency is
reduced with respect to ω and Ωc. We have also found
that this accuracy is only achieved when there are no
other transitions within the bandwidth of the controls.
One cannot merely drive a system with arbitrary con-
trols and expect the MME to apply without taking into
account the control bandwidth and the frequencies of all
transitions.
While we have only considered driving a single tran-
sition at a time, we would expect similar results when
multiple connected transitions are driven (e.g. in fre-
quency conversion protocols [28, 29]). Since Rabi fre-
quencies and control bandwidths tend to be much smaller
than transition frequencies for implementations of quan-
tum information processing in atomic systems (e.g. cold
atoms [30], atomic gasses [31] and ion traps [32]) Marko-
vian master equations can be expected to provide accu-
rate models for most of these protocols. This is not the
case for superconducting platforms where transition fre-
quencies are much lower. However, for superconducting
systems it is not clear that master equations are nec-
essarily accurate models even in the absence of time-
dependent control because the environment is much more
complex. Our results have shown, as one would expect,
that even when time-dependent control causes Marko-
vian master equations to lose their accuracy, they still
provide correct order-of-magnitude estimates for the ef-
fects of a zero-temperature bath. For quantum informa-
tion processing such estimates are often sufficient, since
environmental effects are required to be very small.
Given the results we have presented, we would sug-
gest that authors using master equations to simulate
controlled open quantum systems should make it clear
whether their results regarding the effects of dissipation
can be taken as quantitatively accurate, or merely as
order-of-magnitude estimates.
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Appendix A: Accuracy of the simulations
We test the accuracy of the simulation by the usual
method of verifying the stability of the solution when
simulation parameters are changed. First we use this to
check that keeping only the three lowest Fock states for
each oscillator is sufficient. We then perform simulations
in which we successively halve the time-step and examine
the change in the solution over a few time-steps. The
results of this procedure, which confirms that the method
is second-order in time, are shown in Fig. 8.
Having verified that the numerical method is second-
order, we now consider the numerical error of the sim-
ulations. Let us denote the units of time used in our
simulations by T (this unit is (2pi/ω) in which ω is the
transition frequency). For all the simulations presented
in the main text we used a time-step of T/(32000). To
examine the error we evolve the two-level system under
the control signal depicted in Fig. 5 for a time-step of
T/(32000) and compare this with the evolution gener-
ated by using a time-step of T/(16000). We plot the
difference between the populations of the excited state
of the qubit for the two evolutions in the inset of Fig.8.
The error is on the order of 10−5. For the majority of
our simulations we use a damping rate of 10−2(1/T ), and
with the result that the effect of the damping on the sys-
tem is at the 1% level. Our simulations therefore report
the effect of the bath on the system with an accuracy of
approximately 10−3. This means that we are sensitive
to differences between the true evolution and that of the
master equations (the “relative error”) to 3 significant
figures. Thus when we examine a relative error that is at
the 1% level, this result will itself be accurate to about
±10%. When the error between the master equation and
the full bath simulations drops below 0.1%, we can ex-
pect the results will start to be dominated by numerical
error.
The accuracy with which the true joint evolution of the
system and bath matches the master equation is limited
not only by the finite ratio of the transition frequency
to the Rabi frequency, namely ω/Ω, but also by the ra-
9FIG. 8. (Color online) The error of the numerical solver as
a function of the length of the time-step. The line shown in
blue for reference has a slope of two, showing that the method
is second-order in time. Inset: Here, for the control signal
shown in Fig.5, we plot the difference between the evolution
of the excited state predicted by the MPS simulations when
using a timestep of T/32000 and T/16000 where T = 2pi/ω.
tio of the cut-off frequency to the transition frequency,
namely Ωcut/ω, and that of the transition frequency to
the damping rate. In Figs. 3 and 4 of the main text we
see that at small values of the Rabi frequency the relative
error stops reducing, reaching a minimum of about 0.1%.
This error floor is not due to the fact that the system is
driven (it is not due to the Rabi frequency since it re-
mains as the driving is reduced) but likely due to either
the finite values of Ωcut/ω and ω/γ and/or the numerical
error discussed above.
In Fig.9 we explore the origin of the error floor. The
blue curve is the relative error as a function of the Rabi
frequency with the values for ω and Ωcut used for the
simulations presented in the main text. For the purple
curve we doubled the Rabi frequency, so that the result-
ing drop in the floor indicates that the floor is due in part
to the ratio of the transition frequency to the damping
rate. For the red curve we both doubled the Rabi fre-
quency and halved the cut-off frequency. The increase in
the error floor shows that the finite value of cut-off fre-
quency is also effecting the floor, although less than the
damping rate. When we instead keep the Rabi frequency
and cut-off the same but reduce the damping rate, we
find that the error floor remains essentially unchanged.
This indicates that the numerical error is also placing a
limit on the floor as we would expect from the discussion
above. Note that as γ is reduced the effect of the bath
on the system is also reduced, thus increasing the effect
of the numerical error on the relative error. That is why
we see the limiting effect of the numerical error when we
reduce γ, but not immediately when we reduce the tran-
sition frequency. Thus the floor in the relative error at
FIG. 9. (Color online) Here we show three plots of the relative
error as a function of the Rabi frequency. The various plots
differ by the values of the transition and cut-off frequencies,
and show how the floor of the relative error is affected by the
finite ratios of ω/γ and Ωcut/ω (see text).
approximately 2 × 10−3 has contributions from the two
ratios above as well as the numerical error.
Appendix B: Numerical methods
To simulate two- and three-level systems coupled to a
bath of Harmonic oscillators we use the method first de-
veloped by Bulla et al. [10, 34, 35] in which the system
and bath are mapped to a semi-infinite chain of oscilla-
tors in which the system is coupled only to the first oscil-
lator (see Fig. 10). We use a refinement of this method
developed by Chin et al. [11, 12] which exploits an ex-
act analytic mapping between the bath and the oscil-
lator chain. The system and chain of oscillators is then
simulated using the matrix-product-state (MPS) method
developed by Vidal [24, 36].
To efficiently evolve a nearest-neighbor chain of sys-
tems stored as a matrix-product state one must evolve
nearest-neighbor pairs separately [24]. Simulating the
dynamics of the chain thus requires splitting the evo-
lution in each time-step into at least two parts, where
the first (part A) evolves all “odd” pairs and the sec-
ond (part B) all “even” pairs (see Fig. 10). To obtain
a method that is more than first-order in time requires
splitting each time-step into more than one application
of A and B. Our analysis requires high accuracy because
the damping induced in the system is small to begin with,
and it is small errors in the ability of the master equa-
tion to simulate the effect of this damping that we wish to
quantify. We therefore require to go beyond a first-order
method, and because our Hamiltonian is time-dependent
we cannot use the split-operator methods commonly em-
ployed in MPS simulations [37, 38]. Here we take ad-
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FIG. 10. (Color online) A depiction of the chain configuration
whose dynamics is equivalent to that of a system coupled to
a bath of independent oscillators.
vantage of the fact that only the system (and thus part
A) is time-dependent, and use the following fairly sim-
ple split-operator construction that realizes Heun’s 2nd-
order Runge-Kutta method [39].
The equation we wish to evolve has the form
x˙ = [A(t) +B]x (B1)
in which A(t) does not commute with B or with itself at
different times. Defining
A1 ≡ A(t) (B2)
A2 ≡ A(t+ ∆) (B3)
we evolve x(t) using three operators:
x(t+ ∆t) =
[
1 +
∆A2
2
+
∆2A2A1
8
]
× e∆B
[
1 +
∆A1
2
+
∆2A2A1
8
]
. (B4)
More elaborate split-operator methods for situations
in which only A is time-dependent can be found in [40].
The chain topology in which the evolution involves pairs
of oscillators lends itself to parallelization, in which the
chain is divided among a large number of processors.
This parallelization allows us to readily simulate chains
with thousands of oscillators.
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