This paper is served as a first contribution regarding the boundedness of Hausdorff operators on function spaces with smoothness. The sharp conditions are established for boundedness of Hausdorff operators on Sobolev spaces W k,1 . As applications, some bounded and unbounded properties on W k,1 of Hardy operator and adjoint Hardy operator are deduced.
Introduction and preliminary
Sobolev spaces is one of the most important function spaces in the fields of harmonic analysis and partial differential equations. For an integer k ≥ 0, and 1 ≤ p < ∞, the classical Sobolev space W k,p (R n ) is defined as the space of functions f, with f ∈ L p (R n ) and all derivatives, denoted by D α f , exist in the weak sense and belong to L p (R n ) for all |α| ≤ k. The corresponding norm for the function space W k,p := W k,p (R n ) is defined by
With the norm defined above, W k,p is a Banach space. One can see [1] for a nice description of the basic definitions and properties about Sobolev spaces.
As we know, in the fields of harmonic analysis and PDE, it is quite important to study whether the regularity of a function (or the initial data) can be persisted through certain operator, for instance, the boundedness of certain operators on Sobolev spaces. One can see the celebrated Sobolev embedding theorem in [1] , see [2, 3] for the boundedness of Hardy-Littlewood maximal operator on Sobolev spaces, and see [4] for the study of evolution equations on Sobolev spaces.
Note that the previous works were mainly concerned with operators of convolution type, it is of great interest to consider how the regularity can be transferred through certain operators of non-convolution type. Here, we introduce such a class of operators, named Hausdorff operators. For a suitable function , one of the corresponding Hausdorff where the above integral makes sense for f belongs to some classes of nice functions. Obviously, H is not a convolution operator and does not commute with translations. The study of Hausdorff operators, which originated from some classical summation methods, has a long history in real and complex analysis. The interested reader can refer to [5] and [6] for a survey with some historical background and recent developments regarding Hausdorff operators. Particularly, Hausdorff operator is an interesting operator in harmonic analysis. It contains some important operators when is taken suitably, such as Hardy operator, adjoint Hardy operator (see [7] [8] [9] ), and the Cesàro operator [10, 11] in one dimension. The Hardy-Littlewood-Pólya operator and the Riemann-Liouville fractional integral operator can also be derived from the Hausdorff operator.
In recent years, there is an increasing interest on the boundedness of Hausdorff operators on function spaces, see for example [12] [13] [14] [15] . However, the boundedness of Hausdorff operator can be characterized in only few cases. We refer the reader to [16, 17] for the characterization of the bounded Hausdorff operators on Lebesgue spaces, to [9, 18] for the characterization of the bounded Hausdorff operators on Hardy spaces H 1 and h 1 , and to [19] for the characterization of the bounded Hausdorff operators on modulation and Wiener amalgam spaces. Until now, there is no result regarding the boundedness of Hausdorff operators on Sobolev spaces. One of our motivations is to serve as a first contribution for this.
In this paper, we consider the W k,1 boundedness of generalized Hausdorff operators H ,A defined by
where A(y) := (a ij (y)) n×n is a matrix depending on the variable y. The operator H ,A was first studied by Móricz [20] and Lerner-Liflyand [21] , and it is easy to see that
Note that this norm is equivalent to the operator norm defined by Write the matrix into the form of column vectors:
Comparing with the convolution operator such as T f (x) := ( * f )(x) = R n (y)f (x − y)dy, the translation operator acted on f is now replaced by a dilation operator in H ,A (see also H ). Note that the derivation operation commutes with translation but does not commute with dilation. Thus, in order to establish a bounded result on Sobolev space for H ,A , the conditions on should be related to the order of smoothness of Sobolev space. This is one of the main differences between convolution and non-convolution operators. More difficulties come from the lower bound estimates when we establish the necessary conditions for the Sobolev boundedness of H ,A . To be more specific, we have the following two difficulties:
(1) As mentioned before, the conditions on is related to the smoothness of Sobolev space, see (1.2) . This type of conditions seems to appear when the derivative operation can be transferred from H ,A f to f, see (1.3). However, this is impossible before we know satisfies the desired conditions. (2) When dealing with the part of necessity, we must choose a suitable f and estimate H ,A f W k,1 from below by some integral involving . This is not difficult when k = 0, i.e., the Lebesgue case, in which we can choose a nonnegative f to get the desired estimates. However, when k ≥ 1, the Sobolev norm H ,A f W k,1 in fact contains some integral terms involving and (∂ α f /∂x α ) for |α| ≤ k. In order to establish the lower estimates of these terms, (∂ α f /∂x α ) is expected to be nonzero and nonnegative. However, a function like this does not belong to any Sobolev space. Now, we state our main results as follows.
Theorem 1.1: Suppose that the Hausdorff operator H
for all multi-index α = {α 1 , α 2 , . . . , α n } with |α| ≤ k. Especially, 
Corollary 1.3: Let be a nonnegative function on R n , and let k ≥ 0 be an integer. Then H is bounded on W k,1 (R n ) if and only if
Furthermore, if (1.6) holds, we have
for all |α| ≤ k.
Our article is organized as follows. Section 2 is devoted to the proof of Theorems 1.1 and 1.2. As applications, in Section 3, we get some bounded and unbounded properties on W k,1 for Hardy operator and adjoint Hardy operator.
Throughout this paper, we will adopt the following notations. X Y denotes the statement that X ≤ CY, with a positive constant C that may depend on n, p, but it might be different from line to line. The notation X ∼ Y means the statement X Y X. We use X λ Y to denote X ≤ C λ Y, meaning that the implied constant C λ depends on the parameter λ.
Proof of main theorem
This section is devoted to the proofs of Theorems 1.1 and 1.2. We first recall the definition of weak derivative, which will be used frequently in our proofs.
Definition 2.1 (Weak Derivative
where α j ∈ N. Suppose we are given two locally integrable functions on R n , f and g. Then we say that D α f = g (in the weak sense), if
where D is the space of indefinitely differential functions with compact support.
Integration by parts shows us that this is indeed the relation that we would expect if f had continuous partial derivatives up to order |α|, and D α f = g had the usual meaning. It is of course not true that every locally integrable function has partial derivatives in this sense. However, when the partial derivatives exist, they are determined almost everywhere by the defining relation (2.1), see [1] .
Proof of Theorem 1.1.: By (1.2), for any multi-index α with |α| ≤ k, f ∈ W k,1 and ϕ ∈ D, we have
and
From the above two equalities we deduce that
where we use the Fubini theorem in the second and last equalities. This yields that
In order to give the proof of Theorem 1.2, we first give some basic properties of Gaussian function. In fact, we will use Gaussian function to construct some useful functions with nonnegative derivatives on our desired domain of R n .
Lemma 2.2 (Derivatives of Gaussian function):
Let g(t) = e −t 2 for t ∈ R, g (m) be the mth derivative of g. Then Proof: Denote by Q(m) the conclusion of this lemma. Since g (t) = −2te −t 2 , Q(1) is correct.
Next, we assume Q(l − 1) holds. Write P l−1 (t) by
where
Then by derivative formula of multiplication, we can calculate g (l) by (2) is trivial, we only need to give the proof of (2) =⇒ (3). First, we give a reduction for the matrix A. Write A(y) = P(y)Q, where det , det
. Using this notation, we write
Thus,
This and the following relation
yield that the conclusion (2) is valid for H ,P if it is valid for H ,A . Without the loss of generality, we assume A ∈ P, and H ,A satisfies (2) in the remainder of this proof. The proof of k = 0 is trivial, we assume k ≥ 1. By the definition of W k,1 , we have W k,1 ⊂ L 1 . Take f to be a nonzero Schwartz function with nonnegative value, then f ∈ W k,1 , and
Recall that A(y) is invertible and ≥ 0. The Tonelli theorem and variable substitution yield that
From this we have
We get the first condition of . Next, we proceed to seek the information of from smoothness.
Step 1: first-order derivative. It follows from the the assumption (2) that H ,A f ∈ W k,1 for any fixed f ∈ W k,1 . By the definition of W k,1 , the weak derivative of H ,A f exists and belongs to L 1 . Moreover, for every ϕ ∈ D,
Hence, we can use the Fubini theorem in (2.6) to deduce that
for 1 ≤ j ≤ n, where in the last inequality we use the definition of weak derivative again. Set g(t) := e −t 2 , t ∈ R and G 1 (x) := − n l=1 g(x l + 1/2), where x l is the lth component of x = (x 1 , x 2 , . . . , x n ) ∈ R n . Note that G 1 is a Schwartz function, and belongs to W k, 1 . By a direction calculation, we obtain 
A direct computation yields that A(y) op ≤ A(y) ≤ 1. This implies that A(y) 1 ⊂ 1 . Set
This and the fact A(y)
By using the spherical coordinates, we write
Take {ϕ } ∞ =1 to be sequence of nonnegative C ∞ c functions supported in , satisfying 0 ≤ ϕ i ≤ ϕ ≤ 1 if i < for all i, ∈ Z + , and lim →∞ ϕ = χ .
It follows by (2.7)-(2.9) and the Lebesgue's monotone convergence theorem that for 1 ≤ j ≤ n,
(2.10)
By the fact H ,A G 1 ∈ W k,1 , we further obtain that for 1 ≤ j ≤ n,
This implies that
(2.11) Moreover, by Theorem 1.1, we have the following expression of weak derivative:
Step 2: high-order derivative with k ≥ 2. Let 2 ≤ m ≤ k be an integer. For a multi-index α with |α| = m, there exist s ∈ {1, 2, . . . , n} and a multi-index β such that
Assume by induction that
By the definition of weak derivative and (2.13), for ϕ ∈ D and f ∈ W k,1 , we have
(2.14)
It follows by the induction that
(2.15)
Applying Fubini theorem to (2.14), we obtain that 16) where in the second equality, we use the definition of weak derivative and the fact that f ∈ W k,1 . Set
Using Lemma 2.2, for Gaussian function g, we have g (l) (t) = P l (t)g(t)
, where P l (t) is a l-order polynomial of t. Denote a m the biggest one of all the positive roots of (−1) 
where the sign of the leading term of (−1) |γ l | P |γ l | is positive. By the choice of a m , for every multi-index γ with |γ | = m, we have
This implies that for x ∈ ,
From this, (2.16) and the Lebesgue monotone convergence theorem, we have
where {ϕ l } ∞ l=1 is a sequence of functions as in the Step 1. Next, by (2.17), we further obtain that
Observe that
Recall the following fact proved in Step 1
We obtain that for every y ∈ R n ,
Combining with the above estimates, we obtain
Hence, combing with the fact
Note that the above inequality is valid for all α with |α| = m. We obtain that
By induction, the conclusion is valid for all m with 2 ≤ m ≤ k. This completes our proof.
Applications
As we mentioned before, Hausdorff operators can be regarded as the generalization of some classical operators, such as Hardy operator H and its adjoint operator H * . Thus, by choosing special , we can obtain the bounded and unbounded properties for certain special operators. In one dimension, take (t) = (χ (1,∞) The desired conclusion follows by using Corollary 1.3.
Remark 3.1:
A classical result shows that Hardy-Littlewood maximal operator is not bounded on L 1 . However, the boundedness of first derivative of Hardy-Littlewood maximal operator is proved to be true at certain endpoint spaces (see [2] ). Like the maximal operator, Hardy operator is not bounded on L 1 , however, one can verify its boundedness on BV(R).
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