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Many  countries  have  eliminated  foot  and  mouth  disease  (FMD),  but outbreaks  remain  common  in  other
countries.  Rapid  development  of international  trade  in animals  and  animal  products  has  increased  the  risk
of disease  introduction  to FMD-free  countries.  Most  mathematical  models  of  FMD  are  tailored  to  settings
that are  normally  disease-free,  and  few models  have  explored  the impact  of  constrained  control  measures
in  a ‘near-endemic’  spatially  distributed  host  population  subject  to frequent  FMD  re-introductions  from
nearby  endemic  wild  populations,  as  characterizes  many  low-income,  resource-limited  countries.  Here
we construct  a pair  approximation  model  of FMD  and  investigate  the  impact  of  constraints  on  total
vaccine  supply  for prophylactic  and  ring  vaccination,  and  constraints  on culling  rates  and  cumulative
culls.  We  incorporate  natural  immunity  waning  and vaccine  waning,  which  are  important  factors  for  near-
endemic  populations.  We  ﬁnd  that,  when  vaccine  supply  is sufﬁciently  limited,  the optimal  approach  for
minimizing  cumulative  infections  combines  rapid  deployment  of  ring  vaccination  during  outbreaks  with
a contrasting  approach  of careful  rationing  of prophylactic  vaccination  over  the  year,  such  that  supplies
last  as  long  as  possible  (and with  the  bulk  of vaccines  dedicated  toward  prophylactic  vaccination).  Thus,  for
optimal long-term  control  of the  disease  by  vaccination  in  near-endemic  settings  when  vaccine  supply
is  limited,  it is  best  to spread  out prophylactic  vaccination  as much  as  possible.  Regardless  of culling
constraints,  the  optimal  culling  strategy  is  rapid identiﬁcation  of infected  premises  and  their  immediate
contacts  at  the initial  stages  of  an  outbreak,  and  rapid  culling  of  infected  premises  and  farms  deemed  to
be at high  risk  of infection  (as opposed  to culling  only  the  infected  farms).  Optimal  culling  strategies  are
similar  when  social  impact  is  the  outcome  of  interest.  We  conclude  that  more  FMD  transmission  models
should  be developed  that  are  speciﬁc  to the  challenges  of  FMD  control  in  near-endemic,  low-income
countries.
©  2014  The  Authors.  Published  by  Elsevier  B.V. This  is  an  open  access  article  under  the  CC  BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).. Introduction
Foot and mouth disease (FMD) is a highly contagious, and
on-curable viral disease of economically important cloven-hoofed
nimals such as cattle, pigs, goats and sheep (Baipoledi et al., 2004;
eeling et al., 2001; Wernery and Kinne, 2012; Ferguson et al.,
001; Pharo, 2002), and more than 70 species of wild animals, e.g.
eers, antelopes and buffaloes (Dion et al., 2011; Grubman and
axt, 2004). The disease agent which causes FMD belongs to the
icorna virus family (Belsham et al., 2011; Dion et al., 2011), and
t exists in seven known immunologically distinct serotypes which
ary according to world geographical location (Rweyemamu, 1984;
∗ Corresponding author. Tel.: +1 5197600925.
E-mail addresses: rnotice@uoguelph.ca, noticeringa@yahoo.com (N. Ringa).
ttp://dx.doi.org/10.1016/j.epidem.2014.09.008
755-4365/© 2014 The Authors. Published by Elsevier B.V. This is an open access article unAlonso et al., 1992): (a) European types O, A and C; (b) African types
STA 1, STA 2 and STA 3 and (c) Asian type Asia 1 (Davies, 2002; Ding
et al., 2013). The FMD  virus serotypes are further divided into sev-
eral (more than 60) subtypes (Alonso et al., 1992; Anderson et al.,
1974; Belsham et al., 2011) and they all occur with little cross-
protection between each other (Kitching et al., 2007). The virus
is airborne and can also be transmitted through physical contact
with infected animals’ expired air, saliva, milk, urine, semen, ani-
mal  feed and bedding, etc (Ferguson et al., 2001; Baipoledi et al.,
2004; Grubman and Baxt, 2004). FMD  is rarely fatal, but infected
animals display high fever, depression, loss of weight and drop in
milk production, as well as blisters on the tongue, lips, mouth, and
between toes (Rweyemamu, 1984; Baipoledi et al., 2004; Ferguson
et al., 2001; James and Rushton, 2002; Grubman and Baxt, 2004).
Conventional control measures of FMD  include movement
restriction (e.g. through construction of ‘veterinary boundaries’, i.e.
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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ordon fences erected to divide a country into multiple subregions
o prevent movement of animals across the borders); public educa-
ion; quarantine; vaccination and culling (Barteling, 2002). Control
easures of FMD  need to take into account the natural charac-
eristics of the virus, mechanism of spread, as well as strategic
mplementation based on available resources (Cruz-Aponte et al.,
011; Roy et al., 2011). Because of their greater resources, most
eveloped countries have managed to contain, eradicate and avoid
mportation of FMD  virus into their territories. However the disease
s still an impediment to more than 100 developing and tran-
itional countries (Bruckner and Saraiva-Vieira, 2010; Kobayashi
t al., 2007; Rweyemamu, 2002; Patterson, 2001), mostly in South
merica, Africa and the Middle East (Kitching, 1998). The types of
nimals affected by FMD  have long been a source of food, trans-
ortation, medicine, entertainment, clothing, and ﬁnancial security
or humans (Evans, 2006). Hence, the impact of FMD  can extend
eyond economics in many developing and transitional countries,
here possession of domestic animals such as cattle in many cul-
ural or religious groups is still seen as a symbol of wealth and high
ocial status (Evans, 2006).
The rich database for the dynamics and control of the 2001 FMD
utbreak in the United Kingdom (UK) has, of recent, inspired many
esearchers to develop and analyze mathematical models of the
isease (Tildesley et al., 2006), with an intention to inform policy
Garnett, 2002) on better disease control strategies. This had led
o many studies focusing on dynamics of a single epidemic out-
reak (characteristic of developed countries where FMD  outbreaks
re rare). Two basic forms of vaccination usually considered are
rophylactic vaccination (pre-outbreak vaccination of farms in an
t-risk population to prevent introduction of the disease) and ring
accination (carried out during outbreaks on farms deemed to be
t risk of infection due to their geographical proximity to infectious
arms (Keeling et al., 2003).
Methods of culling considered by most models include infected
remises (IP) culling (slaughtering infected farms), dangerous con-
acts (DC) culling (culling in premises where animals may  have
een in direct or indirect contact with infected animals) and con-
agious premises (CP) culling (slaughtering of farms that border
nfected premises) (Keeling et al., 2003; Tildesley et al., 2009;
arham et al., 2008). However, few mathematical models of FMD
ave investigated impacts of constrained vaccination and culling
n ‘near-endemic’ settings, where FMD  outbreaks occur repeatedly
ue to re-introductions from nearby wild endemic populations.
Tildesley et al. (2006) develop a probabilistic transmission
odel of FMD  and explore an optimal deployment strategy of
imited reactive ring vaccination of cattle in a single epidemic
utbreak. Neilan and Lenhart (2010) construct and numerically
nalyze single-outbreak, deterministic, mean-ﬁeld equations (they
ssume homogeneous mixing of host population) based on an
EIR (susceptible, exposed, infected, recovered) natural history of
MD to illustrate impacts of constrained vaccine supply on optimal
accination schedule. Rico-Ramirez et al. (2010) apply stochas-
ic optimal control theory, and incorporate spatiality, to study
mpacts of constrained vaccination supply on an epidemic outbreak
f FMD. Hansen and Day (2011) construct a compartmental SIR
susceptible,infectious, recovered) model that explores impacts of
imited isolation resources and limited vaccination resources. This
pproach is also tailored to FMD-free settings. While they appreci-
te the beneﬁts of investigating impacts of constrained vaccination,
orphyre et al. (2013) focus on beneﬁts of vaccination given trigg-
rs such as change in location of epidemic outbreak, and delay
n implementation of vaccination and develop a spatial premises
ased model using data from FMD  situation in Scotland. Ferguson
t al. (2001) analyze data from the FMD  epidemic outbreak in the
nited Kingdom in 2001 and parameterize a pair approximation
odel to capture spatial spread, and predict future outbreaks andmics 9 (2014) 18–30 19
potential impacts of vaccination (vaccination was not used dur-
ing the UK 2001 FMD  epidemic outbreak). Parham et al. (2008)
also develop and study a pair approximation model of FMD  which
describes dynamics and control (by culling) of a single outbreak.
They further present the derivation of a spatially oriented expres-
sion of the basic reproduction number (the expected number of
secondary cases produced by a single infection in a completely
susceptible population (Bauch, 2005; Parham et al., 2008; Brauer,
2006)), from which impacts of culling can be measured.
The following description of pair approximation (PA) models is
adapted from Ringa and Bauch (2014), Bauch (2005), Keeling et al.
(1997), Parham et al. (2008). PA models are regarded to as the sim-
plest extension of the mean ﬁeld equations because while the latter
are formulated under an assumption that members of the host pop-
ulation of farms mix  homogeneously, such that an infectious farm
can transmit the virus to any susceptible farm in the population,
the former implicitly incorporate spatiality by modeling pairs of
neighbouring farms, and assume that events such as infection can
take place only between connected farms. In the context of FMD,
connection between farms can be described in terms geographi-
cal distance or other forms of interaction like business ties which
may  enhance transmission of the virus. A PA model comprises of a
system of ordinary differential equations called pair equations. The
derivation of an equation of motion for a pair of farms will involve
triples; equations of motion for triples will involve quadruples, etc.
To obtain a manageable system of equations of motion we truncate
this hierarchy by a technique called moment closure approxima-
tions (MCA). There exist several MCAs at the level of pairs (also
known as pair approximations), but all of them are used to approx-
imate the resulting triples in terms of lower order correlations, i.e.
pairs and singletons. MCAs differ in their assumption of the dis-
tribution of farms in a network. The choice of a MCA  depends on
the intent of the studies or characteristics of the disease spread.
For instance, for a triple involving nodes X, Y and Z the ordinary
pair approximation (OPA) assumes conditional independence of
disease statuses of farms such that a farm X is related to a farm Z,
only because they are both directly connected to Y, i.e. no triangles.
Another widely used MCA  at the level of pairs is the triangular pair
approximation (TPA). The distinguishing feature between the OPA
and the TPA is that the latter allows for the existence of triangles in
the population of farms.
Here we  develop an SEIRVC (susceptible, exposed, infectious,
recovered, vaccinated, culled) pair approximation model of FMD
transmission in a near-endemic population, and explore the impact
of constrained vaccination and culling on long-term dynamics of
the disease. The model is intended to apply to resource-limited
countries subject to repeated disease re-introductions, such as
Botswana. In Botswana, farms are dominated by cattle, seasonal
movement of farm animals due to nomadism is minimal, veteri-
nary boundaries are widely used, both vaccination and culling
are applied (although only culling is applied in certain regions),
and farming regions experience repeated re-introductions from
neighbouring wild populations where FMD  is endemic. The longer
time horizon that repeated outbreaks and frequent disease re-
introduction impose on disease control, and the wider use of
vaccination in such countries, makes factors such as waning vac-
cine and natural immunity important (Ringa and Bauch, 2014).
Our objective is to illustrate features of FMD  dynamics and control
through vaccination and culling that are unique to resource-
limited, near-endemic settings, in contrast to the broad literature
on FMD  modelling in higher-income, disease-free settings. Both the
rates of culling and possible number of culls per epidemic out-
break may  be dependent on the availability of resources such as
manpower, equipment for culling and disposal of carcasses. Vac-
cine supplies are likewise limited by the stockpile available, and so
authorities face a decision regarding when and how to vaccinate
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arms. As outcome measures, we explore both the ﬁnal size of out-
reaks, as well as social impacts. Social impact is deﬁned by total
nimals culled or infected, and is intended to reﬂect the broader
ocial signiﬁcance of animals in some low-income countries
Evans, 2006). The model structure is described in the following
ection.
. Model description
We  build on a previous pair approximation model of FMD  (Ringa
nd Bauch, 2014). Cattle are highly susceptible to FMD  and this
nables the virus to spread rapidly to the entire herd (Depa et al.,
012; Grubman and Baxt, 2004). Thus it is difﬁcult to track down
he spread of FMD  from one animal to another within a farm. Hence,
he farm is taken as the fundamental epidemiological unit in our
odel, in line with a common assumption in the literature on pair
pproximation FMD  models (Ringa and Bauch, 2014; Parham et al.,
008; Ferguson et al., 2001).
The state variables of our model are singletons, [X] and pairs,
XY], representing the number of farms whose disease status is
, and the number of neighbouring pairs of farms comprising of
tatus X and status Y farms, respectively. Transmission at a rate 
akes place between an infectious and a neighbouring susceptible
arm, moving the latter to the exposed compartment. The popula-
ion of farms is assumed to exist on a random contact network with
oisson-distributed neighbourhood size. However, the network is
onceived to represent an underlying spatial point-process model
ith an infection kernel. Bauch and Galvani (2003) show that a
roperly parameterized network model can approximate epidemic
ynamics of a spatial point-process model with an infection kernel,
or parameters such that the infection is endemic in the absence of
nterventions. We  also carried out the full analysis for a scenario
here farms are distributed on a regular lattice, and we  found that
his did not qualitatively change the results.
A farm stays in the exposed state for −1 days on average (latent
eriod), after which it becomes infectious. The recovery rate is
. The natural immunity waning rate is ω, enabling transition of
arms from R to S compartments. Prophylactic vaccination and ring
accination occur at per capita rates  p and  r, respectively, and
ransfer vaccinated susceptible and exposed farms to the vacci-
ated compartment. The rate of loss of vaccine-induced immunity
vaccine waning) is  (where farms lose protection from the vaccine,
ecoming susceptible again). We  explore IP culling and DC culling
deﬁned as slaughtering of non-infectious farms neighbouring an
nfected farm on the contact network) Whenever a DC cull occurs,
he infected farm that prompted the cull is also culled (IP culling),
ut we refer to both processes inclusively as ‘DC culling’ through-
ut, for simplicity. The rates of IP and DC culling are IP and DC,
espectively, and previously culled farms are replaced (joining the
usceptible pool) at a rate . Because links in a contact network
an be taken to represent any kind of potentially effective con-
act between farms and because we do not model space explicitly,
e interpret culling of a network neighbour as DC culling rather
han CP culling, which is implemented in a geographically spatial
nvironment.
The rates of transition between compartments are expressed
athematically so that the model is formulated as a system of
rdinary differential equations. In Appendix A we illustrate the
erivation of the equation of motion for [SI] and present the full
air approximation model. Two forms of the ordinary pair approx-
mation (OPA) are usually used: the binomial OPA (applicable to
egular networks where the number of contacts per farm is ﬁxed)
nd the Poisson OPA (applies in random networks where the neigh-
ourhood size varies from one individual farm to another). In this
aper we approximate triples by the Poisson OPA, see Eq. (A.3).mics 9 (2014) 18–30
2.1. The basic reproduction number
The analytical tractability of pair approximation models enables
the derivation and analysis of epidemiologically important features
such as the basic reproduction number, R0, deﬁned as the expected
number of secondary cases produced by a single infection in a com-
pletely susceptible population (Bauch, 2005; Parham et al., 2008;
Brauer, 2006). An epidemic is possible if R0 > 1 but the infection will
die out if R0 < 1. Our expression of the basic reproduction number
captures spatiality by virtue of the fact that its derivation uses the
correlation function, CXY between farms with disease statuses X and
Y:
CXY =
N
n
[XY]
[X][Y]
, (1)
where n is the average number of neighbours per farm and N
is the total population size (Keeling et al., 1997; Parham et al.,
2008). CXY = 1 corresponds to mass-action mixing; CXY > 1 aggrega-
tion and CXY < 1 avoidance of farm types X and Y. It is worth noting
that under mean-ﬁeld approximations where n = N (because it is
assumed that all susceptible individuals farms are equally likely to
acquire the disease from any infectious farm in the population) and
[XY] = [X][Y], correlation between two farms remains constant at
CXY = 1, through time. However under pair approximations, it is pos-
sible to derive an expression for R0 by taking advantage of biological
intuition about the geometric structure of early invading clusters of
infected farms. In particular, infected farms tend to cluster together
on the network in the early stages of invasion, which has impli-
cations for the efﬁciency of disease transmission and hence the
R0. Such effects enable us to relate correlations between suscepti-
ble and infectious farms (CSI) to correlations between exposed and
infectious farms (CEI) (Bauch, 2005; Parham et al., 2008). A more
detailed description is provided in Appendix B and the resulting
expression for R0 is
R0 =
nC∗SI
( r + DC )n(([E]/N)CEI)∗ + ( + IP)
. (2)
C∗SI and (([E]/N)CEI)
* are deﬁned explicitly in Appendix B.
At ﬁrst glance, Eq. (2) reveals that a high recovery rate , cor-
responds to a low value of the basic reproduction number. This is
because increasing  leads to a signiﬁcant decrease of the number of
infectious farms (therefore reducing the spread). Also from Eq. (2) it
is apparent that the transmission rate , increases the basic repro-
duction number while vaccination and culling reduce R0. We  point
out, however, that the actual impacts of model parameters, includ-
ing rates of control measures, can be modeled numerically using
the full expression of the basic reproduction number presented in
Appendix B.
2.2. Baseline parameters
After contact with the virus, it takes between 2 and 14 days
for cattle, swine, sheep, goats and deers to show symptoms of FMD
(Mushayabasa et al., 2011). According to Mardones et al. (2010) the
latent period of FMD  is 3.1–4.8 days in cattle. Keeling et al. (2001)
claims this period is 4–5 days. Here we average over these val-
ues and assume that the latent period of FMD  in cattle is 4 days,
thus  = 1/4 = 0.25 day−1. Depending on animal species affected,
infected animals remain symptomatic of FMD  and infectious for
about 7–10 days before they recover, (Grubman and Baxt, 2004).
Here we  assume that the recovery rate is  = 1/7 = 0.143 day−1.
Farms in Botswana tend to be dominated by cattle, hence our nat-
ural history parameter values are those speciﬁc to cattle.
The length of natural and vaccine protection from FMD ranges
from 6 months to 5.5 years, depending on species affected, the
virus serotype, and type of vaccine administered (Doel, 1996;
 Epidemics 9 (2014) 18–30 21
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Table 1
Baseline parameters for our model.
Parameter Value Source
Transmission,  0.6 day−1 Ringa and Bauch (2014)
Latency,  0.25 day−1 Mardones et al. (2010),
Mushayabasa et al.
(2011), Keeling et al.
(2001)
Recovery,  0.143 day−1 Parham et al. (2008)
Natural immunity
waning, ω
0.0056 day−1 Doel (1996)
Ring vaccination, r (0–0.006)
day−1
Calibrated
Prophylactic
vaccination, p
(0–0.006)
day−1
Calibrated
Vaccine waning,  0.0056 day−1 Doel (1996), Keeling
et al. (2003)
IP culling, IP (0–0.25) day−1 Calibrated
DC culling, DC (0–0.25) day−1 CalibratedN. Ringa, C.T. Bauch /
eeling et al., 2003). Our baseline choices of rates of natural immu-
ity waning and vaccine waning are ω = 1/180 = 0.0056 day−1 and
 = 1/180 = 0.0056 day−1, respectively. We  ﬁx the population size at
 = 40, 000 farms and assume that per capita vaccination rates of
rophylactic and ring vaccination, p and r, take values between
 day−1 and 0.006 day−1. The predicted vaccination capacity in a
igher-income country such as Scotland has been approximated as
36 farms per day (Porphyre et al., 2013). For an absolute upper
imit on  p and  r we choose 0.006 day−1, which corresponds to
accinating 240 farms per day in a population of 40,000 farms. We
hose a relatively generous upper bound for the vaccination rate to
llustrate what could be accomplished in resource-limited settings,
f greater resources were eventually made available.
During the 7 month-long FMD  outbreak in Great Britain in 2001,
ver 11,000 farms were culled (Tildesley et al., 2009). This corre-
ponds to 50 farms per day on average, although the rate was  much
igher during the peak of the epidemic. We  assume that rates of IP
ulling, IP and DC culling, DC, take values between 0 day−1 and
.25 day−1. For a prevalence of 2.5 % in a population of 40,000 farms,
his corresponds to an upper bound of 250 farms culled per day. As
ith vaccination, we chose a relatively generous upper bound to the
ulling capacities to illustrate what could be possible in resource-
imited settings, if greater resources were eventually devoted to
MD  control.
We  also assume that farmers are compensated for culled farms
t a rate  = 1/1464 = 0.00068 day−1 (i.e. compensation is carried
ut after 4 years, which reﬂects the situation in near-endemic,
esource-limited settings).
Our baseline value for the transmission rate is taken from a
imilar model in Ringa and Bauch (2014), where  = 0.6 day−1 was
erived from the basic reproduction number. This value also yields
pidemiologically plausible responses to realistic intervention lev-
ls (Ringa and Bauch, 2014). However, we also explore scenarios
ith  = 0.3 day−1 (corresponding to a large average distance or low
evel of interaction between infectious and susceptible farms), and
 = 0.9 day−1 (corresponding to a small average distance or high
evel of interaction between infectious and susceptible farms) in
ensitivity analysis. Changes in the value of  implicitly capture
oth changes in the spatial location of farms, with higher values
orresponding to higher farm density, as well as any changes in
verage herd size or herd composition, though not between-farm
eterogeneities.
In some countries, foot and mouth disease can spread across bor-
ers through animal movement or trade. In some parts of Botswana
MD  is imported from Zimbabwe or South Africa resulting in a
eries of outbreaks almost every 2 years (Mokopasetso and Derah,
005). Model simulations in our study are run under a presumption
hat the disease is re-introduced into the population of farms every
00 days (just over 2 years). We  summarize all baseline parameters
n Table 1.
.3. Constraints of vaccination and culling capacity
Let Xp(t) and Xr(t) be the cumulative number of farms prophy-
actically vaccinated and ring vaccinated since the beginning of
he year, respectively, at any given time t. We  deﬁne the ‘vaccine
apacity’ as the total number of farms that can be vaccinated in a
iven year. Let Vi, i = 1, 2, 3 . . ., be the vaccine capacity in a given
ear. Let  p and  r be the rates of prophylactic vaccination and
ing vaccination, respectively. Also, let  maxp , 
max
r ∈ [0,  0.0060]2
escribe maximal possible rates of prophylactic and ring vaccina-
ion. For each year,  p = maxp , r = maxr as long as Xp + Xr ≤ Vi.
owever, as soon as the vaccine capacity Vi is reached, p = r = 0
ay−1 for the remainder of the year. That is, each year, vaccination
s deployed until maximum vaccine supply is reached, after whichReplacement of culled
farms, 
0.00068 day−1 Assumption
the outbreak progresses without additional control measures. At
the beginning of the following year, p = maxp , r = maxr and the
process repeats. We  assume that the vaccine is 100 % effective at
the farm level and all vaccinated farms are protected from infec-
tion for the duration of vaccine immunity, although in reality the
effectiveness at the level of the individual animal can be less than
100 %, due to strain mismatch for example.
Culling rates can also be constrained. If Ci, i = 1, 2, 3, . . ., is the
maximum possible culling rate in a year, determined by available
manpower, then corresponding rates of IP culling, maxIP , and DC
culling, maxDC , depend on Ci and the network structure such that
(n + 1)maxIP + maxDC = Ci, where n is the average number of neigh-
bours each farm has and maxIP , 
max
DC ∈ [0,  0.25]
2. This equation
incorporates the idea that DC culling of farms neighbouring an
infected premises, implies that the infected farm is also culled.
Finally, we also explore scenarios where the total number of
culled farms is constrained. Let YIP(t) and YDC(t) be the cumula-
tive number of farms IP-culled and DC-culled since the beginning
of the year, respectively, at any given time and let Yi, i = 1, 2,
3 . . . be the possible number of culled farms in a given year. Let
maxIP , 
max
DC ∈ [0,  0.25]
2 describe the corresponding maximal pos-
sible rates of IP and DC culling. For each each year, if YIP + YDC ≤ Yi,
then IP = maxIP , DC = maxDC , but once once Yi is reached, then
IP = DC = 0 day−1 for the remainder of the year.
3. Results and discussion
We ﬁrst explore the impacts of constrained vaccination in the
absence of culling. The total number of vaccines administered is
constrained according to the equation Xp + Xr ≤ Vi. For any given
rates of prophylactic vaccination maxp , and ring vaccination 
max
r ,
increasing the vaccine capacity, Vi, always brings about more vac-
cine coverage, leading to a decrease in cumulative infections over
a 20 year period (Fig. 1). Hence, as expected, increasing vaccine
capacity is desirable whenever possible. However, if it is not pos-
sible to increase vaccine capacity, then a decision-maker faces
the choice of how to optimize the rates of vaccination  maxp and
 maxr . When vaccine capacity is relatively low (e.g. Fig. 1a), the
highest rates of prophylactic vaccination  maxp actually produce
more cumulative infections than intermediate rates falling within
the darker regions of Fig. 1a ( maxr = 0.0060 day
−1). The opti-
maxmal  ring vaccination rate remains at approximately r = 0.0060
day−1 (the maximum possible value in the range of values con-
sidered) while the optimal prophylactic vaccination rate increases
gradually from  maxp = 0.0005 day
−1 (Fig. 1a) to  maxp = 0.0022
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Fig. 1. Cumulative infections in 20 years versus rates of prophylactic vaccina-
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Fig. 2. Time series for number of infectious farms (a), number of prophylactic vacci-
nated farms (b) and number of ring vaccinated farms (c) varying rates of prophylacticion, maxp , and ring vaccination, 
max
r , for vaccine capacities Vi = 6000 per year (a),
i = 10000 per year (b), Vi = 14000 per year (c) and Vi = 18000 per year (d). Model
arameters are in Table 1.
ay−1 (Fig. 1d) as Vi increases from 6000 per year to 18,000 per
ear. At higher values of  maxp , the supply of vaccine is used
p before the year is ﬁnished, while at the lower, more opti-
al  values of  maxp , it lasts throughout the year. This observation
mplies that optimally controlling FMD  when vaccine capacity is
trongly constrained requires spreading out available supplies for
rophylactic vaccination over the course of the year, while during
utbreaks, ring vaccination should always be deployed as rapidly as
ossible.
Table 2 summarizes the optimal rates of prophylactic and ring
accination for a range of values of vaccine capacity Vi. These results
ssume the baseline transmission rate  = 0.6 day−1. Decreasing the
ransmission rate ( = 0.3 day−1) decreases the overall number of
umulative infections, while increasing the transmission param-
ter ( = 0.9 day−1) yields more cumulative infections (Online
upplementary material Fig. S1). However, in agreement with the
bservation made from Fig. 1, the conclusion that when vaccina-
ion capacity is strongly constrained, the optimal ring vaccination
ate remains constant at the maximum possible value in the range
f values considered, while the optimal prophylactic vaccination
ate increases gradually from low to higher values as Vi increases,
lso holds for lower or higher values of  (Online supplementary
aterial Fig. S1).
In agreement with Fig. 1, the rate of prophylactic vaccination
hat yields minimum cumulative infections remains well below
he maximum permissible value across a wide range of values of
i, although the optimal value increases gradually with increasing
i, up to a value of  maxp = 0.0033 day−1 for Vi = 24, 000 (Table 2).
n contrast, the optimal rate of ring vaccination remains constant
t the maximal value  maxr = 0.0060 day−1. The total number of
accines administered through ring vaccination is relatively small
ompared to the total number of vaccines administered prophylat-
cally, since ring vaccination at a sufﬁciently high rate is sufﬁcient
o end an outbreak quickly, resulting in a relatively small number
f ring-vaccinated farms (Table 2). Results are qualitatively similar
or lower and higher transmission rates  (Online supplementary
aterial, Tables 3 and 4).
Time series of the number of infectious farms and number of vac-
inated farms for various rates maxp show why it is better to spread
ut prophylactic vaccination over the course of the year (Fig. 2).
hese time series illustrate to the third row of Table 2. We  observe
hat when  = 0.6 day−1 then for Vi = 10, 000 vaccines per year,
he optimal rate of prophylactic vaccination  maxp = 0.0011 day−1vaccination,  maxp . Vi = 10000 per year,  r = 0.0060 day
−1 and parameters are in
Table 1.
prevents larger outbreaks, and the percentage of infectious farms
remains below 1.5% (Fig. 2a) and the vaccine supply lasts for most of
the year (Fig. 2b). However, at a higher rate  maxp = 0.0016 day−1,
the vaccine supply runs out much earlier in the year (Fig. 2b). Every
few years, this event is followed a few months later by large peaks
in infection prevalence, surpassing 3%, and occurring before the
supply is renewed the following year (Fig. 2a).
We point out that waning of vaccine immunity plays a large role
here. If vaccine immunity did not wane so quickly, a strategy of
vaccinating at rate  maxp = 0.0016 day−1 might work better, since
vaccine protection would extend for a longer time, after the vac-
cine supply ran out. This is conﬁrmed by sensitivity analysis (Online
supplementary material, Table 5). Thus the optimal rates of pro-
phylactic and ring vaccination depend on the duration of natural
immunity and vaccine immunity, such that when these durations
are increased (i.e reduction of rates of natural immunity waning,
ω and vaccine waning, ), higher rates of prophylactic vaccination
are optimal.
A decrease in the rate of disease importation causes a decrease
in cumulative infections (Online supplementary material, Fig. S2).
This signiﬁes the importance of putting measures in place to
avoid disease re-introduction, for instance by managing animal
movement and erecting cordon fences around farms. It also illus-
trates how cumulative infections can be determined by nonlinear
interactions between vaccine capacity and disease re-introduction
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Table  2
Minimum cumulative infections in 20 years, corresponding optimal rates of prophylactic vaccination,  maxp , and ring vaccination,  
max
r , varying vaccine capacities, Vi , and
yearly  average number of prophylactic and ring vaccines used. Model parameters are in Table 1.
Vi Min. cum. infec  maxp  
max
r Avg. yearly proph. Avg. yearly ring
6000 32,3160 0.0005 day−1 0.0060 day−1 5599 401
8000  31,3059 0.0011 day−1 0.0060 day−1 7648 352
10,000  29,6160 0.0011 day−1 0.0060 day−1 9675 325
12,000  28,6434 0.0016 day−1 0.0060 day−1 11,693 307
14,000  25,8370 0.0016 day−1 0.0060 day−1 13,711 289
16,000  24,4865 0.0022 day−1 0.0060 day−1 15,761 239
18,000  21,5640 0.0022 day−1 0.0060 day−1 17,782 218
20,000  18,8626 0.0027 day−1 0.0060 day−1 19,799 201
22,000  16,7850 0.0027 day−1 0.0060 day−1 21,814 186
24,000  14,5680 0.0033 day−1 0.0060 day−1 23,831 169
Table 3
Minimum cumulative infections in 20 years, corresponding optimal rates of prophylactic vaccination,  maxp , and ring vaccination,  
max
r , varying vaccine capacities, Vi , and
yearly  average number of prophylactic and ring vaccines used.  = 0.3 day−1 and other parameters are in Table 1.
Vi Min. cum. infec  maxp  
max
r Avg. yearly proph. Avg. yearly ring
6000 18,5080 0.0005 day−1 0.0060 day−1 5664 336
8000  178,148 0.00075 day−1 0.0060 day−1 7765 235
10,000  152,640 0.0011 day−1 0.0060 day−1 9770 230
12,000  138,290 0.0011 day−1 0.0060 day−1 11,808 192
14,000  111,110 0.0016 day−1 0.0060 day−1 13,829 171
16,000  83,303 0.0016 day−1 0.0060 day−1 15,848 152
18,000  58,175 0.0016 day−1 0.0060 day−1 17,902 98
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y20,000  36,631 0.0022 day
22,000 12,870 0.0022 day−1
24,000 6168 0.0027 day−1
ates, suggesting that vaccine programs and movement restric-
ions should be designed in an integrated way in near-endemic
ettings.
Next, we manipulated culling rates in the absence of vaccination,
here culling rates (IP = maxIP and DC = maxDC ) are constrained
y the equation (n + 1)max + max = C , where max, max ∈IP DC i IP DC
0, 0.25]2 and n is the average neighbourhood size. (We  remind
he reader that, whenever a DC cull occurs, the infected premises
hat simulated the DC cull is also culled.) As expected, increasing
able 4
inimum cumulative infections in 20 years, corresponding optimal rates of prophylacti
early  average number of prophylactic and ring vaccines used.  = 0.9 day−1 and other pa
Vi Min. cum. infec  maxp
6000 375,630 0.0005 day−1
8000  359,990 0.00075 day−1
10,000  350,150 0.0011 day−1
12,000  333,240 0.0011 day−1
14,000  313,920 0.0016 day−1
16,000  301,210 0.0022 day−1
18,000  271,060 0.0022 day−1
20,000  252,700 0.0027 day−1
22,000  224,090 0.0027 day−1
24,000  202,960 0.0033 day−1
able 5
inimum cumulative infections in 20 years, corresponding optimal rates of prophylacti
early  average number of prophylactic and ring vaccines used. ω =  = 1/270 day−1 and ot
Vi Min. cum. infec  maxp  
m
r
6000 202,750 0.00075 day−1 0.0
8000  181,049 0.0011 day−1 0.0
10,000 159,040 0.0016 day−1 0.0
12,000 137,902 0.0016 day−1 0.0
14,000 110,740 0.0022 day−1 0.0
16,000 87,843 0.0022 day−1 0.0
18,000 59,802 0.0027 day−1 0.0
20,000 33,367 0.0033 day−1 0.0
22,000 17,661 0.0055 day−1 0.0
24,000 14,568 0.0055 day−1 0.00.0060 day 19,921 79
0.0060 day−1 21,952 48
0.0060 day−1 23,963 37
the culling rate capacity, Ci reduces cumulative infections and size
of epidemic peaks (Fig. 3).
However, the size of this reduction depends on the culling
capacity. When the culling rate capacity Ci is small, the cumulative
number of infections is smallest when DC is large. For instance,
when C = 0.6, then the cumulative number of infections is smallesti
when the rate of DC culling is maxDC = 0.25 day−1 (Fig. 3a; we note
that the corresponding rate of IP culling at this point is maxIP =
0.07 day−1). However, when the culling capacity is large, the
c vaccination,  maxp , and ring vaccination,  
max
r , varying vaccine capacities, Vi , and
rameters are in Table 1.
 maxr Avg. yearly proph. Avg. yearly ring
0.0060 day−1 5447 553
0.0060 day−1 7622 378
0.0060 day−1 9694 306
0.0060 day−1 11,704 296
0.0060 day−1 13,726 274
0.0060 day−1 15,739 261
0.0060 day−1 17,741 259
0.0060 day−1 19,756 244
0.0060 day−1 21,774 226
0.0060 day−1 23,789 211
c vaccination,  maxp , and ring vaccination,  
max
r , varying vaccine capacities, Vi , and
her parameters are in Table 1.
ax Avg. yearly proph. Avg. yearly ring
060 day−1 5771 229
060 day−1 7802 198
060 day−1 9821 179
060 day−1 11,841 159
060 day−1 13,868 132
060 day−1 15,898 102
060 day−1 17,909 91
060 day−1 19,946 54
060 day−1 21,977 23
060 day−1 23,991 9
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Fig. 3. Cumulative number of infectious farms in 20 years as a function of DC culling,
max (and IP culling, max), and culling rate capacity, Ci (a). Time series for infectious
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Fig. 4. Cumulative number of infectious farms in 20 years as a function of IP culling,
per year shows how the fewest infections are obtained when cullingDC IP
arms where max
DC
= 0.025 day−1 (b) and max
DC
= 0.125 day−1 (c). n = 4 and other
arameters are in Table 1.
umulative number of infections is relatively small regardless of
he value of maxDC (Fig. 3a). This implies that when culling capacity is
mall, it is better to concentrate resources into DC culling. However,
f culling capacity is sufﬁciently large, then either IP or DC culling
ay be used, if their rates are high enough. The impact of changes
n Ci is clear when culling rates are low (Fig. 3b), but less apparent
hen culling rates are large, and the disease is essentially eradi-
ated (Fig. 3c: here rates of culling are so large that re-introduction
f the disease every 800 days fails to set off an epidemic outbreak).
We also explored the impact of limiting the total number of
ulls allowed per year Yi (described in Section 2.3). Increasing Yi,
ecreases the number of cumulative infections (Fig. 4).
We ﬁnd that in agreement with Fig. 3, when culling capacity Yi is
arge, then the number of cumulative infections is relatively small
cross most possible rates of IP culling, maxIP and DC culling, 
max
DC
nd both forms of culling are relatively effective (Fig. 4d). However,
hen Yi is small, then the number of cumulative infections is only
mall when the rate of DC culling, maxDC is sufﬁciently large, and the
esults are relatively insensitive to maxIP (Fig. 4a). Hence, when the
otal number of culls per year must be limited, it is better to put
carce resources into DC culling.
Along the same lines, another observation we can make from
ig. 4 is that DC culling reduces cumulative infections faster than
P culling. For instance in Fig. 4a, the number of cumulative infec-
ions decays rapidly with respect to maxDC , while the decrease in
umulative infections appears less steep with respect maxIP . Thismax
IP
and DC culling, max
DC
where upper boundaries of the number of culled farms
are Yi = 1000 per year (a), Yi = 2000 per year (b), Yi = 4000 per year (c) and Yi = 8000
per year (d). Model parameters are in Table 1.
holds, but on different scales, even for large values of Yi. The advan-
tage of DC culling over IP culling is that the former helps get rid of
potential new contacts, ensuring that initially infected farms do not
have susceptible neighbours to transmit the disease to. In contrast,
unless it is applied promptly and rapidly, IP culling alone, may  fail
to prevent transmission to a neighbouring farm and thus a contin-
ued epidemic. The conclusions drawn from Fig. 4 also hold under
the high and low transmission rate scenarios ( = 0.3, 0.9 day−1),
except that when the transmission rate is low or when Yi is large
enough then both forms of culling effectively bring the disease
under control, and the results are less sensitive to variation of Yi
(Online supplementary material, Fig. S3).
A time series of the number of infectious farms in the situation
where the number of farms culled is constrained below Yi = 1000rates are maximized, which results in rapid containment of the
outbreak and thus fewer total culls in the long term (Fig. 5d and
a). Conﬁrming the observation established from Fig. 4, when DC
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Fig. 6. Social impact in 20 years as a function of IP culling, max
IP
and DC culling,
maxig. 5. Time series for number of infectious farms where each year 
IP
=
max
DC
= 0.05 day−1 (a), max
IP
= 0.25 day−1, max
DC
= 0.05 day−1 (b), max
IP
= 0.05
ay−1, max
DC
= 0.25 day−1 (c) and max
IP
= max
DC
= 0.25 day−1 (d), before maximum
ulls, Yi = 1000 per year is reached. Other parameters are in Table 1.
ulling rates are very large, then the constraint Yi = 1000 is never
eached (Fig. 5c and d) in contrast to the situation when culling
ates are small (Fig. 5a). Also in compliance with previous results,
C culling performs better than IP culling (Fig. 5b and c).
Next, we evaluated the social impact of various control strate-
ies, where social impact was deﬁned as total number of farms
nfected or culled over a 20 year period. When the total number of
nnual culls Yi is constrained, the social impact is smallest when
C culling rates are maximized and this applies across all values
f Yi (Fig. 6). As before, results are less sensitive to changes in the
P culling rate. Hence, social impact at the global, population level
s smallest when DC culling is rapidly and vigorously applied at
he local level. To permit this strategy to work, identiﬁcation of
nfection point source and at-risk farms must be done early during
DC
where upper boundaries of number of culled farms are Yi = 1000 per year
(a),  Yi = 2000 per year (b), Yi = 4000 per year (c) and Yi = 8000 per year (d). Model
parameters are in Table 1.
the initial stages of an epidemic outbreak, so that DC culling not
only successfully controls the disease but also results in fewer total
culled farms, thereby minimizing social impact. While increasing
the culling capacity Yi generally reduces the number of cumulative
infections and hence reduces social impact, its impacts are more
profound when the transmission rate is large (Online supplemen-
tary material, Fig. 4).
In some regions of countries like Botswana, vaccination and
culling can be applied simultaneously. Hence, we also explored
a scenario where both control measures are applied, under con-
straints, and compared it to a scenario where only culling is applied.
We found that the optimal culling strategy is to maximize the DC
culling rate maxDC , regardless of whether vaccination is also being
applied (online supplementary material Fig. S5b and a). Addition-
ally, at lower DC culling rates where culling is not perfectly effective
in preventing epidemics, being able to deploy vaccination as well
decreases cumulative infections by an order of magnitude, sug-
gesting that the combination of both culling and vaccination is
disproportionately more effective than either control measure on
its own  (online supplementary material Fig. S5b and a).
This model makes necessary simpliﬁcations that could inﬂuence
results. Most notably, we  assume that contacts between farms do
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ot evolve over time, that the per-edge transmission rate and herd
ize are the same for each farm, and that the average farm den-
ity (reﬂected in average node degree of the Poisson distribution)
oes not change over the country. In reality, spatial and temporal
eterogeneity could impact which control strategies are optimal.
easonal movements of cattle due to nomadism, as occurs in some
ower income countries, could also inﬂuence model predictions,
lthough nomadism is not signiﬁcant in Botswana.
Additionally, high resolution data are generally lacking in low
ncome countries, making it difﬁcult to create the kind of highly
ealistic country-speciﬁc models that were constructed for Great
ritain in 2001 for example. However, the impact of heterogeneity
n model predictions could be captured to some extent through
arefully designed sensitivity analysis. And, even when high reso-
ution data on current farm demographics is available, it is difﬁcult
o predict demographic changes over a longer period of time, as
equired for analyzing endemic or near-endemic situations. How-
ver, this is a problem for any model-based evaluation of long-term
nfectious disease dynamics, such as those undertaken for common
ndemic infections like measles.
. Conclusions
Occurrence of repeated FMD  epidemics in some developing
ountries poses a threat to international trade in animals and
heir products. Lack of resources such skilled manpower, culling
esources and vaccine supply, play a vital role in the dynam-
cs and control of FMD  in low-income countries with developing
conomies, as they cause difﬁculty in eradicating the disease and
reventing future outbreaks. Decision-makers in these countries
ace tighter resource constraints when optimizing their control
olicies. In this paper we developed a spatially oriented pair
pproximation model that resembles the dynamics of FMD  in some
ow-income countries subject to near-endemic FMD. We  inves-
igated the impacts of constrained vaccination (prophylactic and
ing) and culling (IP and DC) capacity on long-term dynamics of
MD.
We conclude that, if vaccine capacity is strongly constrained,
hen the strategy which minimizes the cumulative number of infec-
ions is rapid deployment of ring vaccination during outbreaks. In
arallel with ring vaccination (and in contrast to the optimal ring
accination approach), the rate of prophylactic vaccination must be
arefully rationed such that vaccination is stretched out for as long
s possible, in order to minimize cumulative long-term infections.
his strategy avoids extended periods of time where no prophy-
actic vaccination is occurring, and during which populations are
usceptible to outbreaks. With respect to optimal culling, the best
pproach is one which involves rapid identiﬁcation of infected
arms and their at-risk neighbours, followed by rapid culling of both
nfected and at-risk neighbouring premises. In contrast, putting
esources into culling only the infected premises is usually less
ffective, even if more infected premises in total can be culled as
 result. This is not sensitive to constraints on culling rates or on
otal annual culls, and results are similar when the outcome being
inimized is total number of animals culled or infected (social
mpact).
ppendix A. Derivation of the equation of motion for [SI],
nd the full model.
Here we demonstrate the derivation of the equation of motion
or [SI] in a SEIRVC pair approximation model of FMD  using a an
pproach similar to the one adopted by Keeling et al. (1997), Rand
1999), Bauch (2005), Ringa and Bauch (2014), and then present the
odel in full.mics 9 (2014) 18–30
In moment closure approximations the equation of motion for
any state variable, g(t), is determined by summing over all events
which affect the state variable. Thus the dynamics of g(t) are gov-
erned governed by the master equation:
dg(t)
dt
=
∑
	∈events
r(	)
g(	), (A.1)
where r(	) is the rate of event 	 and 
g(	) is the change this event
causes in g(t). As will be observed in the following illustration, at
each node on the network the rates r(	) and change 
g(	) are
expressed in terms of their population-averaged values as well as
the deviations of those values from the expected means at a given
node. The summation over each node is carried out in such a way
that any signiﬁcant stochasticity is incorporated in the evaluation
of a state variable while the remaining stochasticity can be treated
as random noise and may  be discarded. We  illustrate this concept
below.
Before we proceed to the derivation of the equation on motion
for [SI], we  ﬁrst list all events in the model which affect this state
variable:
Infection at a rate  of a susceptible farm by its infectious neigh-
bour (in a S − I pair) converts S into E, i.e. SI → EI, where → means
‘transformed to’. This process destroys a S − I pair. Similarly, infec-
tion at a rate  of a susceptible farm ‘from the left’ in a triple I − S − I,
i.e. I ↔ SI also destroys a S − I pair.
Transition of a farm from the exposed to the infectious state in
a pair S − E at a rate  (NB: latent period is 1/) creates a S − I pair,
i.e. SE → SI.
Recovery of an infectious farm at a rate,  in a pair S − I implies
SI → SR.  Therefore the process destroys S − I.
Ring vaccination (deﬁned as vaccination of exposed and suscep-
tible farms that have links with infected farms) in the susceptible
farm in a pair S − I, at rate  r destroys S − I by a transformation
SI → IV.  Similarly ring vaccination in the susceptible farm in a triple
I − S − I, destroys S − I.
DC culling (deﬁned as culling on farms neighbouring infectious
farms) at a rate DC in the susceptible farm in a pair S − I and a triple
I − S − I, similarly transforms S − I into I − C, thereby destroying S − I.
IP culling (deﬁned as culling on infectious farms) at a rate IP in
the infectious farm in a pair S − I destroys S − I to form S − C.
A recovered farm in an I − R pair loses natural immunity at rate
ω to create a S − I pair.
A vaccinated farm in an I − V pair loses vaccine protection at rate
, and the process creates a S − I pair.
Replacement of previously culled farms at a rate  creates S − I
by transforming I − C into S − I.
The following notations will be adopted to proceed with the
derivation of the equation of motion for [SI]:
nx(i): number of state i neighbours of a node x;
nxy(i): number of state i neighbours of a node x which has node
y as a neighbour;
x: disease state of node x;
xy: disease state of an edge involving x and y.
Now we use this notation to write down the master equation for
the dynamics of [SI] by summing over all the events listed above:
d[SI]
dt =
∑
x=S(nx(I))(−1) +
∑
xy=SI(nxy(I))(−1)
+
∑
x=S(nx(E))(+1) +
∑
x=S(nx(I))(−1)
+∑x=S r(nx(I))(−1) +∑xy=SI r(nxy(I))(−1)
+
∑
x=Rω(nx(I))(+1) +
∑
x=V(nx(I))(+1)
+∑x=SDC (nx(I))(−1) +∑xy=SIDC (nx(I))(−1)
+
∑
x=SIP(nx(I))(−1) +
∑
x=C(nx(I))(−1).
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The positive + and negative − signs in this formulation indi-
ate creation or destruction of the S − I pair, respectively. The
ext step is to replace quantities nx(I), nxy(I) and nx(E) by their
opulation-averaged values (means) plus the stochastic ﬂuctua-
ions of those quantities from the means at the node x and pairs
y. We  introduce more notations illustrate this step. Let n(i|j) be
he population-averaged value of nx(i) when x = j and let n(i|jk) be
he population-averaged value of nxy(i) when xy = jk.  For example
ere nxy(I) is replaced by n(I|SI) + (I|SI) where xy(I|SI) represents
he stochastic ﬂuctuation from the mean. The resulting expression
s then simpliﬁed by taking out constants such as n(I|SI) and the
odel parameters out of the sums and further noting that terms
uch as
∑
x=Sx(I|S) which represent ﬂuctuations are zero by def-
nition. Furthermore the following identities (which apply to all
etwork types):
n(i|jk) = [ijk][jk] ; n(i|ji) = 1 +
[iji]
[ji] ; n(i|j) =
[ij]
[j and n(i|i) = 1 +
[ii]
[i] ,
enable us to write the equation of motion for [SI] as
d[SI]
dt = −([ISI] + [SI]) + [SE] − [SI] − r([SI] + [ISI])
− p[SI] + ω[IR] + [IV ] − DC ([SI] + [ISI])
− IP[SI] + [IC].
Since farms are distributed on a random network in which the
eighbourhood size is assumed to obey a Poisson distribution, and
lso allows for conditional independence in neighbour status, third
rder correlations take the form
n(i|jk) = n(i|j) and n(i|ji) = 1 + n(i|j).
Note that now we can substitute the identities stated earlier to
rite triples in terms of pairs and singletons:
[ijk] = [ij][jk][j] and [iji] =
[ij]2
[j] .
Below is the full system of our pair approximations model.
.1. The model
d[S]
dt
= −[SI] − r[SI]  − p[S] + ω[R] + [V ]
− DC [SI] + [C]
d[E]
dt
= [SI] − [E] − r[EI] − DC [EI]
d[I]
dt
= [E] − [I] − IP[I]
d[R]
dt
= [I] − ω[R]
d[V ]
dt
=  r[SI]  + r[EI] + p[S] − [V ]
d[C] = DC [SI] + DC [EI] + IP[I] − [C]
(A.2)dt
d[SS]
dt
= −2[SSI] − 2 r[SSI] − 2 p[SS] + 2ω[SR]
+ 2[SV ] − 2DC [SSI] + 2[SC]
d[SE]
dt
= −([ISE] − [SSI]) − [SE] − r([ISE]
+ [SEI]) − p[SE] + ω[ER] + [EV ]
− DC ([ISE] + [SEI]) + [EC]mics 9 (2014) 18–30 27
d[SI]
dt
= −([ISI] + [SI]) + [SE] − [SI]
− r([SI] + [ISI]) + ω[IR] + [IV ]
− DC ([SI] + [ISI]) − IP[SI] + [IC]
d[SR]
dt
= −[ISR] + [SI] − r[ISR] − p[SR]
− ω([SR] − [RR]) + [RV ] − DC [ISR] + [RC]
d[SV ]
dt
= −[ISV ] − r([ISV ] − [SSI] − [SEI])
− p([SV ] − [SS]) + ω[RV ] + ([VV ]  − [SV ])
− DC [ISV ] + [VC]
d[SC]
dt
= DC ([SSI] + [SEI] − [ISC]) + IP[SI] − [SC] + [CC]
d[EE]
dt
= 2[ESI] − 2[EE] − 2 r[EEI] − 2DC [EEI]
d[EI]
dt
= ([ISI] + [SI]) + ([EE] − [EI]) − [EI] − r([EI]
+ [IEI]) − DC ([EI] + [IEI]) − IP[EI]
d[ER]
dt
= [ISR] − [ER] + [EI] − r[IER]
− ω[ER] − DC [IER]
d[EV ]
dt
= [ISV ] − [EV ] − r([IEV ] − [ISE] − [EEI])
+ p[SE] − [EV ] − DC [IEV ]
d[EC]
dt
= DC ([ISE] + [EEI] − [IEC]) + IP[EI] − [EC]
d[II]
dt
= 2[EI] − 2[II] − 2IP[II]
d[IR]
dt
= ([II] − [IR]) + [ER] − ω[IR] − IP[IR]
d[IV ]
dt
= −[IV ] + [EV ] + r([SI] + [ISI] + [EI] + [IEI])
− [IV ] − IP[IV ]
d[IC]
dt
= DC ([ISI] + [SI] + [IEI] + [EI]) − IP[IC] − [IC]
d[RR]
dt
= 2[IR] − 2ω[RR]
d[RV ]
dt
= [IV ] + r([ISR] + [IER]) + p[SR]
− ω[RV ] − [RV ]
d[RC]
dt
= DC ([ISR] + [IER]) + IP[IR] − [RC]
d[VV ]
dt
= 2 r([IEV ] + [ISV ]) + 2 p[SV ] − 2[VV ]
d[VC]
dt
= DC ([ISV ] + [IEV ]) + IP[IV ] − [VC]
d[CC]
dt
= 2DC ([ISC] + [IEC]) + 2IP[IC]  − 2[CC]
The factor 2 in the equations of motion pairs of the form [XX]
comes from the counting convention of same-status pairs such that,
e.g. [II] denotes twice the number of infected-infected pairs (Bauch,
2005). We  note that most equations of motion for pairs involve
triples (terms of the form [XYZ]). As described in the Introduction,
in order to apply numerical methods to solve this system we  need
to express these triples in terms of pairs and singletons. Here we
assume conditional independence of neighbours of a farm and a
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oisson neighbourhood size so that triples are approximated by
he Poisson OPA:
XYZ] = [XY][YZ]
[Y]
. (A.3)
ote that farms X and Z are only connected through farm Y.
ppendix B. Derivation of the basic reproduction number
Here we present the derivation of the basic reproduction num-
er for our pair approximation model of foot and mouth disease.
At the initial stage of the infection an outbreak is expected to
ake off in the numbers of exposed, [E] and infectious, [I] farms
ncrease. That is an epidemic is expected if (d/dt)[E] + (d/dt)[I] > 0 or
he disease will to die out if (d/dt)[E] + (d/dt)[I] < 0. Substituting the
quations of motion for [E] and [I] from Eq. (A.1) into the either of
he inequalities above shows that the disease will spread if
[SI] − ( r + DC)[EI] − ( + IP)[I] > 0.
The deﬁnition of the correlation between any two farms given by
q. (1) implies that [SI] and [EI] in the expression above can be writ-
en in terms of the correlation between susceptible and infectious
arms, and between the exposed and infectious farms, respectively,
o that the condition under which the disease will spread is now
n [S][I]N CSI − ( r + DC )n [E][I]N CEI − ( + IP)[I] > 0.
We divide this inequality by [I] and use the convention that at
he beginning of an epidemic (initial inoculation) there is only one
r very few infected farms such that almost the entire population
s susceptible, i.e. [S] ≈ N, to rewrite the condition for the spread of
he disease as
nCSI − ( r + DC )n [E]N CEI − ( + IP) > 0 or
nCSI
( r+DC )n([E]/N)CEI+(+IP ) > 1.
The left hand side of the expression above is essentially the basic
eproduction number. That is the basic reproduction number is a
unction of the transmission rate, the average neighbourhood size,
accination, culling, correlation between susceptible and infectious
arms and correlation between exposed and infectious farms:
0 =
nCSI
( r + DC )n([E]/N)CEI + ( + IP)
. (B.1)
ote that in the absence of control measures Eq. (B.1) transforms
o a simpler expression of the basic reproduction number:
R0 = nCSI .
While in the case of mean-ﬁeld equations, CSI and ([E]/N)CEI are
ssumed to remain constant over time, here these correlations are
ariables and their critical values are crucial in the derivation of
he basic reproduction number (Bauch, 2005; Parham et al., 2008).
or instance, at the beginning of an epidemic when almost the
ntire population is susceptible, then CSI ≈ 1. CSI decreases as more
arms become infected and the subsequent clustering of infected
arms creates a situation where the infection is ‘wasted’, resulting
n reduction of the infection rate, and at this point the epidemic
ay die out if there are no susceptible farms in the neighbourhood
o acquire and transmit the disease further. This point is a local
inimum of CSI, and is denoted by C∗SI . Thus the disease dynamics
t this point will determine whether or not the disease will spread.
his value is obtained by solving (d/dt)CSI = 0. In a similar man-
er the basic reproduction number is deﬁned by the critical valuemics 9 (2014) 18–30
(([E]/N)CEI)*, obtained by solving (d/dt)([E]/N)CEI = 0. Therefore we
need to evaluate C∗SI and (([E]/N)CEI)
* and substitute them into Eq.
(B.1) to give an explicit form of the basic reproduction number.
First we  evaluate C∗SI . The equation of motion for the the corre-
lation between susceptible and infectious farms is given by
d
dt CSI = Nn 1[S][I] ddt [SI] + CSI(− 1[I] ddt [I] − 1[S] ddt [S]).
Substituting the equation of motion for [SI] from Eq. (A.2) into
the equation above, applying the Poisson OPA (Eq. (A.3)) to express
terms involving triples as pairs and singletons and expressing pairs
in terms of their correlation functions, show that the ﬁrst term of
the equation of motion for CSI is given by
N
n
1
[S][I]
d
dt [SI] = −n
[I]
N C
2
SI − CSI + 
[E]
[I] CSE − CSI − rn
[I]
N C
2
SI
− rCSI − pCSI − DCn [I]N C2SI
− DCCSI − IPCSI + ω [R][S]CIR + 
[V ]
[S] CIV + 
[C]
[S] CIC .
The remaining terms of the equation of motion for CSI are
CSI
(
− 1[I] ddt [I] − 1[S] ddt [S]
)
= − [E][I] CSI + CSI
+ IPCSI + n [I]N C2SI + rn
[I]
N C
2
SI + pCSI
+ DCn [I]N C2SI − ω
[R]
[S]CIR − 
[V ]
[S] CIV − 
[C]
[S] CIC .
Therefore
d
dt CSI = −
(
 + r + DC +  [E][I]
)
CSI +  [E][I] CSE .
We use a convention also adopted by Rand (1999), Parham et al.
(2008), Keeling et al. (1997), that on a network where nodes X
and Z in a triple X − Y − Z are conditionally independent, i.e. no
triangles, then when a susceptible farm becomes exposed, this
newly exposed farm inherits the neighbourhood of the susceptible,
and this means CSE is related to CSI such that CSE ≈ ((n − 1)/n)CSS.
However at the beginning of an infection almost all farms are
susceptible, therefore CSS ≈ 1, so that CSE ≈ ((n − 1)/n) Similar argu-
ments can be made to approximate ([E]/[I]). That is the process of a
farm moving from the exposed to the infectious state implies that
the farm now inherits a fraction (n − 1)/n of the neighbourhood it
had previously so that ([E]/[I]) ≈ n − 1/n.
Therefore the equation of motion for CSI now becomes
d
dt CSI = −
(
 + r + DC +  n−1n
)
CSI +  (n−1)
2
n2
and the value of CSI associated to R0 is
C∗SI =
(n − 1)2
n[(n − 1)  + ( + r + DC )n]
.
Another critical value of the basic reproduction number
(([E]/N)CEI)* is obtained by solvingdt N n [I]2 dt [I] dt
Substituting the equations of motion for [I] and [EI] and employing
similar assumptions to those applied in the derivation of C∗SI above,
and further noting that in a large population the initial disease
dynamics are characterized by very small values of terms such as
([I]/N)C2SI (i.e. ([I]/N)C
2
SI → 0 as N→ ∞),  we show that the equation
 Epide
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f motion for ([E]/N)CEI can be written as
d
dt
(
[E]
N
CEI
)
= CSI − 
n − 1
n
(
[E]
N
CEI
)
+ n − 1
n
(
[E]
N
CEE
)
− 
(
[E]
N
CEI
)
− r
(
[E]
N
CEI
)
− rq
(
[E]
N
CEI
)
− DC
(
[E]
N
CEI
)
− DCq
(
[E]
N
CEI
)
,
here q = [EI]/[E]. We  carried out a separate study to show that q
aries with the structure of the network. Furthermore we argue that
hen all correlations are at their quasi-equilibria then ([E]/N)CEI
proportional to the expectation of an exposed farm given that there
s an infectious farm within its neighbourhood) will always be much
igher than ([E]/N)CEE (proportional to the expectation of ﬁnding
n exposed farm given that an exposed farm resides nearby). That is
here is a higher probability of becoming becoming infected when
earest neighbours are infectious. This allows us to approximate
he equation of motion for ([E]/N)CEI by
d
dt
(
[E]
N
CEI
)
= CSI
−
(

n − 1
n
+  + r + rq + DC + DCq
)  (
[E]
N
CEI
)
Therefore
[E]
N
CEI
)∗
= nC
∗
SI
(2n  − 1)  + n(q + 1)( r + DC )
.
e  simplify this expression further by replacing C∗SI by its explicit
orm derived above, and write
[E]
N
CEI
)∗
= (n  − 1)
2
[(n − 1)  + ( + r + DC )n][(2n − 1)  + n(q + 1)( r + DC )]
.
n summary the expression of the basic reproduction number for
ur model is given by
0 =
nC∗SI
( r + DC )n
(
([E]/N)CEI
)∗ + ( + IP) ,
here C∗SI and (([E]/N)CEI)
* are as presented above.
ppendix C. Supplementary data
Supplementary data associated with this article can be
ound, in the online version, at http://dx.doi.org/10.1016/
.epidem.2014.09.008.
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