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We study multi-field inflation models that contain a non-trivial field-space metric and a non-
minimal coupling between the gravity and inflaton sectors. In such models it is known that even
in the absence of explicit interaction terms the inflaton sector can decay into matter as a result
of its non-minimal coupling to gravity, thereby reheating the Universe gravitationally. Using the
Bogoliubov approach we evaluate the gravitational decay rates of the inflaton fields into both scalars
and fermions, and analyse the reheating dynamics. We also discuss how the interpretation of
the reheating dynamics differs in the so-called Jordan and Einstein frames, highlighting that the
calculation of the Bogoliubov coefficients is independent of the frame in which one starts.
I. INTRODUCTION
An epoch of inflation in the very early Universe is now firmly supported by recent observations of the cosmic
microwave background (CMB) [1–4]. These observations suggest that the primordial curvature perturbation
generated during inflation is nearly Gaussian and adiabatic, with a power spectrum that deviates from scale-
invariance at the 5σ-level. They also suggest that the amplitude of tensor modes is relatively small, i.e. that
the energy scale of inflation is low.
With inflation widely accepted as a key part of the standard model of cosmology, the question now turns
to determining the exact nature of inflation and how it might be embedded in some fundamental high-
energy-physics theory. Inflation models containing non-minimal gravitational coupling comprise one class
of promising models. As well as being theoretically well motivated in the context of high-energy-physics
theories such as string theory, see e.g. [5], their predictions also lie at the sweet spot of current observational
constraints [6]. Examples include Starobinsky’s original R2 inflation (written in its scalar-tensor form) [7],
Higgs inflation [8] and a whole class of so-called conformal inflation models recently proposed by Kallosh et
al. [9]. Whilst most of these models are studied as single-field models, the high-energy-physics theories that
motivate them generically predict the presence of multiple fields during inflation. As such, it is important to
determine any possible signatures of multi-field effects in models with non-minimal coupling [10–15].
It has recently been demonstrated that in constraining specific models of inflation with current CMB
data, details of the reheating process must be properly taken into account, even for single-field models
[16–19]. This is testimony to the precision of current CMB data. Moreover, in the context of multi-field
models of inflation, the primordial curvature perturbation may continue to evolve during reheating, and this
evolution must therefore be tracked until an adiabatic limit is reached [20–23]. It is known that reheating can
take place gravitationally in models with non-minimal gravitational coupling; even if there are no explicit
interaction terms between the inflaton sector and matter, gravitational particle production takes place as a
result of the non-minimal gravitational coupling [7, 24–34]. In light of the renewed interest in this class of
models, in this paper we revisit the theory of gravitational reheating after inflation and present a multi-field
formulation of gravitational particle production. Whilst we focus on perturbative gravitational reheating,
we nevertheless employ the method of Bogoliubov transformations to determine the decay rates. As such,
many of the features we discuss should also carry over to the case of non-perturbative preheating. Of course,
the Bogoliubov approach recovers the standard perturbative quantum-field-theory (QFT) results when the
appropriate limits are taken.
Throughout the analysis we try to pay particular attention to how the interpretation of the reheating
dynamics differs in the so-called Jordan and Einstein frames. During the oscillatory phase at the end of
inflation, the Hubble rate in the original Jordan frame contains an oscillatory component, and it is this
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2oscillatory component that gives rise to particle production even in the absence of direct couplings between
the inflaton sector and the decay products. The evolution of the scale factor in the Einstein frame, on
the other hand, is equivalent to that of a matter-dominated universe, and can essentially be neglected. As
such, the leading-order contribution to the gravitational particle production is not a result of the oscillatory
nature of the Hubble rate. In its place, however, one obtains explicit gravitationally induced interaction
terms between the inflaton sector and ordinary matter, through which reheating proceeds. Although the
interpretation in the two frames is different, we nevertheless find that the calculation of the Bogoliubov
coefficients is independent of the frame in which we start; working in conformal coordinates and requiring
that the mode functions under consideration be canonically normalised leads us to a common set of variables
and form of action.
A technical complication that arises in the context of multi-field models with non-minimal coupling is that
even if one starts with a flat field space in the Jordan frame – i.e. a canonical, diagonal kinetic term – then
one obtains a non-flat field space in the Einstein frame, where evaluation of the inflaton dynamics is simpler
[35]. We thus find it necessary to work in the mass eigen-basis as defined with respect to the Einstein frame
potential. As a result, if either of the Jordan frame field-space metric or non-minimal coupling are functions
of some light spectator field, we find that the gravitational decay rates generically become modulated, giving
rise to a modulated-reheating scenario [36–39].
The rest of this paper is organised as follows: In Sec. II we begin by outlining the class of models under
consideration and by reviewing some of their key characteristics, with the review extending into Appendix A.
In Sec. III we then analyse the reheating dynamics. We start, in Sec. III A, by looking at the background
dynamics of the oscillating inflaton fields at the end of inflation, and in Sec. III B and Sec. III C we turn to
the reheating process itself, presenting the details of the Bogoliubov calculation used to determine the decay
rates. Additional details regarding the calculation of fermion production rates are included in Appendix B.
Finally, Sec. IV is devoted to summary and conclusions.
II. MULTI-FIELD MODELS WITH NON-MINIMAL COUPLING
In this section we define more explicitly the class of models under consideration and also discuss the relation
between formulations made in the Jordan and Einstein frames.
A. Actions in the Jordan and Einstein frames
The general class of models that we are considering take an action of the form
S =
∫
d4x
√−g
{
f(φ)R
2
− 1
2
habg
µν∂µφ
a∂νφ
b − V (φ)
}
+ Sm, (1)
where a, b = 1...n label n scalar fields that are potentially all non-minimally coupled to the Ricci scalar R
through the function f(φ). hab defines a non-flat field-space metric and V is some general potential depending
on all the fields. We take the matter part of the action to consist of bosons and fermions, namely
Sm =
∑
i
Sχi +
∑
i
Sψi , where
Sχi =
∫
d4x
√−g {− 12gµν∂µχi∂νχi − U(χi)} ,
Sψi = −
∫
d4x
√−g
{
ψi
←→
/D ψi +mψiψiψi
}
.
(2)
Here /D is given as /D = γµ(x)Dµ, with Dµ = ∂µ + Γµ and γ
µ(x) = eµαγ
α, where eµα is the tetrad defining
local Lorentzian coordinates, γα are the standard Dirac matrices satisfying1
{
γα, γβ
}
= 2ηαβ, and the spinor
connection Γµ is defined as Γµ = (1/2)Σ
αβeλα∇µeβλ, where Σαβ = 14 [γα, γβ]. We also have ψi = ψ†i β, where
β = iγ0. We have omitted the conformally invariant gauge fields, as they do not play an important role in
the perturbative reheating considered in this paper. See, however, [31] for a discussion on the gauge trace
anomaly and its importance in the reheating process.
1 Note that we are working with the signature (−+++).
3Matter in the above action is minimally coupled to gravity, and this “frame” is referred to as the Jordan
frame. However, on making the conformal transformation g˜µν = Ω
2gµν , with Ω
2 = f(φ)/M2Pl, the action can
be re-written as
S =
∫
d4x
√
−g˜
{
M2PlR˜
2
− 1
2
Sabg˜
µν∂µφ
a∂νφ
b − V˜
}
+ Sm˜, (3)
where2
Sab =
M2Pl
f
(
hab +
3fafb
2f
)
, V˜ =
M4PlV
f2
(4)
and the matter actions now take the form
Sχ˜i =
∫
d4x
√
−g˜
{
−1
2
g˜µνDµχ˜iDν χ˜i − U(χi)
Ω4
}
, (5)
Sψ˜i = −
∫
d4x
√
−g˜
{
ψ˜i
←→˜
/D ψ˜i +
mψ
Ω
ψ˜iψ˜i
}
. (6)
Here we have defined
χ˜i =
χi
Ω
, ψ˜i = Ω
−3/2ψi, Dµ = ∂µ + χ˜i∂µ(lnΩ) and /˜D = e˜µαγα (∂µ + Γµ) , (7)
where e˜µα = e
µ
α/Ω, which gives γ˜
µ(x) = γµ(x)/Ω, and the spinor connection Γµ is conformally invariant (see,
e.g., footnote 4 of [31]). In this form, the fields φa are minimally coupled to gravity and the gravity sector
is of the standard Einstein-Hilbert form. The matter sector, however, becomes explicitly coupled to the
inflaton sector, and we must also be careful to take into account the spacetime-dependent rescaling of units
that results from the conformal rescaling of the metric.
B. Einstein’s equations and the equations of motion
Having defined our actions, let us briefly review the gravitational equations of motion that they give rise
to. In this section we will simply quote the main results. Additional details regarding these known results
can be found in Appendix A.
Re-expressing (1) in the form
S =
∫
d4x
√−g
{
f(φ)
2
R+ L(φ) + L(m)
}
, L(φ) = −1
2
habg
µν∂µφ
a∂νφ
b − V (φ), (8)
where L(m) contains the matter sector, and minimising (8) with respect to gµν we get
Gµν =
1
f
[
T (φ)µν + T
(m)
µν +∇µ∇νf − gµνf
]
, (9)
where
T (φ)µν = −
2√−g
δ
(√−gL(φ))
δgµν
= hab∇µφa∇νφb − gµν
(
1
2
habg
ρσ∇ρφa∇σφb + V
)
. (10)
Similarly, varying the action with respect to the fields φa we get the equations of motion
habφ
b + Γbc|ag
µν∇µφb∇νφc − Va + faR = 0, (11)
where Γab|c = hcdΓ
d
ab and Γ
a
bc is the Christoffel connection associated with the field-space metric hab.
2 Note that, for example, fa denotes taking the derivative of f with respect to the a’th field.
4Turning to the Einstein frame, we can similarly write the action (3) in the form
S =
∫
d4x
√
−g˜
{
M2Pl
2
R˜+ L˜(φ) + L˜(m)
}
, L˜(φ) = −1
2
Sabg˜
µν∂µφ
a∂νφ
b − V˜ , (12)
and we will return shortly to the relation between L˜(m) and L(m). We then find the standard Einstein
equations
G˜µν =
1
M2Pl
(
T˜ (φ)µν + T˜
(m)
µν
)
, (13)
where
T˜ (φ)µν = −
2√−g˜
δ
(√−g˜L˜(φ))
δg˜µν
= Sab∇˜µφa∇˜νφb − g˜µν
(
1
2
Sabg˜
ρσ∇˜ρφa∇˜σφb + V˜
)
. (14)
The equations of motion for the fields in the Einstein frame take the form
− Sab˜φb −(S) Γbc|ag˜µν∇˜µφb∇˜νφc + V˜a +
Ωa
Ω
T˜ (m) = 0, (15)
where (S)Γbc|a = Sad
(S)Γdbc and
(S)Γdbc is the Christoffel connection associated with Sab.
Regarding the matter energy-momentum tensors, one can show (see Appendix A for a review) that under
certain conditions the following relations hold:
T (m)µν = Ω
2T˜ (m)µν , ∇µT (m)µν = 0 and ∇˜µT˜ (m)µν = −
Ων
Ω
T˜ (m). (16)
For future reference we note that the energy-momentum tensors associated with χi and ψi are given,
respectively, as
T (χi)µν = ∇µχi∇νχi − gµν
(
1
2
gρσ∇ρχi∇σχi + U(χi)
)
, (17)
T (ψi)µν =
1
2
(
ψiγ(µ(x)Dν)ψi −D(µψiγν)(x)ψi
)
, (18)
where our symmetrisation with respect to the indices includes a factor of a half. In the Einstein frame we
similarly have
T˜ (χ˜i)µν = Dµχ˜iDνχ˜i − g˜µν
(
1
2
g˜ρσDρχ˜iDσχ˜i + U(χ˜i)
Ω4
)
, (19)
T˜ (ψ˜i)µν =
1
2
(
ψ˜iγ˜(µ(x)Dν)ψ˜i −D(µψ˜iγ˜ν)(x)ψ˜i
)
. (20)
III. REHEATING DYNAMICS
Having described the general setup for our class of models and the relation between the Jordan and Einstein
frame formulations, in this section we turn to the process of reheating. We will begin by considering the
background dynamics of the inflaton fields after the end of inflation, before then turning to the particle
production process. We also consider the effect of the produced particles on the dynamics of the inflaton
fields and how reheating ends. At every step we try to discuss how the interpretation of the reheating
process differs in the Jordan and Einstein frames. For a review of reheating after inflation and the techniques
employed in this section, see e.g. [17, 40, 41].
A. The oscillating phase
In describing the dynamics of the inflaton fields after the end of inflation we make the standard assumption
that at background level our Universe is described by a Friedmann-Lemaˆıtre-Robertson-Walker (FLRW)
5metric. Indeed, the homogeneity and isotropy of the Universe should be guaranteed thanks to the preceding
epoch of inflation. If we would like to write both the Jordan and Einstein frame metrics in FLRW form, then
the relation g˜µν = Ω
2gµν gives us
ds˜2 = −dt˜2 + a˜2(t˜)δijdx˜idx˜j = Ω2ds2 = Ω2
(−dt2 + a2(t)δijdxidxj) , (21)
where we recall that Ω2 = f(φ)/M2Pl. From the above equation we then find the following relations:
a˜ = Ωa, dt˜ = Ωdt, dx˜i = dxi and H˜ =
1
Ω
(
H +
Ω˙
Ω
)
. (22)
If we consider the epoch before reheating, when only the inflaton sector is present, then the Friedmann
equation and equations of motion for the scalar fields in the Jordan frame are given, respectively, as
3H2 =
1
f
[
1
2
habφ˙
aφ˙b + V − 3Hf˙
]
and
Dφ˙a
dt
+ 3Hφ˙a + hab (Vb − fbR) = 0, (23)
where Dφ˙a/dt = φ¨a + Γabcφ˙
bφ˙c and a dot denotes a derivative with respect to the Jordan frame cosmic time
t. Similarly, in the Einstein frame we have
3H˜2 =
1
M2Pl
[
1
2
Sab
dφa
dt˜
dφb
dt˜
+ V˜
]
and
D˜(dφa/dt˜)
dt˜
+ 3H˜
dφa
dt˜
+ SabV˜b = 0, (24)
where D˜(dφa/dt˜)/dt˜ = d2φa/dt˜2 + (S)Γabc(dφ
b/dt˜)(dφc/dt˜), V˜ = M4PlV/f
2 and t˜ denotes the cosmic time in
the Einstein frame.
Given that the non-minimal coupling between the inflaton fields and gravity is removed in transforming
to the Einstein frame, it is much more convenient to solve for the inflaton dynamics in this frame. As such,
let us proceed by first solving for the dynamics in the Einstein frame. Do note, however, that it should be
possible to solve directly in the Jordan frame, see e.g. [32].
Given that in the Einstein frame the dynamics are determined by the Einstein frame potential V˜ and
the field-space curvature associated with Sab, we make the assumption that at the end of inflation all of
the inflaton fields begin to oscillate about the minimum of V˜ at φa = φavev, and can be decomposed as
φa = φavev + σ
a. Requiring the absence of a cosmological constant dictates that V˜vev = 0. Combining this
with the fact that V˜a|vev = 0, on expanding the inflaton part of the Einstein-frame action to second order in
σa we get
S =
∫
d4x
√
−g˜
{
M2PlR˜
2
− 1
2
Sab|vevg˜µν∂µσa∂νσb − 1
2
V˜ab|vevσaσb
}
, (25)
where we have made the assumption that the potential can be well approximated as being quadratic about its
minimum. In order to deal with the non-diagonal nature of this action, we now introduce the mass eigenstates
of the Einstein-frame potential. Namely, we take σa = eaAα
A, where
V˜ ab|vevebA = m2AˆeaA, (26)
with V˜ ab|vev = Sac|vevV˜cb|vev and Sab|veveaAebB = δAB. In the above expression the hat on the index A
suppresses summation. The Einstein frame action then takes the form
S =
∫
d4x
√
−g˜
{
M2PlR˜
2
+
1
2
∑
A
[(
dαA
dt˜
)2
−m2A(αA)2
]}
, (27)
so that the equations of motion for αA are simply given as
d2
dt˜2
(
a˜3/2αA
)
+
[
m2
Aˆ
−
(
9
4
H˜2 +
3
2
dH˜
dt˜
)](
a˜3/2αA
)
= 0. (28)
Note that in deriving the above results we have taken σa and hence αA to be background quantities that
only depend on time, i.e. the decomposition φa = φavev + σ
a is not a decomposition of φa into its classical
6background part and quantum perturbation, but is simply an expansion of the classical part of φa about φavev.
Also note that no terms involving the field-space curvature appear in (28). This is because such terms would
be second order in σa, taking the form (S)Γabc|vev(dσb/dt˜)(dσc/dt˜). As such, we see that models with very
large field-space curvature, such as that considered in Fig. 5 of [10], lie beyond the scope of our perturbative
approach.
Making the assumption m2A ≫ H˜2, dH˜/dt˜, i.e. that the timescale of the field oscillations is much shorter
than that of the background evolution of the universe, we find the solutions
αA ≃ α
A
0
a˜3/2
cos[mAˆt˜+ dAˆ], (29)
where dA are constant phases. The Einstein frame Friedmann equation then gives us
H˜2 =
1
6M2Pl
∑
A
[(
dαA
dt˜
)2
+m2A(α
A)2
]
=
∑
A
(αA0 )
2m2A
6M2Pla˜
3
(
1 +
3H˜
2mA
sin(2(mAt˜+ dA)) +O(H˜2/m2A)
)
.
(30)
As such, we see that to leading order in H˜/mA the evolution of the Einstein frame Hubble rate coincides
with that of a matter-dominated universe. On calculating dH˜/dt˜ one finds
dH˜
dt˜
≃ −3
2
H˜2
(
1− 1
H˜2
∑
A
(αA0 )
2m2A
6M2Pla˜
3
cos(2(mAt˜+ dA))
)
. (31)
The second term in the brackets represents an O(1) deviation from the case of matter-domination, which can
be seen by noting from (30) that (αA0 )
2m2A/(6M
2
Pla˜
3) ∼ O(H˜2). However, the important result as far as we
are concerned is that dH˜/dt˜ ∼ H˜2 ≪ m2A.
We are now interested in using these results to determine the background evolution in the Jordan frame.
As is evident from (22), in order to do this we need expressions for f and its derivatives, and these can be
obtained by expanding f about fvev. In doing so, we make the assumption that by the end of reheating,
when all fields have decayed, fvev =M
2
Pl. We therefore have
f =M2Pl
(
1 +
faσ
a
M2Pl
+
1
2
fabσ
aσb
M2Pl
+ ...
)
=M2Pl
(
1 +
fAα
A
M2Pl
+
1
2
fABα
AαB
M2Pl
+ ...
)
, (32)
where fA = fae
a
A. Inserting this expansion into the last relation in (22) and evaluating to leading order in
αA and H˜/mA we get
H ≃ H˜
(
1 +
1
H˜
∑
A
fA
2M2Pl
αA0 mA
a˜3/2
sin
(
mAt˜+ dA
))
. (33)
If we assume that fA/MPl ∼ O(1), and recall from (30) that αA0 mA/(MPla˜3/2) ∼ O(H˜), we see that the
evolution of the Hubble rate in the Jordan frame has an oscillatory component that is not suppressed.
Note that to leading order in H˜/mA the cosmic times as defined in the Jordan and Einstein frames are
interchangeable. With this, we see that H˙ picks up a term that is O(mAH˜) (assuming fA/MPl ∼ O(1)).
This is to be compared with the case in the Einstein frame, where dH˜/dt˜ ∼ O(H˜2).
B. Perturbative QFT approach to reheating
Having discussed the background dynamics of the oscillating inflaton fields at the end of inflation, there
are essentially two ways in which we can now consider reheating into ordinary matter. The first follows the
standard perturbative QFT approach, and appears natural in the Einstein frame. The second method involves
calculating Bogoliubov coefficients in an approach based on QFT in a time-varying classical background. This
second method appears natural in whichever frame we begin, but the interpretation in each frame is somewhat
different. In the case of perturbative reheating both methods are equally valid, and the result is independent
of the method used.
7Decay rates
In transforming to the Einstein frame, one consequence of the conformal transformation is that we explicitly
see the appearance of interaction terms between the inflaton sector and ordinary matter. These are apparent
in the factors of Ω that appear in Dµ, U/Ω4 and mψi/Ω in (5) and (6). Using the expansion of f given in
(32), and taking
U(χ) =
m2χχ
2
2
, (34)
we find that the Einstein frame action contains the tri-linear interaction terms
Lχint =
fAα
A
4M2Pl
(
2m2χ +m
2
Aˆ
)
χ˜2 and Lψint =
fAα
A
2M2Pl
mψψ˜ψ˜, (35)
where we have integrated by parts and used the equations of motion for αA in deriving the first of these.3 Here
we neglect to consider four-point interaction terms, as we know that such terms cannot allow for complete
reheating [40]. (See, however, Sec. IV of [29].)
Another key feature of the Einstein frame is that the scale factor is evolving slowly, i.e. H˜2, dH˜/dt˜≪ m2A,
which allows us to neglect the expansion of the Universe. As such, we can use flat-space QFT calculations
to determine the transition amplitudes for αA → χ˜χ˜ and αA → ψ˜ψ˜ that result from the interaction terms
in (35). These amplitudes can in turn be used to calculate the decay rates per unit time and volume of the
oscillating fields [27]:
Γ˜αA→χχ =
g˜2χA
8πmAˆ
(
1− 4m
2
χ
m2
Aˆ
)1/2
and Γ˜αA→ψψ =
g˜2ψAmAˆ
8π
(
1− 4m
2
ψ
m2
Aˆ
)3/2
, (36)
where
g˜χA =
fae
a
A(m
2
Aˆ
+ 2m2χ)
4M2Pl
and g˜ψA =
fae
a
Amψ
2M2Pl
. (37)
In this approach we interpret the oscillating inflaton fields as a condensate of zero-momentum particles that
can decay into two scalars or a fermion-anti-fermion pair. Our reason for suggesting that this approach seems
“natural” in the Einstein frame is that it is in this frame that the necessary interaction terms are explicit
and that the background evolution of the scale factor can be neglected.
Dynamics including decay products
Once the rate of decay becomes significant, namely Γ˜A ∼ H˜ (see (39) for the definition of Γ˜A), we must
take into account the effect that the decay products have on the oscillating inflaton dynamics. Remaining
in the Einstein frame, we see from (15) that the dynamics of the inflaton fields is sourced by the trace of
the matter energy-momentum tensor. In Sec. III A we ignored this term, assuming that inflaton decay was
initially negligible, but now we must properly include it. At the level of the action the effect of matter fields
on the dynamics of αA is evident in the explicit interaction terms, such as those given in (35). As such, in the
context of the perturbative QFT approach it is necessary to calculate 1-loop corrections to the propagator of
αA. Invoking the optical theorem, one finds that the effective equations of motion for αA take the form [40]
d2
dt˜2
(
a˜3/2αA
)
+
[
m2
Aˆ
+ imAˆΓ˜Aˆ −
(
9
4
H˜2 +
3
2
dH˜
dt˜
)](
a˜3/2αA
)
= 0, (38)
where
Γ˜A =
∑
i
Γ˜αA→χiχi +
∑
j
Γ˜αA→ψjψj . (39)
3 Note that as we have used the background equations of motion for αA, the effective interaction term is only valid in making
tree-level calculations. If we wish to go beyond tree-level calculations, then we would have to use the derivative interaction
term directly.
8On inserting the zeroth-order solution for H˜ , namely H˜ = 2/3t˜, the last term in the square brackets vanishes.
If we also assume mA ≫ Γ˜A, then the solutions to the above equations take the form
αA =
αA0
a˜3/2
exp
[
−1
2
Γ˜Aˆt˜
]
cos
[
mAˆt˜+ dAˆ
]
. (40)
Comparing with (29), we see that there is an additional exponential decay of the amplitude of the oscillations.
Phenomenologically, the effect of inflaton decay is often modeled by including an additional frictional term
in the equations of motion for αA as follows [40]:
d2αA
dt˜2
+
(
3H˜ + Γ˜Aˆ
) dαA
dt˜
+mAˆα
A = 0. (41)
Indeed, under the assumptions mA ≫ H˜,ΓA, one can see that (40) does satisfy this equation. The advantage
of using this phenomenological equation is that it can be recast in a form that is intuitive. On multiplying
through by dαA/dt˜ and averaging over many cycles, it can be re-written as
dρ˜A
dt˜
+ 3H˜ρ˜A + Γ˜Aˆρ˜A = 0, (42)
where we have once again assumed mA ≫ H˜,ΓA and
ρ˜A =
1
2
(
dαA
dt˜
)2
+
1
2
m2
Aˆ
(αA)2. (43)
Summing over all A we have
dρ˜α
dt˜
+ 3H˜ρ˜α + Γ˜αˆρ˜α = 0, (44)
where
ρ˜α =
∑
A
ρ˜A and Γ˜α =
∑
A
ρ˜A
ρ˜α
Γ˜A. (45)
We thus see that the energy density of the oscillating fields decays as a result of the Hubble expansion and
the decay into matter particles, which is intuitively what we expect. It is important to note, however, that
this phenomenological approach relies on the nature of the interaction terms considered and the fact that
the inflaton fields are oscillating in a quadratic potential. As such, the situation will be different in the more
general case [42].
Assuming that the decay products quickly thermalise and can be modeled as a relativistic fluid, we also
have the equations
dρ˜χi
dt˜
+ 4H˜ρ˜χi −
∑
A
Γ˜αA→χiχi ρ˜A = 0, (46)
dρ˜ψi
dt˜
+ 4H˜ρ˜ψi −
∑
A
Γ˜αA→ψiψi ρ˜A = 0. (47)
Combining with (42), one can see that the total energy density is thus covariantly conserved, in agreement
with (13).
C. Bogoliubov approach to reheating
In the flat-space perturbative QFT approach discussed in the previous subsection, we considered the
oscillating inflaton fields as a collection of massive zero-momentum particles decaying into matter fields.
One of the limitations of this approach is that it can only be applied in the perturbative regime, where
interaction terms are small. An alternative approach to calculating the decay rates is based on QFT in a
time-varying classical background. Within this framework particle production is a collective phenomenon,
and the interaction terms do not necessarily have to be small. In the case that they are small, the results of the
previous subsection are recovered, but in the case that the interaction terms are large it is possible to obtain
resonant particle production, or preheating – see e.g. [40]. In this paper we will focus on the perturbative
regime and confirm agreement with the perturbative QFT results given in the previous subsection. Much of
our discussion, however, will also be relevant in the preheating regime.
9Jordan and Einstein frame interpretations
In calculating particle production in a time-varying classical background one is interested in solving for
the mode functions of the matter field under consideration, [43–46], and it is important that these are the
mode functions associated with canonically normalised fields. As a consequence, we find that the calcula-
tion becomes independent of the frame in which one starts, leaving only a difference in interpretation. To
demonstrate this let us consider the case of the bosonic field χ.
Specialising to the case of an FLRW metric, the Jordan frame action for χ becomes
Sχ =
∫
dtd3xa3
1
2
[
χ˙2 − 1
a2
(∇χ)2 −m2χχ2
]
, (48)
where we have assumed U(χ) = m2χχ
2/2. In order to bring this into canonical form we use conformal time –
defined as adη = dt – and also introduce the re-scaled field u = aχ, giving
Su =
∫
dηd3x
1
2
[
u′2 − (∇u)2 −
(
a2m2χ −
a′′
a
)
u2
]
, (49)
where a prime denotes differentiation with respect to conformal time. Working in Fourier space this gives
rise to the equations of motion for the mode functions as
u′′k + w
2
kuk = 0 with w
2
k = k
2 + a2m2χ −
a′′
a
, (50)
where k = |~k|. As already discussed in Sec. III A, the scale factor in the Jordan frame has a rapidly oscillating
component, and it is the resultant rapid time-variation of the effective mass of uk that gives rise to particle
production.
If we now go to the Einstein frame, the action for χ˜ takes the form
Sχ˜ =
∫
dt˜d3xa˜3
1
2
[(
dχ˜
dt˜
)2
− 1
a˜2
(∇χ˜)2 −m2χχ˜2 +
fAα
A
2M2Pl
(
2m2χ +m
2
Aˆ
)
χ˜2
]
, (51)
where we have expanded f to linear order in αA, integrated by parts and used the equations of motion for αA
in order to get the interaction terms. In order to bring this into canonical form we once again use conformal
time (note that conformal time is frame independent) and define the field u˜ = a˜χ˜. However, given that
χ˜ = χ/Ω, we see that
u˜ = a˜χ˜ =
a˜
Ω
χ = aχ = u. (52)
As such, whichever frame we start in, the analysis becomes identical once we transform to the canonically
normalised variables. Indeed, on using (22) one finds
a′′
a
= a2
(
H˙ + 2H2
)
=
a˜2M2Pl
f
[
f
M2Pl
(
dH˜
dt˜
+ H˜2
)
− 1
2M2Pl
(
d2f
dt˜2
+ 3H˜
df
dt˜
)
+
3
4fM2Pl
(
df
dt˜
)2]
. (53)
Expanding f to first order in αA and using the equations of motion for αA this reduces to
a′′
a
=
a˜′′
a˜
+
fAα
A
2M2Pl
a˜2m2
Aˆ
+O((αA)2), (54)
so that on substituting into (50) we have
w2k ≃ k2 + a˜2m2χ −
a˜′′
a˜
− fAα
A
M2Pl
a˜2m2χ −
1
2
fAα
A
M2Pl
a˜2m2
Aˆ
, (55)
and this is in agreement with the frequency we would obtain from (51) on defining u˜ = a˜χ˜.
The only difference between the two frames, therefore, is the interpretation. In the Jordan frame the
effective mass of the scalar field is oscillating as a result of the oscillating scale factor, which is why we refer
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to the process as gravitational reheating. In the Einstein frame, however, the scale factor is slowly varying
and the oscillatory nature of the effective mass of the scalar simply results from the explicit interaction terms
in the action.
Whilst above we have considered the case of a scalar field, one can easily see that the same applies for
fermions. On using conformal time, in the Jordan frame the canonically normalised field is Ψ = a3/2ψ. In
the Einstein frame, on the other hand, we have
Ψ˜ = a˜3/2ψ˜ =
(
a˜
Ω
)3/2
ψ = a3/2ψ = Ψ. (56)
The production of bosons
We now turn to calculating the particle production rate for bosons, and we follow very closely the analyses
given in [40, 45–47]. Let us start by expanding the quantum operator u = aχ in the standard way as
u =
∫
d3k
(2π)3/2
[
uka~ke
i~k·~x + u∗ka
†
~k
e−i
~k·~x
]
, (57)
where uk satisfy (50) and a
†
~k
and a~k are the creation and annihilation operators satisfying the standard
commutation relations.
The Hamiltonian associated with the action (49) can then be expanded as
Hu =
1
2
∫
d3k
[
2Ek
(
2a†~k
a~k + δ
(3)(0)
)
+ Fka~ka−~k + F
∗
k a
†
~k
a†
−~k
]
, (58)
where
2Ek = |u′k|2 + w2k|uk|2 and Fk = (u′k)2 + w2ku2k. (59)
It is possible to construct mode functions that satisfy Fk = 0 – thus diagonalising the Hamiltonian – as
uk(η) =
αk(η)√
2wk(η)
exp
[
−i
∫ η
−∞
dη′wk(η
′)
]
+
βk(η)√
2wk(η)
exp
[
i
∫ η
−∞
dη′wk(η
′)
]
, (60)
where αk(η) and βk(η) must satisfy the equations
α′k(η) =
w′k
2wk
exp
[
2i
∫ η
−∞
dη′wk(η
′)
]
βk(η), (61)
β′k(η) =
w′k
2wk
exp
[
−2i
∫ η
−∞
dη′wk(η
′)
]
αk(η). (62)
We also require that |αk|2−|βk|2 = 1 in order that the canonical commutation relations for u are satisfied. One
can confirm that these mode functions also satisfy the equations of motion, and that Ek = wk(1/2+ |βk(η)|2).
If in the asymptotic past wk(η0) is approximately constant, then the mode functions defined above are a
linear combination of the positive- and negative-frequency mode functions associated with the Bunch-Davies
vacuum. If βk(η0) = 0 at this time, then the mode functions do indeed coincide with those of the Bunch-Davies
vacuum, where Ek is minimised. As time evolves, however, the evolution of wk(η) causes βk(η) to evolve
away from zero, meaning that Ek is no longer minimised. Given the diagonal nature of the Hamiltonian, this
effect can be interpreted as particle production.
Let us now assume that at the initial time η0 at which inflaton oscillations commenced there are no χ
particles present, i.e. βk(η0) = 0 and αk(η0) = 1. We then assume that at times shortly after η0 we are
in the perturbative regime where βk(η) ≪ 1 and αk(η) − 1 ≪ 1. This ensures that we are in the same
perturbative regime for which the QFT calculations of Sec. III B are applicable, where Bose condensate
effects are neglected. Solving the above relations iteratively, we find a solution for βk(η) as
βk(η) ≃
∫ η
η0
dη′
w′k
2wk
exp
[
−2i
∫ η′
−∞
dη′′wk(η
′′)
]
. (63)
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Using (55), we find that w′k and w
2
k to leading order in α
A and H˜/mA are given as
w′k ≃ −
a˜2
2wk
fAα
A′
2M2Pl
(
m2
Aˆ
+ 2m2χ
)
+
a˜3H˜m2χ
wk
, (64)
w2k ≃ k2 + a˜2m2χ. (65)
Taking expressions to leading order in αA ensures that we are only considering the tri-linear interaction terms
and perturbative regime appropriate for comparison with the perturbative QFT calculations of Sec. III B. In
making order-of-magnitude estimates, we note that from (30) one can deduce the order-of-magnitude relations
α′/MPl ∼ a˜H˜ and mAˆαA/MPl ∼ H˜ . We have also assumed that fA/MPl ∼ O(1) and k ∼ O(a˜mA). The
first of these assumptions is compatible with expansion (32) so long as we have αA/MPl ≪ 1, and the second
assumption comes from our expectation that modes with k ∼ O(a˜mA) will be produced. On substituting
(64), (65) and (29) into (63) we notice that in general the integrand is highly oscillatory in η. As the second
term in (64) is non-oscillatory, we find that its contribution to βk(η) averages to zero. The first term in (64),
however, is oscillatory, which allows for the possibility of stationary points in the total phase of the integrand.
We thus have
βk(η) =
∑
A
mAfAα
A
0 (2m
2
χ +m
2
A)
16M2Pli
∫ η
η0
dη′
a˜3/2(η′)
k2 + a˜2(η′)m2χ
{
exp[imAψ
A
k,1(η
′)]− exp [imAψAk,2(η′)]} , (66)
where
ψAk,1(η
′) =
∫ η′
−∞
dη′′
(
a˜− 2wk
mA
)
+
dA
mAˆ
, (67)
ψAk,2(η
′) = −
∫ η′
−∞
dη′′
(
a˜+
2wk
mA
)
− dA
mAˆ
. (68)
The phase ψAk,2(η) does not have a stationary point for physical values of a˜, so only the term involving ψ
A
k,1(η)
contributes to βk(η). Using the stationary phase approximation we find
βk(η) =
∑
A
βAk exp
[
imAψ
A
k,1(η
A
k ) + is
A
k π/4
]
Θ(η − ηAk )Θ(ηAk − η0), (69)
where βAk =
mAˆfAˆα
A
0 (2m
2
χ +m
2
Aˆ
)
16M2Pli
4
m2
Aˆ
√
2π
a˜(ηAˆk )mAˆ|ψAˆ′′k,1(ηAˆk )|
, (70)
ηAk is the time at which dψ
A
k,1/dη = 0 for some given k and s
A
k is the sign of ψ
A′′
k,1(η
A
k ). The phase is stationary
when 2wk = a˜mA, which to leading order gives
k2
a˜2(ηAk )
≃ m
2
A
4
(
1− 4m
2
χ
m2
Aˆ
)
. (71)
Given that k/a˜(ηAk ) coincides with the momentum of the produced particle, this result coincides with our
expectation from kinematic considerations. The second derivative of the phase is given as
ψA′′k,1(η
Aˆ
k ) ≃ a˜2(ηAˆk )H˜(ηAˆk )
(
1− 4m
2
χ
m2A
)
+
2a˜(ηAk )
m2
Aˆ
∑
B
fBα
B′(ηAˆk )
2M2Pl
(
m2B + 2m
2
χ
)
. (72)
The two step functions in the above expression for βk(η) simply reflect the fact that a certain mode will only
have been excited if η > ηAk > η0. Note that η
A
k is different for different A.
In looking to determine the production rate of χ particles let us start by considering the continuity
equation for the Einstein frame energy-momentum tensor associated with χ˜. Under the assumption of a
FLRW background, we know that the expectation value of the energy-momentum tensor can be expressed
as 〈0|T˜ (χ˜)µν |0〉 = diag(−ρ˜χ, p˜χ, p˜χ, p˜χ), where |0〉 is the vacuum state as defined with respect to a~k. The
continuity equation (16) can then be written as
1
a˜4
d
dt˜
(a˜4ρ˜χ) + H˜(−ρ˜χ + 3p˜χ) = 1
2f
df
dt˜
(−ρ˜χ + 3p˜χ) . (73)
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In the absence of particle production, i.e. in the absence of the interaction terms given in (35), the right-hand
side of this equation would be vanishing. As such, in order to determine the particle production rate, we
wish to evaluate the right-hand side of (73).
Using (19) to determine T˜ (χ˜)µν , re-expressing the result in terms of the canonically normalised field u and
taking the vacuum expectation value, we find
ρ˜χ =
1
(2π)3a˜4
∫
d3k
[
wk
(
1
2
+ |βk|2
)
−Hℑ
(
αkβ
∗
ke
−2i
∫
wkdη
′
)
+
1
2wk
(H′ + 2H2)
(
1
2
+ |βk|2 + ℜ
(
αkβ
∗
ke
−2i
∫
wkdη
′
))]
, (74)
−ρ˜χ + 3p˜χ = − 1
(2π)3a˜4
∫
d3k
[
2wkℜ
(
αkβ
∗
ke
−2i
∫
wkdη
′
)
+ 2Hℑ
(
αkβ
∗
ke
−2i
∫
wkdη
′
)
+
1
wk
(H′ +m2χa2)
(
1
2
+ |βk|2 + ℜ
(
αkβ
∗
ke
−2i
∫
wkdη
′
))]
, (75)
where H = a′/a, ℜ(X) denotes the real part of X and ℑ(X) similarly the imaginary part. Assuming that
ℑ
(
αkβ
∗
ke
−2i
∫
wkdη
′
)
is of the same order of magnitude as ℜ
(
αkβ
∗
ke
−2i
∫
wkdη
′
)
, keeping terms only linear in
βk and neglecting the vacuum density contribution, we find that to lowest order in H˜/wk the right-hand side
of (73) is given as
1
2f
df
dt˜
(−ρ˜χ + 3p˜χ) ≃ − 1
(2π)3a˜4
1
2f
df
dt˜
∫
d3k
1
wk
[
2w2k +m
2
χa˜
2
]ℜ(αkβ∗ke−2i ∫ wkdη′) . (76)
In general this quantity is highly oscillatory, and we are therefore interested in finding its average over several
oscillations, i.e. over a time-scale T ∼ O(1/(a˜mA)), where we have chosen to work in conformal time. Taking
αk ≃ 1 and substituting the results (29) and (69) we have
〈
1
2f
df
dt˜
(−ρ˜χ + 3p˜χ)
〉
=
1
2T
∫ η+T
η−T
dη′
∑
A
4π
(2π)3a˜4
∫
dkk2wk
[
2w2k +m
2
χa˜
2
]
w2k
fAα
A
0 mA
8M2Pla˜
3/2i
(77)
× 2iℑ
[
β∗k
(
eimAψ
A
k,1(η
′) − eimAψAk,2(η′)
)]
,
where 〈〉 denotes taking the average over several oscillations. However, we can see that, due to the oscillatory
nature of the integrand, this average will only give a non-zero result if η coincides with a stationary point
of the phase of one of the terms in the integrand. As there are no stationary points of ψAk,2(η) for physical
values of a˜, the only terms giving a non-zero contribution are those containing the phase ψAk,1(η), namely we
find
〈
1
2f
df
dt˜
(−ρ˜χ + 3p˜χ)
〉
=
∫
dk
∑
A
δ(η − ηAk )
∫ ηAk +T
ηA
k
−T
dη′
4π
(2π)3a˜4
k2wk
[
2w2k +m
2
χa˜
2
]
w2k
fAα
A
0 mA
8M2Pla˜
3/2i
(78)
× 2iℑ
[
β∗ke
imAψ
A
k,1(η
′)
]
.
Seeing as the integral over η′ is centred on the stationary point for each A, we can take T →∞, as contribu-
tions away from the stationary point will average to zero. On making the stationary phase approximation,
and after a little manipulation we eventually find
〈
1
2f
df
dt˜
(−ρ˜χ + 3p˜χ)
〉
=
∑
A,B
4π
(2π)3a˜5(η)
∫
dkδ(η − ηAk )k2wk(ηAk )βAk βB∗k (79)
× 2 cos (mAψAk,1(ηAk )−mBψBk,1(ηBk ) + (sAk − sBk )π/4)Θ(ηAk − ηBk )Θ(ηBk − η0),
where we have used (69) and (70). If we arrange that mB > mA for B > A, meaning that Θ(η
A
k − ηBk ) = 1
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only for B > A, then (79) can be written as〈
1
2f
df
dt˜
(−ρ˜χ + 3p˜χ)
〉
=
∑
A
4π
(2π)3a˜5(η)
∫
dkδ(η − ηAk )k2wk(ηAk )|βAk |2 (80)
+
∑
A,B>A
4π
(2π)3a˜5(η)
∫
dkδ(η − ηAk )k2wk(ηAk )βAk βB∗k
× 2 cos (mAψAk,1(ηAk )−mBψBk,1(ηBk ) + (sAk − sBk )π/4)Θ(ηBk − η0).
The delta function in η can then be expressed as a delta function in k by using the fact that δ(η − ηAk ) =
|ψA′′k,1(ηAˆk )|δ(ψAˆ′k,1(η)) in combination with relation (71), and we find
δ(η − ηAk ) =
m2A
4µAˆ
|ψAˆ′′k,1(ηAˆk )|δ(k − a˜(η)µAˆ), where µA ≃
mA
2
(
1− 4m
2
χ
m2
Aˆ
)1/2
. (81)
If we consider only the diagonal contributions to the double summation in (80), i.e. the terms on the first
line, and assume that off-diagonal terms average to zero due to the cosine function, then we find
〈
1
2f
df
dt˜
(−ρ˜χ + 3p˜χ)
〉
=
∑
A
1
a˜3(η)
1
256M4Plπ
[
mAfAα
A
0 (2m
2
χ +m
2
A)
]2
mA
(
1− 4m
2
χ
m2A
)1/2
, (82)
and by using the fact that ρ˜A = m
2
Aˆ
(αA0 )
2/2a˜3, we can then express this as
〈
1
2f
df
dt˜
(−ρ˜χ + 3p˜χ)
〉
=
∑
A
1
128M4Plπ
[
fA(2m
2
χ +m
2
A)
]2
mA
(
1− 4m
2
χ
m2A
)1/2
ρ˜A ≡
∑
A
Γ˜αA→χχρ˜A, (83)
i.e. we have found
Γ˜αA→χχ =
[
fA(2m
2
χ +m
2
Aˆ
)
]2
128πM4PlmAˆ
(
1− 4m
2
χ
m2
Aˆ
)1/2
, (84)
which is in agreement with (36).
The production of fermions
In considering the case for fermions we follow closely the analyses of [48–51]. As many aspects of the
calculation are similar to the bosonic case, we defer details to Appendix B.
From the fermionic action in (2) we obtain the Dirac equation
(γµ(x)Dµ +mψ)ψ = 0. (85)
Specialising to the case of a FLRW metric, and taking e0a = δ
0
a and e
i
a = δ
i
a/a(t), we have
γ0(x) = γ0, γi(x) =
γi
a(t)
, Γ0 = 0 and Γi =
a˙
2
γ0γi. (86)
If we introduce conformal time, and also define Ψ = a3/2ψ, the Dirac equation can be written as
(γa∂a + amψ)Ψ = 0, (87)
where in this equation ∂0 = ∂η. Correspondingly, the action and Hamiltonian can be written as
SΨ = −
∫
dηd3xΨ(γa∂a + amψ)Ψ and HΨ = −
∫
d3xΨγ0∂ηΨ = i
∫
d3xΨ†∂ηΨ. (88)
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The space of solutions is endowed with a conserved scalar product, and in the FLRW case it reduces to
(Ψ1,Ψ2) =
∫
d3xΨ†1Ψ2. (89)
Given one solution to the Dirac equation, Ur(~k, x), one can show that the charge conjugate Vr(~k, x) =
CU
T
r (
~k, x) = γ2U∗r (
~k, x), where C = γ2β, is also a solution. Note that the subscript r labels the spin. We
can then construct a basis of the solution space out of Ur(~k, x) and Vr(~k, x), and further require that the basis
be orthonormal with respect to the above scalar product. As such, a general solution can be decomposed as
Ψ(x) =
∑
r
∫
d3k
(
ar(~k)Ur(~k, x) + b
†
r(
~k)Vr(~k, x)
)
, (90)
where ar(~k) and b
†
r(
~k) now correspond to annihilation and creation operators satisfying the anti-commutation
relations {
ar(~k), a
†
s(~q)
}
= δrsδ
(3)(~k − ~q) and
{
br(~k), b
†
s(~q)
}
= δrsδ
(3)(~k − ~q), (91)
with all other commutators vanishing. We next decompose the solutions Ur(~k, x) as
Ur(~k, x) =
1
(2π)3/2
(
uA(k, η)hr(kˆ)
ruB(k, η)hr(kˆ)
)
ei
~k·~x, (92)
where kˆ = ~k/k and hr(kˆ) are the eigenvectors of the helicity operator
kˆ · ~σhr(kˆ) = rhr(kˆ), r = ±1, (93)
which are chosen to satisfy h†r(kˆ)hs(kˆ) = δrs. For the choice of hr(kˆ) made in Appendix B, we then find
Vr(~k, x) = γ
2U∗r (
~k, x) =
eiφkˆ
(2π)3/2
( −u∗B(k, η)hr(−kˆ)
ru∗A(k, η)hr(−kˆ)
)
e−i
~k·~x. (94)
Imposing the orthonormality conditions dictates that
|uA(k, η)|2 + |uB(k, η)|2 = 1, (95)
and the Dirac equation now takes the form
i∂η
(
uA(k, η)
uB(k, η)
)
=
(
amψ k
k −amψ
)(
uA(k, η)
uB(k, η)
)
, (96)
which can be decoupled to
u′′A,B(k, η) = −
[
k2 + a2m2ψ ± i(amψ)′
]
uA,B(k, η), (97)
These two equations are now of the same form as Eq. (50) for the boson mode functions. As such, the
procedure from here onwards is very similar to the bosonic case. In analogy with the the bosonic case, we
expand uA(k, η) and uB(k, η) in terms of positive and negative frequency functions as
uA(k, η) = Ak(η)
√
wk + amψ
2wk
e−i
∫
wkdη
′ − Bk(η)
√
wk − amψ
2wk
ei
∫
wkdη
′
, (98)
uB(k, η) = Ak(η)
√
wk − amψ
2wk
e−i
∫
wkdη
′
+ Bk(η)
√
wk + amψ
2wk
ei
∫
wkdη
′
, (99)
where w2k = k
2+a2m2ψ. With this decomposition we find that Ak(η) and Bk(η) must satisfy the normalisation
condition |Ak(η)|2 + |Bk(η)|2 = 1 and the evolution equations
A′k(η) = −
k(amψ)
′
2w2k
e2i
∫
wkdη
′Bk(η), (100)
B′k(η) =
k(amψ)
′
2w2k
e−2i
∫
wkdη
′Ak(η). (101)
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Assuming that at some time in the past Bk(η0) = 0, the above mode functions then coincide with the
flat-space mode functions and the Hamiltonian is diagonal. As Bk(η) evolve away from zero, however, the
Hamiltonian is no longer diagonal, instead taking the form [49–51]
HΨ =
∑
r
∫
d3k
[
wk
(|Ak(η)|2 − |Bk(η)|2) (a†r(~k)ar(~k)− br(~k)b†r(~k)) (102)
−2Ak(η)Bk(η)wke−iφ−kˆbr(−~k)ar(~k)− 2A∗k(η)B∗k(η)wkeiφ−kˆa†(~k)b†r(−~k)
]
.
In order to diagonalise the Hamiltonian one can make a Bogoliubov transformation, defining
aˆr(~k, η) = Ak(η)ar(~k)− B∗k(η)eiφ−kˆb†r(−~k), bˆ†r(~k, η) = Bk(η)e−iφkˆar(−~k) +A∗k(η)b†r(k). (103)
One then finds that the number operator associated with the new basis is given as 〈0|aˆ†r(~k, η)aˆr(~k, η)|0〉 =
〈0|bˆ†r(~k, η)bˆr(~k, η)|0〉 = |Bk(η)|2. We must therefore determine Bk(η) if we wish to determine the number of
particles created. Looking at (101) we see that the form of the equation we need to solve for Bk(η) is almost
identical to that for βk(η) that we solved in the case of the bosonic field.
4 As such, we defer details of the
calculation to Appendix B, stating only the main results here.
First, on using the stationary phase approximation we find that Bk(η) is given as
Bk(η) =
∑
A
BAk exp
[
imAψ
A
k,1(η
A
k ) + is
A
k π/4
]
Θ(η − ηAk )Θ(ηAk − η0), (104)
BAk =
kfAˆmAˆα
A
0 mψ
8M2Pliw
2
k(η
Aˆ
k )
√√√√ 2πa˜(ηAˆk )
mAˆ|ψAˆ′′k,1(ηAˆk )|
, (105)
where ψAk,1(η) is still as defined in (67) but with w
2
k = k
2 + a2m2ψ. As in the bosonic case, η
A
k is the time at
which ψA′k,1(η) = 0 is satisfied, i.e. the time at which the phase is stationary, and s
A
k is the sign of ψ
A′′
k,1(η
Aˆ
k ).
Then, as with the scalar case, we wish to determine the quantity (df/dt˜)T˜ ψ˜/(2f), which corresponds to the
right-hand side of the continuity equation for the energy-momentum associated with ψ˜ in the Einstein frame,
i.e. corresponds to the particle production term. Taking 〈0|T˜ (ψ˜)µν |0〉 = diag(−ρ˜ψ, p˜ψ, p˜ψ, p˜ψ), we find that
to first order in Bk(η)
T˜ (ψ˜) = −ρ˜ψ + 3p˜ψ ≃ − 4
(2π)3a˜4
∫
d3k
ka˜mψ
wkΩ
ℜ
(
Ak(η)B∗k(η)e−2i
∫
η
−∞
wkdη
′
)
. (106)
Proceeding in exactly the same way as for the bosonic field in the previous subsection, we arrive at
〈
1
2f
df
dt˜
(−ρ˜ψ + 3p˜ψ)
〉
=
∑
A
ρ˜A
(fA)
2m2ψmA
32πM4Pl
(
1− 4m
2
ψ
m2A
)3/2
, (107)
from which we deduce
Γ˜αA→ψψ =
(fA)
2m2ψmAˆ
32πM4Pl
(
1− 4m
2
ψ
m2
Aˆ
)3/2
, (108)
which is in agreement with (36).
Energy-momentum tensors and their (non-)conservation
In the analysis of the preceding two subsections we considered the continuity equation for the matter
energy-momentum tensor in the Einstein frame. Our reason for doing so was the transparent interpretation:
4 Indeed, if we had considered a conformally coupled field instead of a minimally coupled one, the evolution equation for the
Bogoliubov coefficients would be the same up to a factor of k/(ma) [46].
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the non-conservation of the matter energy-momentum tensor in the Einstein frame is a result of the explicit
interaction terms that give rise to particle production. To close this section we consider the continuity
equations for the other energy-momentum tensors.
First let us consider the energy-momentum tensor of the oscillating fields in the Einstein frame. Combining
the results of the previous two subsections we have
∇˜µT˜ (m)µ0 = −
∑
A
Γ˜Aρ˜A. (109)
As the total energy-momentum tensor must be conserved, this implies that ∇˜µT˜ (φ)µ0 =
∑
A Γ˜Aρ˜A, where
T˜ (φ)µν =
∑
A diag(−ρ˜A, p˜A, p˜A, p˜A), with ρ˜A as given in (43) and
p˜A =
1
2
((
dαA
dt˜
)2
−m2
Aˆ
(αA)2
)
. (110)
Averaging over several oscillations we have 〈p˜A〉 = 0, so that we obtain the expected continuity equation
(44). As previously mentioned, the interpretation of this standard result is intuitive – the energy density
of the oscillating fields decays both as a result of the Hubble expansion and the decay into matter. Under
the instant decay approximation, we assume that reheating ends once the decay rate “catches up” with the
Hubble expansion, i.e. when Γ˜α = 3H˜ . This then allows us to determine the reheating temperature in terms
of Γ˜α, and thus put constraints on model parameters such as fA and mA.
Next we consider the matter energy-momentum tensor in the Jordan frame, which we know to be covariantly
conserved – recall (16). At first glance this property would seem to be at odds with the fact that we have
particle production. However, in the Jordan frame the particle production is interpreted as being due to the
oscillatory nature of the Hubble rate, and the term on the right-hand side of (73), for example, becomes part
of the Hubble dilution term on the left-hand side of the continuity equation in the Jordan frame. Namely,
using ρχ = Ω
4ρ˜χ, pχ = Ω
4p˜χ and the relations given in (22), (73) can be re-written as the standard continuity
equation
1
a4
d
dt
(a4ρχ) +H(−ρχ + 3pχ) = 0. (111)
Note that whilst we have considered the bosonic field as an example, the same is also true for any matter
field.
Finally we consider the energy-momentum tensor for the oscillating fields in the Jordan frame. In the
Jordan frame there is some ambiguity as to how we might like to define the energy-momentum tensor of the
inflaton fields, and the relation between the Jordan and Einstein frame inflaton energy-momentum tensors
is not just a simple factor of Ω2, as it is for the matter energy-momentum tensors. As commented in
Appendix A, Einstein’s equations in the Jordan frame can be recast into the standard form if we define the
effective energy-momentum tensor given in (A10). We then choose to define T
(φ,eff)
µν such that
T (eff)µν = T
(φ,eff)
µν +
M2Pl
f
T (m)µν , (112)
i.e. we have
T (φ,eff)µν =
M2Pl
f
[
T (φ)µν +∇µ∇νf − gµνf
]
. (113)
As such, we see that despite the fact that T
(m)
µν is covariantly conserved, T
(φ,eff)
µν is not, with
∇µT (φ,eff)µν = M
2
Pl
f2
T (m)µν∇µf. (114)
In a FLRW background we explicitly have
ρeffφ =
M2Pl
f
[
1
2
habφ˙
aφ˙b + V − 3Hf˙
]
=
f
M2Pl
ρ˜φ − 3H˜ df
dt˜
+
3
4f
(
df
dt˜
)2
, (115)
peffφ =
M2Pl
f
[
1
2
habφ˙
aφ˙b − V + f¨ + 2Hf˙
]
=
f
M2Pl
p˜φ +
d2f
dt˜2
+ 2H˜
df
dt˜
− 5
4f
(
df
dt˜
)2
, (116)
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and the continuity equation
ρ˙effφ + 3H(ρ
eff
φ + p
eff
φ ) =
M2Pl
f2
f˙ρ(m), (117)
where ρeffφ = −T (φ,eff) 00, peffφ = T (φ,eff) ii/3, ρ˜φ = −T˜ (φ)00, p˜φ = T˜ (φ)ii/3 and ρ(m) = −T (m)00. The physical
interpretation of this last equation is less clear than that of (44) in the Einstein frame. However, one can
assume that reheating completes when ρ(m) ≈ 3(ρeffφ + peffφ )/2, where we have used the fact that f˙/f ≈ −2H ,
as can be seen from (22).
In the above analysis we have derived conditions for instant reheating in both the Jordan and Einstein
frames. However, we note that imposing instant reheating in this class of models gives rise to issues regarding
the discontinuity of H or H˜ , which results from the assumption that f → M2Pl instantaneously at the time
of reheating [13]. To avoid this issue one must therefore solve the continuity equations dynamically.
IV. SUMMARY AND CONCLUSIONS
The high-precision nature of current CMB data dictates that reheating dynamics must be taken into
account when trying to constrain different models of inflation. Given the recent interest in inflation models
containing a non-minimal coupling to gravity and potentially multiple scalar fields, in this paper we have
revisited the process of gravitational reheating that is inherent to this class of model. Our formulation
allows for multiple, non-minimally coupled inflaton fields endowed with a non-flat field-space metric, and it
is assumed that these fields are not directly coupled to matter.
At the level of the background dynamics, we saw that the oscillation of the inflaton fields about their vacuum
expectation values gives rise to matter-dominated-like evolution of the Hubble rate in the Einstein frame,
as in elementary reheating scenarios. In the Jordan frame, however, this matter-dominated-like evolution
is modulated by an oscillatory component, and it is this oscillatory part that gives rise to the gravitational
particle production of minimally-coupled matter, i.e. gravitational reheating. When interpreted in the
Einstein frame the gravitational reheating does not result from the oscillatory nature of the Hubble rate, but
instead from the explicit interaction terms between the inflaton sector and ordinary matter that are induced
by the conformal transformation.
In order to calculate the rate of particle production we used the method of QFT in a classical background,
which requires the calculation of Bogoliubov coefficients. Although this was not entirely necessary for the
perturbative reheating regime considered, the advantage is that much of the discussion will also carry over to
the resonant preheating regime, where the perturbative flat-space QFT calculations are no longer applicable.
Taking appropriate limits, we were able to confirm agreement between the Bogoliubov and perturbative
QFT approaches, including kinematic suppression factors. Despite the difference in interpretation between
the Jordan and Einstein frames, we saw that the calculation of the Bogoliubov coefficients associated with
particle production was independent of the frame in which we started. This resulted from the fact that the
canonically normalised quantum fields one naturally defines in the two frames are identical.
To finish, let us mention one possible extension of the framework developed here. In analysing the dynamics
of the oscillating inflaton fields at the end of inflation we made use of the mass eigen-basis of the Einstein
frame potential. We implicitly made the assumption that all of the fields begin oscillating about their
vacuum expectation values at approximately the same time, with mA ∼ mB ≫ H˜ for all A and B. Such
an approximation, however, may not be valid. Generally we might expect there to be a wide range of field
masses, and that different fields therefore begin to oscillate and decay at different times. In the case that
heavier fields are present, which start to oscillate and decay much earlier, it is perhaps reasonable to assume
that the resulting decay products are diluted by inflation – which continues to be driven by the lighter fields
– and are therefore negligible. However, in the case that lighter spectator fields are present, which do not
oscillate and decay until much later, we might expect them to play a significant role. In general we would
expect the field space metric hab, potential V (φ) and non-minimal coupling function f(φ) to all depend on
these spectator fields. Consequently, quantities such as Sab|vev and V˜ab|vev, which we took to be constants in
the analysis of Sec. III A, would all become functions of the spectator fields. Ultimately, this would then lead
to a spectator-field dependence of Γ˜αA→χχ and Γ˜αA→ψψ, through their dependence on mA and fA, which
would in turn give rise to a modulated reheating scenario. We leave further consideration of this scenario to
future work.
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Appendix A: Energy-momentum tensors and their (non-)conservation
In this appendix we review in more detail the relation between energy-momentum tensors defined in the
Jordan and Einstein frames, including determining whether or not they are covariantly conserved. We follow
closely [52–54], simply generalising to the multi-field case.
Covariant conservation of the matter energy-momentum tensor in the Jordan frame
Let us start by showing that the energy-momentum tensor for matter in the Jordan frame is covariantly
conserved, despite the presence of the non-minimal coupling. In Sec. II B we derived the Einstein equations
in the Jordan frame as
Gµν =
1
f
[
T (φ)µν + T
(m)
µν +∇µ∇νf − gµνf
]
, (A1)
where, using the definition
T (i)µν = −
2√−g
δ
(√−gL(i))
δgµν
, (A2)
we have
T (φ)µν = hab∇µφa∇νφb − gµν
(
1
2
habg
ρσ∇ρφa∇σφb + V
)
. (A3)
We also gave the equations of motion for the fields as
habφ
b + Γbc|ag
µν∇µφb∇νφc − Va + faR = 0, (A4)
where Γab|c = hcdΓ
d
ab and Γ
a
bc is the Christoffel connection associated with the field-space metric hab. Taking
the covariant divergence of (A1), and using the Bianchi identity, we find
∇µGµν ≡ 0 = −∇
µf
f
Gµν +
1
f
[
∇µT (φ)µν +∇µT (m)µν +∇νf −∇νf
]
. (A5)
Similarly, taking the covariant derivative of (A3) and using the equations of motion (A4), we also find
∇µT (φ)µν = −R∇νf. (A6)
Substituting this result into (A5), and recalling Gµν = Rµν − 12gµνR, we arrive at
∇µGµν ≡ 0 = −∇
µf
f
Rµν +
1
f
[
∇µT (m)µν +∇νf −∇νf
]
. (A7)
However, from the definition of the Riemann tensor we have
∇νf −∇νf = Rνµ∇µf, (A8)
which clearly then leaves us with
∇µGµν ≡ 0 = 1
f
∇µT (m)µν , (A9)
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i.e. we have recovered the fact that the matter energy-momentum tensor in the Jordan frame is covariantly
conserved.
One could also consider an effective energy-momentum tensor defined by (A1) as
T (eff)µν =
M2Pl
f
[
T (φ)µν + T
(m)
µν +∇µ∇νf − gµνf
]
, (A10)
such that Einstein’s equations take the standard form Gµν = T
(eff)
µν /M2Pl. This effective energy-momentum
tensor is of course covariantly conserved as a result of the Bianchi identity.
Energy-momentum tensors in the Einstein frame
Turning to the Einstein frame, if we assume that L(m) only depends on gµν and not its derivatives, then
we can write
T (m)µν = −
2√−g
δ
(√−gL(m))
δgµν
= − 2√−g
δ
(√−gL(m))
δg˜ρσ
∂g˜ρσ
∂gµν
. (A11)
Under the conformal transformation we have g˜µν = Ω
2gµν , g˜
µν = gµν/Ω2 and
√−g˜ = Ω4√−g, which we can
substitute into (A11) to find
T (m)µν = Ω
2T˜ (m)µν . (A12)
Recall that Ω2 = f(φ)/M2Pl. Taking the covariant divergence of this (with respect to the Jordan frame
metric) we have
∇µT (m)µν = Ω4g˜µα∇αT˜ (m)µν + 2Ω3g˜µαΩαT˜ (m)µν . (A13)
We now need to use the relation between covariant derivatives as defined with respect to gµν and g˜µν . The
relation between the Christoffel symbols is given as
Γαβγ = Γ˜
α
βγ −
1
Ω
(
δαβΩγ + δ
α
γΩβ − g˜αρg˜γβΩρ
)
, (A14)
and on substituting this result into (A13) we find
∇µT (m)µν = 0 = Ω4∇˜µT˜ (m)µν + T˜ (m)Ω3Ων ⇒ ∇˜µT˜ (m)µν = −T˜ (m)
Ων
Ω
, (A15)
where T˜ (m) is the trace of the matter energy-momentum tensor. Thus, we see that even if T
(m)
µν is covariantly
conserved, in general T˜
(m)
µν is not. It will, however, be conserved if T˜ (m) = 0, which is the case for radiation-like
matter.
Given that in the Einstein frame we have
∇˜µG˜µν ≡ 0 = ∇˜µ
(
T˜ (φ)µν + T˜
(m)
µν
)
, (A16)
the non-conservation of T˜
(m)
µν implies a non-conservation of T˜
(φ)
µν . Let us try to determine this explicitly.
When we try to calculate the equations of motion for the scalar fields in the Einstein frame, we need to
correctly take into account the dependence of
√−gL(m) on φa that results from the conformal transformation.
However, as the only dependence of
√−gL(m) on φa comes from the conformal transformation g˜µν = Ω2gµν ,
if we once again assume that
√−gL(m) only depends on gµν and not its derivatives, then we can simply use
the rules of partial differentiation to obtain
δ
(√−gL(m))
δφa
=
δ
(√−gL(m))
δgµν
∂gµν
∂φa
= 2ΩΩag˜
µν δ
(√−gL(m))
δgµν
= 2
Ωa
Ω
g˜µν
δ
(√−gL(m))
δg˜µν
= −Ωa
Ω
√
−g˜T˜ (m).
(A17)
As such, the equations of motion for the scalar fields become
− Sab˜φb −(S) Γbc|ag˜µν∇˜µφb∇˜νφc + V˜,a +
Ωa
Ω
T˜ (m) = 0, (A18)
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where (S)Γbc|a = Sad
(S)Γdbc and
(S)Γdbc is the Christoffel connection associated with Sab. As given in the main
text, the energy momentum tensor T˜
(φ)
µν takes the form
T˜ (φ)µν = Sab∇˜µφa∇˜νφb − g˜µν
(
1
2
Sabg˜
ρσ∇˜ρφa∇˜σφb + V˜
)
. (A19)
Taking the covariant divergence of this and making use of the equations of motion (A18), we find
∇˜µT˜ (φ)µν =
Ων
Ω
T˜ (m). (A20)
This is entirely consistent with what we expected from (A16) and (A15).
Appendix B: Details regarding fermion particle production
In this appendix we give additional details regarding the fermion particle production calculation. As stated
in the main text, we follow closely the analyses of [44, 49–51].
Conventions
First let us clarify our conventions. We use the (− + ++) sign convention and the Dirac gamma matrix
representation
γ0 =
( −i 0
0 i
)
, γi =
(
0 −iσi
iσi 0
)
, (B1)
where σi are the Pauli matrices.
Following [51], for the eigenvectors of the helicity operator we use the following spherical-coordinates-based
representation
h+1(kˆ) =
(
cos
θ
kˆ
2 e
−iφ
kˆ
sin
θ
kˆ
2
)
, h−1(kˆ) =
(
sin
θ
kˆ
2 e
−iφ
kˆ
− cos θkˆ2
)
, (B2)
where we have chosen the normalisation such that h†r(kˆ)hs(kˆ) = δrs is satisfied. With this choice, it is then
possible to show that
− iσ2h∗r(kˆ) = −reiφkˆh−r(kˆ), (B3)
which on using hr(−kˆ) = h−r(kˆ) allows us to find
Vr(~k) = γ
2U∗r (
~k, x) =
eiφkˆ
(2π)3/2
( −u∗B(k, η)hr(−kˆ)
ru∗A(k, η)hr(−kˆ)
)
e−i
~k·~x. (B4)
Calculation of production rate
Here we give more details regarding the calculation of the production rate for fermions. As with the
scalar case, in order to determine the particle production rate we need to evaluate the right-hand side of the
continuity equation for the fermion energy-momentum tensor in the Einstein frame. As such, we need to
first determine the vacuum expectation values of the components of the energy- momentum tensor, which we
denote 〈0|T˜ (ψ˜)µν |0〉 = diag(−ρ˜ψ, p˜ψ, p˜ψ, p˜ψ). In terms of the quantities ρ˜ψ and p˜ψ the continuity equation
takes the form
1
a˜4
d
dt˜
(a˜4ρ˜ψ) + H˜(−ρ˜ψ + 3p˜ψ) = 1
2f
df
dt˜
(−ρ˜ψ + 3p˜ψ). (B5)
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The explicit form of T˜ (ψ˜)µν for fermions is given in (20), and on writing in terms of the canonically normalised
field Ψ(x) given in (90) and taking the vacuum expectation value we find
ρ˜ψ =
4
(2π)3a˜4
∫
d3kwk
(
|Bk(η)|2 − 1
2
)
, (B6)
−ρ˜ψ + 3p˜ψ = 4a˜mψ
a˜4Ω
∫
d3k
(2π)3
[
a˜mψ
wkΩ
(
1
2
− |Bk(η)|2
)
− k
wk
ℜ
(
Ak(η)B∗k(η)e−2i
∫
wkdη
′
)]
. (B7)
If we are assuming that initially no fermion particles are present, then it is appropriate to consider the
perturbative regime where Bk(η)≪ 1 and Ak(η) ≃ 1. As such, to leading order in Bk(η) and αA we find
1
2f
df
dt˜
(−ρ˜ψ + 3p˜ψ) ≃ − 1
2f
df
dt˜
4(4π)
(2π)3a˜4
∫
dkk2
ka˜mψ
wk
ℜ
(
B∗k(η)e−2i
∫
wkdη
′
)
. (B8)
It is now clear we must solve for Bk(η), i.e. solve Eq. (101). In order to do so, we note that to leading
order in αA we have
w2k ≃ k2 + (a˜mψ)2, (B9)
(amψ)
′ ≃ −a˜mψ fAα
A′
2M2Pl
+ a˜2H˜mψ. (B10)
Note that, as with the bosonic case, taking expressions to leading order in αA ensures that we are only
considering the tri-linear interaction terms and the perturbative regime appropriate for comparison with the
perturbative QFT calculations of Sec. III B. Taking Ak(η)→ 1 and integrating (101) we have
Bk(η) =
∫ η
η0
dη′
kmψ
2w2k
(
a˜2H˜2 − a˜ fAα
A′
2M2Pl
)
e−2i
∫
η′
−∞
wkdη
′′
. (B11)
The first term in the brackets is slowly varying, so that its contribution to Bk(η) averages to zero. The second
term, however, is highly oscillatory, thus giving a non-zero contribution to Bk(η) that can be calculated using
the stationary phase approximation. Explicitly, we have
Bk(η) =
∑
A
∫ η
η0
dη′
ka˜1/2fAmAα
A
0 mψ
8M2Pliw
2
k
(
eimAψ
A
k,1(η
′) − eimAψAk,1(η′)
)
, (B12)
where ψAk,1 and ψ
A
k,2 are as given in (67) and (68) but with w
2
k = k
2+a2m2ψ. The phase ψ
A
k,2 has no stationary
points for physical values of a˜, and therefore the second term in the above expression gives no contribution
to Bk(η). The first term involving the phase ψAk,1, however, does have a stationary point at a˜ = 2wk/mA. To
leading order in αA, this stationary phase condition gives
k
a˜(ηAk )
≃ mA
2
(
1− 4m
2
ψ
m2
Aˆ
)1/2
, (B13)
where ηAk denotes the time at which the condition is satisfied for a given k and mA. As in the scalar case,
this coincides with our expectation from kinematics. In making the stationary phase approximation one also
needs the second derivative of the phase at the time ηAk , which in the fermionic case is given as
ψA′′k,1(η
Aˆ
k ) ≃ a˜2(ηAˆk )H˜(ηAˆk )
(
1− 4m
2
ψ
m2A
)
+
∑
B
2a˜(ηAˆk )
m2ψ
m2A
fBα
B′(ηAˆk )
M2Pl
. (B14)
The final solution for Bk(η) is given in (104).
We next turn to evaluating (B8). On expanding df/dt˜ we obtain
1
2f
df
dt˜
(−ρ˜ψ + 3p˜ψ) =
∑
A
4(4π)
(2π)3a˜5
∫
dkk2wk
ka˜1/2fAα
A
0 mAmψ
8M2Pliw
2
k
2iℑ
[
B∗k(η)
(
eimAψ
A
k,1(η) − eimAψAk,2(η)
)]
.
(B15)
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We see that this is a highly oscillatory function, and as with the scalar case we consider taking an average
over several oscillations as〈
1
2f
df
dt˜
(−ρ˜ψ + 3p˜ψ)
〉
=
1
2T
∫ η+T
η−T
dη′
∑
A
4(4π)
(2π)3a˜5
∫
dkk2wk
ka˜1/2fAα
A
0 mAmψ
8M2Pliw
2
k
(B16)
× 2iℑ
[
B∗k(η′)
(
eimAψ
A
k,1(η
′) − eimAψAk,2(η′)
)]
,
where T ∼ O(1/(a˜mA)). This averaged quantity will only be non-zero if η coincides with a stationary point
of the phases ψAk,1(η) or ψ
A
k,2(η). Seeing as ψ
A
k,2(η) has no stationary points for physical values of a˜, we only
obtain contributions from terms involving ψAk,1(η). On making the stationary phase approximation we arrive
at 〈
1
2f
df
dt˜
(−ρ˜ψ + 3p˜ψ)
〉
=
∑
A,B
4(4π)
(2π)3a˜5(η)
∫
dkδ(η − ηAk )wk(ηAk )k2 (B17)
× 2ℜ
[
BAk BB∗k eimAψ
A
k,1(η
A
k )−imBψ
B
k,1(η
B
k )+i(s
A
k−s
B
k )π/4
]
×Θ(ηAk − ηBk )Θ(ηBk − η0),
where BAk is as defined in (105). On using the fact that BAk BB∗k = BA∗k BBk , this can then be written as〈
1
2f
df
dt˜
(−ρ˜ψ + 3p˜ψ)
〉
=
∑
A
4(4π)
(2π)3a˜5(η)
∫
dkδ(η − ηAk )wk(ηAk )k2|BAk |2 (B18)
+
∑
A,B>A
4(4π)
(2π)3a˜5(η)
∫
dkδ(η − ηAk )wk(ηAk )k2BAk BB∗k
× 2 cos (mAψAk,1(ηAk )−mBψBk,1(ηBk ) + (sAk − sBk )π/4)Θ(ηBk − η0).
In the above expression we have arranged that mB > mA for B > A, meaning that Θ(η
A
k − ηBk ) = 1 only for
B > A. Next we re-write the delta function in η as a delta function in k. The relation is as given in (81),
but now with ψA′′k,1(η
A
k ) as given in (B14) and µA to leading order in α
A given as
µA ≃ mA
2
(
1− 4m
2
ψ
m2
Aˆ
)1/2
. (B19)
Assuming that the non-diagonal terms in the second line of (B18) average to zero, the diagonal terms give
rise to (107).
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