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Variable Weak Hardy Spaces and Their Applications
Xianjie Yan, Dachun Yang ∗, Wen Yuan and Ciqiang Zhuo
Abstract Let p(·) : Rn → (0,∞) be a variable exponent function satisfying the
globally log-Ho¨lder continuous condition. In this article, the authors first introduce
the variable weak Hardy space on Rn, WHp(·)(Rn), via the radial grand maximal
function, and then establish its radial or non-tangential maximal function character-
izations. Moreover, the authors also obtain various equivalent characterizations of
WHp(·)(Rn), respectively, by means of atoms, molecules, the Lusin area function, the
Littlewood-Paley g-function or g∗λ-function. As an application, the authors establish
the boundedness of convolutional δ-type and non-convolutional γ-order Caldero´n-
Zygmund operators from Hp(·)(Rn) to WHp(·)(Rn) including the critical case when
p− = n/(n+ δ) or when p− = n/(n+ γ), where p− := ess infx∈Rn p(x).
1 Introduction
The main purpose of this article is to introduce and to investigate the variable weak
Hardy spaces on Rn. It is well known that the classical weak Hardy spaces appear naturally
in critical cases of the study on the boundedness of operators. Indeed, the classical weak
Hardy space WH1(Rn) was originally introduced by Fefferman and Soria [18] when they
tried to find out the biggest space from which the Hilbert transform is bounded to the weak
Lebesgue space WL1(Rn). Via establishing the ∞-atomic characterization of WH1(Rn),
they obtained the boundedness of some Caldero´n-Zygmund operators from WH1(Rn) to
WL1(Rn). Moreover, it is also well known that, when studying the boundedness of some
singular integral operators, Hp(Rn) is a good substitute of the Lebesgue space Lp(Rn)
with p ∈ (0, 1]; while when studying the boundedness of operators in the critical case, the
Hardy spaces Hp(Rn) are usually further replaced by the weak Hardy space WHp(Rn).
For example, if δ ∈ (0, 1] and T is a convolutional δ-type Caldero´n-Zygmund operator with
T ∗(1) = 0, where T ∗ denotes the adjoint operator of T , then T is bounded on Hp(Rn) for
all p ∈ (n/(n + δ), 1] (see [5]), but may not be bounded on Hn/(n+δ)(Rn). For such an
endpoint case, Liu [30] proved that T is bounded from Hn/(n+δ)(Rn) to WHn/(n+δ)(Rn)
via establishing the ∞-atomic characterization of the weak Hardy space WHp(Rn).
Furthermore, when studying the real interpolation between the Hardy space Hp(Rn)
and the space L∞(Rn), Fefferman et al. [17] proved that the weak Hardy spaces WHp(Rn)
also naturally appear as the intermediate spaces, which is another main motivation to
develop a real-variable theory of WHp(Rn). Recently, He [23] and Grafakos and He [22]
further investigated vector-valued weak Hardy spaces Hp,∞(Rn, ℓ2) with p ∈ (0,∞). Very
recently, Liang et al. [29] introduced a kind of generalized weak Hardy spaces of Musielak-
Orlicz type WHϕ(Rn), which covers both weak Hardy spaces WHp(Rn) and weighted
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weak Hardy spacesWHpw(Rn) from [34]. Various equivalent characterizations ofWHϕ(Rn)
by means of maximal functions, atoms, molecules and Littlewood-Paley functions, and
the boundedness of Caldero´n-Zygmund operators in the critical case were obtained in
[29]. For more related history and properties about WHp(Rn), we refer the reader to
[1, 17, 18, 22, 23, 30, 31, 34] and their references.
On the other hand, based on the variable Lebesgue space, several variable function
spaces are developed rapidly in recent years (see, for example, [3, 4, 12, 14, 32, 41, 44, 45]).
Recall that the variable Lebesgue space Lp(·)(Rn), with a variable exponent function p(·) :
Rn → (0,∞), is a generalization of the classical Lebesgue space Lp(Rn), via replacing the
constant exponent p by the exponent function p(·), which consists of all functions f such
that
∫
Rn |f(x)|p(x) dx < ∞. The study of variable Lebesgue spaces can be traced back to
Orlicz [33], however, they have been the subject of more intensive study since the early
1990s because of their intrinsic interest for applications into harmonic analysis, partial
differential equations and variational integrals with nonstandard growth conditions (see
[10, 13, 26] and their references).
Particularly, Nakai and Sawano [32] introduced the variable Hardy spaces Hp(·)(Rn) and
established their atomic characterizations which were further applied to consider their dual
spaces and the boundedness of singular integral operators on Hp(·)(Rn). Later, in [36],
Sawano extended the atomic characterization of Hp(·)(Rn), which also improves the corre-
sponding result in [32], and gave out more applications of Hp(·)(Rn), including the bound-
edness of several operators on Hp(·)(Rn). Moreover, Zhuo et al. [46] established equivalent
characterizations of Hp(·)(Rn) via intrinsic square functions including the intrinsic Lusin-
area function, the intrinsic Littlewood-Paley g-function or g∗λ-function. Independently,
Cruz-Uribe and Wang [12] also investigated the variable Hardy space Hp(·)(Rn) with p(·)
satisfying some conditions slightly weaker than those used in [32]. In [12], equivalent
characterizations of Hp(·)(Rn) by means of radial or non-tangential maximal functions or
atoms were established. Very recently, in [43], Yang et al. characterized Hp(·)(Rn) via
Riesz transforms with p(·) satisfying the same conditions as in [12].
In this article, via combining some ideas from the theories of the aforementioned classical
weak Hardy spaces and the variable Hardy spaces from [32, 12], with the same assump-
tions on p(·) as in Nakai and Sawano [32], we introduce and investigate the variable weak
Hardy spaces WHp(·)(Rn). These spaces are first defined via the radial grand maximal
function and then characterized by means of radial or non-tangential maximal functions.
Various equivalent characterizations of WHp(·)(Rn) by means of atoms, molecules and
square functions, including the Lusin area function, the Littlewood-Paley g-function and
g∗λ-function, are also obtained. As an application, we establish the boundedness of convolu-
tional δ-type and non-convolutional γ-order Caldero´n-Zygmund operators from Hp(·)(Rn)
to WHp(·)(Rn) including the critical case when p− = n/(n + δ) or when p− = n/(n + γ),
with p− as in (2.1) below, which is of special interest. These results further complete
the theory of variable Hardy-type spaces developed by Nakai and Sawano [32] (see also
Cruz-Uribe and Wang [12]).
To be precise, this article is organized as follows.
In Section 2, we first recall some notation and notions, and state some basic properties
about variable Lebesgue spaces. The variable weak Hardy spaceWHp(·)(Rn) is also defined
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in this section via the radial grand maximal function.
Section 3 is devoted to characterizing the spaceWHp(·)(Rn) by means of the radial max-
imal function corresponding to certain Schwartz function or the non-tangential maximal
function corresponding to Poisson kernels (see Theorem 3.7 below). To this end, we first
establish a vector-valued inequality of the Hardy-Littlewood maximal operator M on the
variable weak Lebesgue space WLp(·)(Rn) in Proposition 3.4 below. Then, by borrowing
some ideas from those used in the proofs of [37, p. 91, Theorem 1] and [21, Theorem 2.1.4],
we give out the proof of Theorem 3.7. To prove Proposition 3.4, an interpolation theo-
rem of sublinear operators on the space WLp(·)(Rn) is obtained (see Theorem 3.1 below),
which further induces the boundedness of M on WLp(·)(Rn) and may be of independent
interest. We point out that Proposition 3.4 also plays an important role in Section 6 when
establishing the Littlewood-Paley function characterizations of WHp(·)(Rn).
In Section 4, by borrowing some ideas from [8] and a modified technic based on [29],
we establish the atomic characterization of WHp(·)(Rn). Indeed, we first introduce the
variable weak atomic Hardy space WH
p(·),q,s
atom (R
n) in Definition 4.2 below and then prove
WHp(·)(Rn) = WHp(·),q,satom (R
n) with equivalent quasi-norms (see Theorem 4.4 below). To
prove that WH
p(·),q,s
atom (R
n) is continuous embedded into WHp(·)(Rn), we mainly use a key
lemma obtained by Sawano in [36, Lemma 4.1] (also restated as in Lemma 4.5 below),
which reduces some estimates related to Lp(·)(Rn) norms for some series of functions into
dealing with the Lq(Rn) norms of the corresponding functions, and also the Fefferman-
Stein vector-valued inequality of the Hardy-Littlewood maximal operator M on Lp(·)(Rn)
from [11, Corollary 2.1] (also restated as in Lemma 2.4 below). The proof for the converse
embedding is different from that used in the proof for the corresponding embedding of
variable Hardy spaces Hp(·)(Rn). Recall that L1loc (R
n) ∩Hp(·)(Rn) is dense in Hp(·)(Rn).
Hence, to obtain an atomic decomposition of any distribution f ∈ Hp(·)(Rn), by a dense
argument, it suffices to assume that f is a function in L1loc (R
n), which makes it convenient
to construct the desired atomic decomposition (see [32, Theorem 4.6] and [12, Theorem
7.1]). However, this standard procedure is invalid for the space WHp(·)(Rn) due to its lack
of a dense function subspace. To overcome this difficulty, we adopt a strategy used in [29],
originated from Caldero´n [8], to directly obtain an atomic decomposition of distributions
in WHp(·)(Rn) instead of some dense function subspace.
In Section 5, we characterize the spaceWHp(·)(Rn) via molecules in Theorem 5.3 below.
Since each atom of WHp(·)(Rn) is also a molecule of WHp(·)(Rn), due to Theorem 4.4, to
prove Theorem 5.3, it suffices to show that the variable weak molecular Hardy space
WH
p(·),q,s,ǫ
mol (R
n) is continuously embedded into WHp(·)(Rn). To this end, the main step
is to prove that a (p(·), q, s, ǫ)-molecule can be divided into an infinite linear combination
of (p(·), q, s)-atoms. Here we use some ideas similar to those used in the proof of [24,
Theorem 4.13] (see also [39]).
Section 6 is devoted to establishing some square function characterizations of the space
WHp(·)(Rn), including characterizations via the Lusin area function, the Littlewood-Paley
g-function or g∗λ-function, respectively, in Theorems 6.1, 6.2 and 6.3 below. We first prove
Theorem 6.1, the Lusin area function characterization of WHp(·)(Rn), by borrowing some
ideas from those used in the proof of [29, Theorem 4.5] in which Liang et al. established
the Lusin area function characterization of WHp(Rn) with p ∈ (0, 1] as a special case. To
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obtain the Littlewood-Paley g-function characterization of WHp(·)(Rn), we make full use
of an approach initiated by Ullrich [40] and further developed by Liang et al. [28], which,
via a key and technical lemma (see Lemma 6.8 below) and an auxiliary function ga,∗(f)
(see (6.19) below), gives one way to control the Littlewood-Paley g-function by the Lusin
area function.
As an application of the spaceWHp(·)(Rn), in Section 7, we establish the boundedness of
the convolutional δ-type and the non-convolutional γ-order Caldero´n-Zygmund operators
from Hp(·)(Rn) to WHp(·)(Rn) in the critical case when p− = n/(n+ δ) or when p− =
n/(n + γ) (see Theorems 7.4, respectively, 7.6 below). In this case, any convolutional
δ-type or any non-convolution γ-order Caldero´n-Zygmund operator may not be bounded
on Hp(·)(Rn) even when p(·) ≡ constant ∈ (0, 1]. In this sense, the space WHp(·)(Rn) is a
proper substitution of Hp(·)(Rn) in the critical case for the study on the boundedness of
some operators, which is one of the main motivations to study the variable weak Hardy
space WHp(·)(Rn).
We point out that the approach used in the proofs of Theorems 7.4 and 7.6 is different
from that of [30, Theorem 1] (see also [31, p. 110, Theorem 4.2]) in which the boundedness
of the operator T from the classical Hardy space Hn/(n+δ)(Rn) to the weak Hardy space
WHn/(n+δ)(Rn) was obtained, and that of [29, Theorem 5.2] in which Liang et al. estab-
lished the boundedness of T from the Musielak-Orlicz Hardy space Hϕ(Rn) to the weak
Musielak-Orlicz Hardy spaceWHϕ(Rn) in the critical case, where ϕ : Rn×[0,∞)→ [0,∞)
is a Musielak-Orlicz growth function satisfying that, for any given x ∈ Rn, ϕ(x, ·) is an
Orlicz function and ϕ(·, t) is a Muckenhoupt A1(Rn) weight uniformly in t ∈ (0,∞) (see
[29, Definition 2.2]). Indeed, when ϕ(x, t) := tp with p ≡ constant ∈ (0,∞) for all x ∈ Rn
and t ∈ [0,∞), or ϕ is as in [29, Theorem 5.2], the fact that there exists a positive constant
C such that, for any β ∈ [1,∞), t ∈ (0,∞) and any ball B ⊂ Rn,∫
βB
ϕ(x, t) dx ≤ Cβn
∫
B
ϕ(x, t) dx
plays a crucial role in the proofs of [29, Theorem 5.2] and also [31, p. 110, Theorem 4.2].
However, it may not be true when ϕ(x, t) := tp(x) for all x ∈ Rn and t ∈ (0,∞) with p(·)
being a general variable exponent (see [42, Remark 2.23]), and hence the methods used
in the proofs of [29, Theorem 5.2] or [31, p. 110, Theorem 4.2] are invalid in the present
article. To overcome this difficulty, we establish a weak-type vector-valued inequality of
the Hardy-Littlewood maximal operator M on Lp(·)(Rn) for p− = 1 in Proposition 7.8
below, via an extrapolation theorem obtained in [10, Theorem 5.24].
These variable weak Hardy spaces WHp(·)(Rn) might also be useful in the study on the
real interpolation between the variable Hardy spaces Hp(·)(Rn), which is the main subject
of another forthcoming article, to limit the length of this article. More applications of
these variable weak Hardy spaces WHp(·)(Rn) (for example, in the study on the endpoint
boundedness of operators) are expectable.
Finally, we make some conventions on notation. Let N := {1, 2, . . . } and Z+ := N∪{0}.
We denote by C a positive constant which is independent of the main parameters, but
may vary from line to line. We use C(α,... ) to denote a positive constant depending on the
indicated parameters α, . . . . The symbol A . B means A ≤ CB. If A . B and B . A, we
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then write A ∼ B. If E is a subset of Rn, we denote by χE its characteristic function and
by E∁ the set Rn\E. For all r ∈ (0,∞) and x ∈ Rn, denote by B(x, r) the ball centered
at x with the radius r, namely, B(x, r) := {y ∈ Rn : |x− y| < r}. For any ball B, we use
xB to denote its center and rB its radius, and denote by λB for any λ ∈ (0,∞) the ball
concentric with B having the radius λrB.
2 Preliminaries
In this section, we aim to introduce the variable weak Hardy space via the radial grand
maximal function. To this end, we first recall some notation and notions on variable
Lebesgue spaces and then state some of their basic conclusions to be used in this article.
For an exposition of these concepts, we refer the reader to the monographs [10, 13].
2.1 Variable Lebesgue spaces
A measurable function p(·) : Rn → (0,∞) is called a variable exponent. Denote by
P(Rn) the collection of all variable exponents p(·) satisfying
0 < p− := ess inf
x∈Rn
p(x) ≤ ess sup
x∈Rn
p(x) =: p+ <∞. (2.1)
In what follows, for any p(·) ∈ P(Rn), we use p∗(·) to denote its conjugate variable
exponent, namely, for all x ∈ Rn, 1p(x) + 1p∗(x) = 1.
For a measurable function f on Rn and p(·) ∈ P(Rn), the modular functional (or,
simply, the modular) ̺p(·), associated with p(·), is defined by setting
̺p(·)(f) :=
∫
Rn
|f(x)|p(x) dx
and the Luxemburg (also known as the Luxemburg-Nakano) quasi-norm is given by setting
‖f‖Lp(·)(Rn) := inf
{
λ ∈ (0,∞) : ̺p(·)(f/λ) ≤ 1
}
.
Then the variable Lebesgue space Lp(·)(Rn) is defined to be the set of all measurable
functions f such that ̺p(·)(f) <∞, equipped with the quasi-norm ‖f‖Lp(·)(Rn).
Remark 2.1. Let p(·) ∈ P(Rn).
(i) It is easy to see that, for all s ∈ (0,∞) and f ∈ Lp(·)(Rn),
‖|f |s‖Lp(·)(Rn) = ‖f‖sLsp(·)(Rn).
Moreover, for all λ ∈ C and f, g ∈ Lp(·)(Rn), ‖λf‖Lp(·)(Rn) = |λ|‖f‖Lp(·)(Rn) and
‖f + g‖p
Lp(·)(Rn)
≤ ‖f‖p
Lp(·)(Rn)
+ ‖g‖p
Lp(·)(Rn)
,
here and hereafter,
p := min{p−, 1} (2.2)
with p− as in (2.1). Particularly, when p− ∈ [1,∞), Lp(·)(Rn) is a Banach space (see
[13, Theorem 3.2.7]).
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(ii) For any non-trivial function f ∈ Lp(·)(Rn), by [10, Proposition 2.21], we know that
̺p(·)(f/‖f‖Lp(·)(Rn)) = 1 and, if ‖f‖Lp(·)(Rn) ≤ 1, then ̺p(·)(f) ≤ ‖f‖Lp(·)(Rn) (see [10,
Corollary 2.22]).
(iii) If there exist δ, c ∈ (0,∞) such that ∫Rn [|f(x)|/δ]p(x) dx ≤ c, then it is easy to
see that ‖f‖Lp(·)(Rn) ≤ Cδ, where C is a positive constant independent of δ, but
depending on p− (or p+) and c.
(iv) If p+ ∈ (0, 1), then it is easy to see that, for all non-negative functions f, g ∈
Lp(·)(Rn), the following reverse Minkowski inequality holds true:
‖f‖Lp(·)(Rn) + ‖g‖Lp(·)(Rn) ≤ ‖f + g‖Lp(·)(Rn).
A function p(·) ∈ P(Rn) is said to satisfy the globally log-Ho¨lder continuous condition,
denoted by p(·) ∈ C log(Rn), if there exist positive constants Clog(p) and C∞, and p∞ ∈ R
such that, for all x, y ∈ Rn,
|p(x)− p(y)| ≤ Clog(p)
log(e+ 1/|x − y|) (2.3)
and
|p(x)− p∞| ≤ C∞
log(e+ |x|) . (2.4)
For any measurable set E ⊂ Rn and r ∈ (0,∞), let Lr(E) be the set of all measurable
functions f such that
‖f‖Lr(E) :=
[∫
E
|f(x)|r dx
]1/r
<∞.
For r ∈ (0,∞), denote by Lrloc(Rn) the set of all r-locally integrable functions on Rn. Recall
that the Hardy-Littlewood maximal operator M is defined by setting, for all f ∈ L1loc(Rn)
and x ∈ Rn,
M(f)(x) := sup
B∋x
1
|B|
∫
B
|f(y)| dy, (2.5)
where the supremum is taken over all balls B of Rn containing x.
Remark 2.2. Let p(·) ∈ C log(Rn) and 1 < p− ≤ p+ < ∞. For any r ∈ [1,∞), it is easy
to see that rp(·) ∈ C log(Rn) and hence, for all f ∈ Lrp(·)(Rn),
‖M(f)‖Lrp(·)(Rn) ≤ C‖f‖Lrp(·)(Rn),
where C is a positive constant independent of f (see, for example, [10, Theorem 3.16]).
The following result is just [46, Lemma 2.6] (For the case when p− ∈ (1,∞), see also
[25, Corollary 3.4]).
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Lemma 2.3. Let p(·) ∈ C log(Rn). Then there exists a positive constant C such that, for
all balls B1, B2 of Rn with B1 ⊂ B2,
C−1
( |B1|
|B2|
) 1
p− ≤
‖χB1‖Lp(·)(Rn)
‖χB2‖Lp(·)(Rn)
≤ C
( |B1|
|B2|
) 1
p+
.
The following Fefferman-Stein vector-valued inequality of the maximal operator M on
the variable Lebesgue space Lp(·)(Rn) was obtained in [11, Corollary 2.1].
Lemma 2.4. Let r ∈ (1,∞). Assume that p(·) ∈ C log(Rn) satisfies 1 < p− ≤ p+ < ∞.
Then there exists a positive constant C such that, for all sequences {fj}∞j=1 of measurable
functions, ∥∥∥∥∥∥∥

∞∑
j=1
[M(fj)]r

1/r
∥∥∥∥∥∥∥
Lp(·)(Rn)
≤ C
∥∥∥∥∥∥∥
 ∞∑
j=1
|fj|r
1/r
∥∥∥∥∥∥∥
Lp(·)(Rn)
,
where M denotes the Hardy-Littlewood maximal operator as in (2.5).
Remark 2.5. Let p(·) ∈ C log(Rn) and β ∈ [1,∞). Then, by Lemma 2.4 and the fact that,
for all balls B ⊂ Rn and r ∈ (0, p), χβB ≤ β nr [M(χB)] 1r , we conclude that there exists a
positive constant C such that, for any sequence {Bj}j∈N of balls of Rn,∥∥∥∥∥∥
∑
j∈N
χβBj
∥∥∥∥∥∥
Lp(·)(Rn)
≤ Cβ nr
∥∥∥∥∥∥
∑
j∈N
χBj
∥∥∥∥∥∥
Lp(·)(Rn)
.
2.2 Variable weak Hardy spaces WHp(·)(Rn)
In this subsection, we introduce the variable weak Hardy space via the radial grand
maximal function. To this end, we first recall the definition of the variable weak Lebesgue
spaceWLp(·)(Rn), which is a special case of the variable Lorentz space Lp(·),q(·)(Rn) studied
by Kempka and Vyb´ıral in [27].
Definition 2.6. Let p(·) ∈ P(Rn). The variable weak Lebesgue space WLp(·)(Rn) is defined
to be the set of all measurable functions f such that
‖f‖WLp(·)(Rn) := sup
α∈(0,∞)
α
∥∥χ{x∈Rn: |f(x)|>α}∥∥Lp(·)(Rn) <∞. (2.6)
Remark 2.7. (i) We point out that the variable weak Lebesgue space WLp(·)(Rn) is
a suitable substitute of the variable Lebesgue space Lp(·)(Rn) when studying the
boundedness of the Hardy-Littlewood maximal operatorM on Lp(·)(Rn) when p− =
1. Indeed, if p− = 1, then M is not bounded on Lp(·)(Rn) (see [10, Theorem 3.19]).
However, if p(·) ∈ C log(Rn) with p− = 1, then M is bounded from Lp(·)(Rn) to
WLp(·)(Rn) (see [10, Theorem 3.16]).
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(ii) As a special case of the variable Lorentz space Lp(·),q(·)(Rn) in [27], the space
WLp(·)(Rn) also naturally appears when considering the real interpolation between
Lp(·)(Rn) and L∞(Rn). More precisely, if p(·) ∈ P(Rn) and θ ∈ (0, 1), then it was
proved by Kempka and Vyb´ıral in [27, Theorem 4.1] that
(Lp(·)(Rn), L∞(Rn))θ,∞ =WLp˜(·)(Rn),
where 1p˜(·) :=
1−θ
p(·) and (L
p(·)(Rn), L∞(Rn))θ,∞ denotes the real interpolation between
Lp(·)(Rn) and L∞(Rn).
Remark 2.8. In [29], Liang et al. introduced the weak Musielak-Orlicz space WLϕ(Rn),
with ϕ : Rn× [0,∞)→ [0,∞) being a Musielak-Orlicz growth function (see [29, Definition
2.2]), which is defined as the set of all measurable functions f such that
‖f‖WLϕ(Rn) := inf
{
λ ∈ (0,∞) : sup
α∈(0,∞)
∫
{x∈Rn: |f(x)|>α}
ϕ
(
x,
α
λ
)
dx ≤ 1
}
<∞.
Here we claim that, for any p(·) ∈ P(Rn), when ϕ(x, t) := tp(x) for all x ∈ Rn and
t ∈ (0,∞), WLϕ(Rn) =WLp(·)(Rn).
To see this, it suffices to show that, for any measurable function f ,
‖f‖WLp(·)(Rn) = inf
{
λ ∈ (0,∞) : sup
α∈(0,∞)
∫
{x∈Rn: |f(x)|>α}
(α
λ
)p(x)
dx ≤ 1
}
=: ‖f‖∗
WLp(·)(Rn). (2.7)
Indeed, for any α ∈ (0,∞), let Eα := {x ∈ Rn : |f(x)| > α}. Then, by Remark 2.1(ii),
we know that, for any α ∈ (0,∞),
∫
Eα
[
α
‖f‖WLp(·)(Rn)
]p(x)
dx ≤
∫
Eα
[
α
α ‖χEα‖Lp(·)(Rn)
]p(x)
dx
=
∫
Eα
[
1
‖χEα‖Lp(·)(Rn)
]p(x)
dx = 1,
which shows that ‖f‖∗
WLp(·)(Rn) ≤ ‖f‖WLp(·)(Rn). On the other hand, for any α ∈ (0,∞),
we easily find that
α‖χEα‖Lp(·)(Rn) = inf
{
λ ∈ (0,∞) :
∫
Eα
(α
λ
)p(x)
dx ≤ 1
}
≤ inf
{
λ ∈ (0,∞) : sup
α∈(0,∞)
∫
Eα
(α
λ
)p(x)
dx ≤ 1
}
= ‖f‖∗
WLp(·)(Rn),
which implies that ‖f‖WLp(·)(Rn) ≤ ‖f‖∗WLp(·)(Rn). Therefore, (2.7) holds true. This finishes
the proof of the above claim.
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Next we present some properties of the variable weak Lebesgue space WLp(·)(Rn).
Lemma 2.9. Let p(·) ∈ P(Rn). Then ‖ · ‖WLp(·)(Rn) defines a quasi-norm on WLp(·)(Rn),
namely,
(i) ‖f‖WLp(·)(Rn) = 0 if and only if f = 0 almost everywhere;
(ii) for all λ ∈ C and f ∈WLp(·)(Rn), ‖λf‖WLp(·)(Rn) = |λ|‖f‖WLp(·)(Rn);
(iii) for any f, g ∈WLp(·)(Rn),
‖f + g‖p
WLp(·)(Rn)
≤ 2p
[
‖f‖p
WLp(·)(Rn)
+ ‖g‖p
WLp(·)(Rn)
]
,
where p is as in (2.2).
Proof. We only give the proofs of (ii) and (iii), since (i) is obviously true, the details being
omitted.
To prove (ii), without loss of generality, we may assume that λ 6= 0. By the definition
of ‖ · ‖WLp(·)(Rn) in (2.6), we have
‖λf‖WLp(·)(Rn) = sup
α∈(0,∞)
α
∥∥χ{x∈Rn: |λf(x)|>α}∥∥Lp(·)(Rn)
= |λ| sup
α∈(0,∞)
α
|λ|
∥∥∥χ{x∈Rn: |f(x)|> α
|λ|
}
∥∥∥
Lp(·)(Rn)
= |λ|‖f‖WLp(·)(Rn).
Thus, (ii) holds true.
To show (iii), for any f, g ∈WLp(·)(Rn), by (2.6) and Remark 2.1(i), we find that
‖f + g‖p
WLp(·)(Rn)
= sup
α∈(0,∞)
αp
∥∥χ{x∈Rn: |f(x)+g(x)|>α}∥∥pLp(·)(Rn)
≤ sup
α∈(0,∞)
αp
[∥∥∥χ{x∈Rn: |f(x)|>α
2
}
∥∥∥p
Lp(·)(Rn)
+
∥∥∥χ{x∈Rn: |g(x)|>α
2
}
∥∥∥p
Lp(·)(Rn)
]
≤ sup
α∈(0,∞)
αp
∥∥∥χ{x∈Rn: |f(x)|>α
2
}
∥∥∥p
Lp(·)(Rn)
+ sup
α∈(0,∞)
αp
∥∥∥χ{x∈Rn: |g(x)|>α
2
}
∥∥∥p
Lp(·)(Rn)
≤ 2p
[
‖f‖p
WLp(·)(Rn)
+ ‖g‖p
WLp(·)(Rn)
]
,
namely, (iii) holds true. This finishes the proof of Lemma 2.9.
Remark 2.10. Let p(·) ∈ P(Rn). Then, by the Aoki-Rolewicz theorem (see [7, 35] and
also [20, Exercise 1.4.6]), we find that there exists a positive constant v ∈ (0, 1) such that,
for all R ∈ N and {fj}Rj=1,∥∥∥∥∥∥
R∑
j=1
|fj|
∥∥∥∥∥∥
v
WLp(·)(Rn)
≤ 4
 R∑
j=1
‖fj‖vWLp(·)(Rn)
 .
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Lemma 2.11. Let p(·) ∈ P(Rn). Then, for all f ∈ WLp(·)(Rn) and s ∈ (0,∞), it holds
true that
‖|f |s‖WLp(·)(Rn) = ‖f‖sWLsp(·)(Rn).
Proof. By (2.6) and Remark 2.1(i), we find that
‖|f |s‖WLp(·)(Rn) = sup
α∈(0,∞)
α
∥∥χ{x∈Rn: |f(x)|s>α}∥∥Lp(·)(Rn)
= sup
β∈(0,∞)
βs
∥∥χ{x∈Rn: |f(x)|>β}∥∥Lp(·)(Rn)
= sup
β∈(0,∞)
βs
∥∥χ{x∈Rn: |f(x)|>β}∥∥sLsp(·)(Rn) = ‖f‖sWLsp(·)(Rn).
This finishes the proof of Lemma 2.11.
From the Fatou lemma of Lp(·)(Rn) (see [10, Theorem 2.61]), we easily deduce the
following Fatou lemma of WLp(·)(Rn), the details being omitted.
Lemma 2.12. Let p(·) ∈ P(Rn) and {fk}k∈N ⊂ WLp(·)(Rn). If fk → f as k →∞ point-
wise almost everywhere in Rn and lim infk→∞ ‖fk‖WLp(·)(Rn) is finite, then f ∈WLp(·)(Rn)
and
‖f‖WLp(·)(Rn) ≤ lim inf
k→∞
‖fk‖WLp(·)(Rn).
In what follows, denote by S(Rn) the space of all Schwartz functions and S ′(Rn) its
topological dual space equipped with the weak-∗ topology. For any N ∈ N, let
FN (Rn) :=
ψ ∈ S(Rn) : ∑
β∈Zn+, |β|≤N
sup
x∈Rn
[
(1 + |x|)N |Dβψ(x)|
]
≤ 1
 , (2.8)
where, for any β := (β1, . . . , βn) ∈ Zn+, |β| := β1 + · · ·+ βn and Dβ := ( ∂∂x1 )β1 · · · ( ∂∂xn )βn .
Then, for all f ∈ S ′(Rn), the radial grand maximal function f∗N,+ of f is defined by setting,
for all x ∈ Rn,
f∗N,+(x) := sup {|f ∗ ψt(x)| : t ∈ (0,∞) and ψ ∈ FN (Rn)} , (2.9)
where, for all t ∈ (0,∞) and ξ ∈ Rn, ψt(ξ) := t−nψ(ξ/t).
Now we introduce the variable weak Hardy space.
Definition 2.13. Let p(·) ∈ C log(Rn) and N ∈ (np +n+1,∞) be a positive integer, where
p is as in (2.2). The variable weak Hardy space WHp(·)(Rn) is defined to be the set of all
f ∈ S ′(Rn) such that f∗N,+ ∈WLp(·)(Rn), equipped with the quasi-norm
‖f‖WHp(·)(Rn) := ‖f∗N,+‖WLp(·)(Rn).
Remark 2.14. (i) If p(·) ≡ p ∈ (0,∞), then the space WHp(·)(Rn) is just the classical
weak Hardy space WHp(Rn) studied in [17, 18, 30]. By Theorem 3.7 below, we find
that the space WHp(·)(Rn) is independent of the choice of N ∈ (np + n+ 1,∞).
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(ii) Very recently, Almeida et al. [2] introduced the variable anisotropic Hardy-Lorentz
spaces on Rn associated with an expansive matrix A, Hp(·),q(·)(Rn, A), via the vari-
able Lorentz spaces Lp(·),q(·)(Rn) in [16], where
p(·), q(·) : (0,∞)→ (0,∞)
are bounded measurable functions. As was pointed out in [27, Remark 2.6], the
space Lp(·),q(·)(Rn) in [16] never goes back to the space Lp(·)(Rn), since the variable
exponent p(·) in Lp(·),q(·)(Rn) is only defined on (0,∞) but not on Rn.
On the other hand, the space WHp(·)(Rn) introduced in this article is defined via
the variable Lorentz space Lp(·),q(·)(Rn) from [27] but with q(·) ≡ ∞, which is not
covered by the space Hp(·),q(·)(Rn, A) in [2]. Moreover, as was mentioned in [2, p. 5],
the main procedure of [2] requires the fact that the set L1loc (R
n)∩Hp(·),q(·)(Rn, A) is
dense inHp(·),q(·)(Rn, A). Thus, the method used in [2] does not work forWHp(·)(Rn)
in the present article, due to the lack of a dense function subspace of WHp(·)(Rn)
even when p(·) ≡ constant ∈ (0,∞).
(iii) Recall that Liang et al. [29] introduced the weak Musielak-Orlicz Hardy space
WHϕ(Rn) with a Musielak-Orlicz function ϕ : Rn × [0,∞)→ [0,∞). Observe that,
when
ϕ(x, t) := tp(x) for all x ∈ Rn and t ∈ (0,∞), (2.10)
then WHϕ(Rn) =WHp(·)(Rn) (see also Remark 2.8). However, a general Musielak-
Orlicz function ϕ satisfying all the assumptions in [29] may not have the form as in
(2.10). On the other hand, it was proved in [42] that there exists a variable exponent
function p(·) satisfying (2.3) and (2.4) which were required in this article, but tp(·)
is not a uniformly Muckenhoupt weight which was required in [29]. Thus, the weak
Musielak-Orlicz Hardy space WHϕ(Rn) in [29] and the variable weak Hardy space
WHp(·)(Rn) in this article can not cover each other.
3 Maximal function characterizations of WHp(·)(Rn)
In this section, we aim to characterize WHp(·)(Rn) via radial or non-tangential max-
imal functions. To this end, we first establish an interpolation theorem on WLp(·)(Rn)
in Subsection 3.1. Via applying such an interpolation theorem, the maximal function
characterizations of WHp(·)(Rn) are obtained in Subsection 3.2.
3.1 An interpolation theorem on WLp(·)(Rn)
In what follows, let M0(Rn) be the linear space of all almost everywhere finite mea-
surable functions on Rn. Let T be an operator defined on M0(Rn). Then T is called a
sublinear operator if, for all f, g ∈ M0(Rn) and all λ ∈ C,
|T (f + g)| ≤ |T (f)|+ |T (g)| and |T (λf)| = |λ||T (f)|.
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For q1(·), q2(·) ∈ P(Rn), let
Lq1(·)(Rn) + Lq2(·)(Rn) :=
{
f ∈ M0(Rn) : f = f1 + f2, fk ∈ Lqk(·)(Rn), k ∈ {1, 2}
}
.
The main result of this section is stated as follows.
Theorem 3.1. Let p(·) ∈ P(Rn) with 1 < p− ≤ p+ < ∞, p1 ∈ ( 1p− , 1) and p2 ∈ (1,∞),
where p− and p+ are as in (2.1). Assume that T is a sublinear operator defined on
Lp1p(·)(Rn)+Lp2p(·)(Rn) satisfying that there exist positive constants C1 and C2 such that,
for all i ∈ {1, 2}, f ∈ Lpip(·)(Rn) and β ∈ (0,∞),
β
∥∥χ{x∈Rn: |T (f)(x)|>β}∥∥Lpip(·)(Rn) ≤ Ci‖f‖Lpip(·)(Rn). (3.1)
Then T is bounded on WLp(·)(Rn) and there exists a positive constant C such that, for all
f ∈WLp(·)(Rn),
‖T (f)‖WLp(·)(Rn) ≤ C‖f‖WLp(·)(Rn).
To prove Theorem 3.1, we need the following lemma, whose proof is quite easy, the
details being omitted.
Lemma 3.2. Let p(·) ∈ P(Rn). Then, for any t ∈ (0,∞) and x ∈ Rn, it holds true that
tp(x) ∼
∫ t
0
rp(x)
dr
r
,
where the implicit equivalent positive constants are independent of t and x.
Proof of Theorem 3.1. Let f ∈WLp(·)(Rn) and
λ := ‖f‖WLp(·)(Rn) = sup
β∈(0,∞)
β
∥∥χ{x∈Rn: |f(x)|>β}∥∥Lp(·)(Rn) .
Then, by Remark 2.1(ii), we easily know that, for all β ∈ (0,∞),∫
{x∈Rn: |f(x)|>β}
(
β
λ
)p(x)
dx ≤ 1. (3.2)
Next we show that, for all α ∈ (0,∞),
α
∥∥χ{x∈Rn: |T (f)(x)|>α}∥∥Lp(·)(Rn) . λ
with the implicit positive constant independent of α and f .
To this end, for any α ∈ (0,∞), let
fα,1 := fχ{x∈Rn: |f(x)|>α} and fα,2 := fχ{x∈Rn: |f(x)|≤α}.
We claim that, for i ∈ {1, 2},∫
Rn
[ |fα,i(x)| /α
(λ/α)1/pi
]pip(x)
dx . 1. (3.3)
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Assuming that this claim holds true for the time being, then, by Remark 2.1(iii), we find
that, for i ∈ {1, 2},
‖fα,i/α‖Lpip(·)(Rn) . (λ/α)1/pi ,
which shows that fα,i ∈ Lpip(·)(Rn) and α1−pi ‖fα,i‖piLpip(·)(Rn) . λ < ∞. From this and
the fact that T is sublinear, Remark 2.1(i) and (3.1), we deduce that, for any α ∈ (0,∞),
α
∥∥χ{x∈Rn: |T (f)(x)|>α}∥∥Lp(·)(Rn)
. α
∥∥χ{x∈Rn: |T (fα,1)(x)|>α/2}∥∥Lp(·)(Rn) + α ∥∥χ{x∈Rn: |T (fα,2)(x)|>α/2}∥∥Lp(·)(Rn)
∼
2∑
i=1
α
∥∥∥χ{x∈Rn: |T (fα,i)(x)|>α/2}∥∥∥pi
Lpip(·)(Rn)
.
2∑
i=1
α1−pi ‖fα,i‖piLpip(·)(Rn) . λ.
This further implies that ‖T (f)‖WLp(·)(Rn) . ‖f‖WLp(·)(Rn), which is the desired conclusion.
Therefore, to complete the proof of Theorem 3.1, it remains to prove the above claim.
To this end, when i = 1, by Lemma 3.2 and p(x) ≥ p− > 1 for almost every x ∈ Rn,
we have∫
Rn
[ |fα,1(x)| /α
(λ/α)1/p1
]p1p(x)
dx
=
∫
Rn
1
p(x)
∫ [|fα,1(x)|/α]p1
λ/α
0
tp(x)
dt
t
dx ≤ 1
p−
∫ ∞
0
∫
{x∈Rn: [|fα,1(x)|/α]p1> tλα }
tp(x)
dx dt
t
≤
∫ α/λ
0
∫
{x∈Rn: [|fα,1(x)|/α]p1> tλα }
tp(x)
dx dt
t
+
∫ ∞
α/λ
∫
{x∈Rn: [|fα,1(x)|/α]p1> tλα }
· · ·
=: I1 + I2. (3.4)
By the definition of fα,1 and (3.2), we conclude that
I1 ≤
∫ α/λ
0
∫
{x∈Rn: |f(x)|>α}
(α
λ
)p(x)(tλ
α
)p− dx dt
t
=
∫ α/λ
0
(
tλ
α
)p− dt
t
∫
{x∈Rn: |f(x)|>α}
(α
λ
)p(x)
dx
≤
∫ α/λ
0
(
tλ
α
)p− dt
t
∼ 1. (3.5)
On the other hand, from the fact that p1 ∈ ( 1p− , 1), the definition of fα,1 and (3.2) again,
we deduce that
I2 ≤
∫ ∞
α/λ
∫
{x∈Rn: |fα,1(x)|>α( tλα )
1/p1}
[
α
λ
(
tλ
α
)1/p1]p(x)( tλ
α
)(1−1/p1)p−
dx
dt
t
≤
∫ ∞
α/λ
∫
{x∈Rn: |f(x)|>α( tλα )
1/p1}
[
α
λ
(
tλ
α
)1/p1]p(x)
dx
( tλ
α
)(1−1/p1)p− dt
t
14 Xianjie Yan, Dachun Yang, Wen Yuan and Ciqiang Zhuo
≤
∫ ∞
α/λ
(
tλ
α
)(1−1/p1)p− dt
t
∼ 1. (3.6)
Thus, by (3.4), (3.5) and (3.6), we obtain (3.3) when i = 1.
When i = 2, by Lemma 3.2 and p(x) ≥ p− > 1 for almost every x ∈ Rn, we know that∫
Rn
[ |fα,2(x)|/α
(λ/α)1/p2
]p2p(x)
dx
=
∫
Rn
1
p(x)
∫ [|fα,2(x)|/α]p2
λ/α
0
tp(x)
dt
t
dx ≤
∫ ∞
0
∫
{x∈Rn: [|fα,2(x)|/α]p2> tλα }
tp(x) dx
dt
t
=
∫ α/λ
0
∫
{x∈Rn: [|fα,2(x)|/α]p2> tλα }
tp(x) dx
dt
t
+
∫ ∞
α/λ
∫
{x∈Rn: [|fα,2(x)|/α]p2> tλα }
· · ·
=: II1 + II2. (3.7)
By the definition of fα,2, (3.2) and the fact that p2 ∈ (1,∞), we find that
II1 ≤
∫ α/λ
0
∫
{x∈Rn: |fα,2(x)|>α( tλα )
1/p2}
[
α
λ
(
tλ
α
)1/p2]p(x)( tλ
α
)(1−1/p2)p−
dx
dt
t
≤
∫ α/λ
0
∫
{x∈Rn: |f(x)|>α( tλα )
1/p2}
[
α
λ
(
tλ
α
)1/p2]p(x)
dx
( tλ
α
)(1−1/p2)p− dt
t
.
∫ α/λ
0
(
tλ
α
)(1−1/p2)p− dt
t
∼ 1. (3.8)
Observe that, when t ∈ (αλ ,∞), (|fα,2|/α)p2 < 1 < tλα and hence II2 = 0. From this, (3.7)
and (3.8), we deduce that (3.3) holds true when i = 2, which implies that the above claim
(3.3) holds true. This finishes the proof of Theorem 3.1.
As a simple consequence of Theorem 3.1 and Remark 2.2, we immediately obtain the
following boundedness of M on WLp(·)(Rn), which is of independent interest, the details
being omitted.
Corollary 3.3. Let p(·) ∈ C log(Rn) satisfy 1 < p− ≤ p+ < ∞, where p− and p+ are as
in (2.1). Then the Hardy-Littlewood maximal operator M is bounded on WLp(·)(Rn).
Moreover, using Theorem 3.1 and Lemma 2.4, we now establish the following vector-
valued inequality of the Hardy-Littlewood maximal operatorM on variable weak Lebesgue
spaces.
Proposition 3.4. Let p(·) ∈ C log(Rn) satisfy 1 < p− ≤ p+ < ∞, with p− and p+ as in
(2.1), and r ∈ (1,∞). Then there exists a positive constant C such that, for all sequences
{fj}j∈N of measurable functions,∥∥∥∥∥∥∥
∑
j∈N
[M(fj)]r

1/r
∥∥∥∥∥∥∥
WLp(·)(Rn)
≤ C
∥∥∥∥∥∥∥
∑
j∈N
|fj|r
1/r
∥∥∥∥∥∥∥
WLp(·)(Rn)
,
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where M denotes the Hardy-Littlewood maximal operator as in (2.5).
Proof. To prove this proposition, let {fj}j∈N be a given arbitrary sequence of measurable
functions and, for any measurable function g and x ∈ Rn, define
A(g)(x) :=
∑
j∈N
[M(gηj)(x)]r

1
r
,
where r ∈ (1,∞) and, for any y ∈ Rn,
ηj(y) :=
fj(y)
[
∑
j∈N |fj(y)|r]1/r
if
∑
j∈N
|fj(y)|r
1/r 6= 0,
and ηj(y) := 0 otherwise. Then, by the Minkowski inequality, we find that, for any
measurable functions g1, g2 and x ∈ Rn,
A(g1 + g2)(x)
=
∑
j∈N
[M ([g1 + g2]ηj) (x)]r

1
r
≤
∑
j∈N
[M(g1ηj)(x) +M(g2ηj)(x)]r

1
r
≤
∑
j∈N
[M(g1ηj)(x)]r

1
r
+
∑
j∈N
[M(g2ηj)(x)]r

1
r
= A(g1)(x) +A(g2)(x).
Thus, A is sublinear. Moreover, by Lemma 2.4, we know that, for any p1 ∈ ( 1p− , 1),
p2 ∈ (1,∞) and measurable function h,
‖A(h)‖Lpip(·)(Rn) =
∥∥∥∥∥∥∥
∑
j∈N
[M(hηj)]r

1
r
∥∥∥∥∥∥∥
Lpip(·)(Rn)
.
∥∥∥∥∥∥∥
∑
j∈N
|hηj |r
 1r
∥∥∥∥∥∥∥
Lpip(·)(Rn)
∼ ‖h‖Lpip(·)(Rn),
which implies that the operator A is bounded on Lpip(·)(Rn), where i ∈ {1, 2}. Now,
letting g := (
∑∞
j=1 |fj|r)1/r, then, by Theorem 3.1, we conclude that∥∥∥∥∥∥∥
∑
j∈N
[M(fj)]r

1
r
∥∥∥∥∥∥∥
WLp(·)(Rn)
= ‖A(g)‖WLp(·)(Rn)
. ‖g‖WLp(·)(Rn) ∼
∥∥∥∥∥∥∥
∑
j∈N
|fj|r
1/r
∥∥∥∥∥∥∥
WLp(·)(Rn)
,
which completes the proof of Proposition 3.4.
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3.2 Maximal function characterizations of WHp(·)(Rn)
We begin with the following definitions of the radial maximal function and the non-
tangential maximal function.
Definition 3.5. Let ψ ∈ S(Rn) and ∫Rn ψ(x) dx 6= 0. Let f ∈ S ′(Rn). The radial maximal
function of f associated to ψ is defined by setting, for all x ∈ Rn,
ψ∗+(f)(x) := sup
t∈(0,∞)
|f ∗ ψt(x)| (3.9)
and, for any a ∈ (0,∞), the non-tangential maximal function of f associated to ψ is
defined by setting, for all x ∈ Rn,
ψ∗▽,a(f)(x) := sup
t∈(0,∞), |y−x|<at
|f ∗ ψt(y)| .
When a = 1, we simply use ψ∗▽(f) to denote ψ∗▽,a(f).
In what follows, for any N ∈ N and a ∈ (0,∞), the non-tangential grand maximal
function of f ∈ S ′(Rn) is defined by setting, for all x ∈ Rn,
f∗N,▽,a(x) := sup
ψ∈FN (Rn)
sup
t∈(0,∞), |y−x|<at
|f ∗ ψt(y)| ,
where FN (Rn) is as in (2.8). When a = 1, we simply denote f∗N,▽,a by f∗N,▽.
Remark 3.6. Let f ∈ S ′(Rn).
(i) From the definitions of f∗N,+ and f
∗
N,▽, and [46, Proposition 2.1] (see also [12, Lemma
7.9]), we deduce that there exists a positive constant C such that, for all x ∈ Rn,
C−1f∗N,▽(x) ≤ f∗N,+(x) ≤ Cf∗N,▽(x).
(ii) For any a ∈ (0,∞) and ψ ∈ S(Rn), it is easy to see that ψ∗▽,a(f) ≤ Cf∗N,▽ pointwise,
where C is a positive constant independent of f .
A distribution f ∈ S ′(Rn) is called a bounded distribution if, for all φ ∈ S(Rn), f ∗ φ ∈
L∞(Rn). For a bounded distribution f , its non-tangential maximal function, with respect
to Poisson kernels {Pt}t>0, is defined by setting, for all x ∈ Rn,
N (f)(x) := sup
t∈(0,∞), |y−x|<t
|f ∗ Pt(y)| ,
where, for all x ∈ Rn and t ∈ (0,∞),
Pt(x) :=
Γ([n+ 1]/2)
π(n+1)/2
t
(t2 + |x|2)(n+1)/2 (3.10)
and Γ denotes the Gamma function.
The following conclusion is the main result of this subsection, which gives out the
maximal function characterizations of the space WHp(·)(Rn).
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Theorem 3.7. Let p(·) ∈ C log(Rn). Suppose that N ∈ (np +n+1,∞) is a positive integer,
where p is as in (2.2). Then the following items are equivalent:
(i) f ∈WHp(·)(Rn), namely, f ∈ S ′(Rn) and f∗N,+ ∈WLp(·)(Rn);
(ii) f is a bounded distribution and N (f) ∈WLp(·)(Rn);
(iii) f ∈ S ′(Rn) and there exists a ψ ∈ S(Rn) with ∫Rn ψ(x) dx = 1 such that ψ∗+(f) ∈
WLp(·)(Rn).
Moreover, for any f ∈WHp(·)(Rn), it holds true that∥∥f∗N,+∥∥WLp(·)(Rn) ∼ ‖N (f)‖WLp(·)(Rn) ∼ ∥∥ψ∗+(f)∥∥WLp(·)(Rn) ,
where the implicit equivalent positive constants are independent of f .
Proof. STEP 1: In this step, we show (i)⇒ (ii)⇒ (iii).
Suppose that (i) holds true, namely, f ∈ S ′(Rn) and f∗N,+ ∈ WLp(·)(Rn) with N as in
Theorem 3.7. To prove (ii), we first show that f is a bounded distribution. Indeed, by
Remark 3.6(i), we easily know that there exists a positive constant C(N) such that, for
any φ ∈ S(Rn), x ∈ Rn and y ∈ B(x, 1), |f ∗ φ(x)| ≤ 1C(N) f∗N,+(y), since
|f ∗ φ(x)| . f∗N,▽(y) . f∗N,+(y).
Thus, for any x ∈ Rn, we have
B(x, 1) ⊂ {y ∈ Rn : f∗N,+(y) ≥ C(N)|f ∗ φ(x)|} =: Ωf,x.
By this and Remark 2.1(ii), we conclude that
min{|f ∗ φ(x)|p− , |f ∗ φ(x)|p+}
≤ min{|f ∗ φ(x)|p− , |f ∗ φ(x)|p+} 1|B(x, 1)|
∫
Rn
χΩf,x(y) dy
. min{|f ∗ φ(x)|p− , |f ∗ φ(x)|p+}
∫
Ωf,x
[
1
‖χΩf,x‖Lp(·)(Rn)
]p(y)
‖χΩf,x‖p(y)Lp(·)(Rn) dy
. min{|f ∗ φ(x)|p− , |f ∗ φ(x)|p+}max
{∥∥χΩf,x∥∥p−Lp(·)(Rn) ,∥∥χΩf,x∥∥p+Lp(·)(Rn)}
. max
{
‖f∗N,+‖p−WLp(·)(Rn), ‖f∗N,+‖
p+
WLp(·)(Rn)
}
<∞, (3.11)
which implies that f ∗ φ ∈ L∞(Rn). Therefore, f is a bounded distribution.
Next, we show that N (f) ∈WLp(·)(Rn). By [37, p. 98], we know that, for all x ∈ Rn,
P1(x) =
∞∑
k=0
2−kψ(k)
2k
(x),
18 Xianjie Yan, Dachun Yang, Wen Yuan and Ciqiang Zhuo
where {ψ(k)}k∈N ⊂ S(Rn) have uniformly bounded seminorms in S(Rn) and P1 is the
Poisson kernel as in (3.10) with t = 1. From this decomposition, it follows that, for any
t ∈ (0,∞), x ∈ Rn and y ∈ B(x, t),
|f ∗ Pt(y)| ≤
∞∑
k=0
2−k
∣∣∣f ∗ ψ(k)2kt(y)∣∣∣ ≤ ∞∑
k=0
2−k(ψ(k))∗▽(f)(x),
which implies that, for all x ∈ Rn,
N (f)(x) ≤
∞∑
k=0
2−k(ψ(k))∗▽(f)(x). (3.12)
Since {ψ(k)}k∈N have uniformly bounded seminorms in S(Rn), it follows, from (3.12),
Remarks 2.12, 2.10 and 3.6, that
‖N (f)‖vWLp(·)(Rn) ≤
∥∥∥∥∥
∞∑
k=0
2−k(ψ(k))∗▽(f)
∥∥∥∥∥
v
WLp(·)(Rn)
.
∞∑
k=0
2−kv
∥∥∥(ψ(k))∗▽(f)∥∥∥v
WLp(·)(Rn)
.
∥∥f∗N,+∥∥vWLp(·)(Rn) ,
where v is as in Remark 2.10. This shows that N (f) ∈ WLp(·)(Rn) and hence (ii) holds
true.
Finally, assume that (ii) holds true, namely, f is a bounded distribution and N (f) ∈
WLp(·)(Rn). Then, by [37, p. 99], we know that there exists ψ ∈ S(Rn) with ∫Rn ψ(x) dx =
1 such that, for all x ∈ Rn, ψ∗+(f)(x) . N (f)(x). Therefore, (iii) holds true, which
completes the proof of STEP 1.
STEP 2: In this step, we prove (iii)⇒ (i).
Assume that (iii) holds true, namely, f ∈ S ′(Rn) and there exists ψ ∈ S(Rn) with∫
Rn ψ(x) dx = 1 such that ψ
∗
+(f) ∈WLp(·)(Rn). Since N ∈ (np + n+ 1,∞), it follows that
there exists a positive constant T > np such that N > T +n+1. From this and [12, (3.1)],
it follows that, for all x ∈ Rn,
f∗N,+(x) .Mψ,T (f)(x), (3.13)
where
Mψ,T (f)(x) := sup
t∈(0,∞), y∈Rn
|f ∗ ψt(x− y)|
(
1 +
|y|
t
)−T
, ∀x ∈ Rn.
On the other hand, by the proof of [21, Theorem 2.1.4(c)], we find that, for q := nT and
all x ∈ Rn, [Mψ,T (f)(x)]q ≤ M([ψ∗▽(f)]q)(x). Thus, by the fact that T > np , Lemma 2.11
and Corollary 3.3, we conclude that
‖Mψ,T (f)‖WLp(·)(Rn) = ‖[Mψ,T (f)]q‖
1/q
WLp(·)/q(Rn)
≤ ‖M ([ψ∗▽(f)]q)‖1/qWLp(·)/q(Rn)
. ‖[ψ∗▽(f)]q‖1/qWLp(·)/q(Rn) ∼ ‖ψ∗▽(f)‖WLp(·)(Rn) . (3.14)
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Now we claim that
‖ψ∗▽(f)‖WLp(·)(Rn) .
∥∥ψ∗+(f)∥∥WLp(·)(Rn) . (3.15)
Assuming that this claim holds true for the time being, then, due to (3.13) and (3.14), we
have ∥∥f∗N,+∥∥WLp(·)(Rn) . ∥∥ψ∗+(f)∥∥WLp(·)(Rn) <∞,
which implies that (i) holds true.
To show the claim (3.15), we first assume that ψ∗▽(f) ∈ WLp(·)(Rn), which will be
proved later. For any η ∈ (0,∞), let E := {x ∈ Rn : f∗N,+(x) < ηψ∗▽(f)(x)}. Then, by
(3.13) and (3.14), we know that there exists a positive constant C0 such that∥∥ψ∗▽(f)χE∁∥∥WLp(·)(Rn) ≤ 1η ∥∥f∗N,+χE∁∥∥WLp(·)(Rn)
≤ 1
η
∥∥f∗N,+∥∥WLp(·)(Rn) ≤ C0η ‖ψ∗▽(f)‖WLp(·)(Rn) .
Thus, by Lemma 2.9(iii), we find that
‖ψ∗▽(f)‖WLp(·)(Rn) ≤ C˜
[
‖ψ∗▽(f)χE‖WLp(·)(Rn) +
∥∥ψ∗▽(f)χE∁∥∥WLp(·)(Rn)]
≤ C˜ ‖ψ∗▽(f)χE‖WLp(·)(Rn) +
C˜C0
η
‖ψ∗▽(f)‖WLp(·)(Rn) ,
where C˜ is a positive constant independent of f and η. By this and via choosing η := 2C˜C0,
we conclude that
‖ψ∗▽(f)‖WLp(·)(Rn) ≤ 2C˜ ‖ψ∗▽(f)χE‖WLp(·)(Rn) . (3.16)
On the other hand, by [37, p. 96], we know that, for any q ∈ (0, p) and all x ∈ E,
ψ∗▽(f)(x) .
[M ([ψ∗+(f)]q) (x)]1/q ,
which, combined with Lemma 2.11 and Corollary 3.3, implies that
‖ψ∗▽(f)χE‖WLp(·)(Rn) .
∥∥∥[M ([ψ∗+(f)]q)]1/q∥∥∥
WLp(·)(Rn)
∼ ∥∥M ([ψ∗+(f)]q)∥∥1/qWLp(·)/q(Rn)
.
∥∥[ψ∗+(f)]q∥∥1/qWLp(·)/q(Rn) ∼ ∥∥ψ∗+(f)∥∥WLp(·)(Rn) .
From this and (3.16), we deduce that (3.15) holds true.
Next we show that ψ∗▽(f) ∈ WLp(·)(Rn). To this end, for any ǫ ∈ (0, 13), L ∈ (0,∞),
T ∈ (np ,∞), N˜ ∈ N and x ∈ Rn, let
M ǫ,Lψ (f)(x) := sup
t∈(0,1/ǫ)
|f ∗ ψt(x)| t
L
(t+ ǫ+ ǫ|x|)L ,
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M ǫ,L
N˜
(f)(x) := sup
ψ∈F
N˜
(Rn)
M ǫ,Lψ (f)(x),
M ǫ,Lψ,1(f)(x) := sup
t∈(0,1/ǫ), |y−x|<t
|f ∗ ψt(y)| t
L
(t+ ǫ+ ǫ|y|)L
and
M¯ ǫ,Lψ,T (f)(x) := sup
t∈(0,1/ǫ), y∈Rn
|f ∗ ψt(x− y)|
(
1 +
|y|
t
)−T tL
(t+ ǫ+ ǫ|x− y|)L .
By [21, p. 45], we know that there exist positive constants m and l such that, for all
ǫ ∈ (0, 13) and x ∈ Rn,
M ǫ,Lψ,1(f)(x) ∼ sup
t∈(0,1/ǫ), |y−x|<t
|f ∗ ψt(y)|
(
t
t+ ǫ
)L 1
(1 + ǫ|y|)L .
C(f,ψ,ǫ,n,l,m,L)
(1 + ǫ|x|)L−m .
Observe that, for all x ∈ Rn,
(1 + ǫ|x|)m−L ≤ ǫm−L(1 + |x|)m−L . ǫm−L[M(χB(0,1))(x)]
L−m
n .
By this via taking L ∈ (m+ np− ,∞), Lemma 2.11 and Corollary 3.3, we conclude that, for
all ǫ ∈ (0, 13),∥∥∥M ǫ,Lψ,1(f)∥∥∥
WLp(·)(Rn)
.
∥∥M(χB(0,1))∥∥L−mn
WL
(L−m)p(·)
n (Rn)
. ‖χB(0,1)‖WLp(·)(Rn) <∞,
which implies that, for all ǫ ∈ (0, 13 ), M ǫ,Lψ,1(f) ∈WLp(·)(Rn). Moreover, by [12, p. 460], we
know that there exists N˜ ∈ [T + L+ n+ 1,∞) such that, for all ǫ ∈ (0, 13) and x ∈ Rn,
M ǫ,L
N˜
(f)(x) . M¯ ǫ,Lψ,T (f)(x). (3.17)
For any λ ∈ (0,∞), let F := {x ∈ Rn : M ǫ,L
N˜
(f)(x) < λM ǫ,Lψ,1(f)(x)}. Then, by an
argument similar to that used in the proof of [12, (3.7)], we know that, for all x ∈ F ,
M ǫ,Lψ,1(f)(x) .
{M ([ψ∗+(f)]p) (x)}1/p . (3.18)
On the other hand, observe that, for all ǫ ∈ (0, 1/3), t ∈ (0, 1/ǫ) and x, y ∈ Rn, it holds
true that, for all z ∈ B(x− y, t),
|ψt ∗ f(x− y)| t
L
(t+ ǫ+ ǫ|x− y|)L ≤M
ǫ,L
ψ,1(f)(z).
By this and the fact that B(x−y, t) ⊂ B(x, |y|+ t), we find that, for q = n/T , ǫ ∈ (0, 1/3),
t ∈ (0, 1/ǫ) and x, y ∈ Rn,[
|ψt ∗ f(x− y)| t
L
(t+ ǫ+ ǫ|x− y|)L
]q
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≤ |B(x, |y|+ t)||B(x− y, t)|
1
|B(x, |y|+ t)|
∫
B(x,|y|+t)
[
M ǫ,Lψ,1(f)
]q
(z) dz
≤
(
1 +
|y|
t
)n
M
([
M ǫ,Lψ,1(f)
]q)
(x),
namely,[
|ψt ∗ f(x− y)| t
L
(t+ ǫ+ ǫ|x− y|)L
(
1 +
|y|
t
)−T]q
≤M
([
M ǫ,Lψ,1(f)
]q)
(x),
which further implies that[
M¯ ǫ,Lψ,T (f)(x)
]q ≤M([M ǫ,Lψ,1(f)]q) (x).
From this, Lemma 2.11, the fact that q < p and Corollary 3.3, we deduce that∥∥∥M¯ ǫ,Lψ,T (f)∥∥∥
WLp(·)(Rn)
=
∥∥∥[M¯ ǫ,Lψ,T (f)]q∥∥∥1/q
WLp(·)/q(Rn)
≤
∥∥∥M([M ǫ,Lψ,1(f)]q)∥∥∥1/q
WLp(·)/q(Rn)
.
∥∥∥[M ǫ,Lψ,1(f)]q∥∥∥1/q
WLp(·)/q(Rn)
∼
∥∥∥M ǫ,Lψ,1(f)∥∥∥
WLp(·)(Rn)
,
which, combined with (3.17), implies that∥∥∥M ǫ,L
N˜
(f)
∥∥∥
WLp(·)(Rn)
.
∥∥∥M ǫ,Lψ,1(f)∥∥∥
WLp(·)(Rn)
. (3.19)
By (3.18), (3.19), the fact that M ǫ,Lψ,1(f) ∈WLp(·)(Rn) and an argument similar to that
used in the proof of (3.15), we conclude that, for all ǫ ∈ (0, 1/3),∥∥∥M ǫ,Lψ,1(f)∥∥∥
WLp(·)(Rn)
.
∥∥ψ∗+(f)∥∥WLp(·)(Rn) <∞
with the implicit positive constant independent of ǫ. By this, the fact that M ǫ,Lψ,1(f)
increases pointwise to ψ∗▽(f) as ǫ→ 0 for any L ∈ (0,∞) and Remark 2.12, we find that
‖ψ∗▽(f)‖WLp(·)(Rn) ≤ lim infǫ→0
∥∥∥M ǫ,Lψ,1(f)∥∥∥
WLp(·)(Rn)
.
∥∥ψ∗+(f)∥∥WLp(·)(Rn) <∞,
which implies that ψ∗▽(f) ∈WLp(·)(Rn). This finishes the proof of (3.15) and hence STEP
2. Thus, we complete the proof of Theorem 3.7.
By Remark 3.6 and Theorem 3.7, we obtain the following conclusion.
Corollary 3.8. Let p(·) and N be as in Theorem 3.7 and a ∈ (0,∞). Then f ∈
WHp(·)(Rn) if and only if one of the following items holds true:
(i) f ∈ S ′(Rn) and there exists a ψ ∈ S(Rn) with ∫Rn ψ(x) dx = 1 such that ψ∗▽,a(f) ∈
WLp(·)(Rn);
(ii) f ∈ S ′(Rn) and f∗N,▽ ∈WLp(·)(Rn).
Moreover, for any f ∈WHp(·)(Rn), it holds true that
‖f‖WHp(·)(Rn) ∼ ‖f∗N,▽‖WLp(·)(Rn) ∼ ‖ψ∗▽,a(f)‖WLp(·)(Rn)
with the implicit equivalent positive constants independent of f .
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4 Atomic characterizations of WHp(·)(Rn)
In this section, we establish the atomic characterization of WHp(·)(Rn). We begin with
recalling the notion of (p(·), q, s)-atoms introduced by Nakai and Sawano in [32, Definition
1.4].
Definition 4.1. Let p(·) ∈ P(Rn), q ∈ (1,∞] and
s ∈
(
n
p−
− n− 1,∞
)
∩ Z+. (4.1)
A measurable function a on Rn is called a (p(·), q, s)-atom if there exists a ball B such
that
(i) supp a ⊂ B;
(ii) ‖a‖Lq(Rn) ≤ |B|
1/q
‖χB‖Lp(·)(Rn)
;
(iii)
∫
Rn a(x)x
α dx = 0 for all α ∈ Zn+ with |α| ≤ s.
We now introduce the notion of the variable weak atomic Hardy space.
Definition 4.2. Let p(·) ∈ C log(Rn), q ∈ (1,∞] and s be as in (4.1). The variable weak
atomic Hardy space WH
p(·),q,s
atom (R
n) is defined as the space of all f ∈ S ′(Rn) which can be
decomposed as
f =
∑
i∈Z
∑
j∈N
λi,jai,j in S ′(Rn), (4.2)
where {ai,j}i∈Z,j∈N is a sequence of (p(·), q, s)-atoms, associated with balls {Bi,j}i∈Z, j∈N,
satisfying that there exists a positive constant c ∈ (0, 1] such that, for all x ∈ Rn and i ∈ Z,∑
j∈N χcBi,j (x) ≤ A with A being a positive constant independent of x and i and, for all
i ∈ Z and j ∈ N, λi,j := A˜2i‖χBi,j‖Lp(·)(Rn) with A˜ being a positive constant independent
of i and j.
Moreover, for any f ∈WHp(·),q,satom (Rn), define
‖f‖
WH
p(·),q,s
atom (R
n)
:= inf
sup
i∈Z
∥∥∥∥∥∥∥
∑
j∈N
[
λi,jχBi,j
‖χBi,j‖Lp(·)(Rn)
]p
1/p
∥∥∥∥∥∥∥
Lp(·)(Rn)
 ,
where the infimum is taken over all decompositions of f as above.
From the definition of WH
p(·),q,s
atom (R
n) and Remark 2.5, we easily deduce the following
conclusion, the details being omitted.
Remark 4.3. Let f ∈ WHp(·),q,satom (Rn). Then there exists a sequence {ai,j}i∈Z,j∈N of
(p(·), q, s)-atoms, associated with balls {Bi,j}i∈Z,j∈N, satisfying that, for all i ∈ Z and
x ∈ Rn, ∑j∈N χcBi,j (x) ≤ A with c ∈ (0, 1] and A being positive constants independent of
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i and x such that f admits a decomposition as in (4.2) with λi,j := A˜2
i‖χBi,j‖Lp(·)(Rn) for
all i ∈ Z and j ∈ N, where A˜ is a positive constant independent of i and j, and
‖f‖
WH
p(·),q,s
atom (R
n)
∼ sup
i∈Z
∥∥∥∥∥∥∥
∑
j∈N
[
λi,jχBi,j
‖χBi,j‖Lp(·)(Rn)
]p
1/p
∥∥∥∥∥∥∥
Lp(·)(Rn)
(4.3)
with the implicit equivalent positive constants independent of f . Moreover, by the fact
that
∑
j∈N χcBi,j ≤ A for all i ∈ Z, the definition of {λi,j}i∈Z,j∈N and Remark 2.5, we
further conclude that
‖f‖
WH
p(·),q,s
atom (R
n)
∼ sup
i∈Z
2i
∥∥∥∥∥∥∥
∑
j∈N
χBi,j
1/p
∥∥∥∥∥∥∥
Lp(·)(Rn)
∼ sup
i∈Z
2i
∥∥∥∥∥∥∥
∑
j∈N
χcBi,j
1/p
∥∥∥∥∥∥∥
Lp(·)(Rn)
∼ sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χcBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
∼ sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
,
where the implicit equivalent positive constants are independent of f .
The main result of this section is stated as follows.
Theorem 4.4. Let p(·) ∈ C log(Rn), q ∈ (max{p+, 1},∞] with p+ as in (2.1) and s be as
in (4.1). Then WHp(·)(Rn) =WHp(·),q,satom (R
n) with equivalent quasi-norms.
To prove Theorem 4.4, we need the following useful technical lemma, which is a variant
of [36, Lemma 4.1] and can be proved via combining [36, Lemma 4.1] and Lemma 2.4, the
details being omitted.
Lemma 4.5. Let p(·) ∈ C log(Rn), r ∈ (0, p] and q ∈ [1,∞] ∩ (p+,∞]. Then there exists
a positive constant C such that, for all sequences {Bj}j∈N of balls, numbers {λj}j∈N ⊂ C
and measurable functions {aj}j∈N satisfying that, for each j ∈ N, supp aj ⊂ Bj and
‖aj‖Lq(Rn) ≤ |Bj |1/q, it holds true that∥∥∥∥∥∥∥
∑
j∈N
|λjaj |r
 1r
∥∥∥∥∥∥∥
Lp(·)(Rn)
≤ C
∥∥∥∥∥∥∥
∑
j∈N
|λjχBj |r
 1r
∥∥∥∥∥∥∥
Lp(·)(Rn)
.
In what follows, we use ~0n to denote the origin of Rn and, for any ϕ ∈ S(Rn), we use
ϕ̂ to denote its Fourier transform, which is defined by setting, for all ξ ∈ Rn,
ϕ̂(ξ) :=
∫
Rn
e−2πixξϕ(x) dx.
We also need the following Caldero´n reproducing formula, which was obtained by
Caldero´n [8, p. 219] (see also [9, Lemma 4.1]).
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Lemma 4.6. Let ψ ∈ S(Rn) be such that suppψ ⊂ B(~0n, 1) and
∫
Rn ψ(x) dx = 0. Then
there exists a function φ ∈ S(Rn) such that φ̂ has compact support away from the origin
and, for all x ∈ Rn \ {~0n}, ∫ ∞
0
ψ̂(tx)φ̂(tx)
dt
t
= 1.
Recall that, for any d ∈ Z+, p(·) ∈ P(Rn), a locally integrable function f on Rn is said
to belong to the Campanato space L1,p(·),d(Rn) if
‖f‖L1,p(·),d(Rn) := sup
Q⊂Rn
1
‖χQ‖Lp(·)(Rn)
∫
Q
|f(x)− P dQf(x)| dx <∞,
where the supremum is taken over all cubes Q of Rn and P dQ denotes the unique polynomial
P having degree at most d and satisfies that, for any polynomial R on Rn with order at
most d,
∫
Q[f(x)− P (x)]R(x) dx = 0 (see [32, Definition 6.1]).
Now we turn to the proof of Theorem 4.4. For N ∈ (np + n+1,∞) and h ∈ S ′(Rn), we
denote h∗N,+ simply by h
∗.
Proof of Theorem 4.4. STEP 1: In this step, we show thatWH
p(·),q,s
atom (R
n) ⊂WHp(·)(Rn).
Let f ∈ WHp(·),q,satom (Rn). Then, by Remark 4.3, we know that there exist a sequence
{ai,j}i∈Z,j∈N of (p(·), q, s)-atoms, associated with balls {Bi,j}i∈Z,j∈N, and {λi,j}i∈Z,j∈N ⊂ C
such that (4.2) holds true in S ′(Rn) and
‖f‖
WH
p(·),q,s
atom (R
n)
∼ sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
. (4.4)
To prove f ∈WHp(·)(Rn), by the definition of WHp(·)(Rn), it suffices to show that
sup
α∈(0,∞)
α
∥∥χ{x∈Rn: |f∗(x)|>α}∥∥Lp(·)(Rn) . ‖f‖WHp(·),q,satom (Rn).
For any given α ∈ (0,∞), we choose i0 ∈ Z such that 2i0 ≤ α < 2i0+1 and write
f =
i0−1∑
i=−∞
∑
j∈N
λi,jai,j +
∞∑
i=i0
∑
j∈N
λi,jai,j =: f1 + f2.
Thus, by Remark 2.1(i), we find that∥∥χ{x∈Rn: f∗(x)>α}∥∥Lp(·)(Rn)
.
∥∥∥χ{x∈Rn: f∗1 (x)>α2 }∥∥∥Lp(·)(Rn) + ∥∥∥χ{x∈Ai0 : f∗2 (x)>α2 }∥∥∥Lp(·)(Rn)
+
∥∥∥χ{x∈(Ai0 )∁: f∗2 (x)>α2 }∥∥∥Lp(·)(Rn)
=: I1 + I2 + I3, (4.5)
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where Ai0 :=
⋃∞
i=i0
⋃
j∈N(2Bi,j).
For I1, it is easy to see that
I1 .
∥∥∥∥χ{x∈Rn: ∑i0−1i=−∞∑j∈N λi,j(ai,j )∗(x)χ2Bi,j (x)>α4 }
∥∥∥∥
Lp(·)(Rn)
+
∥∥∥∥χ{x∈Rn: ∑i0−1i=−∞∑j∈N λi,j(ai,j)∗(x)χ(2Bi,j )∁ (x)>α4 }
∥∥∥∥
Lp(·)(Rn)
=: I1,1 + I1,2. (4.6)
To estimate I1,1, for any b ∈ (0, p), let q˜ ∈ (1,min{ qmax{p+,1} , 1b}) and a ∈ (0, 1 − 1q˜ ).
Then, by the Ho¨lder inequality, we find that, for all x ∈ Rn,
i0−1∑
i=−∞
∑
j∈N
λi,j(ai,j)
∗(x)χ2Bi,j (x)
≤
(
i0−1∑
i=−∞
2iaq˜
′
)1/q˜′
i0−1∑
i=−∞
2−iaq˜
∑
j∈N
λi,j(ai,j)
∗(x)χ2Bi,j (x)
q˜

1/q˜
=
2i0a
(2aq˜
′ − 1)1/q˜′

i0−1∑
i=−∞
2−iaq˜
∑
j∈N
λi,j(ai,j)
∗(x)χ2Bi,j (x)
q˜

1/q˜
,
where q˜′ denotes the conjugate exponent of q˜, namely, 1q˜ +
1
q˜′ = 1. From this, the facts
that q˜b < 1 and f∗(x) .Mf(x) for all x ∈ Rn, Remark 2.1(i) and [10, Theorem 2.61], we
deduce that
I1,1 ≤
∥∥∥∥∥χ{x∈Rn: 2i0a
(2aq˜
′
−1)1/q˜
′ [
∑i0−1
i=−∞ 2
−iaq˜{∑j∈N λi,j(ai,j)∗(x)χ2Bi,j (x)}q˜ ]1/q˜>2i0−2}
∥∥∥∥∥
Lp(·)(Rn)
. 2−i0q˜(1−a)
∥∥∥∥∥∥∥
i0−1∑
i=−∞
2−iaq˜
∑
j∈N
λi,j(ai,j)
∗χ2Bi,j
q˜
∥∥∥∥∥∥∥
Lp(·)(Rn)
. 2−i0q˜(1−a)
∥∥∥∥∥∥
i0−1∑
i=−∞
2(1−a)iq˜b
∑
j∈N
[
‖χBi,j‖Lp(·)(Rn)M(ai,j)χ2Bi,j
]q˜b∥∥∥∥∥∥
1
b
L
p(·)
b (Rn)
. 2−i0q˜(1−a)
[
i0−1∑
i=−∞
2(1−a)iq˜b
×
∥∥∥∥∥∥∥
∑
j∈N
[
‖χBi,j‖Lp(·)(Rn)M(ai,j)χ2Bi,j
]q˜b
1
b
∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
.
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Now let r := qq˜ . Then r ∈ (1,∞) and, by the boundedness of M on Lr(Rn), we find that,
for all i ∈ Z and j ∈ N,∥∥∥∥[‖χBi,j‖Lp(·)(Rn)M(ai,j)χ2Bi,j]q˜∥∥∥∥
Lr(Rn)
. ‖χBi,j‖q˜Lp(·)(Rn)
∥∥M(ai,j)χ2Bi,j∥∥q˜Lq(Rn)
. |Bi,j |
1
r .
Therefore, by Lemma 4.5, Remark 2.5 and (4.4), we conclude that
I1,1 . 2
−i0q˜(1−a)
 i0−1∑
i=−∞
2(1−a)iq˜b
∥∥∥∥∥∥∥
∑
j∈N
χ2Bi,j
 1b
∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
. 2−i0q˜(1−a)
 i0−1∑
i=−∞
2(1−a)iq˜b
∥∥∥∥∥∥∥
∑
j∈N
χcBi,j
 1b
∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
. 2−i0q˜(1−a)
{
i0−1∑
i=−∞
2[(1−a)q˜−1]ib
} 1
b
sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
. α−1‖f‖
WH
p(·),q,s
atom (R
n)
,
which implies that
αI1,1 . ‖f‖WHp(·),q,satom (Rn). (4.7)
To deal with I1,2, we need some estimates on (ai,j)
∗. Let φ ∈ FN (Rn) and, for any
i ∈ Z and j ∈ N, Bi,j := B(xi,j, ri,j) with some xi,j ∈ Rn and ri,j ∈ (0,∞). Then, from
the vanishing moment condition of ai,j, the Taylor remainder theorem and the Ho¨lder
inequality, we deduce that, for any i ∈ Z ∩ [i0,∞), j ∈ N, t ∈ (0,∞) and x ∈ (2Bi,j)∁,
|ai,j ∗ φt(x)| =
∣∣∣∣∣∣
∫
Bi,j
ai,j(y)
φ(x− y
t
)
−
∑
|β|≤s
Dβφ(
x−xi,j
t )
β!
(
xi,j − y
t
)β dy
tn
∣∣∣∣∣∣
.
∫
Bi,j
|ai,j(y)| |y − xi,j|
s+1
|x− xi,j|n+s+1 dy
.
(ri,j)
s+1
|x− xi,j|n+s+1
[∫
Bi,j
|ai,j(y)|q dy
]1/q (∫
Bi,j
1 dy
)1/q′
. ‖χBi,j‖−1Lp(·)(Rn)
(
ri,j
|x− xi,j|
)n+s+1
, (4.8)
which implies that, for any x ∈ (2Bi,j)∁,
(ai,j)
∗(x) . ‖χBi,j‖−1Lp(·)(Rn)
(
ri,j
|x− xi,j|
)n+s+1
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. ‖χBi,j‖−1Lp(·)(Rn)
[M (χBi,j) (x)]n+s+1n . (4.9)
By this, the Ho¨lder inequality, Remark 2.1(i), Lemma 2.4 and (4.4), we find that, for any
b ∈ (0, nn+s+1), q1 ∈ ( n[n+s+1]b , 1b ) and a ∈ (0, 1 − 1q1 ),
I1,2 ≤
∥∥∥∥∥χ{x∈Rn: 2i0a
(2aq1
′
−1)1/q1
′ {
∑i0−1
i=−∞ 2
−iaq1 [
∑
j∈N λi,j(ai,j )
∗(x)χ
(2Bi,j )
∁(x)]
q1}1/q1>2i0−2}
∥∥∥∥∥
Lp(·)(Rn)
. 2−i0q1(1−a)
∥∥∥∥∥∥
i0−1∑
i=−∞
2−iaq1
∑
j∈N
λi,j(ai,j)
∗χ(2Bi,j )∁
q1∥∥∥∥∥∥
Lp(·)(Rn)
. 2−i0q1(1−a)

i0−1∑
i=−∞
2(1−a)iq1b
∥∥∥∥∥∥
∑
j∈N
[M (χBi,j)] (n+s+1)q1bn
∥∥∥∥∥∥
L
p(·)
b (Rn)

1
b
. 2−i0q1(1−a)
 i0−1∑
i=−∞
2(1−a)iq1b
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
L
p(·)
b (Rn)

1
b
. 2−i0q1(1−a)

i0−1∑
i=−∞
2[(1−a)q1−1]ib2ib
∥∥∥∥∥∥∥
∑
j∈N
χcBi,j
 1b
∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
. α−1 sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
∼ α−1‖f‖
WH
p(·),q,s
atom (R
n)
,
that is,
αI1,2 . ‖f‖WHp(·),q,satom (Rn). (4.10)
By this, combined with (4.6) and (4.7), we conclude that
αI1 . ‖f‖WHp(·),q,satom (Rn). (4.11)
For I2, we choose r1 ∈ [1p ,∞). Then, by Remark 2.5 and (4.4), we conclude that
I2 ≤ ‖χAi0‖Lp(·)(Rn) ≤
∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
χ2Bi,j
∥∥∥∥∥∥
Lp(·)(Rn)
.
∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
.
 ∞∑
i=i0
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
1
r1
Lp(·)(Rn)

r1
∼

∞∑
i=i0
2
− i
r1
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)

1
r1

r1
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. sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
( ∞∑
i=i0
2
− i
r1
)r1
. α−1‖f‖
WH
p(·),q,s
atom (R
n)
,
which implies that
αI2 . ‖f‖WHp(·),q,satom (Rn). (4.12)
For I3, since p ∈ ( nn+s+1 , 1], it follows that there exists r2 ∈ (0,∞) such that r2 ∈
( np(n+s+1) , 1). By this, the value of λi,j, Lemma 2.4, (4.9) and (4.4), we find that
I3 ≤
∥∥∥χ{x∈(Ai0 )∁: ∑∞i=i0 ∑j∈N λi,j(ai,j )∗(x)>α/2}
∥∥∥
Lp(·)(Rn)
. α−r2
∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
[λi,j(ai,j)
∗]r2χ(Ai0 )∁
∥∥∥∥∥∥
Lp(·)(Rn)
. α−r2
 ∞∑
i=i0
∥∥∥∥∥∥∥
∑
j∈N
[λi,j(ai,j)
∗]r2χ(Ai0 )∁

n
r2(n+s+1)
∥∥∥∥∥∥∥
L
r2(n+s+1)
n p(·)(Rn)

r2(n+s+1)
n
. α−r2

∞∑
i=i0
2
in
n+s+1
∥∥∥∥∥∥
∑
j∈N
[M (χBi,j)] r2(n+s+1)n
∥∥∥∥∥∥
n
r2(n+s+1)
Lp(·)(Rn)

r2(n+s+1)
n
. α−r2
 ∞∑
i=i0
2
in
n+s+1
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
n
r2(n+s+1)
Lp(·)(Rn)

r2(n+s+1)
n
. sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
α−r2
[ ∞∑
i=i0
2
in
n+s+12
− in
(n+s+1)r2
] r2(n+s+1)
n
. α−1‖f‖
WH
p(·),q,s
atom (Rn)
,
namely,
αI3 . ‖f‖WHp(·),q,satom (Rn). (4.13)
Combining with (4.5), (4.11), (4.12) and (4.13), we obtain
‖f‖WHp(·)(Rn) = sup
α∈(0,∞)
α
∥∥χ{x∈Rn: f∗(x)>α}∥∥Lp(·)(Rn)
. sup
α∈(0,∞)
α(I1 + I2 + I3) . ‖f‖WHp(·),q,satom (Rn),
which implies that f ∈WHp(·)(Rn). This finishes the proof of STEP 1.
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STEP 2: In this step, we prove that WHp(·)(Rn) ⊂WHp(·),q,satom (Rn).
To complete the proof of STEP 2, it suffices to show WHp(·)(Rn) ⊂ WHp(·),∞,satom (Rn),
since, due to the obvious fact that each (p(·),∞, s)-atom is also a (p(·), q, s)-atom for any
q ∈ (1,∞), WHp(·),∞,satom (Rn) ⊂WHp(·),q,satom (Rn).
Let ψ ∈ S(Rn) be such that suppψ ⊂ B(~0n, 1),
∫
Rn ψ(x)x
γ dx = 0 for all γ ∈ Zn+ with
|γ| ≤ s. Then, by Lemma 4.6, we know that there exists φ ∈ S(Rn) such that supp φ̂ has
compact support away from the origin and, for all x ∈ Rn \ {~0n},∫ ∞
0
ψ̂(tx)φ̂(tx)
dt
t
= 1.
Define a function η on Rn by setting, for all x ∈ Rn \ {~0n},
η̂(x) :=
∫ ∞
1
ψ̂(tx)φ̂(tx)
dt
t
and η̂(~0n) := 1. Then, by [8, p. 219], we find that η is infinitely differentiable, has compact
support and equals 1 near the origin.
Let x0 := (
n times︷ ︸︸ ︷
2, ... , 2) ∈ Rn and f ∈ WHp(·)(Rn). Following [8], for all x ∈ Rn and
t ∈ (0,∞), let φ˜(x) := φ(x− x0), ψ˜(x) := ψ(x+ x0),
F (x, t) := f ∗ φ˜t(x) and G(x, t) := f ∗ ηt(x).
Then, by [8, p. 220], we have
f(·) =
∫ ∞
0
∫
Rn
F (y, t)ψ˜(· − y)dy dt
t
in S ′(Rn).
For all x ∈ Rn, let
M▽(f)(x) := sup
t∈(0,∞), |y−x|≤3(|x0|+1)t
[|F (y, t)| + |G(y, t)|].
Then M▽(f) is lower semi-continuous and, due to Corollary 3.8, M▽(f) ∈ WLp(·)(Rn);
moreover,
‖M▽(f)‖WLp(·)(Rn) ∼ ‖f‖WHp(·)(Rn). (4.14)
For all i ∈ Z, let Ωi := {x ∈ Rn : M▽f(x) > 2i}. Then Ωi is open. By (2.6) and (4.14),
we further find that
sup
i∈Z
2i‖χΩi‖Lp(·)(Rn) ≤ ‖M▽(f)‖WLp(·)(Rn) . ‖f‖WHp(·)(Rn). (4.15)
Since Ωi is a proper open subset of Rn, by the Whitney decomposition (see, for example,
[20, p. 463]), we know that there exists a sequence {Qi,j}j∈N of cubes such that, for all
i ∈ Z,
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(i)
⋃
j∈NQi,j = Ωi and {Qi,j}j∈N have disjoint interiors;
(ii) for all j ∈ N, √n lQi,j ≤ dist (Qi,j , Ω∁i ) ≤ 4
√
n lQi,j , where lQi,j denotes the length
of the cube Qi,j and dist (Qi,j, Ω
∁
i ) := inf{|x− y| : x ∈ Qi,j, y ∈ Ω∁i};
(iii) for any j, k ∈ N, if the boundaries of two cubes Qi,j and Qi,k touch, then 14 ≤
lQi,j
lQi,k
≤
4;
(iv) for a given j ∈ N, there exist at most 12n different cubes Qi,k that touch Qi,j.
Now, for any ǫ ∈ (0,∞), i ∈ Z, j ∈ N and x ∈ Rn, let
dist
(
x,Ω∁i
)
:= inf
{
|x− y| : y ∈ Ω∁i
}
,
Ω˜i :=
{
(x, t) ∈ Rn+1+ : 0 < 2t(|x0|+ 1) < dist (x,Ω∁i )
}
,
Q˜i,j :=
{
(x, t) ∈ Rn+1+ : x ∈ Qi,j, (x, t) ∈ Ω˜i\Ω˜i+1
}
and
bǫi,j(x) :=
∫ ∞
ǫ
∫
Rn
χQ˜i,j(y, t)F (y, t)ψ˜t(x− y)
dy dt
t
.
Then, by an argument similar to that used in [8, pp. 221-222] (see also [29, p. 650]), we
conclude that there exist positive constants C1 and C2 such that, for all ǫ ∈ (0,∞), i ∈ Z
and j ∈ N, supp bǫi,j ⊂ C1Qi,j, ‖bǫi,j‖L∞(Rn) ≤ C22i,
∫
Rn b
ǫ
i,j(x)x
γ dx = 0 for all γ ∈ Zn+
satisfying |γ| ≤ s and
f = lim
ǫ→0
∑
i∈Z
∑
j∈N
bǫi,j in S ′(Rn).
Moreover, by the argument used in [29, p. 650], we find that there exist {bi,j}i∈Z,j∈N ⊂
L∞(Rn) and a sequence {ǫk}k∈N ⊂ (0,∞) such that ǫk → 0 as k →∞ and, for any i ∈ Z,
j ∈ N and g ∈ L1(Rn),
lim
k→∞
〈bǫki,j , g〉 = 〈bi,j , g〉, (4.16)
supp bi,j ⊂ C1Qi,j, ‖bi,j‖L∞(Rn) ≤ C22i and, for all γ ∈ Zn+ with |γ| ≤ s,∫
Rn
bi,j(x)x
γ dx = 〈bi,j , xγχC1Qi,j〉 = lim
k→∞
∫
Rn
bǫki,j(x)x
γ dx = 0.
Next we show that
lim
k→∞
∑
i∈Z
∑
j∈N
bǫki,j =
∑
i∈Z
∑
j∈N
bi,j in S ′(Rn). (4.17)
Since ‖bǫki,j‖L∞(Rn) . 2i, ‖bi,j‖L∞(Rn) . 2i and, for all γ ∈ Zn+ with |γ| ≤ s,∫
Rn
bǫki,j(x)x
γ dx = 0 =
∫
Rn
bi,j(x)x
γ dx,
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it follows, from Remarks 2.1(iv) and 2.2 and (4.15), that, for all ζ ∈ S(Rn) and k, N ∈ N,∑
|i|>N
∑
j∈N
[|〈bǫki,j , ζ〉|+ |〈bi,j , ζ〉|]
=
−N−1∑
i=−∞
∑
j∈N
[|〈bǫki,j , ζ〉|+ |〈bi,j , ζ〉|] +
∞∑
i=N+1
∑
j∈N
{∣∣∣∣∣
∫
C1Qi,j
bǫki,j(x)[ζ(x)− P sC1Qi,jζ(x)] dx
∣∣∣∣∣
+
∣∣∣∣∣
∫
C1Qi,j
bi,j(x)[ζ(x)− P sC1Qi,jζ(x)] dx
∣∣∣∣∣
}
.
−N−1∑
i=−∞
2i
∫
Rn
|ζ(x)| dx+
∞∑
i=N+1
∑
j∈N
2i
∫
C1Qi,j
|ζ(x)− P sC1Qi,jζ(x)| dx
. 2−N‖ζ‖L1(Rn) +
∞∑
i=N+1
∑
j∈N
2i‖χQi,j‖
L
p(·)
r (Rn)
‖ζ‖L
1,
p(·)
r ,s
(Rn)
. 2−N‖ζ‖L1(Rn) + ‖ζ‖L
1,
p(·)
r ,s
(Rn)
∞∑
i=N+1
2i‖χΩi‖
L
p(·)
r (Rn)
. 2−N‖ζ‖L1(Rn) + ‖ζ‖L
1,
p(·)
r ,s
(Rn)
[
sup
i∈Z
2i‖χΩi‖Lp(·)(Rn)
]r ∞∑
i=N+1
2−i(r−1)
. 2−N‖ζ‖L1(Rn) + 2−N(r−1)‖ζ‖L
1,
p(·)
r ,s
(Rn)‖f‖rWHp(·)(Rn),
which tends to 0 as N →∞, where r is chosen such that r ∈ (max{p+, 1},∞) and, in the
last inequality, we used the fact that, for any ζ ∈ S(Rn), ‖ζ‖L
1,
p(·)
r ,s
(Rn) is finite (see [46,
Lemma 2.8]). Similarly, we have∑
|i|≤N
∑
j∈N
[|〈bǫki,j , ζ〉|+ |〈bi,j , ζ〉|] <∞.
Therefore, by the argument same as that used in [29, p. 651], we conclude that (4.17) holds
true.
For all i ∈ Z and j ∈ N, let Bi, j be the ball having the same center as Qi, j with the
radius 5
√
nC1lQi, j ,
ai,j :=
bi,j
C22i‖χBi,j‖Lp(·)(Rn)
and λi,j := C22
i‖χBi,j‖Lp(·)(Rn).
Then, from the properties of bi,j, it follows that ai,j is a (p(·),∞, s)-atom associated with
the ball Bi,j and, due to (4.17), f =
∑
i∈Z
∑
j∈N λi,jai,j in S ′(Rn). Moreover, by Definition
4.2, Remark 2.5 and (4.15), we find that
‖f‖
WH
p(·),∞,s
atom (R
n)
. sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
. sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χQi,j
∥∥∥∥∥∥
Lp(·)(Rn)
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. sup
i∈Z
2i‖χΩi‖Lp(·)(Rn) . ‖f‖WHp(·)(Rn).
Thus, f ∈WHp(·),∞,satom (Rn) and ‖f‖WHp(·),∞,satom (Rn) . ‖f‖WHp(·)(Rn). This shows
WHp(·)(Rn) ⊂WHp(·),∞,satom (Rn),
which completes the proof of Theorem 4.4.
5 Molecular characterizations of WHp(·)(Rn)
In this section, we establish the molecular characterization of WHp(·)(Rn) and begin
with the following definition of molecules.
Definition 5.1. Let p(·) ∈ C log(Rn), q ∈ (1,∞], s ∈ Z+ and ǫ ∈ (0,∞). A measurable
function m is called a (p(·), q, s, ǫ)-molecule associated with some ball B ⊂ Rn if
(i) for each j ∈ N, ‖m‖Lq(Uj(B)) ≤ 2−jǫ|Uj(B)|
1
q ‖χB‖−1Lp(·)(Rn), where U0(B) := B and,
for all j ∈ N, Uj(B) := (2jB)\(2j−1B);
(ii)
∫
Rn m(x)x
βdx = 0 for all β ∈ Zn+ with |β| ≤ s.
Definition 5.2. Let p(·) ∈ C log(Rn), q ∈ (1,∞], s ∈ ( np− − n− 1,∞) ∩ Z+ with p− as in
(2.1), and ǫ ∈ (0,∞). The variable weak molecular Hardy space WHp(·),q,s,ǫmol (Rn) is defined
as the space of all f ∈ S ′(Rn) which can be decomposed as f = ∑i∈Z∑j∈N λi,jmi,j in
S ′(Rn), where {mi,j}i∈Z,j∈N is a sequence of (p(·), q, s, ǫ)-molecules associated with balls
{Bi,j}i∈Z,j∈N, {λi,j}i∈Z,j∈N := {A˜2i‖χBi,j‖Lp(·)(Rn)}i∈Z,j∈N with A˜ being a positive constant
independent of i, j, and there exist positive constants A and C such that, for all i ∈ Z
and x ∈ Rn,∑j∈N χCBi,j (x) ≤ A.
Moreover, for any f ∈WHp(·),q,s,ǫmol (Rn), define
‖f‖
WH
p(·),q,s,ǫ
mol (R
n)
:= inf
sup
i∈Z
∥∥∥∥∥∥∥
∑
j∈N
[
λi,jχBi,j
‖χBi,j‖Lp(·)(Rn)
]p
1/p
∥∥∥∥∥∥∥
Lp(·)(Rn)
 ,
where the infimum is taken over all decompositions of f as above.
Theorem 5.3. Let p(·) ∈ C log(Rn), q ∈ (max{p+, 1},∞], s ∈ ( np− − n − 1,∞) ∩ Z+ and
ǫ ∈ (n+ s+1,∞), where p+ and p− are as in (2.1). Then WHp(·)(Rn) =WHp(·),q,s,ǫmol (Rn)
with equivalent quasi-norms.
Proof. Notice that a (p(·),∞, s)-atom is also a (p(·), q, s, ǫ)-molecule. Thus, we have
WHp(·)(Rn) ⊂WHp(·),∞,satom (Rn) ⊂WHp(·),q,s,ǫmol (Rn).
Therefore, to prove this theorem, it suffices to show WH
p(·),q,s,ǫ
mol (R
n) ⊂WHp(·)(Rn).
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Let m be any fixed (p(·), q, s, ǫ)-molecule associated with some ball B := B(xB, rB),
where xB ∈ Rn and rB ∈ (0,∞). Then we claim that m is an infinite linear combination
of (p(·), q, s)-atoms.
To prove this, for all k ∈ Z+, let mk := mχUk(B) with Uk(B) as in Definition 5.1(i),
and Pk be the linear vector space generated by the set {xγχUk(B)}|γ|≤s of “polynomials”.
It is well known (see, for example, [39]) that, for any given k ∈ Z+, there exists a unique
polynomial Pk ∈ Pk such that, for all multi-indices β with |β| ≤ s,∫
Rn
xβ[mk(x)− Pk(x)] dx = 0, (5.1)
where Pk is given by
Pk :=
∑
β∈Zn+,|β|≤s
[
1
|Uk(B)|
∫
Rn
xβmk(x) dx
]
Qβ,k (5.2)
and Qβ,k is the unique polynomial in Pk satisfying that, for all multi-indices β with |β| ≤ s
and the Kronecker delta δγ,β ,∫
Rn
xγQβ,k(x) dx = |Uk(B)|δγ,β , (5.3)
where, when γ = β, δγ,β := 1 and, when γ 6= β, δγ,β := 0.
Recall that it was proved in [39, p. 83] that, for all k ∈ Z+,
sup
x∈Uk(B)
|Pk(x)| . 1|Uk(B)|‖mk‖L1(Rn).
From this and the Ho¨lder inequality, we deduce that, for all k ∈ Z+,
‖mk − Pk‖Lq(Uk(B)) ≤ ‖mk‖Lq(Uk(B)) + ‖Pk‖Lq(Uk(B)) ≤ C˜‖mk‖Lq(Uk(B))
≤ C˜2−kǫ|2kB|1/q‖χB‖−1Lp(·)(Rn), (5.4)
where C˜ is a positive constant independent of m, B and k. Obviously, for all k ∈ Z+,
supp (mk − Pk) ⊂ Uk(B). By this and (5.1), for any given k ∈ Z+, if we let
ak :=
2kǫ‖χB‖Lp(·)(Rn)(mk − Pk)
C˜‖χ2kB‖Lp(·)(Rn)
,
we then conclude that ak is a (p(·), q, s)-atom. Therefore,
∞∑
k=0
(mk − Pk) =
∞∑
k=0
µkak (5.5)
is an infinite linear combination of (p(·),∞, s)-atoms, where, for any k ∈ Z+,
µk := C˜2
−kǫ‖χ2kB‖Lp(·)(Rn)/‖χB‖Lp(·)(Rn).
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Next we prove that
∑∞
k=0 Pk can be divided into an infinite linear combination of
(p(·),∞, s)-atoms. For any j ∈ Z+ and ℓ ∈ Zn+, let
N jℓ :=
∞∑
k=j
∫
Uk(B)
mk(x)x
ℓ dx.
Then, for any ℓ ∈ Zn+ with |ℓ| ≤ s, it holds true that
N0ℓ =
∞∑
k=0
∫
Uk(B)
mk(x)x
ℓ dx =
∫
Rn
m(x)xℓ dx = 0. (5.6)
From this and (5.2), we further deduce that
∞∑
k=0
Pk =
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
|Uk(B)|−1Qℓ,k
∫
Rn
mk(x)x
ℓ dx
=
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
Nk+1ℓ
[|Uk+1(B)|−1Qℓ,k+1χUk+1(B)(x)− |Uk(B)|−1Qℓ,kχUk(B)(x)]
=:
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
bkℓ . (5.7)
By an argument similar to that used in the proof of [24, (4.35)], we conclude that, for any
k ∈ Z+ and ℓ ∈ Zn+ with |ℓ| ≤ s,
‖bkℓ ‖L∞(Rn) . 2−kǫ‖χB‖−1Lp(·)(Rn) and supp bkℓ ⊂ 2k+1B; (5.8)
moreover, for all γ ∈ Zn+ with |γ| ≤ s,
∫
Rn b
k
ℓ (x)x
γ dx = 0. For all k ∈ Z+ and ℓ ∈ Zn+ with
|ℓ| ≤ s, let
µkℓ := 2
−kǫ‖χ2k+1B‖Lp(·)(Rn)
‖χB‖Lp(·)(Rn)
and akℓ := 2
kǫbkℓ
‖χB‖Lp(·)(Rn)
‖χ2k+1B‖Lp(·)(Rn)
.
Then, for any k ∈ Z+ and ℓ ∈ Zn+ with |ℓ| ≤ s, by (5.8) and the definition of akℓ , we
find that akℓ is a (p(·),∞, s)-atom supported on 2k+1B up to a positive constant multiple.
Thus,
∞∑
k=0
Pk =
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
µkℓa
k
ℓ (5.9)
forms an infinite linear combination of (p(·),∞, s)-atoms.
Combining (5.5) and (5.9), we conclude that
m =
∞∑
k=0
mk =
∞∑
k=0
(mk − Pk) +
∞∑
k=0
Pk =
∞∑
k=0
µkak +
∑
ℓ∈Zn+,|ℓ|≤s
∞∑
k=0
µkℓa
k
ℓ . (5.10)
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This shows that a (p(·), q, s, ǫ)-molecule can be divided into an infinite linear combination
of (p(·), q, s)-atoms. Therefore, the above claim holds true.
Now we prove WH
p(·),q,s,ǫ
mol (R
n) ⊂ WHp(·)(Rn). Let f ∈ WHp(·),q,s,ǫmol (Rn). Then, by an
argument similar to that used in Remark 4.3, we know that there exist {λi,j}i∈Z,j∈N and
a sequence {mi,j}i∈Z,j∈N of (p(·), q, s, ǫ)-molecules associated with balls {Bi,j}i∈Z,j∈N such
that, for all i ∈ Z, ∑j∈N χcBi,j . 1 with c ∈ (0, 1] being a positive constant independent
of i, and f =
∑
i∈Z
∑
j∈N λi,jmi,j in S ′(Rn), moreover,
‖f‖
WH
p(·),q,s,ǫ
mol (R
n)
∼ sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
. (5.11)
Next we prove that, for any α ∈ (0,∞),
α
∥∥χ{x∈Rn:f∗(x)>α}∥∥Lp(·)(Rn) . ‖f‖WHp(·),q,s,ǫmol (Rn), (5.12)
where the implicit positive constant is independent of α and f∗ := f∗N,+ with N as in
Theorem 3.7.
For any α ∈ (0,∞), let i0 ∈ Z such that 2i0 ≤ α < 2i0+1. Then we have
f =
i0−1∑
i=−∞
∑
j∈N
λi,jmi,j +
∞∑
i=i0
∑
j∈N
λi,jmi,j =: f1 + f2
and∥∥χ{x∈Rn: f∗(x)>α}∥∥Lp(·)(Rn) . ∥∥∥χ{x∈Rn: f∗1 (x)>α2 }∥∥∥Lp(·)(Rn) + ∥∥∥χ{x∈Rn: f∗2 (x)>α2 }∥∥∥Lp(·)(Rn)
=: I1 + I2. (5.13)
We first estimate I1. To this end, we need another estimate for (mi,j)
∗. From (5.10),
we deduce that, for all i ∈ Z and j ∈ N, there exists a sequence of multiples of (p(·), q, s)-
atoms, {ali,j}l∈Z+ , associated with balls {2l+1Bi,j}l∈Z+ such that
‖ali,j‖Lq(Rn) .
2−lǫ|2l+1Bi,j|1/q
‖χBi,j‖Lp(·)(Rn)
and mi,j =
∑
l∈Z+ a
l
i,j almost everywhere in R
n. Then, for all i ∈ Z ∩ (−∞, i0 − 1] and
j ∈ N, we have
(mi,j)
∗ ≤
∑
l∈Z+
(ali,j)
∗ =
∑
l∈Z+
∑
k∈Z+
(ali,j)
∗χUk(2lBi,j) =:
∑
l∈Z+
2∑
k=0
Jl,k +
∑
l∈Z+
∞∑
k=3
Jl,k, (5.14)
where Uk(2
lBi,j) is defined as in Definition 5.1(i) with B replaced by 2
lBi,j. Thus, it
follows that
I1 =
∥∥∥χ{x∈Rn: f∗1 (x)>α2 }∥∥∥Lp(·)(Rn) ≤
∥∥∥∥χ{x∈Rn: ∑i0−1i=−∞∑j∈N λi,j(mi,j )∗(x)>α2 }
∥∥∥∥
Lp(·)(Rn)
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.
∥∥∥∥χ{x∈Rn: ∑i0−1i=−∞∑j∈N∑l∈Z+ ∑2k=0 λi,jJl,k>α4 }
∥∥∥∥
Lp(·)(Rn)
+
∥∥∥∥χ{x∈Rn: ∑i0−1i=−∞∑j∈N∑l∈Z+ ∑∞k=3 λi,jJl,k>α4 }
∥∥∥∥
Lp(·)(Rn)
=: I1,1 + I1,2. (5.15)
For I1,1, by an argument similar to that used in the proof of (4.7), we conclude that
αI1,1 . ‖f‖WHp(·),q,s,ǫmol (Rn). (5.16)
On the other hand, by an argument similar to that used in the proof of (4.8), we
conclude that, for any i ∈ Z, j ∈ N, l ∈ Z+, k ∈ [3,∞) ∩ Z+, x ∈ Uk(2lBi,j) and
y ∈ 2l+1Bi,j,
Jl,k .
|y − xi,j|s+1
|x− xi,j|n+s+1
∫
2l+1Bi,j
|ali,j(y)| dyχUk(2lBi,j)(x)
.
|y − xi,j|s+1
|x− xi,j|n+s+1 ‖a
l
i,j‖Lq(Rn)|2l+1Bi,j|1/q
′
χUk(2lBi,j)(x)
.
2−l(n+ǫ)−k(n+s+1)
ri,jn‖χBi,j‖Lp(·)(Rn)
|2l+1Bi,j|χUk(2lBi,j)(x)
.
2−lǫ−k(n+s+1)
‖χBi,j‖Lp(·)(Rn)
χUk(2lBi,j)(x), (5.17)
which, combined with (5.14), (5.11), Remark 2.5, the fact that ǫ ∈ (n+ s+ 1,∞) and via
choosing r ∈ ( nn+s+1 , p), implies that
αI1,2 . α
1−1/r
∥∥∥∥∥∥
i0−1∑
i=−∞
∑
j∈N
∑
l∈Z+
∞∑
k=3
2i2−lǫ2−k(n+s+1)χUk(2lBi,j)
∥∥∥∥∥∥
1/r
L
p(·)
r (Rn)
. α1−1/r
∑
l∈Z+
∞∑
k=3
2−lǫ2−k(n+s+1)
i0−1∑
i=−∞
2i
∥∥∥∥∥∥
∑
j∈N
χUk(2lBi,j)
∥∥∥∥∥∥
L
p(·)
r (Rn)

1/r
. α1−1/r
∑
l∈Z+
∞∑
k=3
2−lǫ2−k(n+s+1)2
n(k+l)
r
i0−1∑
i=−∞
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
L
p(·)
r (Rn)

1/r
. α1−1/r
 i0−1∑
i=−∞
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
L
p(·)
r (Rn)

1/r
. α1−1/r sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
[
i0−1∑
i=−∞
2i(1−r)
]1/r
∼ ‖f‖
WH
p(·),q,s,ǫ
mol (R
n)
.
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From this, (5.15) and (5.16), we deduce that
αI1 . ‖f‖WHp(·),q,s,ǫmol (Rn). (5.18)
We next estimate I2. By (5.14), we know that
I2 .
∥∥∥∥χ{x∈Rn: ∑∞i=i0 ∑j∈N∑l∈Z+ ∑2k=0 λi,jJl,k>α4 }
∥∥∥∥
Lp(·)(Rn)
+
∥∥∥χ{x∈Rn: ∑∞i=i0 ∑j∈N∑l∈Z+ ∑∞k=3 λi,jJl,k>α4 }∥∥∥Lp(·)(Rn)
=: I2,1 + I2,2. (5.19)
Let q˜ ∈ (1,min{ qmax{p+,1} , 1b}) and a ∈ (1− 1q˜ ,∞) for any b ∈ (0, p), where p+ and p are
as in (2.1), respectively, (2.2). Then, with an argument similar to that used in the proof
of (5.16), we obtain
I2,1 . 2
−i0q˜(1−a)
{ ∞∑
i=i0
2[(1−a)q˜−1]ib
} 1
b
sup
i∈Z
2i
∥∥∥∥∥∥∥
∑
j∈N
χBi,j

1
b
∥∥∥∥∥∥∥
Lp(·)(Rn)
. α−1‖f‖
WH
p(·),q,s,ǫ
mol (R
n)
,
which shows that
αI2,1 . ‖f‖WHp(·),q,s,ǫmol (Rn). (5.20)
On the other hand, let a ∈ (1p ,∞) and b ∈ (1 − 1a ,∞). By the Ho¨lder inequality, we
find that, for all x ∈ Rn,
∞∑
i=i0
∑
j∈N
∑
l∈Z+
∞∑
k=3
λi,jJl,k ≤
( ∞∑
i=i0
2iba
′
)1/a′  ∞∑
i=i0
2−iba
∑
j∈N
∑
l∈Z+
∞∑
k=3
λi,jJl,k
a1/a
=
2i0b
(2ba′ − 1)1/a′
 ∞∑
i=i0
2−iba
∑
j∈N
∑
l∈Z+
∞∑
k=3
λi,jJl,k
a1/a . (5.21)
Choose d ∈ ( nn+s+1 , 1). Then, by (5.21), (5.17) and Remark 2.5, we find that
I2,2 ≤
∥∥∥∥∥χ{x∈Rn: 2i0b
(2ba
′
−1)1/a
′
[∑∞
i=i0
2−iba
(∑
j∈N
∑
l∈Z+
∑∞
k=3 λi,jJl,k
)a]1/a
>2i0−2}
∥∥∥∥∥
Lp(·)(Rn)
. 2−i0a(1−b)
∥∥∥∥∥∥
∞∑
i=i0
2−iba
∑
j∈N
∑
l∈Z+
∞∑
k=3
λi,jJl,k
a∥∥∥∥∥∥
Lp(·)(Rn)
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. 2−i0a(1−b)
∥∥∥∥∥∥
∞∑
i=i0
2i(1−b)
∑
l∈Z+
∞∑
k=3
2−lǫ2−k(n+s+1)
∑
j∈N
χUk(2lBi,j)
∥∥∥∥∥∥
a
Lap(·)(Rn)
. 2−i0a(1−b)
 ∞∑
i=i0
2i(1−b)
∑
l∈Z+
∞∑
k=3
2−lǫ2−k(n+s+1)
∥∥∥∥∥∥
∑
j∈N
χUk(2lBi,j)
∥∥∥∥∥∥
Lap(·)(Rn)
a
. 2−i0a(1−b)
 ∞∑
i=i0
2i(1−b)
∑
l∈Z+
∞∑
k=3
2−lǫ2−k(n+s+1)2
n(k+l)
d

∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lap(·)(Rn)
a
. 2−i0a(1−b)
 ∞∑
i=i0
2i(1−b)
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lap(·)(R
n)
a
. 2−i0a(1−b)
[ ∞∑
i=i0
2i(1−b−
1
a
)
]a
sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
. α−1 sup
i∈Z
2i
∥∥∥∥∥∥
∑
j∈N
χBi,j
∥∥∥∥∥∥
Lp(·)(Rn)
∼ α−1‖f‖
WH
p(·),q,s,ǫ
mol (R
n)
,
which, combined with (5.20) and (5.19), implies that αI2 . ‖f‖WHp(·),q,s,ǫmol (Rn). This,
together with (5.13) and (5.18), shows that (5.12) holds true and hence finishes the proof
of Theorem 5.3.
6 Littlewood-Paley function characterizations of WHp(·)(Rn)
In this section, we establish Littlewood-Paley function characterizations of WHp(·)(Rn)
in Theorems 6.1, 6.2 and 6.3 as an application of the atomic characterization ofWHp(·)(Rn)
in Theorem 4.4.
Let φ ∈ S(Rn) be a radial function satisfying
suppφ ⊂ {x ∈ Rn : |x| ≤ 1}, (6.1)
∫
Rn
φ(x)xγ dx = 0 for all γ ∈ Zn+ with |γ| ≤ max
{⌊
n
p−
− n− 1
⌋
, 0
}
(6.2)
and ∫ ∞
0
|φ̂(ξt)|2 dt
t
= 1 for all ξ ∈ Rn \ {~0n}. (6.3)
Here and hereafter, the symbol ⌊s⌋ for any s ∈ R denotes the maximal integer not larger
than s. Recall that, for all f ∈ S ′(Rn), the Littlewood-Paley g-function, the Lusin area
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function and the Littlewood-Paley g∗λ-function of f with λ ∈ (0,∞) are defined, respec-
tively, by setting, for all x ∈ Rn,
g(f)(x) :=
[∫ ∞
0
|f ∗ φt(x)|2 dt
t
]1/2
,
S(f)(x) :=
[∫
Γ(x)
|f ∗ φt(y)|2 dy dt
tn+1
]1/2
and
g∗λ(f)(x) :=
[∫ ∞
0
∫
Rn
(
t
t+ |x− y|
)λn
|f ∗ φt(y)|2 dy dt
tn+1
]1/2
,
where, for any x ∈ Rn, Γ(x) := {(y, t) ∈ Rn× (0,∞) : |y−x| < t} and, for any t ∈ (0,∞),
φt(·) := 1tnφ( ·t).
Recall that f ∈ S ′(Rn) is said to vanish weakly at infinity if, for every φ ∈ S(Rn),
f ∗ φt → 0 in S ′(Rn) as t→∞ (see, for example, [19, p. 50]).
The main results of this section are stated as follows.
Theorem 6.1. Let p(·) ∈ C log(Rn). Then f ∈ WHp(·)(Rn) if and only if f ∈ S ′(Rn), f
vanishes weakly at infinity and S(f) ∈WLp(·)(Rn). Moreover, for all f ∈WHp(·)(Rn),
C−1‖S(f)‖WLp(·)(Rn) ≤ ‖f‖WHp(·)(Rn) ≤ C‖S(f)‖WLp(·)(Rn),
where C is a positive constant independent of f .
Theorem 6.2. Let p(·) ∈ C log(Rn). Then f ∈ WHp(·)(Rn) if and only if f ∈ S ′(Rn), f
vanishes weakly at infinity and g(f) ∈WLp(·)(Rn). Moreover, for all f ∈WHp(·)(Rn),
C−1‖g(f)‖WLp(·)(Rn) ≤ ‖f‖WHp(·)(Rn) ≤ C‖g(f)‖WLp(·)(Rn),
where C is a positive constant independent of f .
Theorem 6.3. Let p(·) ∈ C log(Rn) and λ ∈ (1 + 2min{p−,2} ,∞). Then f ∈ WHp(·)(Rn) if
and only if f ∈ S ′(Rn), f vanishes weakly at infinity and g∗λ(f) ∈ WLp(·)(Rn). Moreover,
for all f ∈WHp(·)(Rn),
C−1‖g∗λ(f)‖WLp(·)(Rn) ≤ ‖f‖WHp(·)(Rn) ≤ C‖g∗λ(f)‖WLp(·)(Rn),
where C is a positive constant independent of f .
Remark 6.4. In [29, Theorem 4.13], Liang et al. established the g∗λ-function charac-
terization of the weak Hardy space WHp(Rn) with constant exponent p ∈ (0, 1], as a
special case of the weak Musielak-Orlicz Hardy space WHϕ(Rn), with the best known
range for λ ∈ (2/p,∞). However, it is still unclear whether or not the g∗λ-function, when
λ ∈ ( 2min{p−,2} , 1 + 2min{p−,2} ], can characterize WHp(·)(Rn), since the method used in the
proof of Theorem 6.3 does not work in this case, while the method used in [29, Theorem
4.13] strongly depends on the properties of uniformly Muckenhoupt weights, which are
not satisfied by tp(·) with p(·) ∈ C log(Rn) (see Remark 2.14(iii)).
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To prove Theorems 6.1, 6.2 and 6.3, we need some technical lemmas.
Lemma 6.5. Let p(·) ∈ C log(Rn). If f ∈WHp(·)(Rn), then f vanishes weakly at infinity.
Proof. Let f ∈WHp(·)(Rn). Then, by Remark 3.6(i), we know that, for any φ ∈ S(Rn), t ∈
(0,∞), x ∈ Rn and y ∈ B(x, t), |f ∗φt(x)| . f∗N,▽(y) . f∗N,+(y), where N ∈ (np +n+1,∞)
with p as in (2.2). Thus, there exists a positive constant C0, independent of x, t and f ,
such that
B(x, t) ⊂ {y ∈ Rn : f∗N,+(y) ≥ C0|f ∗ φt(x)|}.
By this, Remark 2.1(ii) and an argument similar to that used in the proof of (3.11), we
conclude that, for all x ∈ Rn,
min{|f ∗ φt(x)|p− , |f ∗ φt(x)|p+}
.
1
|B(x, t)| max
{
‖f‖p−
WHp(·)(Rn)
, ‖f‖p+
WHp(·)(Rn)
}
→ 0
as t → ∞, which implies that f vanishes weakly at infinity, where p+ and p− are as in
(2.1). This finishes the proof of Lemma 6.5.
The following inequality of the Lusin area function on classical Lebesgue spaces is well
known, whose proof can be found, for example, in [19, Chapter 7] (see also [38]).
Lemma 6.6. Let q ∈ (1,∞). Then there exists a positive constant C such that, for all
f ∈ Lq(Rn),
C−1‖f‖Lq(Rn) ≤ ‖S(f)‖Lq(Rn) ≤ C‖f‖Lq(Rn).
Proof of Theorem 6.1. We first prove the sufficiency. Let f ∈ S ′(Rn), f vanish weakly at
infinity and S(f) ∈ WLp(·)(Rn). Then we prove that f ∈ WHp(·),q,satom (Rn) for some q and s
as in Theorem 4.4 and
‖f‖WHp(·)(Rn) ∼ ‖f‖WHp(·),q,satom (Rn) . ‖S(f)‖WLp(·)(Rn). (6.4)
Denote by Q the set of all dyadic cubes in Rn. For any i ∈ Z, let
Ωi := {x ∈ Rn : S(f)(x) > 2i}
and
Qi :=
{
Q ∈ Q : |Q ∩ Ωi| ≥ |Q|
2
and |Q ∩ Ωi+1| < |Q|
2
}
.
For any i ∈ Z, we use {Qi,j}j to denote the maximal dyadic cubes in Qi, namely, there
does not exist Q ∈ Qi such that Qi,j $ Q. For any Q ∈ Q, let ℓ(Q) denote its side length
and
Q+ := {(y, t) ∈ Rn+1+ : y ∈ Q,
√
nℓ(Q) < t ≤ 2√nℓ(Q)}
and, for all i ∈ Z and j, let
Bi,j :=
⋃
Q∈Qi, Q⊂Qi,j
Q+.
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Here we point out that Q+ for different Q ∈ Qi and Q ⊂ Qi,j are mutually disjoint. Then,
by the proof of [29, Theorem 4.5], we find that
f =:
∑
i∈Z
∑
j
λi,jai,j in S ′(Rn), (6.5)
where, for any i ∈ Z, j and x ∈ Rn, λi,j := 2i‖χ4√nQi,j‖Lp(·)(Rn),
ai,j(x) :=
1
λi,j
∫
Bi,j
f ∗ φt(y)φt(x− y)dy dt
t
=
1
λi,j
∑
Q∈Qi,Q⊂Qi,j
∫
Q+
f ∗ φt(y)φt(x− y) dy dt
t
=:
1
λi,j
∑
Q∈Qi,Q⊂Qi,j
eQ(x),
and φ is as in (6.1), (6.2) and (6.3). Moreover, for any i ∈ Z and j, suppai,j ⊂ Q˜i,j :=
4
√
nQi,j and ∫
Rn
ai,j(x)x
βdx = 0 for |β| ≤ s.
Next we estimate ‖ai,j‖Lq(Rn) for all i ∈ Z and j. Let
Ω˜i :=
{
x ∈ Rn : M(χΩi)(x) ≥
1
2
}
.
Observe that |Q ∩ Ωi| ≥ |Q|2 for any Q ∈ Qi, which implies that Q ⊂ Ω˜i. From this and
the fact that |Q ∩ Ωi+1| < |Q|2 , we deduce that, for all i ∈ Z and x ∈ Q ∈ Qi,
M
(
χQ∩(Ω˜i\Ωi+1)
)
(x) ≥ χQ(x)
2
. (6.6)
For any Q ∈ Qi, let
cQ :=
[∫
Q+
|φt ∗ f(y)|2 dy dt
tn+1
]1/2
.
Notice that, for all i ∈ Z, j and x ∈ Rn,
S(ai,j)(x) .
1
λi,j
 ∑
Q∈Qi,Q⊂Qi,j
[M(cQχQ)(x)]2

1
2
(see [29, (4.9)]). From this, Lemma 6.6, (6.6) and the Fefferman-Stein vector-valued
inequality (see, for example, [37, p. 51, Theorem 1(c)]), we deduce that, for all i ∈ Z and
j,
‖ai,j‖Lq(Rn) . ‖S(ai,j)‖Lq(Rn) .
1
λi,j
∥∥∥∥∥∥∥
 ∑
Q∈Qi,Q⊂Qi,j
[M(cQχQ)]2

1/2
∥∥∥∥∥∥∥
Lq(Rn)
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.
1
λi,j
∥∥∥∥∥∥∥
 ∑
Q∈Qi,Q⊂Qi,j
(cQ)
2χQ
1/2
∥∥∥∥∥∥∥
Lq(Rn)
.
1
λi,j
∥∥∥∥∥∥∥
 ∑
Q∈Qi,Q⊂Qi,j
[
c2QM
(
χQ∩(Ω˜i\Ωi+1)
)]2
1/2
∥∥∥∥∥∥∥
Lq(Rn)
.
1
λi,j
∥∥∥∥∥∥∥
 ∑
Q∈Qi,Q⊂Qi,j
(cQ)
2χQ∩(Ω˜i\Ωi+1)
1/2
∥∥∥∥∥∥∥
Lq(Rn)
. (6.7)
Since, for all x ∈ Q ⊂ Qi,j, if (y, t) ∈ Q+, then |x − y| <
√
nℓ(Q) ≤ t, it follows that
Q+ ⊂ Γ(x), which, combined with the fact that {Q+ : Q ∈ Qi, Q ⊂ Qi,j}i∈Z,j are disjoint,
further implies that, for all i ∈ Z, j and x ∈ Rn,∑
Q∈Qi,Q⊂Qi,j
(cQ)
2χ
Q∩(Ω˜i\Ωi+1)(x) =
∑
Q∈Qi,Q⊂Qi,j
∫
Q+
|φt ∗ f(y)|2 dy dt
tn+1
χ
Q∩(Ω˜i\Ωi+1)(x)
≤ [S(f)(x)]2χ
Qi,j∩(Ω˜i\Ωi+1)(x) . 2
2iχQi,j(x).
Thus, by this and (6.7), we conclude that, for all i ∈ Z and j,
‖ai,j‖Lq(Rn) .
1
λi,j
∥∥2iχQi,j∥∥Lq(Rn) . |Q˜i,j |
1
q
‖χ
Q˜i,j
‖Lp(·)(Rn)
.
Therefore, for any i ∈ Z and j, ai,j is a (p(·), q, s)-atom up to a harmless constant multiple
and hence (6.5) forms an atomic decomposition of f .
On the other hand, by Remark 2.5, |Qi,j ∩Ωi| ≥ |Qi,j |2 , Lemma 2.3 and the fact that
{Qi,j}j have disjoint interiors, we find that, for any i ∈ Z,∥∥∥∥∥∥∥
∑
j
[
λi,jχQ˜i,j
‖χQ˜i,j‖Lp(·)(Rn)
]p
1
p
∥∥∥∥∥∥∥
Lp(·)(Rn)
∼ 2i
∥∥∥∥∥∥∥
∑
j
χQ˜ij
 1p
∥∥∥∥∥∥∥
Lp(·)(Rn)
. 2i
∥∥∥∥∥∥∥
∑
j
χQi,j
 1p
∥∥∥∥∥∥∥
Lp(·)(Rn)
. 2i
∥∥∥∥∥∥∥
∑
j
χQi,j∩Ωi
 1p
∥∥∥∥∥∥∥
Lp(·)(Rn)
. 2i‖χΩi‖Lp(·)(Rn) . ‖S(f)‖WLp(·)(Rn),
which, together with Theorem 4.4, implies that f ∈ WHp(·),q,satom (Rn) = WHp(·)(Rn) and
(6.4) holds true. This finishes the proof of the sufficiency of Theorem 6.1.
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Next we prove the necessity of Theorem 6.1. Let f ∈ WHp(·)(Rn). Obviously, by
Lemma 6.5, we know that f vanishes weakly at infinity. Due to Theorem 4.4, we can
decompose f as follows
f =
i0−1∑
i=−∞
∑
j∈N
λi,jai,j +
∞∑
i=i0
∑
j∈N
λi,jai,j =: f1 + f2,
where {λi,j}i∈Z,j∈N and {ai,j}i∈Z,j∈N are as in Theorem 4.4 satisfying (4.2). Thus, we
obtain ∥∥χ{x∈Rn: S(f)(x)>α}∥∥Lp(·)(Rn)
.
∥∥∥χ{x∈Rn: S(f1)(x)>α2 }∥∥∥Lp(·)(Rn) + ∥∥∥χ{x∈Ai0 : S(f2)(x)>α2 }∥∥∥Lp(·)(Rn)
+
∥∥∥χ{x∈(Ai0 )∁: S(f2)(x)>α2 }∥∥∥Lp(·)(Rn)
=: I1 + I2 + I3, (6.8)
where Ai0 :=
⋃∞
i=i0
⋃
j∈N(4Bi,j) and {Bi,j}i∈Z,j∈N are the balls as in Theorem 4.4.
It is easy to see that
I1 .
∥∥∥∥χ{x∈Rn: ∑i0−1i=−∞∑j∈N λi,jS(ai,j)(x)χ4Bi,j (x)>α4 }
∥∥∥∥
Lp(·)(Rn)
+
∥∥∥∥χ{x∈Rn: ∑i0−1i=−∞∑j∈N λi,jS(ai,j)(x)χ(4Bi,j )∁(x)>α4 }
∥∥∥∥
Lp(·)(Rn)
=: I1,1 + I1,2. (6.9)
For I1,1, by Lemmas 6.6 and 4.5, Remark 2.5 and an argument similar to that used in
the proof of (4.7), we conclude that
I1,1 . α
−1‖f‖
WH
p(·),q,s
atom (R
n)
. (6.10)
For I1,2, we first write that, for any i ∈ Z, j ∈ N and x ∈ Rn,
[S(ai,j)(x)]
2 =
∫ |x−xi,j |
4
0
∫
|y−x|<t
|ai,j ∗ φt(y)|2 dy dt
tn+1
+
∫ ∞
|x−xi,j |
4
∫
|y−x|<t
· · ·
=: J1 + J2, (6.11)
where xi,j denotes the center of Bi,j. From the Taylor remainder theorem, we deduce that,
for all i ∈ Z, j ∈ N, N ∈ Z+, t ∈ (0,∞), x ∈ (4Bi,j)∁, |y − x| < t and z ∈ Bi,j,∣∣∣∣∣∣φ
(
y − z
t
)
−
∑
|α|≤s
∂αφ(
y−xi,j
t )
α!
(
xi,j − z
t
)α∣∣∣∣∣∣ .
(
t
|ξ|
)N |z − xi,j|s+1
ts+1
, (6.12)
where ξ = (y − xi,j) + θ(xi,j − z) for some θ ∈ [0, 1].
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When x ∈ (4Bi,j)∁ and |y − x| < t ≤ |x−xi,j|4 , we have |y − xi,j| ∼ |x− xi,j| and, in this
case, |ξ| ≥ |y − xi,j| − |xi,j − z| ≥ 12 |x − xi,j|. Thus, by this and the vanishing moment
condition of ai,j, (6.12) in the case that N = n+ s+2 and the Ho¨lder inequality, we know
that, for all i ∈ Z, j ∈ N, x ∈ (4Bi,j)∁ and |y − x| < t ≤ |x−xi,j |4 ,
|ai,j ∗ φt(y)| . t
∫
Bi,j
|ai,j(z)| |z − xi,j|
s+1
|x − xi,j|n+s+2 dz .
t(ri,j)
s+1
|x− xi,j|n+s+2 ‖ai,j‖Lq(Rn)|Bi,j|
1/q′
.
t
|x− xi,j |
(
ri,j
|x− xi,j|
)n+s+1
‖χBi,j‖−1Lp(·)(Rn).
From this, we further deduce that, for all i ∈ Z, j ∈ N and x ∈ (4Bi,j)∁,
J1 . ‖χBi,j‖−2Lp(·)(Rn)
(
ri,j
|x− xi,j|
)2(n+s+1) 1
|x− xi,j|2
∫ |x−xi,j |
4
0
t dt
∼ ‖χBi,j‖−2Lp(·)(Rn)
(
ri,j
|x− xi,j|
)2(n+s+1)
. ‖χBi,j‖−2Lp(·)(Rn)
[M (χBi,j) (x)] 2(n+s+1)n . (6.13)
When t ≥ |x−xi,j|4 , by (6.12) in the case that N = 0 and the Ho¨lder inequality, together
with the vanishing moment condition of ai,j , we also find that, for all i ∈ Z, j ∈ N,
x ∈ (4Bi,j)∁ and |y − x| < t,
|ai,j ∗ φt(y)| .
(ri,j
t
)n+s+1 ‖χBi,j‖−1Lp(·)(Rn),
which implies that
J2 . ‖χBi,j‖−2Lp(·)(Rn)(ri,j)2(n+s+1)
∫ ∞
|x−xi,j |
4
t−2(n+s+1)−1 dt
∼ ‖χBi,j‖−2Lp(·)(Rn)
(
ri,j
|x− xi,j|
)2(n+s+1)
. ‖χBi,j‖−2Lp(·)(Rn)
[M (χBi,j) (x)] 2(n+s+1)n . (6.14)
Thus, by (6.11), (6.13) and (6.14), we conclude that, for all i ∈ Z, j ∈ N and x ∈ (4Bi,j)∁,
|S(ai,j)(x)| . ‖χBi,j‖−1Lp(·)(Rn)
[M (χBi,j) (x)]n+s+1n . (6.15)
From this, the Ho¨lder inequality, Remark 2.1(i), Lemma 2.4 and an argument similar to
that used in the proof of (4.10), we deduce that I1,2 . α−1‖f‖WHp(·),q,satom (Rn). Combining
this, (6.9) and (6.10), we further conclude that
αI1 . ‖f‖WHp(·),q,satom (Rn). (6.16)
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By an argument similar to that used in the proof of (4.12), we also find that
I2 . ‖χAi0‖Lp(·)(Rn) . α−1‖f‖WHp(·),q,satom (Rn). (6.17)
Let r2 ∈ ( np(n+s+1) , 1). Then, by (6.15), Lemma 2.4 and an argument similar to that used
in the proof of (4.13), we know that
I3 =
∥∥∥χ{x∈(Ai0 )∁: S(f2)(x)>α2 }∥∥∥Lp(·)(Rn)
.
∥∥∥∥∥
[∑∞
i=i0
∑
j∈N λi,jS(ai,j)
α
]r2
χ(Ai0 )∁
∥∥∥∥∥
Lp(·)(Rn)
. α−r2
[ ∞∑
i=i0
2ir2
×
∥∥∥∥∥∥∥
∑
j∈N
[M (χBi,j)] r2(n+s+1)n

n
r2(n+s+1)
∥∥∥∥∥∥∥
L
r2(n+s+1)
n p(·)(Rn)

r2(n+s+1)
n
. α−1‖f‖
WH
p(·),q,s
atom (Rn)
. (6.18)
Finally, combining (6.8), (6.16), (6.17) and (6.18), we conclude that
‖S(f)‖WLp(·)(Rn) . ‖f‖WHp(·)(Rn),
which completes the proof of the necessity and hence the proof of Theorem 6.1.
By an argument similar to that used in the proof of the necessity part of Theorem 6.1,
we obtain the following boundedness of the Littlewood-Paley g-function from WHp(·)(Rn)
to WLp(·)(Rn), the details being omitted.
Proposition 6.7. Let p(·) ∈ C log(Rn). If f ∈WHp(·)(Rn), then g(f) ∈WLp(·)(Rn) and
‖g(f)‖WLp(·)(Rn) ≤ C‖f‖WHp(·)(Rn),
where C is a positive constant independent of f .
To prove Theorem 6.2, we borrow some ideas from Ullrich [40] and begin with the
following notation. For any φ ∈ S(Rn) and f ∈ S ′(Rn), we let, for all t, a ∈ (0,∞) and
x ∈ Rn,
(φ∗t f)a(x) := sup
y∈Rn
|φt ∗ f(x+ y)|
(1 + |y|/t)a
and
ga,∗(f)(x) :=
{∫ ∞
0
[(φ∗t f)a(x)]
2 dt
t
}1/2
, (6.19)
where φt(·) := 1tnφ( ·t).
The following estimate is a special case of [28, Lemma 3.5], which is further traced back
to [40, (2.66)] and the argument used in the proof of [40, Theorem 2.6].
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Lemma 6.8. Let φ ∈ S(Rn) satisfy (6.1), (6.2) and (6.3) and N0 ∈ N. Then, for all
t ∈ [1, 2], a ∈ (0, N0], l ∈ Z, f ∈ S ′(Rn) and x ∈ Rn, it holds true that
[
(φ∗2−ltf)a(x)
]r ≤ C(N0,r) ∞∑
k=0
2−kN0r2(k+l)n
∫
Rn
|(φ2−(k+l))t ∗ f(y)|r
(1 + 2l|x− y|)ar dy, (6.20)
where r is an arbitrary fixed positive number and C(N0,r) a positive constant independent
of φ, l, t, f and x, but may depend on N0 and r.
Proof. By (6.2), we know that, for all γ ∈ Zn+ with |γ| ≤ max{⌊ np− − n− 1⌋, 0},
Dγ φ̂(~0n) =
∫
Rn
(−2πiξ)γφ(ξ) dξ = (−2πi)|γ|
∫
Rn
ξγφ(ξ) dξ = 0,
where p− is as in (2.1).
On the other hand, since φ satisfies (6.3), it follows that there exists ξ0 ∈ Rn\{~0n} such
that |φ̂(ξ0)| > 0. From this and the continuity of φ̂, we deduce that there exists δ ∈ (0,∞)
such that ~0n /∈ B(ξ0, δ) and, for all ξ ∈ B(ξ0, δ), |φ̂(ξ)| > 0. By this, combined with the
fact that φ̂ is radial due to φ being radial, we further conclude that,
for all ξ ∈ B(~0n, |ξ0|+ δ)\B(~0n, |ξ0| − δ), |φ̂(ξ)| > 0.
Thus, if a radial Schwartz function φ satisfies (6.1), (6.2) and (6.3), then φ also satisfies
the assumptions in [28, Lemma 3.5]. Therefore, by [28, Lemma 3.5], we find that (6.20)
holds true, which completes the proof of Lemma 6.8.
We now prove Theorem 6.2.
Proof of Theorem 6.2. For any f ∈ WHp(·)(Rn), by Lemma 6.5 and Proposition 6.7, we
know that f ∈ S ′(Rn), f vanishes weakly at infinity and g(f) ∈ WLp(·)(Rn). Thus, to
prove Theorem 6.2, by Theorem 6.1, it suffices to show that, for any f ∈ S ′(Rn), which
vanishes weakly at infinity, it holds true that
‖S(f)‖WLp(·)(Rn) . ‖g(f)‖WLp(·)(Rn). (6.21)
To this end, let f ∈ S ′(Rn) vanish weakly at infinity. It is easy to know that, for any
a ∈ (0,∞) and almost every x ∈ Rn, S(f)(x) . ga,∗(f)(x). Thus, to prove (6.21), it
suffices to show that
‖ga,∗(f)‖WLp(·)(Rn) . ‖g(f)‖WLp(·)(Rn) (6.22)
holds true for some a ∈ ( nmin{p−,2} ,∞). We now prove (6.22). Since a ∈ ( nmin{p−,2} ,∞), it
follows that there exists r ∈ (0,min{p−, 2}) such that a ∈ (nr ,∞). Choosing N0 sufficiently
large, then, by Lemma 6.8 and the Minkowski integral inequality, we find that, for all
x ∈ Rn,
ga,∗(f)(x) =
∑
j∈Z
∫ 2
1
[(φ∗2−j tf)a(x)]
2 dt
t

1/2
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.
∑
j∈Z
∫ 2
1
[ ∞∑
k=0
2−kN0r2(k+j)n
∫
Rn
|(φ2−(k+j))t ∗ f(y)|r
(1 + 2j |x− y|)ar dy
] 2
r
dt
t

1/2
.
∑
j∈Z
{ ∞∑
k=0
2−kN0r2(k+j)n
∫
Rn
[
∫ 2
1 | (φ2−(k+j))t ∗ f(y)|2 dtt ]
r
2
(1 + 2j |x− y|)ar dy
} 2
r
1/2 ,
which, together with Lemma 2.11 and Remarks 2.10 and 2.12, implies that
‖ga,∗(f)‖rvWLp(·)(Rn)
.
∥∥∥∥∥∥∥
∞∑
k=0
2−k(N0r−n)
∑
j∈Z
2j
2n
r
{∫
Rn
[
∫ 2
1 | (φ2−(k+j))t ∗ f(y)|2 dtt ]
r
2
(1 + 2j | · −y|)ar dy
} 2
r

r
2
∥∥∥∥∥∥∥
v
WL
p(·)
r (Rn)
.
∞∑
k=0
2−kv(N0r−n)
∥∥∥∥∥∥∥
∑
j∈Z
2j
2n
r
{∫
Rn
[
∫ 2
1 | (φ2−(k+j))t ∗ f(y)|2 dtt ]
r
2
(1 + 2j | · −y|)ar dy
} 2
r

r
2
∥∥∥∥∥∥∥
v
WL
p(·)
r (Rn)
.
∞∑
k=0
2−kv(N0r−n)
×
∥∥∥∥∥∥∥
∑
j∈Z
2j
2n
r
{ ∞∑
i=0
2−iar
∫
|·−y|∼2i−j
[∫ 2
1
| (φ2−(k+j))t ∗ f(y)|2
dt
t
] r
2
dy
} 2
r

r
2
∥∥∥∥∥∥∥
v
WL
p(·)
r (Rn)
,
where v is as in Remark 2.10 and | · −y| ∼ 2i−j means that |x − y| < 2−j when i = 0, or
2i−j−1 ≤ |x−y| < 2i−j when i ∈ N. Applying the Minkowski series inequality, Proposition
3.4, and Remarks 2.10 and 2.12, we conclude that
‖ga,∗(f)‖rvWLp(·)(Rn) .
∞∑
k=0
2−kv(N0r−n)
∥∥∥∥∥
∞∑
i=0
2−iar+in
×
∑
j∈Z
[
M
([∫ 2
1
| (φ2−(k+j))t ∗ f |2
dt
t
] r
2
)] 2
r

r
2
∥∥∥∥∥∥∥
v
WL
p(·)
r (Rn)
.
∞∑
k=0
2−kv(N0r−n)
×
∞∑
i=0
2(−iar+in)v
∥∥∥∥∥∥∥
∑
j∈Z
[∫ 2
1
| (φ2−(k+j))t ∗ f |2
dt
t
]
r
2
∥∥∥∥∥∥∥
v
WL
p(·)
r (Rn)
. ‖g(f)‖rvWLp(·)(Rn) ,
which implies that (6.22) holds true. This finishes the proof of Theorem 6.2.
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Applying Theorems 6.1 and 6.2, we now prove Theorem 6.3.
Proof of Theorem 6.3. To prove this theorem, we only need to show the necessity, since
the sufficiency is easy because of Theorem 6.1 and the obvious fact that, for all f ∈ S ′(Rn)
and x ∈ Rn, S(f)(x) ≤ g∗λ(f)(x).
To show the necessity, for any f ∈WHp(·)(Rn), by Lemma 6.5, we know that f vanishes
weakly at infinity. From the fact that λ ∈ (1 + 2min{p−,2} ,∞), we deduce that there exists
a ∈ ( nmin{p−,2} ,∞) such that λ ∈ (1 + 2an ,∞) and, for all x ∈ Rn,
g∗λ(f)(x) =
[∫ ∞
0
∫
Rn
(
t
t+ |x− y|
)λn
|f ∗ φt(y)|2 dy dt
tn+1
]1/2
.
{∫ ∞
0
[(φ∗t f)a(x)]
2
∫
Rn
(
1 +
|x− y|
t
)2a−λn dy dt
tn+1
}1/2
∼
{∫ ∞
0
[(φ∗t f)a(x)]
2 dt
t
}1/2
∼ ga,∗(f)(x),
which, together with (6.22) and Theorem 6.2, implies that
‖g∗λ(f)‖WLp(·)(Rn) . ‖f‖WHp(·)(Rn).
This finishes the proof of Theorem 6.3.
7 Boundedness of Caldero´n-Zygmund operators
In this section, as an application of the variable weak Hardy space WHp(·)(Rn), we
establish the boundedness of the Caldero´n-Zygmund operators from the variable Hardy
space Hp(·)(Rn) to WHp(·)(Rn). We begin with recalling the definition of the variable
Hardy space Hp(·)(Rn) (see [32, Definition 1.1]).
Definition 7.1. Let p(·) ∈ C log(Rn) and N ∈ ( np− + n + 1,∞) ∩ N with p− as in (2.1).
The variable Hardy space Hp(·)(Rn) is defined to be the set of all f ∈ S ′(Rn) such that
the (quasi-)norm
‖f‖Hp(·)(Rn) := ‖f∗N,+‖Lp(·)(Rn) <∞,
where f∗N,+ is as in (2.9).
Recall that the variable atomic Hardy space H
p(·),q,s
atom (R
n) is defined as the space of
all f ∈ S ′(Rn) such that f = ∑j∈N λjaj in S ′(Rn), where {λj}j∈N is a sequence of non-
negative numbers, {aj}j∈N is a sequence of (p(·), q, s) atoms, associated with balls {Bj}j∈N
of Rn, satisfying that
(i) supp aj ⊂ Bj ;
(ii) ‖aj‖Lq(Rn) ≤ |Bj |
1/q
‖χBj ‖Lp(·)(Rn)
;
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(iii)
∫
Rn aj(x)x
α dx = 0 for all α ∈ Zn+ with |α| ≤ s.
Moreover, for any f ∈ Hp(·),q,satom (Rn), let
‖f‖
H
p(·),q,s
atom (R
n)
= inf

∥∥∥∥∥∥∥
∑
j∈N
[
λjχBj
‖χBj‖Lp(·)(Rn)
]p
1
p
∥∥∥∥∥∥∥
Lp(·)(Rn)
 ,
where p is as in (2.2) and the infimum is taken over all admissible decompositions of f as
above.
The following lemma is just [36, Theorem 1.1].
Lemma 7.2. Let p(·) ∈ C log(Rn), q ∈ [1,∞]∩(p+,∞] and s ∈ ( np− −n−1,∞)∩Z+, where
p+ and p− are as in (2.1). Then Hp(·)(Rn) = H
p(·),q,s
atom (R
n) with equivalent quasi-norms.
Remark 7.3. Let p(·) ∈ C log(Rn) and p+ ∈ (0, 1]. Then, from the proof of [32, Theorem
4.5], we deduce that the subspace Hp(·)(Rn) ∩ L2(Rn) is dense in Hp(·)(Rn).
Recall that, for any given δ ∈ (0, 1], a convolutional δ-type Caldero´n-Zygmund operator
T means that: T is a linear bounded operator on L2(Rn) with kernel k ∈ S ′(Rn) coinciding
with a locally integrable function on Rn\{~0n} and satisfying that, for all x, y ∈ Rn with
|x| > 2|y|,
|k(x− y)− k(x)| ≤ C |y|
δ
|x|n+δ
and, for all f ∈ L2(Rn), Tf(x) = k ∗ f(x).
The first main result of this section reads as follows.
Theorem 7.4. Let p(·) : Rn → (0, 1] belong to C log(Rn) and δ ∈ (0, 1]. Let T be a
convolutional δ-type Caldero´n-Zygmund operator. If p− ∈ [ nn+δ , 1] with p− as in (2.1),
then T has a unique extension on Hp(·)(Rn) and, moreover, for all f ∈ Hp(·)(Rn),
‖Tf‖WHp(·)(Rn) ≤ C‖f‖Hp(·)(Rn),
where C is a positive constant independent of f .
The proof of Theorem 7.4 is given below.
Remark 7.5. If p(·) ≡ p ∈ (0, 1], then WHp(·)(Rn) = WHp(Rn). In this case, Theorem
7.4 indicates that, if δ ∈ (0, 1], p = nn+δ and T is a convolutional δ-type Caldero´n-Zygmund
operator, then T is bounded from H
n
n+δ (Rn) toWH
n
n+δ (Rn), which is just [30, Theorem 1]
(see also [29, Theorem 5.2]). Here nn+δ is called the critical index. Thus, the boundedness
of the Caldero´n-Zygmund operator from Hp(·)(Rn) to WHp(·)(Rn) obtained in Theorem
7.4 includes the critical case.
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Recall that, for any given γ ∈ (0,∞), a linear operator T is called a γ-order Caldero´n-
Zygmund operator if T is bounded on L2(Rn) and its kernel
k : (Rn × Rn)\{(x, x) : x ∈ Rn} → C
satisfies that there exists a positive constant C such that, for any α ∈ Zn+ with |α| ≤ ⌈γ⌉
and x, y, z ∈ Rn with |x− y| > 2|y − z|,
|∂αx k(x, y)− ∂αx k(x, z)| ≤ C
|y − z|γ−⌈γ⌉
|x− y|n+γ (7.1)
and, for any f ∈ L2(Rn) having compact support and x /∈ supp f ,
Tf(x) =
∫
supp f
k(x, y)f(y) dy.
Here and hereafter, for any γ ∈ (0,∞), ⌈γ⌉ denotes the maximal integer less than γ.
For m ∈ N, an operator T is said to have the vanishing moment condition up to order
m if, for any a ∈ L2(Rn) having compact support and satisfying that, for all β ∈ Zn+ with
|β| ≤ m, ∫Rn a(x)xβ dx = 0, it holds true that ∫Rn xβTa(x) dx = 0.
The second main result of this section is stated as follows.
Theorem 7.6. Let p(·) : Rn → (0, 1] belong to C log(Rn) and γ ∈ (0,∞). Let T be
a γ-order Caldero´n-Zygmund operator and have the vanishing moment condition up to
order ⌈γ⌉. If ⌈γ⌉ ≤ n( 1p− − 1) ≤ γ with p− as in (2.1), then T has a unique extension on
Hp(·)(Rn) and, moreover, for all f ∈ Hp(·)(Rn), ‖Tf‖WHp(·)(Rn) ≤ C‖f‖Hp(·)(Rn), where C
is a positive constant independent of f .
The proof of Theorem 7.6 is presented below.
Remark 7.7. Recall that, for δ ∈ (0, 1], a non-convolutional δ-type Caldero´n-Zygmund
operator T means that: T is a linear bounded operator on L2(Rn) and there exist a kernel
k on (Rn × Rn)\{(x, x) : x ∈ Rn} and a positive constant C such that, for any x, y,
z ∈ Rn with |x− y| > 2|y − z|,
|k(x, y) − k(x, z)| ≤ C |y − z|
δ
|x− y|n+δ
and, for any f ∈ L2(Rn) having compact support and x /∈ supp f ,
Tf(x) =
∫
supp f
k(x, y)f(y) dy.
Notice that, when γ := δ ∈ (0, 1], the operator T in Theorem 7.6 is just a non-convolutional
δ-type Caldero´n-Zygmund operator. Thus, the operators of Theorem 7.6 conclude the non-
convolutional δ-type Caldero´n-Zygmund operators as special cases. From this, it is easy
to see that the critical index of γ-order Caldero´n-Zygmund operators is nn+γ .
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To prove Theorems 7.4 and 7.6, we need the following proposition.
Proposition 7.8. Let r ∈ (1,∞) and p(·) ∈ C log(Rn) with p− ∈ [1,∞), where p− is as
in (2.1). Then there exists a positive constant C such that, for any sequence {fj}j∈N of
measurable functions and α ∈ (0,∞),
α
∥∥∥∥χ{x∈Rn: {∑j∈N[M(fj)(x)]r} 1r>α}
∥∥∥∥
Lp(·)(Rn)
≤ C
∥∥∥∥∥∥∥
∑
j∈N
|fj|r
 1r
∥∥∥∥∥∥∥
Lp(·)(Rn)
.
The proof of Proposition 7.8 depends on the following extrapolation theorem corre-
sponding to the Muckenhoupt weight class A1(Rn), which is just [10, Theorem 5.24] and
a weaker version can also be found in [11, Theorem 1.3]. Recall that a locally integrable
function w, which is positive almost everywhere on Rn, is said to belong to A1(Rn) if
[w]A1(Rn) := ess sup
x∈Rn
M(w)(x)
w(x)
<∞,
where M denotes the Hardy-Littlewood maximal function as in (2.5).
Lemma 7.9. Suppose that the family F is a set of all pairs of functions (F,G) satisfying
that there exists p0 ∈ [1,∞) such that, for every w ∈ A1(Rn),∫
Rn
[F (x)]p0w(x) dx ≤ C(p0,[w]A1(Rn))
∫
Rn
[G(x)]p0w(x) dx,
where C(p0,[w]A1(Rn))
is a positive constant independent of F and G, but may depend on p0
and [w]A1(Rn). Let p(·) ∈ P(Rn) be such that p0 ≤ p− ≤ p+ < ∞ with p− and p+ as in
(2.1). If the maximal operator M is bounded on L(p(·)/p0)∗(Rn), where, for all x ∈ Rn,
1
(p(x)/p0)∗
+
1
p(x)/p0
= 1,
then there exists a positive constant C such that, for all (F,G) ∈ F ,
‖F‖Lp(·)(Rn) ≤ C‖G‖Lp(·)(Rn).
We also need the following weak-type weighted Fefferman-Stein vector-valued inequality
of the Hardy-Littlewood maximal operator M in (2.5) from [6, Theorem 3.1(a)].
Lemma 7.10. Let r ∈ (1,∞) and w ∈ A1(Rn). Then there exists a positive constant C,
depending on n, r and [w]A1(Rn), such that, for all α ∈ (0,∞) and sequences {fj}j∈N of
measurable functions on Rn,
αw

x ∈ Rn :
∑
j∈N
[M(fj)(x)]r
 1r > α

 ≤ C ∫
Rn
∑
j∈N
|fj(x)|r
 1r w(x) dx.
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Proof of Proposition 7.8. For any r ∈ (1,∞), α ∈ (0,∞) and any sequence {fj}j∈N of
measurable functions on Rn, let Fα be the set of all pairs (Fα, G), where, for all x ∈ Rn,
Fα(x) := αχ{x∈Rn: {∑j∈N[M(fj)(x)]r} 1r>α}(x) and G(x) :=
∑
j∈N
|fj(x)|r
 1r .
Then, by Lemma 7.10, we know that, for every w ∈ A1(Rn),∫
Rn
Fα(x)w(x) dx
= αw

x ∈ Rn :
∑
j∈N
[M(fj)(x)]r
 1r > α

 . ∫
Rn
G(x)w(x) dx. (7.2)
From p(·) ∈ C log(Rn) and p− ∈ [1,∞), it follows that M is bounded on Lp∗(·)(Rn) (see,
for example, [10, Theorem 3.16]). Thus, by this, (7.2) and via applying Lemma 7.9 with
p0 := 1 and F := Fα, we conclude that, for all α ∈ (0,∞),
α
∥∥∥∥χ{x∈Rn: {∑j∈N[M(fj)(x)]r} 1r>α}
∥∥∥∥
Lp(·)(Rn)
= ‖Fα‖Lp(·)(Rn) . ‖G‖Lp(·)(Rn).
Therefore, we find that, for all α ∈ (0,∞) and sequences {fj}j∈N of measurable functions,
α
∥∥∥∥χ{x∈Rn: {∑j∈N[M(fj)(x)]r} 1r>α}
∥∥∥∥
Lp(·)(Rn)
.
∥∥∥∥∥∥∥
∑
j∈N
|fj(x)|r

1
r
∥∥∥∥∥∥∥
Lp(·)(Rn)
,
which completes the proof of Proposition 7.8.
We next prove Theorem 7.4.
Proof of Theorem 7.4. Let p(·) and s be as in Lemma 7.2 and f ∈ Hp(·)(Rn) ∩ L2(Rn).
Then, by Lemma 7.2 and its proof (see also the proof of [32, Theorem 4.5]), we know
that there exist sequences {λj}j∈N of positive constants and {aj}j∈N of (p(·), 2, s)-atoms
supported on balls {Bj}j∈N := {B(xj , rj) : xj ∈ Rn and rj ∈ (0,∞)}j∈N such that
f =
∑
j∈N
λjaj in L
2(Rn) (7.3)
and ∥∥∥∥∥∥∥
∑
j∈N
[
λjχBj
‖χBj‖Lp(·)(Rn)
]p
1
p
∥∥∥∥∥∥∥
Lp(·)(Rn)
. ‖f‖Hp(·)(Rn),
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where p is as in (2.2). Since the operator T is bounded on L2(Rn), it follows from (7.3)
that
Tf =
∑
j∈N
λjTaj
holds true in L2(Rn), namely, Tf is well defined for any f ∈ Hp(·)(Rn) ∩ L2(Rn). Let
φ ∈ S(Rn) satisfy ∫Rn φ(x) dx 6= 0. Then, to prove this theorem, by Theorem 3.7, we only
need to show that ∥∥φ∗+(Tf)∥∥WLp(·)(Rn) . ‖f‖Hp(·)(Rn), (7.4)
where φ∗+(Tf) is as in (3.9) with f replaced by Tf . For any α ∈ (0,∞), by Remark 2.1,
we have
α
∥∥∥χ{x∈Rn: φ∗+(Tf)(x)>α}∥∥∥Lp(·)(Rn)
≤ α
∥∥∥χ{x∈Rn: ∑j∈N λjφ∗+(Taj )(x)>α}∥∥∥Lp(·)(Rn)
. α
∥∥∥χ{x∈Rn: ∑j∈N λjφ∗+(Taj )(x)χ4Bj (x)>α2 }∥∥∥Lp(·)(Rn)
+ α
∥∥∥∥χ{x∈Rn: ∑j∈N λjφ∗+(Taj)(x)χ(4Bj )∁(x)>α2 }
∥∥∥∥
Lp(·)(Rn)
.
∥∥∥∥∥∥
∑
j∈N
λjφ
∗
+(Taj)χ4Bj
∥∥∥∥∥∥
Lp(·)(Rn)
+ α
∥∥∥∥χ{x∈Rn: ∑j∈N λjφ∗+(Taj )(x)χ(4Bj )∁(x)>α2 }
∥∥∥∥
Lp(·)(Rn)
=: I + II.
Observe that φ∗+(Taj) .M(Taj) and aj ∈ L2(Rn). From the facts that M is bounded
on Lr(Rn) with r ∈ (1,∞] and that T is bounded on L2(Rn), we conclude that
‖φ∗+(Taj)‖L2(Rn) . ‖M(Taj)‖L2(Rn) . ‖Taj‖L2(Rn) . ‖aj‖L2(Rn) .
|Bj |1/2
‖χBj‖Lp(·)(Rn)
,
which, combined with Lemmas 4.5 and 2.4, implies that
I .
∥∥∥∥∥∥∥
∑
j∈N
[
λjχ4Bj
‖χBj‖Lp(·)(Rn)
]p
1
p
∥∥∥∥∥∥∥
Lp(·)(Rn)
.
∥∥∥∥∥∥∥
∑
j∈N
[
λjχBj
‖χBj‖Lp(·)(Rn)
]p
1
p
∥∥∥∥∥∥∥
Lp(·)(Rn)
. ‖f‖Hp(·)(Rn). (7.5)
Next, we deal with II. To this end, by an argument similar to that used in the proof of
[29, (5.4), (5.5),(5.6) and (5.7)], we conclude that for any j ∈ N,
φ∗+(Taj)χ(4Bj )∁(x) .
rj
n+δ
|x− xj|n+δ
1
‖χBj‖Lp(·)(Rn)
.
[M(χBj )(x)]n+δn 1‖χBj‖Lp(·)(Rn)
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Thus, by Proposition 7.8, we know that
II . α
∥∥∥∥∥∥χ{x∈Rn: ∑j∈N λj‖χBj ‖Lp(·)(Rn) [M(χBj )(x)]n+δn >α2 }
∥∥∥∥∥∥
Lp(·)(Rn)
.
α
2
∥∥∥∥∥∥χ{x∈Rn: [∑j∈N λj‖χBj ‖Lp(·)(Rn) {M(χBj )(x)}n+δn ] nn+δ>(α2 ) nn+δ }
∥∥∥∥∥∥
n+δ
n
L
(n+δ)p(·)
n (Rn)
.
∥∥∥∥∥∥∥
∑
j∈N
λjχBj
‖χBj‖Lp(·)(Rn)
 nn+δ
∥∥∥∥∥∥∥
n+δ
n
L
(n+δ)p(·)
n (Rn)
.
∥∥∥∥∥∥∥
∑
j∈N
[
λjχBj
‖χBj‖Lp(·)(Rn)
]p
1
p
∥∥∥∥∥∥∥
Lp(·)(Rn)
. ‖f‖Hp(·)(Rn). (7.6)
Finally, combining (7.5) and (7.6), we conclude that, for any α ∈ (0,∞),
α
∥∥∥χ{x∈Rn: φ∗+(Tf)(x)>α}∥∥∥Lp(·)(Rn) . ‖f‖Hp(·)(Rn),
namely, (7.4) holds true. This, together with Remark 7.3 and a dense argument, finishes
the proof of Theorem 7.4.
We finally prove Theorem 7.6.
Proof of Theorem 7.6. By an argument similar to that used in the proof of Theorem 7.4,
it suffices to show that, for all α ∈ (0,∞) and f ∈ Hp(·)(Rn) ∩ L2(Rn),
α
∥∥∥∥χ{x∈Rn: ∑j∈N λjφ∗+(Taj )(x)χ(4Bj )∁(x)>α2 }
∥∥∥∥
Lp(·)(Rn)
. ‖f‖Hp(·)(Rn), (7.7)
where λj , aj and Bj are as in the proof of Theorem 7.4. To this end, we need some finer
estimates about φ∗+(Taj). By the vanishing moment condition of T and the fact that
⌈γ⌉ ≤ n( 1p− − 1) ≤ s, we know that, for all j ∈ N, t ∈ (0,∞) and x ∈ (4Bj)∁,
|φt ∗ Taj(x)| ≤ 1
tn
∫
Rn
∣∣∣∣∣∣φ
(
x− y
t
)
−
∑
|β|≤⌈γ⌉
Dβφ
(
x−xj
t
)
β!
(
y − xj
t
)β∣∣∣∣∣∣ |Taj(y)| dy
=
1
tn
(∫
|y−xj |<2rj
+
∫
2rj≤|y−xj |<
|x−xj |
2
+
∫
|y−xj |≥
|x−xj |
2
)
×
∣∣∣∣∣∣φ
(
x− y
t
)
−
∑
|β|≤⌈γ⌉
Dβφ
(
x−xj
t
)
β!
(
y − xj
t
)β∣∣∣∣∣∣ |Taj(y)| dy
Variable Weak Hardy Spaces 55
=: A1 +A2 +A3. (7.8)
For A1, by the Taylor remainder theorem, we find that, for any j ∈ N and y ∈ Rn with
|y − xj| < 2rj , there exists ξ1(y) ∈ 2Bj such that
A1 =
1
tn
∫
|y−xj |<2rj
∣∣∣∣∣∣φ
(
x− y
t
)
−
∑
|β|≤⌈γ⌉
Dβφ
(
x−xj
t
)
β!
(
y − xj
t
)β∣∣∣∣∣∣ |Taj(y)| dy
≤ 1
tn
∫
|y−xj |<2rj
∣∣∣∣∣∣
∑
|β|=⌈γ⌉+1
∂βφ
(
x− ξ1(y)
t
)∣∣∣∣∣∣
( |y − xj |
t
)⌈γ⌉+1
|Taj(y)| dy,
which, combined with the Ho¨lder inequality and the fact that T is bounded on L2(Rn),
implies that, for all t ∈ (0,∞) and x ∈ (4Bj)∁,
A1 .
1
tn
∫
|y−xj |<2rj
tn+⌈γ⌉+1
|x− xj |n+⌈γ⌉+1
|y − xj |⌈γ⌉+1
t⌈γ⌉+1
|Taj(y)| dy
.
r
⌈γ⌉+1
j
|x− xj|n+⌈γ⌉+1
‖Taj‖L2(Rn)|Bj|1/2 .
r
n+⌈γ⌉+1
j
|x− xj |n+⌈γ⌉+1
1
‖χBj‖Lp(·)(Rn)
. (7.9)
For A2, by the Taylor remainder theorem, the vanishing moment condition of aj, the
fact that ⌈γ⌉ ≤ n( 1p− − 1) ≤ s, (7.1) and the Ho¨lder inequality, we conclude that, for all
z ∈ Bj , there exists ξ2(z) ∈ Bj such that, for all t ∈ (0,∞) and x ∈ (4Bj)∁,
A2 =
1
tn
∫
2rj≤|y−xj |< |x−xj|2
∣∣∣∣∣∣φ
(
x− y
t
)
−
∑
|β|≤⌈γ⌉
Dβφ
(
x−xj
t
)
β!
(
y − xj
t
)β∣∣∣∣∣∣ |Taj(y)| dy
.
∫
2rj≤|y−xj |< |x−xj|2
|y − xj |⌈γ⌉+1
|x− xj |n+⌈γ⌉+1
×
∫
Bj
|aj(z)|
∣∣∣∣∣∣k(y, z) −
∑
|β|≤⌈γ⌉
∂βy k(y, xj)
β!
(z − xj)β
∣∣∣∣∣∣ dz
 dy
.
1
|x− xj|n+⌈γ⌉+1
∫
2rj≤|y−xj |< |x−xj|2
|y − xj|⌈γ⌉+1
×
∫
Bj
|aj(z)|
∣∣∣∣∣∣
∑
|β|=⌈γ⌉
∂βy k(y, xj)− ∂βy k(y, ξ2(z))
β!
(z − xj)β
∣∣∣∣∣∣ dz dy
.
1
|x− xj|n+⌈γ⌉+1
∫
2rj≤|y−xj |<
|x−xj|
2
|y − xj|⌈γ⌉+1
∫
Bj
|aj(z)| |z − xj|
γ
|y − xj|n+γ dz dy
.
rγj
|x− xj|n+⌈γ⌉+1
∫
2rj≤|y−xj |<
|x−xj|
2
1
|y − xj|n+γ−⌈γ⌉−1
dy‖aj‖L2(Rn)|Bj |1/2
.
rn+γj
|x− xj|n+γ
1
‖χBj‖Lp(·)(Rn)
. (7.10)
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For A3, by the vanishing moment condition of aj, the fact that ⌈γ⌉ ≤ n( 1p− − 1) ≤ s,
(7.1) and the Ho¨lder inequality, we find that, for all z ∈ Bj , there exists ξ3(z) ∈ Bj such
that, for all t ∈ (0,∞) and x ∈ (4Bj)∁,
A3 ≤
∫
|y−xj |≥
|x−xj |
2
∣∣∣∣∣∣ 1tn
φ(x− y
t
)
−
∑
|β|≤⌈γ⌉
Dβφ
(
x−xj
t
)
β!
(
y − xj
t
)β∣∣∣∣∣∣
×

∫
Bj
|aj(z)|
∣∣∣∣∣∣k(y, z) −
∑
|β|≤⌈γ⌉
∂βy k(y, xj)
β!
(z − xj)β
∣∣∣∣∣∣ dz
 dy
.
∫
|y−xj |≥ |x−xj |2
∣∣∣∣∣∣ 1tn
φ(x− y
t
)
−
∑
|β|≤⌈γ⌉
Dβφ
(
x−xj
t
)
β!
(
y − xj
t
)β∣∣∣∣∣∣
×
∫
Bj
|aj(z)|
∣∣∣∣∣∣
∑
|β|=⌈γ⌉
∂βy k(y, xj)− ∂βy k(y, ξ3(z))
β!
(z − xj)β
∣∣∣∣∣∣ dz dy
.
∫
|y−xj |≥ |x−xj |2
|φt(x− y)|
∫
Bj
|aj(z)| |z − xj|
γ
|y − xj|n+γ dz dy
+
∫
|y−xj |≥
|x−xj|
2
∣∣∣∣∣∣ 1tn
∑
|β|≤⌈γ⌉
Dβφ
(
x−xj
t
)
β!
(
y − xj
t
)β∣∣∣∣∣∣
×
∫
Bj
|aj(z)| |z − xj |
γ
|y − xj |n+γ dz dy
.
rγj
|x− xj|n+γ ‖aj‖L2(Rn)|Bj |
1/2
∫
|y−xj |≥
|x−xj|
2
|φt(x− y)| dy
+
∑
|β|≤⌈γ⌉
rγj ‖aj‖L2(Rn)|Bj |1/2
×
∫
|y−xj |≥
|x−xj|
2
1
tn
tn+|β|
|x− xj |n+|β|
|y − xj ||β|
|t||β|
1
|y − xj|n+γ dy
.
rn+γj
|x− xj|n+γ
1
‖χBj‖Lp(·)(Rn)
. (7.11)
Combining (7.8), (7.9), (7.10) and (7.11), we conclude that, for all x ∈ (4Bj)∁,
|φ∗+(Taj)(x)| = sup
t∈(0,∞)
|φt ∗ Taj(x)| .
rn+γj
|x− xj|n+γ
1
‖χBj‖Lp(·)(Rn)
.
[M(χBj )(x)]n+γn 1‖χBj‖Lp(·)(Rn) ,
which implies that
φ∗+(Taj)(x)χ(4Bj )∁(x) .
[M(χBj )(x)]n+γn 1‖χBj‖Lp(·)(Rn) .
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Therefore, by Proposition 7.8 and an argument similar to that used in the proof of (7.6),
we know that
α
∥∥∥∥χ{x∈Rn: ∑j∈N λjφ∗+(Taj)(x)χ(4Bj )∁(x)>α2 }
∥∥∥∥
Lp(·)(Rn)
.
α
2
∥∥∥∥∥∥χ{x∈Rn: [∑j∈N λj‖χBj ‖Lp(·)(Rn) {M(χBj )(x)}n+γn ] nn+γ >(α2 ) nn+γ }
∥∥∥∥∥∥
n+γ
n
L
(n+γ)p(·)
n (Rn)
.
∥∥∥∥∥∥∥
∑
j∈N
λjχBj
‖χBj‖Lp(·)(Rn)

n
n+γ
∥∥∥∥∥∥∥
n+γ
n
L
(n+γ)p(·)
n (Rn)
. ‖f‖Hp(·)(Rn),
which shows (7.7) holds true and hence completes the proof of Theorem 7.6.
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