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Abstract
The helicity formalism applied to the radiative decay Λ0b→ pK−γ is presented for
the first time in this paper. The aim is to provide the necessary formalism to be
able to resolve the resonant pK− structures at the photon pole by means of an
amplitude analysis. Experimental effects, such as resolution, are also discussed.
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1 Introduction
Rare decays of b hadrons, such as b → s`+`−, are Flavour-Changing Neutral-Currents
(FCNC), which are forbidden at tree level in the Standard Model (SM) and are thus highly
suppressed. As such, they are very sensitive to potential new particles that can enter
virtually through loop-level processes or allow new tree-level diagrams, affecting properties
of the decays such as branching fractions and angular distributions. The measurement
of these processes allows to probe higher scales than those accessible via direct searches.
Lepton Universality (LU) tests, which are complementary to these measurements and
provide theoretically very precise observables, show a deviation with respect to the
universal SM prediction [1, 2].
Thanks to the abundant production of b baryons at LHC, the LHCb collaboration
reported the first test of LU using Λ0b → pK−`+`− decays1 [3], in the dilepton mass-
squared range 0.1 < q2 < 6.0 GeV2/c4 and the pK− mass range mpK− < 2600 MeV/c2.
Direct interpretations of this result are difficult given that the resonant structure of the
pK− final state is not resolved in this region of q2. The spectrum is well known at high q2
following a first amplitude analysis of Λ0b→ pK−J/ψ decays, which led to the discovery
of states compatible with pentaquarks [4]. In order to be able to characterise the pK−
spectrum at the photon pole, the helicity formalism is employed in this work to derive the
necessary building blocks for an amplitude analysis of the Λ0b→ pK−γ decay.
This paper is organised as follows; the general three body helicity amplitude formalism
is presented in Section 2, which is then applied to the specific decay Λ0b → pK−γ in
Section 3, where no assumptions on the Λ0b polarisation nor the photon polarisation are
made. Experimental aspects to be considered in an amplitude fit to experimental data
are discussed in Section 4.
2 General three-body helicity amplitude
We describe a three-body decay as two consecutive two-body decays with an isobar model.
This section presents the general three-body helicity amplitude. After an introduction to
the helicity formalism, the inclusion of the dynamical description of the isobar model is
discussed. Finally, the differential decay rate for a three-body decay including the option
for various decay chains is given.
2.1 Helicity formalism for a three-body decay
Using the helicity formalism, first derived in Ref. [5] and extensively discussed for example
in Refs. [6,7], the decay of a particle A with spin JA and helicity λA to two child particles
B and C (A → BC) with helicities λB and λC is the product of a Wigner-D function
DJmm′(α, β, γ) and a helicity coupling H:
DJA(λB−λC)λA(ϕB, θB,−ϕB)HA→BCλB ,λC .
The angles ϕB and θB are the azimuthal and polar angle of child B, and thus describe the
position of the decay axis in the parent coordinate system. In Fig. 1, the rotation angles
1Charge conjugation is implied throughout the text.
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Figure 1: Visualisation of the decay angles in the decay A→ BC. The white/bottom plane is
an arbitrary helicity frame of A, i.e. the z axis coincides with the momentum of A and x, y are
arbitrary. The azimuthal angle of B, ϕB, describes how the decay plane (yellow/centre) lies
within the arbitrary first frame. After a boost into the rest frame of A (green/top plane), the
polar angle of B, θB, is defined.
are illustrated; for a derivation and commentary on the choice of angles, see Appendix A.
In order to model a consecutive decay B → DE, this amplitude can easily be extended to
A = DJA(λB−λC)λA(ϕB, θB,−ϕB)HA→BCλB ,λC (−1)JC−λCD
JB
(λD−λE)λB(ϕD, θD,−ϕD)HB→DEλD,λE (−1)JE−λE ,
(1)
where the (−1)JX−λX terms arise from the choice of the phase [8, Eq. 8]. For a visualisation
of the angles used here, see Fig. 2.
2.2 Including dynamics
The primary goal of the amplitude analysis of Λ0b → (Λ∗ → pK−)γ is to measure
the contributions of the individual resonances such as Λ(1520), Λ(1690), etc. To this
end, describing the resonance spectrum with an isobar model, where each resonance is
represented by a relativistic Breit-Wigner function, is a common and convenient approach
summarised in Ref. [9, Sec. 48.2]. Using the particle labels introduced in the previous
section, the standard parametrisation of this line shape for a resonance B with mass m0
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Figure 2: Definition of the decay angles for two consecutive two-body decays; the colour code
follows that of Fig. 1. The white/bottom plane, denoted “lab frame”, represents the arbitrary
coordinate system in the helicity frame of A. The yellow planes (left centre and top centre)
represent the decay planes in the parent helicity frame. The green planes (top left and top right)
represent the parent rest frames and visualise the definition of the polar angles θ.
and width Γ0 is
R(mDE) =
1
m20 −m2DE − im0Γ(mDE)
,
Γ(mDE) = Γ0
(
p
p0
)2l+1
m0
mDE
[Bl(p, p0)]
2 .
Here, p = p(mDE) is the absolute momentum of one of the children (D or E) measured in
the parent (B) rest frame, while p0 = p(m0) is the child’s momentum at the resonance
pole2, l is the orbital angular momentum between the two children D and E, and Bl is
the Blatt-Weisskopf form factor [10, 11].
Additionally, the line shape R(mDE) is accompanied by a Blatt-Weisskopf form factor
and an angular momentum barrier for both of the decays to account for the suppression
2The explicit formula is given in Eq. (9) in Appendix A, where mDE , respectively m0, is the mass of
the parent.
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of high orbital angular momenta. The dynamical part of the decay rate is now
X(mDE) =
(
q
mA
)L(
p
m0
)l
BL(q, q0)Bl(p, p0)R(mDE) , (2)
with the orbital angular momentum L between B and C and the absolute momentum q of
B (or C) in the rest frame of A. In analogy to p0, q0 is the momentum at the resonance
pole.
To incorporate the dynamics given by Eq. (2) into the helicity amplitude in Eq. (1), the
couplings H are transformed from the helicity basis to a basis defined by orbital angular
momentum and total spin, the LS basis. The technical aspects of this transformation
and the inclusion of the dynamical part are discussed in Appendix B; for completeness, a
comprehensive review on Dalitz plot decomposition can be found in Ref. [8]. The final
amplitude for a decay A→ (B → DE)C with defined helicities of all particles is
A = DJA(λB−λC)λA(ϕB, θB,−ϕB)D
JB
(λD−λE)λB(ϕD, θD,−ϕD)
×
|JA+S|∑
L=|JA−S|
|JB+JC |∑
S=|JB−Jγ |
|JB+s|∑
l=|JB−s|
|JD+JE |∑
s=|JD−JE |
[
CA→BC1 C
A→BC
2 C
B→DE
1 C
B→DE
2
×HA→BCLS (−1)JC−λCHB→DEls (−1)JE−λE
×X(mDE)] ,
(3)
where the couplings H are now in the LS basis. The Clebsch-Gordan coefficient C1 is the
coefficient for the spin-spin coupling between the children and C2 is the coefficient for the
coupling of total spin to orbital angular momentum. To improve readability, the upper
case L, S refer to orbital angular momentum L and total spin S in the decay A→ BC
and lower case l, s refer to the corresponding quantities in the decay B → DE.
2.3 The full decay rate
To obtain the full matrix element, we sum coherently over all internal parameters such
as the helicity states of the resonance, λB, and the number of different resonances B,
as they cannot be directly measured and appear in superpositions. To obtain the full
differential decay rate from this, we take the incoherent sum over the helicities of initial
and final state particles, where the helicity of the parent A is averaged with respect to its
polarisation. The full differential decay rate is
dΓ
d(ϕB, θB, ϕD, θD,mDE)
=
∑
λA
ρλA
∑
λC
∑
λD
∑
λE
∣∣∣∣∣∑
B
∑
λB
AJA,JBλA,λB ,λC ,λD,λE(ϕB, θB, ϕD, θD,mDE)
∣∣∣∣∣
2
.
(4)
The coefficients ρλA are the diagonal elements of the polarisation density matrix and
encode the polarisation of the parent particle A along the quantisation axis, which we
chose to be the z axis of the helicity frame of A.3
3This choice of quantisation axis is made in the main body of the text for ease of explanation. The
axis is actually arbitrary; a discussion of this is provided in Appendix A.
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The decay Λ0b → pK−γ is dominated by the decay via Λ resonances, Λ∗, decaying
strongly into pK−. However, the process Λ0b → (Pc → pγ)K− via a charm pentaquark Pc,
as in those observed by LHCb [4], is also theoretically possible. The full decay rate using
two decay chains A→ (B → DE)C and A→ (F → CD)E with helicity amplitudes AB
and AF , both defined according to Eq. (1) – or Eq. (3) equivalently – is given by
dΓ
d(ΩB,ΩF ,mDE,mCD)
=
∑
λA
ρλA
∑
λC
∑
λD
∑
λE
∣∣∣∣∣∑
B
∑
λB
AB +
∑
F
∑
λF
AF
∣∣∣∣∣
2
,
where dΩB = d(ϕB, θB, ϕD, θD) represents the angular dependencies of the B decay
chain as defined in Section 2.1 and dΩF = d(ϕF , θF , ϕC , θC) corresponds to the angular
dependencies of the F decay chain, defined analogously. Nevertheless, there are still
only two degrees of freedom in a three-body decay, such that those are not independent
variables, but can be connected by an appropriate rotation. For an example usage of
two decay chains, consult the details of the discovery of pentaquark states in the decay
Λ0b → pK−J/ψ at LHCb [4].
3 The case of Λ0b → (Λ∗ → pK−)γ
In this section, we apply the general amplitude formalism introduced above to the decay
Λ0b → (Λ∗ → pK−)γ. After first explaining how the amplitude can be simplified for this
decay, the differential decay rate is given and subsequently examined.
3.1 Simplifications
Given that the kaon particle has spin 0, the total spin s in the decay Λ∗ → pK−
is equal to the proton spin Jp = 1/2. According to the rules of angular momentum
coupling, the orbital angular momentum l and the total spin s must satisfy the condition
|l − s| ≤ JΛ∗ ≤ |l + s|, which restricts the possible orbital angular momenta to two
consecutive integers: l = JΛ∗ ± 1/2. Additionally, the decay Λ∗ → pK− is a strong process
requiring parity conservation, explicitly
PΛ∗ = PpPK(−1)l ,
where Pi is the parity of particle i. The lack of spin-spin coupling between proton and kaon
and parity conservation in the strong decay Λ∗ → pK− fix the orbital angular momentum
l between the proton and the kaon unambiguously.
In summary, there is only one ls coupling parameter, HΛ
∗→pK−
ls , for each Λ
∗ resonance,
which enters as an overall factor to this resonance contribution to the amplitude. Subse-
quently, a fit to the data cannot determine their value, and we choose to absorb them
into the LS couplings H
Λ0b→Λ∗γ
LS .
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3.2 Differential decay rate
The helicity amplitude in Eq. (3) after the simplifications reads
A = D
J
Λ0
b
(λΛ∗−λγ)MΛ0
b
(ϕΛ∗ , θΛ∗ ,−ϕΛ∗)DJΛ∗λpλΛ∗ (ϕp, θp,−ϕp)
×
|J
Λ0
b
+S|∑
L=|J
Λ0
b
−S|
|JΛ∗+Jγ |∑
S=|JΛ∗−Jγ |
C
Λ0b→Λ∗γ
1 C
Λ0b→Λ∗γ
2 C
Λ∗→pK−
2 ×HΛ
0
b→Λ∗γ
LS ×X(mpK−) .
(5)
Substituting this amplitude into the general decay rate of Eq. (4) yields
dΓ
d(ϕΛ∗ , θΛ∗ , ϕp, θp,mpK−)
=
∑
λ
Λ0
b
ρλ
Λ0
b
∑
λγ
∑
λp
∣∣∣∣∣∣
∑
Λ∗
∑
λΛ∗
A
J
Λ0
b
,JΛ∗
λ
Λ0
b
,λΛ∗ ,λγ ,λp,0(ϕΛ∗ , θΛ∗ , ϕp, θp,mpK−)
∣∣∣∣∣∣
2
.
(6)
Note that there is no sum over the kaon states because JK = λK = 0. Since the spin
of the Λ0b baryon is JΛ0b = 1/2, its helicities can only take the values λΛ0b = ±1/2. This
enables the coefficient ρλ
Λ0
b
to be parameterised in terms of the Λ0b polarisation:
ρ±1/2 =
1± PΛ0b
2
.
As a final comment in this section, we point out that the photon is massless and
therefore cannot carry longitudinal polarisation, λγ = 0, which reduces the number of
possible helicity couplings. The basis transformation from helicity to LS couplings however
is a purely mathematical operation without prior physics knowledge, resulting in a set
of LS couplings that are not independent of each other. More explicitly, the formalism
assumes that all helicity states −λγ ≤ Jγ ≤ λγ , i.e. λγ = 0,±1, are present. An additional
constraint like λγ 6= 0 needs to be introduced manually. This is straightforward for the
helicity couplings: HλΛ∗0 = 0. Due to the nontrivial relation between the helicity and LS
couplings, no individual LS coupling can be set to zero, but rather the sums over LS
couplings that correspond to HλΛ∗0 can.
3.3 Differential decay rate after evaluation of the helicity sums
After executing all the helicity sums in Eq. (6), the differential decay rate reads
dΓ
d(Ω,mpK−)
=
∑
n
(
Sn1/2 + S
n
3/2 + S
n
mix
)
+
∑
n
∑
m<n
(
T nm1/2 + T
nm
3/2 + T
nm
mix
)
, (7)
divided into self-interaction terms S and interference terms T , where the lower index
describes which helicity states are interfering. For example, the term Sn1/2 contains the
interaction of the helicity ±1/2 of a resonance with itself, whereas T nmmix contains the
interaction of the helicity state ±1/2 of one resonance with the helicity state ±3/2 of
another resonance. This is a result of the conservation of the spin projection encoded into
6
the indices of the Wigner-D functions. Explicitly, |λΛ0b | = |λΛ∗ − λγ| needs to be satisfied
allowing only λΛ∗ = ±1/2,±3/2 and requiring the helicities of Λ∗ and the photon to have
the same sign. The sums in Eq. (7) are taken over the various Λ∗, i.e. m,n = Λ∗1,Λ
∗
2, ...
The explicit form of the interaction terms are given in Appendix E. However, in the
following, some features of the full differential decay rate are illuminated. The angles
θΛ∗ , ϕΛ∗ , ϕp only appear in products with the longitudinal Λ
0
b polarisation Pb.
4 Since the
Λ0b is produced in a strong interaction process, the longitudinal polarisation must be zero.
Despite cancelling the dependency on three of the decay angles, setting the longitudinal
polarisation to zero in the decay rate does not decrease the degrees of freedom because the
angles are kinematic variables. And in a three-body decay there are only two kinematic
degrees of freedom, commonly represented by the standard Dalitz plane (m2pγ,m
2
pK−) [12];
other choices such as the rectangular Dalitz plane (cos(θp),mpK−) are possible and in use.
In the decay Λ0b → (Λ∗ → pK−)J/ψ , the most abundant Λ∗ contributions consist of
various resonances with spin 1/2 and one resonance with spin 3/2 [4]. Assuming this is
also true for the decay with a photon, the shape of the differential decay rate in cos θp is
dominated by a second order polynomial; further information can be found in Appendix F.
4 Fitting the decay rate to data
Here we describe several aspects related to the fit of the amplitude model to measured
data. Explicitly, this section begins with a brief discussion of the treatment of detector
effects, followed by possible reductions of the number of fit parameters for computa-
tional improvements, and concludes with presenting a possible choice of the observables
determined by the fit.
4.1 Detector effects
However well the model describes the physics of the decay of interest, when looking at
experimental data, detector effects need to be considered. Most generally, a measured
distribution h corresponds to the convolution of the true distribution, described by a
model f , with the detector response, described by a function g:
h(y) =
∫ ∞
−∞
f(y − x)g(x)dx .
Recovering the truth f through unfolding is a highly nontrivial problem. Quite commonly,
this task is approached by splitting the detector response into two categories: acceptance
and resolution. The former accounts for asymmetries in the efficiency over the phase
space introduced by the detector geometry and the selection requirements, while the latter
describes the finite precision of a measurement, that might depend on the measured value
itself. Both effects are typically studied with simulated events, on which the full detector
response has been emulated, and can be crosschecked using dedicated control modes with
similar topology to the decay of interest. A detailed example can be found in Ref. [13].
The modelling of the acceptance is particular to each experimental setup and can
also vary between analyses of the same data depending on their aims. Nevertheless, a
4The quantisation axis is arbitrary, but in the main body of this text we chose it to be parallel to the
Λ0b spin. Details on this choice can be found in Appendix A.
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general comment on the treatment of resolution effects can be made. As mentioned in
the previous section, a three-body decay such as Λ0b → pK−γ has only two kinematic
degrees of freedom, such that the fit is also performed in two dimensions. Commonly, the
invariant-mass-squared of two combinations of the child particles, for example m2pK− and
m2pγ, are chosen to represent those degrees of freedom. In this plane – in the previous
section denoted as the standard Dalitz plane – the phase space has highly nonlinear
boundaries. Subsequently, the estimation of the resolution close to the edges of the phase
space requires extra care. In such a case, moving to a parametrisation of the phase space
that has less complex or even rectangular borders could be an advantage. An example of
a rectangular Dalitz plane is the combination of mpK− and cos(θp). The transformation is
given by
m2pγ = m
2
p + 2
mΛ0b
mpK−
(
EpK
−
p E
Λ0b
γ +
∣∣∣~p pK−p ∣∣∣ ∣∣∣~p Λ0bγ ∣∣∣ cos(θp)) ,
where the lower index of the energies E and momenta ~p refer to the particle and the upper
index refers to the rest frame in which they are measured. Additional comments on the
transformation are found in Appendix D.
4.2 Reduction of number of fit parameters
The decay rate in Eq. (7) has four (six) complex fit parameters H
Λ0b→Λ∗γ
LS for each Λ
∗
with spin JΛ∗ = 1/2 (JΛ∗ ≥ 3/2). This may result in a computationally expensive and
potentially unstable fit because the pK− spectrum is very rich in resonances.
If necessary, a reduction of parameters can be achieved by neglecting high orbital
angular momentum contributions. The fractions of momentum over mass in the orbital
angular momentum barrier factors,(
q
mΛb
)L(
p
mΛ∗
)l
,
are always smaller than one, such that the contributions for high orbital angular momentum
L or l may be negligible, assuming that the LS couplings for one resonance are of similar
magnitude.
In the particular case of Λ0b → (Λ∗ → pK−)γ, the orbital angular momentum l between
the proton and the kaon is fixed for each Λ∗, as outlined in Section 3.1. However, various
L are possible for each resonance. As the photon is massless, its momentum q may be
very high, such that the fraction q/mΛ0b – while still always being smaller than one – does
not decrease much with higher L. Fig. 3 displays the magnitude of the barrier factors for
different L, l and resonance mass for this case. For a fixed l, the suppression is largest for
heavy resonances with large spin (resonances with large spin decay to a proton kaon pair
with large l). The angular momentum L can take different values, resulting in different
suppression factors. As an example, the contribution for L = 3 is suppressed by a factor
of .10%. This suppression would be significantly larger if the photon is replaced by a
massive particle.
In addition, and as mentioned previously in Section 3.2, the coupling parameters
H
Λ0b→Λ∗γ
LS are not independent due to the lack of longitudinal photon polarization λγ = 0.
Thus by including those dependencies in the fit, the number of free parameters is reduced
by two for each Λ∗, leaving only two (four) parameters for each Λ∗ with spin 1/2 (≥ 3/2).
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Figure 3: Barrier functions for different resonance masses. Following the notation of before,
capital L corresponds to the orbital angular momentum in the Λ0b decay and minuscule l belongs
to the Λ∗ decay. As the barrier functions in the Λ∗ decay depend on the mass of the decaying
resonance, for each orbital angular momentum L, two example masses are plotted: 1600 MeV/c2
and 2000 MeV/c2.
4.3 Fit fractions
The primary aim of the amplitude analysis of the decay Λ0b → (Λ∗ → pK−)γ is to
understand the Λ∗ resonance spectrum. The fit fractions
fn =
∫
D
∑
λ
Λ0
b
λγλp
|Mn|2 dD∫
D
∑
λ
Λ0
b
λγλp
|∑nMn|2 dD
can serve as model-independent observables. Here, the amplitude of one resonance, Mn,
is given by the sum over all its helicitiy amplitudes described in Eq. (5): Mn =
∑
λΛ∗n
A.
The integral is evaluated over the Dalitz plane D. Due to constructive and destructive
interferences, the fit fractions fn do not necessarily add up to one. The interference fit
fractions can be quantified using
inm =
∫
D
∑
λ
Λ0
b
λγλp
Re (MnM∗m) dD∫
D
∑
λ
Λ0
b
λγλp
|∑nMn|2 dD .
The interference fit fraction should be zero for resonances with different quantum numbers,
a property that can be used to crosscheck the validity of the fit. The fit fractions and
interference fit fractions together always sum to one by definition. A discussion of resonance
interferences can be found in Ref. [14].
4.4 Additional measurements
The decay Λ0b→ pK−γ is dominated by the Λ0b → Λ∗γ, Λ∗ → pK− decay chain discussed
in Section 3. Nevertheless, other resonances such as Σ0 resonances, Σ0
∗
, can be present
in the pK− spectrum. The decay can also proceed via other decay chains such as
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Λ0b → (Pc → pγ)K−. Generally, adding such contributions into the fit model allows the
respective amplitudes to be measured.
In this specific case, Σ0
∗
contributions are expected to be minor since they proceed
through a ∆I = 1 transition, contrary to the ∆I = 0 decays Λ0b → Λ∗γ [15]. Although
isospin suppressed, Σ0
∗
resonances could be present in the decay. If the amount of data is
large enough to resolve these small contributions, it becomes necessary to include them to
have the best possible description of the observed spectrum.
The observation of intermediate Pc states decaying to the pγ final state would provide
a confirmation of their resonant nature [16] and a measurement of their currently unknown
coupling to photons.
5 Conclusions
Following the recent measurement of LU using Λ0b→ pK−`+`− decays by LHCb, the study
of the pK− spectrum in this transition is required in order to interpret the result in terms
of New Physics models. The radiative mode Λ0b→ pK−γ, less suppressed and thus more
abundant in data, provides an ideal benchmark to measure the pK− spectrum at q2 = 0.
Summarising existing literature, a derivation of the differential decay rate for a general
three body decay is presented assuming the decay proceeds via two two-body decays.
This is followed by its application to the decay Λ0b→ pK−γ. Finally, particularities of a
fit to data including possible choices of variables and the reduction of fit parameters are
discussed.
This information can be used to perform an amplitude analysis of the Λ0b→ pK−γ
transition for the first time, exploiting the LHCb dataset.
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A Formal derivation of the helicity amplitude
The derivation in this appendix chapter closely follows the explanations of a comprehensive
guide on the helicity formalism [7].
In a decay A→ BC, the state of the parent particle in its rest frame is fully described
by its quantum numbers JA and MA, where JA is the parent’s spin and MA is its spin
projection onto the z-axis. Note that the choice of this initial coordinate system and thus
also the quantisation axis z is arbitrary but must be fixed throughout the computations.
The combined state of the child particles in the initial coordinate system is completely
defined by their momenta ~pB, ~pC and helicities λB, λC . The amplitude of the decay is
A(~pB, ~pC , λB, λC , JA,MA) = 〈~pB, λB; ~pC , λC |U |JAMA〉
where U is the time evolution operator. Instead of using the conventional Cartesian
momenta of B and C, one may as well use the polar and azimuthal angle of the decay
axis θB, ϕB and the magnitude p of the momentum in the parent rest frame:
A(~pB, ~pC , λB, λC , JA,MA) = 〈p, θp, ϕp, λB, λC |U |JAMA〉 . (8)
The magnitude of the momentum can be factored out, as it is fixed by four momentum
conservation
(pA)
µ (pA)µ = (pB + pC)
µ (pB + pC)µ
⇔ p =
√
(M2A − (MB +MC)2)(M2A − (MB −MC)2)
4M2A
(9)
To make use of the helicity formalism, we need to rewrite the child state in terms of
the child spins JB, JC . To this end, a final (in contrast to initial) coordinate system F
is defined, where the z-axis is parallel to the momentum of one of the children ~pB. The
transformed state is
|θB, ϕB, λB, λC〉I → |JBmB; JCmC〉F , (10)
where instead of the helicities λB, λC , for the state in the final coordinate system F , the
projections of the spins onto zF , i.e. mB = λB,mC = −λC , are used.
We rotate the parent particle from I to F
R(α, β, γ) |JAMA〉I =
JA∑
M ′=−JA
DJAM ′MA(α, β, γ) |JAM ′〉F . (11)
Appendix C explains how to carry out this rotation. To actually end up in F , the rotation
angles must be α = ϕB and β = θB. After these two rotations, the direction that was z in
the initial frame, now coincides with the direction of ~pB which is the z-axis in F . The
third rotation of R(α, β, γ) rotates around z in F . The states in F though are eigenstates
under such transformations by definition. Therefore the third angle γ has no physical
meaning and is often set to γ = 0 or γ = −ϕB.
By inserting the transformations given by Eqs. (10) and (11), the amplitude in Eq. (8)
can now be evaluated in the final coordinate system and reads
A(pB, ϕB, θB, λB, λC , JA,MA) =
JA∑
M ′=−JA
DJAM ′MA(ϕB, θB,−ϕB) 〈p| 〈JBmB; JCmC |U |JAM ′〉 .
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The spin states are scalars under the time evolution operator U . Introducing |pA = 0〉 to
describe the dynamics of the parent particle A in its rest frame, the amplitude becomes
A(pB, ϕB, θB, λB, λC , JA,MA) =
JA∑
M ′=−JA
DJAM ′MA(ϕB, θB,−ϕB) 〈JBmB; JCmC |JAM ′〉 〈p|U |0〉
= DJA(λB−λC)MA(ϕB, θB,−ϕB)HλBλC .
Here we have introduced the helicity coupling
HλBλC = 〈JBλB; JC − λC |JA(λB − λC)〉 〈p|U |0〉 . (12)
Choosing the initial coordinate system defines the quantisation axis z. Commonly,
the intital coordinate system is the helicity frame of A. The spin projection MA of the
parent then equals the helicity of the parent, because z coincides with the direction of the
parent momentum. This is used in the main text and shown in Fig. 1. In this case, the
longitudinal polarisation is measured.
Another useful option can be to choose z perpendicular to the momentum of the
parent. In this case, the spin projection MA is different to the helicity of the parent.
This means that instead of summing all parent helicities in Eq. (4), we sum all possible
values of MA and the polarisation PA (encoded in the density matrix ρA) becomes the
transverse polarisation. Choosing this coordinate system does not change the structure of
the amplitude. However, additionally to changing the interpretation of MA and PA, the
computation of the decay angles in the decay A→ BC, ϕB and θB, differs. For example,
the polar angle θB in the longitudinal case is the angle between A and B momentum
directions. In the transverse case it is the angle between the polarisation axis and the B
momentum. The angles in a consecutive decay do not change.
B Dynamics
As described in the main text, the common parametrisation of the dynamical part X(mDE)
depends on the orbital angular momenta between the children in each decay. This is why
we transform the helicity couplings to LS couplings. This consists of two main steps: first,
coupling the spins of the two children in each of the decays to a total spin S and second,
couple the total spin to the orbital angular momentum L between the two children in
each decay.
The coupling of the children spins JB, JC in a decay A→ BC to a total spin S is
|JBλB; JC − λC〉 =
|JB+JC |∑
s=|JB−JC |
S∑
mS=−S
〈SmS, JBJC |JBλB; JC − λC〉 |SmS, JBJC〉F
=
|JB+JC |∑
S=|JB−JC |
〈S(λB − λC), JBJC |JBλB; JC − λC〉︸ ︷︷ ︸
C1
|S(λB − λC), JBJC〉 ,
(13)
where C1 is the related Clebsch-Gordan coefficient. To obtain the total angular momentum
J , the total spin S must be coupled to the orbital angular momentum L between the
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children:
|LmL〉 |S(λB − λC), JBJC〉 := |LmL;S(λB − λC)〉
=
|L+S|∑
J=|L−S|
J∑
MJ=−J
〈JMJ , LS|LmL;S(λB − λC)〉 |JMJ , LS〉
=
|L+S|∑
J=|L−S|
〈J(λB − λC), LS|LmL;S(λB − λC)〉︸ ︷︷ ︸
C2
|J(λB − λC), LS〉 .
(14)
Following the notation of before, MJ is the projection of the total angular momentum J
onto the z axis, mL is the projection of the orbital angular momentum L and the related
Clebsch-Gordan coefficient is called C2. The projection of L onto z is zero, since the
orbital angular momentum vector is always perpendicular to the momentum vector (which
is parallel to z).
Inserting Eq. (14) into Eq. (13) gives a parametrisation of the child state in terms of
orbital angular momentum L and total spin S:
|JBλB; JC − λC〉 =
∑
L
|JB+JC |∑
S=|JB−JC |
|L+S|∑
J=|L−S|
C1C2 |J(λB − λC), LS〉 . (15)
The helicity coupling in Eq. (12) can now be rewritten to
HλBλC = 〈JBλB; JC − λC |JA(λB − λC)〉 〈pB(mDE)|U |0〉
=
∑
L
|JB+JC |∑
S=|JB−JC |
|L+S|∑
J=|L−S|
C1C2 〈J(λB − λC), LS|JA(λB − λC)〉 〈pB(mDE)|U |0〉
=
∑
L
|JB+JC |∑
S=|JB−JC |
|L+S|∑
J=|L−S|
C1C2δJJA 〈pB(mDE)|U |0〉
=
|JB+JC |∑
S=|JB−JC |
|JA+S|∑
L=|JA−S|
C1C2 〈pB(mDE)|U |0〉 .
The product of both helicity couplings in two consecutive two-body decays including a
dynamical function X(mDE) is
HλBλCHλDλEXJB(mDE)
=
|JB+JC |∑
S=|JB−JC |
|JA+S|∑
L=|JA−S|
|JD+JE |∑
s=|JD−JE |
|JB+s|∑
l=|JB−s|
CA1 C
A
2 C
B
1 C
B
2 〈pB(mDE)|U |0〉 〈pD(mDE)|U |0〉
=
|JB+JC |∑
S=|JB−JC |
|JA+S|∑
L=|JA−S|
|JD+JE |∑
s=|JD−JE |
|JB+s|∑
l=|JB−s|
CA1 C
A
2 C
B
1 C
B
2 HLSHlsXLl(mDE) .
The dynamical function XJB(mDE) is an unknown parametrisation in terms of spins and
helicities while the dynamical function XLl(mDE) is defined in the main text in Eq. (2)
depending on the angular momenta L, l.
13
C Rotations and Wigner-D functions
The line of argument in this appendix chapter is largely taken from a common reference
on the helicity formalism [7].
The generators of rotations are angular momenta. An arbitrary rotation in 3D space can
therefore be described by
R(α, β, γ) = e−iγ
~Jrˆ3e−iβ
~Jrˆ2e−iα
~Jrˆ1 , (16)
where α, β, γ are the Euler angles, rˆi are the unit vectors along the Euler rotation axes,
and ~J is the angular momentum generating the rotation.
The aim is rotating a spin state |JM〉 where M is the projection of J onto the z axis
in the initial coordinate system, into a final coordinate system, where the projection of
the spin onto the new quantisation axis z′ is called M ′. The first step in performing the
rotation is inserting a complete set of basis functions formed by the states |JM ′〉 where
−J ≤M ′ ≤ J :
R(α, β, γ) |JM〉 =
J∑
M ′=−J
|JM ′〉 〈JM ′|R(α, β, γ) |JM〉
(16)
=
J∑
M ′=−J
〈JM ′| e−iγ ~Jrˆ3e−iβ ~Jrˆ2e−iα ~Jrˆ1 |JM〉 |JM ′〉 .
In the Euler rotation formalism, the first rotation axis rˆ1 coincides with the z axis of the
initial system and the last rotation axis rˆ3 coincides with the z axis of the final system.
Exploiting that |JM〉 and |JM ′〉 are eigenstates under rotations around their respective
z axis, the rotation becomes
R(αβγ) |JM〉 =
J∑
M ′=−J
〈JM ′| e−iγM ′e−iβ ~Jrˆ2e−iαM |JM〉︸ ︷︷ ︸
DJ
M′M (α,β,γ)
|JM ′〉
=
J∑
M ′=−J
e−iγM
′ 〈JM ′| e−iβ ~Jrˆ2 |JM〉︸ ︷︷ ︸
dJ
M′M (β)
e−iαM |JM ′〉 .
Here, the commonly used Wigner-d and Wigner-D matrix elements have been identified.
D Transformation between Dalitz variables
In the following, the upper index of a variable refers to the rest frame in which the relevant
quantity is evaluated and the lower index refers to the particle that the quantity is related
to.
If p
Λ0b
γ is the photon four momentum in the Λ0b rest frame, a boost into the pK
− rest
frame transforms it to
ppK
−
γ = p
Λ0b
γ
mΛ0b
mpK−
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The invariant mass of the pγ system evaluated in the pK− rest frame is
m2pγ =
(
ppK
−
p + p
pK−
γ
)
µ
(
ppK
−
p + p
pK−
γ
)µ
= m2p + 2
(
ppK
−
p
)
µ
(
ppK
−
γ
)µ
= m2p + 2
(
EpK
−
p E
pK−
γ −
∣∣∣~p pK−p ∣∣∣ ∣∣∣~p pK−γ ∣∣∣ cos θpγ)
In the pK− rest frame, the angle between proton and photon momentum is
cos θpγ = cos(180− θp) = − cos θp, where θp is the angle between the proton and Λ∗ mo-
mentum directions, ie. θp is the helicity angle of the proton.
Replacing the angle and inserting the boost of the photon momentum gives the
transformation between mpγ and cos θp in terms of measurable quantities:
m2pγ = m
2
p + 2
mΛ0b
mpK−
(
EpK
−
p E
Λ0b
γ +
∣∣∣~p pK−p ∣∣∣ ∣∣∣~p Λ0bγ ∣∣∣ cos θp) .
Assuming a decay only proceeds via phase space availability, the two dimensional distri-
bution of the standard Dalitz variables (m2pK− ,m
2
pγ) is uniform. To preserve the flatness
of the phase space distribution when transforming into the rectangular Dalitz plane
(mpK− , cos θp), each event needs to be given the weight 1/
(∣∣∣~p pK−p ∣∣∣ ∣∣∣~p Λ0bγ ∣∣∣) stemming from
the Jacobian of the transformation:
dm2pK−dm
2
pγ ∝
∣∣∣~p pK−p ∣∣∣ ∣∣∣~p Λ0bγ ∣∣∣ dmpK−d cos θp .
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E Interaction terms
Notation: Jn is the spin of n and Jm is the spin of m, similarly Pn,m is the parity of n or
m.
Sn1/2 =
1
2
[
(1− Pb cos θΛ∗)Qnn1/21 + (1 + Pb cos θΛ∗)Qnn−1/2−1
]
×
[(
dJn1/21/2(θp)
)2
+
(
dJn1/2−1/2(θp)
)2]
Sn3/2 =
1
2
[
(1 + Pb cos θΛ∗)Qnn3/21 + (1− Pb cos θΛ∗)Qnn−3/2−1
]
×
[(
dJn3/21/2(θp)
)2
+
(
dJn3/2−1/2(θp)
)2]
Snmix = Pb sin(θΛ∗)Re
[
exp (i(ϕΛ∗ − ϕp))
(−Qnn1/23/21 +Qnn−3/2−1/2−1)]
×
[
dJn1/21/2(θp)d
Jn
3/21/2(θp) + d
Jn
1/2−1/2(θp)d
Jn
3/2−1/2(θp)
]
T nm1/2 =
[
dJn1/21/2(θp)d
Jm
1/21/2(θp) + PnPm(−1)Jn+Jm+1dJn1/2−1/2(θp)dJm1/2−1/2(θp)
]
× [(1− Pb cos θΛ∗) Re (Qnm1/21)+ PnPm(−1)Jn+Jm+1 (1 + Pb cos θΛ∗) Re (Qnm−1/2−1)]
T nm3/2 =
[
dJn3/21/2(θp)d
Jm
3/21/2(θp) + PnPm(−1)Jn+Jm+1dJn3/2−1/2(θp)dJm3/2−1/2(θp)
]
× [(1− Pb cos θΛ∗) Re (Qnm3/21)+ PnPm(−1)Jn+Jm+1 (1 + Pb cos θΛ∗) Re (Qnm−3/2−1)]
T nmmix = Pb sin(θΛ∗)
[
dJn1/21/2(θp)d
Jm
3/21/2(θp) + PnPm(−1)Jn+Jm+1dJn1/2−1/2(θp)dJm3/2−1/2(θp)
]
× [−Re (exp (i(ϕΛ∗ − ϕp))Qnm1/23/21)
+PnPm(−1)Jn+Jm+1Re
(
exp (−i(ϕΛ∗ − ϕp))Qnm−1/2−3/2−1
)]
+ Pb sin(θΛ∗)
[
dJn3/21/2(θp)d
Jm
1/21/2(θp) + PnPm(−1)Jn+Jm+1dJn3/2−1/2(θp)dJm1/2−1/2(θp)
]
× [−Re (exp (−i(ϕΛ∗ − ϕp))Qnm3/21/21)
+PnPm(−1)Jn+Jm+1Re
(
exp (i(ϕΛ∗ − ϕp))Qnm−3/2−1/2−1
)]
The dynamical factors Q are the products of the helicity parameters that were transformed
into the LS basis:
Qnmλnλm =
∑
LS
C
Λ0b→nγ
1 C
Λ0b→nγ
2 C
n→pK−
2 H
Λ0b→nγ
LnSn
XLnSn(mpK−)
×
(∑
LmSm
C
Λ0b→mγ
1 C
Λ0b→mγ
2 C
m→pK−
2 H
Λ0b→mγ
LmSm
XLmSm(mpK−)
)∗
=
∑
LnSnLmSm
C
Λ0b→nγ
1 C
Λ0b→nγ
2 C
n→pK−
2 C
Λ0b→mγ
1 C
Λ0b→mγ
2 C
m→pK−
2
×HΛ0b→nγLnSn XLnSn(mpK−)
(
H
Λ0b→mγ
LmSm
XLmSm(mpK−)
)∗
F Most dominant contributions in θp
The self-interaction terms of the spin-1/2 resonances are flat in cos θp: S
n
1/2(θp) ∝ 1. The
self-interaction term of the spin-3/2 resonance contributes a parabola centred around
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cos θp = 0:
Sn1/2(θp) + S
n
3/2(θp) + S
n
mix(θp) ∝ 1 + k cos2 θp .
The interferences between the spin-1/2 resonances are
T nm1/2 ∝
{
1 same parity
cos θp opposite parity
.
And finally, the interferences between the spin-1/2 and the spin-3/2 resonance are
T nm1/2 ∝
{
1 + k cos2 θp same parity
cos θp opposite parity
.
Summarizing, the differential decay rate dΓ
d(cos θp)
is expected to have a parabolic shape.
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