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The 3 D Yang–Mills system
Introductory Lecture Notes on the Schro¨dinger wave functional and Hamiltonian
treatment by Karabali, Kim, Nair [1]
Field theory, when viewed as a medium coupled to a thermal bath, gains a useful new
parameter : the temperature T . At the upper end of the T axis (g small) Yang–Mills
theory (i.e. QCD without quarks, i.e. gluon black–body radiation) becomes susceptible
to perturbation theory. The corresponding diagrammatics, however, runs against some
“barrier of calculability”. At order g6 for the pressure and at g4 for the self-energy
infinitely many diagrams (the “Linde sea”) contribute with the same order of magnitude.
Does QCD exist? [2]. The Linde sea represents a physics by itself [3], namely that
of a 3 D Yang–Mills system at zero temperature. Through learning about this system
(non-perturbatively, but not necessarily exact), the barrier is overcome.
As usual, a lecture details the work done by others. In essence, there are only three
others since, in the following, we shall focus on the paper [1]
D. Karabali, C. Kim and V. P. Nair, Nucl. Phys. B 524 (1998) 661
“Planar Yang–Mills theory : Hamiltonian, regulators and mass gap”
referred to as KKN for brevity. Part I of these notes was originally put in german: hep-
ph/9908527. While translating, we step back from any reorganization. Let the original
step by step understanding of this “very strange new matter” be a suitable low level
introduction automatically. KKN’s § 2 is merely an Outline of the main argument. So, it
has its preceeding papers [4]. The “paper after” [5] is examined in part II. Equations in
[1] are referred to in the form [ n.m ]. But there might be no need for really looking into
the original work.
One aspect of KKN’s treatment could be a bit fascinating, namely the “unification”
of several areas of physics. The old idea of Feynman [6] in 1981 becomes explicit. The
gauge orbit can be prepared. The (here Hermitean) Wess–Zumino–Witten action gets
application, as does conformal field theory. Finally, the thermal field theory — a bit
sickly after its euphoric phase around 1990 (Braaten–Pisarski resummation) — finds
back to its original attitude of basically understanding reality. A circle gets closed.
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Deser, Jackiw, Templeton, 1982 [7] :
The study of vector and tensor gauge theories in three–dimensional space–time is moti-
vated by their connection to high temperature behavior of four–dimensional models, and
is justified by the special properties which they enjoy.
Karabali, Kim, Nair, 1998 [1] :
... there is at least one interesting physical situation, viz., the high temperature phase of
chromodynamics and associated magnetic screening effects, to which the (2+1)–dimen-
sional theory can be directly applied.
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1 Two–dimensional classical electrodynamics
div
⇀
E = ρ (1.1)
rot
⇀
E = −
.
⇀
B (1.2)
div
⇀
B = 0 (1.3)
rot
⇀
B = j
⇀
+
.
⇀
E (1.4)
2D physics is a special case of 3D. Consider homogeneously charged straight lines (par-
allel to z–axis) to be the “point” charges. They form the densities ρ(x, y, t) and j
⇀
=
( j1(x, y, t) , j2(x, y, t) , 0 ). Assuming that even rot
⇀
B attains the structure of j
⇀
, we have
that
(1.1), (1.4) lead to
⇀
E = ( E1(x, y, t) , E2(x, y, t) , 0 ) .
Now (1.2), (1.3) show that
⇀
B = ( 0 , 0 , B(x, y, t) )
has a third component only. This verifies the assumption. Maxwell has reduced to (1.1),
(1.2), (1.4). No theorem is required to write B = (rot
⇀
A )3 = ∂xA2(x, y, t)− ∂yA1(x, y, t) ,
hence introducing a 2–component vector potential. But we need (1.2) to allow for
⇀
E =
−
.
⇀
A −gradφ . The three fields E1, E2, B remain unchanged under regauging according
to
⇀
A → ⇀A +∇χ(x, y, t) and φ→ φ− ∂tχ(x, y, t) .
The strict temporal gauge φ = 0 (or Weyl gauge, or radiation gauge, [Muta, S.51])
does not fix completely. Without changing
⇀
E = −
.
⇀
A or
⇀
B = ∇× ⇀A , we may still regauge
by
⇀
A → ⇀A +∇χ(x, y) . Note that χ must not depend on time.
Four–notation turns into “three–notation”, of course, with metrics +−− , µ = 0, 1, 2 ,
(φ ,
⇀
A ) =: Aµ and ∂µ = ( ∂0 , −∇ ). Hence the connection between fields and potentials
reads Ej = −∂0Aj+∂jA0 , B = −∂1A2+∂2A1 = −εjk∂jAk (ε12 := 1). As usual we define
the field tensor ∂µAν − ∂νAµ =: F µν and enjoy the resulting matrix version :
F µν =
 0 −E1 −E2E1 0 −B
E2 B 0
 , Fµν =
 0 E1 E2−E1 0 −B
−E2 B 0
 . (1.5)
Using this, we arrive at the Lagrangian
L = −1
4
F µνFµν =
1
4
Tr
(
(1.5)
left
matrix
·
(1.5)
right
matrix
)
=
1
2
(⇀
E
2−B2
)
=
1
2
(
[−
.
⇀
A −gradφ]2 − 1
2
[(rot
⇀
A)3]
2
)
. (1.6)
Now, when turning to the Hamiltonian density, the advantage of strict Weyl gauge φ = 0
becomes obvious :
L = 1
2
.
⇀
A
2−1
2
B2 ,
⇀
Π =
.
⇀
A = −⇀E (1.7)
H =
[ .⇀
A
⇀
Π − L
]
eliminate ...
=
1
2
(
⇀
Π2 +B2) . (1.8)
Only the two real fields A1 and A2 and their generalized momenta are left to work with.
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2 Yang–Mills fields in 2+1 D
The specialities of non–abelian theory have nearly nothing to do with dimension. Just
the Lorentz index µ now runs from 0 to 2. As if there were particles in the x-y plane (ψ
with N colour components) too, we require invariance of any physics under
⇀
r–t dependent
changes of the ψ phase. Changes of notation are psychological warfare. We therefore first
remember our familar Hannover notation. But let the coupling immediately be denoted
by e (in place of g ) :
U = e−ieΛ
a(x)Ta , Dµ = ∂µ − ieAaµT a
Aµ := T
aAaµ , Aµ → A[U ]µ = UAµU−1 −
i
e
U′µU
−1
F aµν = ∂µA
a
ν − ∂νA aµ + efabcA bµA cµ , Fµν = ∂µAν − ∂νAµ − ie [Aµ,Aν ]
(1.5) : Ba = −F 12 a = − (∂1A2 a − ∂2A1 a + efabcA1 bA2 c)
Ej a = −F 0j a = − (∂0Aj a − ∂jA0 a + efabcA0 bAj c) , A0 a ≡ 0 : Ej a = − .A j a
LstrictWeyl = −1
4
F µν aF aµν =
1
2
Ej aEj a − 1
2
F 12 aF 12 a =
1
2
.
A ja
.
A ja − 1
2
BaBa

(2.1)
Among certain people around Chern and Simons (but nevertheless the article of Jackiw
[8] in the Les Houches lectures of 1983 is very nice) it is common, however, to absorb the
coupling e in the fields and to work with a n t i hermitean field matrices. Then, the fields
in (2.1) are processed as follows :
Λa := eΛa old , Aaj := eA
a old
j , F
a
µν := e F
a old
µν ,
Ba := −eBa old , Aj := −i eA oldj , Fµν := −i e F oldµν . (2.2)
In parallel with these translations, we now (and forever) adopt the strict temporal gauge.
Only the 2 ∗ n fields Aaj (⇀r ) are left. They live in the plane ⇀r = (x, y). Let changes of
gauge lie in a finite region : Λa
(
⇀
r →∞)→ 0 , and with (2.2) it is
U(
⇀
r) = exp
(−iΛa(⇀r )T a) , a = 1, . . . , N2 − 1 =: n . (2.3)
KKN are not among those, who even prefer antihermitean generators. Hence, the following
line, which was “forgotten” in (2.1), holds true old as new :
Tr
(
T aT b
)
=
1
2
δab ,
[
T a, T b
]
= ifabcT c . (2.4)
By means of (2.2) the covariant derivative becomes nice. ∂j is antihermitean, and this
now harmonizes with the antihermiticity (and tracelessness) of the matrix fields :
Dj = ∂j + Aj , Aj = −iT aAaj . (2.5)
Their gauge transformation reads
Aj → A[U ]j = UAjU−1 − U′jU−1 , j = 1, 2 . (2.6)
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Even field tensor and magnetic field loose ballast :
F ajk = ∂jA
a
k − ∂kA aj + fabcA bjA ck , Fjk = ∂jAk − ∂jAk + [Aj, Ak ] , (2.7)
Ba = ∂1A
a
2 − ∂2A a1 + fabcA b1A c2 . (2.8)
Finally, the Lagrangian becomes
L = 1
2e2
.
A aj
.
A aj −
1
2e2
BaBa =: T − V . (2.9)
May be, we are the first step in. (2.8) is found at KKN in the text below [ 2.4 ]. (2.6) is
[ 2.1 ]. But (2.9) is not [ 2.4 ]. Well, perhaps something was wrong with the key board,
setting e2 in the numerator. (2.9) is fine, because it leads by
Πaj = ∂ .A aj
L = 1
e2
.
A aj , H =
[
Πaj
.
A aj −L
]
eliminate
.
A
=
e2
2
ΠajΠ
a
j + V (2.10)
to KKN’s Hamiltonian density. Of course, the Lagrangian (2.9) can be shown to be
invariant under the restricted U–transformations (2.3), (2.6), as usual.
3 Matrix parametrisation
The first important step into the KKN buisiness needs only some rough philosophy. There
are only the 2∗n fields Aaj . They regauge according to (2.6). But quantization must be
restricted to physical fields (not connected through regauging). Hence, any better view
into the space of fields Aaj , any gain in harmony, would be fine.
The matrix parametrization could have been discovered as follows. We look at the
gauge transformation (2.6) and play around with. For instance, we may place a unit
matrix anywhere in this line. Let us put 1 =MM−1 in front of each U−1 ,
A
[U ]
j = UAj MM
−1 U−1 − U′jMM−1 U−1
= UAj M (UM)
−1 − U′j M (UM)−1 , (3.1)
with the second line coming into mind for harmony. But something is not yet good
with the last term. U likes M , and (UM)′j might appear there. Well, we may write
U′j M = (UM)′j − U M′j and insert:
A
[U ]
j = −(UM)′j (UM)−1 + U [M′j + AjM ] (UM)−1 . (3.2)
The first term is “harmonic”, and the second term we should like to get rid of. But before
reaching this there is one more step towards harmony.
As the fields Aa1 and A
a
2 are real, we may combine them to a general complex field
Aa := 1
2
(Aa1 + iA
a
2) . Correspondingly, A1 = −iAa1T a and A2 = −iAa2T a, which are
antihermitean and traceless matrix fields, combine to
A :=
1
2
(
A1 + i A2
)
. (3.3)
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This is o n e field. It is traceless but otherwise a general complex matrix. Given A, by
preparing its hermitean and antihermiean part, one is led back uniquely to A1 and A2 .
With (3.3), and with the definition
∂ :=
1
2
(
∂1 + i ∂2
)
( and ∂ :=
1
2
(
∂1 − i ∂2
)
for later use ) , (3.4)
we now turn back to (3.2) and combine these two equations (first one +i the second) to a
single one
A[U ] = −(∂ UM) (UM)−1 + U [ ∂M + AM ] (UM)−1 (3.5)
with again the desire to get rid of the second term.
So far, nothing was assumed on M , except that it is a N ×N matrix with an existing
inverse. The square bracket in (3.5) vanishes, i f for any given traceless field A there is
a matrix field M such that
A = − (∂M) M−1 . (3.6)
If so, (3.5) becomes A[U ] = −(∂ UM) (UM)−1 and tells us that regauging amounts to
M → M [U ] = U M . (3.7)
Moreover, (if so) we have that(
M †M
)[U ]
= (UM)† UM =M † U † U M =M †M =: H (3.8)
is an invariant under gauge transformations.
To exhaust the above “ i f ” we first realize intuitively that by running through the
M space any matrix A is reached. However, A has to be traceless (but is unrestricted
otherwise). Which way are the M ’s to be restricted, correspondingly?
The answer : det(M) must be a function of only x+ iy =: z , (3.9)
which is the only restriction on M .
Proof : 0 = ∂ ln
(
det(M)
)
= ∂ Tr
(
ln(M)
)
= Tr
(
(∂M)M−1
)
, q.e.d. (3.10)
One may also avoid using the ln–det formula. To reach a unique mapping from A space
to M space, the function just mentioned in (3.9) can be even fixed:
det (M) = 1 , i.e. M ∈ SL(N,C) . (3.11)
In passing, (3.6) is [ 2.6 ], and (3.7) is [ 2.9 ].
Anything depending on x, y may be also understood to be a function of z := x− iy
and z := x + iy , of course. For the (above) case that only one of these variables does
occur, we have that
z := x− iy , ∂ := 12 (∂1 + i∂2) , ∂f(z) = f ′(z) , ∂f(z) = 0
z := x+ iy , ∂ := 12 (∂1 − i∂2) , ∂f(z) = f ′(z) , ∂f(z) = 0 , (3.12)
i.e. differentiation with respect to the “wrong” variable gives zero.
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4 Solving A = −(∂M)M−1 for M
Remember the way Born’s approximation is derived : book down (∆ + k2)ψ = V ψ ,
consider the r.h.s. as a known inhomogenity, solve for ψ by means of the Greens function
of the Helmholtz operator ∆ + k2 and then iterate by starting with a physical ψ. In the
present case, the equation is ∂ M = −AM , and the operator is ∂ .
To solve ∂ G(
⇀
r ) = δ(
⇀
r ) in 2D we write G(
⇀
r ) = 2(x− iy) f(r) to get
∂ G = (∂x + i∂y) (x− iy) f(r) = (2 + r∂r)f(r) = 1
r
∂r r
2f(r)
!
= δ(
⇀
r ) . (4.1)
The zero apart from the origin obviously needs that f(r) ∼ 1/r2. This function now must
be embedded from the physical side, and the arising delta–function representation needs
normalization :
f(r) =
α
r2 + ε2
, 1
!
=2π
∫ ∞
0
dr r
(
1
r
∂r r
2
)
α
r2 + ε2
y α =
1
2π
G(
⇀
r ) =
1
π
x− iy
r2 + ε2
=
1
π
z
zz + ε2
. (4.2)
Of course, ε→ +0 is meant. The limit may be only performed, G→ 1/(πz), if the pitfall
“∂G = 0” is anyhow excluded. Due to the translational invariance of ∂ we may write
∂ G(
⇀
r−⇀r ′) = δ(⇀r−⇀r ′) y ∂
∫
d2r′ G(
⇀
r−⇀r ′) (−A(⇀r ′)M(⇀r ′)) = −A(⇀r )M(⇀r ) , (4.3)
hence having obtained a special solution of the inhomogeous equation ∂ M = −AM :
M =Mhom −
∫ ′
GAM , ∂Mhom = 0 , M = 1−
∫ ′
GAM . (4.4)
The fact, that the homogeneous equation is solved by any matrix Mhom(z) is taken up
again in § 11.1 . But here, to the right in (4.4), we specify to Mhom = 1 , as being one
allowed choice to get a unique mapping.
To iterate (4.4), we now use a matrix language also with respect to space. Integrals
are omitted (sum convention). M is a vector with the continuous idex
⇀
r . Even the 1 in
(4.4) is such a vector (having equal components). G is matrix, and A(
⇀
r ′) may be replaced
in (4.4) by the matrix A(
⇀
r ′,
⇀
r ′′) := A(
⇀
r ′) δ(
⇀
r ′ − ⇀r ′′). Let 1 stand for δ(⇀r − ⇀r ′) . The
letter A to the very right in each term of the following equation is only a vector again.
Herewith the iteration of (4.4) reads :
M = 1 − GA + GAGA − GAGAGA +GAGAGAGA − . . .
= 1− 1
1+GA
GA = 1− 1
1/G+A
A = 1− 1
∂ +A
A , (4.5)
where we had read off 1/G = ∂ from ∂G = 1. ∂ is matrix (!), namely ∂⇀r ,⇀r ′ =
1
2
δ′(x− x′) + i
2
δ′(y − y′) . Given a gauge field A, (4.5) tells us the corresponding member
in the “underworld” of M ’s. Eqs. [ 2.7 ], [ 2.8 ] are understood.
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5 M = V ρ — gauge invariant degrees of freedom
The unique mapping, we have reached in the preceding two sections, can be thought of
in some analogy to the Fourier transformation. Any member of the space of gauge fields
“knows” of its partner in underworld, i.e. in the space of SL(N,C) matrices M , and vice
versa :
M
A=−(∂M)M−→ A , A M=1−
1
∂+A
A−→ M . (5.1)
To any physics among the A fields there is something corresponding going on among the
M ’s. This also applies to any manipulation as e.g. the preparing of the gauge orbit.
Now, in the underworld, the gauge transformation was seen to be extraordinarily simple:
M →M [U ] = UM . So, this preparation and splitting off might be done there. Moreover,
it reduces to a bit of thinking, if the following is true. Any SL(N,C) matrix M can be
uniquely written as the following p r o d u c t
M = V ρ with V V † = 1 , det(V ) = 1
and ρ† = ρ , det(ρ) = 1 .
(5.2)
Let the “bit of thinking” precede the proof. Given M , the term “uniquely” means, that
the corresponding matrix ρ may be constructed. Many M ’s have the same ρ. They differ
by V . But V is a gauge transformation. M ’s with the same ρ lie on the gauge orbit
through ρ. Thats it. Splitting off the gauge orbit means reducing the space SL(N,C)
to the hermitean matrices ρ, or with the words of KKN below [ 2.9 ]: ρ represents the
gauge–invariant degrees of freedom. — WOW!
As we shall see shortly, ρ is positive definit. Hence, in place of ρ, one can equivalently
work with
ρ2 = ρ† ρ =M †V V †M =M †M = H , det(H) = 1 . (5.3)
H is the gauge invariant already noticed in (3.8). It is not hard to speculate that the
Schro¨dinger wave functionals ψ of the 2+1D functional quantum mechanics must not
depend on A or M but on only the physical degrees of freedom: ψ(H) . Don’t we have
already some very rough strategy? All we want to do can be formulated in the upper
world. But for really doing it, the underworld is appropriate. With the mapping between
the two worlds at hand, things will be managable anyhow. This strategy is more detailed
in the next section and seen to be followed up through all the further headlines.
Having problems, it sometimes helps asking around. In the present case a few e–mails
with York Schro¨der (DESY) led to the
Proof of M = V ρ :
1. M †M is hermitean, hence can be diagonalized :
U M † M U † = diag (λ1, . . . , λN) =: diag . (5.4)
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2. As M †Mϕ = λϕ y
∫ |Mϕ|2 = λ shows, the diagonal elements λj are non–
negative. They are even positive, because through
1 = det(UM †MU †) = det(diag) (5.5)
zero–eigenvalues are forbidden.
3. We now d e f i n e the hermitean matrix
ρ := U †
√
diag U y det(ρ) = 1 ,
1
ρ
= U †
1√
diag
U , (5.6)
where
√
:= +
√
. Given M , the matrix ρ is fixed uniquely, because, on one
hand, ρ2 = U †
√
diag UU †
√
diag U = U †diagU = M †M due (5.4) and, on the other
hand, the eigenvalues of ρ are all positive, since they are the elements of
√
diag .
In passing, U is not fixed by M . Other than with a real rotation matrix, a diagonal
matrix Uph made up of phase factors can be split off from U to the left, and these
factors recombine in U †ph diagUph. U is not fixed, but M
†M and ρ are.
4. Once knowing that ρ has an inverse, we may solve M = : V ρ for V and ask for its
determinant and unitarity :
V = M
1
ρ
y det(V ) = 1 and
V † V =
1
ρ
M †M
1
ρ
= U †
1√
diag
U M †M U †
1√
diag
U = 1 . (5.7)
Somewhat, that can be written down, does exist, q.e.d. and thanks.
Initially we had some trouble to understand (5.2). Start with counting real parameters,
Sergei Ketov said, to see whether M = V ρ is possible at all. Both, Ketov and O.
Lechtenfeld, referred to the relation to Lorentz transformations. Such counting is amusing,
indeed. A complex N×N matrix has 2N2 elements, and the requirement det(M) !=1
reduces to 2N2−2 = 2n . V is element of SU(N) and has n real parameters : V = ei
⇀
Λ
⇀
T .
The more interesting factor is ρ with det(ρ) = 1. Since it is positive definit, one may
write
0 = ln [ det (ρ) ] = Tr [ ln (ρ) ] y ln (ρ) = ωaT a , ρ = e
⇀
ω
⇀
T . (5.8)
Hence, ρ has n real parameters too, also found in the exponent. 2n = n + n — end of
counting. From this point of view, M = V ρ is nothing but a special way of booking down
the elements of SL(N,C).
6 The spaces
A | C |
————————–
M | H | G∗
Here we relax a bit, to develop our state of mind and our strategy. The horizontal in the
head line separates upper and underworld. All the five spaces, now provided with names,
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are more or less known already :
A : the space of a l l gauge fields (nevermind, whether we think in terms of the real
Aaj (
⇀
r ) or its elegant combination to the complex traceless matrix field A).
M : the space of all (⇀r dependent) matrices out of SL(N,C).
H : the physical subspace of the underworld = the space of all (⇀r dependent) hermitean
N ×N matrices H with determinant 1.
G∗ : the gauge group = the space of all (⇀r dependent) unitary matrices U = the elements
of SU(N).
C : the space of only such A fields, which are not connected by gauge transformations
= the space of gauge–invariant field configurations = the interesting physical sub-
space, in which quantization is allowed.
No grey hairs might grow by considering the following relation,
space C = space A
gauge group G∗ , (6.1)
because (6.1) just d e f i n e s the meaning of a quotient in the group chinese language.
KKN give some amount of references for the geometry of the space C (ref. [4] there).
One could ask whether perhaps the spaces H and C are identical. Well, the H ’s live in
the underworld. If intergration over A differs from integration over M, because there is
a Jacobian in between, then we expect something to be between H and C , too.
By the term “Schro¨dinger wave function” it is commonly made clear that ordinary
ψ–function quantum mechanics is going on — instead of working with creators and
annihilators. The latter are good for perturbation theory, but here we like to do it
better. There is an other famous example for the uselessness of creators, namely the
exact solutions by Bethe ansatz of a few special 1D many–particle systems as e.g. the
Hubbard model. For a 1D oscillator we need an x–axis, the wave function attains complex
values on. In field theory, each of the ∞ many points ⇀r of the discretized space is the
origin of a few (here 2 ∗ n) “field axes” (specific to ⇀r ). A point on the j–a–th axis gives
the real value of Aaj , and on these A–axes the wave function attains complex values:
ψ
[
Aaj (
⇀
r ) or ?
]
. Now, “Schro¨dinger wave–functional” is the appropriate term, indeed.
For a moment, let us forget about the gauge freedom. j, a,
⇀
r number variables.
Correspondingly, a scalar product 〈1|2〉 between two states ψ contains 2∗n∗∞ integrals :∫
ψ∗1ψ2 =
∫
dA11(1) . . . dA
n
2 (∞)
∣∣∣
?
ψ∗1
[
H(
⇀
r)
]
ψ2
[
H(
⇀
r )
]
=:
∫
dµ(A)
∣∣∣
?
ψ∗1ψ2 . (6.2)
To the right in (6.2), the product of differentials has been given a name : volume element
dµ(A) in the space A.
The question marks in (6.2) refer to the problem. (6.2) makes sense only if before the
integration has been restricted to physical variables. ψ depends on only these, and we
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know them : H(
⇀
r ) . At this point, our rough strategy (“ask the underworld”) can be a
bit detailed. Relate the measure dµ(A) with that (called dµ(M)) of the underworld, i.e.
obtain the Jacobian. Split off the gauge volume (in the underworld, of course, with best
regards from Faddeev and Popov), and than turn back in upward direction :
dµ (A) dµ (C)
↓ ↑
dµ (M) −→ dµ (H) · { dµ(G∗) }
(6.3)
In the next four sections we shall drown in details of measure and volume elements.
But then, the ψ’s will call for a Hamiltonian. According to (2.9) and (2.10), and going to
quantum mechanics by Π → −iδA, the kinetic energy will turn into a 2∗n∗∞ dimensional
Nabla operator. This, in turn, when applied to ψ(H), will become the Laplacian on C.
A new volume element is expected to be the product of differentials of the new
variables times a Jacobian. The latter is the absolute value of the “Jacobi matrix”
ℑ := ∂(old variables)/∂(new variables) . For warming up, divide ds2 in the second line
by dt2 and remember the kinetic energy, i.e. v2, of a particle. Obviously, spherical coor-
dinates well illustrate that and how ℑ is obtained from the metrics ds2 (let them smile,
who are experienced with general relativity: gµν from ds2 and
√
det(g) in the action).
Our starting point is the space A. Its metrics in the third line is Euclidian and rather
trivial (read
∫
d2r as
∑
⇀
r ). The other lines are outlook.
space elements metrics volume element
1 R3
⇀
r ds2 = dx2 + dy2 + dz2 d3r = dx dy dz
2 R3 r, ϑ, ϕ ds2 = dr2 + r2dϑ2 + r2 sin2(ϑ)dϕ2 d3r = drr2 dϑ sin(ϑ) dϕ
ℑ :=
∂(x,y,z)
∂(r,ϑ,ϕ)
ds2 =
 drdϑ
dϕ
ℑT ℑ
 drdϑ
dϕ
 d3r = dr dϑ dϕ |det(ℑ)|
3 A A ds2 = ∫ d2r δAaj δAaj dµ (A) = dµ (M) det(D†D)
4 M M ds2 = 8 ∫ d2r dµ (M) =
SL(N,C) Tr
[
(δMM−1)(M †−1δM †)
]
dµ(H) · dµ(G∗)
5 H = SL(N,C)SU(N) H ds2 = 2
∫
d2r Tr(H−1δHH−1δH) dµ (H)
6 G∗ =SU(N) U dµ (G∗)
7 C Aphys dµ (C) = dµ(H) det(D†D)
(6.4)
Finally, let the variety of A’s be put in a scheme :
Aj = −iT aAaj ←− 2n real Aaj −→ Aa =
1
2
(Aa1 + iA
a
2)
↓ ↓
1
2
(A1 + iA2) = one traceless A = −iT aAa . (6.5)
7 dµ(A)→ dµ(M) : Jacobian determinant
At a point
⇀
r = (x, y) in space, and at a position on its j–a–th field axis, let δAaj (
⇀
r ) a
small change of this position. Of course, this change affects each of the linear relations
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(6.5) as well :
δAa1δA
a
1 + δA
a
2δA
a
2 = (δA
a
1 + iδA
a
2) (δA
a
1 − iδAa2) = 4 δAa δAa∗
= 8Tr
(
T aδAa T bδAb∗
)
= 8Tr
(
δA δA†
)
. (7.1)
7.1 ds2A and δM
Certainly, using the relation A = −(∂M)M−1, the expression (7.1) can be written in
terms of δM . Just
MM−1 = 1 y δM−1 = −M−1δMM−1 and ∂M−1 = −M−1(∂M)M−1
has to be used repeatedly :
δA = −(∂δM)M−1 − (∂M)δM−1
= −∂ [ δMM−1 ] + δM∂M−1 + (∂M)M−1δMM−1
= −∂ [ δMM−1 ] − δMM−1(∂M)M−1 + (∂M)M−1δMM−1
= −{ ∂ [ δMM−1 ] + [A , δMM−1 ] }
= − DI δMM−1 with DI := ∂ + [A , ] (7.2)
Probably, we could write d in place of δ, as well, but then parantheses might limit how far
d acts. Let δ only refer to the quantity immediately following. The covariant derivative
comes in several versions. In fundamental representation we have Dj = ∂j +Aj and may
combine them to D := 1
2
(D1 + iD2) = ∂ + A . DI in (7.2) is the commutator version
in adjoint representation. Its index version Dab comes into play when DI is applied to a
matrix field Λa T a :
DI ΛaT a = T a∂Λa − iAb [T b , T c ] Λc
= T aDacΛc with Dac := δac∂ + fabcAb . (7.3)
Ab means 1
2
(
Ab1 + iA
b
2
)
, of course. For (7.1) we also need δA†. Starting from A† =
−M † −1 ∂M † with ∂ = 1
2
(∂1 − i∂2), every step of (7.2) appears daggered :
δA† = . . . = − DI M †−1δM † with DI := ∂ − [A† , ] . (7.4)
Inserting into (7.1) and summing by
∫
d2r over space points the intermediate result is
ds2A =
∫
d2r δAaj δA
a
j = 8
∫
d2r Tr
( [
DI δMM−1
] [
DI M †−1δM †
] )
, (7.5)
This was just the first of three steps. In a second step (§ 7.2) we study δM and find —
independently of (7.5) — the volume elment dµ(M) . It needs a third step (§ 7.3) to
establish the relation between the measures dµ(A) and dµ(M) .
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7.2 dµ(M)
Elements of a group (here M ’s) are related by multiplication. To study the metrics,
N. Dragon said, one starts from the 1–element. An infinitesimal deviation from 1 can be
parametrized by 1+ 1
2
⇀
ε
⇀
T . The components εa of
⇀
ε are complex. Linear in
⇀
ε det(M) = 1
is guaranteed. Now we settle down in the middle of the group and like to formulate a
small difference between M and its neighbour M + δM — by multiplication :
M + δM = ( 1 + 1
2
⇀
ε
⇀
T )M y δM = 1
2
⇀
ε
⇀
T M
δM M−1 = 1
2
⇀
ε
⇀
T , εa = 4 Tr
(
T a δM M−1
)
. (7.6)
The prefactor 1
2
, seemingly unnecessary, will keep the results simple. dµ(M) follows from
the metrics, and the latter needs quadratic infinitesimal quantities. Already the first
tempting idea works well :
8 Tr
(
δMM−1M †−1δM †
)
= 2 Tr
(
εaT a εb ∗T b
)
= εaεa∗ = εa1ε
a
1 + ε
a
2ε
a
2 , (7.7)
where of course a is summed over, and εa1 := ℜe (εa) , εa2 := ℑm (εa) . Hence, the metrics
in the space of
⇀
r–dependent fields M is
ds2M = 8
∫
d2r Tr
(
δMM−1M †−1δM †
)
=
∫
d2r εaεa ∗ . (7.8)
The left half of this line is [ 2.12 ] and the fourth line in the table (6.4), the right half is
something own. By construction, the metrics is kartesian. So, in our ε–language,
dµ(M) =
∏
⇀
r
∏
a, j
εaj =
∏
⇀
r
∏
a
εa1ε
a
2 (7.9)
is the volume element (the Haar measure) in the space M . (7.9) is the starting point for
splitting off the volume in § 8.
7.3 dµ(A) = dµ(M) times Jacobian
Only now a big Jacobian may be announced. We start from the metrics (7.5), express
δM through (7.6) by ε’s there and make use of (7.3), (7.4) :
ds2A = 2
∫
d2r Tr
(
[ DI εaT a ]
[
DI εb ∗T b
] )
= 2
∫
d2r Tr
(
[T aDacεc ]
[
T dDdb ∗εb ∗
] )
=
∫
d2r [Dacεc ]
[
Dab ∗εb ∗
]
where Dab ∗ :=
{
δab ∂ + Ac ∗facb
}
=
∫
d2r
[
D
⇀
ε
] · [D⇀ε ]∗ = ∫ d2r ( [ℜe(D⇀ε) ]2 + [ℑm(D⇀ε) ]2)
D =: D1 + iD2 ,
⇀
ε =
⇀
ε1 + i
⇀
ε2 :
=
∫
d2r
( [
D1
⇀
ε1
]2
+
[
D2
⇀
ε2
]2 − 2 [D1⇀ε1 ] [D2⇀ε2 ]
+
[
D1
⇀
ε2
]2
+
[
D2
⇀
ε1
]2
+ 2
[
D1
⇀
ε2
] [
D2
⇀
ε1
] )
=
∫
d2r
[(
D1 −D2
D2 D1
)(⇀
ε1
⇀
ε2
)]
·
[(
D1 −D2
D2 D1
)(⇀
ε1
⇀
ε2
)]
=:
⇀
[ ] ·
⇀
[ ] . (7.10)
16 YM
In the third line “D” is shorthand for Dab of course (sorry, too many D’s, simply omit
the former meaning ∂ + A now). The operator D is not only a n × n matrix, but also
contains differentiation. In (7.10), their action is limited by square brackets.
Turning to the expression
⇀
[ ] ·
⇀
[ ] to the right in the last line of (7.10), the integral∫
d2r was omitted by extending the sum convention. At the same moment
⇀
[ ] must be
viewed as a big
⇀
r–indexed vector. Correspondingly, the operators D become big matrices
D, carrying the index pair
⇀
r ,
⇀
r ′. D acts on ε by
∫ ′
Drr′εr′ . We encountered this language
already in (4.5) and therefore maintain the boldface–Notation. These changes of mind are
required for correctly reading off the Jacobi–matrix ℑ from (7.10). The A–space volume
element is now obtained as
dµ(A) = dµ(M) |det(ℑ)| = dµ(M)
∣∣∣∣det(D1 −D2D2 D1
)∣∣∣∣ . (7.11)
The matrix ℑ is real. But det(ℑ) has not yet the desired form det(D†D) . The latter is
achieved by the following nice derivation (diagonalize I , J. Schulze said) :
ℑ =
(
D1 −D2
D2 D1
)
= D1 1 +D2 I , I =
(
0 −1
1 0
)
,
W =
1√
2
(
1 i
i 1
)
, W IW † =
(
i 0
0 −i
)
, det(W ) = det(W †) = 1 ,
det(ℑ) = det (WℑW †) = det(D1 + iD2 0
0 D1 − iD2
)
= det (DD∗) . (7.12)
The A–space volume–element now reads dµ(A) = dµ(M) |det(DD∗)|. Fine ? Is there a
need for those absolute value bars ?
To the hell with all the errors ever produced in physics papers by missing absolute
value bars around Jacobians. Remembering (7.3) let us book down the matrix D with all
indices,
D : Dabrr′ = δ
ab∂rr′ + A
c(
⇀
r )facbδrr′ , (7.13)
and notice that
DT : (DT )abrr′ = δ
ab (−∂rr′) + Ac(⇀r)f bcaδrr′
y DT = −D , hence D∗ = −D† , (7.14)
because Ac = 1
2
(Ac1 + iA
c
2) , A
c
j real, and ∂rr′ = −∂r′r, see the line below (4.5). Vector
arrrows over r–indices are suppressed for simplicity. But, please, add them by mind. If
the hermitean matrix D†D has no zero eigenvalue (we endure the risk), then we may
state that
−DD∗ = DD† is positivedefinit y | det (DD∗) | = det
(
D†D
)
=: eΓ , (7.15)
and
dµ (A) = dµ (M) det (D†D) (7.16)
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is the result of this section 7. It completes line 3 in the table (6.4). The quantity Γ defined
in (7.15) is real. Aside, through (7.10) to (7.15) we proceeded by two lines text in KKN
below [ 2.12 ].
8 dµ(M)→ dµ(H) : splitting off the “volume”
To the present job of making path for pedestrans, it was very helpful to have Jens Reinbach
being engaged too, in particular in this section and the next. But do not ask “who–what”,
because all has been actually done by KKN.
The “separation ansatz” for decoupling unphysical degrees of freedom is known from
§ 5 to be
M = U ρ y δM = δU ρ + U δρ . (8.1)
Now preferring U rather than V signals a slight change in philosophy : all possible gauge
transformations U are started from a physical “point” ρ. As the content of this section
can be well stated in words, we do something strange, start with the summary (next
paragraph up to the figure) and go into the details only afterwards.
On one hand, we know the M–space measure dµ(M) =∏⇀r ∏a εa1εa2 from (7.9), and
the relation of ε’s with δM from (7.6), on the other. Through the split (8.1) it will turn
out that εa1 is a pure ρ–ic expression (depending on only ρ and δρ). But ε
a
2 will become a
sum of a U–ic and a ρ–ic piece. If so, the latter must be a linear combination of the εa1’s.
At this point, new variables h and u are in order,
εa1 = dh
a , εa2 = Q
abdhb + dua :[∏
a
εa1ε
a
2
]
=
[∏
a
dhadua
] ∣∣∣∣ det( 1 0Qab 1
) ∣∣∣∣ = [∏
a
dha
][∏
a
dua
]
, (8.2)
to reach the desired decomposition.
Integration over du will give the gauge orbit G∗,
and the remaining measure dµ(H) might be re-
lated to the dh’s. Other than in [ 2.13 ], [ 2.14 ]
there appear no wedge products or ∼ signs in the
present derivation. But, admittedly, it is high
time to see a figure.
✲
✻
✁
✁
✁
✁✁
✁
✁
✁
✁✁
ε1
ε2
dh
du
(
Qdh+ du , dh
)
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
For detailing the above, we have from (7.9), (7.6) and (8.1) that
εa = 4Tr
(
T a [ δUρ+ Uδρ ] ρ−1U †
)
= 4Tr
(
T
a
U †δU
)
+ 4Tr
(
T
a
δρ ρ−1
)
εa∗ = − 4Tr (T aU †δU) + 4Tr (T aρ−1δρ) , T a := U †T aU , (8.3)
where [ Tr(A) ]∗ = Tr(A†) and δU †U = −U †δU have been used. One can see already that,
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in the real part, U -ic terms will compensate :
εa1 =
εa + εa ∗
2
= 2Tr
(
T
a
ρ−1 [ ρ δρ+ δρ ρ ] ρ−1
)
= 2Tr
(
T
a
H−1/2δHH−1/2
)
=: dha . (8.4)
But there remain two terms in the imaginary part :
εa2 =
εa − εa ∗
2 i
= −2 iTr (T a [ δρ ρ−1 − ρ−1 δρ ] ) + dua
with dua := − 4 iTr (T aU † δU) = − 4 iTr (T aδU U †) . (8.5)
Below (5.8) it was understood that ρ is determined by n real parameters. Hence, every
single–infinitesimal pure ρ–ic quantity — such as the corresponding term in (8.5) —
can be linearly combined from dha’s :
−2 iTr (T a [ δρ ρ−1 − ρ−1 δρ ] ) =: Qabdhb . (8.6)
We have thus obtained that εa2 = Q
abdhb + dua, hence (8.2) is valid. One could object
that there is still some dependence on U in (8.8), hidden in the gererators T
a
:= U †T aU .
Yes. But the whole matrix Q drops out in (8.2) !
It remains to relate the physical part
∏
a dh
a of the volume with the measure dµ(H) in
the space of hermitean unit–determinant matrices H . In order that the neighbour matrix
H + δH is hermitean too, we must write
H + δH = H1/2
(
1 + ηaT
a)
H1/2 , ηa reell . (8.7)
Linear in ηa we even have det(H + δH) = 1 due to Tr(T
a
) = 0. Solving (8.7) for η and
comparing with (8.4),
ηa = 2Tr
(
T
a
H−1/2δHH−1/2
)
= dha , (8.8)
exhibits the simplest possibility to be true. The measure in the space H is thus given by
dµ(H) =
∏
⇀
r
∏
a
dha , and dµ(M) =
∏
⇀
r
∏
a
dua · dµ(H) (8.9)
states the connection to dµ(M). In passing, the metrics in the H space can be written as
ds2H =
∫
d2r ηaηa =
∫
d2r 2Tr
(
ηaT
a
T
b
ηb
)
= 2
∫
d2r Tr
(
H−1δHH−1δH
)
. (8.10)
(8.10) agrees with [ 2.17 ]. But KKN state something else in place of (8.8), namely
2Tr(T aH−1δH) , and call it the Haar measure. Wether there is a real difference or not (!)
we come back to in § 14.3.
With view to (8.8) one may again object that there is reminescent U dependence
hidden in T
a
. This time it is removed by observing that ηanon := 2Tr(T
aH−1/2δHH−1/2)
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and ηa are related by an ordinary real rotation matrix. To realize this, we define D by
ηa =: Dabηbnon and read off from (8.10) that
ηanonη
a
non = η
aηa = ηbnon(DT )baDacηcnon y DTD = 1 . (8.11)
To make use of this, we start from (8.9), put integrals in front of the relation to the right,
rotate in the integrals over dµ(H) until their memory on U hase gone, and finally shift
the integrals over dua to the right :∫ ∫
dµ(M) =
∫
dµ(H)
∫ ∏
⇀
r
∏
a
dua =
∫
dµ(H) ·
∫
dµ(G∗) . (8.12)
There it is, the gauge volume
∫
dµ(G∗), to be removed before quantizing.
Let us summarize the essence of the last three sections and combine the equations
(6.1), (7.16) and (8.12) :
dµ(C) = dµ(A)
dµ(G∗) =
dµ(M) det (D†D)
dµ(G∗) = dµ(H) det
(
D†D
)
. (8.13)
(8.13) is [ 2.19 ] : the problem is thus reduced to the calculation of the determinant of
the two–dimensional operator D†D .
Perhaps, while recapitulating the present section, one could be dissatisfied with the
argument leading to (8.6) which merely states the existence of the matrix Q. But Q can
be made a bit more explicit also, e.g. by using the ρ representation (5.8) :
ρ = e
⇀
ω
⇀
T , δρ = dωa ∂ωa e
⇀
ω
⇀
T = dωa
∫ 1
0
ds es
⇀
ω
⇀
T [∂ωa
⇀
ω
⇀
T ]e(1−s)
⇀
ω
⇀
T
δρ ρ−1 = dωa
∫ 1
0
ds τa(s) , τa(s) := es
⇀
ω
⇀
T T a e−s
⇀
ω
⇀
T
ρ−1δρ = [δρ ρ−1]† = dωa
∫ 1
0
ds τa †(s) . (8.14)
With these details at hand (T
a
is now called T a), (8.4) and (8.6) turn into
dha = 2Sab dωb
Qabdhb = −2Rab dωb with
Sab
Rab
}
:=
∫ 1
0
ds Tr
(
T a
{
[τ b + τ b †]
i [τ b − τ b †]
})
. (8.15)
Eliminating dωb we have :
2 d
⇀
ω = S−1 d
⇀
h : Q = −R S−1 . (8.16)
A quantity, which can be booked down, does exist.
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9 Functional differential equations for S[H]
The material of this long section strongly defended itself to be understood. Sometimes,
our way out is probably not the best.
Following the KKN guide [1] the somewhat delicate relation [ 2.20 ] is in order,
eΓ = det
(
D†D
)
= σn e2N S with σ =
det′
(−∂∂)∫
d2r
, (9.1)
which presumably needs a regularization philosophy before any closer look at (see § 9.4
and § 11). For the stage being2, let the factor σ contain all that is left for vanishing fields
A. Then, all non–trivial A dependence is in the exponential, i.e. in S, and we have the
condition
lim
A→0
S = lim
H→const
S [H ] = 0 . (9.2)
For the details of this line note that, as det
(
D†D
)
might be a gauge invariant, S should
depend on the physical degrees of freedom H only. This will be seen more explitly (see
the headlines) and, admittedly, had been used already in splitting off the gauge volume.
Due to A = −(∂M)M−1 a vanishing A corresponds to a constant matrix M , and this in
turn (due H =M †M) to a constant H . (9.2) may be viewed to give initial values to the
functional first order differential equation to be derived. The reader may look forward to
(10.1) below to see the condition respected.
“Differentiate, regularize and integrate up again” is the general rule for obtaining S .
It seems to be familar to those experienced in anomaly calculations [11]. Under variation
with respect to A fields,
Γ = ln
[
det
(
D†D
) ]
= n ln(σ) + 2NS y δ Γ = 2N δ S , (9.3)
the stressy factor σ in (9.1) becomes irrelevant.
9.1 δ ln ( det )
For calculating δΓ, a true pedestrian recalls (7.13) and goes ahead3 :
Γ = ln
[
det
(
D†D
) ]
= Tˆr
[
ln
(
D†D
) ]
, 1−D†D =: ℧
2 So far (April 18, 2000), the value of σ given to the right in (9.1) is not understood. May be that
it leads into higher spheres [9, 10]. The determinant of a positive definit operator is, of course, the
product of its eigenvalues : det(P ) = exp (Tr[ln(P )]) = exp (
∑
ln(λ)) =
∏
λ . Especially, −∂∂ = −∆/4
has λ =
⇀
k 2 /4, and
⇀
k = 0 might be excluded. Also, det′ needs a large–k regularization. The power n is
clear, too, – but that area in the denominator of σ remains a mystery.
3 Through δTr(ln(X)) = Tr(δX/X) , the second line of (9.5) can be reached immediately, of course.
Bute we like to get used to the giant matrices.
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= Tˆr
(
−
∞∑
n=1
1
n
℧
n
)
= −
∞∑
n=1
1
n
 ℧12 ℧23℧n1 ℧34℧n−1n nfactors
• • •
 . (9.4)
Let a boldface Tr refer to rr′ indexed giant matrices, and the hat to their ab indices. E.g.
the index 1 in (9.4) represents b,
⇀
r ′, 2 stands for c,
⇀
r ′′ and so forth. A variation δ grasps
into each of the n buckets ℧ :
δ Γ = −
∞∑
n=1
[ δ℧12 ] ℧23 . . .℧n1 = − [ δ℧12 ]
(
1
1− ℧
)
21
= Tˆr
( [
δ(D†D)
]
D−1D†−1
)
= Tˆr
(
D−1D†−1δ(D†D)
)
. (9.5)
If only one D changes under the variation δ (D itself, say), then the other (which is D† )
drops out in (9.5). Hence, when differentiating with respect to Aa(⇀r), the result is
δAa(⇀r )Γ = Tˆr
(
D−1δD
)
= (D−1)12(δ D)21 =
∫ ′ ∫ ′′
(D−1)bcr′r′′δAa(⇀r )D
cb
r′′r′
=
∫ ′ ∫ ′′
(D−1)bcr′r′′ δ(
⇀
r − ⇀r ′′) fabc δ(⇀r ′′ − ⇀r ′)
δAa(⇀r )Γ = f
abc (D−1)bcr′ r |⇀r ′→⇀r , δAa∗(⇀r )Γ = f
abc (D∗−1)bcr′ r |⇀r ′→⇀r . (9.6)
In the second line, there are two delta functions. The first arised by functional differ-
entiating the A field in Dcbr′′r′ = δ
cb∂r′′r′ + A
•(
⇀
r ′′)f c•bδr′′r′ . It is harmless : one may just
integrate over
⇀
r ′′ . The second delta is the one which was already present in Dcbr′′r′ . If
integrating, it would make the two spatial indices on D−1 equal. In the third line, follow-
ing KKN, we postpone this dangerous coincidence. It must wait for the regularizaition
of § 11. In the last line, since Γ is real, the second differential equation was added as the
c.c. of the first.
9.2 The inverse of D
The inverse of D, required in (9.6) and now denoted by (?), is the unique solution of the
n2 equations
Dacrr′′ ( ? )
cb
r′′r′ =
(
δac∂+Aac(
⇀
r)
)
( ? )cbrr′ = δ
ab δ(
⇀
r−⇀r ′) with Aac := A•fa•c . (9.7)
We like inventing. Due to (4.3), i.e. ∂Grr′ = δ(
⇀
r −⇀r ′) , the quantity (?) might be anyhow
related to G . If we insert δcbGrr′ for (?), a δδ arises to the right but also an additional
term AG. To compensate the latter, we make the next attempt with (?)= M cb(
⇀
r )Grr′ .
This time the r.h.s. becomes (∂Mab)G +Mabδrr′ + A
acM cbG . No. But we see that a
further matrix (M−1)db(
⇀
r ′) would restore the δδ :(
δac∂ +Aac(
⇀
r )
)
M cdr Grr′(M
−1)dbr′ =
[
(∂M)adr + A
ac
r M
cd
r
]
Grr′(M
−1)dbr′ + δ
abδrr′ . (9.8)
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The so far arbitrary matrix Mab can now be fixed to make the square bracket vanish. If
we are able to construct the “adjoint” matrix Mˆ having elements Mab with the property
announced, i.e. if the equation AˆMˆ = −∂Mˆ can be solved, then the solution to (9.7)
reads :
(D−1)abrr′ =M
ac
r Grr′(M
−1)cbr′ , or D
−1 = Mˆ G Mˆ−1 . (9.9)
The elements of the matrix Aˆ are those given to the right in (9.7). The equation AˆMˆ =
−∂Mˆ to be solved may be called the adjoint version of the familar relation AM = −∂M .
By the way, do not integrate over pairs of spatial indices in (9.8) and (9.9) (the last pair
to be integrated ocurred to the very left in (9.7)).
9.3 The adjoint matrix Mˆ
We start from the fundamental representation, i.e. from A = −iT aAa = −(∂M)M−1 ,
and put this in the commutator [T b , . . .] to obtain
AbcT c = −T b(∂M)M−1 + (∂M)M−1T b = −T b(∂M)M−1 −M(∂M−1)T b . (9.10)
Multiplication by M−1 from the left and by M from the right gives
AbcM−1T cM = −M−1T b∂M − (∂M−1)T bM = −∂ M−1T bM ,
i.e. AbcTr
(
M−1T cMT d
)
= −∂ Tr (M−1T bMT d) , (9.11)
which allows for reading off the solution to AˆMˆ = −∂Mˆ only up to normalization. For
the latter we require Mab → δab for A → 0 in order to make (4.4) or (4.5) valid even
adjointly. To summarize :
Mˆ : Mab = 2Tr
(
T aMT bM−1
)
solves AˆMˆ = −∂Mˆ . (9.12)
Because of (Mˆ †)ab =M ba ∗ = 2Tr(M †−1T aM †T b) one may add that
Mˆ † : (M †)ab = 2Tr
(
T aM †T bM †−1
)
solves Mˆ †Aˆ† = −∂Mˆ † . (9.13)
As Aˆ has the elements Aab = A•fa•b, Aˆ† has the elements (A†)ab = A•∗f b•a = −A•∗fa•b .
9.4 Jump into the regularized version
Disgraceful ! But guided by KKN, and because things are worked out in § 11, let us be
allowed to anticipate the result of regularization here. Remember from (9.6) and (9.9)
that it is the Greens function Grr′ suffering under the coincidence limit
⇀
r ′ → ⇀r . G has to
be replaced by its regularized version Grr′ . Then the coincidence limit can be performed,
see (11.28), to give
[
D−1r′r
]
reg
⇀
r
′→⇀r
= − Aˆ
† − (∂Mˆ) Mˆ−1
π
,
[
D∗−1r′r
]
reg
⇀
r
′→⇀r
=
Aˆ− Mˆ †−1 ∂ Mˆ †
π
. (9.14)
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Herewith the ill equations (9.6) turn into well behaved, local (but still adjointly formu-
lated) functional differential equations, namely :
δaΓ =
−1
π
fabc
(
Aˆ† − (∂Mˆ) Mˆ−1
)bc
, δa∗Γ =
1
π
fabc
(
Aˆ− Mˆ †−1 ∂ Mˆ †
)bc
. (9.15)
Here, of course, δa stands for δAa(⇀r ) and δ
a∗ for δAa∗(⇀r ) . The right equation is the c.c. of
the left one. Our next task is the return to the more familar N ×N matrices M . Adjoint
traces might become fundamental ones.
9.5 Trace times trace – back to fundamental
There is a nice technical detail on traces, which can be discovered by searching the inverse
of Mˆ . It has to be determined from (M−1)acM cb = δab . We g u e s s the result,
(M−1)ac = 2Tr
(
T aM−1T cM
)
= M ca , (9.16)
and start checking. Two fundamental traces are to be combined :
(M−1)acM cb = 2Tr
(
T aM−1T cM
)
2Tr
(
T cMT bM−1
)
= 2Tr
( [
MT aM−1
]
T c
)
2Tr
(
T c
{
MT bM−1
})
= 2
[
MT aM−1
]
ℓm
2 T cm ℓ T
c
p q
{
MT bM−1
}
q p
= δmq δℓ p − 1
N
δmℓ δp q
= 2Tr
( [
MT aM−1
] {
MT bM−1
})
= δab q.e.d. (9.17)
The 1/N term dropped out since Tr(MT aM−1) = Tr(MT bM−1) = 0 . The trick will be
repeatedly used in the sequel. Having Miss Maple in mind, we call it concatenation. To
summarize, Tr (AT a) 2 Tr (T aB) = Tr (AB), if either Tr (A) = 0 or Tr (B) = 0 or both.
Already in the next step, namely fundamentalizing (9.15), concatenation is at work :
(∂M bd) (M−1)dc = 2Tr
(
T b(∂M)T dM−1 + T bMT d∂M−1
)
2Tr
(
T dM−1T cM
)
= 2Tr
(
M−1
[
T b∂M − (∂M)M−1T bM ] T d) 2Tr (T dM−1T cM)
= 2Tr
( [
T b(∂M)M−1 − (∂M)M−1T b ] T c)
= 2Tr
( [
T c, T b
]
(∂M)M−1
)
= − 2 i fabcTr (T a(∂M)M−1) ,
(M †−1)bd ∂ (Mˆ †)dc = . . . = − 2 i fabcTr (T aM †−1∂M †) . (9.18)
But it is rather trivial to fundamentalize the A terms in (9.15) :
Abc = Aaf bac = −2ifabc Tr (T aA) , (A†)bc = −A•∗f b•c = −2ifabc Tr (T aA†) . (9.19)
The f factors in (9.18), (9.19) are highly welcome, because, since (9.3), δΓ =: 2NS,
we mused on the factor N . Now it turns about through fabcf bc• = Nδa• . Using (9.19)
and (9.18) in (9.15) one obtains
δaΓ = 2N
i
π
Tr
(
T a[A† − (∂M)M−1]) , δa∗Γ = −2N i
π
Tr
(
T a[A−M †−1∂M †]) . (9.20)
24 YM
(9.20), right equation, is [ 2.23 ] and the c.c. of the left. Of course, the functional
differential equations for S are given by (9.20) by simply omitting the prefactors 2N .
But they have by far not yet the appropriate form.
9.6 S = S1 + S2 : the differential equations for S2
Reformulation, one more reformulation — to which end? Let us have a look ahead to the
first equation of § 10. The solution should be a functional of H only, S[H ], and anyhow
this might be seen already in the differential equations. Things have been as in a chess
game : three good moves, each one followed by three further good moves, an so on. May
be, the actual way gone (with some temporal inflation of notations, sorry for) reflects a
bit of these difficulties.
In (9.20) there occur quantities with “good” differentiation (∂ likes M , and A =
−(∂M)M−1 is good) and with a “false” one (therefore F ) :
F := − (∂M)M−1 , F † = −M †−1∂M † . (9.21)
To repeat (9.20) it is very convenient to write the generators as integrated delta functions
T a = i
∫
δaA and T a = −i ∫ δa∗A† . Then
δaS = −1
π
∫
Tr
( [
A† + F
]
δaA
)
, δa∗S = −1
π
∫
Tr
( [
A + F †
]
δa∗A†
)
.
(9.22)
This shows 2 ∗ n functional differential equations for S. ∫ stands for ∫ d2r over the whole
2D plane.
⇀
r is integration varable. Hence (to distinguish variables) we read δa as δAa(⇀r 0) .
In (9.22) we may replace δaA by δa[A+ F †], and δa∗A† by δa∗[A† + F ], because
A , F depend on only Aa and A† , F † on only Aa∗ .
To realize this, remember (4.5) showing the expansion of M (hence ∂M aswell) in powers
of Aa . The next abbreviaion, which is Ω := A + F † , shortens (9.22) to
δa(2πS) =
∫
Tr
(−2Ω†δaΩ) , δa∗(2πS) = ∫ Tr (−2Ωδa∗Ω†) . (9.23)
It is tempting here to begin with guessing. But the attempt with
∫
Tr(ΩΩ†) only leads
to a reasonable decomposition :
2πS = 2πS1 + 2πS2 , 2πS1 :=
∫
Tr
(−ΩΩ†) . (9.24)
As will be seen, S1 remains the harmless first term of the action S, while S2 advances
to become the volume term of the WZW action. Conveniently we study the func-
tional differential equations for the part S2 = S − S1 separately. Hence δ(2πS1) =∫
Tr
(−Ω†δΩ− ΩδΩ†) has to be subtracted from (9.23) to give
δa(2π S2) =
∫
Tr
(
ΩδaΩ† − Ω†δaΩ
)
, δa∗(2π S2) =
∫
Tr
(
Ω†δa∗Ω− Ωδa∗Ω†
)
. (9.25)
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9.7 Variables H only
If S depends on only H = M †M then we expect the differential equations to depend on
only H , δaH and δa∗H :
Ω = A+ F † = − [ (∂M)M−1 +M †−1(∂M †) ]
= −M †−1 [M †∂M + (∂M †)M ] M−1 = −M †−1(∂H)M−1 ,
Ω† = −M †−1(∂H)M−1 = M(∂H−1)M † . (9.26)
Herewith, the part S1 in (9.24) becomes a H–ic object immediately :
2π S1 =
∫
Tr
(
(∂H) ∂H−1
)
. (9.27)
But for S2 we must keep track with the differential equations, e.g. with the left equation
(9.25). It becomes H–ic through
δa(2π S2) =
∫
Tr
(
M †−1(∂H)M−1δa
[
M †−1(∂H)M−1
] − ditto∂↼⇁∂ )
=
∫
Tr
(
(∂H)H−1δa
[
(∂H)H−1
] − ditto∂↼⇁∂ )
=
i
2
∫
Tr
(
H′2H
−1δa
[
H′1H
−1
] − ditto1↼⇁ 2 )
=
i
2
∫
Tr
(
H−1H′2H
−1δaH′1 −H−1H′2H−1H′1H−1δaH − ditto1↼⇁ 2
)
=
i
2
∫
Tr
(
ϕa [X1X2 −X2X1 ] + ∂1(X2ϕa)− ∂2(X1ϕa)
)
, (9.28)
where the abbreviations in the last line are
Xj := H
−1H′j (j = 1, 2) and ϕ
a := H−1δaH . (9.29)
In the first line of (9.28) we were allowed to commuteM †−1 with δa . The third line was ob-
tained through “ ∂∂−∂∂ = 1
4
(∂1+i∂2)(∂1−i∂2)− 14(∂1−i∂2)(∂1+i∂2) = i2 [ ∂2 ∂1 − ∂1 ∂2 ] ”.
In the last line of (9.28), finally,
X2H
−1δaH′1 = X2H
−1∂1δ
aH = ∂1(X2ϕ
a)− (H−1H′2H−1)′1δaH
= ∂1(X2ϕ
a)−H−1H′2′1 ϕa + [X1X2 +X2X1 ] ϕa ,
was used, whereof 1-2–symmetric terms drop out. Clearly, the desired H–ic version is
reached.
9.8 Stokes — a common δ
In the result (9.28), last line, one recognizes the third component of a curl operator. We
now add the equation for δa∗S, which follows from an analoguous calculation or simply
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as the conjugate complex of δaS2 :
δaS2 =
i
4π
∫
Tr
(
ϕa[X1X2 −X2X1] +
[
∇× (X1ϕa , X2ϕa , . . . )
]
3
)
δa∗S2 =
i
4π
∫
Tr
(
ψa[X1X2 −X2X1]−
[
∇× (X1ψa , X2ψa , . . . )
]
3
)
, (9.30)
where ψa := H−1δa∗H , which is just ϕa with δa∗ in place of δa . Is there any other small
difference? For the first term together with the l.h.s. of each line we may in fact introduce
a common δ, which may be freely chosen to be δAa(⇀r 0) or δAa∗(⇀r 0) . In place of ϕ
a, ψa
a comon ϕ := H−1δH would be sufficient. But in the curl term the difference in sign
prevents from such unification.
∇× calls for Stokes theorem (for a plane, in the case (9.30) at hand). If there is nothing
left at the border of the infinite 2D plane, the curl terms in (9.30) may be omitted, and
we arrive at
δ S2 =
i
4π
∫
Tr
(
ϕ [X1X2 −X2X1]
)
, ϕ = H−1δH (9.31)
=
i
4π
∫
Tr
(
H−1δH
[
H−1H′1H
−1H′2 −H−1H′2H−1H′1
] )
,
which is the final result of this lengthy § 9.
For safety, however, let us look at possible border terms, Stokes could have left. Note
that ϕa = H−1δaH is a function of two spatial variables. One is
⇀
r , H depends on and
∇× acts upon. The other is ⇀r 0, the position mark in δa = δAa(⇀r 0) . In addition, as H is
also a functional of the fields A, there is also the integration variable
⇀
r ′ , see (4.4), (4.5).
Through δa a
⇀
r ′ is forced at the position
⇀
r 0. If now
⇀
r runs far away from
⇀
r 0 , the Greens
functions G in (4.5) might care for ϕa vanishing at infinity.
⇀
r border A(
⇀
r ′) δAa(⇀r 0) border
⇀
r
If, in addition, A→ 0 at r →∞ (H and M → const), then even the factors Xj support
the omission of border contributions due Stokes.
For later use, also the H–ic functional differential equations for S1 and for S = S1+S2
should be noticed. If starting from (9.23) and using (9.26) we obtain
δS1 =
1
4π
∫ {
Tr
(
ϕ [ ∂1X1 + ∂2X2 ]
)
+ ∂1Tr (ϕX1) + ∂2Tr (ϕX2)
}
, (9.32)
i.e. a common δ immediately. This time it is Gauss, who removes the derivative terms in
(9.32). To summarize, we have
δS1 =
1
2π
∫
Tr
(
ϕ
[
∂X + ∂X
]
) , X := H−1∂H , X := H−1∂H
δS2 =
1
2π
∫
Tr
(
ϕ
[
XX −XX ] )
δS =
1
2π
∫
Tr
(
ϕ
[
∂X + ∂X +XX −XX ] ) = 1
π
∫
Tr
(
ϕ ∂X
)
, (9.33)
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because of the identity
∂X +XX = ∂
[
H−1∂H
]
+X X = H−1∂∂H = ∂X +XX . (9.34)
Assume that all the nice (?) above notations survive the § 12, but are forgotten in
§ 14 of part II. So, here is equation (9.33) in normal life :
δ S =
1
π
∫
Tr
(
H−1(δH) ∂ H−1∂H
)
. (9.35)
10 Solution S[H] to the differential equations
Well, we like inventing. But at this moment the view to the alleged result [ 2.21 ] is really
irresistible. The solution S to the above functional differential equations is the hermitean
WZW action
S =
1
2π
∫
Tr
(
(∂H)∂H−1
)
+
i
12π
∫
V
ǫjkℓTr
(
H−1(∂jH)H
−1(∂kH)H
−1(∂ℓH)
)
(10.1)
The first term is S1, and is well known from (9.27). Thus, the second term is S2 , and it is
purely H–ic, too. It has to solve the differential equation (9.31). Obviously, both terms
respect the condition (9.2) separately, as they vanish for H → const .
10.1 The volume term
S2 is a volume integral. How this ?? H is defined on the xy plane. We live on this plane
and can’t any other. Obviously, someone mad has given our H ’s an additional dependence
on the variable z . In fact, in her TFT’98 proceedings article [12] Dimitra Karabali states
that “the integrand thus requires an extension of the matrix field H into the interior of
V , but physical results do not depend on how this extension is done. Actually for the
special case of hermitian matrices the second term can also be written as an integral over
[2D] spatial coordinates only.” — aah — ? — .
Here, there is a pitfall to run into with ease. The volume integral makes sense, one
could think, only if it is transformed into a surface integral by means of the Gauss theorem
(a scalar integrand can always be written as ∇ · ⇀C ). Then, the values of S2 might lie
on this surface, and now one can proceed with functional differntiation. But this is only
one possibility of going ahead with checking the S2 differential equation (we still believe
that one can go this way, anyhow and at least formally). The other way was learned from
[13] : functionally differentiate f i r s t , i.e. the content of the volume, and use Gauss
only afterwards. Here we do what we can, and go the easy way.
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As mentioned, let the hermitean matrices H anyhow depend on z . Now, apart from
X1, X2 , there is also a X3 = H
−1H′3. In the ε–tensor language of (10.1) there are six
terms under the trace. But cyclic permutations reduce to two :
S2 =
i
4π
∫
V
Tr
(
X3 [X1X2 −X2X1 ]
)
. (10.2)
Remember the common δ, and let it act at a position
⇀
r 0 anywhere in the volume V .
Recalling also ϕ = H−1δH , we are going to check whether (10.2) solves the differential
equation (9.31) :
δ S2 =
i
4π
∫
V
Tr
(
[X1X2 −X2X1 ] δX3 + cyclic
)
δX3 = δ(H
−1H′3) = X3ϕ− ϕX3 + ∂3ϕ ,[
[X1, X2] , X3
]
+ cyclic = 0 (Jacobi identity)
=
i
4π
∫
V
Tr
(
[X1, X2 ] ∂3ϕ + cyclic
)
=
i
4π
∫
V
Tr
(
∂3 ϕ [X1, X2 ] + cyclic − ϕ{ ∂3 [X1, X2 ] + cyclic }
)
X1X2 −X2X1 = ∂2X1 − ∂1X2 y { } = 0
=
i
4π
∫
V
∇ · ( Tr (ϕ[X2, X3]) , Tr (ϕ[X3, X1]) , Tr (ϕ[X1, X2]) )
Gauss but now :
=
i
4π
∫
∂V
d
⇀
f · ( Tr (ϕ [X2, X3]) , Tr (ϕ [X3, X1]) , Tr (ϕ [X1, X2]) )
δ S2 =
i
4π
∫
Tr
(
ϕ [X1X2 −X2X1 ]
)
on top of the surface , q.e.d. (10.3)
The differential equations are fulfilled. Hence, all is done what the headline announces.
The question mark at the end of the above Karabali text refers to the claim that S2 can
be written as a plane integral, too. But we had not the strength to verify this detail.
10.2 Recapitulation
Five sections have gone just to learn how a wave function ψ of the Schro¨dinger wave
functional quantum mechanics might be normalized. The variables, ψ depends on, vary
on “field axes” (2n axes, at the beginning). Already in (6.2) the scalar product was
noticed. But the question marks there were overcome while changing from the measure
dµ(A) to dµ(C) in § 8, thereby removing the unphysical gauge volume, nothing depends
on, even not the remaining weight exp [ 2NS[H ] ] . To make this weight explicit, we were
led into all the trouble with the “giant” Jacobian det(D†D) in § 9. After all, the scalar
product now reads∫
ψ∗1ψ2 =
∫
dµ(C) ψ∗1[H ]ψ2[H ] = σn
∫
dµ(H) e2NS[H] ψ∗1[H ]ψ2[H ] . (10.4)
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(10.4) ist [ 2.25 ]. KKN : This formula shows that all matrix elements in (2+1)–dimensio-
nal SU(N) gauge theory can be evaluated as correlators of the hermitean WZW–Modell.
Note that the number of field axes has reduced to n, because with (8.14) H = ρ2 = e2
⇀
ω
⇀
T
carries the n real parameters ωa. The normalization prescription is inherent in (10.4).
But a general wave functional ψ can never be normalizable, as we know well from non–
relativistic quantum mechanics. At minimum, we will have to learn on this selection. And
than there is the equation of motion i~
.
ψ = Hψ . How might the Hamiltonian H look like
in Schro¨dinger wave field theory ?
10.3 Polyakov–Wiegmann identity
To work with the action S[H ], one has not necessarily to go into the details of (10.1). The
simpler property is its variation (9.35). There are even other properties, as its conformal
invariance (see § 12.2) or the following remarkable identity [14] concerning a product
argument. Its three–lines reasoning in [14] is hardly understood, and the result given
there is wrong4. By [ 3.2 ] the identity is given incorrect even in [1]. So, let us do it right :
S[AB] = S[A] + S[B]− 1
π
∫
Tr
(
[ ∂B ] B−1A−1 ∂A
)
. (10.5)
To derive (10.5), we write S = S1 + S2 again and obtain
S1[AB] =
1
2π
∫
Tr
(
[ ∂AB ] ∂ B−1A−1
)
=
1
2π
∫
Tr
(
[ (∂A)B + A∂B ]
[
(∂B−1)A−1 +B−1∂A−1
] )
= S1[A] + S1[B]− 1
2π
∫
Tr
(
(∂B)B−1A−1∂A + (∂B)B−1A−1∂A
)
= S1[A] + S1[B]− 1
4π
∫
Tr
(
b1a1 + b2a2
)
,
aj := A
−1A′j
bj := B′j B
−1
. (10.6)
Turning to S2, using (10.2) and again replacing H by AB , we have Xj = B
−1A−1(AB)′j =
B−1(aj + bj)B to be inserted there :
S2[AB] =
i
4π
∫
V
Tr
(
X3 [X1X2 −X2X1 ]
)
=
i
4π
∫
V
Tr [ (a3 + b3)(a1 + b1)(a2 + b2) − dittoanticyclic ] (10.7)
= S2[A] + S2[B] +
i
4π
∫
V
Tr
[
mixing terms
]
.
Among the six mixing terms there are three with one b times a commutator of two a’s,
and three with one a and a commutator of b’s. The three a–commutators, for instance,
4 It is equation (7) there. The relation is stated in terms of a functional W , which is nowhere defined.
If (5) is meant (with or without the prefactor 1/(2pi) ), then (7) is wrong. Some authors might repeat
their half–time examinations.
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are the components of
⇀
a ×⇀a . Altogether we have [mixing terms] = ⇀b (⇀a×⇀a)+ ( ⇀b × ⇀b )⇀a
under the trace. This is very welcome, because through
∇× ⇀b = ∇× [ (∇B)B−1 ] = ⇀b × ⇀b , ∇× ⇀a = ∇× [A−1∇A ] = −⇀a × ⇀a ,[
mixing terms
]
= (∇× ⇀b )⇀a − ⇀b (∇× ⇀a) = ∇( ⇀b ×⇀a) , (10.8)
Gauss helps us to get rid of the unwanted last volume integral. On the surface on top of
the volume V it yields (
⇀
b ×⇀a)3 = b1a2 − b2a1, and in total
S2[AB] = S2[A] + S2[B]− 1
4π
∫
Tr
(
i b2a1 − i b1a2
)
. (10.9)
Adding (10.9) to (10.6) gives the announced result
S[AB] = S[A]+S[B]− 1
4π
∫
Tr
(
(b1+ ib2) (a1− ia2)
)
≡ (10.5) , q.e.d. (10.10)
Reporting him of this success, Sergei Ketov smiled : yes, a pedestrian needs Gauss, but
the elegant derivation is that in [14].
For a nice check of the identity (10.5) one may use it to obtain the differential equation
(9.35) again.
δS = S[H + δH ]− S[H ] = S [H (1 +H−1δH) ] − S[H ]
= S
[
1 +H−1δH
] − 1
π
∫
Tr
(
(∂H−1δH)(1−H−1δH)H−1∂H)
=
1
π
∫
Tr
(
H−1δH ∂ H−1∂H
) ≡ (9.35) (10.11)
using partial integration and neglecting terms ∼ (δH)2 .
In the next section we even need S[ABC] . But this is merely one more exercise on
(10.5) :
S[ABC] = S[A] + S[B] + S[C]− 1
π
∫
Tr
(
(∂C)C−1B−1A−1(∂A)B + (∂C)C−1B−1 ∂B + (∂B)B−1A−1 ∂A
)
. (10.12)
While checking (10.12) with e.g. ABC = HH−1H , one becomes aware of two more
strange relations, namely
S1[H
−1] = S1[H ] , S2[H
−1] = −S2[H ] , (10.13)
and obtains 3S1 + S2 − 2S1 = S to the right of (10.11), as expected.
11 Regularization
In section 9.4, the step to the regularized version (9.14) of the inverse matrix D−1 was
done by citation. Here this painful gap will get closed. In the equations for Γ, (9.6), the
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limit
⇀
r ′ → ⇀r could not be performed, not naively at least, because according to (9.9) the
Greens function comes across its pathological argument zero.
First of all, a regularisation has to respect gauge invariance, i.e. it might favour H ’s
rather than M ’s. But there is still one more redundancy to be respected, namely the
“very old” one in fixing the mapping from space A to space M .
11.1 Holomorphic invariance
The term could be due to KKN (we shall refer to ... as ...). We encountered the cor-
responding freedom while fixing it especially in (4.4). An arbitrary N × N matrix V ,
depending on z = x + iy , could have been used there in place of the inhomogenity 1.
Of course, if allowing for all these inhomogenities, then a special element A of space A
is mapped to some subspace M V . If M is in SL(N,C) than MV is not. Nevertheless,
changing V leaves the A fields invariant,
M →M V y A = −(∂M)M−1 → − (∂MV ) V −1M−1 = A , (11.1)
because of ∂V (z) = 0 , see (3.12). No physics depends on the special V , people on earth
(V = 1), moon or neptun work with to fix their mapping.
The action S[H] is holomorphic invariant. M → MV makes H = M †M turning
into H → V HV , where V := V † depends on only z = x − iy and ∂V (z) = 0 . Hence,
the question is, whether S[V HV ] agrees with S[H ], and this is clearly a matter of the
S[ABC] relation (10.12) as prepared in the last subsection. The three terms under trace
vanish all due to ∂C = ∂V = 0 and/or ∂A = ∂V = 0 . The remaining unwanted terms
are S[V ] and S[V ] . They vanish, as is seen next, because either V or V suffer under the
“false differentiation”. For S1[V ] this is seen in (9.27) directly. Concerning S2[V ] consider
the square bracket in (10.2) :
[X1X2 −X2X1 ] = V −1V′1V −1V′2 − V −1V′2V −1V′1
=
2
i
V −1(∂V )V −1∂V − 2
i
V −1(∂V )V −1∂V = 0 , (11.2)
since ∂V (z) = 0 . Similarly S2[V ] is shown to vanish. Thus, S[V HV ] = S[H ] , q.e.d.
The Greens function becomes a matrix. Let the people on the moon (L for Luna)
represent the field A by A = −(∂L)L−1 and use the inhomogenity V when solving it for
L. They write (using Grr′ = −Gr′r)
L = V +
∫ ′
(AL)r′Gr′r in place of M = 1 +
∫ ′
(AM)r′Gr′r . (11.3)
We (living on earth) multiply our integral equation (the right one in (11.3)) by V from
the right,
MV = V +
∫ ′
(AMV )r′ V
−1
r′ Gr′rV r ,
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and recognize the two manipulations in parallel
M → M V and Grr′ → V −1r Grr′V r′ =: G˜rr′
or M † → V M † and Grr′ → Vr Grr′V −1r′ (11.4)
by which one is beemed to Luna. In passing, G˜rr′ is a Greens function as well : ∂G˜rr′ =
δ(
⇀
r − ⇀r ′) .
Just for fun, let as also turn to neptun, where people write A = −(∂N)N−1 and work
with inhomogenity W and Greens function U rGrr′U
−1
r′ , say :
N = W +
∫ ′
(AN)r′ U r′Gr′rU
−1
r .
Now, multiplication with U from the right leads back to Luna equations with L = NU
and inhomogenity V = WU . Allright.
Finally, for later use, we add the adjoint representation of G˜rr′, as defined in (11.4) :
Grr′ δ
ab → (V −1r )acGrr′(V r′)cb =: (G˜rr′)ab . (11.5)
To derive this, simply repeat the steps leading from (11.3) to (11.4), but in adjoint rep-
resentation.
The integration measure dµ(H) is holomorphic invariant. According to KKN this
is easily checked. To do so, we look at (8.10), i.e. at ds2H = 2
∫
Tr(H−1δHH−1δH) .
While varying H the inhomogenity V has to be kept fixed: one either lives on moon or
neptun or just here. But under H → V HV and δH → V δHV the metrics remains clearly
unchanged, and so does the measure.
The operators pa and pa split off a matrix. Two functional differential operators,
called pa and pa, are particular useful for the present task (see (11.15) below). But they
enjoy still an other nice property as detailed in § 14.3. pa and pa are defined through
δa =: Mabr
∫ ′
Grr′p
b
r′ , δ
a∗ =: − (M †r )ba
∫ ′
Grr′p
b
r′ , (11.6)
which is KKN’s [ 2.34 ]. Remember δa = δAa(⇀r ), and note that p
a = −pa∗ . (11.6) can be
solved for p by operating with ∂rMˆ
−1 from the left :
par = ∂r (M
−1
r )
ac δcr , p
a
r = −∂r (M †r )ac δc∗r . (11.7)
Note the position marks: ∂ or ∂ act on both. Turning to Luna, the p’s change according
to : folgendes :
pa → (V −1)abpb , pa → V abpb . (11.8)
To derive this, note that Aa, or δa, knows of no earth–moon difference. Hence
pa → ∂ 2Tr
(
T aV
−1
M−1T cMV
)
δc = ∂ 2Tr
(
V T aV
−1
T b
)
2Tr
(
T bM−1T cM
)
δc
= ∂ (V
−1
)ab(M−1)bc δc = (V
−1
)abpb . (11.9)
The step within the first line used concatenation in backward direction.
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The Hamiltonian density is holomorphic invariant. This is trivial for the potential
term in (2.10), because it is made up of the holomorphically insensitive A fields. The
same is true for the kinetic energy density T = −e2
2
δa∗δa — sorry for looking forward
to (12.2) below. But, using (11.6), T may be also written as
T = −e
2
2
δa∗δa =
e2
2
Hab (Gp)a (Gp)b , (11.10)
where Hab = 2Tr(T aHT bH−1) . While checking the invariance with the expression to the
right, we enjoy the harmony among the previous equations (11.5) to (11.8) :
(Gp)br :=
∫ ′
Grr′p
b
r′ →
∫ ′ (
V
−1
r Grr′V r′
)bc (
V
−1
r′
)cd
pdr′ = (V
−1
r )
bc(Gp)cr , (11.11)
and similarly (Gp)a → V ab(Gp)b . From H → V HV , and using concatenations and
V ac = (V −1)ca , one obtains
Hab → V acHcd V db y
T → e
2
2
V acHcd V
db
V ae (Gp)e (V
−1
)bf (Gp)f = T , q.e.d. . (11.12)
11.2 Point splitting
Usually, the infinitites of a field theory are recognized and regularized as UV catastrophes
in momentum space (Λ, M , d − ε). If this is done in real space, we expect that some
short distances must be washed out, as e.g. when going from the delta function to one of
its representations. KKN’s smooth delta function is
σ(
⇀
r ) :=
1
πη
e−r
2/η ,
∫
d2r σ(
⇀
r ) =
1
π
∫
e−r
2
= 1 (11.13)
The inverse momentum cutoff η is small but non–zero. Compared to this the small
parameter ε in the Greens function (4.2) is an icecold +0 .
In a manner that respects holomorphic properties, the smoothening σ is first buildt
in the operators p . KKN then form (Gp)a to read off from it the fate of G itself. The
regularized Greens function, thanks to some labour of evaluation, exhibits the desired
finite value in the coincidence limit
⇀
r ′ → ⇀r .
Things start with a notation. Let H , if considered as a function of z and z, be denoted
by K :
Hab(
⇀
r ) =: Kab(z, z) → V ac(z)Kcd(z, z) V db(z) . (11.14)
For η → 0, i.e. σrr′ → δrr′ , the two expressions
pareg :=
∫ ′
σrr′
[
K−1(z′, z)K(z′, z′)
]ab
pbr′
pareg :=
∫ ′
σrr′
[
K(z, z ′)K−1(z′, z′)
]ab
pbr′ (11.15)
34 YM
clearly turn into pa and pa, respectively. But even for σrr′ 6= δrr′ they have the right
holomorpohic behaviour (11.8). This is seen by means of (11.14): [K−1(z′, z) ]ac →
[V
−1
(z)K−1(. . .)V (z′) ]ac , and the right V matrix at unprimed argument survives at the
left end. Anyhow clever.
As announced, the replacement pa → pareg is now performed in (Gp)a ,∫ ′
Grr′p
a
r′ →
∫ ′
Grr′
∫ ′′
σr′r′′
[
K−1(z′′, z′)K(z′′, z′′)
]ab
pbr′′ =:
∫ ′′
Gabrr′′ pbr′′ , (11.16)
to read off the regularized Greensfunktion G as
Gabrr′′ =
∫ ′
Grr′σr′r′′
[
K−1(z′′, z′)K(z′′, z′′)
]ab
=:
∫ ′
Grr′σr′r′′ f
ab(z′) . (11.17)
Denoting [K−1(z′′, z′)K(z′′, z′′) ]
ab
by fab(z′) , we suppress the variables irrelevant in the
next subsection. But let fab(z′′) = δab be kept in mind.
11.3 Performing the integration in G
At first glance, it appears absurd to perform the d2r′ integration in (11.17), because,
though G and σ are known funtions, we c a n n o t specify f(z). The integration is
nevertheless possible — thanks to the fact that G is a Greens function of ∂ .
There is a test, the result will have to pass. According to (11.17) it is
∂ Gabrr′′ = σrr′′ fab(z) =
1
πη
e−(
⇀
r−
⇀
r ′′)2/ηfab(z) , (11.18)
and after evaluation this must be still valid, of course. The reader might look forward to
(11.26) and do the test right now.
It is convenient to introduce an integral S of σ :
∂S(
⇀
r ) = σ(
⇀
r) , ansatz S =
z
r2
h(r) y S(
⇀
r) =
1
π z
(
1− e−r2/η
)
, (11.19)
where a constant of integration was chosen to be 1 at will. By means of S, and omitting
the indices a, b for brevity, we may write
Grr′′ =
∫ ′
Grr′
{
∂′S(
⇀
r ′ − ⇀r ′′)} f(z′) = ∫ ′∂′(GSf)− ∫ ′(∂′G)Sf =: G1+ G2 (11.20)
since ∂′f = 0 . The second part is readily evaluated :
G2 = S(⇀r − ⇀r ′′)f(z) = 1
π
1
z − z′′
(
1− e(⇀r−⇀r ′′)2/η
)
f(z)
= Grr′′
(
1− e(⇀r−⇀r ′′)2/η
)
f(z) . (11.21)
The use of G in the last line was allowed due to the zero of the round bracket at the pole
of G. The other part may be written as
G1 =
∫ ′
∂′Grr′
1
π(z′ − z′′)
(
1− e−...) f(z′) = −1
π(z − z′′) f(z) + G1e (11.22)
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with
G1e = −
∫
d2r′ ∂ ′
[
1
π
z − z′
(z − z′) (z − z′) + ε2
1
π
1
z′ − z′′ e
−(
⇀
r ′−
⇀
r ′′)2/η f(z′)
]
, (11.23)
For the first step in analysing this expression, the reader might realize that the limit ε→ 0
may be performed here. The second step is the shift
⇀
r ′ → ⇀r ′ + ⇀r ′′ of the integration
variable. The third step introduces the variables u, v by
x′ =
1
2
(u− iv) , y′ = 1
2
(−iu+ v) , Jacobian = 1
2
, z′ = u , z′ = −iv ,
and leads to
G1 e = − i
2
1
π
∫
du′
f(u′ + u′′)
u− u′′ − u′
1
π u′
∫
dv′ ∂v′ e
i u
′
η
v′ =
1
π
1
z − z′′ f(z
′′) . (11.24)
To realize this, perform ∂v′ , obtain δ(u
′) from the v′ integration and return to u′′ = z′′ .
Using (11.24) in (11.22) we arrive at
G1 = 1
π
1
z − z′′ [ f(z
′′)− f(z) ] = Grr′′ [ f(z′′)− f(z) ] (11.25)
and together with (11.21) at the final result
Gabrr′′ = Grr′′
(
δab − e−(⇀r−⇀r ′′)2/η fab(z)
)
. (11.26)
(11.26) is [ 3.8 ]. It was obtained with the special embedding (11.13) of the delta function,
but we bet that any other delta representation would lead to the same result.
11.4 The coincidence limit
After all, the limit
⇀
r ′ → ⇀r can now be performed without troubles. We look back at G2,
(11.21), and realize that the round bracket vanishes ∼ (z − z′′) (z − z′′) , i.e. faster than
the denominator. In short, in the coincidence limit G2 turns to zero. For G1, the inner
expression of (11.25) shows a differential quotient :
Gabrr = Gab1 rr = −
1
π
∨
∂
[
K−1(z,
∨
z )K(z, z)
]ab
=
1
π
[
H−1∂H
]ab
=
1
π
[
M−1M †−1
(
(∂M †)M +M †∂M
) ]ab
=
−1
π
[
M−1
(
A† − (∂M)M−1
)
M
]ab
. (11.27)
(11.27) is [ 3.10 ]. In regularizing (9.9), just G has to be replaced by G :[
D−1reg
]ab
rr
=Mac Gcdrr (M−1)db = −
1
π
[
A† − (∂M)M−1 ]ab , q.e.d. (11.28)
and hooray, because this is the desired result (9.14).
36 YM
12 Kinetic energy , mass gap and CFT
Anywhere, far behind, we had noticed the classical Hamiltonian density of the 2+1 D YM
system, (2.8) to (2.10) :
L = 1
2e2
.
Aaj
.
Aaj − V , Πaj =
1
e2
.
Aaj , H =
e2
2
ΠajΠ
a
j + V (12.1)
with V := 1
2e2
BaBa and Ba = ∂1A
a
2 − ∂2Aa1 + fabcAb1Ac2 . Were there no gauge freedom,
the quantum mechanics w o u l d be initiated by Πaj → (1/i) δAaj :
H = T + V with T = −e
2
2
δAaj δAaj = −
e2
2
δa∗δa (12.2)
as already announced in (11.10). The question, how T can be restricted to the physical
subspace C, has a rather simple answer : apply T to functionals of only H ! KKN make
some efforts in constructing the Laplacian on C by splitting off the unphysical part from
pa. The use of these details will be realized in § 14.4. But they are irrelevant for the
particular question of reducing T . It restricts itself by working with in the space C.
Thereby the above “would be” turns into “is”, automatically.
12.1 T Ja = m Ja
Let T be applied to special functionals ψ[H ] . Which ones ? At this point we jump and
servile follow the text of KKN around [ 2.28 ]. There one finds the statement, which is
crucial and is as interesting as (at first glance) mysterious :
To be normalizable , the ψ’s must be functionals ψ[Ja] of the “currents”
Ja =
2N
π
Tr
(
T a (∂H)H−1
)
. (12.3)
This is the decomposition of ψ[H ]’s expected at the end of § 10.2. The statement means
that the dependence on H must be indirect as shown, otherwise the norm
∫ |ψ|2 diverges.
The objects Ja are indeed the currents of the WZW action S as detailed at the end of
§ 12.2. To justify (12.3), apparently (see [1], this time really), there are several possibili-
ties. Probably, conformal field theory (CFT) provides with the most convincing reasoning.
But let CFT be outside of the scope of the present treatise (apart from the next subsec-
tion). Some weaker argument in favour of (12.3) rests on fact that the Wilson loop, hence
any (normalizable) physics, can be shown to depend on only J . This will be detailed in
§ 16.5.
For ending up part I, consider the most simple functional of J , namely [4]
ψsp [ J ] :=
∫
ca(
⇀
r)Ja(
⇀
r ) (12.4)
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(with arbitrary c number functions ca(
⇀
r ) ) and apply
∫ T to it. Using
Ja(
⇀
r) =
N
π
2Tr
(
T a
[
(∂M †)M †−1 +M †iT cAcM †−1
] )
y δarJ
d
r′ = i
N
π
(M †r )
daδ(
⇀
r − ⇀r ′) (12.5)
we are led to the following second line. But for the details (∗), (∗∗) (to be commented
afterwards) we are much to excited :
T ψsp = −e
2
2
∫
δa∗r δ
a
r
∫ ′
cdr′ J
d
r′
= −e
2
2
∫
δa∗r
N
π
i cdr(M
†
r )
da = −i e
2N
2π
∫
cd
[
δa∗r′ (M
†
r )
da
]
⇀
r ′→
⇀
r
= −i e
2N
2π
∫
cd
[
(M †r′)
dbf bae
(
D∗−1rr′
)ae ]
⇀
r ′→
⇀
r
(∗)
= −i e
2N
2π
∫
cd (M †)db
iN
π
2Tr
(
T b
[
M †−1∂M † + (∂M)M−1
] )
(∗∗)
=
e2N
2π
∫
cd
[
N
π
2Tr
(
T d(∂H)H−1
) ]
=
e2N
2π
∫
cdJd = m ψsp , m :=
e2N
2π
. (12.6)
Special eigenfunctions of T are found. Due to the arbitrarity of the weight ca(
⇀
r ) the
corresponding eigenvalue m is infinitly degenerated.
In the third line (∗), one recognized the same coincidence limit as already in (9.6).
Moreover, the factors f
...
D∗−1 in the square bracket a r e δb∗ Γ , i.e. they can be replaced
by the regularized expression (9.20) directly. This explains the step from line (∗) to line
(∗∗). Then, by just a concatenation one reaches the next-to-last line. There remains the
problem of verifying the step from the second to the third line. It states the equality of
two square brackets. For simplicity, consider the c.c. of the first one. δar′Mˆr must derive
from 0 =
(
∂ + Aˆ
)
Mˆ , anyhow (see (9.12) and remember Aab = A•fa•b ). We apply δar′ ,
use (7.13) and obtain∫ ′′
Debrr′′ δ
a
r′M
bd
r′′ = δrr′f
aebM bdr′ y δ
a
r′M
cd
r = (D
−1
rr′)
cefaebM bdr′ . (12.7)
One may set a = c here and sum over a . Since Mdb ∗ = (M †)bd we may even add the c.c.
with ease :
δar′M
ad
r = (D
−1
rr′)
aefaebM bdr′ , δ
a∗
r′ (M
†
r )
da = (M †r′)
dbf bae
(
D∗−1rr′
)ae
, (12.8)
q.e.d. But there is danger to anyone going his own way. Instead of (12.7) he could derive
the very similar relation
δar′M
cd
r = (D
−1
rr′)
eaf ecbM bdr . (12.9)
Now, by c = a and summation, he obtains (12.7) only nearly, because M bd carries the
index r (not r′). Hence, he condamnes (12.6) and is searching for his or our error till
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tomorrow. The answer: both are right. (12.7) and (12.9) can be derived from each other
by means of (9.9). In the special combination (12.8), one is allowed to switch theM–index
from
⇀
r ′ to
⇀
r .
12.2 S[H] is conformally invariant
Already since section 2 we live in a 2D Euclidian world. This is the case in which the call
for conformal invariance is particular restrictive [15, 16, 17], because in the coordinate
transformation
z → f(z) , i.e. znew = u(x, y)− iv(x, y) != f(x− iy) (12.10)
y u′x = v′y , u′y = −v′x
the function f(z) remains arbitrary. All these nice facts as e.g. the conservation of angles
(explaining the word “conform”) under the transformation (12.10), or the change of flat
metrics from
(
1 0
0 1
)
to f ′f ′∗
(
1 0
0 1
)
[16], may be bypassed here.
As (12.10) is a pure coordinate transformation, i.e. the values H(z, z ) of the fields
remain unchanged. Infinitesimally (ε→ 0 , g(z) arbitrary) this means
z → z′ = z + ε g(z)
H ′(z′, z′) = H(z, z) = H(z′ − εg, z′ − εg)
= H(z′, z′)− εg∂H − εg ∂H =: H(z′, z′) + δH . (12.11)
To demonstrate the conformal invariance of S[H ] we have to show that
S ′ − S =
∫
d2r′ L
{
H ′(z′, z′) , ∂′ , ∂
′
}
− S =
∫
d2r L{H + δH , ∂ , ∂ }− S
= S [H + δH ] − S [H ] = δS with especially δH = −εg∂H − εg∂H (12.12)
does vanish. For a variation δS of S — due to whatsoever δH — we have the ready
formula (9.33) :
δS =
1
π
∫
Tr
(
ϕ ∂X
)
with
{
ϕ,X,X
}
= H−1
{
δ, ∂, ∂
}
H . (9.33)
Just δH from (12.12), i.e. ϕ = H−1δH = −εgX − gX , has to be inserted here :
δconfo S = − ε
π
∫ [
gTr
(
X ∂X
)
+ gTr
(
X ∂X
) ]
= − ε
π
∫ [
gTr
(
X
[
∂X +XX −XX ] ) + gTr (X∂X) ]
= − ε
2π
∫ [
∂ g Tr (XX) + ∂ g Tr
(
XX
) ]
= 0 , q.e.d. (12.13)
In the second line, (9.34), i.e. ∂X+XX = ∂X+XX , was used, and ∂g = ∂g = 0 in the
third. The conformal invariance of S is thus an immediate consequence of its functional
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differential equations. One more reason for remembering the above δS formula (9.33) is
realized next.
The WZW equations of motion follow from δS = 0 under independent variation of
the n elements of the matrix H . They can be read off from (9.33) as
∂ X = 0 or ∂ J† = 0 with J† :=
N
π
H−1∂H
as well as ∂ J = 0 with J :=
N
π
(∂H)H−1 . (12.14)
As (12.14) exhibits equations of continuity, J and J† are matrix versions of the currents
of the WZW model.
The currents Ja as given in (12.3) are now recognized to be the components Ja =
2Tr (T aJ) of its matrix version. By concatenation one obtains J = T aJa . But are we
really allowed for expanding J , (12.14), into the traceless generators ? For this, (∂H)H−1
has to be traceless, too. To verify it, O. Lechtenfeld had the right idea. Remembering
(5.8) or (8.14), we may use the representation H = ρ2 = e2
⇀
ω
⇀
T =: e
⇀
ϕ
⇀
T to get
Tr
(
(∂H)H−1
)
= Tr
(∫ 1
0
ds es
⇀
ϕ
⇀
T (∂ϕa)T ae−s
⇀
ϕ
⇀
T
)
= (∂ϕa) Tr (T a) = 0 (12.15)
indeed.
Looking back to (12.14), one could ask, why not the other version J† , hence Ja∗ =
N
π
2Tr
(
T aH−1∂H
)
, has been declared to be the WZW current. May one work with ψ[Ja∗]
as well? Yes. Then one would derive the c.c. of the Hamiltonian of § 13.2. But decide to
work with e i t h e r ψ[Ja] o r ψ[Ja∗] . This rule would be violated, for instance, by
absorbing eNS into the wave functionals.
12.3 End
Some first period of efforts ends up here. Just the first piece of physics has been grasped,
namely the mass gap m = e2N/(2π). But its stability under the inclusion of the potential
term is not yet studied. There is still no functional Hamiltonian, no ground state wave
functional, no Wilson loop, no confinement, no application to the 4D gluon plasma.
The reason for breaking the notes into two parts has a psychological background. For
the first time feeling good with the matter, one finds reasons for relaxation — more than
half a year, actually. So, have at least a nice weekend. First part, first run.
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One year after ending up the first run. Meanwhile, there is a first attempt of using
KKN’s results for thermal 3+1 D physics [18]. In the static limit (ω → 0), the transverse
selfenergy could be identified with the squared mass gap m2 = e4N2/(4π2) through
e2 = g2T . In other words, we (Reinbach and Schulz) verified this strong conjecture by
ruling out potential other contributions at order g4 . Regulators for the 3D Theorie were
derived from its embedding in the 4D setup. One may state that, for the static selfenergy,
Lindes infinite numerical series has been summed up. The relation to 4D TFT is enforced
in a recent report of Nair [19] (conference at Dubna).
In the following second part of the notes, they reach the end of [1], in essence, and
continue with KKN’s paper [5] : On the vacuum wavefunction and string tension of Yang–Mills
theories in (2+1) dimensions. Equations in [5] are referred to as {xx}.
13 The full Hamilton in ψ[J ] space
In the retrospect, at least, we become aware of the most painful break in § 12, namely
as we were satisfied with the first rough look at the spectrum: m. A l l about 2+1 D
YM has to be worked out, and this “all” is contained in the functional Hamiltonian
H =
∫H = ∫ T + ∫ V p l u s the associated exotic scalar product 〈1|2〉 . The latter
is taken up again in § 14. We shall continue with keeping distance to CFT. But let the
Wilson–loop argument as detailed in § 16.4 give some confidence in the strange statement
that the wave functionals ψ become a finite norm through the indirect dependence on H
via Ja = N
π
2Tr (T a(∂H)H−1) .
13.1 Kinetic energy in ψ[J ] space
It is obvious how to overcome the extremely special wave functionals ψ =
∫
caJa of § 12.1.
Apply the operator T =
∫ T = −e2
2
∫
δa∗δa of the kinetic energy to a general functional
ψ[Ja] . Thereby, T will turn out as an expression in Ja and δJa , automatically. As the
symbolic line
δ∗δ ψ = δ∗
∫
(δJ) δJψ =
∫
(δ∗δJ) δJψ +
∫
(δJ) δ∗δJψ (13.1)
shows, two terms will arse, which we denote by T1 and (T2 + T3), respectively. KKN’s
headline of § 4 reads An expression for T in terms of currents. But no, not “An”, the
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one unique J version of T is in search. We overlook all the epsilontic care in KKN, find
a direct way to the more aesthetic final result [ 4.13 ] ≡ {17} ≡ (13.9) below, and enjoy
giving details :
T1 ψ[J
a] = −e
2
2
∫
r
∫
r′
(
δa∗r δ
a
rJ
d
r′
)
δJd
r′
ψ =
∫
r′
(
δJd
r′
ψ
)
T Jdr′
(12.6) : = m
∫
JaδJa ψ[J
a] y T1 = m
∫
Ja δJa . (13.2)
This could have been guessed. For (T2 + T3), however, such a quick tracing back is no
more available, because after commuting the differentiations δa∗r and δJd
r′
,
(T2 +T3) ψ[J
a] = −e
2
2
∫
r
∫
r′
(
δarJ
d
r′
)
δJd
r′
δa∗r ψ[J
a]
=
∫
r′′
(
δJc
r′′
ψ
)
δa∗r J
c
r′′
= −mi
∫
r
(
M †r
)da
δJdr
∫
r′
(
δJc
r′
ψ
)
δa∗r J
c
r′ , (13.3)
we become aware of the new combination δa∗r J
c
r′ . For the round bracket in the first line,
instead, we remembered (12.5) and were led to the second line with ease.
To study the object δa∗r J
c
r′ we turn to its c.c. and interchange the indices, for tem-
porarily getting the familar Greens function Grr′ (not G) involved. At first we obtain
δar′ J
c∗
r = δ
a
r′
N
π
2Tr
(
T cH−1∂H
)
=
N
π
2Tr
(
T c
[
−H−1(δar′H)H−1∂H +H−1∂(δar′H)
])
. (13.4)
Remember that δar′H =M
†δar′M . To continue with δ
a
r′M , only the adjoint version (12.8)
is available in the previous. So, let us obtain δar′M anew, namely from 0 = (∂ + A)M .
Applying δar′ leads to the differential equation (∂ +A)(δ
a
r′M) = iT
aMrδrr′ . Its solution is
δar′M =MrGrr′M
−1
r′ iT
aMr′ and is easily verified (do n o t sum over
⇀
r or
⇀
r ′ ). This gives
δar′H = iHGrr′M
−1
r′ T
aMr′ = iHGrr′T
b2Tr
(
T bM−1r′ T
aMr′
)
= HT b iGrr′M
ab
r′ (13.5)
under suppression of un–primed r indices, as already in (13.4). Hence, the last ∂ in (13.4)
will produce two terms, one with ∂H and one with ∂Grr′ :
δar′ J
c∗
r =
N
π
2Tr
( [
T b, T c
]
H−1∂H
)
iGrr′M
ab
r′ +
N
π
δbc i ∂Grr′M
ab
r′
= Mabr′
[
− 1
π(z − z′)f
bceJe∗r −
N
π
i δbc
1
π (z − z′)2
]
. (13.6)
Somewhat dangerous happened in turning to the second line by inserting the un–embed-
ded Greens function Grr′ = 1/ [π (z − z′) ] (and even operating with ∂ = ∂z on it).
Ultimately, the corresponding doubts will have gone in the Fourier subsection § 13.3. We
now return to what we need in (13.3) :
δa∗r J
c
r′ = (M
†−1
r )
ab
[
1
π(z − z′)f
bceJer′ +
N
π
i δbc
1
π (z − z′)2
]
, (13.7)
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because Mab∗ = (M †)ba = (M †−1)ab . Clearly, the objects M † will recombine in (13.3).
There we are. Just the unspecified ψ[J ] now might be omitted on both sides :
T2 +T3 = m
∫
r
∫
r′
δJbr
[
N
π2
δbc
(z − z′)2 −
i
π
f bce
(z − z′)J
e
r′
]
δJc
r′
. (13.8)
Doesn’t it smell to CFT a bit? Due to the f antisymmetry the functional derivative δJbr
may be shifted through the square bracket. Thus, the functional operator of the kinetic
energy in the space of ψ[J ] is given by
T = T1 +T2 +T3
= m
∫
d2r Ja δJa + m
∫
d2r
∫
d2r′
{
N
π2
δab
(z − z′)2 −
i
π
fabc
(z − z′)J
c
r′
}
δJar δJbr′
. (13.9)
As already announced, the seemingly dangerously singular denominators will turn out to
be harmless in § 13.3. (13.9) ist {17}. Doesn’t the last term vanish due to f antisym-
metry ? No, because
⇀
r ,
⇀
r ′ would have to be interchanged, too, under change of sign of
the denominator.
13.2 Potential V in ψ[J ] space
The term V =
∫ V with V = 1
2e2
BaBa and Ba = ∂1A
a
2 − ∂2Aa1 + fabcAb1Ac2 was noticed
long ago in (2.9) and nearly forgotten afterwards. It is real and contains no functional
derivatives. So, as it stands, it might turn out to be a functional of only J . Via Ba →
A→M → H → J , where each arrow stands for “eliminate in favour of”, it gets thrilling
with the last two arrows. For the first, one can clearly write
V = 1
2e2
BaBa =
1
e2
Tr (BB) , B := BaT a = B†
B = T a
(
∂1A
a
2 − ∂2Aa1 + fabcAb1Ac2
)
= i∂1A2 − i∂2A1 + [A1, A2 ]
= 2
(
∂A− ∂A + [A,A ] ) = 2{ (∂ + A)A− (∂ + A)A } , (13.10)
where A := (A1 − iA2)/2 = −A† . Matrices M come into play by A = −(∂M)M−1 and
A = −A† =M †−1∂M † . Here, it would be easier to go from the result (13.12) in backward
direction. But we like inventing so much :(
∂ + A
)
A = ∂A+M †−1(∂M †)A = M †−1 ∂ M †A = −M †−1 ∂ M †(∂M)M−1
= −M †−1 ∂ (∂H)H−1M † +M †−1 ∂ ∂ M †
= −M †−1 [ ∂ (∂H)H−1 ] M † + M †−1 [ ∂ − (∂H)H−1 ] ∂M †
= : second term
second term = M †−1
[
∂ − (∂M †)M †−1 −M †(∂M)M−1M †−1 ] M †A
= (∂ + A) A . (13.11)
The field B is now seen to be a sandwich with a delicious H matter in between,
B = 2
{
(∂ + A)A− (∂ + A)A
}
= −2M †−1 [ ∂ (∂H)H−1 ] M † , (13.12)
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and the dry bred is devoured by the trace :
V = 4
e2
Tr
( [
∂ (∂H)H−1
] [
∂ (∂H)H−1
] )
=
2
e2
2Tr
(
T a
[
∂ (∂H)H−1
] )
2Tr
(
T a
[
∂ (∂H)H−1
] )
=
2
e2
(
∂
π
N
Ja
)
∂
π
N
Ja =
π
mN
(
∂Ja
)
∂Ja . (13.13)
De–concatenation has led to the second line. (13.13) is [ 2.45 ]≡{18}. Other than the
kinetic term, the potential energy density goes as ∼ 1/m . Remember that V is real. Had
we started from V = Tr (B†B†), then V = π
mN
(∂Ja∗) ∂Ja∗ would have been obtained,
which is valid too. On the other hand, ∂Ja∗ 6= ∂Ja. In fact, for V to be real, the
summation over a is required, or the trace in the above first line, respectively.
Thus, the functional Hamiltonian H in the space of ψ[J ] is given by
H = T+V = m
∫
d2r Ja δJa
+ m
∫
d2r
∫
d2r′
{
N
π2
δab
(z − z′)2 −
i
π
fabc
(z − z′)J
c
r′
}
δJar δJbr′
+
π
mN
∫
d2r
(
∂Ja
)
∂Ja
(13.14)
By a framed picture one is invited contemplating. What is seen here? Keep your thumb
over the fabc term. Then, a quadratic form of variables J and derivatives δJ is noticed.
Omitting integrals and color indices, (13.14) would be a harmonic oscillator involving a
x∂x term. But the latter could be removed by a gauge transformation e
αx2 . Remove the
thumb. Now, the framed (13.14) shows the Hamiltonian of a system of infinitely many
(field theory!) coupled oscillators with the fabc term as its only nonlinearity. The f term
“rotates with strength J ”. One also realizes how H reduces to the first term, if it is
applied to a single Ja(
⇀
r) and if by e.g. m → ∞ the last term is removed. TJa = mJa
was really special.
Some partial decoupling of the oscillators may be expected from Fourier transfor-
mation : § 13.3. One may also suspect that (13.14) could need some normal ordering
prescription due to oscillator zero–point energies summed up : § 15.
13.3 Fourier transform
The following longing for harmony goes a bit ahead over the KKN material. Fourier
transformation
Ja(
⇀
r ) =
∫
d2k
(2π)2
ei
⇀
k
⇀
r J˜a(
⇀
k ) , J˜a(
⇀
k ) =
∫
d2r e−i
⇀
k
⇀
r Ja(
⇀
r) , (13.15)
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must be anyhow good to the above Hamiltonian, in particular to the convolution integral
(Nδab term). With view to the potential term, even the field
Ia(
⇀
r ) := ∂Ja(
⇀
r ) , J˜a(
⇀
k ) =
2
i
1
k1 − ik2 I˜
a(
⇀
k ) , (13.16)
comes into mind, where the second relation rests on I˜a(
⇀
k ) =
∫
d2r e−i
⇀
k
⇀
r ∂
∫
d2q
(2π)2
ei
⇀
q
⇀
r J˜a(
⇀
q ) = i
2
(k1 − ik2)J˜a(
⇀
k ) . Using (13.15) (right relation) the chain rule of differen-
tiation reads
δJa(⇀r ) =
∫
d2k
(
δJa(⇀r )J
b(
⇀
k )
)
δ
J˜b(
⇀
k )
=
∫
d2k e−i
⇀
k
⇀
r δ
J˜a(
⇀
k )
. (13.17)
The “wrong” sign is OK, and the “missing of π’s” as well. The factor between J˜ and I˜
drops out in J˜ δJ˜ . Hence, so far, two of the four H terms can be booked down :
T1 = m
∫
d2k I˜a(
⇀
k ) δ
I˜a(
⇀
k )
and V =
1
4πmN
∫
d2k I˜a(
⇀
k ) I˜a(− ⇀k ) . (13.18)
The convolution integral
T2 =
mN
π2
∫
r
∫
r′
δJar
1
(z − z′)2 δJar′ = 4mN
∫
d2k ω˜(
⇀
k ) δ
J˜a(
⇀
k )
δ
J˜a(−
⇀
k )
= mN
∫
d2k ω˜(
⇀
k ) (k1 − ik2)2 δI˜a(⇀k )δI˜a(−⇀k ) (13.19)
involves the Fourier transform ω˜ of 1/z2 , and the awkward term T3 is infected with the
Fourier transform κ˜ of 1/z :
T3 = . . . (some labour) = −i m
π
fabc
∫
d2q
∫
d2p κ˜(
⇀
q ) J˜c(
⇀
p +
⇀
q ) δJ˜a(⇀q )δJ˜b(⇀p )
=
m
2π
fabc
∫
d2q
∫
d2p κ˜(
⇀
q )
(q1 − iq2) (p1 − ip2)
(q1 − iq2) + (p1 − ip2) I˜
c(
⇀
p +
⇀
q ) δI˜a(⇀q )δI˜b(⇀p ) . (13.20)
To complete the Fourier version, there remains some integration work on ω˜ and κ˜.
A reader, who likes pitfalls with contour integrations, might evaluate ω˜ in kartesian co-
ordinates. But the harmless way uses polar coordinates (even for
⇀
k by writing it as
[ k cos(α) , k sin(α) ] ) and shows the absence of a singularity immediately :
ω˜(
⇀
k ) =
∫
d2r
1
z2
e−i
⇀
k
⇀
r =
∫ ∞
0
dr r
∫
(2π)
dϕ
ei2ϕ
r2
e−ik1r cos(ϕ)−ik2r sin(ϕ)
=
∫ ∞
0
dr
1
r
∫
(2π)
dϕ ei [ 2ϕ−kr cos(ϕ−α) ] , ϕ→ ϕ+ α− π/2
= −ei2α
∫ ∞
0
dr
1
r
∫
(2π)
dϕ ei [ 2ϕ−kr sin(ϕ) ]
= −ei2α
∫ ∞
0
dr
1
r
ℑ with ℑ =
∫ π
−π
dϕ cos (2ϕ− kr sin(ϕ)) = 2πJ2(kr)
= −ei2α π = − k1 + ik2
k1 − ik2 π , (13.21)
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where for
∫∞
0
dr 1
r
ℑ = 2π ∫∞
0
dr 1
r
J2(r) = π Abramovitz [20] was consulted under No.
11.4.16, and for the Bessel function under No. 9.1.21. Finally, to evaluate κ˜, the first
steps can be read off from (13.21) (one eiϕ less, one 1/r less) :
κ˜(
⇀
k ) =
∫
d2r
1
z
e−i
⇀
k
⇀
r =
∫ ∞
0
dr
∫
(2π)
dϕ ei [ϕ−kr cos(ϕ−α) ] = −ieiα
∫ ∞
0
dr 2πJ1(kr)
=
k1 + ik2
i k
2π
k
=
2π
i
1
k1 − ik2 . (13.22)
Herewith the details are completed for the translation of H into I˜ language. In the
space of wave functionals ψ[I˜a(
⇀
k )] , the Hamiltonian reads
HFourier = m
∫
d2k I˜a(
⇀
k ) δ
I˜a(
⇀
k )
− πmN
∫
d2k k2 δ
I˜a(
⇀
k )
δ
I˜a(−
⇀
k )
− im
∫
d2q
∫
d2p
(p1 − ip2) I˜c(⇀p + ⇀q )
(q1 − iq2) + (p1 − ip2) f
cab δI˜a(⇀q )δI˜b(⇀p)
+
1
4πmN
∫
d2k I˜a(
⇀
k ) I˜a(− ⇀k ) . (13.23)
The suspected danger concerning singularities is banned. One can, of course, split off a
factor k = | ⇀k | from I˜a( ⇀k ) . Thereby the factor k2 in the second term is removed, but it
appears in the last one, instead. The nonlinear f term has remained as terrible as before.
The Fourier version (13.23) will develop some use in § 15.
14 More on the scalar product
If the Hamiltonian is understood as one half of the truth on the J quantum mechanics,
then the exotic scalar product
〈1|2〉 =
∫
dµ(C) ψ∗1 ψ2 = σn
∫
dµ(H) e2NS ψ∗1 ψ2 ≡ σn
∫
[dha] e2NS ψ∗1 ψ2 . (14.1)
is the other half. The energy expectation value
〈H 〉ψ =
∫
dµ(C) ψ∗Hψ (14.2)
must be real. But how to show this? In § 14.4 it will turn out, indeed, that H is “dµ(C)–
hermitean” (and that dµ(C) is real). Obviously, we might learn a bit more on making use
of 〈1|2〉 . For this, we must step down on the ladder ϕa(⇀r ) , ha(⇀r ) , haKKN(⇀r ) , Ja(⇀r ) ,
I˜a(
⇀
k ) of functional variables, where the “lowest” level is noticed at the left end, referring
to H = eϕ
aTa .
Stepping down, we remember four questions left open in part I. Question 1 concerns
KKN’s differential variables dhaKKN (see (14.5) below), by which one leaves the space of
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hermitean matricesH . This question will be answered immediately in the next subsection.
Questions 2 to 4 are related to CFT. They will be bypassed by exploiting the Wilson loop
argument — though, admittedly, arguing is not a very convincing behave. Question 2
was raised in the footnote below (9.1). It concerns the definite (?) expression σ as given
by KKN :
[ 2.20 ] : det(DD†) = σne2NS with σ
?
=
det′(−∂∂)∫
d2r
(14.3)
Perhaps, the problem merely is how to extract (14.3) from the material given in ref. 6 of
KKN. Question 3 concerns the verification of
[ 2.26 ] : σn
∫
dµ(H) e2NS ?= 1 (14.4)
and could be an even less trivial problem of extraction, this time from [10, 9]. Help ! But
note that σ is some real number, not involving functional variables. It could be absorbed
into the measure dµ(H) or in ψ , as e.g. done in [9]. Missing σ anywhere, it is absorbed
anyhow. Qestion 4 is the call for reasoning the fact that normalisable wave functionals
depend on Ja, see (12.3) and comments below there. Now, here is our bypassing of the
questions 2 to 4 by hand waving . If the Wilson loop argument (see also (16.21) and text
around it) makes one to believe in the normalisability of functionals ψ[Ja], namely by
σn
∫
dµ(H) e2NSψ∗ψ , then we are allowed to set ψ ≡ 1, in particular, thus arriving at the
l.h.s. of (14.4). As this l.h.s. is finite, (14.4) may be understood to define σ. But once σ
is fixed this way, the question 14.3 is rather irrelevant.
14.1 The Haar measure was right
May it happen that, doing it wrong, the result is right? Sometimes. In § 8, around (8.7),
we insisted in varying H by H+δH = H1/2
(
1 + dhaT
a)
H1/2 since thereby staying within
the space of hermitean matrices. Correspondingly, our integration measure turned out to
be dµ(H) =∏⇀r ,a dha =: [dha] with
dha = 2Tr(T aH−1/2dHH−1/2) . dhaKKN = 2Tr(T aH−1dH) , (14.5)
on the other hand, is what KKN claim (below [ 2.15 ]) to be correct and what they call
the Haar measure for hermitean matrix–valued filelds. The only possibility, for the two
statements to differ in results, is a Jacobian 6= 1 of the change from variables haKKN to ha.
The corresponding Jacobi matrix ℑab is obtained from
dhaKKN = ℑab dhb , i.e. from Tr
(
T aH−1dH
)
= ℑabTr (T bρ−1dHρ−1) . (14.6)
Remember that H = ρ2 . With concatenation in mind we may guess the solution :
ℑab = 2Tr (ρT aρ−1T b) = 2Tr (T bρT aρ−1) =: ρba = (ρT )ab . (14.7)
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To the right we recognise some adjoint version of ρ (cf. Hab below (11.10)). Since
det(ρ) = det(ρT ) = 1 we get optimistic to have this property even adjointly. But how to
show. One night, N. Dragon comes through the door and knows how :
ρ = e
⇀
ω
⇀
T , ρT aρ−1 = T a +
[
⇀
ω
⇀
T , T a
]
+ . . . = . . . =
(
eiω
cfc . .
)ab
T b
ℑab = 2Tr((e...)adT dT b) = (e...)ab
det(ℑ) = eSp(ln(e...)) = eiωcfcdd = e0 = 1 and hence∫
[ dha ] . . . =
∫
[ dhaKKN ] . . . . (14.8)
Nice, all are right. May be, it can be seen more directly. Just looking at (14.5), M. Flohr
realised it to be a change to new generators ρ−1T aρ. Now obtaining a unit Jacobian, he
said, one could expect.
14.2 Variables ϕa
A pedestrian (what does it mean?) likes the elementary tools in favour of stability and
explicity, and he has all time of the world for going ahead. Clearly, he favours the “lowest”
type ϕa of functional variables. They are defined by H = e
⇀
ϕ
⇀
T , hence real, found already
in [ 2.15 ] and related to our former parameters ωa (ρ = e
⇀
ω
⇀
T ) by ϕa = 2ωa , simply. The
linear relation between dϕa and dha defines a Jacobian matrix. But dha comes in two
versions, giving two linear relations, namely
OURS dha = sab dϕb and KKN’s dhaKKN = dϕ
b rba . (14.9)
Using (14.5) and (8.14) the matrices s and r become explicit :
sab =
∫ 1
−1
ds Tr
(
T aes
⇀
ω
⇀
T T be−s
⇀
ω
⇀
T
)
, rab =
∫ 1
0
ds 2Tr
(
T aes
⇀
ϕ
⇀
T T be−s
⇀
ϕ
⇀
T
)
. (14.10)
Due to (14.6), i.e. dhaKKN = ℑab dhb , and ℑab = ρba, they are related by
rab = ρcb sca = sacρcb , (14.11)
because sab = sba . Perhaps (14.11) is worth to be checked (it works so well) :
rab =
∫ 1
0
ds 2Tr
(
T ae(2s−1)
⇀
ω
⇀
T e
⇀
ω
⇀
T T be−
⇀
ω
⇀
T e(1−2s)
⇀
ω
⇀
T
)
, 2s− 1 = s′
=
∫ 1
−1
ds′ Tr
(
e−s
′⇀ω
⇀
T T aes
′⇀ω
⇀
T e
⇀
ω
⇀
T T be−
⇀
ω
⇀
T
)
=
∫ 1
−1
ds′ Tr
(
e−s
′⇀ω
⇀
T T aes
′⇀ω
⇀
T T c
)
2Tr
(
T cρT bρ−1
)
, q.e.d. (14.12)
Organized a bit different the above calculation would have led to rab = ρacscb : s and
ρ do commute, indeed. The matrix sab is symmetric and real, while r and ρ are only
hermitean. But note that
det (r) = det (s) = real y dµ(C) = real . (14.13)
Admittedly, r is the more relevant matrix, as is seen shortly.
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14.3 Hermitean adjoint with respect to dµ(H)
Some sense behind the above stepping back to the “lowest” variable becomes obvious,
when now asking for the meaning of a dagger in our functional quantum mechanics —
dagger with respect to which integration measure? Given a functional operator Q, then
let its adjoint operator Q† with respect to dµ(H) = [dha] be defined by∫
dµ(H) (Qχ1)∗χ2 =:
∫
dµ(H) χ∗1Q†χ2 . (14.14)
To determine Q† , the relation [dha] = [dϕa] det(r) will help doing partial integrations
with δϕa . It looks bad. So, we might be satisfied with just one example for an operator
Q . Aside, we now enter KKN’s § 3.3 : “p, p as adjoints for dµ(H)”.
Let the given (n–fold) operator Q be
pa := −i(r−1)ab δϕb = ∂(M−1)acδc = (11.7) . (14.15)
So far, the functional operator pa, merely played a minor role in § 11.3. Here it is revalued.
To derive the left expression in (14.15) from the known right one, show at first that
par Hr′ = −iH T a δ(⇀r − ⇀r ′) (14.16)
by using δcM †r′ = 0 and δ
cMr′ as given in the text below (13.4). The commutator version
of (14.16) is [ 2.39 ]. Now, using the ansatz pa = Xabδϕb (as well as H = e
⇀
ϕ
⇀
T ), one
obtains the matrix X as Xab = −i(r−1)ab .
The with–respect–to–dµ(H) adjoint operator of pa , as claimed by KKN in [ 3.12 ], is
pa := −pa∗ = −i(r∗−1)abδϕb . We verify5 :∫
[dha] (paχ1)
∗ χ2 =
∫
[dϕa] det(r)
(−i(r−1)ab δϕb χ1)∗ χ2
=
∫
[dϕa] det(r) i (r∗−1)ab χ2 δϕb χ
∗
1 =
∫
[dϕa] χ∗1 δϕb det(r) (−i) (r∗−1)ab χ2
=
∫
[dϕa] det(r)χ∗1 (−i) (r∗−1)ab δϕb χ2 − i
∫
[dϕa] χ∗1 χ2 δϕb det(r) (r
∗−1)ab
=
∫
[dha] χ∗1 p
a χ2 − i
∫
[dϕa] χ∗1 Oa∗ χ2 with (14.17)
Oa = δϕb det(r) (r−1)ab = lim⇀
r ′→
⇀
r
Pa , Pa = δϕb
r′
det(r) (r−1)ab . (14.18)
If KKN‘s statement is right, Oa must vanish. We question, whether the limit in (14.18)
needs care towards regularization (as e.g. KKN take), or whether perhaps the following
quick way is sufficient, which obtains Pa = 0 even before the limit ⇀r ′→⇀r is performed.
5There is an infinity of det(r)’s in the functional integrations. In (14.17), only the one is made explicit,
which carries the same spatial index as δϕb
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Let’s see. Could–be dangerous steps carry a ∠ւ mark :
Pa = (r−1)ab δϕb
r′
det(r) + det(r) δϕb
r′
(r−1)ab
∠
ւ
= det(r)
[
(r−1)abδϕb
r′
ln (det(r)) + δϕb
r′
(r−1)ab
]
= δϕb
r′
Tr ( ln(r) ) = Tr(r−1δϕb
r′
r) ∠ւ∠ւ
= det(r) (r−1)ad (r−1)cb
{
δϕd
r′
rbc − δϕb
r′
rdc
}
. (14.19)
Given this intermediate result, the desired number zero is derived without further danger :
δϕd
r′
rbc = δϕd
r′
∫ 1
0
ds 2Tr
(
b esc e−s
) the short–hand notation
might be obvious from (14.10)
=
∫ 1
0
ds
∫ 1
0
dt s 2Tr
(
c e−sb etsd e(1−t)s − b esc e−tsd e−(1−t)s) δ(⇀r ′ − ⇀r )
= δ(
⇀
r ′ − ⇀r )
∫ 1
0
ds
∫ s
0
dt 2Tr
(
c e−sb etd es−t − b esc e−td et−s)
= δ(
⇀
r ′ − ⇀r )
∫ 1
0
ds
∫ s
0
dt 2Tr
(
c e−sb es e−td et − e−td et e−sb esc) , (14.20)
where the first term in the last line was obtained through t→ s− t, leaving the borders
of t–integration unchanged. The other expression in the wavy bracket of (14.19), namely
−δϕb
r′
rdc, equals minus the first one through b ↼⇁ d. It can be further converted by∫ 1
0
ds
∫ s
0
dt =
∫ 1
0
dt
∫ 1
t
ds and s ↼⇁ t , finally :
−δϕb
r′
rdc = δ(
⇀
r ′ − ⇀r )
∫ 1
0
ds
∫ s
0
dt 2Tr
(
e−tb et e−sd esc− c e−sd es e−tb et)
= δ(
⇀
r ′ − ⇀r )
∫ 1
0
ds
∫ 1
s
dt 2Tr
(
c e−sb es e−td et − e−td et e−sb esc) . (14.21)
Constituting the wavy bracket
{
δϕd
r′
rbc − δϕb
r′
rdc
}
, two pieces of the t integral fit to-
gether :
{ } = δ(⇀r ′ − ⇀r )
∫ 1
0
ds
∫ 1
0
dt 2Tr
( [
c e−sb es − e−sb esc ] e−td et )
= δ(
⇀
r ′ − ⇀r )
∫ 1
0
ds
∫ 1
0
dt 2Tr
(
e−sb es [h, c ]
)
2Tr
(
h e−td et
)
, [ c, h ] = ifhcjj
= δ(
⇀
r ′ − ⇀r ) i fhcj rbj rdh . (14.22)
Inserting this into (14.19) we arrive at
Pa = det(r) δ(⇀r ′ − ⇀r ) i fhcj δah δcj ∼ facc = 0 , (14.23)
as announced. Never perform t → s − t in the wrong term or de–concatenation with an
unfortunate content of trace. Admittedly, we could not understand one detail in KKN,
namely to get [ 3.14 ] obvious immediately. But it is correct, this damned equation. To
summarize, ∫
[dha] χ∗1 p
a χ2 =
∫
[dha] (paχ1)
∗ χ2 . (14.24)
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14.4 H is self–adjoint with respect to dµ(C)
What else?! The headline m u s t be valid, because all the former treatment was sound
and stable. Hence, 〈H〉 , (14.2), is real. End. However, to verify the headline, is also a
very crucial test. So, for confidence, let us show that
〈1|H 2〉 =
∫
dµ(C) ψ∗1 Hψ2 ?!=
∫
dµ(C) (Hψ1)∗ ψ2 = 〈H 1| 2〉 . (14.25)
The potential term V, being real and containing no functional derivatives, drops out
in (14.25) immediately. For T the “lower” version T =
∫
e2
2
Hab(Gp)a(Gp)b of (11.10)
is convenient by two reasons: (1) we know about the pa operators how they become
adjoint with respect to the measure dµ(H) , and (2) we know from (11.16) how (Gp)a
is regularized, namely as
∫ ′ Gabrr′pbr′ . By the way, this was the reason for always writing
already (Gp)a :=
∫ ′
Grr′p
a
r′ with an a index outside of parantheses. We go our own way :∫
dµ(C)ψ∗1Tψ2 = e
2
2
∫
r
σn
∫
[dha] e2NS ψ∗1 H
ab(Gp)a (Gp)b ψ2 , H
ab∗= Hba , G = G∗
= e
2
2
∫
r
σn
∫
[dha]
[
(Gp)a e2NS Hba ψ1
]∗
(Gp)b ψ2
= e
2
2
∫
r
σn
∫
[dha]
[
(Gp)b (Gp)a e2NS Hba ψ1
]∗
ψ2
= e
2
2
∫
r
∫
dµ(C) [ e−2NS (Gp)a (Gp)b e2NS Hab ψ1 ]∗ ψ2 . (14.26)
It is seen what wee need. The whole apparatus e2NS Hab might commute with the
(Gp)(Gp) block. So, the first interesting commutator is[
(Gp)b , e2NSHab
]
=
[
(Gp)b , e2NS
]
Hab + e2NS
[
(Gp)b , Hab
]
= e2NS
{
2N Hab (Gp)b S + (Gp)bHab
} ?
= 0 . (14.27)
Obviously, the two terms in the wavy bracket might compensate. Show!
First term. Our knees turn to jelly. S, isn’t that this awkward WZW action with
all its volume term complication? How to avoid doing explicit calculations with? The
neat aspect of the action S was its functional differential equation (9.35), i.e. δS =
1
π
∫
Tr
(
H−1(δH)∂H−1∂H
)
with ∂ acting on all factors to the right of. Indeed, δS is all
what we need for performing the (Gp) derivative. When performing (Gp)bS , (Gp) may
remain unregularized, with the reason for that already the S differential equations had
been regularized :
2N Hab (Gp)b S = 2NHabr
∫ ′
Grr′(−ir−1r′ )bc
1
π
∫ ′′
Tr
(
H−1r′′
[
δϕb
r′
Hr′′
]
∂′′H−1r′′ ∂
′′
Hr′′
)
= 2NHabr
∫ ′
Grr′
1
π
∫ ′′
Tr
(
H−1r′′
[
pbr′Hr′′
]
∂′′H−1r′′ ∂
′′
Hr′′
)
(14.16) :
= −i 2NHabr
∫ ′
Grr′
1
π
Tr
(
T b∂′H−1r′ ∂
′
Hr′
)
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= i 2NHabr
∫ ′ 1
π
Tr
(
T bH−1r′ ∂
′
Hr′
)
∂′Grr′
= −i N
π
2Tr
(
T aHT bH−1
)
2Tr
(
T bH−1∂H
)
= −i N
π
2Tr
(
T a(∂H)H−1
)
. (14.28)
Second term. One can foresee a spatial delta function from differentiating H , hence a
conincidence limit in the Greens function. So, the finite value (11.27) of Grr will have its
use again :
(Gp)bregH
ab =
∫ ′
Gbcrr′ pcr′ 2Tr
(
T aHT bH−1
)
=
∫ ′
Gbcrr′ 2Tr
(
T a[pcr′H ]T
bH−1 − T aHT bH−1[pcr′H ]H−1
)
(14.16) :
= −iGbcrr 2Tr
(
T aHT cT bH−1 − T aHT bT cH−1) = f cbd GbcrrHad
(11.27) :
=
1
π
Had f cbd
[
H−1∂H
]bc
=
1
π
Had f cbdHeb∂Hec
=
−i
π
2Tr
(
H−1aH [ c, b ]
)
2Tr
(
bH−1eH
)
2Tr
(
c ∂H−1eH
)
=
−i
π
2Tr
(
H−1 [ e, a ] Hc
)
2Tr
(
c ∂H−1eH
)
=
−i
π
2Tr
(
H−1 [ [ e, a ] , e ] ∂H
)
= + i
N
π
2Tr
(
T a(∂H)H−1
)
= minus (14.28) . (14.29)
Thus, the vanishing of (14.27) is obtained, indeed, and (Gp)b commutes with e2NSHab.
Next we need a vanishing commutator also with (Gp)a . But this, after all, is easily shown
by taking (14.27) conjugate complex and at interchanged indices a, b. The long chain of
equations (14.26) now comes to its end :
∫
dµ(C)ψ∗1Tψ2 = e
2
2
∫
r
∫
dµ(C) [Hab (Gp)a (Gp)b ψ1 ]∗ψ2 = ∫ dµ(C) (Tψ1)∗ ψ2 . (14.30)
Quod erat demonstrandum.
Presumably, that statement in [5] below {17}, “In principle, one may also obtain
the measure of integration for the inner product of the wavefunctions by requiring self–
adjointness of the above expression” may be understood as follows. In order to get T
self–adjoint with respect to dµ(C) , (14.28) must hold true, in particular its first line, i.e.
the functional differential equations for S. But having these, one can even turn to its
WZW solution.
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15 Vacuum and first excitations
The energy spectrum of the 2+1D Yang–Mills system follows from its functional stationary
Schro¨dinger equation
(T+V )ψ = E ψ , (15.1)
where we look to e.g. the framed J version (13.14) of the Hamiltonian. Every T term
exhibits a functional derivative at its right end. Were there no part V, we had one
solution immediately, namely ψ00 ≡ 1 with eigenvalue E = 0 (let the second index refer
to the approximation V ≈ 0 ). Hence, we know the vacuum state in this approximation.
According to (14.4) it is even normalized right. But V is not zero.
15.1 The vacuum wave function ψ0
There are several possibilities of extracting one or the other truth from (15.1). But, most
probably, this equation cannot be solved exactly. In the spirit of “V is small”, in a sense
to be developed, KKN propose a systematic iterative procedure ({19} to {24}), which
results in an expansion of the vakuum wave function ψ0 in powers of 1/m
2. Its zeroth
approximation is ψ00 ≡ 1. It is field theory. So, let the vakuum continue to have energy
zero: (T+V)ψ0 = 0 . We follow KKN and seek ψ0 in the form
ψ0 [ J ] = e
P [J ]ψ00 = e
P 1 . (15.2)
Inserting this into (15.1) (and taking E = 0 there),
e−P (T+V) ePψ00 = 0 , i.e. H˜ 1 = 0 with H˜ := e
−P (T +V) eP , (15.3)
we enjoy the fact that the series of commutators,
H˜ = e−P (T+V) eP = T+ [T, P ] +
1
2
[
[T , P ] , P
]
+V , (15.4)
breaks off, because T contains two functional derivatives, at highest. The last two terms
in (15.4) do no more differentiate. From the condition H˜ 1 = 0 , i.e..
0
!
= H˜ 1 = [T, P ] 1 +
1
2
[
[T , P ] , P
]
+V , (15.5)
the functional P = P1 + P2 + P3 + . . . can now be determined term by term. Due to
T ∼ m, V ∼ m−1, and Pj ∼ m−2j (j = 1, 2, . . .) we have
m−1 : 0 = [T, P1 ] 1 +V y P1 (15.6)
m−3 : 0 = [T, P2 ] 1 +
1
2
[
[T , P1 ] , P1
]
y P2
m−5 : 0 = [T, P3 ] 1 +
1
2
[
[T, P2 ] , P1
]
+ 1
2
[
[T, P1 ] , P2
]
y P3
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and so on. In {23} KKN state the result for P1, P2 and P3 . But here, we shall be satisfied
with P1 and rather study the delicate normal ordering. Also, we switch to the Fourier
version (13.23). P1 cannot contain a third power of I , because T1 ∼ I δ reproduces the
I power and otherwise there is only V ∼ I2 in (15.6). An additive constant in P1 would
drop out in (15.6). Hence, we set
P1 = α
∫
d2q I˜a(
⇀
q ) I˜a(−⇀q ) . (15.7)
(15.6) has no contribution from T3 ∼ Ic f cabδaδb , because via [ δ δ, I2 ] = δ [ δ, I2 ] +
[ δ, I2 ] δ = 2 + 4Iδ the second term 4Iδ vanishes when applied to 1, and “2” actually is
2δab and gives f caa = 0. There remains
0 = αm
∫
d2k I˜a(
⇀
k )
[
δ
I˜a(
⇀
k )
,
∫
d2q I˜a(
⇀
q ) I˜a(−⇀q )
]
1
− απmN
∫
d2k k2
[
δ
I˜a(
⇀
k )
δ
I˜a(−
⇀
k )
,
∫
d2q I˜a(
⇀
q ) I˜a(−⇀q )
]
1
+
1
4πmN
∫
d2k I˜a(
⇀
k ) I˜a(− ⇀k )
= 2αm
∫
d2k I˜a(
⇀
k ) I˜a(− ⇀k )− απmN
∫
d2k k2 2 δ
I˜a(
⇀
k )
I˜a(
⇀
k )
+
1
4πmN
∫
d2k I˜a(
⇀
k ) I˜a(− ⇀k ) (15.8)
with an obvious catastrophe in the overlast term. It derived from the second line through
[ δ δ, I2 ] 1 = δ [ δ, I2 ] 1 = “2”. δ
I˜a(
⇀
k )
I˜a(
⇀
k ) = n δ(
⇀
0) – ?∠ւ – this is unthinkable. By
including V we runned into a typical field theoretical infinity. If the groundstate energy
was to be kept at E = 0 then V had to be normal ordered from the outset. Concentrating
to the I2 terms of (15.8), one is led to α = −1/(8πm2N) and
P1 = − 1
8πm2N
∫
d2q I˜a(
⇀
q ) I˜a(−⇀q ) . (15.9)
To maintain this conclusion, one misses one term in the last line of (15.8), namely
− 1
8m
∫
d2k k2 2 δ
I˜a(
⇀
k )
I˜a(
⇀
k ) . By including this missing term, one turns from V to :V : . In
the next subsection we make an attempt to understand this a bit better.
No problems arise in transporting the result (15.9) from its Fourier underworld back
to the J version. By means of (13.16) this looks as
P1 = − (2π)
2
8πm2N
∫
d2r Ia(
⇀
r ) Ia(
⇀
r )
= − π
2m2N
∫ (
∂Ja
)
∂Ja = − π
m2N
Tr
(∫
(∂J)∂J
)
. (15.10)
In the last step concatenation was used and the definition Ja =: 2Tr(T aJ) . There is no
perfect agreement of our last expression in (15.10) with {23} (first term), because KKN
have normal ordering colons around it.
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To summarize, to its leading order, the vacuum wave functional is obtained as
ψ0 = e
P 1 = eP1+O(m
−4) ≈ eP1 = e
− π
2m2N
∫
(∂Ja) ∂Ja
(15.11)
= e−
1
2m
V = e−
1
2me2
∫
Sp(BB) .
In the second line (less important) {24} is reached, and just (13.10) was inserted for V.
But the underlined version in the first line will be basic to the derivation of confinement
in § 17.
15.2 Analogy with a 1D oscillator
From the viewpoint of a poor man, familar with non–relativistic quantum mechanics,
the above was a somewhat strange procedure. Assume, someone works with the norm
〈1|2〉 = π−1/2 ∫ dx e−x2 ϕ∗1 ϕ2 and would like to solve
Hϕ = Eϕ with H = mx∂x − m
2
∂2x +
k2
2m
x2 =: T + V . (15.12)
Obviously, this was inspired by (13.23) (with I˜ = k
√
2πN x in mind). ϕ ≡ 1 is correctly
normalized, but only for V = 0 it is a solution to the eigenvalue equation.
For solving exactly, he turns back to the usual norm by ϕ = π1/4ex
2/2ϑ , hence to the
Hamiltonian H = e−x
2/2Hex
2/2. Then, through e−x
2/2∂xe
x2/2 = ∂x + x , he obtains
Hϑ = Eϑ , H = −m
2
∂2x +
m
2
[
1 +
k2
m2
]
x2 − m
2
. n = 0, 1, 2, . . . :
En =
1
2
(
−m+
√
m2 + k2
)
+ n
√
m2 + k2 , ϑ0 = e
− 1
2
√
1+k2/m2 x2 , (15.13)
because he recognized an “oscillator with ~ = m and ω =
√
1 + k2/m2 ”. If k2 = 0 one
would define the annihilators b = (x+∂x)/
√
2 and creators b
†
= (x−∂x)/
√
2 . Herewith,
and using b = ex
2/2 b e−x
2/2 etc., we now turn back to the original space, obtaining
ϕ0 = e
1
2
(
1−
√
1+k2/m2
)
x2
= e−
k2
4m2
x2+O(k4) , b =
1√
2
∂x , b
† =
1√
2
(2x− ∂x) . (15.14)
Note that, by analoguous simplifications, P1 from (15.9) turns into −k2x2/(4m2) and
agrees with the above exponent of ϕ0. The two kinetic terms of (15.12) are mb
†b, so
normal ordering has no effect. But in V it has, because due to x = (b+ b†)/
√
2 it is
x2 =
1
2
(
b2 + b†2 + bb† + b†b
)
, :x2: =
1
2
(
b2 + b†2 + 2b†b
)
= . . . = x2 − 1
2
. (15.15)
Let us now treat the oscillator with KKN’s P method, however using :V : in (15.12)
from the outset. Then, the ansatz P1 = αx
2 (no matter whether normal ordered or not)
leads to the (15.8) analogue
0 = m
(
2x2 − 1) (α+ k2
4m2
)
(15.16)
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and to the lowest–order groundstate function ϕ0 of (15.14), indeed. Applying :H : to this
function, the eigenvalue E = 0 might be obtained to lowest order in k2. This is indeed
the case :
:H : e−
k2
4m2
x2 =
{
− k
2
2m
x2 − m
2
[k4x2
4m4
− k
2
2m2
]
+
k2
2m
(
x2 − 1
2
)}
e−
k2
4m2
x2 = 0 . (15.17)
❇
❇
❇❇
❇
❇
❇❇
We do not claim that herewith the § 15.1 is fully understood.
15.3
√
m2 + k2
¬
By turning to the excited states, we shall run into certain difficulties. So, let this subsec-
tion 15.3 be tentative and end up with open questions, see the remarks at its end.
In search of a starting point, there are two possible brute–force simplifications of the
Hamiltonian (13.23) : 1. V = 0 and 2. NT= 0, where NT stands for ”nonlinear term”,
i.e. for the f cab term in (13.23).
1. V = 0 : hence H = T , and we have T1 = 0 1, and TI˜a(
⇀
k ) = mI˜a(
⇀
k ), while in
higher excited states the NT is involved, perhaps forming glue ball states with increasing
content. We are interested in the first excited state and the fate of its infinite degeneracy
under inclusion of V . Including V to its first order leads to the modification m →
m + k2/(2π) of the eigenvalue (we jumb over the derivation, because this will be seen
shortly to be contained in the following at small–k). But to second order in V the NT
comes into play, and we run in essence into the same difficulties as 2. So, 1. is a poor
starting point.
The first step towards the inclusion of V or NT, or both, is exact. In general, for
solving the stationary Schro¨dinger equation Hψ = Eψ, one can write it as
e−PHeP
(
e−Pψ
)
= H˜
(
e−Pψ
)
= E
(
e−Pψ
)
(15.18)
with an arbitrary function(al) P . In particular, we are allowed to fix P by H˜ 1 = 0 , as
in § 15.1. Assume that P has been determined exactly this way, then the V term can be
eliminated from the Hamiltonian — by subtracting the number zero (15.5) :
H˜ = T+ [T, P ] +
1
2
[
[T , P ] , P
]
+V
− [T, P ] 1− 1
2
[
[T , P ] , P
]
−V
= T+
{
[T, P ] − [T, P ] 1
}
. (15.19)
The last term just cancels terms of [T, P ] , which do not differentiate. Hence H˜ 1 = 0 is
fulfilled, indeed. The potential is now hidden in P through (15.5). Using the exact P , all
powers of I will appear in front of the first differentiation. Symbolically, the Schro¨dinger
equation reads
H˜χ =
[ (
I + I2 + I3 + . . .
)
δ + δ δ + Ifδ δ
]
χ = E χ . (15.20)
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Already the inclusion I2 in the round bracket (but no more I3), requires χ to contain all
powers of I .
2. Omitting the NT, the Hamiltonian becomes a quadratic form in I and δ. Without
NT, each contribution P1, P2, P3 etc. reduces to its term quadratic in the field. Instead
of summing them up, it is quite easier, of course, to solve (15.5) directly with the ansatz
Pqu =
∫
d2q I˜a(
⇀
q ) α(q2) I˜a(−⇀q ) . (15.21)
for the function α . Using Pqu in (15.19) we have
[T, Pqu ] = m
∫
d2k I˜a(
⇀
k )
[
δ
I˜a(
⇀
k )
,Pqu
]
− πmN
∫
d2k k2
[
δ
I˜a(
⇀
k )
δ
I˜a(−
⇀
k )
,Pqu
]
= 2mPqu − 4πmN
∫
d2k k2 α(k2) I˜a(
⇀
k ) δ
I˜a(
⇀
k )
, (15.22)
where the familar infinity is suppressed. Note that the latter would drop out in the wavy
bracket of (15.19) anyway. Thus, [T, Pqu ] 1 = 2mPqu. The doubly commutator gives
1
2
[
[T , Pqu ] , Pqu
]
= −4πmN
∫
d2k k2 α2(k2) I˜a(
⇀
k ) I˜a(− ⇀k ) , (15.23)
and (15.5) takes the form
0 =
∫
d2k I˜a(
⇀
k ) I˜a(− ⇀k )
[
1
4πmN
+ 2mα(k2)− 4πmNk2 α2(k2)
]
. (15.24)
As the square bracket must vanish, one obtains
α(k2) =
m−√m2 + k2
4πmNk2
= − 1
4πmN
1
m+
√
m2 + k2
. (15.25)
The second solution, having the opposite sign in front of the root, can be presumably
ruled out towards normalizability. Inserting (15.25) into (15.21), the latter equation can
be rewritten to be {31}.
Having found the function α(k2) , not only Pqu is specified, but also the commutator
[T, Pqu ] , (15.22). This in turn specifies the Hamiltonian H˜ due (15.19). There we are :
H˜ = m
∫
d2k I˜a(
⇀
k ) δ
I˜a(
⇀
k )
+T2 − 4πmN
∫
d2k k2 α(k2) I˜a(
⇀
k ) δ
I˜a(
⇀
k )
=
∫
d2k
√
m2 + k2 I˜a(
⇀
k ) δ
I˜a(
⇀
k )
− πmN
∫
d2k k2 δ
I˜a(
⇀
k )
δ
I˜a(−
⇀
k )
. (15.26)
For the first excited state (in field–square approximation) we now might look for “the
first Hermite polynomial”, i.e. the above H˜ might be applied to a lonely I :
H˜ I˜a(
⇀
k ) =
√
m2 + k2 I˜a(
⇀
k ) , (15.27)
which exhibits the effect of V to the formerly degenerated eigenvalue m. Note that
index a and wave vector
⇀
k have converted to be quantum numbers of the wave func-
tional. The corresponding eigenfunction of the original Hamiltonian H is I ePqu . Even
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I˜a(
⇀
k 1)I˜
b(
⇀
k 2) e
Pqu (
⇀
k 2 6= ±
⇀
k 1) solves the stationary Schro¨dinger equation, with eigen-
value
√
m2 + k21 +
√
m2 + k22 , and so on. Without NT, one just arrives at a wave–
functional version of a free massive φ2 theory. But, unfortunately, this holds true only
without NT. This nonlinear term, Ara Sedrakyan says, is the most important one.
Well. The root spectrum is very appealing. Also, it would be very welcome as the
potential effect in lifting the degeneracy. But there is the NT. Could the effect of the NT
be anyhow subdominant ? (so noticed as an expectation at the end of [5]). The next step,
including the NT, amounts to summing up the field–cubic terms in P1 + P2 + P3 + . . . .
KKN state the result in [5] as {33}, {34} (and we have verified). The expression
shows that P reduces to P1 at k → 0, indeed. So, the sorting according to field powers
is reasonable in the vacuum wave function and towards the Wilson loop analysis, see
§§ 16, 17. But for obtaining the spectrum, we had no success (through (15.20) and some
additional work) in recognising any subdominance of the NT. Further analysis is required.
See also §18.3.
Perhaps, with respect to the excitation spectrum, we stand merely at the beginning.
From naive physical imagination we would like to obtain white glue balls (as the lowest
states), having some mass m•, and being in plane wave states with momentum
⇀
k and
energy
√
m2• + k
2 . For some first steps see § 6 of [1].
16 Wilson loop
In non-abelian theory, where even the field tensor transforms, gauge invariant (hence
physical) quantities are of particular high value. Moreover, the construction W (C) =
Tr
(
P e−
∮
C
d
⇀
r
⇀
A
)
is even a continuum of gauge invariants, since the closed curve C may
be chosen at will. Everyone knows. Really? W is not a speciality of lattice theory. We
follow the text book6 of Peskin and Schroeder [21], pedestrianize a bit and come to the
restricted dependence of W on the WZW current in subsection 16.5. So, in this § 16, W
remains a functional of fields (and of C, too, of course). For the ground state expectation
value 〈W 〉 see § 17.
16.1 Potential on a curve
Mechanics. A force
⇀
K with ∇× ⇀K 6= 0 has no potential. Since having a curl to the right,
but none to the left, the equation “∇V = −⇀K” is wrong — but “not very wrong”. Given
a curve C through the field of force, one may calculate the work done as ∫
C
ds
⇀
r′s
⇀
K . On
6 Start chapter 15 of [21] from the beginning.
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C things become one-dimensional, and in 1D there is al-
ways a potential. Of course, it depends on the choice of
the curve : V (
⇀
r , C,⇀r 0) . Let s be the length on C. Then
⇀
r′s is a variable unit vector, and
⇀
r′s ·
⇀
K the component of
⇀
K along the curve :
✻ ✻ ✻
✻
✻ ✻ ✻
✻
✻ ✻ ✻
✻
C⇀r0
⇀
r
x1
x2
∂s V (
⇀
r (s), C,⇀r 0) = ⇀r′s · ∇V = −⇀r′s ·
⇀
K (
⇀
r(s)) . (16.1)
Hence, “∇V = −⇀K” needs only the interpretation of providing all information, to be
extracted by multiplication with an arbitrary (!)
⇀
r ′s , to the curve–dependent object V .
Integration over s gives
V (
⇀
r (s), C,⇀r 0) = V (⇀r 0, 0,⇀r 0)−
∫ s
0
ds′
⇀
r′s(s
′)
⇀
K (
⇀
r(s′)) . (16.2)
For the next, assume the force to be coupled (anyhow, by computer, say) to the
potential by
⇀
K =
⇀
k V . Then “∇V = − ⇀k V ” allows for the interpretation
∂s V (
⇀
r (s), C,⇀r 0) = −
[
⇀
r′s ·
⇀
k (
⇀
r (s))
]
V (
⇀
r (s), C,⇀r 0)
with solution V (
⇀
r (s), C,⇀r 0) = e−
∫ s
0
ds′
⇀
r′s(s′)
⇀
k(⇀r (s′)) V (
⇀
r 0, 0,
⇀
r 0) , (16.3)
or, relaxing the notation :
V (
⇀
r , C,⇀r 0) = exp
(
−
∫
C
d
⇀
r
⇀
k
)
V (
⇀
r 0, 0,
⇀
r 0) . (16.4)
By the next example (next subsection) we shall be led into field theory. For conve-
nience, but other then in [21], we keep track with 2D Euclidean coordinates (x1, x2) =:
⇀
r ,
metrics ++, two (times n) real fiels Aa1, A
a
2 , antihermitean matrices Aj := −iAajT a ,
(A1, A2) = :
⇀
A and with (D1, D2) = :
⇀
D . Herewith, the gauge transformation and the
covariant derivative may be recapitulated as
⇀
A [U ] = U
⇀
A U−1 − (∇U)U−1 , U = e−iΛaTa
⇀
D = ∇+ ⇀A , ⇀D [U ] := ∇+ ⇀A [U ] = U ⇀D U−1 . (16.5)
16.2 Wilson line
Let this subsection head give a name to the on–C solution V of the “wrong” differential
equation
“
⇀
D V = 0 ” , or “ ∇V = −⇀A V ” (16.6)
to a given initial condition V (
⇀
r 0, 0,
⇀
r 0) . Here, other than in “∇V = −
⇀
k V ”,
⇀
A as well as
V are N×N matrices. Of course, if applied to an N–component spinor, (16.6) is nothing
but the Dirac equation of motion of a massless quark field. The intermediate step
V (
⇀
r (s), C,⇀r 0) = V (⇀r 0, 0,⇀r 0)−
∫ s
0
ds′
⇀
r ′s(s
′)
⇀
A(
⇀
r (s′)) V (
⇀
r (s′), C,⇀r 0) (16.7)
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shows that the V matrix keeps standing at the right end, even while iterating (16.7).
Recognizing the time development in cases of a time dependent Hamiltonian, the solution
to (16.7) can be dealt with as a path ordered (symbol P) exponential :
V (
⇀
r , C,⇀r 0) = P e−
∫
C
d
⇀
r
⇀
A V (
⇀
r 0, 0,
⇀
r 0) . (16.8)
16.3 The Wilson loop
From (16.8) the curve–C specific number W , called Wilson loop or Polyakov loop7, is
obtained by the following three simple manipulations :
1. specify the initial condition as V (
⇀
r 0, C,⇀r 0) = 1
2. close the curve C : ⇀r = ⇀r 0
3. perform the trace of the so far N ×N fold result :
(16.9)
W (C) = Tr
(
P e−
∮
C
d
⇀
r
⇀
A
)
. (16.10)
This functional W (C) is the one, which turns into itselves by an arbitrary gauge
transformation. Presumably, this invariance can be shown anyhow directly with the
expression (16.10). But the pleasant and short way goes back to the differential equation
that determines W uniquely. While retaining the unit initial condition, someone starts
from (16.6) with a regauged field
⇀
A [U ], calls his solution V [U ] and omits quotation marks
for brevity :
∇V [U ] = −⇀A [U ] V [U ] to V [U ]0 = 1
U
⇀
D U−1 V [U ] = 0 ; U−1V [U ] =: ℧
⇀
D ℧ = 0 to ℧0 = U
−1(
⇀
r 0) . (16.11)
Fortunately, in (16.8) the initial condition was kept arbitrary. So, the solution to (16.11)
can be booked down immediately or, equivalently, V [U ] = U(
⇀
r)℧(
⇀
r ) :
V [U ](
⇀
r , C,⇀r 0) = U(⇀r ) P e−
∫
C
d
⇀
r
⇀
A U−1(
⇀
r 0) . (16.12)
Now close the curve C, take the trace and enjoy obtaining the number W (C) of (16.10)
again, quod erat demonstrandum. Yes, W is a functional of C and of the fields A1,
A2. With respect to the A–fields, W separates between regaugings (no change) and the
physical orbit. So far what “everyone knows”.
7 M. Thies [22] feels well with this term. Ara Sedrakyan knows of a corresponding manuscript of
Polyakov. Obviously, the gauge invariant loop had been discovered by Polyakov and Wilson indepen-
dently, such as it happened with the exact solution to the Kondo problem by Wiegmann and Andrei.
60 YM
16.4 Reduction of W (C) to physical degrees of freedom
For the 2+1 D Yang–Mills system we know more, namely the physical degrees ρ of freedom.
Using A = −(∂M)M−1 and M = Uρ, we may e x p l o i t the gauge invariance just
derived by simpy turning to U ≡ 1 in the last of the following four lines. Remember that
z := x1 − ix2, z := x1 + ix2, 12(A1 + iA2) = : A, 12(A1 − iA2) = : A y A† = −A and
∂ = 1
2
(∂1 + i∂2) . Hence, the Wilson loop exponent may be rewritten as
−
∮
d
⇀
r
⇀
A =
∮ (−dz A− dz A) = ∮ (−dz A+ dz A†)
=
∮ (
dz (∂M)M−1 − dzM †−1∂M † )
=
∮ (
dz (∂U)U † + dz U(∂ρ)ρ−1U † − dz Uρ−1(∂ρ)U † − dz U∂U † )
=
∮ (
dz (∂ρ)ρ−1 − dz ρ−1∂ρ ) . (16.13)
Of course, the last step, namely setting U ≡ 1, is only allowed after the exponent is
already placed into the traced and ordered exponential function :
W (C) = Tr
(
P e
∮
( dz (∂ρ)ρ−1−dz ρ−1∂ρ )
)
. (16.14)
16.5 W (C) is a functional of only J
The exponent − ∮
C
d
⇀
r
⇀
A of (16.10) was an antihermitean matrix, as is the exponent of
(16.14), of course. But this property has gone in KKN’s expression [ 2.32 ] ( ≡ (16.21)
below) for W (C) . How this? To tackle this problem, we might go back again to the
differential equation, but this time to that of the physical version (16.14).
It may well be guessed how (16.14) might derive from differential equations, namely
from the following “wrong” pair :(
∂ − (∂ρ)ρ−1 ) Vph = 0 , ( ∂ + ρ−1(∂ρ) ) Vph = 0 to Vph 0 = 1 . (16.15)
But now go slowly, dear pedestrian, to enjoy the details. At first, the line (16.15) is a bit
rewritten for harmony :
∂ ρ−1 Vph = 0 , ∂ ρ Vph = 0 to Vph 0 = 1 . (16.16)
From this we are led to the idea of introducing ρVph as a new Wilson–line matrix. Also,
this brings the matrix H = ρ2 into play :
ρVph =: Υ : ∂ H
−1Υ = 0 , ∂Υ = 0 to Υ0 = ρ(
⇀
r 0) . (16.17)
Writing this as
∂Υ = (∂H)H−1Υ , ∂Υ = 0 to Υ0 = ρ(
⇀
r 0) , (16.18)
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(16.8) can be applied once more to get the solution
Υ(
⇀
r , C,⇀r 0) = P e
∫
C
dz (∂H)H−1 ρ(
⇀
r 0) , (16.19)
having no dz term any more. To form W (C) we need Vph = ρ−1(⇀r ) Υ(⇀r ) ,
Vph(
⇀
r , C,⇀r 0) = ρ−1(⇀r ) P e
∫
C
dz (∂H)H−1 ρ(
⇀
r 0) . (16.20)
Close the curve C, take the trace — and, surprisingly, KKN are right with their myste-
rious statement [ 2.32 ] :
W (C) = Tr
(
P e
∮
dz (∂H)H−1
)
= Tr
(
P e πN
∮
dz J
)
. (16.21)
The Wilson loop, reduced to physical variables, is a functional of only (apart from C) the
WZW current J or, equivalently, of Ja = 2Tr (T aJ) = N
π
2Tr (T a(∂H)H−1) .
The wisdom (16.21) has now to be combined with an other one, namely that, according
to [21], in fact, all gauge–invariant functions of Aµ can be thought of as combinations
of Wilson loops for various choices of the path P . For a few more explanations see
[21]. The combination of this argument with (16.21) means, that any physics (including
normalizable ψ’s) might have functional dependence of only J .
17 Confinement
Sometimes, the “well known” things make the trouble, while the advanced matter can
be done merely straightforwardly. Here it is the first subsection § 17.1, which made the
problems — answered more or less good, hopefully. Then, through the other subsecitons,
〈W 〉 is calculated explicitly for a large loop C. — Why 〈W 〉 ?
17.1 Two–quark state
Let us first state what we need. If the pure–gluonic full–interacting–groundstate expec-
tation value 〈0|W (C) |0〉 = 〈W 〉ψ0 , or 〈W 〉 for brevity, can be analysed in the limit of
large area A surrounded by the closed (non–intersecting) curve C, and if this leads to the
“area law”
〈0|W (C) |0〉 =: 〈W 〉 ✲
both A–dimensions → ∞ e
−σA , (17.1)
then there is “confinement”, σ is the “string tension” and the energy E0 in the gluon
system, which surrounds and connects a fixed quark–antiquark pair at large separation
R , increases as E0 = σ R . Let the area A lie in a plane. But it is irrelevant, whether this
plane is fully spatial or extends in time direction, because the latter is Euclidean anyway.
Show all this.
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To keep a quark fixed at (or near) the position
⇀
R (in 3–dimensional space, say) we need
hypothetical “other” forces. The quark being bounded at
⇀
R , its field operator qα(τ,
⇀
r )
contains some real function ψ⇀
R
(
⇀
r ), which is strongly localized around
⇀
R and takes the
place of the plane wave, times b†α, the quark creator, times γ
0 . Conveniently, we shall
rather state its center
⇀
R in place of the variable
⇀
r , in the sequel. The time is rotated into
the Euclidean by t→ −iτ . Let also an antiquark be fixed at the origin with field operator
qβ(τ,
⇀
r) , containing some function ψ⇀
0
times d†β, the antiquark creator. We follow Bander
[23] (a delicate article of 1981, blind copies from are found in two text books) to write
down a gauge invariant “meson state” as
| meson at τ 〉 = qα(τ
⇀
R) Vαβ(τ
⇀
R, C, τ⇀0) qβ(τ
⇀
0) |0〉 =: Γ(τ) |0〉 . (17.2)
Here, |0〉 is a bare quark vacuum, and V is the non–abelian object (16.8) with matrix
indices made explicit (and suitably generalized to include time). For the present, the
gauge fields in V are considered classical.
quark antiquark
α ,
⇀
R β ,
⇀
0
• •✛ C
There are two circumstances in favour of the expression (17.2). First of all, it is
gauge invariant, indeed, since according to (16.12) the U matrices recombine with those
splitting off from the quark fields at the right space–time points. Secondly, imagine a
quark–antiquark pair produced at the origin and the quark then be moved to
⇀
R along the
path C. Thereby, as we know from nonrelativistic quantum mechanics in given classical
fields (see Aharonov Bohm effect), it develops just the phase shown in (17.2). Admittedly,
since depending on C, the term “meson state” needs its parantheses. A sum (sum???)
over paths is seen in [23] together with some unspecified weight function of C. But
please, Dr. Bander, one cannot state this sum on one page and simply omit it on the
next. Presumably, this detail (this arbitrarity) becomes irrelevant in the limit of large
separation. We shall keep track with a straight line connecting the quark pair.
So far, there were no conclusions, hence all the above is = : right. Furthermore, we
may consider what we want. Consider the overlap
Ωclassical := 〈 meson at T | meson at 0 〉 = 〈0|Γ†(T ) Γ(0) |0〉
= 〈 0 | q†β(T
⇀
0) V ∗αβ(T
⇀
R, C, T⇀0) q†α(T
⇀
R) qγ(0
⇀
R) Vγλ(0
⇀
R, C, 0⇀0) qλ(0
⇀
0) | 0 〉
= 〈 0 | qβ(T
⇀
0) Vβα(T
⇀
0 , C, T ⇀R) qα(T
⇀
R) qγ(0
⇀
R) Vγλ(0
⇀
R, C, 0⇀0) qλ(0
⇀
0) | 0 〉
= 〈 0 | qβ(T
⇀
0) qλ(0
⇀
0) | 0 〉 〈 0 | qα(T
⇀
R) qγ(0
⇀
R) | 0 〉 Vβα(T
⇀
0 , C, T ⇀R) Vγλ(0
⇀
R, C, 0⇀0)
= 〈 0 | qσ(0
⇀
0) qλ(0
⇀
0) | 0 〉 e−mT Vσβ(0
⇀
0 , C, T⇀0)
〈 0 | qα(T
⇀
R) qρ(T
⇀
R) | 0 〉e−mT Vργ(T
⇀
R, C, 0⇀R) Vβα(T
⇀
0 , C, T ⇀R) Vγλ(0
⇀
R, C, 0⇀0)
∼ e−2mT Vλβ(0
⇀
0 , C, T⇀0) Vαγ(T
⇀
R, C, 0⇀R) Vβα(T
⇀
0 , C, T ⇀R) Vγλ(0
⇀
R, C, 0⇀0) (17.3)
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Third line. The c.c. of V is the same with reversed matrix indices and reversed curve
(exercise). Also, (q†αγ
0)† = γ0qα had been used. Do not smile. Rather remember that
in q†a the term ∼ ψ⇀R b†α was relevant, and this has now turned into ∼ ψ⇀R bα . Hence,
qα(T
⇀
R) in the third line annihilates a quark at
⇀
R . Moving γ0 to the left, qβ is formed.
It annihilates an antiquark at origin.
Fourth line. Here, Wicks theorem has only one term. The second term vanishes, since
there is no overlapp between the localizing functions ψ at different positions. Both the
two bare quark propagators contain an annihilator to the left and a creator to the right.
Fifth line. qβ(0
⇀
0) ∼ ψ⇀
0
d†β had created the antiquark. In the presence of classical fields
it develops as Vβσ(T
⇀
0 , C, 0⇀0)qσ(0
⇀
0), or daggered as qβ(T
⇀
0) = qσ(0
⇀
0) Vσβ(0
⇀
0, C, T⇀0) e−mT ,
where the exponential stems from eiH0tdβe
−iH0t = e−imtdβ → e−mTdβ . It is, by the way,
irrelevant towards the area law.
Last line. Here, only the Kroneckers δσλ and
δαρ are retained from the propagators. The four
Wilson lines combine to the square shown, which
is a special Wilson loop in the x–τ plane, say.
✻
✛
✲
❄
α β
λγ
T
⇀
R T
⇀
0
0
⇀
00
⇀
R
So far the gauge fields have remained classical. But now let them become operators
and (17.3) be put in the full gluonic ground state expectation value. The two ground
states, |0〉gluon and the bare quark vacuum |0〉 , may be combined to a product state |0•〉 .
The reason for the sandwiching is seen as follows :
Ω := 〈0|gluon Ωclassical |0〉gluon = 〈0•|Γ†(T ) Γ(0) |0•〉
=
∑
n
〈0•|Γ†(T ) |n•〉 〈n•|Γ(0) |0•〉 =
∑
n
e−E• n T |〈n•|Γ(0) |0•〉 |2
∼ e−E• 0 T = e−2mT−E0T (T →∞ ) , (17.4)
where E0 is the gluonic part of the meson (i.e. the energy in the string of field lines, if this
picture makes sense at all). Note that, as Γ creates and Γ† annihilates the whole meson,
we have eiHtΓ†(0)e−iHt = e−iEtΓ†(0)→ e−EτΓ†(0) .
If the gluon energy increases as E0 = σR with large spatial separation R, then the
exponent −E0T turns into −σRT = −σA , as announced. Forming the gluon sandwich
with the last line of (17.3), Ω may be also written as
Ω ∼ e−2mT 〈W (C) 〉 . (17.5)
By comparison of (17.5) with (17.4), the statement (17.1) is derived. Really ?
17.2 A special 2D Euclidean J theory with action $
We return to the 2+1 D Yang–Mills system in Weyl gauge. As in § 16, the closed loop C lies
in the 2D xy–plane. We trust in (17.1) and the statements around it. In wave quantum
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mechanics, the ground state expectation value (17.1) must be written as a functional
integral over physical variables, i.e. with the measure dµ(C). Oh, two C’s with different
meaning. We change the notation of the measure from dµ(C) to dµphys :
〈W 〉 = 〈0|W (C) |0〉 =
∫
dµphys ψ0W (C)ψ0 =
∫
dµphys e
2P W (C) . (17.6)
Here ψ0[J ] = e
P [J ] 1 is the exact ground state functional, as introduced in (15.2) together
with the functional P (exact as well). ψ0 is chosen real.
In the limit of large area in C (large in both directions), we may argue that the
functional P is probed at short wavevectors only. This is just the limiting case that could
be worked out in § 15.1 with the result (15.11) :
2P → 2P1 = −V
m
= − π
m2N
∫
(∂Ja) ∂Ja = − 2π
m2N
∫
Tr
(
(∂J) ∂J
)
=: − $ .
(17.7)
Remember that J = JaT a . Reading $ as one more auxiliary 2D action, but this time
with the currents Ja as fields and containing no interaction, the Wilson loop expectation
value 〈W 〉 becomes a functional integral of a free theory, namely :
〈W (C) 〉 =
∫
dµphys e
− 2π
m2N
∫
Tr((∂J) ∂J) Tr
(
P e πN
∮
dz J
)
. (17.8)
Its evaluation might be anyhow possible. Note that the WZW action S (KKN should
distinguish $ from S) is quite another object. It contains no derivatives of J and is, via
e2NS , part of the measure dµphys in the above.
17.3 The J propagator
We shall need the propagator of the $ theory for matrix currents Jαβ(
⇀
r), path ordered
along the curve C :〈P Jαβ(⇀r) Jλτ (⇀r ′) 〉 = T aαβT bλτ [ θ⇀r>⇀r ′
on C
〈
Ja(
⇀
r )J b(
⇀
r ′)
〉
+ θ⇀
r<
⇀
r ′
on C
〈
J b(
⇀
r ′)Ja(
⇀
r)
〉 ]
= δab∆(
⇀
r − ⇀r ′)
= T aαβT
a
λτ ∆(
⇀
r − ⇀r ′)
=
1
2
(
δατδβλ − 1
N
δαβδλτ
)
∆(
⇀
r − ⇀r ′) , (17.9)
because ∆(
⇀
r ) = ∆(−⇀r ) will turn out shortly. The average in the first line is defined by
〈. . .〉 := ∫ dµphys e−$ . . . . For the function ∆ we first Fourier transform the action by
inserting Ja =
∫
d2k
(2π)2
ei
⇀
k
⇀
r J˜a(
⇀
k ) and introduce the propagator ∆˜ab(
⇀
k ) by the last line :
$ =
π
m2N
∫
(∂Ja) ∂Ja =
π
4m2N
∫
d2k
(2π)2
J˜a(
⇀
k ) (k1 − ik2)2 J˜a(−
⇀
k )
!
= −1
2
∫
d2k
(2π)2
J˜a(
⇀
k )
(
1
∆˜(
⇀
k )
)ab
J˜ b(− ⇀k ) . (17.10)
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Clearly, the Fourier transformed propagator is given by
∆˜ab(
⇀
k ) = δab ∆˜(
⇀
k ) with ∆˜(
⇀
k ) =
2m2N
π
−1
(k1 − ik2)2 . (17.11)
The transformation back to real space needs no additional work, since it runs along the
five lines of (13.21). Just k1, k2 are to be interchanged with x, y, and an additional factor
of 1/(2π)2 must be included here. Hence, the result is
∆ab(
⇀
r ) = δab∆(
⇀
r) with ∆(
⇀
r ) =
m2N
2π2
x+ iy
x− iy = ∆(−
⇀
r ) . (17.12)
It specifies (17.9).
17.4 Varying the area : ∂A 〈W 〉
For obtaining the desired differential equation for 〈W 〉 a paper of Kasakov and Kostov
[24] was useful. Possibly, Gross [25] knows of another shorter way to derive the area law.
But [25] is so far not understood with respect to both, prerequisites and stability. We
favour explicit calculation.
Increasing the area A means elongating its border line C, e.g. by an infinitesimal bump
at position
⇀
r on C . Hence, the derivative ∂
A(⇀r )
carries
⇀
r as an index. But the result will,
of course, not depend on this position. Moreover, the bump can be given any convenient
form. The circle version to the right in the figure turned out most convenient.
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏✶⇀r
>
<
| , ,
PP
P✐
PPP
//
PP PP
PP
PP
PP✐ ✖✕
✗✔
ˆ
C δC
Let us write C + δC for the enlarged curve. Of course, in the differentation to be
performed,
∂A 〈W 〉 =
1
δA
〈W (C + δC)−W (C) 〉 , W (C) = Tr
(
P e πN
∮
dz J
)
, (17.13)
the path ordering runs through to the circle, if any. Due to the ordering P in front of the
exponential, we may relax inside and write
∮
C+δC
=
∮
C
+
∮
δC
. Keeping dz π
N
J in mind, we
may even write
e
∮
C+δC − e
∮
C =
[
e
∮
δC − 1
]
e
∮
C =
[ ∮
δC
+
1
2
∮
δC
∮
δC
]
e
∮
C . (17.14)
Note that A ∼ δr2 , with δr the radius of the circle. But it is ∮
δC
∼ δr , only. So, the
second term in (17.14) must be retained. Corrrespondingly, there are two contributions :
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∂
A
〈W 〉 =: ∂
A
〈W 〉
∣∣∣
1
+ ∂
A
〈W 〉
∣∣∣
2
. More explicitly they read
∂
A
〈W 〉
∣∣∣
1
=
1
δA
π
N
∮
δC
dz Tr
(〈
P J(⇀r ) e πN
∮
C
dz′ J(
⇀
r ′)
〉)
(17.15)
∂A 〈W 〉
∣∣∣
2
=
1
δA
π2
2N2
∮
δC
dz
∮
δC
dz′ Tr
(〈
P J(⇀r) J(⇀r ′) e πN
∮
C
dz′′ J(
⇀
r ′′)
〉)
. (17.16)
As an outlook, the second contribution (17.16) will in fact be argued to vanish for the
regularised (!) theory at hand (but not otherwise). We shall understand this in the course
of evaluating the first contribution.
Imagine the exponential of (17.15) be expanded. The functional average 〈 〉 will
“pair” each product of J ’s, i.e. decompose it into a sum of propagators 〈 J J 〉 (Wick’s
theorem in functional integral language). With this fact in mind, we may even leave the
exponential intact. To pair the extra J(
⇀
r ) in all possible ways with one in the exponential
we put the operator ∫
d2r0 Jλτ (
⇀
r 0) δJλτ (⇀r 0) (17.17)
in front of it. Note that it selects each inner J once. Hence
∂A 〈W 〉
∣∣∣
1
=
1
δA
π
N
∮
δC
dz
∫
d2r0
〈
P Jαβ(⇀r) Jλτ (⇀r 0)
〉
·
·
〈
δJλτ (⇀r 0)
(
P e πN
∮
C
dz′ J(
⇀
r ′)
)
βα
〉
. (17.18)
The first average is just the matrix propagator as detailed in (17.9). Performing the
functional differentiation in the second average, is left as an exercise to the reader (expand
the exponential up to the third order term, at least. Better way?). But let us consider
the first step into it, namely the first order term of the expansion :
δJλτ (⇀r 0)
π
N
∫ end
⇀
0
dz′ Jβα(
⇀
r ′) =
π
N
δλβ δτα
∫ end
⇀
0
dz′ δ(
⇀
r 0 − ⇀r ′) . (17.19)
This integral, removing “half of” the 2–dimensional delta function, occurs once in each of
the other terms, too. The end point along the closed curve C is, of course, identical with
the point
⇀
0 . The exercise results in
δJλτ (⇀r 0)
(
P e πN
∮
C
dz′ J(
⇀
r ′)
)
βα
=
π
N
∫ end
0
dz′′ δ(
⇀
r 0 − ⇀r ′′)(
P e
π
N
∫ end
⇀
r 0
dz′ J(
⇀
r ′)
)
βλ
(
P e
π
N
∫⇀r 0
⇀
0
dz′ J(
⇀
r ′)
)
τα
(17.20)
In the intermediate result, to be booked down next, we get rid of the above delta function
through integrating over d2r0, see (17.18). Then, after inserting (17.9) and using the
Kroneckers there, we arrive at
∂A 〈W 〉
∣∣∣
1
=
1
δA
1
2
( π
N
)2 ∮
δC
dz
∫ end
0
dz′′ ∆(
⇀
r − ⇀r ′′) ·
·
〈(
P e from ⇀r ′′
)
ββ
(
P e to ⇀r ′′
)
αα
− 1
N
(
P e from ⇀r ′′
)
αλ
(
P e to ⇀r ′′
)
λα
〉
. (17.21)
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The two matrices at the right end may be combined to Tr (Pe...) =W (C) , immediately.
The doubly integral in (17.21),
N :=
∮
δC
dz
∫ end
0
dz′′ ∆(
⇀
r − ⇀r ′′)
∣∣∣
both,
⇀
r and
⇀
r ′′, on C
, (17.22)
will turn out ∼ δr2 in the next subsection. This means, that only some infinitesimal
short range on C makes ⇀r ′′ different from ⇀r . Hence, in the second line of (17.21), we are
allowed to replace
⇀
r ′′ by
⇀
r , the position where we differentiate with respect to A . Now
remember that the start position
⇀
0 on the closed curve could have been chosen at will.
Taking it near to
⇀
r we get
( )
αα
→ 1αα = N and
( )
ββ
→ W (C) , in the second
line of (17.21)8. So, up to the evaluation of N , we have that
∂A 〈W 〉
∣∣∣
1
=
1
δA
1
2
( π
N
)2
N n
N
〈W 〉 . (17.23)
In fact, evaluating the prefactor N means calculating the string tension.
17.5 The integral for the string tension
To start with, insert the Greens function (17.12) into (17.22),
N =: m
2N
2π2
N0 , N0 =
∮
δC
dz
∫
dz′
(x− x′) + i(y − y′)
(x− x′)− i(y − y′) , (17.24)
and let the relevant piece of the curve C be a vertical, parallel to the y–axis with dis-
tance δr . With the center of the circle δC at origin, the four cartesian variables may be
parametrized as
x = δr cos(ϕ) y = δr sin(ϕ) dz = dx− idy = −iδr e−iϕ dϕ
x′ = −δr y′ = δr t dz′ = dx′ − idy′ = −iδr dt (17.25)
to give
N0 = (−iδr)2
∫ π
−π
dϕ e−iϕ
∫ ∞
−∞
dt
eiϕ + 1− it
e−iϕ + 1 + it
(17.26)
There are several possibilities of further evaluation. We set 1+ it =:
√
1 + t2 eiα and shift
ϕ→ ϕ− α :
N0 = −(δr)2
∫
dt e−iα
∫
(2π)
dϕ
1 +
√
1 + t2 e−iϕ
e−iϕ +
√
1 + t2
= −(δr)2
∫
dt e−iα
∫
(2π)
dϕ
(√
1 + t2 − t
2
e−iϕ +
√
1 + t2
)
= −δA
π
∫
dt e−iα
(
2π
√
1 + t2 − t2 2π√
1 + t2
)
(∗)
N0 = −2 δA
∫
dt
1− it
1 + t2
= −2 π δA , (17.27)
8 Admittedly, we do not like such dangerous arguments. Is there a better way?
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where the line (∗) was reached by contour integration with eiϕ ≡ z and a pole at
−1/√1 + t2 inside the unit circle.
N is proportional to the area δA , indeed. But it specifies the first contribution
∂A 〈W 〉
∣∣∣
1
only. Let us now think about the fate of N under regularization of the theory.
Short distances might be smoothed. So we add a length 1/Λ to both, the numerator and
the denominator of the propagator in (17.24). The calculation runs through the above
steps and results in
N regularised0 = −2 δA
∫
dt
1 + λ− it
(1 + λ)2 + t2
= −2 π δA with λ := 1
Λ δr
. (17.28)
Thus, regularization (of the above kind, at least) has no effect on N , although the factor
λ tends to infinity under δr → 0. Note that by omitting the propagator in (17.24) entirely
(δr → 0 before integrating), we would have ∮
δC
dz
∫
dz′ = “0 · ∞”.
For the second term, which is ∂
A
〈W 〉
∣∣∣
2
and given by (17.16), a similar analysis leads
one to consider ∮
δC
dz
∮
δC
dz′
(x− x′) + i(y − y′)
(x− x′)− i(y − y′) = . . . = 4π δA (17.29)
in place of N0 (more precisely, in place of 2nN0/N2 ). But the fate of this expression
under regularization is quite different. It simply vanishes for λ→∞ . For this, after all,
the rough argument
∮
δC
dz
∮
δC
dz′ = ”0 · 0” might be sufficient. We might state, finally,
that [24] (e.g. in treating intersecting curves C ) goes far ahead over what we have used
here.
17.6 Area law
There we are. Combining (17.23), (17.24) and (17.27) the differential equation for the
gluon–averaged Wilson loop turns about as
∂
A
〈W (C)〉 = − π n
2N2
m2 〈W (C)〉 . (17.30)
The initial condition is 〈W (C = 0)〉 = 1 . Will we be able to solve this?
〈W (C)〉 = e− π n2N2 m2 A . (17.31)
The string tension σ of 2+1 D QCD is thus given by
σ =
π n
2N2
m2 = e4
N2 − 1
8π
. (17.32)
This is, we think, an exact result, because the approximation (17.7) used for the vacuum
wave function ψ0 becomes accurate for long wavelengths. Afterwards there were no further
approximations towards a large loop. (17.32) is {26}. In [5], the comparison with lattice
data exhibits excellent agreement.
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18 Magnetic mass
There is 4D reality, where all knowledge on the 3D YM system gets application. Moreover,
for the high–temperature gluon gas it solves the outstanding Linde problem. So, it is
quite natural, to adress a final section to this detail of thermal field theory. However, if
continuing with the foregoing pedestrianity, a text book would arise. We therefore decide
for the other extreme, refer to our own material in § 18.1, add a few general remarks in
§ 18.2 and end up with a hairraising conjecture in § 18.3.
18.1 The Linde sea
[18], Magnetic screening in the hot gluon system, Introduction :
Twenty years ago it was observed by Linde [2] that the perturbative treatment of the
high–temperature Yang–Mills system runs into a serious problem. If a magnetic mass m,
the system might be able to generate thermally, falls short of g2T in magnitude, the series
would diverge, and a phase of deconfined gluons could not exist. But even if m ∼ g2T , the
perturbation series becomes an (unknown) numerical series. Due to this phenomenon [3], no
one was able so far to calculate the pressure at order g6 or the gluon self-energy at g4 – a
shame for analytical theoretical physics. Today, however, there is a way out. • • •
✛
✚
✘
✙• • •
❏
❏
❏✡
✡
✡
✎☞
✡
✡
✡ ✥
Q ✲ Q✲
Figure 1: An arbitrary 2–leg n–loop skeleton diagram with one line added : the half circle on top, say,
or, equivalently, the one below. The outer momentum Q is static (Q0 = 0) and supersoft (q ∼ m).
The “Linde sea” of diagrams is easily understood from figure 1. If one more line is
added to an arbitrary skeleton diagram, e.g. in the manner shown in the figure, then, in
the sense of power counting, it has two more 3–vertices (∼ p2g2), three more propagators
(∼ (p2 + m2)−3) and one more loop integration (T ∫ d3p, if reduced to the term with zero
Matsubara frequency). Thus, the (n+1)–loop and n–loop differ by a factor ∼ g2T ∫ d3p p2(p2+
m2)−3 ∼ g2T/m . For m ∼ g2T this factor has order 1 in magnitude. Once the zero–frequency
modes become relevant, all skeletons contribute with the same order of magnitude. Any finite–
n–loop calculation of the magnetic mass is thus inconsistent.
Bosonic fields live on a cylinder with circumference β = 1/T . Each loop integration∑
P ≡ T
∑
n
∫ 3
p ,
∫ 3
p ≡ (2pi)−3
∫
d3p, has its zero–frequency part T
∫ 3
p . A field depending on
P looses dependence on its time coordinate in this part. Irrespective of the physical quantity
under study, the subset of contributions with P0 = 0 in all loops might be the full set of an
Euclidean physics at T = 0 in three dimensions. However, this theory needs regulators to be
derived from the underlying 4D setup. • • •
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18.2 A few remarks
1. All about the 3D Yang–Mills system is in its functional Hamiltonian H , (13.23),
and the associated scalar product 〈1|2〉 , (14.1), involving e2NS . Work on this structure
remains to be done. Before all, however, the KKN setup is waiting for quantities to be
calculated, because they are relevant in 4D reality.
2. 4D. The hot gas of deconfined interacting gluons. Given a physical quantity of
interest, the pressure p, say, or the frequency ω of running waves with wavevector
⇀
q
(longitudinal or transverse). This quantity has a prefactor (carrying the dimension, T 4
in p) times a dimensionless function f of the dimensionless coupling g . g is small. By
the term asymptotic expansion we mean a splitting of f into terms of decreasing order of
magnitude — but n o t necessarily in powers of g . E a c h such term can in principle
be measured. It is thus a physical quantity separately, hence gauge–fixing independent.
3. A l l diagrams that contribute to a term of the asymptotic expansion (as specified
above) must be found and taken into account. It is just this type of consistency we had
to learn (and to follow up in the sequel) from the Braaten–Pisarski analysis in 1990. A
gauge–fixing independent (gfi) subset may be found, of course, to consist of several gfi
subsubsets. In particular, this may happen by decomposing the Matsubara sum into zero–
and other modes.
4. Once a Matsubara zero–mode is part of your subsubset, then, for consistency, a l l
diagrams with the same number of external legs, and with the zero–mode selected in each
loop, have to be included: the Linde sea (for the quantity at hand). Note that, for the
power counting of § 18.1, the number of external legs was irrelevanct.
5. If, in general covariant gauges, the gluon propagator is reduced to its transverse
part plus the one with gauge–fixing parameter in front of, then the Linde sea diagrams
are precisely those of Euclidean YM3 [3]. This is a superrenormalizable theory. It needs
regulators to keep the mass finite. Since being a substructure of 4D, these regulators
are to be found in the 4D embedding, namely by watching the other parts of the gluon
propagator, see [18, 29]. Working this way, the Linde sea turns into a gfi subset, because
now it has become a physics by itself (though in a “wrong” dimension).
6. Such a Linde sea, now representing a physical quantity (or being part of its asymptotic
expansion), is a suitably question to the KKN theory. Rather avoid asking KKN “for the
exact gluon propagator in covariant gauges”. The latter is gf–dependent, even in the
self–energies (except at pole). So, the answer could be: ask physically, you have not yet
done your job.
7. Pressure p of the gluon plasma. The zeroth approximation to p is that of 4D free
Bosons, hence ∼ T 4 , while the infinity of equal–order diagrams occurs at g6T 4 . The
dimensional reduction analysis of Braaten and Nieto [26] ends up at the supersoft scale
by adressing some reduced free energy to lattice work. No. Today, this question is to
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KKN.
8. Static magnetic screening. The zeroth approximation to the dispersion lines of the
gluon plasma is the Braaten–Pisarski setup, hence ∼ g2T 2 in the self–energy. This gives
the Debye mass, but zero for the magnetic one. Here, the Linde sea occurs at order g4T 2 .
There is no other subsubset, as shown in [18]. Therefore, using e2 = g2T , the magnetic
screening mass agrees with the propagator mass. Arguments, why the latter could be just
m , are collected in the next, last subsection.
9. Real photon production. This is one of the LAPTH domains. An exciting detail is
found in [27], namely the power counting in equation (1) there. Suitably generalized, it
might mean that the zeroth approximation of the production rate of real photons is a
Linde sea problem immediately.
Annecy–Le–Vieux, 26. June 2000
18.3 A speculative way out
Apparently, we runned into some conflict. On one hand, at the end of § 15.3, the true
YM2+1 spectrum was expected to start with white glue balls. Hence, colored one–gluon–
states do not exist. On the other hand, 4D TFT needs information about a diagrammatic
subset summed up exactly. So, in particular, TFT claims for an exact one–gluon spectrum
— which does not exist. A disaster ?
The 2+1 D theory can be expanded diagrammatically as well, thereby exhibiting the
perfect agreement with the Linde sea. Perturbation theory, even if summed up, must not
agree with truth (e.g. e−1/e
2 6= 0 + 0 + 0 + . . . ). Glue balls are bound states. As such,
they are outside the realm of diagrammatics. The glue ball mass m• cannot be read off
from a two–gluon propagator, or in other words, one can n o t learn about the magnetic
mass from the true YM2+1 spectrum (how to rotate a glue ball into the Euclidean?).
YM2+1 has two faces. We might them separate :
The perturbative range
Colored objects exist, propagate and have
mass m . Rotation into the Euclidean is pos-
sible, as is identification with corresponding
subsets of 4D TFT. The whole Linde sea is
on this side. Its summation reads
m2 = 12Tr
(
A
∑ [ all 2PI self–energy
skeleton diagrams with
(m2+q2)−1 in each line
] )
The YM2+1 physical reality
The energetically lowest states are white
glue balls. Their construction as eigen-
states of H remains a challenge for fu-
ture time. Vibrations and interaction of
balls might complicate the spectrum only
at higher energies. Colored objects do not
exist. Their energy has turned to infinity.
(18.1)
By the above separation (ignoring the details in (18.1) for a moment), we are led to the
next question, namely, how to separate the two regions, or, how to make shure working
inside one half. For being on the right side, one just has to work with the full Hamiltonian
H. For being on the left side, “avoid bound state formation”, and “keep colored states at
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finite energy”. But how ? For the present, with shaking knees, we escape into a
conjecture : to reach the (full) perturbative range
just omit the NT (which is the nonlinear f cab term in H).
(18.2)
We have two arguments (both a bit weak) in support of this conjecture. Nair [19] calls
Ja the gauge-invariant definition of the gluon. Consider the propagator made up of two
such fields (as if they could propagate). In Schroedinger picture language it might read
i Gab =
∫
dt eik0t
∫
d2r e−i
⇀
k
⇀
r
([∫
dµ(C) (ePJa(⇀r ))∗ e−iHt ePJ b(⇀0)] θ(t) +
+
[ ]∗
θ(−t)
)
,
[ ]
=
∫
d2q
(2π)2
e−i
⇀
q
⇀
r
∫
d2p
(2π)2
∫
dµ(C) e2P J˜a ∗(⇀q ) e−iH˜tJ˜ b(⇀p) , (18.3)
where H eP = eP H˜ led to the second line. Without NT, we have H˜ J˜ b(
⇀
p) =
√
m2 + p2
J˜ b(
⇀
p) from (15.27) and thus Gab ∼ δab/(k20 − m2 − k2) . With NT, however, Gab has
probably no poles (perhaps, this can be cleared up by calculation). In passing, rotation
k0 → iq3 makes −k20 +
⇀
k 2 to become
⇀
q 2 as it occurs in (18.1).
The second argument arises from a calculation, which includes the NT in a first (still
inconsistent) way in the eigenvalue equation. For brevity, let us report it as if it were some
(lengthy) exercise. Determine the weight C in the cubic term Pcub =
∫
q
∫
p
∫
o
Cabc(
⇀
q ,
⇀
p,
⇀
o)
I˜a(
⇀
q )I˜b(
⇀
p)I˜c(
⇀
o) of P by comparing the I3 terms in (15.5). Obtain C ∼{34}. Use
P = Pqu + Pcub to get H˜ = e
−PHeP from (15.19). It contains terms Iδ, I2δ, I3δ, δδ
and Iδδ 9. Solve H˜χ = Eχ by restricting χ, and hence H˜χ too, to terms ∼ I and
∼ I2. This is the announced inconsistency (remember (15.20)). To be specific, χ =
I˜d(
⇀
κ) +
∫
q
∫
p
Rdab(
⇀
κ,
⇀
q ,
⇀
p)I˜a(
⇀
q )I˜b(
⇀
p). Obtain R from comparing the I2 terms. Then,
equalizing terms ∼ I , an equation for the eigenvalue E derives. Simplify towards large
q , angular integrate and put a cutoff Λ in by hand. One obtains
E =
√
m2 + κ2 + 7
2
m
∫ Λ
m0
dq
1
2q −E (18.4)
with solution E = 7
4
m
[
ln
(
Λ
m
)
+ O
(
ln(ln(Λ/m)
)]
, (18.5)
showing the irrelevance of the lower cutoff m0 = O(m, κ) . By including more and more
oscillators (of higher and higher wave vector: Λ → ∞ ), the energy of this colored state
χd(
⇀
κ) tends to infinity. So, this (first step of a) calculation points in the right direction,
as it reveals a dramatic effect of the NT and the removal of colored states, so announced
in the right half of (18.1).
There is still all the mystery in the conjecture (18.2), of course. Perhaps, the above
provokes anyone to give a better answer.
9 Drop the I3δ term. Then, H˜ is correct to first order in the NT (as if f cab would be small). But
T3RI
2 ∼ (NT)2 is included in H˜χ = Eχ . Possibly, (18.4) corresponds to (is part of) a divergent 1-loop
self–energy of a φ3 theory, whose renormalization, however, is forbidden.
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To end up, let us return to the left half of (18.1), in particular to the magnetic
screening mass mscr . It is defined as the position of the pole (at imaginary q [18, 28]) of
the transverse piece of the thermal gluon propagator in the static limit Q0 = 0. Pts. 2 to
6 of § 18.2 tell us that mscr is a physical quantity :
m2scr = Πt(0, q
2 = −m2scr) , Πt := 12Tr (AΠ) , A :=
⇀
q ◦ ⇀q
q2
− 1 . (18.6)
As a 4 by 4 matrix A has no zeroth components. Note the rotational invariance of Πt
with respect to
⇀
q = (q1, q2, q2) . Diagrammatics and some labour concerning possible
additional terms and regulators [29] tell us that the function Πt perfectly agrees with
the exact gluon self–energy Π of Euclidean YM3 , i.e. Πt(0, q
2) = Π(q2) . From YM2+1,
treated diagrammatically in covariant gauges, one would read off the spectrum k0 from
0 = k20 −
⇀
k 2−Π(−k20 +
⇀
k 2). Here,
⇀
k = (k1, k2) is two–component. If one is told the
spectrum as k0 =
√
m2 + k2 from whatsoever non–perturbative treatment [ only here we
now make use of the conjecture (18.2) ], then 0 = k20 −
⇀
k 2−Π(−k20 +
⇀
k 2) turns into
m2 = Π(−m2) y m2scr = m2
∣∣∣
e2=g2T
=
g4N2T 2
4π2
. (18.7)
For the mass identification, compare (18.7) (left) with (18.6) (left). The formula in the left
half of (18.1) is the consistency condition for an IR regulator mass [30], still valid when
one is forced (by Linde) to become exact. It illustrates that the Linde sea diagramms are
summed up, indeed.
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