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1. INTRODUCTION AND STATEMENT OF RESULTS 
Consider an ordinary differential equation x” +f(~, t) = 0 where f is 
periodic in t, and has the same sign as x. One may expect that if f grows 
faster than linearly near 1 x 1 = co, then there necessarily exist rapidly 
oscillating periodic solutions of arbitrarily large amplitude. We show that 
this is so. The existence of such periodic solutions for a wide class of functions 
f (x, t) has been shown by Nehari using an approach based upon the calculus 
of variations. Our proof is quite different and involves only some qualitative 
results and an application of the PoincarC-Birkhoff twist theorem. 
In this paper the function f (x, t) is assumed to satisfy the following con- 
ditions : 
(1) f is continuous in (x, t), periodic in t with period 2n, and solutions 
of x” + f (x, t) = 0 are unique with respect to initial data, (so it would suffice 
to take f to be Cl in each variable); 
(2) xf (x, t) > 0 for x # 0; 
(3) lim x-lf (x, t) = co, uniformly in t, as / x 1 --tco; 
(4) x-lf (x, t) is bounded on 0 < j x 1 < 1 (uniformly in t). 
We show that for such a function the equation X” + f (x, t) = 0 always has 
an infinite number of distinct periodic solutions of period 2~. Indeed, there is 
some positive integer N,, such that for any N > N0 the equation has a periodic 
solution with precisely 2N zeros on [0, 2~). How small N,, may be taken 
depends only on the behavior off near x = 0. Pick some bounded periodic 
function p(t) satisfying x-‘f(x, t) < p(t) on some strip 0 < 1 x j < 6. Let 
o/~ be a bound for the distance between two similar zeros of the equation 
x” + pi = 0, so that if x(t) is some solution with x(tO) = x(t,, + T) = 0 
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and x’(ts) x’(ta + T) > 0 for some r > 0 and some to , then r 3 cfe . The 
Sturm comparison theorem shows such an CQ, exists. If we have 
lim x-Y(x, t) = 0 
uniformly, then (Ye may be arbitrarily large. 
THEOREM 1. The equation xff + f (x, t) = 0 has an infinite number of 
distinct periodic solutions of period 2~. Indeed, for each integer N & 2401~ there 
exists such a sonata v&h precisely 2N zeros in [0,277). 
COROLLARY. The equation xn + f (x, t) = 0 has peribdic so&ions with 
arbitrari~‘y long ~.ni~lp~~d. 
To prove this, pick some large integer K and consider f(x, t) as having 
period 2rk. Theorem 1 would then assert the existence of periodic solutions 
of period 2vk and 2n zeros, n large. If n and k are relatively prime, such a 
solution cam-rot also have a period smaller than 2nk. 
Now let g(x, t) be a function such that f(x, t) = (1 + g(x, t))x satisfies 
(l)-(4), and further, take g(0, t) = 0. We want to compare the eigenvalue 
problem for periodic solutions of period 277 of x” + Ax = 0 and of 
x” + A( 1 + g(x, t))x = 0. The former problem has the eigenvalues Aa, 
h 1 ,“. with A, = 9. Note any eigenfunction corresponding to A, has precisely 
2n zeros in [0,27r). 
COROLLARY. For any positive X with h < A, the equation 
xe + A( 1 + g(x, t))x = 0 
has a periodic soZution of period 2x with precisely 21s zeros in [0,27r). 
This follows from the theorem by taking p(t) = A,, - C. Then (Y~ = 
2n/dA, - E and the inequality for the integer N is N > (n2 - •)l/~, which 
is the same inequality as N >, n. To obtain a similar result for the periodic 
eigenfunctions of X” + h(q(t) + g(x, t))x = 0, one apparently must compare 
h to the eigenvalues not of the periodic problem for x” + Aq(t)x = 0 but 
rather of the boundary problem x(&J = x(ts + 24 = 0 for this equation. 
This will ‘become clear at the end of the next section. 
We may also establish the first corollary by looking for periodic solutions 
in the neighborhood of the solution x(t) = 0. Naturally, we no longer need 
assumptions on the growth off(x, t) at 1 x 1 = co. 
THEOREM 2. Assume h(x, t) satis$es (1) and (2) and lim,, x-lh(x, t) = 0 
(uniformly in t). Let some p and E be given. The equation x” + h(x, t) = 0 
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bus periodic solutions with 1 x 12 + 1 x’ I2 at some time less than r and of minimal 
period greater than p. 
Theorem 1 for olg = co and a somewhat different class of functions f (x, t) 
is shown by Nehari in [6] to follow from a study of the boundary value 
problem X” + f (x, t) = 0, x(0) = x(2?r) = 0, based upon the calculus of 
variations. Nehari shows that this boundary value problem has solutions with 
any prescribed number of zeros in (0,27r). These solutions appear as the 
stationary values of a certain functional. Periodic solutions are then obtained 
by minimizing this functional over all intervals (Q, a + 27~). Nehari places the 
following restrictions on the function f(x, t) for the boundary value problem 
(using our notation). 
(1) f (x, t) is continuous in each variable. 
(2) xf(x, t) > 0 fOY x # 0. 
(3) for some positive E, x-l-ff (x, t) is a nondecreasing function of x 
for x E [0, oz). 
(4) f (x, t) = -f (-x, t). 
He then adds f (x, t + 27r) = f(x, t) to study the existence of periodic 
solutions. 
It is now known that the boundary problem can be solved under much 
weaker restrictions on f. For instance, we have the following result of 
Rabinowitz [7, page 1721. 
Assume X-tf(x, t) is continuous in x, is zero at x = 0, and lim x-tf(x, t) = Q), 
uniformly in t, as 1 x 1 --t co. Then, for each integer N > 0, the separated 
boundary value problem for X” +f(x, t) = 0 has two distinct solutions 
with precisely N zeros in (0,27). 
Our paper shows that almost the same weakening of Nehari’s original 
conditions also is valid for the periodic boundary value problem. Note that 
the above result of Rabinowitz assumes the convexity condition xf(x, t) > 0 
only near j x 1 = cc rather than for all x different from zero. It is natural to 
conjecture that the existence of periodic solutions also depends only on the 
behavior off (x, t) near 1 x / = co. It may be of some interest to see why the 
techniques of this paper do not immediately succeed in this more general 
case. We will comment on this in the following. (See especially Section 5.) 
The results of Nehari have been generalized by Wolkowisky [8] to periodic 
eigenfunction problems where the equation may contain x’. Again a symmetry 
condition is assumed. Wolkowisky’s proof relies on the Schauder fixed point 
theorem for infinite dimensional spaces. In [4], Morris considered the equation 
x” + x3 = p(t) with p( t) p eriodic and Jy p(t) dt = 0. He was able to show by 
means of detailed estimates the existence of a radially mapped curve (see the 
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end of our Section 2), and so found infinitely many periodic solutions. It 
should be noted that the traditional use of degree theory in the study of the 
bifurcation from the linear eigenvalue problem [7] cannot be used in our 
periodic problem because here the eigenvalues are of even multiplicity. 
The possibility of extending Nehari’s results by the use of the Poincarb 
Birkhoff theorem was suggested to the author several years ago by Professor 
Jurgen Moser. (See [5, Chap. 21.) At that time, it appeared that a nontrivial 
calculation of the local behavior of solutions would be necessary. However, 
a simple geometric idea due in various forms to Crandell, Rabinowitz, and 
Wolkowisky replaces this computation by a convexity argument. (See [7, 
Lemma 2.221.) 
In the next section, we present Moser’s basic idea and then in Section 3 
we prove the key lemma. In Section 4 we provide a statement of the Poincare- 
Birkhoff theorem and sketch the classical proof somewhat extended as neces- 
sitated by our application. We also indicate how this classical proof actually 
establishes the existence of two distinct fixed points. For our results, we do not 
need to assume that all solutions of the differential equations can be con- 
tinued to the whole interval [0, 2~1. In Section 5 we show that one can require 
(2) only near cc if one wants to assume (or can prove) that all solutions are 
continuable on [0, 2rr], and hence, infinitely continuable. 
An earlier version of this paper assumed a more restricted class of functions 
f(x, t). It was Paul Rabinowitz who pointed out that Nehari’s boundary 
value results hold under very general conditions and suggested that the same 
should be true for the problem of periodic solutions. 
2. THE EXISTENCE OF PERIODIC SOLUTIONS 
Write the equation as (*) x’ = y, y’ = -f(x, t). Let R be the half-plane 
in x, y, t space defined by x = 0 and y > 0. We define a map T of R into 
itself as follows. Given y0 and to consider the unique solution to (*) which 
satisfies x(t,,) = 0, y(t,,) = y0 . The condition signf(x, t) = sign x together 
with the periodicity guarantees that this solution returns to R at some later 
time tl . Let yr = y(tl) and define the map T by T( yO , t,) = ( y1 , tJ. 
LEMMA 1. T is a homeomorphism of R onto itself and preserves the element 
of area given by ydydt. 
Proof. We have already indicated that T is well defined everywhere on R. 
So is T-l, and hence, T is onto. Clearly any solution starting on R leaves R 
transversely. First assume f (x, t) is smooth. Then, the continuity of T is a 
consequence of the theorem on continuous dependence on initial conditions 
together with this transversality. 
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To show that area is preserved consider a set A C R. Let A have a smooth 
boundary D. For each point in D follow the solution curve starting at this 
point and terminating at the next intersection of this curve with R. The union 
of such finite curves with A and T(A) g ives a piecewise smooth manifold M 
which bounds a three dimensional open set W. The divergence theorem 
gives that for any smooth vector field v on Iw3, SW div v = sM v * n, where n. is 
the exterior normal. Consider the vector field v = (y, -f(x, t), 1). The 
divergence of v is zero and v is tangent to solution curves. This s,, y dy dt = 
Sm Y dY dt 
The same proof using differential forms goes as follows. In x, y, t space, 
consider the two-form w = dx A dy + dH A dt, where 
H(x>Y, t) = 6~” + l’f(E, t) d5. 
A simple calculation, using x’ = H, , y’ = -Hz , shows that if U is a two 
dimensional manifold consisting of the union of flow lines, then the restriction 
of w to U is zero. Let M be the manifold described above. Since 
w = d(xdy + Hdt) 
one has J,,,, o = 0. Thus 0 = jA w + Jrca) W. Taking into consideration the 
form of w jR and the orientations, we obtain sA y dy dt = ST(A) y dy dt. 
If, in place of the smoothness of f(x, t), one wants to assume only (l), 
then the continuity of T still holds [3, p. 581, and the preservation of area 
follows from an approximation argument. This concludes the proof of 
Lemma 1. 
The following two lemmas show that T is a twist map in the sense of 
Poincare. Hence, the Poincare-Birkhoff fixed point theorem may be used 
to establish the existence of initial points y 0 , to such that the solution x(t), 
y(t) through these points satisfies x(t, + 277) = 0, y(t,, + 2~) = y0 . Such a 
solution is periodic. In this section we discuss this application of the Poincare- 
Birkhoff theorem. In the next section, we prove the second lemma, and in 
Section 4 we sketch the usual proof of the fixed point theorem with some 
necessary modifications. 
Write T( y, t) = yr , t, and set T( y, t) = t, - t. If x(s) is the solution of 
x” +f(x, s) = 0, x(t) = 0, x’(t) = y, then t, is the second zero of x(s) after 
s = t. Define T”( y, t) as the time to the 2Nth zero. Recall the definition of 
. . 
01~ given m the Introduction. 
LEMMA 2. There exists a 6 such that if0 < y < 6, then for any t, T( y, t) > 
olg . In particular, ;f lim,,, (f(x, t)/x) = 0 unijormly in t, then T( y, t) --f co 
asy-+O. 
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The proof involves only a slight modification of the standard proof of the 
Sturm comparison theorem (for the latter see, for instance, [3, p. 2081). 
Clearly given N, we may replace 6 by a smaller value to obtain 
T”( y, t) > Nor,. 
LEMMA 3. For every E and N, there exists a A such that T”( y, t) < E 
whenevery 3 A. 
The proof of this lemma is not difficult, but for convenience it is postponed 
until the next section. The lemma states that solutions to (x) with appropria- 
tely large initial conditions must at first oscillate rapidly. We may easily 
verify that this is true for an autonomous equation [5]. Consider an equation 
x’ = y, y’ = -f(x). Again assume xf(x) > 0 for x # 0. From the fact that 
4~” + Skf(O 8 is a constant along solutions, we see that any solution is 
periodic and forms a closed curve in [w2, which contains the origin. To esti- 
mate its period, let y(tJ = 0 and let t, be the first time after t, at which x(t) 
is 0. Assume x(t) is positive at t, , and therefore, is positive in the interval 
(tl , t2). Denote x(tr) by x1 . Necessarily, y(t) is negative in this interval, and 
using the fact that y = dxldt, we may write 
t, - t, = 
s 
z; y-l dx = 
s 
” (h - F(x))-‘/” dx. 
0 
Here F(x) = jzj([) df and h = 4 y2 + F(x). Since h is a contant along the 
solution we have h = F(x,) and so t, - t, = s: (l:f(s) d&l/a dx. Change 
variables by setting x = xrs and [ = xrq. Then 
t, - t, = I (s,’ (fcw)/~1) 4-li2 ds. 
If &j(x) > C for x large, then, roughly, t, - t, < ji (si CT 67)-l/2 ds = 
?r(2C)-1/s. 
Thus, a solution passing through (x1 , 0) with x1 large takes little time to 
reach x = 0. Repeating this argument several times and assuming that 
x-if(x) -+ 00 as / x I+ cc we see that a solution passing through the point 
(0, y) has a period which goes to zero as y goes to infinity. Now compare the 
initial value problem x” +f(x, t) = 0, x(t,) = 0, x’(to) = y to the same 
initial value problem for the autonomous equation w” +f(w, to) = 0. The 
solutions remain close for some small time interval. But for y sufficiently 
large, any given small time interval corresponds to many periods of w(t), 
and hence, to many oscillations of x(t). To make this rigorous, one of course 
would have to study how the first time interval depends on the value of y. 
The next section avoids this and gives a different, and simpler, proof of 
Lemma 3. 
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We now indicate how the above three lemmas enable one to apply the 
Poincare-Birkhoff theorem in such a way as to end up with periodic solutions 
to (*). Let L: R + R be the translation y, t + y, t - 27~. Fix any integer 
N > 297/a, . In Lemma 3 set 4 = 27r and determine some A. Let P = L 0 TN 
(first operate N times by T then follow with L) and restrict P to 
P is a periodic homeomorphism onto some other strip 
A’ = {(Y, t)l 0 < Y <f(t)>. 
If ( y1 , tl) now denotes P( y, t) then for y small enough tl( y, t) - t > 0 
while t,(A, t) - t < 0. In addition, P preserves the area given by JJy dy dt. 
The PoincarbBirkhoff theorem [2, p. 1651 asserts that P necessarily has a 
fixed point. (Indeed, P has at least two fixed points [I].) In Section 4, we 
sketch a proof of this theorem when lim,,, tl( y, t) = fco. A convincing, 
however incorrect, geometric proof of this theorem goes as follows. Assume 
A and A’ coincide. Because of the periodicity we may regard A as an annulus. 
P twists the inner boundary of A clockwise and the outer boundary counter- 
clockwise. Consider any ray, t = constant. By continuity, some point on this 
ray is mapped under P into this same ray. Use this argument (caveat) to 
construct a curve C which intersects each half-ray once and which is mapped 
radially. A point belonging to C n P(C) is a fixed point of P. That this 
intersection is not empty follows from the fact that P preserves some area. 
The above argument also explains why this fixed point theorem is often called 
the Poincare-Birkhoff twist theorem. 
We now show how our theorem on periodic solutions of x” +f(x, t) = 0 
follows from the existence of some fixed point for P. If y0 , t, is fixed under 
P then TN( y. , to) = y. , t, + 2~. For the unique solution x(t) of 
x” +f(x, t) = 0, x(t,) = 0, y(t,) = yO, we thus have x(to + 2~) = 0, 
y(to + 2~7) = y,, and so this solution is periodic. Since we have used the 
Nth iterate of T, we can see that this solution x(t) has 2N zeros in to < t < 
to + 257, and so, also in 0 < t < 27~. This is how one may prove Theorem 1. 
Let us now examine the eigenvalue problem for 
XI + ql(t) + g(t, x))x = 0 
with g as in Section 1 and q(t) positive and of the same period. We can find a 
periodic point of TN as long as TN has a twist of greater than 2~ as y --+ 0. 
Fix t, and consider the boundary value problem x” + hq(t)x = 0, x(t,,) = 
x(to + 27r) = 0, x’(t,,) > 0, x’(t,, + 27r) > 0. The eigenvalues h, , X, ,... 
are all positive and from a monotonic sequence which clusters at co. To each 
h, there is a unique eigenfunction and this eigenfunction has precisely 2n 
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zeros in [to , t, + 2?r). Each h, is also a function of the initial time t, . Now 
denote mini0 ;\,(t,) by pL, . If X < pa , then, by the Sturm comparison theorem, 
TN has twist greater than 27~ for N 2 n. In this way, we obtain the following 
corollary. 
COROLLARY. If h < pn and N > n, then x” + Q(t) + g(t, x))x = 0 
has periodic solutions with precisely 2N zeros. 
The proof of Theorem 2 is of course similar to that of Theorem I. Consider 
the strip 0 < y < E. For large enough K, the map Lk o T is a twist map; 
points on y = E are mapped to the left while points near y = 0 are mapped 
to the right. Thus, there is a fixed point. This corresponds to a solution 
periodic of period 2mk and with two simple zeros on [0,2rk). Hence, 
2rk is the minimal period. 
If one has xf(x, t) > 0 only near / x 1 = CD, then the map TN need not be 
defined everywhere in the half-plane. Assume that for some large N, one 
can find a periodic curve I’ such that TN is always defined in the region 
between r and co while rN > 27r on r. On the curve r, : y = A for A large 
one again has rN < 4. So, looking at L 0 TN, we have a measure preserving 
map of the annulus between r and r, , with r twisted to the right and r, to 
the left. In general, neither curve is preserved and even the simplest examples 
show that the conclusion of the Poincare-Birkhoff theorem need not hold. 
An obvious way around this difficulty is to look at the map induced by 
L 0 TN under the inversion y, t + l/y, t. This new map twists the image of r 
to the right and the invariant line y = 0 to the left. The map is continuous 
and preserves the measure ye3 dy dt. But again, a simple example shows that 
the Poincare-Birkhoff result fails for this singular measure. 
3. THE PROOF OF LEMMA 3 
Here we do not use the assumption that xf(x, t) > 0 for all nonzero X, 
but only that this inequality holds for 1 x 1 large. This of course follows from 
limrd,, X-lf(x, t) = co. Let the image of (y, t) if it exists under TN, be 
denoted by (yN , t,). Recall TN is the Nth iterate of the map of {( y, t)l y > 0} 
into itself given by the solution to x” +f(x, s) = 0, x(t) = 0, x’(t) = y. 
LEMMA 3. Given N and E there exists A such that TN is dejined on 
(( y, t)l y > A}, and tN - t < l far points in this set. 
Remark. We have already pointed out that if xf (x, t) > 0 for x # 0 
then TN is always defined. 
The proof is based on three simple lemmas. Choose any monotonic function 
PERIODIC SOLUTIONS 45 
f(x) withf(x) 3 If@, 0 f or all x and all t. Let F(x) be its inverse function. 
Also, find a constant C for which ] f(x, t)l > 2 ] x [ and xf(x, t) > 0 when- 
everIxI>CandthenfindsomeK,If(x,t)l<KforIx[<C.A,A,, 
A s , e1 , Ed , l a will be positive numbers depending directly or indirectly on A 
with the property that A, +coandEi--+OasA-+co. 
LEMMA 3.1. If x’(a) = A and 0 < x(t) < C on a, < t < a2 , then 
u2 - a, < c,(A) and ~‘(a,) 3 A,(A). 
Proof. Since xN = -f (x, t), while 1 f (x, t)l < K in the interval [a, , a,], 
one has x’(t) 3 A - K(t - a,). If for some A greater than C + K, one has 
u2 - a, > 1, then x(ur + 1) > A - K > C, and this is a contradiction. 
So, at least, u2 - a, < 1 when A is large. But, from x’(t) > A - K(t - aI) 
and u2 - a, < 1, one concludes x(ua) > A(a, - a,) - K. Since x(u2) < C, 
one has u2 - a1 < (C + K)/A and x’(u2) 3 A - (Cl/A). 
LEMMA 3.2. If x(u2) = C, ~‘(a,) = A, and x’(t) > 0 in (a,, u2 + l), 
then x(u2 + 1) > A, . 
Proof. Since C < x(t) < x(u2 + 1) one has x”(t) > -f”(x(u2 + l)), 
and so, x’(t) > A, -3(x(u2 + I))(t - u2). Thus, 
x(t) 3 c + A& - u2) - *PC44 + l>>(t - u2)2. 
For t = u2 + 1 and A, large, this gives 
4~2 + 1) >, c + A, - &!%(a2 + I)), 
and so (the argument of x has been omitted), 
f(x) 3 Bf(x, t) + $3(x, 3 x + 43(x) 3 A, . 
Thus, x > F(A,). 
The next lemma shows the above hypothesis is necessarily vacuous, and 
this will imply that the solution must oscillate rapidly. 
LEMMA 3.3. If x(E) 3 A,, and x(t) 3 C in 5 - a < t < f (or in 
4 < t < E + a), then a < ~~(4). 
Proof. The curve x(t) in (x, t)-space is convex, since X” < 0 whenever 
x 3 C. Thus, x(t) lies above the line determined by the points (x(f), f) and 
(x(4 - OL), 5‘ - a). This implies x(t) > $A, on [S - (a/2), 4. Hence, 
f (x(t), t) > Lx(t) on this interval, where L + 00 as A, -+ co. If a: > &L-112, 
the equation y” + Ly = 0 necessarily has at least two zeros on [I - (a/2, fl. 
By the Sturm comparison theorem, x(t) would then have at least one zero 
in this interval. This contradicts our assumption and so 01 < 4rL-lf2. 
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To prove Lemma 3, consider the solution x(t) which satisfies X(U) = 0, 
x’(a) = A. So x(t) is increasing and, by Lemma 3.1, x(aa) = C with 
ua - a, < c,(A) and ~‘(a,) > A,(A). Lemmas 3.2 and 3.3 show that x(t) 
has a first critical point, call it ua , in (a, , ua + 1). (That this critical point 
actually gives a local maximum follows from the convexity of x(t) at points 
where x > C.) Now, looking at the change in x’(t) on [a, , a,], we see that 
somewhere in this interval X” < -A, . So, since x(t) is monotone here, 
{(~(a,)) > A, . Thus, x(ua) > F(A,) = A, , and upon again using Lemma 
3.3, we obtain ua - a, < +.(A,). So u3 - a, < c(A). The same type of 
argument gives a point a, at which X(Q) = 0, X’(Q) = A, . We may then 
repeat the argument (this time for x < 0, etc.). We end up with Lemma 3. 
4. THE POINCARLBIRKHOFF THEOREM 
Consider two simple curves I’i = ( yi(s), ti(s)), i = 1, 2, in the (y, t)- 
half-plane y > 0. By a simple curve, we mean one with no self-intersections. 
Assume t((O) = 0, ti(l) = 2a, 0 < ti(s) < 27r for 0 < s < 1, ~~(0) = y,(l). 
Extend the domain bounded by y = 0, t = 0, t = 2~ and the curve I’i , 
0 < s < 1, to an infinite periodic domain Ai . For convenience, assume Ai 
contains its upper boundary, which we again call ri , but not the line y = 0. 
The PoincarbBirkhoff theorem deals with a map P: A, + A, , defined by 
P( y, t) = p,( y, t), pa( y, t), that preserves some measure and is periodic in 
the sense that pr(y, t + 27r) = p,(y, t), and p,(y, t + 2~) = pa(y, t) + 27r. 
We may allow the measure to be singular at the boundaries y = 0, I’, , or 
r, as long as the measure is equivalent, in the following sense, to Lebesgue 
measure. 
DEFINITION. We will say a measure TV on A, u A, is appropriate if there 
exists a continuous homeomorphism p = (vI , cpa) of & u 2, into 
{(x, s)l x 3 0} satisfying 
(i) p is the pullback under 4 of Lebesgue measure, 
(ii) 4 is the identity on y = 0, 
(iii) +a(~, t) = t if (y, t) E r, , i = 1 or 2, 
64 +(Y, t + 24 = My, 9, R(Y, t) + 274. 
Note that if TV is given by a two form H(y, t) dy dt with H positive and con- 
tinuous in y > 0, then the map x = g(y, t), s = t, with 
g(y, t) = l’ WI, t> 4 
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always establishes such an equivalence. The same map works for singular 
measures such as given by H(y, t) = yA, h > ---I, and, in particular, for the 
measure y dy dt which is preserved by the transformation of Section 2. 
PoincarCBirkhoffFixed Point Theorem: Let P be a homeomorphism of A, 
onto A, which satisfiesp,(y, t) - t < 0 on r, and lim inf,,, &(y, t) - t > 0. 
Assume further that there is some appropriate measure p invariant under 
P and P is periodic in the above sense. Then P maps some point into 
itself. 
Since p is appropriate, there exists a continuous map 4, q5(AJ = B, , for 
which 4*(p) is the Lebesgue measure. The map 4 0 P 0 v-l satisfies the same 
conditions with respect to B, and B, that P satisfies with respect to A, and A, . 
Further, this induced map has a fixed point only if P does. So it suffices to 
prove the theorem in the case where TV is the Lebesgue measure. 
One definitely must restrict the class of measures; for the map y, t + Cy, 
t + s(y) with C a constant not equal to 1 and s(y) chosen to provide a twist 
preserves y-l dy dt and clearly has no fixed points. 
Our assumptions on P and A, are such that P takes I’, onto I’, and 
lim,,,p,(y, t) = 0. We slightly modify the proof in [2] which requires 
continuity up toy = 0 and assumes the top boundary is of the form y = y(t), 
by sketching a proof for the case of an infinite twist, i.e., lim,,,p,(y, t) = co. 
See [2] for any omitted details. 
Consider a simple curve r with one endpoint on each of the two components 
of the boundary of A, but otherwise completely contained in the interior of 
A, . Define the index i(P, I’) as follows. For each point x = (y, t) E r, 
except that on y = 0, let e(x) be the angle between the t axis and the line 
connecting x and P(x). The angle 0 is defined up to multiples of 2~. Fix this 
multiple and extend the definition to the line y = 0 by setting o(0, t) = 0; 
then take o to vary continuously along I’. 
The index i(P, r) is the total change in 0 as x traces out r, i.e., i(P, r) = 
sdB(x), the integral taken over x E l? This index is well defined as long as r 
avoids any fixed points of P and is equal, modulo 2rr, to the difference of 6’ 
at the endpoints of r. Because of our twist conditions i(P, r) = a, + 2Np 
with r/2 < a, < 3~12 and Nr some integer determined solely by the curve r. 
We may define i(P-l, P(r)), th e index of the infinite curve P(r) with respect 
to the map P-‘, by first considering curves r, which coincide with P(r) 
outside of the strip 0 < y < l/n and which are vertical in this strip. From the 
definition of i(P, r) it follows that lim,,, i(P-1, r,) exists and is equal to 
i(P, r). Define this limit to be i(P-1, P(r)). For any normalization of 0 on 
y = 0, i(P-l, p(r)) = a2 - rr + 2N,7r with 1 a, / < r/2, where Nz is some 
determined integer. However, as we soon show, if P has no fixed points 
anywhere in A,, we can explicitly evaluate the indices and we find that 
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N1 = Ns =I 0. This contradicts i(P, r) = i(P-1, P(f)) and proves that P 
must have a fixed point. We then show how to find a second fixed point. 
Given any small E we construct an approximation P, of P as follows. Choose 
a preliminary map FE with the following properties. 
(I) Fe agrees with P on A, n {(y, t)ly 3 42). 
(2) PC is a homeomorphism of x1 onto &, . 
(3) PC has a large twist on ((y, t)i 0 < y < E), and thus, for x in this 
set, the line containing x and F<(X) makes a small angle with the t axis. 
Now let T, be the translation T,(y, t> = (y + E, t). Finally, set P, = 
T, 0 FE . Note P, is fixed point free if P is. It is clear that lim,,, i(Pe , I’) = 
i(P, r). Given a curve y let 01 be the angle determined by the top endpoint of 
y and its image under P, , while p is the same for the bottom endpoint. Thus 
i(Pc, y) = 01 - /3 + 2N7r where the integer N depends on E and y. We may 
take 7r/2 < (Y < 3a/2, and ,B is of the same order as 6. In order to compute 
z(Pt , r), we first construct a simple curve yE that is mapped into itself by 
P, , Precisely, yE is a curve in Rz and PJy, n A,) = ye n P,(A,). Let us 
defer the construction of yC for a moment. For such a yC we claim i(Pt , yJ = 
a: - & i.e., N = 0. The proof is as follows. We have a curve y in the y, t 
plane (we are dropping the subscript E) which we take to be parametrized 
by a variable t E [O, c], some c > 1. We have a continuous map s(f) mapping 
of [0, I] into [& , c], coming from the fact that PC maps y into itself, and we 
are interested in the angle 19(t) between the t-axis and the line containing 
both r(5) and ~($3). N ormalize this angle by taking e(O) = fi; then 8(l) = 
ol -+ 2Nr, and we are trying to show N = 0. For the case we are interested 
in, s(E) > 5‘. Hence, the angle t?(E) is well defined and continuous as long as 
y is simple. Let y be any other simple curve not necessarily even in the domain 
of Pe parametrized by [ E [0, C] which coincides with y for the points E = 0, 
4, , 1, and c. Using the same function ~(6) we define the analogous angle 
a([). Note 6(O) = 8(O) (mod 2 m and 8(l) = S(l) (mod 27r). Let us again )
normalize 6 by setting e”(0) = /3. N ow let Y,, be any homotopy of y through 
such curves $7. We now have functions 0(%, h) such that 8(0, h) = @, 0( I, X) = 
a: -+ 2~iV, where N may depend upon X. However, B is clearly continuous in 
h and so N is a constant. We see that N is zero by taking y into the curve that 
agrees with y on the four points and is linear between these points. Since 
i(Pe , yeyE) = 8(l) - e(O) we have just shown i(Pt , ye) = DI - ,B. Note that we 
did not really need that y was simple, but only that any “loops” had small 
length in comparison with s(f) - 6. 
Now choose any homotopy y(l) from yC to r through simple curves with 
endpoints on each boundary. Along this homotopy, i(P6 , yl> changes con- 
tinuously. Here we are using the assumption that P, has no fixed points. 
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Always 42 < m(Z) < 3~/2, /3(I) = O(E) and ;(Pc, rr) = ~(2) - /3(Z) + 2N7r. 
N depends continuously on 1, but for 1 = 0, one has y(Z) = yE, and so, 
N = 0 when I = 0. Hence, N is identically zero and i(P< , r) = 01 - /3. 
Letting E go to zero we see i(P, r) = lim i (PC , r) = lim 01 - lim @ = a, , 
and so, Nr = 0. In the same way, we consider T, 0 (P-1) and curves r, and 
establish N, = 0. As we have pointed out, this yields a contradiction. 
All that is left is the construction of some simple curve which is mapped 
into itself by P, . Assume PC is continuously extended to a neighborhood of 
the boundary of A. Let I be the subset of A1 defined by 
I = {(y, f)l 0 < y e + 
Define a sequence of subsets of R2, I, , I1 , I, ,..., by 1s = I and I, = P,(I,+J, 
assuming the right-hand side is defined. These sets are disjoint within A, 
We claim some I, leave A, (necessarily through the top boundary r,). Recall 
that P preserves some appropriate measure TV that without loss of generality 
may be taken to be Lebesgue measure. Using the periodicity we may think of 
p(A,) and ~(1~) as being finite. Since P, differs from P on A, n {(y, t)l y > 42) 
only by the translation T, , P, also preserves the measure on this set, and so, 
P(L) > PXY, f)l 42 d Y G 4 = en. Thus, we cannot have Ij C Jr for all j. 
Let L+l be the first subset which contains a point plz+r not also in A, . Con- 
sider the unique sequence p, , p, ,..., p, , p,,, with P,( pi) = P,+~ . So y = 0 
at p, . Let y0 be the line from p, to p, and yj+i = PJy,). The curve given by 
WY=,, ‘~j is clearly mapped into u~~rl yi . Set ye = uyzi yi . If we now restrict 
P, to A1 then PJy, r\ J1) C yE , and so, yE is mapped into itself. Further, yF 
is simple since P, is one-to-one. This concludes the proof of the existence 
of a fixed point. A simple argument due to Poincare shows that if there is only 
one fixed point then it has even multiplicity [l, p. 3101. It apparently has not 
been noted that the above standard proof for the existence of a fixed point 
actually shows that the map must have two distinct fixed points. Thus, the 
more complicated proof of this outlined in [l] can be avoided. For simplicity, 
let us now take P continuous on the closure of the annulus. We have shown 
above that, without any assumption on the fixed point set of P, there exist 
two simple curves y and $j with i(P, y) = n, i(P-l, 7) = -n. Let r be any 
simple curve. If there exists a homotopy ys with y0 = y and yr = I’, along 
which i(P, rs) is always defined (i.e., ys avoids any possible fixed points), 
then again by continuity one gets i(P, r) = r. If there is also such a homo- 
topy ys , ‘yO = +, vi = P(r), then i(P-l, P(r)) = --7~. But, without assump- 
tions on fixed points of P, i(P, r) = i(P-l, P(r)) as long as one of these 
quantities is defined. So, to prove that P has at least two fixed points, one need 
only show that simple curves, each connecting the two components of the 
boundary of the annulus A, are homotopic in A - { p} through curves with 
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the same boundary behavior, when p is any interior point of A not on either 
curve. Thus, the following simple lemma implies that, under the hypotheses 
of the Poincar&-Birkhoff theorem, one has the existence of two distinct 
fixed points. 
Let A be the annulus ((x, y)i 1 < x2 + ya < 2) with boundary B, U B, , 
B, = ((3, y)i x2 + y2 = k). Let p be any given point in the interior of A. 
Call a curve I’z [0, I] -+ A admissible if r is continuous, r(O) E Lz, , f(l) E B, , 
and p $ I’. Note that endpoints of I’ are not fixed but only constrained to lie 
on the appropriate boundary components. 
LEMMA. Any two admissible curves are homotopic in A - {p> through a 
farn~~~ of adrn~~.b~e curves. 
Proof. A - { p} is homotopy equivalent to the space 5’ consisting of two 
circles joined by a finite line segment. That is, there exist maps 
f: A -{p>+S 
and g: S -+ A - ( p> with fo g and g 0 f homotopic to the identity map on S 
and A - { p}, respectively. One can take fo g and g 0 f equal to the identity 
on the circles in S and the boundary components of A. The image under f of 
any admissible curve is homotopic to the simple curve in S coinciding with 
the line. It follows that any two admissible curves are homotopic in A - { p} 
through a family of admissible curves. This simple proof was suggested by 
E. B. Williams. 
5. ADDENDUM 
This section was added to the original paper to discuss a question of the 
referee. The referee asked why the map of the (y, t) half-space was used 
instead of the more commonly considered map of the (x, y) plane, especially 
since the latter approach seems to eliminate the need for condition (2), and 
so gives a true analog of the results for the boundary value problem. This 
point should have been discussed in the paper. Let (b(s; U, V) be the solution 
at time s of X” +f(x, t) = 0, x(0) = u, x’(O) = V. Define the map W of the 
X, y plane with the origin deleted into itself by W(X, , ys) = $(2n; x0, ys). 
W is a homeomorphism and preserves the area dx dy. Analogs of Lemmas 2 
and 3 hold; points near the origin are rotated very Iittte, of the order of aG1, 
while points with x02 +y02 large are rotated a great deal. For these results 
we do not need (2) but only (I), (3), and (4). (Note that (3) gives xf (x, t) > 0 
near x = co.) To see that the Poincar~-Birkhoff theorem applies use polar 
coordinates to map the (Y, 0) half-plane, r > 0, onto the deleted (x, y) 
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plane. One obtains as equations for Y and 0, Y’ = Y cos 0 sin 6 - sin 0 f (r cos 0, 
t), 0’ = -sin28 - (f (r cos 0, t)/r) cos 8. Note that f (r cos 0, t)/r is bounded 
on Y > 0 as a consequence of (4). Now let W denote the induced map in 
(Y, e) space. 
Let R be the translation operator, R(Y, 0) = (Y, 0 + 2~). Pick any positive 
number c and choose N large enough so that for P = RN 0 W, P(Y,, , 0,) = 
(rl , e,), one has 0, - B,, > c, as long as 0 < r. < E. Find some large A 
for which 0r - 0, < 0 when r. = A. Let A, = {Y, 8 / 0 CT <A} and 
A, = P(A,). Note that P preserves the element of area r&d 8. Thus, the 
PoincarbBirkhoff fixed point theorem can be applied and the fixed point 
which is obtained corresponds to a periodic solution to x” + f (x, t) = 0 
with period 277 and with 2N zeros in the time interval [0, 277). 
However, the above construction assumes that each solution of the equation 
x” + f(x, t) = 0 can be continued for all time. This is known to be false 
under the weak smoothness conditions of (1) and apparently has not been 
established in general even when f (x, t) is smooth. In summary, by using the 
map of (x, y) space in place of the ( y, t) half-plane we may prove the following. 
THEOREM 1'. Let f (x, t) satisfy (l), (3), and (4). If all solutions to 
x” + f (x, t) = 0 are infinitely continuable, then this equation has an injinite 
number of distinct periodic solutions of period 2~. 
The continuability of solutions has been studied for f(x, t) of the form 
p(t) x2n+1, or more generally, p(t) f (x), where p(t) > 0. The following lemma 
generalizes this form somewhat. We no longer assume f is periodic. 
LEMMA. All solutions of x” + f (x, t) = 0 can be extended to {t 1 --oo < 
t < +co} if f satisfies 
(a) f is continuous in x and d$fewntiable (but not necessarily continuously 
so) in t, 
(b) lim sz f (6, t) d[ = CQ as / x I+ co, 
Cc) jzf&!, t) d5 -C g(t)El + f:f (E, t) @I, where g(t) is SOme locally 
integrable function. 
The proof is simple. For any solution x(t), let 
c(t) = &(x’(t))2 + j-o’(t) f (f, t) d8. 
Note that x(t) can fail to be continuable past some t, if and only if c(t) goes 
to infinity at to . But c’(t) = slft([, t) dt < g(t)[l + c(t)] and so c(t) must 
remain bounded on any finite time interval. 
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