We present the detailed modelling of line spectra emitted from galaxies at redshifts 0.2≤ z≤ 2.3. The spectra account only for a few oxygen to Hβ line ratios. The results show that [OII]3727+3729/Hβ and [OIII]5007+4959/Hβ are not sufficient to constrain the models. The data at least of an auroral line, e.g.
Introduction
Observations of line spectra emitted from galaxies at relatively high redshifts are now available (see Contini 2013b , hereafter Paper I, and references therein). Metallicities, in terms of the relative abundance of the heavy elements to H, have been calculated by a detailed modelling of the line ratios, providing some information about galaxy evolution, star formation rates, luminosities etc.
The spectra are relatively poor in number of lines at high z because only the strongest ones are observable. The modelling procedure, therefore, becomes problematic regarding model degeneracy.
Line ratios corresponding to different elements in a spectrum depend on the physical parameters and on the relative abundances of the elements. The O/H ratio shows generally the highest relative abundance compared with that of the other heavy elements whose lines are observed in the UV-optical -IR frequency range. Different solar O/H are reported by Asplund et al (2009) , Allen (1976) and Anders & Grevesse (1989) , namely, O/H=4.9 10 −4 , 6.6 10 −4 and 8.5 10 −4 , respectively. Table 1 shows that Allen (1976) relative abundance values range between the two more recent results. Therefore, we will refer to Allen (1976) . Yet, the relative abundances are calculated consistently for each spectrum. So the values which appear in Table 1 are important only as references for discussions.
Line ratios from the same element in different ionization stages e.g.
[OIII]5007+/[OII]3727+ (the + indicates that the λλ5007,4959 and λλ3727,3729 doublets are summed up), constrain the physical parameters such as the photoionization flux reaching the gas, the temperature of the line emitting gas, etc . The oxygen line ratios to Hβ constrain the O/H relative abundance. So the "direct" or T e method (Seaton 1975 , Pagel et al. 1992 is used to obtain O/H from the observed oxygen to Hβ line ratios. By this method, the ranges of the gas physical conditions are chosen among those most suitable to the observed line ratios, e.g. the temperature is calculated from [OIII]5007+/[OIII] 4363, the temperature and the density ranges are constrained by [OII] 3727+/Hβ considering, in particular, that the critical density for collisional deexcitation of [OII] is < 3000 cm −3 . The density is constrained also by [SII] λ6717/λ6731 line ratio, when observed.
In Paper I we have modelled the spectra of galaxies at redshifts between 0.001 and 3.4, on the basis of at least hydrogen, oxygen and nitrogen lines. We have adopted a composed model which accounts for the photoionization and for shocks.
In the present paper we deal with spectra showing a few oxygen line ratios to Hβ , i.e. the [OIII] 5007+4959/Hβ , [OIII] 4363/Hβ and [OII]3727+/Hβ observation data reported by Kakazu et al (2007) for a sample of ultrastrong emission line galaxies at z∼1 and the [OIII] 5007+4959/Hβ and [OII]3727+/Hβ observation data reported by Xia et al. (2012) for a sample of faint galaxies at 0.6≤ z ≤ 2.4. Moreover, we have added a subsample of the stacking spectra of emission line galaxies at 1.3≤ z≤2.3 reported by Henry et al (2013) . The stacking method is justified by the increasing number of data observed in the different galaxy samples.
Our aim is to discuss modelling degeneracy. We would like to find out the smallest set of oxygen line ratios to Hβ suitable to constrain the O/H relative abundance. Moreover, we will compare the O/H results calculated by detailed modelling with those obtained by the other methods, e.g. the direct method and the metallicity calibrators (Perez-Montero & Diaz 2005 and references therein).
We will model the spectra, even those showing a few lines, by the method adopted for the spectra rich in number of lines (Paper I and references therein). Namely, the gas is ionized and heated by the black body radiation flux from the stars in the case of a starburst (SB) galaxy or by a power-law radiation flux from the active nucleus in active galactic nuclei (AGN).
It was found that galaxies at a relatively high z are the product of merging, therefore a shock dominated regime is assumed leading to compression and heating of the emitting gas downstream of the shock front. Collisional ionization and heating prevail on the radiation processes at relatively high shock velocities.
When the observed line spectrum of a galaxy contains a few hydrogen lines, oxygen lines from no more than two ionization stages, while the lines from the other elements are missing, the results of the calculation process can confront degeneracy. This refers at least to the abundances of the elements that are relatively strong coolants, whose lines are not seen. Carbon lines are not available in the optical range. Neon is hardly included into dust grains and molecules due to its atomic structure, therefore neon could be useful to investigate the evolution of the heavy elements with z, but its lines are weak. Even if Ne/H ≥ N/H, we will consider nitrogen as the second important heavy element because the N lines (e.g. [NII] 6584, 6548) observed from luminous galaxies at redshifts as high as z≤3.5 (Paper I) are relatively strong.
We will check this issue by the detailed modelling of the Kakazu et al (2007) sample of ultrastrong line emission galaxies and the Xia et al. (2012) faint galaxy sample.
In this paper we will first model the spectra adopting a solar N/H and discuss degeneracy by reducing the N/H relative abundance. In fact, the results obtained in Paper I dealing with spectra rich enough in number of lines, show that N/H splits from ≥ 10 −4 to < 10 −5 at redshifts in the 0.2≤ z ≤ 1 range. The observed spectra are relatively poor because many significant lines are missing (e.g. [NeIII] (Fig. 1) indicates that the distribution of the data follows the ionization parameter rather than the O/H relative abundance, with some scattering due to the different physical conditions in the different objects.
To constrain the models by a first choice of the physical parameters, we have used the grids (Contini & Viegas 2001a,b) calculated previously by the SUMA code for SBs and AGNs. Then, we have refined the models in order to reproduce the observed line ratios.
In Sect. 2 the modelling method is presented. In Sect. 3 the Kakazu et al. (2007) sample is modelled. In Sect. 4 we deal with the Xia et al. (2012) spectra. The results of Henry et al (2013) sample galaxies appear in Sect. 5. Discussion and concluding remarks follow in Sect. 6.
Modelling method

Input parameters
The code suma 1 is adopted for the calculation of the spectra, because it simulates the physical conditions in an emitting gaseous 1 http://wise-obs.tau.ac.il/∼marcel/suma/index.htm cloud under the coupled effect of photoionization from an external radiation source and shocks. The line and continuum emissions from the gas are calculated consistently with dustreprocessed radiation in a plane-parallel geometry (see Contini et al 2009 and references therein for a detailed description of the code). The input parameters are : the shock velocity V s , the preshock density n 0 , the preshock magnetic filed B 0 , which depend on the shock.
The ionization parameter U and the effective star temperature T * define the ionization flux for starburst galaxies. A pure black body radiation referring to T * is a poor approximation for a starburst, even adopting a dominant spectral type (cf. Rigby & Rieke 2004) . However, the line ratios which are used to indicate T * also depend on metallicity, electron temperature, density, ionization parameter, the morphology of the ionized clouds and, in particular, they depend on the hydrodynamical field.
The input parameter that represents the radiation field in AGNs is the power-law flux from the active nucleus F in number of photons cm −2 s −1 eV −1 at the Lyman limit. The spectral indices are α UV =-1.5 and α X =-0.7.
A magnetic field of 10 −4 gauss is adopted for all the models. Moreover the relative abundances of the elements (He, C, N, O, Ne, Mg, Si, S, A, Cl, Fe) to H and the geometrical thickness of the emitting clouds D are important factors.
The dust-to-gas (d/g) ratio is also an input parameter. It regards in particular the infrared frequency range of the continuum spectral energy distribution (SED), affecting the dust reprocessed radiation peak. The higher the intensity peak relative to the gas bremsstrahlung, the higher the d/g ratio is. Moreover, a high d/g can reduce a non radiative to a radiative shock (Contini 2004a) by mutual heating and cooling of dust and gas. We have no data for the continuum SED in the frequency range characteristic of the dust reradiation peak for the galaxies in the present samples, therefore we cannot determine exactly the d/g ratio. We adopted an average d/g=0.003 which is valid for starbursts.
The ranges of the input parameters are chosen with the following criteria. When the FWHM of the line profiles are not reported by the observations, we obtain a first hint about the 14. shock velocity from the grids of models calculated for AGN and SB (Contini & Viegas 2001a,b) . V s affects in particular the [OII] 3727+3729/Hβ line ratio. The density of the emitting gas could be deduced from the [SII]λ6717/λ6731 line ratios, when these lines are observed, because the [OII] doublet λλ3727,3729 lines in galaxy spectra are generally blended. The temperature of the starburst and the ionization parameter are determined directly from the fit of the line ratios, in particular [OIII]5007+4959/Hβ and HeII/Hβ . The geometrical thickness of the clouds (D) is a crucial parameter that can hardly be deduced from the observations. Indeed, in the turbulent regime created by shocks, RayleighTaylor and Kelvin-Helmholtz instabilities cause fragmentation of matter that leads to clouds with very different geometrical thickness coexisting in the same region.
Modelling steps
The main differences between the direct method and the modelling by the code are described in the following.
The direct method derives from the oxygen lines (e.g. [OIII]5007 and [OII]3727) the physical conditions of the gas, in order to calculate the element abundances. The temperature of the emitting gas is obtained by considering the auroral line [OIII] 4363. In brief, the direct method refers to the temperatures and densities most appropriated to the observed line ratios.
By the code, the temperatures and the densities and the fractional abundances of the ions that lead to specific line ratios, are all consistently calculated adopting a source of photoionization and heating of the gas (e.g. an SB or an AGN and/or shocks) throughout a cloud with certain characteristics. Moreover, the line intensities are all contemporarily calculated integrating throughout the cloud, which is cut in a certain number of slabs up to a maximum of 300.
The contribution of gas slabs in different conditions is the main cause of the different relative abundances calculated by the direct method and by modelling. In fact, the line intensity increment corresponding to a certain ion calculated by the model, can be low in regions where the gas conditions are less adapted. The contribution of these regions to the integration process leads to a weaker line. Therefore, to reproduce the observed line ratio to Hβ , a relative abundance higher than that used by the direct method is adopted.
Very schematically, by modelling : 1) we adopt an initial input parameter set on the basis of the galaxy observations;
2) calculate the density in the slab of gas downstream from the compression equation;
3) calculate the fractional abundances of the ions from each level for each element; 4) calculate line emission, free-free and free -bound emission; 5) recalculate the temperature of the gas in the slab by thermal balancing or the enthalpy equation; 6) calculate the optical depth of the slab and the primary and secondary fluxes; 7) adopt the parameters found in slab i as initial conditions for slab i+1. 8) Integrating on the contribution of the line intensities calculated in each slab, we obtain the absolute fluxes of each of the lines, calculated at the nebula (the same for bremsstrahlung). 9) We then calculate the line ratios to a certain line (in the present case Hβ ) 10) and compare them with the observed line ratios. The observed data have errors, both random and systematic. Models are generally allowed to reproduce the data within a factor of 2. This leads to input parameter ranges of a few per cent. The uncertainty in the calculation results (within 10 %) derives from the use of many atomic parameters, such as recombination coefficients, collision strengths etc., which are continuously updated. Moreover, the precision of the integrations depends on the computer efficiency.
Notice that the profiles of the ions follow the profiles of the physical parameters throughout a cloud (as can be seen in Figs. 2 and 3) , therefore each line ratio corresponds to a series of temperatures and densities of the emitting gas.
If the calculated spectrum does not fit the data, the calculations are restarted changing the input parameters. We generally make a grid of models which is completed when the modelling results reproduce satisfactorily the data. The role of the grid consists in showing which of the parameters are critical to the various line ratios. By changing the input parameters (crosschecking all the line ratios for each model) the set which reproduces the data can be selected.
The grid is calculated by the following steps : First we study in details all the characteristics of the galaxy in order to provide a first guess of the input parameters. Then, we consider the highest line ratio (generally, [OIII] 5007/Hβ ) and we test which of the input parameters is the key to fit the [OIII]/Hβ line ratio. We try to reproduce [OII]/Hβ and [NII/Hβ changing the physical parameters. By cross-checking the [OIII]/Hβ ratio, all the process will be restarted many times until a fine tune of all the lines is achieved. If some line ratios are not fitted, whichever the set of the physical parameters, we change the relative abundances until all the data are reproduced within about 20% for the strong lines and 50% for the weak lines.
Relevant issues
From the modelling point of view, once the physical conditions of the emitting gas and the photoionizing flux type and intensity are determined by the appropriated line ratios, the geometrical thickness of the cloud is deduced from the ratio between relatively high and low ionization level lines. In fact, larger clouds will contain a larger volume of gas at a relatively low temperature, leading to stronger low ionization level lines. The choice of D, within the range of the observational evidence, is then constrained by the best fit of different line ratios. The clouds are matter-bound or radiation-bound depending on the geometrical thickness as well as on F, U and V s .
The coupled effect of radiation and shock determines the electron temperature T e and electron density n e of the gas and the fractional abundances I i /I of the ions corresponding to the line spectra. T e , n e and I i /I depend on the mutual heating (by radiation and by collision) and cooling (by recombination) throughout the gaseous clouds. Therefore, the emitting gas, even if it is described by a single model referring to one set of initial physical parameters and element abundances, does not show uniform conditions. For instance, the temperatures of the emitting gas range between T max (K) ∼ 1.45 10 5 (V s / [100 km s −1 ]) 2 in the downstream region close to the shock front and T min < 10 3 K corresponding to the low ionization level and neutral gas. The gas cools down and recombines. The cooling rate depends on freefree, free-bound radiation and line emission. The line emission term accounts for the gas composition, i.e. for the abundances of all the elements composing the gas, even for those elements whose lines are not observed. The higher the element abundances, the higher the energy loss rates of the gas by line emission. The gradient of the temperature drop downstream close or far from the shock front depends on V s , n 0 and on the abundances of the elements. So a different O/H leads to different line ratios in general and to different oxygen to Hβ line ratios, in particular.
When the gas clouds are ejected from the starburst, the shock front corresponds to the external edge of the cloud and the photoionizing (primary) flux from the stars reaches the opposite edge. The line intensities are emitted from the region downstream of the shock front, from the internal region of the cloud and from the region facing the stars. These regions are bridged by the secondary diffuse radiation flux which is calculated as well as the primary flux by radiation transfer throughout the nebula. When the cloud is geometrical thin and the primary flux is The cross-checking process sometimes ends with unpredictable results for O/H and the line ratios will be better reproduced by focusing on the physical parameters.
The calculation of even a single line flux needs all the physical and chemical parameters which appear for each model.
The absolute line fluxes referring to the ionization level i of element K are calculated by the term n K (i) which represents the density of the ion X(i). We consider that n K (i) = X(i)[K/H]n H , where X(i) is the fractional abundance of the ion i calculated by the ionization equations, [K/H] is the relative abundance of the element K to H and n H is the density of H (by number cm −3 ). So the abundances of the elements are given relative to H as input parameters. In models including the shock, compression (n H /n 0 ) downstream is calculated by the Rankine-Hugoniot equations for the conservation of mass, momentum and energy throughout the shock front.
In this paper, we discuss the modelling of a galaxy on the basis of the We refer to the spectra from the objects selected by Kakazu et al and presented in their tables 4 and 5. The observed (reddening corrected) line ratios to Hβ =1 are reported in Table 2 in the rows showing the ID number of the galaxy. In the next rows the calculated line ratios are given. We have used the models referring to the starburst because the single galaxy luminosities are most probably due to the starbursts and the SFR is rather high at redshifts ∼ 0.6-0.8 corresponding to the observed spectra (Kakazu et al 2007) . In our sample we neglect the galaxies where [OII] 3727+ /Hβ are missing or are indicated as upper limits. In Table 2 the redshift is reported in column 2 and the line ratios appear in columns 3, 4 and 5.
The errors in the observational data include uncertainties in the extinction and the gaussian fit to the line profiles. The underlying stellar population affects the continuum SED. Then, the relative intensity of the different lines will be affected when subtracting the underlying continuum with different precision. This yields another source of uncertainty in the results.
The errors in the calculation results depend on the uncertainties of the various coefficients and cross sections and on the physical processes included in the models.
In Table 2 columns 6-12 the input parameters which yield the best fit to the data follow. In column 12 the absolute Hβ flux in erg cm −2 s −1 calculated at the nebula is presented. A large gap (by a factor of ∼ 10 14 ) between the calculated and observed Hβ (∼ 10 −17 erg cm −2 s −1 , Kakazu et al, fig. 7 ) can be noticed because Hβ is observed at Earth but calculated at the cloud. The gap depends on the square ratio of the distance of the emitting cloud from the hot radiation source and the distance of the galaxy to Earth.
The results presented in Table 2 show that 1) the ionization parameter is relatively high in the NB816 galaxies with ID=76 and 195, indicating that these objects are relatively compact, namely, the emitting clouds are close to the radiation source and/or that the radiation flux reaches the emitting cloud undisturbed by dusty and gaseous clumps in the interstellar medium. For the NB912 galaxy sample at higher z (except ID 60 at z=0.393 in the bottom rows) the corresponding ionization parameters are lower.
2) The temperature of the stars in average is similar to that calculated for SB galaxies in the same z range (Paper I). The shock velocities are in the norm, and the preshock densities range between 70 and 200 cm −3 . Relatively low T * , low n 0 and a high U may suggest an old age for these galaxies.
3) The O/H relative abundances are solar in nearly all the objects with minima of half and 0.3 solar in NB912 ID= 195 and 9, respectively. They result from model calculations.
The O/H calculated by Kakazu et al by the direct method are lower than solar. In fact, the lack of data did not permit an accurate evaluation of the gas physical conditions. Let us try to obtain an acceptable fit to the observed line ratios adopting a model with a lower O/H. We focus on the galaxy ID 270 from the NB912 sample. The observed line ratios are [ To better understand the line ratios emitted from the ID 270 galaxy we present in Figs. 2 and 3 the distribution of the electron temperature , the electron density and of the fractional abundance of the oxygen ions and of H + /H throughout a cloud moving outwards from the SB. The emitting cloud is divided into two halves represented by the left and right diagrams. The left diagrams show the region close to the shock front and the distance from the shock front on the X-axis scale is logarithmic. The right diagrams show the conditions downstream far from the shock front, close to the edge reached by the photoionization flux which is opposite to the shock front. The distance from the illuminated edge is given by a reverse logarithmic X-axis scale. In Fig. 2 the results refer to the model reported in Table 2 , while in Fig. 3 the results refer to the model calculated by a relatively low O/H (1.8 10 −4 ). Fig. 2 shows that the high temperature of the gas downstream (> 10 5 K) depends on the shock velocity. The temperature is ∼ 10 4 K close to the cloud edge heated and ionized by the radiation flux from the star. The O 2+ and the H + ions dominate a large region of the clouds. The [OIII]4363/[OIII]5007 line ratio is higher in the model calculated by a higher V s because the temperature is high in a large zone of the cloud downstream. Xia et al (2012) presented the spectra of faint galaxies at 0.6<z<2.4 observed by Advanced Camera for Surveys (ACS) on the Hubble Space Telescope (HST) and in the near-infrared using Wide-Field Camera 3. Xia et al data come from low resolution (R∼ 100) grism spectroscopy in which even the Hβ - [OIII] lines are heavily blended. The line flux uncertainties are shown in The spectra presented by Xia et al show the minimum number of lines which can yield reliable results. In fact, we have run a grid of many models (∼ 30) for each spectrum before selecting the line ratios best fitting the data.
The line ratios from the Xia et al (2012) galaxy sample
The results for the whole sample show rather low T * (< 3 10 4 K) and U ranging throughout four orders. The shock velocities and the preshock densities are in the ranges calculated for the Kakazu et al sample (Fig. 4) , lower than those for SB and AGN which are shown in Fig. 5 . Actually in Fig. 5 we report the results presented in Paper I. The O/H relative abundances are about solar at 0.696 ≤ z ≤ 1.745, 0.3 solar for galaxies at 0.602 and 0.642 and increase to ∼ 0.7 solar at z>2.
We have chosen the spectrum observed from the galaxy ID 195 ( (Table 2 ). So they are both reasonable. In their paper, Xia et al. (2012) mention the weakness of the [OIII] 4363 line in the observed spectra. This information can be used to constrain the results, and it may indicate that the model calculated with a higher O/H (as that presented in Table 4 ) is more reliable. Henry et al (2013) report mass-metallicity relation for log (M/M ⊙ ) between 8 and 10 calculated by stacking spectra of 83 emission-line galaxies with redshifts 1.3 ≤ z ≤ 2.3. In their table 1 they present line ratio observations for four stacked galaxies at 1.74≤z≤ 1.82, covering the ([OII]3727+3729 + [OIII]5007+4959)/Hβ line ratios which are adapted to the metallicity diagnostic (Pagel et al.1979) . In fact, Henry et al used the metallicity calibrator method. The sample is taken from Hubble Space Telescope Wide Field Camera 3 grism observations. We expand our investigation on the O/H relative abundances calculated for galaxies on the basis of the [OII]/Hβ and [OIII]/Hβ lines including the Henry et al. (2013, table 1) observations. The spectra are not specific to single galaxies and must be considered as averages within small ranges. We refer to the reddening corrected data. Anyhow, the differences between the corrected and not corrected line ratios are within the observed errors.
Modelling the sample by Henry et al (2013)
In Table 5 The data for each group of galaxies are followed by the calculation results in the next two rows, one referring to models calculated for the SB and the next for the AGN. In fact, Henry et al mention an eventual contribution to the SB of AGN spectra. Notice that the data refer to averaged spectra for a group of heterogeneous galaxies therefore the results of modelling should be considered only as approximations. The input parameters 6 6.7e-4 - * The 3 σ upper limit of the Hβ line is used for galaxies with S/N < 3. --9 6.0 1 10 10 photons cm −2 s −1 eV −1 at the Lyman limit adopted by the models are presented in the last 7 columns of Table 5 .
The results show that the O/H referring to the ID= 1 spectrum calculated by the AGN is 4.10 −4 . All the other galaxies show solar O/H = 6.0 -6.6 10 −4 (Allen et al 1976) . Moreover, regarding the starburst, the star temperatures are ≥ 5.6 10 4 K. The radiation flux from the AGN components are similar to the lower limit of F for AGN but higher than the low luminosity AGNs fluxes (e.g. Contini 2004b).
Discussion and concluding remarks
The spectra observed from the galaxies presented by Kakazu et al. and by Xia et al. surveys are employed to calculate the physical conditions of the emitting gas by a detailed modelling of ultrastrong emitting line galaxies and faint galaxies, respectively, at intermediate redshifts. Moreover, we have modelled the spectra presented by Henry et al which were obtained from the stacking of 85 luminous galaxies.
The results of the most significant parameters are shown in Fig. 4 . The O/H ratios are shown in units of 10 −4 and T e in units of 10 4 K. All the results presented in Tables 2, 4 and 5 are compared with those calculated for a much larger sample of galaxies in Fig. 5 .
We have investigated whether the line ratio modelling results are constrained by the number and type of the observed lines, in terms of degeneracy. We have discussed, in particular, the Xia et al sample which do not show line ratios other than [OIII]5007+/Hβ and [OII]3727+/Hβ . The models are hardly constrained. To investigate the results found in Sect. 3 about the leading role of the [OIII] 4363 /Hβ line ratio, we presented the following test. A first grid of models was run adopting O/H ratios as close to solar (Allen 1976) as those adopted to fit the sample of galaxies which appear in Paper I and in the Kakazu et al. sample. The O/H relative abundances were readjusted in order to best fit the data in tune with the other input parameters. The results appear in Table 4 
Results for different N/H
Let us now investigate the role of the abundances of elements different from oxygen. Actually, the Kakazu et al and Xia et al samples were chosen by our investigation because, due to the observing difficulties at those z, the lines corresponding to heavy elements, other than oxygen, were not reported. Those lines are generally weaker than the oxygen ones, and/or they cannot be easily deblended. Nevertheless, the gas is generally composed by the most prominent elements. We have used in the present models Allen (1976) Tables 2, 4 and 5 follow the trend found for different types of galaxies (Fig. 5, left middle diagram) .
Changing the abundance of one of the heavy elements relative to H, in particular for strong coolants e.g. O, N, etc, the results of the emitted line ratios would change. In fact, the relative abundance of each element affects not only the line intensity but also the cooling rate of the gas in the recombination zone.
Let us investigate whether our models which adopt solar abundances for the elements corresponding to unobserved lines lead to trustful results. This is a critical test which could invalidate most of the results presented in this paper. In Paper I we have obtained by modelling the spectra reliable N/H and O/H for each galaxy. The N/H versus O/H relative abundances are shown in Fig. 6 . Even with a large scattering, the data show that there is an increasing trend of N/H with O/H. So in order to investigate degeneracy which may result by changing the N/H input in a spectrum, we have run models with N/H lower than solar for galaxies which show a relatively low O/H.
We report in Table 6 the oxygen line ratios observed and calculated for two galaxies : ID 9 (NB912) from the Kakazu et al sample and ID 339 from the Xia et al sample. Both refer to a relatively low O/H (Tables 2 and 4). Table 6 shows that the N/H relative abundance does not affect the results as much as to imply a new set of the other input parameters. The observational error is < 10% for most of the lines. On the other hand, changing the parameters such as n 0 , V s , and/or F can lead to strong differences in the (oxygen) line ratios (see Contini & Viegas 2001a,b) . Therefore, the results of the present work are safe concerning the physical conditions and the O/H relative abundance.
As confirmed by Fig. 6 , different N/H can correspond to the solar O/H for many galaxies. The different N and O trends can be understood following Edmunds & Pagel (1978) , namely, by the distinction between 'primary' elements such as oxygen and the 'secondary' ones. Nitrogen is a secondary element contaminated, however, by a non negligible primary component. Edmunds & Pagel suggest that although oxygen is instantaneously recycled by the supernova synthesis, nitrogen could be released by longer-lived stars and hence will appear in the ISM with a delay.
In other words, the scattering of the N/O abundances at a relatively constant O/H which appears at z≤ 0.1 can be explained −4 -6.6 10 −4 . Actually, the physical parameters adopted by Kakazu et al and Xia et al. to characterize the emitting gas are different from those determined by the best fit of the line ratios in the present paper, e.g. Kakazu et al fixed the electron density to n e =100 cm −3 , because the line ratios, which depend directly on the density, were not observed. In our models n e ranges between ∼ 600 and > 1000 cm −3 due to compression (Fig. 2) and recombination downstream.
Moreover, Figs. 4 shows that SB star temperatures calculated for the Henry et al sample are higher than those calculated from the Xia et al sample and higher than those calculated for a large sample of galaxies in Fig. 5 . The ionization parameters calculated for these stacked spectra are lower than those calculated for the Xia et al sample, but they are consistently located throughout the large sample presented in Fig. 5 .
Figs. 7 and 8 show that a large gap appears between the O/H results obtained by the direct method (and that of Yin et al 2007) and those obtained by detailed calculations, however, the trend of O/H with z is roughly similar for our results and those of Xia et al for galaxies at z≥ 1.
The large gap between our O/H results and those obtained by the direct method or by empirical calibrators has been explained in Sect. 2. Namely, the line intensities are calculated throughout a cloud integrating on regions showing different T e , n e and, consequently, different fractional abundances of the ions. Regions corresponding to relatively low T e contribute mostly to low ionization level lines, while a high T e contributes to relatively high ionization level lines. So the final [OIII] and [OII] line calculated intensities will be lower than those calculated adopting the optimum T e and n e . To reproduce the observed [OIII]/Hβ line ratios a higher O/H is then needed by the model. Concluding, the relative O/H abundances calculated by the direct method by Kakazu et al (2007) and empirical methods by Xia et al. (2012) and Henry et al. (2013) are lower limits because they adopted physical conditions in the emitting nebulae different from those consistently calculated by the detailed modelling. The relatively high O/H ratios calculated in this paper reduce the low-metallicity character of galaxies at higher z. Moreover, Figs. 4, 5 and 8 confirm that the critical redshift for the scattering of metallicity started at z ≤ 1.
Finally, in this paper which deals with the modelling of relatively high redshift galaxies on the basis of [OIII] Red circles represent SB galaxies (Viegas et al. 1999 , Contini 2013a , Ramos Almeida et al 2013 , Capetti et al 2013 , Winter et al. 2010 ; red circles encircling a x refer to the SBs in the optically faint ULIRGs (Brand et al. 2007 ); red triangles : SB galaxies in the LINER sample (Contini 1997) ; red dots : HII regions in star forming galaxies galaxies (Kobulnicky & Zaritsky 1999) ; red hexagram : ULIRG in QSO 2222-0964 (Krogager et al. 2013) ; black asterisks : the AGNs (Ramos Almeida et al. 2013 , Contini 2013a , Schirmer et al. 2013 , Winter et al. 2010 ; black squares refer to the optically faint ULIRGs (Brand et al. 2007 ); blue filled triangles : the AGNs belonging to the LINER sample (Contini 1997 
