Abstract-The next generation of mobile networks, namely 5G, together with the Internet of Things (IoT) come with a large number of delay sensitive services. To meet their requirements, cloud services are migrating to the edge of the networks to reduce latency. The notion of fog computing, where the edge plays an active role in the execution of services, comes to meet the needs for the stringent requirements. Thus, it becomes of a high importance to address the problem of mapping services' demands to infrastructure resources supply. This work addresses it taking into account the randomness of resource availability in a fog infrastructure. We introduce an integer optimization formulation to minimize the total cost under a guarantee of service execution despite the uncertainty of resources availability. Our results illustrate the effect of various system parameters, such as the diversity of the infrastructure server set, the availability of different infrastructure servers in the set, and the probability of service completion required by each service.
I. INTRODUCTION
Driven primarily by requirements of the Internet of Things (IoT), fog networking has been introduced as an architecture running services at the edge of the network [1] . Fog can enhance distributed computing, management, control, storage and networking by providing such services at the edge of the network [2] . Comparing fog against the cloud we find different key features that can be categorized into three main parts as Storage, Computation and Network Communication and Management. Any operating system is highly dependent on data handling and processing. In this respect, applications either have their own capability for storing data or utilize a remote resource upon request. Fog can introduce temporary storage at the edge of network to localize the file storage management. Fog Radio Access Network (F-RAN) architecture has been introduced to alleviate merging existing technologies and combining the benefits of both edge and cloud processing [3] .
Fog is still a relatively young term with different definitions, architectures and scopes. Even the term fog networking is often interchangeable with fog computing. Fog computing is defined as a very large number of interconnected heterogeneous and decentralized devices that have the ability to communicate and cooperate with each other and the existing network to facilitate performing tasks without the intervention of third parties [4] . Recently, a large and extensive body of work have investigated the major limitations of fog computing spanning from design and orchestration [5] to defining architecture and framework deployment [6] .
Similar definitions to fog exist in the current literature such as Mobile Edge Computing (MEC) and Mobile Cloud Computing (MCC). The former is designed to bring computational power to the edge and closer to the user [7] , whereas the latter is aimed at completing the task at a remote place compared to where the request originates [8] .
The potential mobility of the fog networking elements is highly relevant, since user mobile devices have considerable computing and storing capabilities. Pertaining mobility to network elements can increase the uncertainty or reduce reliability in their role as service providers, increasing the importance of investigating the effect of this phenomenon on the users' Quality of Service (QoS). At the same time, the heterogeneity of the servers in a fog infrastructure gives rise to a host of issues that are still not well investigated.
A. Related work
For many years, the research on cloud networks often viewed its architecture as a whole, i.e. emphasizing on the resource and the user end, neglecting the interconnectivity among these ends [9] . Moving towards fog, the focus is being shifted into the potential dormant resources in the interconnected elements that facilitate the connectivity between these two ends. Thus, creating the opportunity to model the network architecture in a different fashion. Some works as [10] and [11] define the fog networks with a tier-based architecture, placing the interconnecting network elements in order of resources that they can allocate. Moreover, the concept of Fogto-Cloud (F2C) closely follows the tier centric approach, as F2C paradigm also aims to split the fog and cloud resources into distinguished, yet closely meshed, layers to facilitate service decomposition and parallel execution in fog and cloud networks [12] . The work presented in [2] is an example of this type describing strategies based on the Combined Fog-Cloud (CFC), simplifying the problem formulation by considering a single type of service. Whereas, authors in [13] propose a solution to address the allocation of heterogeneous demands into available resources and acknowledges having resources with several available services. However, the approach to mapping and modeling these networks is highly variant and closely related to the problem definition.
With the advancement of fog a large host of challenges has come [14] . Many of these latency restrictions or bandwidth limitations originate from the infrastructure, whereas others like constraints of resources (i.e. storage, memory, computation and energy) are device dependent. Both types of the aforementioned limitations tend to affect the QoS of services. Various works have been done regarding the optimal use of resources in such networks. Algorithms introduced by [15] and [16] try to tackle this problem by taking into consideration multiple requests while keeping the required level of QoS for the requested services.
Contrary to cloud architecture, where the infrastructure is mainly stationary, fog networks and its constitutive elements are initially defined to be more versatile when it comes to locality. Hence the factor of mobility plays an important role when discussing about fog networks. Research on mobile fog has increased recently where new architectural models have been introduced in order to facilitate the provisioning of resources to the edge of the network [17] , whereas the others address issues related to security and resilience by identifying similarities among the computing models (e.g. [18] ).
Mobility in networks is highly coupled with the notion of availability and its effects on networks' reliability which is in direct relation with the QoS. This clearly brings the extend of importance into focus where research can be done on mobility issues in fog networks [19] . Availability has been formulated as a quantitative variable for the available resources to be mapped into the fog network, measuring also the connection quality [20] . Ling et al. propose a group-based method dividing the fog devices into groups based on their availability to utilize their resources efficiently. Researchers in [21] view availability in service reception as a Service Level Agreement (SLA) that can be measured in time units where the service is not accessible due to malfunctioning of the devices.
B. Contribution
We introduce an Integer Programming (IP) formulation that minimizes the total cost of providing services while allocating demands to available resources. In the formulation we associate each server with a probability of availability that captures potential mobility and formulate its effect on the QoS of each user's demand or even congestion and service admission rejection at the device or server. We show that the problem we formulate is computationally hard and we give numerical results that provide fundamental understanding of the effect of service and servers set compositions, and of the availability of the latter to the solution cost.
II. PROBLEM DEFINITION AND NOTATION
The problem we consider amounts to deciding for a set of users to which set of fog servers each user should multicast its demand, to meet a predefined threshold for service reliability. That is, we consider the problem from the perspective of a centralized controller (middleware) between the users and the fog. The controller has complete and correct information about all the elements of the fog infrastructure and users, as well as the probability of availability for each of the servers.
More specifically, we consider that we are given a set U of users that each demands some service from a set S of e . . .
A set U of users demand some service from a set S of fog servers. The demand from a user to a server s has a cost ws. Server availabilities are differentiated by solid and dotted lines. Maximum amount of total demand that can be assigned to server s fog servers as depicted in Fig. 1 . The amount of demand of user u ∈ U is denoted d u . No service demand can be split for service by more than one servers. To combat the unknown server availability, we allow multicasting of the service demand to multiple servers. Flooding a user's demand (i.e., utilizing way too many servers) is avoided by introducing a bound M ≤ |S|, on the number of servers a single user can post the service to. Sending a unit of the demand to server s ∈ S has a cost w s > 0 and each user u ∈ U has a limited budget B u > 0 within which the total cost incurred by u's service assignments must remain. A server's resources may be used by multiple users as long as the total demand served by server s should not exceed its capacity D s . A server s ∈ S is available with probability p s ∈ (0, 1) and we assume that the availabilities of different servers are independent. Thus, successful completion of services cannot be guaranteed to the users. Each user u ∈ U however has an expressed minimum service level requirement l u ∈ (0, 1) meaning the user wants to have its demand served with probability no lower than l u . A summary of the notation used can be found in TABLE I. We dub our problem as M-fog Allocation (for mobile fog service allocation), or MFA for short.
A natural objective function is the total cost incurred by the users when multicasting their demand. For simplicity we assume each service has a cost of w s . We emphasize that w s is the cost of sending one unit of the demand to server s, which a user must pay irrespectively of whether the server is there (and thus serves the user) or not.
III. MODELING MFA AS AN INTEGER PROGRAM
We formulate MFA as an Integer Program whose decision variables x us , u ∈ U, s ∈ S indicate whether user u includes server s into the set of servers to which it multicasts its demand:
x us = 1 if u sends to s 0 otherwise
The objective is to minimize the total cost:
Such that the following constraints are met:
With the constraint in (2) we limit the number of servers each user can use. Since each user is coupled with a budget (e.g. battery, quota, etc.) the constraint in (3) ensures no user exceeds this. On the other hand, the model takes into account the capacity of the servers that the fog consists of. The constraint imposed by (4) limits the total amount of service requests to be sent from various users to server set in fog. The set of constraints in (5) offer users their requested QoS Level. Specifically, we assume that in our model QoS is captured as a maximum probability of service failure, i.e. the probability that the user's request will not be served by any of the assigned servers. Observe that we can rewrite the left hand side as s:xus=1 ln(1−p s ) and then taking an exponent on both sides we get Π s:xus=1 (1 − p s ) ≤ 1 − l u , where on the left side is now the desired probability.
A key property of our model is its flexibility to capture different network tiers (e.g. cloud, fog, mobile edge, etc). Our model is designed in such a way that easily fits a wide range of network types adjusting the cost and availability parameters.
IV. NUMERICAL RESULTS
In this section we present the results for sets of simulations that have been conducted using Matlab software integrated with Gurobi Optimization solver. Here we aim to assess the optimal total cost of serving all service requests of the system. This is conducted with different configurations of cost per unit of service request as well as the probability of availability for servers and the minimum QoS requirement by users. The former test condition is aimed to study the effect of different distributions in the cost variable while the latter is investigating the trade-off between QoS request and resource availability. It is important to note that each user's available budget is sufficiently adjusted, ensuring that they can send as many duplicates of the service's demand as required to achieve their desired quality of service. Additionally, all scenarios are performed with fixed number of servers having constant accumulated available resources in total. The total cost is at its highest optimal value when the cost per unit of service (w s ) is fixed at a constant value and it increases linearly. It is caused by the fact that all servers provide services with identical cost thus, eliminating users to choose which server to send their service request. The optimal cost for a number of users decreases as the servers get more diverse with their available cost per unit of request. This phenomenon is clearly visible in Fig. 2 especially when the system is not saturated. This is because as more diversity is implemented into server set, the users can send their request to the server with the most inexpensive resources.
In addition, as shown in Fig. 3 , when w s is fixed, the total cost of serving all users' demands is in linear relation with the number of replications each user must have. This is to ensure that all users' required QoS are met. The bars reflect the fact that for higher QoS request, with a fixed server availability, more replications of service request are needed. The bars are discontinued when the requests extend beyond server set capacity.
There are multiple variables that potentially affect the allocation of resources and hence impact the optimal value. Therefore, Fig. 4 and 5 investigate the trade-off between some of the important criteria in this research, namely i. the cost of sending a unit of demand to server (w s ), ii. the probability of availability of servers (p s ) and iii. the capacity of each server (D s ). To this end, scenarios of different characteristics have been employed to reflect various network configurations having in mind deployments of servers in fog networks with heterogeneous resource availabilities. The characteristics for these simulations are categorized into types I, II and III which are summarized in TABLE II. For the comparison purposes a base scenario is created to be used as a reference to examine the behavior of the allocation in various server set configurations. Fig. 4 represent this reference scenario where w s , p s and D s are fixed. Comparing Figs. 4, 5a and 5d , it can be seen that the cost of allocating services follows a decreasing trend by introducing diversity into the cost of acquiring a unit of service from the server set. Moreover, comparing Fig. 5a with Fig. 5d , the former represents more smooth lines due to the nature of the defined cost of acquiring a unit of service from server set that are less deviated from the mean value in the reference configuration which was equal to 10. This trend also exists while comparing Fig. 5b with Fig. 5e and Fig. 5c with Fig.  5f together.
Next, the allocation problem is examined when the availability for the recourses in server set is altered. The lines in the figures are discontinued when the problem of allocation becomes infeasible due to the violation of problem constraints. The same number of services can be allocated with a lower cost when the diversity is low, and can be observed by comparing Fig. 5b and Fig. 5e . This is because the mean availability value in this case is closer to the minimum QoS requested by services. In addition, the cost of acquiring services are less deviated in this scenario.
Finally, the capacity of the service set, along with cost and availability of services, is taken into consideration in the last set of scenarios. The costs of allocating services in both Fig.  5c and Fig. 5f are higher compared to their former relative scenarios (Type I and II). This is caused by the limited capacity of services with low availabilities which forces the allocation to use more reliable, and of course more expensive resources, to fulfill the service allocation. The main driving force for this phenomenon is the duplication of a requested service to several servers in order to get the minimum required QoS by users.
Although the main focus in this work is the optimization of the allocation of available resources, it is important to investigate the trend in utilization of resources in service set considering the important metrics of w s , p s and D s . The set of figures in Fig. 6 correspond to a section of results obtained in the simulations where the amount of demand per a user (d u ) is fixed to 7 units. These results can be mapped to the ones that have been presented in Fig. 5 .
As mentioned previously, the latter part of simulations are conducted under varying quantities for different metrics in server set that influence the service allocation. In the base case scenario, the server set consists of 10 servers in the fog with w s = 10, p s = 0.85 and D s = 50. However, in the other scenarios where we alter any of the mentioned parameters, the server set characteristics change accordingly. For example, Fig. 6a and Fig. 6d we notice that their trend are almost identical. this is due to the very little difference in the definition of the server set properties and the close cost per unit of server in this configuration. Continuing to add more constraints to the server set in scenarios of type II and III, one can see that while the utilization of resources in server set in Fig. 6b is doable, the problem becomes infeasible, as shown by discontinued bars in Fig. 6e , when the server set properties become more diverse. This is because in the former set there less need of duplicating services to fulfill a single request by a server. Similarly, the last set of figures in Fig. 6c and Fig.  6f follow the same trend but with a difference that the high diversity scenario does not utilize resources in servers of type 1. This is caused by the fact that in this scenarios the servers of type 1 can not accommodate requests larger than 5 units and the demands are fixed at 7 units.
V. CONCLUSION
This research aims to address mobility as one of the important characteristics of fog networks. In this article, a model is introduced that takes the availability of services into account while optimizing the total service cost. The objective function of minimizing cost takes into account the amount of demand that is being requested by each user and also the cost per unit of service that is being provided by each server.
Multiple scenarios have been introduced and tested to evaluate the behavior of our model. Initially cost and demand variables are fixed to observe the system performance under extreme limits which the results act as a guideline for the other set of results. Three various randomization of per unit cost for services has been conducted. First a test for servers with uniformly distributed costs is done followed by two set of normally distributed cost per unit with different deviation to mimic the natural characteristics of real world scenarios. Furthermore, we have conducted another scenario where we target to investigate how our model acts in respect of providing the requested QoS from user.
The numerical results driven from scenarios outline the ability of our model to minimize total cost. They also successfully indicate the effect of various system variables such as the probability of availability of each server in respect with the minimum service required by each user and diversity in the server set regarding their service cost. Overall, users can achieve their requested level of QoS by making duplicates of their requests to multiple servers but it comes with a price and also saturates the whole network. On the other hand, our model indicates the direct relation of diversity in cost of services provided by servers and their quantity. As a fog network tends to have more diverse servers, the further a system can reach its lowest optimized value in relation to its total cost of providing services.
