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Abstract. In this paper we consider the rate of convergence of solutions of a scalar
ordinary differential equation which is a perturbed version of an autonomous equation
with a globally stable equilibrium. Under weak assumptions on the nonlinear mean
reverting force, we demonstrate that the convergence rate is preserved when the per-
turbation decays more rapidly than a critical rate. At the critical rate, the convergence to
equilibrium is slightly slower than the unperturbed equation, and when the perturba-
tion decays more slowly than the critical rate, the convergence to equilibrium is strictly
slower than that seen in the unperturbed equation. In the last case, under strengthened
assumptions, a new convergence rate is recorded which depends on the convergence
rate of the perturbation. The latter result relies on the function being regularly varying
at the equilibrium with index greater than unity; therefore, for this class of regularly
varying problems, a classification of the convergence rates is obtained.
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1 Introduction
In this paper we classify the rates of convergence to a limit of the solutions of a scalar ordinary
differential equation
x′(t) = − f (x(t)) + g(t), t > 0; x(0) = ξ. (1.1)
We assume that the unperturbed equation
y′(t) = − f (y(t)), t > 0; y(0) = ζ (1.2)
has a unique globally stable equilibrium (which we set to be at zero). This is characterised by
the condition
x f (x) > 0 for x 6= 0, f (0) = 0. (1.3)
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In order to ensure that both (1.2) and (1.1) have continuous solutions, we assume
f ∈ C(R;R), g ∈ C([0,∞);R). (1.4)
The condition (1.3) ensures that any solution of (1.1) is global i.e., that
τ := inf{t > 0 : x(t) 6∈ (−∞,∞)} = +∞.
We also ensure that there is exactly one continuous solution of both (1.1) and (1.2) by assuming
f is locally Lipschitz continuous on R. (1.5)
In (1.2) or (1.1), we assume that f (x) does not have linear leading order behaviour as x → 0;
moreover, we do not ask that f forces solutions of (1.2) to hit zero in finite time. Since f is
continuous, we are free to define
F(x) =
∫ 1
x
1
f (u)
du, x > 0, (1.6)
and avoiding solutions of (1.2) to hitting zero in finite time forces
lim
x→0+
F(x) = +∞. (1.7)
We notice that F : (0,∞)→ R is a strictly decreasing function, so it has an inverse F−1. Clearly,
(1.7) implies that
lim
t→∞ F
−1(t) = 0.
The significance of the functions F and F−1 is that they enable us to determine the rate of
convergence of solutions of (1.2) to zero, because F(y(t)) − F(ζ) = t for t ≥ 0 or y(t) =
F−1(t + F(ζ)) for t ≥ 0. It is then of interest to ask whether solutions of (1.1) will still con-
verge to zero as t → ∞, and how this convergence rate modifies according to the asymptotic
behaviour of g.
In order to do this with reasonable generality we find it convenient and natural to assume
at various points that the functions f and g are regularly varying. We recall that a measurable
function f : (0,∞) → (0,∞) with f (x) > 0 for x > 0 is said to be regularly varying at 0 with
index β ∈ R if
lim
x→0+
f (λx)
f (x)
= λβ, for all λ > 0.
A measurable function h : [0,∞) → [0,∞) with h(t) > 0 for t ≥ 0 is said to regularly varying
at infinity with index α ∈ R if
lim
t→∞
h(λt)
h(t)
= λα, for all λ > 0.
We use the notation f ∈ RV0(β) and h ∈ RV∞(α). Many useful properties of regularly varying
functions, including those employed here, are recorded in Bingham, Goldie and Teugels [7].
The main result of the paper, which characterises the rate of convergence of solutions of
(1.1) to zero, can be summarised as follows: suppose that f is regularly varying at zero with
index β > 1, and that g is positive and regularly varying at infinity, in such a manner that
lim
t→∞
g(t)
( f ◦ F−1)(t) =: L ∈ [0,∞]
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exists. If L = 0, the solution of (1.1) inherits the rate of decay to zero of y, in the sense that
lim
t→∞
F(x(t))
t
= 1.
If L ∈ (0,∞) we can show that the rate of decay to zero is slightly slower, obeying
lim
t→∞
F(x(t))
t
= Λ = Λ(L) ∈ (0, 1)
and a formula for Λ purely in terms of L and β can be found. Finally, in the case that L = +∞
it can be shown that
lim
t→∞
F(x(t))
t
= 0.
If it is presumed that g is regularly varying at infinity with negative index, or g is slowly
varying and is asymptotic to a decreasing function, then the exact rate of convergence can
be found, namely that limt→∞ f (x(t))/g(t) = 1. These asymptotic results are proven by
constructing appropriate upper and lower solutions to the differential equation (1.1) as in
Appleby and Buckwar [1].
In some cases, we do not need the full strength of the regular variation hypotheses: when
L = 0, all that is needed is the asymptotic monotonicity of f close to zero; on the other hand,
the hypothesis β > 1 seems to be important in the case when L ∈ (0,∞]. If f is regularly
varying with index β = 1, examples exist for which L = +∞, but F(x(t))/t → 1 as t → ∞.
Therefore the conditions under which this asymptotic characterisation holds seem best suited
to the case when f is regularly varying at 0 with index β > 1.
There is a wealth of literature concerning the use of regular variation in analysing the
asymptotic behaviour of ordinary differential equations, and the field is very active. Be-
sides work of Avakumovic´ in 1947 on equations of Thomas–Fermi type in [6], some of the
earliest work is due to Maric´ and Tomic´ [15, 16] concerning the asymptotic behaviour of non-
linear second order ordinary differential equations, with linear second order equations being
treated in depth by Omey [19]. An important monograph summarising themes in the re-
search up to the year 2000 is Maric´ [14]. More recently highly nonlinear and nonautonomous
second-order differential equations of Emden–Fowler type have been studied with regularly
varying state-dependence and non-autonomous multiplier, [12, 13, 17, 18], as well as solutions
of nonautonomous linear functional differential equations with time-varying delay [11] and
higher-order differential equations [9]. Another important strand of research on the exact
asymptotic behaviour of non–autonomous ordinary differential equations (of first and higher
order) in which the equations have regularly varying coefficients has been developed. For
recent contributions, see for example work of Evtukhov and co-workers (e.g., Evtukhov and
Samoilenko [8]) and Koz′ma [10], as well as the references in these papers. These papers tend
to be concerned with non-autonomous features which are multipliers of the regularly-varying
state dependent terms, in contrast to the presence of the nonautonomous term g in (1.1), which
might be thought of as additive. Despite this extensive literature and active research concern-
ing regular variation and asymptotic behaviour of ordinary differential equations, and despite
the fact that our analysis deals with first-order equations only, it would appear that the results
presented in this work are new.
One of the motivations for this work is to consider the asymptotic behaviour of solutions
of stochastic differential equations of Itô type with state-independent diffusion coefficient in
which the drift function is − f and f is regularly varying. In Appleby and Patterson [5] we
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have developed some of the results in the present paper to allow solutions to change sign and
impose integral rather than pointwise conditions on the forcing term to preserve decay rates
to equilibrium. Such extensions are crucial in providing a comprehensive treatment of SDEs
of the type mentioned above. A further motivation for the current work is to extend results
in [5] to deal with SDEs with slowly decaying diffusion coefficient, and the results presented
here which deal with slowly decaying g should form an important ingredient in performing
this analysis.
The paper is organised as follows: in Section 2 the main results of the paper are discussed,
and notation and supporting results outlined. Section 3 contains examples showing the scope
of the theorem. Some of these examples show why the conditions of the main results are
difficult to relax without fundamentally altering the asymptotic behaviour of solutions. The
proofs of the main results are given in the final Section 4.
2 Mathematical preliminaries, discussion of hypotheses and state-
ment of main results
In this section we introduce some common notation and list known properties of regular, slow
and rapidly varying functions. We also discuss the hypotheses used in the paper, and then
lay out and discuss the main results of the paper.
2.1 Notation and properties of regularly varying functions
Throughout the paper, the set of real numbers is denoted by R. We let C(I; J) stand for
the space of continuous functions which map I onto J, where I and J are typically intervals
in R. Similarly, the space of differentiable functions with continuous derivative mapping
I onto J is denoted by C1(I; J). If h and j are real-valued functions defined on (0,∞) and
limt→∞ h(t)/j(t) = 1, we sometimes use the standard asymptotic notation h(t) ∼ j(t) as
t→ ∞. Similarly, if h and j obey limt→0+ h(t)/j(t) = 1, we write h(t) ∼ j(t) as t→ ∞.
The results quoted in this short section concerning regularly varying functions at infinity
may all be found in Chapter 1 in [7]. They are listed below for the completeness of the
exposition. Properties listed below of functions that are regularly varying at 0 may be deduced
from properties of functions which are regularly varying at infinity by exploiting the fact that
if f ∈ RV0(β), then h : (0,∞)→ (0,∞) defined by
h(t) =
1
f (1/t)
, t > 0
is in RV∞(β).
(i) Composition and reciprocals: If h ∈ RV∞(−θ) for θ ≥ 0 and h(t) → 0 as t → ∞, and
φ ∈ RV0(β) for β > 0, then φ ◦ h ∈ RV∞(−θβ). If h ∈ RV∞(θ), then 1/h ∈ RV∞(−θ),
while φ ∈ RV0(β) implies 1/φ ∈ RV0(−β).
(ii) Inverses: If there is η < 0 such that φ ∈ RV0(η) (so that φ(x) → ∞ as x → 0+) and
φ : (0, δ) → (0,∞) is invertible, then φ−1 ∈ RV∞(1/η). If there is η > 0 such that
φ ∈ RV0(η) (so that φ(x) → 0 as x → 0+) and φ : (0, δ) → (0,∞) is invertible, then
φ−1 ∈ RV0(1/η). Similarly, if there is θ > 0 such that h ∈ RV∞(−θ) (so that h(t) → 0 as
t→ ∞) and h : (T,∞)→ (0,∞) is invertible, then h−1 ∈ RV0(−1/θ).
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(iii) Preservation of asymptotic order: If x, y ∈ C([0,∞); (0,∞)) are such that limt→∞ x(t) =
limt→∞ y(t) = 0, and x(t)/y(t)→ 1 as t→ ∞, and φ ∈ RV0(β) for β 6= 0, then
lim
t→∞
φ(x(t))
φ(y(t))
= 1.
Similarly if x, y ∈ C([0,∞); (0,∞)) are such that limt→∞ x(t) = +∞, limt→∞ y(t) = +∞,
and x(t)/y(t)→ 1 as t→ ∞, and h ∈ RV∞(θ) for θ 6= 0, then
lim
t→∞
h(x(t))
h(y(t))
= 1.
(iv) Integration: If φ in RV0(β) for β > 1, then
lim
x→0+
∫ 1
x 1/φ(u) du
1
β−1
x
φ(x)
= 1.
(v) Smooth approximation: If h is in RV∞(−θ) for θ > 0, there exists j ∈ C1((0,∞); (0,∞))
which is also in RV∞(−θ) such that j′(t) < 0 for all t > 0 and
lim
t→∞
h(t)
j(t)
= 1, lim
t→∞
tj′(t)
j(t)
= −θ.
Similarly, if φ ∈ RV0(β) for β > 0, then there exists ϕ ∈ C1((0,∞),∞)) ∩ RV0(β) such
that ϕ′(x) > 0 for all x > 0 and
lim
x→0+
φ(x)
ϕ(x)
= 1, lim
x→0+
xϕ′(x)
ϕ(x)
= β.
A slightly weaker result holds for slowly varying functions at ∞: if h is in RV∞(0), then
there exists j ∈ C1((0,∞); (0,∞)) which is also in RV∞(0) such that
lim
t→∞
h(t)
j(t)
= 1, lim
t→∞
tj′(t)
j(t)
= 0.
It is part of e.g., Theorem 1.3.3 in [7].
(vi) Uniform asymptotic behaviour on compact intervals: We observe that if h ∈ RV∞(−θ),
then for any c > 0 we have
lim
t→∞
h(t− c)
h(t)
= 1.
Some further terminology should be introduced. We say that a function φ is slowly varying at
0 if φ ∈ RV0(0) and that a function h is slowly varying at infinity if h ∈ RV∞(0). A function
h : (0,∞)→ (0,∞) is said to be rapidly varying of index ∞ at infinity if
lim
t→∞
h(λt)
h(t)
=

0, λ < 1,
1, λ = 1,
+∞, λ > 1.
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For such a function h we write h ∈ RV∞(∞). Analogously, a function h : (0,∞) → (0,∞) is
said to be rapidly varying of index −∞ at infinity if
lim
t→∞
h(λt)
h(t)
=

+∞, λ < 1,
1, λ = 1,
0, λ > 1.
For such a function h we write h ∈ RV∞(−∞). Together, these two classes of functions are
described as being rapidly varying at infinity. We can extend naturally this notation to deal
with rapid variation at zero. Suppose that φ : (0,∞)→ (0,∞) is measurable such that
lim
x→0+
φ(λx)
φ(x)
=

+∞, λ > 1,
1, λ = 1,
0, λ < 1.
We write φ ∈ RV0(∞). On the other hand, if
lim
x→0+
φ(λx)
φ(x)
=

0, λ > 1,
1, λ = 1,
+∞, λ < 1,
we write φ ∈ RV0(−∞). There is a connection between rapidly and slowly varying functions
through inverses. It is a fact that if h ∈ RV∞(∞) (which forces h(t) → ∞ as t → ∞) and h is
invertible, then h−1 ∈ RV∞(0).
2.2 Discussion of hypotheses
In order to simplify the analysis in this paper, we assume that
g(t) > 0 t > 0; x(0) = ξ > 0. (2.1)
This has the effect of restricting the solutions of (1.1) to be positive for all t ≥ 0 and assists us
in characterising convergence rates according to the rate of decay of g. We will show in further
work that this sign assumption can be lifted, and our desired asymptotic characterisation will
be for the most part preserved. Moreover, it transpires that the results in this work can be
used to prove results when the sign restriction is relaxed, by means of comparison proofs.
Our asymptotic results also tacitly assume that g(t) → 0 as t → ∞, but in further work
we show that this assumption can also be relaxed, while maintaining results on the rate of
decay of solutions of (1.1). In fact, as mentioned above the analysis in this paper will enable
the almost sure rate of convergence rates of solutions of (Itô) stochastic differential equations
with state independent noise intensity to be analysed.
The results of this paper can rapidly be extended in the case that g(t) < 0 for all t ≥ 0 and
ξ < 0. In this case, consider x−(t) = −x(t) for t ≥ 0, g−(t) = −g(t) for t ≥ 0, ξ− = −ξ and
f−(x) = − f (−x) for x ∈ R. Then
x′−(t) = f (x(t))− g(t) = − f−(x−(t)) + g−(t), t > 0; x−(0) = ξ−.
Clearly, g− and ξ− now obey (2.1) and f− still obeys (1.3), (1.5), and if g is continuous so is
g−. Therefore, we can prove asymptotic results for x− using the results given in this paper,
and therefore readily recover those results for x.
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Any discussion of convergence rates of x(t) → 0 as t → ∞ implicitly assumes that the
desired convergence actually occurs. Rather than making additional assumptions on f and
g in this paper which guarantee convergence, we will assume that the convergence occurs.
One result which guarantees that x(t) → 0 as t → ∞ is nonetheless recorded below, because
additional hypotheses on g follow from our assumptions in many cases.
Proposition 2.1. Suppose that f obeys (1.3), that f and g obey (1.4), and that g ∈ L1(0,∞). Then
every continuous solution x of (1.1) obeys
lim
t→∞ x(t) = 0. (2.2)
In the case when g is not integrable, but g(t) → 0 as t → ∞, it can be shown that either
(2.2) holds or x(t) → ∞ as t → ∞ (see e.g., [2]). Solutions of (2.2) exhibit a type of local
stability: if the initial condition ξ and sup norm of g are sufficiently small, (2.2) is true. A
sufficient condition which rules out unbounded solutions, and therefore guarantees (2.2) for
all initial conditions, is
lim inf
x→∞ f (x) > 0. (2.3)
See [3] for example. In the case when f (x)→ 0 as x → ∞, the relationship between the rate of
decay of g(t) → 0 as t → ∞ and f (x) → 0 as x → ∞ becomes important: for a given f , if the
rate of decay of g is too slow and the initial condition is too large, then x(t) → ∞ as t → ∞.
However, if g decays more quickly than a certain rate, it can be shown that (2.2) holds for all
initial conditions. Moreover, under some additional hypotheses, a critical rate of decay of g
can be identified, in the sense that if g decays more slowly to zero than this rate, solutions
can escape to infinity, while if it decays faster than the critical rate, solutions obey (2.2) for all
initial conditions. For further details, we refer the reader to [2] and the references therein. It is
interesting to note that a condition of the form (2.3) is unnecessary for almost sure asymptotic
stability in SDEs, and accordingly, this hypothesis is not appealed to in [5].
2.3 Main results
We now state and discuss our results precisely. In our first result, we can show that the
global convergence of solutions of (1.1), as well as the rate of convergence of solutions to 0
is preserved provided the perturbation g decays sufficiently rapidly. In order to guarantee
this, we request only that f be asymptotic to a monotone function close to zero: no regular
variation is needed.
Theorem 2.2. Suppose that f obeys (1.3), (1.5) and that F defined by (1.6) obeys (1.7). Suppose further
that f and g obey (1.4) and that (2.1) holds. Suppose that there exists φ such that
lim
x→0+
f (x)
φ(x)
= 1, φ is increasing on (0, δ). (2.4)
If
lim
t→∞
g(t)
( f ◦ F−1)(t) = 0, (2.5)
then the unique continuous solution of (1.1) obeys
lim
t→∞
F(x(t))
t
= 1. (2.6)
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Immediately Theorem 2.2 presents a question: is it possible to find slower rates of decay
of g(t)→ 0 as t→ ∞ than exhibited in (2.5), for which the solution x of (1.1) still decays at the
rate of the unperturbed equation, as characterised by (2.6)? In some sense, our next theorem
says that the rate of decay of g in (2.5) cannot be relaxed, at least for functions f which are
regularly varying at 0 with index β > 1, or which are rapidly varying at zero.
In the case when f is regularly varying at 0 with index 1 (and f (x)/x → 0 as x → 0),
the condition (2.5) is not necessary in order to preserve the rate of decay embodied by (2.6).
This claim is confirmed by the following example. It also suggests, in the case when f is
regularly varying at zero with index 1, that a more careful analysis is needed to characterise
the asymptotic behaviour of solutions of (1.1).
Example 2.3. Suppose δ ∈ (e−(
√
2−1), 1) and define f (x) = x/ log(1/x) for x ∈ (0, δ) and let
f (0) = 0. We see that f ∈ RV0(1) and f (x)/x → 0 as x → 0+. Suppose that
g(t) = e−
√
2(1+t)1/2+(1+t)1/3 1
(1+ t)2/3
·
5
√
2
6 − 13 (1+ t)−1/6√
2− (1+ t)−1/6 , t ≥ 0.
Then g is continuous and g(t) > 0 for all t ≥ 0. Consider the initial value problem
x′(t) = − f (x(t)) + g(t), t > 0; x(0) = e−(
√
2−1).
It can be verified x(t) = exp(−√2(1 + t)1/2 + (1 + t)1/3) for t ≥ 0 satisfies this initial value
problem, and is therefore its unique continuous solution. Defining F(x) =
∫ δ
x 1/ f (u) du for
x ∈ (0, δ) we see that
F(x) =
1
2
(
log2(1/x)− log2(1/δ)
)
, x ∈ (0, δ),
F−1(x) = exp
(
−
√
2x + log2(1/δ)
)
, x > 0.
Hence f ◦ F−1 is well-defined on [0,∞), and we can rapidly show that
lim
t→∞
( f ◦ F−1)(t)
e−
√
2t1/2 1
t1/2
√
2
= 1.
Therefore, it follows that
lim
t→∞
g(t)
( f ◦ F−1)(t) = +∞.
Since formulae for F and x are known, it is easily checked that F(x(t))/t → 1 as t → ∞.
Therefore, it can be seen that (2.5) is violated, f is regularly varying (with index 1) at 0, and
all other hypotheses of Theorem 2.2 are satisfied, but nonetheless the solution of the initial
value problem (1.1) obeys (2.6).
We now turn to asking how the rate of decay changes when (2.5) is relaxed, and f is
regularly varying at 0 with index β > 1 or is rapidly varying at zero.
Theorem 2.4. Suppose that f obeys (1.3), (1.5) and that F defined by (1.6) obeys (1.7). Suppose further
that f and g obey (1.4) and that (2.1) holds. Let x be the unique continuous solution of (1.1). Suppose
that there exists φ such that (2.4) holds, and suppose further that there exists L > 0 such that
lim
t→∞
g(t)
( f ◦ F−1)(t) = L. (2.7)
Then x(t)→ 0 as t→ ∞.
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(i) If f ∈ RV0(β) for β > 1, then
lim
t→∞
F(x(t))
t
= Λ∗(L) ∈ (0, 1), (2.8)
where Λ∗ is the unique solution of (1−Λ∗)Λ−β/(β−1)∗ = L.
(ii) If f ◦ F−1 ∈ RV∞(−1) and F−1 ∈ RV∞(0), then
lim
t→∞
F(x(t))
t
= Λ∗(L) ∈ (0, 1),
where Λ∗ is the unique solution of (1−Λ∗)Λ−1∗ = L, or Λ∗ = 1/(L + 1).
If y is the solution of (1.2), we have that y(t)/F−1(t) → 1 as t → ∞. Moreover, in the case
when β > 1, as F−1 ∈ RV∞(−1/(β− 1)), we have
lim
t→∞
x(t)
y(t)
= lim
t→∞
x(t)
F−1(t)
= lim
t→∞
F−1(Λ∗t)
F−1(t)
= Λ−1/(β−1)∗ > 1.
Therefore, the solution of (1.1) is of the same order as the solution of (1.2), but decays more
slowly by a factor depending on L. In the second case, when F−1 ∈ RV∞(0), we have
lim
t→∞
x(t)
y(t)
= lim
t→∞
x(t)
F−1(t)
= lim
t→∞
F−1(Λ∗t)
F−1(t)
= 1.
so once again the solution of (1.1) is of the same order as the solution of (1.2).
The proof of part (ii) of the theorem is identical in all respects to that of part (i), and
therefore we present only the proof of part (i) in Section 4. In fact, there is a greater alignment
of the hypotheses that appears at a first glance. When f ∈ RV0(β) for β > 1, it follows that
F ∈ RV0(1− β) and therefore that F−1 ∈ RV∞(−1/(β− 1)) and f ◦ F−1 ∈ RV∞(−β/(β− 1)).
Hence we see that the hypothesis of part (ii) are in some sense the limit of those in part (i)
when β→ ∞. This suggests that part (ii) of the theorem applies in the case when f is a rapidly
varying function at 0, and the solutions of the unperturbed differential equation are slowly
varying at infinity. Moreover, the solution of the perturbed differential equation should also
be slowly varying in this case. We present an example which supports these claims in the next
section. First, we make some connections between the hypotheses in part (ii), especially with
rapidly varying functions.
Remark 2.5. Suppose f ◦ F−1 ∈ RV∞(−1). Then F−1 ∈ RV∞(0). Therefore, we do not need to
assume this second hypothesis in part (ii) of Theorem 2.4.
Proof of Remark. To see this, let z′(t) = − f (z(t)) for t > 0 and z(0) = 1. Then z(t) =
F−1(t). Hence 0 < −z′(t) = ( f ◦ F−1)(t). Therefore −z′ ∈ RV∞(−1), and so z(t)− z(T) =∫ T
t −z′(s) ds. Letting T → ∞, we have z(t) =
∫ ∞
t −z′(s) ds. Since −z′ ∈ RV∞(−1), it follows
that z ∈ RV∞(0). Hence F−1 ∈ RV∞(0), as claimed.
Remark 2.6. Suppose that f ∈ RV0(∞). Then F−1 ∈ RV∞(0).
Proof of Remark. The hypothesis that f is rapidly varying at zero means by definition that
lim
x→0+
f (λx)
f (x)
=
{
+∞, λ > 1,
0, λ < 1.
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Now by the continuity of f and l’Hôpital’s rule, we have
lim
x→0+
F(λx)
F(x)
= lim
x→0+
∫ 1
λx
1
f (u) du∫ 1
x
1
f (u) du
= lim
x→0+
λ f (x)
f (λx)
=
{
+∞, λ < 1,
0, λ > 1.
Consider the function F1(t) = F(1/t) as t→ ∞. Then
lim
t→∞
F1(λt)
F1(t)
= lim
x→0+
F(λ−1x)
F(x)
=
{
+∞, λ > 1,
0, λ < 1.
Therefore, F1 is in RV∞(∞) and we have limt→∞ F1(t) = limx→0+ F(x) = +∞, so F−11 ∈ RV∞(0).
Now F−1(F1(t)) = 1/t. Hence F−1(x) = F−1(F1(F−11 (x))) = 1/F
−1
1 (x). Therefore F
−1 ∈
RV∞(0).
We notice that viewed as a function of L, Λ∗ : (0,∞)→ (0, 1) is decreasing and continuous
with limL→0+ Λ∗(L) = 1 and limL→∞ Λ∗(L) = 0. The first limit demonstrates that the limit in
(2.8) is a continuous extension of the limit observed in Theorem 2.2, because the hypothesis
(2.5) can be viewed as (2.7) with L = 0, while the resulting limiting behaviour of the solution
(2.6) can be viewed as (2.8) where Λ∗ = 1. The monotonicity of Λ∗ in L indicates that the
slower the decay rate of the perturbation (i.e., the greater is L) the slower the rate of decay of
the solution of (1.1). Since limL→∞ Λ∗(L) = 0, this result also suggests that
lim
t→∞
g(t)
( f ◦ F−1)(t) = +∞ (2.9)
implies
lim
t→∞
F(x(t))
t
= 0, (2.10)
so that the solution of the perturbed differential equation entirely loses the decay properties
of the underlying unperturbed equation when the perturbation g exceeds the critical size
indicated by (2.7), and decays more slowly yet. This conjecture is borne out by virtue of the
next theorem.
Theorem 2.7. Suppose that f obeys (1.3), (1.5) and that F defined by (1.6) obeys (1.7). Suppose
further that f and g obey (1.4) and that (2.1) holds. Let x be the unique continuous solution of (1.1).
Suppose that there exists φ such that (2.4) holds, and suppose further that f and g obey (2.9). Suppose
finally that x(t) → 0 as t → ∞. If f ∈ RV0(β) for β > 1 or f ◦ F−1 ∈ RV∞(−1), then the unique
continuous solution of (1.1) obeys (2.10).
Remark 2.8. We observe that the hypothesis that x(t) → 0 as t → ∞ has been appended to
the theorem. This is because the slow rate of decay of g may now cause solutions to tend to
infinity, if coupled with a hypothesis on f which forces f (x) to tend to zero as x → ∞ at a
sufficiently rapid rate. We prefer to add this hypothesis, rather than sufficient conditions on
f and g which would guarantee x(t)→ ∞.
We provide an example in which all the conditions of part (i) of Theorem 2.9 are satisfied
apart from x(t) → 0 as t → ∞, and show that it is in fact possible to get x(t) → ∞. Let β > 1
and θ ∈ (0, 1) and consider the initial value problem
x′(t) = − f (x(t)) + g(t), t > 0; x(0) = 1
where f (x) = xβe−x and g(t) = (1− θ)(1+ t)−θ + (1+ t)β(1−θ)e−(1+t)1−θ . The solution of this
initial value problem is x(t) = (1+ t)1−θ , so x(t)→ ∞ as t→ ∞.
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We have shown, when (2.9) holds, that F(x(t))/t → 0 as t → ∞, so that the rate of decay
of solutions of (1.1) is slower than that of (1.2). In the next theorem, under strengthened hy-
potheses on g, we determine the exact convergence rate to 0 of the solution of (1.1) when (2.9)
holds, and we will show that the limit (2.10) also holds. Once again, we add the hypothesis
that x(t)→ 0 as t→ ∞.
Theorem 2.9. Suppose that f obeys (1.3), (1.5) and that F defined by (1.6) obeys (1.7). Suppose further
that f and g obey (1.4) and that (2.1) holds.
Suppose further that (2.9) holds and that f ∈ RV0(β) for some β > 1 and g ∈ RV∞(−θ) for
θ ≥ 0. Let x be the unique continuous solution of (1.1) and suppose that x(t)→ 0 as t→ ∞.
(i) If θ > 0, then
lim
t→∞
f (x(t))
g(t)
= 1. (2.11)
(ii) If θ = 0 and g is asymptotic to a decreasing function, then x obeys (2.11).
Remark 2.10. Unlike Theorem 2.9, previous theorems have not assumed that g is regularly
varying, or obeys other regular asymptotic properties, beyond asking that g decays in some
manner related to f ◦ F−1. However, the assumption that g is regularly (or slowly varying)
in Theorem 2.9 is quite natural, as by (2.9) it decays more slowly to zero than a function
which is itself regularly varying at infinity (with negative index −β/(β− 1)). Moreover, it is a
consequence of the hypotheses of Theorem 2.4 that g is regularly varying, as it is asymptotic
to f ◦ F−1 which is assumed to be regularly varying (with index −β/(β− 1) in part (i), and
index -1 in part (ii)). We notice moreover that Theorem 2.9 does not deal with the case when
f is rapidly varying at 0.
Remark 2.11. It is interesting to note that (2.11) may be thought of as (2.8) in the limit L→ ∞.
To see this, notice if (2.8) holds, we have
lim
t→∞
g(t)
f (F−1(t))
= L, lim
t→∞
F(x(t))
Λ∗(L)t
= 1.
Therefore, if f ◦ F−1 is regularly varying, we have
lim
t→∞
f (x(t))
( f ◦ F−1)(Λ∗t) = limt→∞
( f ◦ F−1)(F(x(t))
( f ◦ F−1)(Λ∗t) = 1.
Therefore, if β > 1, we have
lim
t→∞
( f ◦ F−1)(Λ∗t)
( f ◦ F−1)(t) = Λ
−β/(β−1)
∗ .
Hence
lim
t→∞
f (x(t))
( f ◦ F−1)(t) = limt→∞
f (x(t))
( f ◦ F−1)(Λ∗t) ·
( f ◦ F−1)(Λ∗t)
( f ◦ F−1)(t) = Λ
−β/(β−1)
∗ .
Therefore
lim
t→∞
f (x(t))
g(t)
= lim
t→∞
f (x(t))
( f ◦ F−1)(t) ·
( f ◦ F−1)(t)
g(t)
=
1
L
Λ−β/(β−1)∗ . (2.12)
In case (i) of Theorem 2.4, we have β > 1 and (1 − Λ∗)Λ−β/(β−1) = L, so it follows that
1−Λ∗ = L/Λ−β/(β−1)∗ . Since Λ∗(L)→ 0 as as L→ ∞, we have
lim
L→∞
L
Λ−β/(β−1)∗
= 1,
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and therefore the limit on the right-hand side of (2.12) as L → ∞ is unity. In case (ii) of
Theorem 2.4, in place of (2.12) we find that
lim
t→∞
f (x(t))
g(t)
=
1
L
Λ−1∗ .
Since Λ∗(L) = 1/(1+ L), we have that the right-hand side once again tends to unity as L→ ∞.
Therefore, we see that the rate of decay changes smoothly as the parameter L changes from
being zero, to finite, and then to infinity.
Remark 2.12. We remark that under the hypotheses of Theorem 2.9, we have the limit
lim
t→∞
F(x(t))
t
= −0,
which is consistent with the result of Theorem 2.7. To see this, we note that under the hypoth-
esis (2.9), we conclude that (2.11). Multiplying these limits gives
lim
t→∞
f (x(t))
f (F−1(t))
= +∞.
Since β > 1, using the fact that f ∈ RV0(β) we have limt→∞ x(t)/F−1(t) = +∞, and since
F ∈ RV∞(1− β) with β > 1 and F is decreasing, we obtain the limit limt→∞ F(x(t))/t = 0, as
required.
We may now consolidate our findings into two theorems which characterise the asymptotic
behaviour of solutions of (1.1): in the first, we make no assumption about the regular or slow
variation of g at infinity, and allow f to be regularly or rapidly varying at zero; in the second,
we assume that both f and g are both regularly varying, and obtain exact asymptotic estimates
on the solution in each case.
Theorem 2.13. Suppose that f obeys (1.3), (1.5) and that F is defined by (1.6). Suppose also that f
and g obey (1.4) and that (2.1) holds. Suppose that f ∈ RV0(β) for some β > 1 or that f ◦ F−1 ∈
RV∞(−1), and that f obeys (2.4). Let x be the unique continuous solution of (1.1) and suppose that
x(t)→ 0 as t→ ∞. Finally, suppose that
lim
t→∞
g(t)
f (F−1(t))
= L ∈ [0,∞].
(i) If L = 0, then
lim
t→∞
F(x(t))
t
= 1.
(ii) If L ∈ (0,∞), then
lim
t→∞
F(x(t))
t
= Λ∗(L),
where Λ∗ ∈ (0, 1) is given by (I) the unique solution of (1− Λ∗)Λ−β/(β−1)∗ = L when f ∈
RV0(β) for some β > 1 and (II) Λ∗ = 1/(1+ L) when f ◦ F−1 ∈ RV∞(−1).
(iii) If L = ∞, then
lim
t→∞
F(x(t))
t
= 0.
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Theorem 2.13 is established by combining the results of Theorems 2.2, 2.4 and 2.7. On the
other hand, by combining the results of Theorems 2.2, 2.4 and 2.9, we arrive at a classification
of the dynamics of (1.1) when f and g are regularly varying.
Theorem 2.14. Suppose that f obeys (1.3), (1.5) and that F is defined by (1.6). Suppose also that f and
g obey (1.4) and that (2.1) holds. Suppose that f ∈ RV0(β) for some β > 1 and that g ∈ RV∞(−θ) for
θ > 0. Let x be the unique continuous solution of (1.1) and suppose that x(t)→ 0 as t→ ∞. Finally,
suppose that
lim
t→∞
g(t)
f (F−1(t))
= L ∈ [0,∞].
(i) If L = 0, then
lim
t→∞
F(x(t))
t
= 1.
(ii) If L ∈ (0,∞), then
lim
t→∞
F(x(t))
t
= Λ∗(L),
where Λ∗ ∈ (0, 1) is the unique solution of (1−Λ∗)Λ−β/(β−1)∗ = L.
(iii) If L = ∞, then
lim
t→∞
f (x(t))
g(t)
= 1.
We close by remarking that in cases (i) and (ii), the solution of (1.1) is regularly varying at
infinity with index −β/(β− 1), while in case (iii) it is regularly varying at infinity with index
−θ/β.
3 Examples
We next demonstrate the scope of the theorems by studying a number of examples. We have
expressly chosen the examples so that solutions are known in closed form. This enables us to
demonstrate independently of our theorems the breadth of the results in the paper.
We start with an example that demonstrates that when g(t) does not have the same sign
as the initial condition ξ, and the solution x of (1.1) nonetheless retains the sign of the initial
condition, the perturbation g can be small in the sense that (2.5) holds, but the solution x of
(1.1) does not obey (2.6). This shows the importance of retaining the assumption that g be
positive in Theorem 2.2.
Example 3.1. Suppose that β > 1, θ > β/(β− 1). Let ξ ∈ (0, (θ − 1)1/(β−1)). Suppose that
g(t) = −(1+ t)−θ
(
ξ(θ − 1)− ξβ(1+ t)−β(θ−1)+θ
)
, t ≥ 0.
Notice that g(t) < 0 for all t ≥ 0. Let f (x) = sgn(x)|x|β for x ∈ R. Then the unique
continuous solution of (1.1) is x(t) = ξ(1+ t)−(θ−1) for t ≥ 0. In the terminology of this paper,
we have
F(x) =
1
β− 1
(
x−β+1 − 1
)
,
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so limx→0+ F(x)/x−β+1 = 1/(β − 1). Hence F−1(t) ∼ ((β− 1)t)−1/(β−1) as t → ∞ and so
( f ◦ F−1)(t) ∼ ((β− 1)t)−β/(β−1) as t→ ∞. Since θ > β/(β− 1), it follows that g and f obeys
(2.5). However,
lim
t→∞
F(x(t))
t
=
1
β− 1 limt→∞
x(t)−β+1
t
=
ξ−β+1
β− 1 limt→∞ t
(θ−1)(β−1)−1 = +∞,
so the conclusion of Theorem 2.2 does not hold.
The next example concerns an equation of the form (1.1) to which Theorem 2.2 could
be applied, but for which a closed form solution is known, and therefore independently
exemplifies this theorem.
Example 3.2. Let η > 0, β > 1, ξ > 0, and let A = ξ1−β. Suppose that
g(t) =
ηA(1+ t)−(η+1)
β− 1
{
A(1+ t)−η + (β− 1)t}−β/(β−1) , t ≥ 0.
Then g(t) > 0 for all t ≥ 0. Suppose that f (x) = sgn(x)|x|β for x ≥ 0. Then the unique
continuous solution of the initial value problem (1.1) is
x(t) =
(
A(1+ t)−η + (β− 1)t)−1/(β−1) .
We notice that
lim
t→∞
g(t)
t−(η+1+β/(β−1))
=
ηA
β− 1 (β− 1)
−β/(β−1).
so, as η > 0, we have that g obeys (2.5). It can be seen that all the hypotheses of Theorem 2.2
hold. On the other hand, from the definition of F we have that (2.6) holds which we are able
to conclude independently of Theorem 2.2.
We now give an example to which part (i) of Theorem 2.4 applies.
Example 3.3. Suppose that A > 1/(β− 1)1/(β−1). Define ξ > 0 and
g(t) =
(
Aβ − A 1
β− 1
){(
A
ξ
)β−1
+ t
}−β/(β−1)
, t ≥ 0.
Then g(t) > 0 for all t ≥ 0. Suppose also that f (x) = sgn(x)|x|β for x ≥ 0. Then the initial
value problem (1.1) has unique continuous solution x(t) = A((A/ξ)β−1 + t)−1/(β−1) for t ≥ 0.
Notice that
lim
t→∞
g(t)
( f ◦ F−1)(t) =
Aβ − 1β−1 A
(β− 1)−β/(β−1) =: L > 0.
Also we have that
lim
t→∞
x(t)
F−1(t)
=
A
(β− 1)−1/(β−1) ,
so
lim
t→∞
F(x(t))
t
=
A1−β
β− 1 =: Λ∗.
Since A > 1/(β − 1)1/(β−1), we have Λ∗ ∈ (0, 1) and moreover, one can check that
(1−Λ∗)Λ−β/(β−1)∗ = L. Therefore it can be seen that the conclusion of Theorem 2.4 applies.
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Even though our results cover more comprehensively the case when f has “power-like”
behaviour close to zero, our next example demonstrates that when f is rapidly varying at zero
(and in fact has all its one-sided derivatives equal to 0 at 0), we can still determine the rate of
convergence of solutions. Theorem 2.4 part (ii) covers this example.
Example 3.4. Suppose that f (x) = sgn(x)e−1/|x| for x 6= 0 and f (0) = 0. Then for x > 0 we
have
F(x) =
∫ 1
x
e1/u du =
∫ 1/x
1
v−2ev dv.
Therefore by l’Hôpital’s rule we have
lim
x→0+
F(x)
e1/xx2
= lim
y→∞
∫ y
1 v
−2ev dv
eyy−2
= lim
y→∞
eyy−2
eyy−2 − 2y−3ey = 1.
Since F−1(t)→ 0 as t→ ∞ we have
lim
t→∞
t
e1/F−1(t)F−1(t)2
= 1. (3.1)
Therefore
lim
t→∞
{
log t− 1
F−1(t)
− 2 log F−1(t)
}
= 0.
Since limx→0+ log(x)/x−1 = limx→0+ x log(x) = 0, we have
lim
t→∞
log t
1
F−1(t)
= 1,
so F−1(t)/(log t)−1 → 1 as t → ∞. Hence F−1 ∈ RV∞(0). Moreover, since f (F−1(t)) =
e−1/F−1(t), from (3.1) we obtain
lim
t→∞
( f ◦ F−1)(t)
F−1(t)2/t
= 1,
and therefore, as F−1(t)/(log t)−1 → 1 as t→ ∞, we get
lim
t→∞
( f ◦ F−1)(t)
1
t(log t)2
= 1.
Hence f ◦ F−1 ∈ RV∞(−1).
Define
g˜(t) =
3
(3e + t) log2(e + t)
− 1
(3e + t) log2((e + t/3) log2(e + t))
− 2
(e + t) log(e + t) log2((e + t/3) log2(e + t))
, t ≥ 3. (3.2)
Notice that g˜ is continuous and positive on [3,∞). Then we have that
x˜(t) =
1
log
(
(e + t/3) log2(e + t)
) , t ≥ 3
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is a solution of the initial value problem
x˜′(t) = − f (x˜(t)) + g˜(t), t > 3; x˜(3) = ξ = 1
log(e + 1) log2(e + 3)
> 0. (3.3)
Now define x(t) = x˜(t + 3) and g(t) = g˜(t + 3) for t ≥ 0. Then g is continuous and positive
on [0,∞) and x satisfies the initial value problem
x′(t) = − f (x(t)) + g(t), t > 0; x(0) = ξ = 1
log(e + 1) log2(e + 3)
> 0.
To see that x˜ obeys (3.3), define
η(t) =
log(e + t)
log
(
(e + t/3) log2(e + t)
) , t ≥ 3.
Then e1/x˜(t) = (e + t)1/η(t) so by the definition of x˜ we have
(e + t)1/η(t) =
1
3
(3e + t) log2(e + t), t ≥ 3.
Also f (x˜(t)) = 1/(e + t)1/η(t) = 3/((3e + t) log2(e + t)). This is the first term on the right-
hand side of (3.2). It is easy to check directly from the formula for x˜ that the second and third
terms on the right-hand side equal x˜′(t). Therefore g˜(t) = f (x˜(t)) + x˜′(t), so x˜ obeys (3.3).
Notice that
lim
t→∞
g(t)
( f ◦ F−1)(t) = 2.
We can determine the asymptotic behaviour of x(t) as t → ∞ using the auxiliary function η.
Since
e1/x(t) = e1/x˜(t+3) = (e + t + 3)1/η(t+3) =
1
3
(3e + t + 3) log2(e + t + 3),
and x(t)/(log t)−1 → 1 as t→ ∞, we can check that
lim
t→∞
F(x(t))
t
= lim
t→∞
e1/x(t)x(t)2
t
= lim
t→∞
1
3 (3e + t + 3) log
2(e + t + 3)(log t)−2
t
=
1
3
.
This calculation is independent of Theorem 2.4 part (ii) but confirms it, because here L = 2
and Λ∗ = 1/(L + 1) = 1/3.
We now present an example to which Theorem 2.9 applies.
Example 3.5. Let θ < β/(β− 1) and ξ < (β/θ)1/(1−β+β/θ). Suppose that
g(t) = (ξ−β/θ + t)−θ
(
1− θ
β
(ξ−β/θ + t)−
θ
β−1+θ
)
, t ≥ 0.
Notice that g(t) > 0 for all t ≥ 0. Let f (x) = sgn(x)|x|β for x ≥ 0. Then the unique solution
of the initial value problem (1.1) is x(t) = (ξ−β/θ + t)−θ/β for t ≥ 0. We see that g ∈ RV∞(−θ),
and also that g and f obey (2.9). Also x(t) → 0 as t → ∞. Hence all the hypotheses of
Theorem 2.9 hold. Moreover, we can see, independently of the conclusion of Theorem 2.9 that
(2.11) holds.
Decay rate classification of regularly varying ODEs 17
Our final example shows how Theorem 2.9 can detect very slowly decaying (i.e., slowly
varying) solutions of (1.1). This arises when the perturbation g is slowly varying at infinity.
In our example, the perturbation exhibits iterated logarithmic decay.
Example 3.6. Let ξ > (βee+1)−1/(β−1). Define f (x) = |x|βsgn(x) for x ≥ 0 and
g(t) =
ξβ
log2(t + ee)
− ξ 1
β
· 1
(log2(t + ee))
1+1/β ·
1
(t + ee) log(t + ee)
, t ≥ 0.
Notice that the restriction on ξ implies that g(t) > 0 for all t ≥ 0. It can then be verified that
x(t) =
ξ
(log2(t + ee))
1/β , t ≥ 0
is the unique continuous solution of (1.1). Notice that
lim
t→∞
g(t)
ξβ
log2(t+ee)
= 1
and that
lim
t→∞
f (x(t))
g(t)
= lim
t→∞
ξβ(log2(t + e
e))−1
ξβ(log2(t + ee)−1
= 1.
Therefore once again, we can confirm the conclusion of Theorem 2.9 independently of its
proof. Of course, it can be shown that all the hypotheses of part (ii) of Theorem 2.9 hold for
this problem; in particular, we may take the decreasing function to which g is asymptotic to
be γ(t) = ξβ/ log2(t + e
e) for t ≥ 0.
4 Proofs
4.1 Proof of Theorem 2.2
Since F−1(0) = 1, we have that F−1(t) ∈ (0, 1) for all t > 0. Let T > 0. Then∫ T
0
f (F−1(s)) ds =
∫ F−1(T)
F−1(0)
f (u) ·
(
− 1
f (u)
)
du = 1− F−1(T).
Since F−1(t)→ 0 as t→ ∞, we have that f ◦ F−1 ∈ L1(0,∞). Therefore as (2.5) holds we have
that g ∈ L1(0,∞). Therefore, by virtue of Proposition 2.1 we have that x(t)→ 0 as t→ ∞.
Suppose that ξ > 1. Since x(t) → 0 as t → ∞, it follows that there exists 0 < T1 :=
sup{t > 0 : x(t) = 1}. Define z by z′(t) = − f (z(t)) for t > T1 and z(T1) = 1. Then
x′(T1) = − f (z(T1)) + g(T1) > z′(T1), because g(t) > 0 for all t > 0. Therefore, we have that
z(t) < x(t) for all t > T1. If δ ≥ 1, notice that φ(x(t)) > φ(z(t)) for all t > T1. If δ < 1, we
notice that there is T1 < T2 := sup{t > 0 : x(t) = δ}. Moreover, z(t) < δ for t > T2. Hence
for t > T2 we have φ(x(t)) > φ(z(t)) and z(t) < δ for all t > T2. Therefore, irrespective of the
level of δ, there exists T3 > T1 such that φ(x(t)) > φ(z(t)) and z(t) < δ for all t ≥ T3. Next, z
is given by z(t) = F−1(t− T1) for all t ≥ T3 ≥ T1. Also t 7→ (φ ◦ F−1)(t− T1) is decreasing on
[T3,∞), and so for t > T1 + T3 we must have that (φ ◦ F−1)(t− T1) > (φ ◦ F−1)(t). Therefore,
for t > T1 + T3 it follows that
g(t)
φ(x(t))
<
g(t)
φ(z(t))
=
g(t)
(φ ◦ F−1)(t− T1) <
g(t)
(φ ◦ F−1)(t) .
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Therefore by (2.5), we have that
lim
t→∞
g(t)
φ(x(t))
= 0.
Since x(t)→ 0 as t→ ∞ and f (x)/φ(x)→ 1 as x → 0+, we have g(t)/ f (x(t))→ 0 as t→ ∞.
Hence
lim
t→∞
x′(t)
f (x(t))
= −1.
Integration yields
lim
t→∞
F(x(t))
t
= 1.
In the case that ξ ≤ 1, define u to be the unique continuous solution of
u′(t) = − f (u(t)) + 2g(t), t > 0; u(0) = ξ + 1.
Then it can be shown by contradiction that x(t) < u(t) for all t ≥ 0. Since F is decreasing, we
have F(x(t)) > F(u(t)) for all t ≥ 0. We may apply the argument for ξ > 1 above to show
that F(u(t))/t→ 1 as t→ ∞. Therefore, we have that
lim inf
t→∞
F(x(t))
t
≥ 1.
On the other hand, define z by z′(t) = − f (z(t)) for t > 0 and z(0) := ξ ′ < ξ. Then x(t) > z(t)
for t ≥ 0. Therefore we have F(x(t)) ≤ F(z(t)) for all t ≥ 0. However, F(z(t))− F(ξ ′) = t, so
F(z(t))/t→ 1 as t→ ∞. Therefore we have
lim sup
t→∞
F(x(t))
t
≤ 1.
Combining this with the limit inferior gives F(x(t))/t→ 1 as t→ ∞ as required.
4.2 Proof of Theorem 2.4
Let e ∈ (0, 1) and define h(x) = x−β/(β−1)(1 − x) for x ∈ (0, 1]. Then h(x) ↑ ∞ as x ↓ 0
and h(1) = 0, with h decreasing on (0, 1]. Therefore, for each L > 0 there exists a unique
Λ(e) ∈ (0, 1) such that
h(Λ(e)) = L
1+ e
(1− e)2 .
Since h(Λ∗) = L, the continuity of h ensures that Λ(e)→ Λ∗ as e→ 0+.
We have already shown in the proof of Theorem 2.2 that f ◦ F−1 ∈ L1(0,∞). Since
g(t)/( f ◦ F−1)(t) → L as t → ∞, it follows that g ∈ L1(0,∞). Therefore it follows from
Proposition 2.1 that x(t)→ 0 as t→ ∞.
Now, there is a δ < 1 and an increasing φ : (0, δ) → (0,∞) such that φ(x)/ f (x) → 1 as
x → 0+. Hence for every e ∈ (0, 1) there exists x2(e) > 0 such that
f (x)
φ(x)
> 1− e for all x ∈ (0, x2(e)).
Since F−1(t)→ ∞ as t→ ∞, there exists T1(e) > 0 such that
g(t) < L(1+ e)(φ ◦ F−1)(t), t ≥ T1(e).
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There also exists T2(e) > 0 such that for t ≥ T2(e) we have x(t) < 1 and x(t) < x2(e).
Let T3(e) = max(T1(e), T2(e)). Since f ◦ F−1 ∈ RV∞(−β/(β − 1)), we have that φ ◦ F−1 ∈
RV∞(−β/(β− 1)). Therefore, for each η ∈ (0, e) ⊂ (0, 1) there exists x′1(η) > 0 such that
(φ ◦ F−1)(Λ(e)x)
(φ ◦ F−1)(x) ≥ Λ(e)
−β/(β−1)(1− η), x ≥ x′1(η).
Now fix η = e/2. Then
(φ ◦ F−1)(Λ(e)x)
(φ ◦ F−1)(x) ≥ Λ(e)
−β/(β−1)(1− e/2), x ≥ x′1(e/2).
If x′1(e/2) ≤ F(δ), define x′′1 (e) = F(δ) + 1, so x′′1 (e) > F(δ) and
(φ ◦ F−1)(Λ(e)x)
(φ ◦ F−1)(x) ≥ Λ(e)
−β/(β−1)(1− e/2), x ≥ x′′1 (e). (4.1)
If x′1(e/2) > F(δ), define x
′′
1 (e) = x
′
1(e/2), so once again x
′′
1 (e) > F(δ) and once again (4.1)
holds. If x′′1 (e) > F(x2(e))/Λ(e), define x1(e) = x
′′
1 (e) > F(δ), so that
(φ ◦ F−1)(Λ(e)x)
(φ ◦ F−1)(x) ≥ Λ(e)
−β/(β−1)(1− e/2), x ≥ x1(e). (4.2)
and
F−1(Λ(e)x1(e)) < x2(e). (4.3)
On the other hand, if x′′1 (e) < F(x2(e))/Λ(e), define
x1(e) = F(x2(e))/Λ(e) + 1 > F(x2(e))/Λ(e),
so (4.3) and (4.2) hold. Moreover,
x1(e) > x′′1 (e) > F(δ). (4.4)
Define next
T4(e) = sup
{
t > 0 : x(t) =
1
2
F−1(Λ(e)x1(e))
}
.
If x(t) < 12 F
−1(Λ(e)x1(e)) for all t ≥ 0, set T4(e) = T3(e). Finally, set
T(e) = 1+max(T3(e), T4(e), x1(e)).
Since T(e) > T4(e), we have
x(T(e)) ≤ 1
2
F−1(Λ(e)x1(e)),
so 2x(T(e)) ≤ F−1(Λ(e)x1(e)). Define
M =
F−1(Λ(e)x1(e))
x(T(e))
.
Then M ≥ 2 > 1. Finally, define
xU(t) = F−1
(
Λ(e)(t− T(e)) + F(Mx(T(e)))
)
, t ≥ T(e).
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Thus xU(T(e)) = Mx(T(e)) > x(T(e)).
Since F−1(Λ(e)x1(e)) < x2(e), we have Mx(T(e)) = F−1(Λ(e)x1(e)) < x2(e). Hence
xU(T(e)) = Mx(T(e)) < x2(e). Therefore, it is always the case that xU(t) < x2(e) for all
t ≥ T(e).
Next, for t > T(e), we have F′(xU(t))x′U(t) = Λ(e). Therefore for t > T(e) we have
x′U(t) = −Λ(e) f (xU(t)), or
x′U(t) = − f (xU(t)) + (1−Λ(e)) f (xU(t)) > − f (xU(t)) + (1−Λ(e))(1− e)φ(xU(t)).
Since Mx(T(e)) = F−1(Λ(e)x1(e)), we get F(Mx(T(e)))/Λ(e) = x1(e). Therefore for t ≥
T(e), we have
t− T(e) + F(Mx(T(e)))
Λ(e)
≥ x1(e).
Hence for t > T(e), by using this inequality and (4.2), we have
(1−Λ(e))(1− e)φ(xU(t))
= (1−Λ(e))(1− e)(φ ◦ F−1)
(
Λ(e)
{
t− T(e) + F(Mx(T(e)))
Λ(e)
})
≥ (1−Λ(e))(1− e)(1− e/2)Λ(e)−β/(β−1)(φ ◦ F−1)
(
t− T(e) + F(Mx(T(e)))
Λ(e)
)
= h(Λ(e))(1− e/2)(1− e)(φ ◦ F−1)
(
t− T(e) + F(Mx(T(e)))
Λ(e)
)
.
Since T(e) > x1(e), we have Λ(e)T(e) > Λ(e)x1(e) = F(Mx(T(e))). Therefore c := T(e)−
F(Mx(T(e)))/Λ(e) > 0. Hence for t ≥ T(e), we have
(1−Λ(e))(1− e)φ(xU(t)) ≥ h(Λ(e))(1− e/2)(1− e)(φ ◦ F−1)(t− c).
We may also write T(e) = c + x1(e). Therefore, for t ≥ T(e), we have t > t− c ≥ T(e)− c =
x1(e). By (4.4), for t ≥ T(e), we have t > t − c > x1(e) > F(δ). Therefore for t ≥ T(e),
F−1(t) < F−1(t− c) < δ, so as φ is increasing on (0, δ) we have (φ ◦ F−1)(t) < (φ ◦ F−1)(t− c).
Hence for t > T(e) we have
(1−Λ(e))(1− e)φ(xU(t)) > h(Λ(e))(1− e/2)(1− e)(φ ◦ F−1)(t)
= L
1+ e
(1− e)2 (1− e/2)(1− e)(φ ◦ F
−1)(t)
> L(1+ e)(φ ◦ F−1)(t).
Since T(e) > T1(e), we have g(t) < L(1+ e)(φ ◦ F−1)(t) for t > T(e), so
(1−Λ(e))(1− e)φ(xU(t)) > g(t), t ≥ T(e).
This implies
x′U(t) > − f (xU(t)) + g(t), t ≥ T(e); xU(T(e)) > x(T(e)).
A comparison argument now confirms that x(t) < xU(t) for all t ≥ T(e). By the definition of
xU and the fact that F is decreasing, we have
F(x(t)) > Λ(e)(t− T(e)) + F(Mx(T(e))), t ≥ T(e).
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Therefore
lim inf
t→∞
F(x(t))
t
≥ Λ(e).
Since Λ(e)→ Λ∗ as e→ 0+, we get
lim inf
t→∞
F(x(t))
t
≥ Λ∗. (4.5)
We now construct a lower solution, and obtain a companion limit superior bound to (4.5).
From (4.5), for every e ∈ (0, 1), there is a T1(e) > 0 such that F(x(t)) ≥ Λ∗(1− e) for all
t ≥ T1(e). Hence x(t) ≤ F−1(Λ∗(1− e)) for t ≥ T1(e). Since F−1 ∈ RV∞(−1/(β − 1)), we
have
lim sup
t→∞
x(t)
F−1(t)
≤ lim sup
t→∞
F−1(Λ∗(1− e))
F−1(t)
= lim
t→∞
F−1(Λ∗(1− e))
F−1(t)
= (Λ∗(1− e))−1/(β−1).
Therefore
lim sup
t→∞
x(t)
F−1(t)
≤ Λ−1/(β−1)∗ .
Hence for any λ > 0 we have
lim sup
t→∞
x(t)
F−1(λt)
= lim sup
t→∞
x(t)
F−1(t)
· F
−1(t)
F−1(λt)
≤ Λ−1/(β−1)∗ · λ1/(β−1) =
(
λ
Λ∗
)1/(β−1)
. (4.6)
Define λ(e) ∈ (0, 1) by
h(λ(e)) = L
1− e
(1+ e)(1+
√
e)
< L = h(Λ∗).
Since h is decreasing, we have λ(e) > Λ∗. Thus(
λ
Λ∗
)1/(β−1)
> 1.
Also we have that λ(e) ↓ Λ∗ as e→ 0+. By (4.6), there exists T′1(e) > 0 such that
x(t)
F−1(λ(e)t)
≤ 2
(
λ(e)
Λ∗
)1/(β−1)
=:
M
2
< M, t > T′1(e).
Clearly M = 4
(
λ(e)
Λ∗
)1/(β−1)
> 4.
For every e ∈ (0, 1), there is T′2(e) > 0 such that
g(t) > L(1− e)(φ ◦ F−1)(t), t ≥ T′2(e).
Define T′3(δ, e) = F(δ)/λ(e). Also we have that there is x3(e) > 0 such that
f (x)
φ(x)
< 1+ e, x < x3(e).
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Since x(t) → 0 as t → ∞, it follows that there is a T′4(e) > 0 such that x(t) < x3(e) for all
t ≥ T′4(e). Since φ ◦ F−1 ∈ RV∞(−β/(β− 1)), for every η ∈ (e, 1), there exists x′2(η) > 0 such
that
(φ ◦ F−1)(λ(e)x)
(φ ◦ F−1)(x) ≤ λ(e)
−β/(β−1)(1+ η), x ≥ x′2(η).
Fix η =
√
e. Then
(φ ◦ F−1)(λ(e)x)
(φ ◦ F−1)(x) ≤ λ(e)
−β/(β−1) (1+√e) , x ≥ x′2(√e) =: x′4(e).
Finally, there is T′5(δ) > 0 such that x(t) < δ for all t ≥ T′5(δ). Define T′(e) = 1 +
max(T′1(e), x
′
4(e), T
′
2(e), T
′
3(δ, e), T
′
5(δ), T
′
4(e)) and
xL(t) = F−1
(
λ(e)(t− T′(e)) + F
(
x(T′(e))
M
))
, t ≥ T′(e).
Then xL(T′(e)) = x(T′(e))/M < x(T′(e)) because M > 1. Also as T′(e) > T′5(δ), we have
that xL(t) < x(T′(e)) < δ for all t ≥ T′(e). For t ≥ T′(e), we have F′(xL(t))x′L(t) = λ(e).
Therefore we have
x′L(t) = − f (xL(t)) + (1− λ(e)) f (xL(t)), t ≥ T′(e).
Since f (x) < (1+ e)φ(x) for x < x3(e), and xL(t) < x(T′(e)) < x3(e) for all t > T′(e) we have
f (xL(t)) < (1+ e)φ(xL(t)) so
x′L(t) < − f (xL(t)) + (1− λ(e))(1+ e)φ(xL(t)), t ≥ T′(e).
Define c′ = F( 1M x(T
′(e)))− λ(e)T′(e). Since T′(e) > T1(e), we have
x(T′(e)) < MF−1(λ(e)T′(e)),
so as F is decreasing, it follows that F( 1M x(T
′(e))) > λ(e)T′(e) or c′ > 0. Hence
(1− λ(e))(1+ e)φ(xL(t)) = (1− λ(e))(1+ e)(φ ◦ F−1)(λ(e)t + c′).
Since λ(e)T′3(δ, e) = F(δ), for t ≥ T′(e) > T′3(δ, e) we have λ(e)t > F(δ). Thus F−1(λ(e)t) < δ.
Since c′ > 0 and F−1 is decreasing, it follows that F−1(λ(e)t + c′) < F−1(λ(e)t) < δ for
t ≥ T′(e), and as φ is increasing on (0, δ) we deduce that
(φ ◦ F−1)(λ(e)t + c′) < (φ ◦ F−1)(λ(e)t), t ≥ T′(e).
Hence
(1− λ(e))(1+ e)φ(xL(t)) < (1− λ(e))(1+ e)(φ ◦ F−1)(λ(e)t), t ≥ T′(e),
and so
x′L(t) < − f (xL(t)) + (1− λ(e))(1+ e)(φ ◦ F−1)(λ(e)t), t ≥ T′(e).
Since t ≥ T′(e) > T′4(e), we have that
(φ ◦ F−1)(λ(e)t)
(φ ◦ F−1)(t) ≤ λ(e)
−β/(β−1) (1+√e) ,
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so by the definition of h, we obtain
x′L(t) < − f (xL(t)) + h(λ(e))(1+ e)
(
1+
√
e
)
(φ ◦ F−1)(t), t ≥ T′(e).
Therefore as t ≥ T′(e) > T′2(e), we have g(t) > L(1− e)(φ ◦ F−1)(t) for t ≥ T′(e), so for
t ≥ T′(e) by using the definition of λ(e), we get
x′L(t) < − f (xL(t)) +
1
L(1− e)h(λ(e))(1+ e)
(
1+
√
e
) · g(t)
= − f (xL(t)) + g(t).
Since xL(T′(e)) < x(T′(e)), it follows that xL(t) < x(t) as t ≥ T′(e). Since F is decreasing,
using the definition of xL we arrive at
F(x(t)) < λ(e)(t− T′(e)) + F( 1
M
x(T′(e))), t ≥ T′(e).
Therefore
lim sup
t→∞
F(x(t))
t
≤ λ(e).
Letting e→ 0+, and recalling that λ(e)→ Λ∗ as e→ 0+ we get
lim sup
t→∞
F(x(t))
t
≤ Λ∗.
Combining this with (4.5) yields (2.8) as required.
4.3 Proof of Theorem 2.7
We consider first the proof when β > 1, and then sketch the proof when f ◦ F−1 ∈ RV∞(−1)
and F−1 ∈ RV∞(0). Let e ∈ (0, 1/2). Since f (x)/φ(x)→ 1 as x → 0+, we have that there exists
x1(e) > 0 such that f (x) < (1 + e)φ(x) for all x ≤ x1(e). Since f ∈ RV0(β), it follows that
φ ∈ RV0(β) and therefore that h := φ ◦ F−1 ∈ RV∞(−β/(β− 1)). By (2.9), we have that there
exists T1(e) > 0 such that h(t) < e1+β/(β−1)g(t) for t ≥ T1(e). Also, as h ∈ RV∞(−β/(β− 1)),
we have that h(et)/h(t) → e−β/(β−1) as t → ∞. Hence there exists T2(e) > 0 such that
h(et) < 2e−β/(β−1)h(t) for t ≥ T2(e). Define T(e) = 1+max(T1(e), T2(e)) and
M = max
(
2,
2x(T)
x1(e)
,
x(T)
F−1(eT)
)
. (4.7)
Also define
xL(t) = F−1
(
e(t− T) + F(x(T)/M)
)
, t ≥ T. (4.8)
Since M > 1, we have xL(T) = x(T)/M < x(T). Also, the definition of M implies that
x(T)/M ≤ x1(e)/2. Since xL is decreasing on [T,∞) it follows that xL(t) ≤ x(T)/M < x1(e)
for t ≥ T. Hence for t ≥ T,
f (xL(t)) < (1+ e)φ(xL(t)) = (1+ e)h(e(t− T) + F∗),
where F∗ := F(x(T))/M. Since M ≥ x(T)/F−1(eT) and F is decreasing, we have eT ≤ F∗.
Therefore for t ≥ T we have e(t − T) + F∗ ≥ et. Since h is decreasing, we have h(et) ≥
h(e(t− T) + F∗). Therefore
f (xL(t)) < (1+ e)h(et), t ≥ T.
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We note by definition that xL is in C1(T,∞) and x′L(t) = −e f (xL(t)) for t ≥ T. Then for t ≥ T,
we get
x′L(t) = − f (xL(t)) + (1− e) f (xL(t)) < − f (xL(t)) + (1− e2)h(et) < − f (xL(t)) + h(et).
Let t ≥ T. Since T > T2, we have that h(et) < 2e−β/(β−1)h(t) and as T > T1 we have
h(t) < e1+β/(β−1)g(t). Therefore as e < 1/2 we have
x′L(t) < − f (xL(t)) + h(et) < − f (xL(t)) + 2e−β/(β−1)h(t) < − f (xL(t)) + 2eg(t)
< − f (xL(t)) + g(t)
for t ≥ T. Therefore we have that xL(t) < x(t) for t ≥ T. Since x(t) → 0 as t → ∞, and
there exists δ1 > 0 such that F(x) > 0 for all x < δ1, it follows that there is T′ > 0 such that
x(t) < δ1 for t ≥ T′ and therefore F(x(t)) > 0 for t ≥ T′. Hence for t ≥ max(T′, T) we have
0 < F(x(t)) < F(xL(t)) = e(t− T) + F∗. Therefore, we get
0 ≤ lim inf
t→∞
F(x(t))
t
≤ lim sup
t→∞
F(x(t))
t
≤ e.
Letting e→ 0+ finally gives (2.10), as required.
Suppose now that f ◦ F−1 ∈ RV∞(−1) and F−1 ∈ RV∞(0). Since f (x)/φ(x)→ 1 as x → 0+
and F−1(t)→ 0 as t→ ∞, we have
lim
t→∞
φ(F−1(t))
f (F−1(t))
= 1.
Hence h = φ ◦ F−1 ∈ RV∞(−1). Let e ∈ (0, 1/2). By (2.9), we have that there exists T1(e) > 0
such that h(t) < e2g(t) for t ≥ T1(e). Also, as h ∈ RV∞(−1), we have that h(et)/h(t) → e−1
as t → ∞. Hence there exists T2(e) > 0 such that h(et) < 2e−1h(t) for t ≥ T2(e). Define
T(e) = 1 + max(T1(e), T2(e)). Now define M and xL as in (4.7) and (4.8). Proceeding in a
manner identical to that used in the case when β > 1, we can show that once again that
x′L(t) < − f (xL(t)) + g(t), t ≥ T; xL(T) < x(T).
Therefore, we have that xL(t) < x(t) for t ≥ T, and proceeding as in the case when β > 1, it
can once more be shown that (2.10) holds.
4.4 Proof of Theorem 2.9
We prove part (i). Since f ∈ RV0(β) there is an increasing ϕ ∈ C1(0,∞) such that
lim
x→0+
f (x)
ϕ(x)
= 1, lim
x→0+
xϕ′(x)
ϕ(x)
= β. (4.9)
Since g ∈ RV∞(−θ) and θ > 0, there exists a decreasing γ ∈ C1(0,∞) such that
lim
t→∞
g(t)
γ(t)
= 1, lim
t→∞
tγ′(t)
γ(t)
= −θ. (4.10)
STEP 1: An estimate deriving from (2.9). We will show that (2.9) implies
lim
t→∞
ϕ−1(γ(t))
tγ(t)
= 0. (4.11)
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Since g(t)/γ(t) → 1 as t → ∞, we have from (2.9) implies f (F−1(t))/γ(t) → 0 as t → ∞.
Thus for every e ∈ (0, 1), there exists T(e) > 0 such that f (F−1(t)) < eγ(t) for all t ≥ T(e)
or e−1 f (F−1(t)) < γ(t) for all t ≥ T(e). Since γ is decreasing, γ−1 is also, and therefore
γ−1(e−1 f (F−1(t))) > t for t ≥ T(e). Thus
t
γ−1( f ◦ F−1)(t) <
γ−1( 1e ( f ◦ F−1)(t))
γ−1(( f ◦ F−1)(t)) , t ≥ T(e).
Since f ∈ RV0(β), it follows that f ◦ F−1 ∈ RV∞(−β/(β − 1)). Thus ( f ◦ F−1)(t) → 0 as
t→ ∞. Also, as γ ∈ RV∞(−θ) and γ is decreasing, we have that γ−1 ∈ RV0(−1/θ). Therefore
lim
x→0+
γ−1(e−1x)
γ−1(x)
= e1/θ .
Therefore
lim sup
t→∞
t
γ−1( f ◦ F−1)(t) ≤ e
1/θ .
Since e > 0 is arbitrary, we have
lim
t→∞
t
γ−1( f ◦ F−1)(t) = 0,
or
lim
t→∞
γ−1( f ◦ F−1)(t)
t
= +∞.
Since F−1(t) → 0 as t → ∞, we have f (F−1(t))/ϕ(F−1(t)) → 1 as t → ∞, and therefore,
because γ−1 ∈ RV0(−1/θ), we have
lim
t→∞
γ−1( f (F−1(t)))
γ−1(ϕ(F−1(t)))
= 1.
Hence
lim
t→∞
γ−1((ϕ ◦ F−1))(t)
t
= +∞.
Since (ϕ ◦ F−1)(t)→ 0 as t→ ∞ and ϕ ◦ F−1 is invertible with inverse F ◦ ϕ−1 we get
lim
x→0+
γ−1(x)
(F ◦ ϕ−1)(x) = +∞.
Since f ∈ RV0(β) and β > 1 we have that
lim
x→0+
F(x)
x/ f (x)
=
1
β− 1,
and hence
lim
x→0+
F(x)
x/ϕ(x)
=
1
β− 1.
Since ϕ−1(y)→ 0 as y→ 0+ we have
lim
y→0+
(F ◦ ϕ−1)(y)
ϕ−1(y)/y
=
1
β− 1.
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Hence
lim
x→0+
γ−1(x)
ϕ−1(x)/x
= lim
x→0+
(F ◦ ϕ−1)(x)
ϕ−1(x)/x
· γ
−1(x)
(F ◦ ϕ−1)(x) = +∞.
Since γ(t)→ 0 as t→ ∞, we arrive at
lim
t→∞
t
ϕ−1(γ(t))/γ(t)
= +∞,
which implies (4.11), as required.
STEP 2: Lower bound. We determine a lower bound on the solution. Let e ∈ (0, 1). Then,
there exists T1(e) > 0 such that
g(t)
γ(t)
> 1− e, t ≥ T1(e).
Also, for every e ∈ (0, 1/2) there exists x1(e) > 0 such that
f (x)
ϕ(x)
≤ 1+ e, x ≤ x1(e).
Define T2(e) = sup{t > 0 : x(t) ≤ x1(e)/2}, T(e) = 1+max(T1(e), T2(e)), and
Ke := γ−1
(
ϕ(2−1x(T(e)))
)
> 0.
Finally, define
xL(t) = ϕ−1
(
1− e
1+ e
γ(t + Ke)
)
, t ≥ T(e).
Then as ϕ−1 is increasing, and γ is decreasing we have
xL(T(e)) = ϕ−1
(
1− e
1+ e
γ(T(e) + Ke)
)
< ϕ−1 (γ(T(e) + Ke))
< ϕ−1 (γ(Ke)) = ϕ−1 (ϕ(x(T(e)/2))) = x(T(e))/2
< x(T(e)).
For t ≥ T(e) we have that xL(t) ≤ xL(T(e)) < x(T(e)) and because T(e) > T1(e) we get
x(T(e)) ≤ x1(e)/2 < x1(e). Therefore for t ≥ T(e), we have xL(t) < x1(e). Thus
f (xL(t))
ϕ(xL(t))
≤ 1+ e, t ≥ T(e).
Hence by the definition of xL, and the fact that γ is decreasing, we have for t ≥ T(e)
f (xL(t)) ≤ (1+ e)ϕ(xL(t)) = (1− e)γ(t + Ke) < (1− e)γ(t) < g(t).
Since ϕ ∈ C1(0,∞), ϕ′(x) > 0 for all x > 0, γ ∈ C1(0,∞) and γ′(t) < 0 for all t > 0, we see
that x′L(t) is well-defined for all t > T(e) and is given by
x′L(t) =
1
ϕ′(xL(t))
· 1− e
1+ e
γ′(t + Ke) < 0.
Therefore we have
x′L(t) < − f (xL(t)) + g(t), t ≥ T(e),
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and since xL(T(e)) < x(T(e)), we have that xL(t) < x(t) for all t ≥ T(e). Since ϕ is increasing,
we have ϕ(xL(t)) < ϕ(x(t)) for all t ≥ T(e). Hence
ϕ(x(t)) >
1− e
1+ e
γ(t + Ke), t ≥ T(e).
Since γ ∈ RV∞(−θ), it follows that γ(t + Ke)/γ(t)→ 1 as t→ ∞. Therefore
lim inf
t→∞
ϕ(x(t))
γ(t)
≥ 1− e
1+ e
.
Letting e→ 0+ and recalling that f (x)/ϕ(x)→ 1 as x → 0+ and g(t)/γ(t)→ 1 as t→ ∞, we
arrive at
lim inf
t→∞
f (x(t))
g(t)
≥ 1. (4.12)
STEP 3: Upper bound. We need a limit superior to companion (4.12). For every e ∈ (0, 1/2),
there exists x0(e) > 0 such that
1− e < f (x)
ϕ(x)
< 1+ e, x < x0(e).
Let Me := 1+ e > 1. Since x(t) → 0 as t → ∞, and ϕ(x) → 0 as x → 0+, it follows that there
is T0(e) > 0 such that
Meϕ(x(t)) ≤ 1− e2 ·
ϕ(x0(e))
1+ 2e
, t ≥ T0(e).
Since g(t)/γ(t)→ 1 as t→ ∞, there exists T1(e) > 0 such that
g(t)
γ(t)
< 1+ e, t ≥ T1(e).
By (4.10), there also exists T2(e) > 0 such that
−tγ′(t)
γ(t)
< θ + e, t ≥ T2(e).
Furthermore, by STEP 2, there exists a T3(e) > 0 such that
ϕ(x(t))
γ(t)
>
1
1+ e
=
1
Me
, t ≥ T3(e).
By (4.9), we have that xϕ′(x)/ϕ(x)→ β as x → 0+. It therefore follows that there exists x1 > 0
such that
ϕ(x)
xϕ′(x)
<
2
β
, x < x1.
Since ϕ(x(t))→ 0 as t→ ∞ there exists T4(e) > 0 such that
Meϕ(x(t)) ≤ 12γ(T2(e)), t ≥ T4(e),
and T5(e) > 0 such that
Meϕ(x(t)) ≤ 12
1− e
1+ 2e
ϕ(x1), t ≥ T5(e).
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Since ϕ−1 ∈ RV0(1/β), there exists x2(e) > 0 such that
ϕ−1
( 1+2e
1−e x
)
ϕ−1(x)
< 2
(
1+ 2e
1− e
)1/β
, x < x2(e).
Since ϕ(x(t))→ 0 as t→ ∞, there exists T6(e) > 0 such that
Meϕ(x(t)) ≤ x2(e)/2, t ≥ T6(e).
Since (4.11) holds, it follows that there is T7(e) > 0 such that
ϕ−1(γ(t))
tγ(t)
<
1
2
e
41/β(4θ + 2)/β
, t ≥ T7(e),
and because ϕ(x(t))→ 0 as t→ ∞ we have that there exists T8(e) > 0 such that
Meϕ(x(t)) ≤ γ(T7(e))/2, t ≥ T8(e).
Now define
T(e) = 1+max
(
T0(e), T1(e), T2(e), T3(e), T4(e), T5(e), T6(e), T7(e), T8(e)
)
,
and with ϕ1(e) := ϕ(x(T(e))), we further define
xU(t) = ϕ−1
(
1+ 2e
1− e γ
(
t− T(e) + γ−1(Meϕ1(e))
))
, t ≥ T(e).
Since ϕ−1 is increasing and Me > 1, it follows that
xU(T(e)) = ϕ−1
(
1+ 2e
1− e ϕ(x(T(e)))
)
> ϕ−1(ϕ(x(T(e)))) = x(T(e)).
Since T(e) > T0(e), have that
Meϕ(x(T(e))) ≤ 1− e2 ·
ϕ(x0(e))
1+ 2e
<
1− e
1+ 2e
ϕ(x0(e)).
Therefore
ϕ−1
(
1+ 2e
1− e Meϕ(x(T(e)))
)
< x0(e),
so xU(T(e)) < x0(e). Hence xU(t) < x0(e) for all t ≥ T(e).
We start by estimating − f (xU(t)) + g(t) for all t ≥ T(e). Since xU(t) < x0(e) for all
t ≥ T(e), we have
−(1− e)ϕ(xU(t)) > − f (xU(t)) > −(1+ e)ϕ(xU(t)), t ≥ T(e).
Define ϕ1(e) := ϕ(x(T(e))) and
c := T(e)− γ−1(Meϕ1(e)).
Since t ≥ T(e) > T1(e), by the definition of xU , we have
− f (xU(t)) + g(t) < −(1− e)ϕ(xU(t)) + (1+ e)γ(t) = −(1+ 2e)γ(t− c) + (1+ e)γ(t).
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Since t ≥ T(e) > T3(e), we have ϕ1(e) = ϕ(x(T(e))) > γ(T(e))/Me. Hence γ−1(Meϕ1(e)) <
T(e). Thus c = T(e)− γ−1(Meϕ1(e)) > 0. Moreover T(e) = c + γ−1(Meϕ1(e)). Hence for
t ≥ T(e), we have t− c > 0 and so γ(t− c) > γ(t) for all t ≥ T(e). Therefore for all t ≥ T(e),
we have
− f (xU(t)) + g(t) < −(1+ 2e)γ(t− c) + (1+ e)γ(t)
< −(1+ 2e)γ(t− c) + (1+ e)γ(t− c) = −eγ(t− c). (4.13)
We now seek to estimate x′U(t) for all t ≥ T(e). Since (ϕ−1)′(x) = 1/ϕ′(ϕ−1(x)), for
t ≥ T(e) we have
−x′U(t) = −
1
ϕ′(xU(t))
· 1+ 2e
1− e γ
′(t− c),
or
−x′U(t) =
1+ 2e
1− e ·
ϕ(xU(t))
xU(t)ϕ′(xU(t))
· xU(t)
t− c ·
1
ϕ(xU(t))
· −(t− c)γ
′(t− c)
γ(t− c) · γ(t− c).
Since T(e) > T5(e), we have that
Meϕ(x(T(e))) ≤ 12
1− e
1+ 2e
ϕ(x1).
Also
ϕ(xU(T(e))) =
1+ 2e
1− e Meϕ(x(T(e))) ≤
1
2
ϕ(x1) < ϕ(x1),
so xU(T(e)) < x1. Hence xU(t) < x1 for all t ≥ T(e). Hence
ϕ(xU(t))
xU(t)ϕ′(xU(t))
<
2
β
, t ≥ T(e).
Since ϕ(xU(t)) = (1+ 2e)/(1− e)γ(t− c) for t ≥ T(e), we arrive at
−x′U(t) <
2
β
· ϕ
−1 ((1+ 2e)/(1− e)γ(t− c))
(t− c)γ(t− c) ·
−(t− c)γ′(t− c)
γ(t− c) · γ(t− c).
Now for t ≥ T(e), we have t− c ≥ T(e)− c = γ−1(Meϕ1(e)). Since T(e) > T4(e) ≥ T2(e) we
have ϕ(Meϕ(x(T(e)))) ≤ γ(T2(e))/2. Hence Meϕ1(e) < γ(T2(e)). Hence γ−1(Meϕ1(e)) >
T2(e). Thus for t ≥ T(e), we have t− c ≥ γ−1(Meϕ1(e)) > T2(e). Hence
− (t− c)γ
′(t− c)
γ(t− c) < θ + e, t ≥ T(e).
Thus
−x′U(t) <
2(θ + e)
β
· ϕ
−1 ((1+ 2e)/(1− e)γ(t− c))
(t− c)γ(t− c) · γ(t− c).
Next, we note for t ≥ T(e) that t − c ≥ γ−1(Meϕ1(e)). Thus γ(t − c) ≤ Meϕ1(e). Since
T(e) > T6(e), we have that Meϕ(x(T(e))) ≤ x2(e)/2 < x2(e), or Meϕ1(e)) < x2(e). Thus for
all t ≥ T(e) we have γ(t− c) < x2(e). Hence
ϕ−1
( 1+2e
1−e γ(t− c)
)
ϕ−1(γ(t− c)) < 2
(
1+ 2e
1− e
)1/β
.
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Hence for t ≥ T(e), we have
−x′U(t) <
2(θ + e)
β
· 2
( 1+2e
1−e
)1/β
ϕ−1(γ(t− c))
(t− c)γ(t− c) · γ(t− c),
and so as e < 1/2, we have
−x′U(t) <
4(θ + e)
β
(
1+ 2e
1− e
)1/β
· ϕ
−1(γ(t− c))
(t− c)γ(t− c) · γ(t− c)
<
4θ + 2
β
41/β · ϕ
−1(γ(t− c))
(t− c)γ(t− c) · γ(t− c).
Since t ≥ T(e), we have t − c ≥ T(e) − c = γ−1(Meϕ1(e)). Since t ≥ T(e) > T8(e), we
have that Meϕ(x(T(e))) ≤ γ(T7(e))/2 < γ(T7(e)). Hence γ−1(Meϕ1(e)) > T7(e), and so
t− c > T7(e) for all t ≥ T(e). This yields
ϕ−1(γ(t− c))
(t− c)γ(t− c) <
1
2
· e4θ+2
β 4
1/β
, t ≥ T(e).
Hence for t ≥ T(e) we arrive at
−x′U(t) <
4θ + 2
β
41/β · ϕ
−1(γ(t− c))
(t− c)γ(t− c) · γ(t− c)
1
2
eγ(t− c).
Using this inequality and (4.13), it follows for t ≥ T(e) that
x′U(t) > −
1
2
eγ(t− c) > −eγ(t− c) > − f (xU(t)) + g(t).
Since xU(T(e)) > x(T(e)), we have that xU(t) > x(t) for all t ≥ T(e). Therefore by the
definition of xU , we get
ϕ(x(t)) < ϕ(xU(t)) =
1+ 2e
1− e γ(t− c), t ≥ T(e).
Since γ ∈ RV∞(−θ), it follows that γ(t− c)/γ(t)→ 1 as t→ ∞. Therefore
lim sup
t→∞
ϕ(x(t))
γ(t)
≤ 1+ 2e
1− e .
Letting e→ 0+, and recalling that x(t)→ 0 as t→ ∞ and that f (x)/ϕ(x)→ 1 as x → 0+, we
get
lim sup
t→∞
f (x(t))
γ(t)
≤ 1.
Since γ(t)/g(t)→ 1 as t→ ∞, we have
lim sup
t→∞
f (x(t))
g(t)
≤ 1.
Combining this limit with (4.12) yields (2.11), as required.
We now turn to the proof of part (ii). It is assumed that g is asymptotic to a decreasing
function; this function must be positive. Call it γ1. The fact that g is slowly varying implies
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that there exists a positive function γ2 ∈ C1(0,∞) such that g(t)/γ2(t) → 1 as t → ∞ and
tγ′2(t)/γ2(t)→ 0 as t→ ∞. We note that the estimate (4.11) derived in STEP 1 holds, with γ1
in the role of γ even though the proof above does not apply in the case θ = 0. In fact, in this
slowly varying case, the proof is much easier. Since γ1 ∈ RV∞(0) and ϕ ∈ RV0(β), we have
that ϕ−1 ◦ γ1 ∈ RV∞(0). On the other hand, t 7→ tγ1(t) is a function in RV∞(1). Therefore we
have that t 7→ ϕ−1(γ1(t))/(tγ1(t)) is in RV∞(−1). Thus ϕ−1(γ1(t))/(tγ1(t))→ 0 as t→ ∞.
We start by establishing a lower bound on the solution of (1.1), just as in STEP 2 above.
Since g(t)/γ1(t) → 1 and g(t)/γ2(t) → 1 as t → ∞, we have that γ2(t)/γ1(t) → 1 as t → ∞,
and so ϕ−1(γ2(t))/ϕ−1(γ1(t))→ 1 as t→ ∞. Hence
lim
t→∞
ϕ−1(γ2(t))
tγ2(t)
= 0.
We construct the following estimates. Let e ∈ (0, 1/4). Then there exists T1(e) > 0 such that
g(t)
γ1(t)
>
1− e
1+ e/2
, 1− e < γ2(t)
γ1(t)
< 1+ e, t ≥ T1(e).
Since xϕ′(x)/ϕ(x)→ β as x → 0+ and f (x)/ϕ(x)→ 1 as x → 0+, for every e ∈ (0, 1/4) there
exists x1(e) > 0 such that
f (x)
ϕ(x)
< 1+ e, x < x1(e)
and there is an x2 > 0 such that
ϕ(x)
xϕ′(x)
<
2
β
, x < x2.
Since ϕ−1(γ2(t))/(tγ2(t))→ 0 as t→ ∞, we have that there exists T2(e) > 0 such that
ϕ−1(γ2(t))
tγ2(t)
<
√
e
20/β
, t ≥ T2(e).
Since γ1(t)→ 0 as t→ ∞, there exists T3(e) > 0 such that
γ1(t) < ϕ(x2), γ(t) < ϕ(x1(e)), t ≥ T3(e).
Since γ2 obeys tγ′2(t)/γ2(t)→ 0 as t→ ∞, it follows that there exists T4(e) > 0 such that∣∣∣∣ tγ′2(t)γ2(t)
∣∣∣∣ < √e, t ≥ T4(e).
Define T(e) = 1+max(T1, T2, T3, T4). Finally, define
K = γ−11 (ϕ(x(T)/2)) > 0,
(so γ1(K) = ϕ(x(T)/2)) and
xL(t) = ϕ−1
(
1− e
(1+ e)3
γ2(t + K)
)
, t ≥ T.
For t ≥ T, we have γ2(t + K) < (1 + e)γ1(t + K) < (1 + e)γ1(K). Thus as ϕ−1 is increasing,
we have
xL(T) < ϕ−1
(
1− e
(1+ e)2
γ1(K)
)
< ϕ−1 (γ1(K)) = x(T)/2 < x(T).
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For t ≥ T > T3, we also have
xL(t) < ϕ−1
(
1− e
(1+ e)2
γ1(t + K)
)
< ϕ−1(γ1(T)) < x1(e),
and also
xL(t) < ϕ−1(γ1(T)) < x2.
Since K > 0, for t ≥ T by the definition of xL and the monotonicity of γ1 we have
f (xL(t)) < (1+ e)ϕ(xL(t)) =
1− e
(1+ e)2
γ2(t + K) <
1− e
1+ e
γ1(t + K) <
1− e
1+ e
γ1(t).
On the other hand, for t ≥ T we have
g(t) >
1− e
1+ e/2
γ1(t).
Hence
f (xL(t))− g(t) < (1− e)
{
1
1+ e
− 1
1+ e/2
}
γ1(t) = −eγ1(t) 1− e2(1+ e/2)(1+ e) .
Since e ∈ (0, 1/4), we have that
1− e
2(1+ e/2)(1+ e)
>
4
15
.
Therefore
f (xL(t))− g(t) < −e · 415γ1(t), t ≥ T.
On the other hand, since xL ∈ C1(T,∞) and has derivative given by
x′L(t)ϕ(xL(t)) =
1− e
(1+ e)3
γ′2(t + K)
using the definition of xL we have for t ≥ T
x′L(t) =
ϕ(xL(t))
xL(t)ϕ′(xL(t))
·
ϕ−1
(
1−e
(1+e)3γ2(t + K)
)
ϕ−1(γ2(t + K))
× ϕ
−1(γ2(t + K))
(t + K)γ2(t + K)
· (t + K)γ
′
2(t + K)
γ2(t + K)
· γ2(t + K).
Since xL(t) < x1(e) for t ≥ T, the first factor is bounded above by 2/β. Since ϕ−1 is increasing,
the second factor is bounded above by unity. Since t + K > t ≥ T, the absolute value of the
fourth factor is bounded by
√
e. Hence
|x′L(t)| ≤
2
β
· ϕ
−1(γ2(t + K))
(t + K)γ2(t + K)
· √eγ2(t + K)
γ1(t + K)
· γ1(t + K).
and as γ2(t + K) < (1+ e)γ1(t + K) < 5/4 · γ1(t + K) and γ1 is decreasing, we have
|x′L(t)| ≤
ϕ−1(γ2(t + K))
(t + K)γ2(t + K)
· √e 5
β
· γ1(t).
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Since t + K > t ≥ T we have
ϕ−1(γ2(t + K))
(t + K)γ2(t + K)
<
√
e
20/β
,
so
|x′L(t)| <
e
4
γ1(t).
Hence for t ≥ T we have
−x′L(t) > −
e
4
γ1(t) > −e · 415γ1(t) > f (xL(t))− g(t).
Hence
x′L(t) < − f (xL(t)) + g(t), t ≥ T; x(T) < xL(T).
Thus xL(t) < x(t) for t ≥ T. Hence ϕ(x(t)) > ϕ(xL(t)) = (1− e)(1+ e)−3γ2(t+K). Therefore
as γ2(t + K)/γ2(t)→ 1 as t→ ∞, we have
lim inf
t→∞
ϕ(x(t))
γ2(t)
≥ (1− e)(1+ e)−3.
Letting e → 0+ and noting that f (x)/ϕ(x) → 1 as x → 0+ and g(t)/γ2(t) → 1 as t → ∞, we
have
lim inf
t→∞
f (x(t))
g(t)
≥ 1.
To obtain the upper bound, set m = 41+2/β/β, let e ∈ (0, 1/2) and define Me = 1 + e.
There exist x0, x1 and x2 such that
1− e < f (x)
ϕ(x)
< 1+ e, x < x0(e),
ϕ(x)
xϕ′(x)
<
2
β
, x < x1,
ϕ−1
(
(1+2e)2
(1−e)2 x
)
ϕ−1(x)
< 2
(
1+ 2e
1− e
)2/β
, x < x2(e).
For every e ∈ (0, 1/2), there exists a T1(e) such that
g(t)
γ1(t)
< (1+ e)2, 1− e < γ2(t)
γ1(t)
< 1+ e, t ≥ T1(e).
Similarly, for every e ∈ (0, 1/2), there exists a T2(e) such that∣∣∣∣ tγ′2(t)γ2(t)
∣∣∣∣ < √e, t ≥ T2(e).
From the lower bound, there is T3(e) > 0 such that
ϕ(x(t))
γ1(t)
>
1
1+ e
=
1
M
, t ≥ T3(e).
Since ϕ(x(t))→ 0 as t→ ∞, we may define T4(e) > 0 such that
Mϕ(x(t)) ≤ 1
2
γ1(T1(e)), Mϕ(x(t)) ≤ 12γ1(T2(e)), t ≥ T4(e),
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and similarly there is a T5(e) > 0 such that
ϕ(x(t)) <
1
2
(
1− e
(1+ e)(1+ 2e)
)2
ϕ(x0 ∧ x1), t ≥ T5(e),
where, as is conventional, a ∧ b denotes the minimum of the real numbers a and b. Further-
more, there exists T6(e) > 0 such that
ϕ−1(γ2(t))
tγ2(t)
<
√
e
m
, t ≥ T6(e).
We define T7(e) > 0 such that
Mϕ(x(t)) ≤ 1
2
γ1(T6(e)), t ≥ T7(e).
Since γ2(t)→ 0 as t→ ∞, there is T8(e) > 0 such that
γ2(t) ≤ 12 x2(e), t ≥ T8(e),
and finally there is a T9(e) > 0 such that
Mϕ(x(t)) ≤ 1
2
γ1(T8(e)), t ≥ T9(e).
Define T = 1 + maxj=1,...,9 Tj(e), K := γ−11 (Mϕ(x(T))) (suppressing here the e-dependence)
and define
xU(t) = ϕ−1
(
(1+ 2e)2
(1− e)2 γ2(t− T + K)
)
, t ≥ T.
Since T > T3(e), we have γ1(K) = Mϕ(x(T)) > γ1(T), and because γ1 is decreasing, we have
that K < T. Define c := T − K > 0.
Since T > T4(e), γ1(K) = Mϕ(x(T)) ≤ γ1(T1(e))/2 < γ1(T1(e)), so K > T1(e). Thus
γ2(K) > (1− e)γ1(K). Hence as ϕ−1 is increasing and M > 1 we have
xU(T) = ϕ−1
(
(1+ 2e)2
(1− e)2 γ2(K)
)
> ϕ−1
(
(1+ 2e)2
1− e γ1(K)
)
> ϕ−1(γ1(K)) > x(T).
For t ≥ T, we have t− T+K ≥ K > T1(e), so γ2(t− c) < (1+ e)γ1(t− T+K) < (1+ e)γ1(K).
Thus for t ≥ T we have
xU(t) < ϕ−1
(
(1+ 2e)2
(1− e)2 (1+ e)γ1(K)
)
= ϕ−1
(
(1+ 2e)2(1+ e)2
(1− e)2 ϕ(x(T))
)
.
Since T > T5(e), the argument of ϕ−1 is less than ϕ(x0(e)) and also less than ϕ(x1). Therefore
xU(t) < x0(e), xU(t) < x1, t ≥ T.
Hence for t ≥ T, we have
f (xU(t)) > (1− e)ϕ(xU(t)) = (1+ 2e)
2
1− e γ2(t− c).
Since t ≥ T, t− c ≥ T− c = K > T1(e), we have γ2(t− c) > (1− e)γ1(t− c). Hence for t ≥ T,
we have
f (xU(t)) > (1+ 2e)2γ1(t− c) > (1+ 2e)2γ1(t)
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as c > 0 and γ1 is decreasing. Since t ≥ T > T1(e), we have g(t) < (1+ e)2γ1(t), so
− f (xU(t)) + g(t) <
{−(1+ 2e)2 + (1+ e)2} γ1(t) = −2e(1+ 3e/2)γ1(t) < −2eγ1(t).
Next, we can use the definition of xU to obtain the identity
x′U(t) =
(
1+ 2e
1− e
)2 ϕ(xU(t))
xU(t)ϕ′(xU(t))
1
ϕ(xU(t))
(t− c)γ′2(t− c)
γ2(t− c)
xU(t)
t− c γ2(t− c)
for t > T. For t ≥ T, t− T ≥ K = γ−11 (Mϕ(x(T))). Since T > T4(e), Mϕ(x(T)) < γ1(T2(e)),
so K > T2(e). Thus t ≥ T implies t− c > T2(e). Hence∣∣∣∣ (t− c)γ′2(t− c)γ2(t− c)
∣∣∣∣ < √e, t ≥ T,
and because xU(t) < x1 for t ≥ T, we have
ϕ(xU(t))
xU(t)ϕ′(xU(t))
<
2
β
, t ≥ T.
Using these estimates and the definition of xU , we obtain
|x′U(t)| <
2
β
√
e
1
γ2(t− c)
xU(t)
t− c γ2(t− c), t ≥ T,
and again using the definition of xU we have
|x′U(t)| <
2
β
√
e
ϕ−1(γ2(t− c))
(t− c)γ2(t− c)
ϕ−1
(( 1+2e
1−e
)2
γ2(t− c)
)
ϕ−1(γ2(t− c)) γ2(t− c), t ≥ T.
For t ≥ T, t− c ≥ K. Since t > T7(e), Mϕ(x(T)) < γ1(T6(e)), so K > T6(e). Hence t ≥ T
implies t− c > T6(e), we obtain
ϕ−1(γ2(t− c))
(t− c)γ2(t− c) <
√
e
m
, t ≥ T.
For t ≥ T, t− c ≥ K. Since t > T9(e), Mϕ(x(T)) < γ1(T8(e)), so K > T8(e). Hence t ≥ T
implies t− c > T8(e), so we have γ2(t− c) ≤ x2(e)/2 < x2(e) and therefore
ϕ−1
(( 1+2e
1−e
)2
γ2(t− c)
)
ϕ−1(γ2(t− c)) < 2
(
1+ 2e
1− e
)2/β
, t ≥ T.
Using these estimates, we get
|x′U(t)| <
4
βm
e
(
1+ 2e
1− e
)2/β
γ2(t− c), t ≥ T.
Since e < 1/2, c > 0, γ1 is decreasing, by the definition of m, we get
|x′U(t)| <
4
βm
e42/β
γ2(t− c)
γ1(t− c) · γ1(t) = e
γ2(t− c)
γ1(t− c) · γ1(t), t ≥ T.
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For t ≥ T we have t− c ≥ K. Since T > T4(e), Mϕ(x(T)) < γ1(T1(e)), so K > T1(e). Hence
t− c > T1(e), which implies γ2(t− c)/γ1(t− c) < 1+ e < 3/2 for t ≥ T. Hence
|x′U(t)| <
3
2
eγ1(t), t ≥ T,
so x′U(t) > − 32γ1(t) for t ≥ T. Recall that − f (xU(t)) + g(t) < −2eγ1(t) for t ≥ T. Hence
x′U(t) > −
3
2
γ1(t) > −2eγ1(t) > − f (xU(t)) + g(t), t ≥ T,
and since xU(T) > x(T), it follows that xU(t) > x(t) for t ≥ T. Hence
ϕ(x(t)) < ϕ(xU(t)) =
(
1+ 2e
1− e
)2
γ2(t− c), t ≥ T.
Since γ2 ∈ RV∞(0), we have
lim sup
t→∞
ϕ(x(t))
γ2(t)
≤
(
1+ 2e
1− e
)2
,
and letting e→ 0+ yields
lim sup
t→∞
ϕ(x(t))
γ2(t)
≤ 1.
Since x(t)→ 0 as t→ ∞, we get
lim sup
t→∞
f (x(t))
g(t)
≤ 1.
Combining this with the lower estimate gives f (x(t))/g(t)→ 1 as t→ ∞ as required.
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