This paper extends the balanced loss function to a more general set up. The ordinary least squares and Stein-rule estimators are exposed to this general loss function with quadratic loss structure in a linear regression model. Their risks are derived when the disturbances in the linear regression model are not necessarily normally distributed. The dominance of ordinary least squares and Stein-rule estimators over each other and the effect of departure from normality assumption of disturbances on the risk property is studied.
Introduction
The ordinary least squares estimator is the best linear unbiased estimator of regression parameter in a linear regression model. If the criterion of linearity and unbiasedness can be dropped, then it is possible to improve upon the the variability of an estimator of regression coefficient. The family of Stein-rule estimator proposed by James and Stein (1961) has smaller variability than ordinary least squares estimator under quadratic risk with a simple condition that the number of explanatory variables are more than two. A vast literature is available on the topic of Stein-rule estimation. Discussion of all the papers is out of purview of this paper. Most of the literature judges the performance of Stein-rule and ordinary least squares estimators on the basis of the concentration of estimates around the true value of the parameter. The goodness of fitted model is another criterion to judge the performance of these estimators which is generally ignored quite often.
Generally either of the criterion is employed to judge the performance. In practice, both the criterion may often be desirable, see, for instance, Shalabh (1995, 2000) , Toutenburg and Shalabh (1996) , and Zellner (1994) for some illustrative examples. Accordingly, Zellner (1994) has introduced the balanced loss function which is a convex combination of sum of squares of the residuals and weighted sum of squares of the estimation errors. Such loss function encompasses both the criterion, viz., concentration of estimates around true parameter and goodness of fitted of model. Further, Shalabh (1995) introduced the concept of simultaneous prediction of actual and average values of study variable in a linear regression model for within and outside sample prediction. Based on that, Shalabh (1995) has presented a predictive loss function which not only incorporate the balanced loss function of Zellner (1994) as its particular case but also measures the correlation between the goodness of fit of model and concentration of estimates around the true parameter.
The balanced loss function has received considerable attention in the literature under different set ups. For example, Rodrigues and Zellner (1994) have used the balanced loss function in the estimation of mean time to failure; the aspects of preliminary test estimation and Stein-rule estimation under the balanced loss function are discussed by Giles, Giles and Ohtani (1996) , Ohtani, Giles and Giles (1997) , Ohtani (1998 Ohtani ( , 1999 and Gruber (2004) ; estimation of normal mean is considered by Chung, Kim and Song (1997) , Chung, Chanso and Dey (1999) and Sanjari and Asgharzadeh (2004) ; see also Chung, Kim and Song (1998), Shalabh (2001) , Wan (2002) , Chaturvedi and Shalabh (2004) , Fikri, Wan and Akdeniz (2005) and Toutenburg and Shalabh (2005) for the application of balanced loss function in some other areas of linear models. Appreciating the popularity of balanced loss function, we have extended it further and present a general loss function called as extended balanced loss function in this paper. The predictive loss functions suggested by Zellner (1994) and Shalabh (1995) are its particular cases.
Most of the literature dealing with Stein-rule estimation of regression coefficients assume that the disturbances are normally distributed. In practice, this assumption may not hold true. How the performance of Stein-rule estimator changes under the non-normally distributed disturbances is another question. An attempt is made to judge the performance of ordinary least squares and Stein-rule estimators under the proposed extended balanced loss function when disturbances in the linear regression model are not necessarily normally distributed.
In Section 2 we describe the linear regression model and present a general loss function under quadratic loss structure. A comparison of the risk functions associated with the ordinary least squares and Stein-rule estimators is presented in Section 3 , and a condition on the characterizing scalar for the superiority of Steinrule estimators over ordinary least squares estimator is obtained. Several popular forms of loss functions which arise as particular cases of the extended balanced loss function are also considered. The finite sample behaviour of ordinary least squares and Stein-rule estimators is studied through a Monte-Carlo simulation experiment and its findings are reported in Section 4. Some concluding remarks are then placed in Section 5.
Linear regression model and the loss function
Let us consider the following linear model:
where y is a n × 1 vector of n observations on the study variable, X is a n × p full column rank matrix of n observations on each of the p explanatory variables, and is a n × 1 vector of disturbances. It is assumed that the elements of are independently and identically distributed following a distribution with mean 0, Letβ denotes any estimator of β then the quadratic loss function which reflects the goodness of fit of the model is (Xβ − y) (Xβ − y) (2.2) whereŷ = Xβ is the predictor for y. Similarly, the precision of estimation ofβ is measured by the weighted loss function
Generally, either of the criterion of (2.2) or (2.3) is used to judge the performance of any estimator. Considering the goodness of fit and precision of estimation together, Zellner (1994) has considered both the criterion (2.2) and (2.3) together and proposed the following balanced loss function:
where θ is a scalar lying between 0 and 1 which provides the weight assigned to the goodness of fit of model.
If we consider the set up of within sample prediction, then the predictor Xβ is used to predict the actual value y as well as the average value E(y). In certain cases, it may be desirable to consider the simultaneous prediction of y and E(y), see Shalabh (1995) , Toutenburg and Shalabh (1996) 
where λ is a scalar between 0 and 1. Note that λ = 0 and λ = 1 in (2.5) provides the predictions for average and actual values of y. Any other value 0 < λ < 1 provides the weight assigned to the actual value prediction and provides simultaneous prediction of actual and average values of y.
The following predictive loss function arises when we use the predictor Xβ for simultaneous prediction of actual and average values of y through the target function (2.5):
Looking at the functional forms of the balanced loss function and the predictive loss function, we propose the following weighted loss function: 3 Risk performance of ordinary least squares and
Stein-rule estimators
The ordinary least squares estimator of β is given by
which is well known for its optimality in the class of linear and unbiased estimators.
If we drop the linearity and unbiasedness, there exist estimators with better performance than the ordinary least squares estimator under the risk criterion.
One such interesting family of nonlinear and biased estimators of β, popularly known as Stein-rule estimators (see, James and Stein (1961) ) is defined bŷ
where
and k is a positive nonstochastic characterizing scalar; see, e.g. Judge and Bock (1978) and Saleh (2006) .
A vast literature is available related to the performance of ordinary least squares and Stein-rule estimators under either of the criterion, viz., goodness of fit of model or concentration of estimates around the true parameter. We propose to judge the performance of these two estimators under the fairly general extended balanced loss function using the criterion as risk, i.e., the expected value of the weighted loss function (2.7).
From (2.1) and (2.7), we observe that
we get the risk of OLSE as
The exact expressions for the risk function of SRE can be derived bur their nature would be sufficiently intricate. We therefore employ the large sample asymptotic approximation theory to derive the risk function. We assume that the explanatory variables are asymptotically cooperative, i.e., the limiting form of
X X is finite and nonsingular, as n tends to infinity. Such an assumption is needed for the application of large sample asymptotic approximation theory.
Now, if we write
(3.6) and
Next, consider the quantity
Substituting (3.6) and (3.7) in (3.2), we find
). ), we see from (3.8) that
(3.10)
Settingβ =β in (3.4), utilizing the above results and retaining the terms to order
), we find
where S = 1 n X X andX is a p × 1 vector of means of observations on the p explanatory variables.
It is clear from (3.5) and (3.11) that both the criteria, viz, goodness of fit and precision of estimation affect the risk performance of ordinary least squares as well as Stein-rule estimators. Using the criteria of goodness of fit and precision of estimation together has more appeal than using either of them.
Comparing (3.5) and (3.11), it is observed that the Stein-rule estimator has smaller risk to the order of our approximations, in comparison to the ordinary least squares estimator when
provided that
When the distribution of disturbances is symmetric and/orX is a null vector,
i.e., the observations on the explanatory variables are taken as deviations from their corresponding means, then the condition (3.12) becomes free from unknown parameters β and is satisfied when either of the following two conditions holds true:
Now we examine the performance of estimators under some interesting loss functions.
First we consider the criterion of goodness of fit of model which is a particular case of (2.7) with λ 1 = 1 and λ 2 = 0. We observe from (3.5) and ( Considering the criterion of precision of estimation which can be obtained by setting λ 1 = 0 and λ 2 = 1 in (2.7), the Stein-rule estimators are better than the ordinary least squares estimator when
with the rider that the quantity on the right hand side is positive; see also Vinod and Srivastava (1995) .
This condition reduces to
when the distribution of disturbances is symmetric irrespective of the nature of data on the explanatory variables orX is a null vector whether the distributions of disturbances is symmetric or asymmetric.
Similarly, the condition (3.17) is satisfied as long as (3.18) holds true provided that γ 1 andX β have the same sign, i.e.,X β is positive for positively skewed distributions of disturbances and is negative for negatively skewed distributions of disturbances. In fact, it is possible to find Stein-rule estimators with better performance than the ordinary least squares estimator even for p = 1 and p = 2 when
It may be noticed (3.18) is a well-known condition for the superiority of Stein-rule estimators on the basis of exact risk under the normality of disturbances; see, e.g., Judge and Bock (1978) and Saleh (2006) .
If we put λ 1 = θ and λ 2 = (1 − θ) in (2.7), we get the balanced loss function proposed by Zellner (1994) . For 0 ≤ θ < 1, a sufficient condition that the Steinrule estimators perform better than the ordinary least squares estimator is when
When γ 1 is zero and/orX is a null vector, the condition (3.20) assumes a simple form: 
. We obtain the loss function
It is a combination of sum of squares of the residuals, weighted sum of squares of estimation errors and weighted sum of cross products of residuals and estimation errors. This is also equal to the sum of squares of prediction errors when Xβ is employed for the prediction of a convex combination of the actual and average values of study variable which was proposed by Shalabh (1995) .
From (3.5) and (3.11), it is seen that the Stein-rule estimators have smaller risk in comparison to ordinary least squares estimator when We have plotted the three dimension surface plots to visualize the performance of ordinary least squares and Stein-rule estimators with respect to λ 1 , λ 2 and β.
Only some representative surfaces are presented here keeping in mind the length of paper. Figure 1 and 2 show the risks of ordinary least squares and Stein-rule estimators, respectively under beta distributed errors for every β-λ 2 combination for a given specific value of λ 1 and a randomly chosen design matrix X. In figure 3 , we counted how many times the Stein-rule estimator was better than the ordinary least squares estimator in all 1000 simulations with different X design matrices (since the risk of both estimators depends on the design matrix). 
