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Abstract
The Cauchy problem for the scalar wave equation in the Kerr geometry is consid-
ered, with initial data which is smooth and compactly supported outside the event
horizon. A time-independent energy estimate for the outgoing wave is obtained. As
an application we estimate the outgoing energy for wave-packet initial data, uniformly
as the support of the initial data is shifted to infinity. The main mathematical tool is
our previously derived integral representation of the wave propagator.
1 Introduction
In the recent papers [1, 2, 3] the Cauchy problem for the scalar wave equation in the
Kerr geometry was studied for smooth initial data with compact support outside the
event horizon. It was proved that the wave function decays in L∞loc. This implies that
the wave splits into an ingoing and outgoing wave, which enters the the black hole and
escapes to infinity, respectively. Due to energy conservation, the total energy of the ingoing
and outgoing waves is time-independent. However, since the energy density need not be
positive inside the ergosphere, the energy of the ingoing wave may be negative, and thus
energy conservation does not give an energy estimate for the outgoing wave. In the present
paper we show that despite this difficulty, the energy of the outgoing wave is nevertheless
bounded uniformly in time.
In the spherically symmetric Schwarzschild geometry, the physical energy density of
scalar waves is non-negative, and thus one can estimate the wave using energy estimates [7].
In the Kerr geometry, the rotation of the black hole leads to the couter-intuitive effect that
the energy density can be negative in a region near and outside the event horizon called
the ergosphere. This effect has interesting consequences; in particular, it gives rise to a
mechanism of extracting energy from a rotating black hole. This was discovered by Roger
Penrose [8], who considered a classical point particle which enters the ergosphere where it
disintegrates into two partices. The wave analogue of the Penrose process was proposed
by Zeldovich [10] and studied numerically by Starobinski [9] on the level of modes. In the
recent paper [4], we give a more convincing argument in terms of solutions of the Cauchy
problem for wave packet initial data. In order to make this argument completely rigorous,
it is necessary to obtain time independent energy estimates for outgoing scalar waves in the
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Kerr geometry, independent of the wave packet, as the wave packet initial data is moved
to infinity. Due to the negative energy density inside the ergosphere, energy estimates
do not apply. The results of [1, 2, 3], where an integral representation for solutions of
the scalar wave equation is derived and used to prove local decay, are not good enough,
because in these papers the wave is estimated only in a compact region of space, but not
in the unbounded region near infinity. In the present paper we develop a technique for
estimating the scalar wave globally in space, uniformly in time.
A rotating black hole is modeled by the Kerr metric, which in Boyer-Lindquist coor-
dinates takes the form
ds2 = gjk dx
j dxk
=
∆
U
(dt − a sin2 ϑ dϕ)2 − U
(
dr2
∆
+ dϑ2
)
− sin
2 ϑ
U
(a dt − (r2 + a2) dϕ)2. (1.1)
Here M > 0 and aM > 0 denote the mass and the angular momentum of the black hole,
respectively, and the functions U and ∆ are given by
U(r, ϑ) = r2 + a2 cos2 ϑ , ∆(r) = r2 − 2Mr + a2 .
We consider only the non-extreme case M2 > a2, where the function ∆ has two distinct
roots. The largest root
r1 = M +
√
M2 − a2
defines the event horizon of the black hole. We restrict attention to the region r > r1
outside the event horizon. The scalar wave equation is
Φ := gij∇i∇j Φ = 0 , (1.2)
where ∇ denotes covariant differentiation. We fix initial data Ψ0 ∈ C∞0 ((r1,∞) × S2)2
and decompose the ϕ-dependence in a Fourier series,
Ψ0(r, ϑ, ϕ) =
∑
k∈Z
Ψk0(r, ϑ) e
−ikϕ . (1.3)
Since the k-modes propagate independently, we can restrict attention to a fixed k-mode.
The main result of this paper is the following theorem.
Theorem 1.1 Consider the Cauchy problem
Φ = 0 , (Φ, i∂tΦ)|t=0 = Ψk0(r, ϑ) e
−ikϕ (1.4)
for initial data Ψk0 ∈ C∞0 ((r1,∞) × S2)2, whose ϕ-dependence is given by e−ikϕ. Then
for any R > r1 there is a constant C = C(R,Ψ0) such that the energy of Ψ(t) outside a
neighborhood of the event horizon is bounded uniformly in time,∫
[R,∞)×S2
E(Φ(t, x)) dr dϕd cos ϑ ≤ C . (1.5)
Here E denotes the energy density (see (2.6)).
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Note that we make no statement on the precise dependence of the constant C on the
initial data. The energy bound (1.5) implies that the L2-norm of the first derivatives of Φ
on R3 \ BR(0) are bounded (with respect the usual integration measure r2dr dϕd cos ϑ).
In the case k 6= 0, we obtain furthermore a weighted L2-estimate of the form∫
R3\BR(0)
|Φ(t, x)|2 d
3x
|x|2 ≤ C .
Since the time derivatives of Φ also satisfy the scalar wave equation, our theorem yields
similar estimates for all time derivatives of Φ. Furthermore, using that the spatial part
of the wave equation (1.2) is elliptic, we immediately obtain similar bounds for all spatial
derivatives. Hence in the case k 6= 0, our theorem gives time-independent bounds for all
corresponding weighted Sobolev norms of Φ.
In the rigorous treatment of superradiance in [4] a slightly different version of Theo-
rem 1.1 is needed. Namely, for wave-packet initial data one needs to control the energy
near infinity for large time, uniformly as the the initial data is shifted towards infinity.
The last section in this paper is devoted to such an energy estimate, see Theorem 8.1.
2 Preliminaries
In this section we recall basic facts and collect useful formulas; the details can be found
in [1, 2]. We consider for given Ψ0 ∈ C∞0 ((r1,∞) × S2) a summand Ψk0 in the Fourier
expansion (1.3). In the case k = 0, the energy density is positive, and thus Theorem 1.1
follows immediately from energy conservation. Possibly after a time reversal and the
replacement k → −k, we may assume that k > 0. For simplicity in notation, we usually
omit the index k and the ϕ-dependence.
Setting Ψ = (Φ, i∂tΦ), the wave equation can be written in Hamiltonian form
i∂tΨ = H Ψ ,
where the operator H is given by
H =
(
0 1
A β
)
, (2.1)
with A an elliptic operator and β a multiplication operator,
A =
1
ρ
[
− ∂
∂u
(r2 + a2)
∂
∂u
− ∆
r2 + a2
∆S2 −
a2k2
r2 + a2
]
(2.2)
β = −2ak
ρ
(
1− ∆
r2 + a2
)
(2.3)
ρ = r2 + a2 − a2 sin2 ϑ ∆
r2 + a2
, (2.4)
and ∆S2 denotes the Laplacian on S
2. Here u ∈ R is the Regge-Wheeler coordinate defined
by
du
dr
=
r2 + a2
∆
,
∂
∂r
=
r2 + a2
∆
∂
∂u
, (2.5)
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mapping the event horizon r = r1 to u = −∞. The physical energy density is given by [1,
eq. (2.13)]
E =
(
(r2 + a2)2
∆
− a2 sin2 ϑ
)
|∂tΦ|2 + ∆ |∂rΦ|2
+sin2 ϑ |∂cos ϑΦ|2 +
(
k2
sin2 ϑ
− a
2k2
∆
)
|Φ|2 . (2.6)
This energy density need not be positive everywhere. Indeed, it can be negative inside the
ergosphere, defined by the inequality ∆− a2 sin2 ϑ < 0.
Integrating the corresponding bilinear form over space gives the energy inner product,
which in the Regge-Wheeler coordinate can be written as follows,
<Ψ1,Ψ2> :=
∫
R×S2
〈Ψ1,
(
A 0
0 1
)
Ψ2〉C2 ρ du d(cos ϑ) . (2.7)
The Hamiltonian H is symmetric with respect to this inner product.
As in [1, Section 1] the wave equation can be separated with the multiplicative ansatz
Φ(t, r, ϑ) = e−iωt R(r)Θ(ϑ) (2.8)
with a real parameter ω, giving rise to the system of ODEs
Rω Rλ = −λRλ, AωΘλ = λΘλ (2.9)
involving the radial and angular operators defined by
Rω = − ∂
∂r
∆
∂
∂r
− 1
∆
((r2 + a2)ω + ak)2 (2.10)
Aω = − ∂
∂ cos ϑ
sin2 ϑ
∂
∂ cos ϑ
+
1
sin2 ϑ
(aω sin2 ϑ+ k)2 . (2.11)
The separation constant λ is an eigenvalue of the angular operator Aω. We denote the set
of eigenvalues of the spheroidal wave operator Aω by {λn(ω), n ∈ N} and normalize the
corresponding eigenfunctions Θn,ω with respect to the L
2-norm,
‖Θn,ω‖L2(S2) = 1 . (2.12)
Setting
φ(r) =
√
r2 + a2 R(r) , (2.13)
the radial equation can be written in Schro¨dinger-type form [1, Section 5](
− ∂
2
∂u2
+ V (u)
)
φ(u) = 0 (2.14)
with the potential
V (u) = −
(
ω +
ak
r2 + a2
)2
+
λ∆
(r2 + a2)2
+
1√
r2 + a2
∂2u
√
r2 + a2 . (2.15)
In these terms, the integral representation [2, Theorem 7.1] of the solution of the
Cauchy problem (1.4) becomes
Ψ(t, r, ϑ) =
1
2pi
∑
n∈IN
∫ ∞
−∞
dω
ωΩ
e−iωt
2∑
a,b=1
tωnab Ψ
ωn
a (r, ϑ) <Ψ
ωn
b ,Ψ0> , (2.16)
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where the sums and the integrals converge in L2loc. Here the coefficients t
ωn
ab are given by
tωn11 = 1 + Re
α
β
, tωn12 = t
ωn
21 = −Im
α
β
, tωn22 = 1− Re
α
β
, (2.17)
and the complex coefficients α and β, referred to as transmission coefficients, are defined
by
φ` = α φ´+ β φ´ , (2.18)
where φ´(u) and φ`(u) are the Jost solutions of the radial equation having the asymptotics
lim
u→−∞ e
−iΩu φ´(u) = 1 , lim
u→−∞
(
e−iΩu φ´(u)
)′
= 0 (2.19)
lim
u→∞ e
iωu φ`(u) = 1 , lim
u→∞
(
eiωu φ`(u)
)′
= 0 (2.20)
and
Ω = ω − ω0 where ω0 := − ak
r21 + a
2
.
(For ease in notation, we have omitted the ω-dependence of φ´ and φ`.) Finally, the functions
Ψωna (r, ϑ), a = 1, 2, are the solutions of the separated wave equation (2.9) for fixed ω
and λ = λn(ω), corresponding to the real-valued fundamental solutions of the radial
equation given by
φ1 = Re φ´ , φ2 = Im φ´ . (2.21)
3 Single Mode Estimates
In this section we analyze a single summand in the integral representation (2.16). We
begin with the following lemma.
Lemma 3.1 For any n ∈ N, the following hold:
(i) For all ω ∈ R \ {0, ω0}, |Ψωna (r, ϑ)| ≤ c(n, r) (1 + |ω|), where the constant is locally
uniform in r.
(ii) For all ω ∈ R \ {0, ω0}, |tωnab | ≤ c(n) |Ω|.
(iii) The functions
<Ψnωb ,Ψ0>
ω
are bounded in ω and have rapid decay as ω → ±∞.
Proof. The statement (i) is an immediate consequence of the WKB-estimates in [1,
Proposition 6.5], which show that for large |ω|, the fundamental solutions φ´ go over to
plane waves with amplitude one.
For any ω, the coefficients tωnab are related to the fundamental solutions φ´ and φ` of the
radial equation and their Wronskian w(φ´, φ`) by (see [2, Lemma 5.1])
g(u, u′) =
φ´(u) φ`(u′)
w(φ´, φ`)
(3.1)
Im g(u, u′) = − 1
2Ω
2∑
a,b=1
tωnab φa(u) φb(u
′) . (3.2)
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Using the asymptotics near u = −∞
φ1(u) ∼ cos(Ωu) , φ2(u′) ∼ sin(Ωu′) ,
we evaluate (3.2) for u, u′ near −∞ to obtain the estimate
|tωnab | ≤ 2|Ω| sup
u,u′
|g(u, u′)| .
The causality argument in [2, Section 7] implied that the Wronskian has no zeros, and
thus g(u, u′) is bounded for ω in any compact set. For large |ω|, we can again use the
WKB-estimates in [1, Proposition 6.5] to conclude that g(u, u′) decays like 1/|ω|. This
proves (ii).
To prove (iii), we first note that the energy inner product involves a factor of ω (see [1,
eq. (2.14)]). Therefore, the quotient <Ψωna ,Ψ0>/ω is bounded near ω = 0. It remains
to show that the inner product <Ψωna ,Ψ0> has rapid decay in ω. We write the radial
ODE (2.14) as
ω2 φ´ = (−∂2u + (V + ω2)) φ´ .
Iterating this relation gives
ω2l φ´ = (−∂2u + (V + ω2))l φ´ .
We thus obtain for suitable functions F and G, which are independent of ω, the formula
ω2l Ψ´ωn = (−∂2u + ωF +G)l Ψ´ωn ,
where Ψ´ωn = (Φ´ωn, i∂tΦ´
ωn) and Φ´ωn is defined by (2.13, 2.8). Hence
<Ψ´ωn,Ψ0> =
1
ω2l
<(−∂2u + ωF +G)l Ψ´ωn,Ψ0>
=
1
ω2l
<Ψ´ωn, ((−∂2u + ωF +G)∗)lΨ0> , (3.3)
where star denotes the formal adjoint obtained by partial integration. Writing the func-
tion ((−∂2u + ωF + G)∗)lΨ0 as a polynomial in ω, each coefficient is again smooth with
compact support. Hence for large |ω|,∣∣∣<Ψ´ωn, ((−∂2u + ωF +G)∗)lΨ0>∣∣∣ ≤ C |ω|l+1 ,
where the constant C depends only on Ψ0 and l. Combining this with (3.3) and using
that l is arbitrary proves (iii).
This lemma shows in particular that the integral
∫ ∞
−∞
dω
ωΩ
e−iωt
2∑
a,b=1
tωnab Ψ
ωn
a (r, ϑ) <Ψ
ωn
b ,Ψ0>
which appears in our integral representation (2.16) is absolutely convergent.
Our next goal is to introduce a functional calculus for a single angular momentum
mode. In what follows, C∞ denotes the set of all bounded smooth functions, all of whose
derivatives are also bounded.
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Lemma 3.2 For any n ∈ N and f ∈ C∞(R), the function
(f(H)nΨ0)(u, ϑ) :=
1
2pi
∫ ∞
−∞
dω
ωΩ
f(ω)
2∑
a,b=1
tωnab Ψ
ωn
a (u, ϑ) <Ψ
ωn
b ,Ψ0> (3.4)
lies in L2(R × S2, r2 dr d cos ϑ)2.
Proof. In view of Lemma 3.1, the function (f(H)nΨ0) is bounded on any compact set.
Hence we only need to consider its behavior near u = ±∞. In the region u≪ 0, the proof
of [2, Theorem 3.1] shows that φ´ can be uniformly approximated by a plane wave, i.e.
there are positive constants c and γ such that for all ω ∈ R and all u < u0 ≪ 0,
φ´(u) = eiΩu + Eω(u) with |Eω(u)| ≤ c eγu . (3.5)
The function Eω gives rise to a contribution in (3.4) which decays exponentially as u →
−∞. On the other hand, according to (2.13) and Lemma 3.1, the plane wave gives rise to
terms of the form
(r2 + a2)−
1
2
∫ ∞
−∞
Y (ω, ϑ) e±iωu dω , (3.6)
where Y (., ϑ) is in L2 with its L2-norm bounded uniformly in ϑ. Plancherel’s theorem
yields that (3.6) is in L2((−∞, u0)× S2)2.
For the asymptotics u > u1 ≫ 0, it is useful to introduce the quantity
ω1 =
1
16ak
.
We first bring the sum in (3.4) into a convenient form. Using (3.1) and (3.2), we know
that
2∑
a,b=1
tωnab φ
a(u′) φb(u) = −2Ω Im φ´(u
′) φ`(u)
w(φ´, φ`)
= iΩ
(
φ´(u′)
w(φ´, φ`)
φ`(u)− φ´(u
′)
w(φ´, φ`)
φ`(u)
)
. (3.7)
We only consider the term involving φ`, because the term involving φ` can be treated
similarly. To bound the quotient φ´(u′)/w(φ´, φ`), we note that for large |ω|, the WKB-
estimates of [1, Section 6] yield ∣∣∣∣∣ φ´(u
′)
w(φ´, φ`)
∣∣∣∣∣ ≤ c|ω| . (3.8)
Since the Wronskian has no zeros, by increasing c we can always arrange that this inequal-
ity holds on a compact set outside the origin. We choose c such that (3.8) holds for all ω
with |ω| > ω1/2. On the other hand, if ω is small, from [2, Theorem 3.5] together with the
argument before Proposition 5.2 in [2] we know that w(φ´, ωµ−
1
2 φ`) is bounded away from
zero, where
µ = µ(ω) =
√
λn(ω)− 2akω + 1
4
>
1
3
,
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and the last inequality follows from the fact that λn ≥ 0 and |ω| < ω1 = (16ak)−1. Hence∣∣∣∣∣ φ´(u
′)
w(φ´, φ`)
∣∣∣∣∣ ≤ c |ω|µ− 12 if |ω| ≤ ω1 . (3.9)
We choose a cutoff function η ∈ C∞0 ([−ω1, ω1]), which on the interval [−ω1/2, ω1/2] is
is identically equal to one. We split up f in the form
f = fH + fL with fL = η f , fH = (1− η) f ,
and consider the corresponding “high- and low-energy contributions” to (3.4) separately.
To estimate the high-energy contribution, we write (3.4) (omitting the second term in (3.7))
as
(r2 + a2)−
1
2
∫ ∞
−∞
X(ω, ϑ) φ`(u) dω , (3.10)
where
X(ω, ϑ) := iΩ
<Ψ´ωn,Ψ0>
w(φ´, φ`)
Θn,ω(ϑ) .
In view of (3.8) and Lemma 3.1, the function X is bounded and has rapid decay. Fur-
thermore, differentiating with respect to ω, we can use that both φ´ and the angular
eigenfunction are smooth in ω. Furthermore, the Jost expansion [2, eq. (3.18, 3.19)] shows
that |∂ωφ`| < c/|ω| for small |ω|. For large |ω|, we can again use the WKB estimates in [1]
to get rapid decay of X ′. Hence
|∂ωX(ω, ϑ)| ≤ c|ω| and ∂ωX(ω, ϑ) has rapid decay . (3.11)
Note that the factor (r2 + a2)−1/2 in (3.10) is taken care of by the integration mea-
sure r2 dr d(cos ϑ), and thus we may omit this factor and work instead with the integration
measure du. We now decompose φ` similar to (3.5) in the form [2, Lemma 3.3],
φ`(u) = e−iωu + Eω(u) with |Eω(u)| ≤ c
u
. (3.12)
The contribution of Eω(u) to (3.10) decays like 1/u and is thus in L
2. The contribution
of the plane wave e−iωu to (3.10) is in L2 according to Plancherel’s theorem.
It remains to estimate the low-energy fL-contribution to (3.4). We first note that,
according to [2, Lemma 3.6], the functions φ` are well-approximated near ω = 0 by Hankel
functions, i.e. there is a constant c such that for all u > u1 ≫ 0 and all ω ∈ (−ω1, ω1),
φ`(u) = H(ωu) + Eω(u) with |Eω(u)| ≤ cω
−µ+ 1
2
u
. (3.13)
Here H(x) is a Hankel function, which for |x| < 1 has the asymptotics
H(x) = c |x|−µ+ 12 (1 +O(x)) , (3.14)
whereas for |x| > 1 we can write it as
H(x) = e−ix h(x) with
∣∣∣∣ dndxnh(x)
∣∣∣∣ ≤ cn|x|n , n ≥ 0 . (3.15)
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Using (3.13, 3.7, 3.9), we obtain for all u > u1 the estimate∣∣∣∣∣∣
∫ ω1
−ω1
dω
ωΩ
fL
2∑
a,b=1
tωnab Ψ
ωn
a (r, ϑ) <Ψ
b
kωn,Ψ0>
∣∣∣∣∣∣
≤ C(r2 + a2)− 12
∣∣∣∣
∫ ω1
−ω1
X(ω, ϑ) ωµ−
1
2 (H(ωu) + Eω(u)) dω
∣∣∣∣ . (3.16)
According to (3.13), the contribution of Eω to (3.16) decays at infinity like 1/u, and thus
is in L2. To estimate the contribution by the Hankel function, we split up the integral as
follows, ∫ ω1
−ω1
=
∫ 1/u
−1/u
+
∫
[−ω1,ω1]\[−1/u,1/u]
.
The first integral is estimated using the asymptotics (3.14),∫ 1/u
−1/u
|X(ω, ϑ)| |ω|µ− 12 |H(ωu)| dω ≤ c‖X‖∞
uµ+
1
2
.
In the second integral we use the asymptotics (3.15) and integrate by parts,∫
[−ω1,ω1]\[−1/u,1/u]
X(ω, ϑ) ωµ−
1
2 H(ωu) dω
= u−µ−
1
2
∫
[−ω1u,ω1u]\[−1,1]
X
(x
u
, ϑ
)
e−ix xµ−
1
2 h(x) dx (3.17)
= u−µ−
1
2
∫
[−ω1u,ω1u]\[−1,1]
X
(x
u
, ϑ
)
i
d
dx
(
e−ix
)
xµ−
1
2 h(x) dx
= iu−µ−
1
2 X
(x
u
, ϑ
)
e−ix xµ−
1
2 h(x)
∣∣∣x=ωlu
x=−ω1u
(3.18)
−iu−µ− 12 X
(x
u
, ϑ
)
e−ix xµ−
1
2 h(x)
∣∣∣x=1
x=−1
(3.19)
−iu−µ− 12
∫
[−ω1u,ω1u]\[−1,1]
D1X
(x
u
, ϑ
) 1
u
e−ix xµ−
1
2 h(x) dx (3.20)
−iu−µ− 12
∫
[−ω1u,ω1u]\[−1,1]
X
(x
u
, ϑ
)
e−ix
d
dx
(
xµ−
1
2 h(x)
)
dx . (3.21)
Since X is a bounded function, the terms (3.18, 3.19) are of the order O(u−µ− 12 ) and are
thus in L2. To estimate the term (3.20), we transform back to the integration variable ω,
(3.20) = − i
u
∫
[−ω1,ω1]\[−1/u,1/u]
∂ωX(ω, ϑ) ω
µ− 1
2 e−iωu h(ωu) dω ,
and since h is a bounded function and ∂ωX has rapid decay according to (3.11), the
integral is uniformly bounded in u and ϑ. Thus (3.20) is also in L2. The last term (3.21)
is similar to (3.17), except that, in view of (3.15), the x-derivative has improved the decay
rate of (3.21) at x = ±∞ by a factor of 1/x. Iterating the above procedure (3.17–3.21),
the last term becomes
u−µ−
1
2
∫
[−ω1u,ω1u]\[−1,1]
X
(x
u
, ϑ
)
e−ix
{(
−i d
dx
)l(
xµ−
1
2 h(x)
)}
dx .
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After choosing l sufficiently large and using (3.15), the curly bracket term is in L1(R, dx).
Since X is a bounded function, the integral is bounded uniformly in u. Thus the whole
expression is bounded by a constant times u−µ−
1
2 , and this is an L2-function.
By applying the last lemma with initial data HsΨ0, we obtain that all Sobolev norms
are also bounded for each mode; namely, we have the following corollary.
Corollary 3.3 For every n, s ∈ N and any f ∈ C∞(R), the function (f(H)nΨ0) lies in
Hs,2((r1,∞)×S2, r2dr d cos ϑ). Moreover, there are constants c > 0 and l ∈ N (depending
on n, s and Ψ0, but independent of f) such that
‖f(H)nΨ0‖Hs,2 ≤ c ‖f‖Cl .
Proof. Since in the proof of the last lemma we integrated by parts a finite number of
times and used only the boundedness of f and its derivatives, it is obvious that there are
constants c and l such that
‖f(H)nΨ0‖L2 ≤ c ‖f‖Cl . (3.22)
Using (2.1, 2.2) we see that the operator H2 is uniformly elliptic. Hence
‖f(H)nΨ0‖Hs,2 ≤ c(n)
s∑
k=0
‖H2kf(H)nΨ0‖L2 . (3.23)
From Lemma 3.1 and the fact that the spatial derivatives of Ψωna can be bounded using
the radial and angular ODEs by powers of ω, we may differentiate through (3.4) using
Lebesgue’s dominated convergence theorem to obtain
H(f(H)nΨ0)(u, ϑ) =
∫ ∞
−∞
dω
ωΩ
f(ω)
2∑
a,b=1
tωnab (HΨ
ωn
a (u, ϑ)) <Ψ
ωn
b ,Ψ0>
=
∫ ∞
−∞
dω
ωΩ
f(ω)
2∑
a,b=1
tωnab (ωΨ
ωn
a (u, ϑ)) <Ψ
ωn
b ,Ψ0>
=
∫ ∞
−∞
dω
ωΩ
f(ω)
2∑
a,b=1
tωnab Ψ
ωn
a (u, ϑ) <HΨ
ωn
b ,Ψ0>
=
∫ ∞
−∞
dω
ωΩ
f(ω)
2∑
a,b=1
tωnab Ψ
ωn
a (u, ϑ) <Ψ
ωn
b ,HΨ0> = (f(H)n(HΨ0))(u, ϑ) ,
and iterating this process yields that
‖H2kf(H)nΨ0‖L2 = ‖f(H)n(H2kΨ0)‖L2 .
Substituting this identity in (3.23) and applying (3.22) gives the desired inequality.
We will also need the following L1-estimate for the radial solutions.
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Lemma 3.4 For any ε > 0 and n ∈ N there is a constant c = c(ε, n) such that for
all f ∈ C∞0 (R \ (−ε, ε)) the following inequality holds,∥∥∥∥
∫
R
f(ω) φ´ωn(u) dω
∥∥∥∥
2
L1(R,du)
≤ c ‖f‖H1,1(R,dω) ‖f‖H2,1(R,dω) . (3.24)
Proof. Near the event horizon, we can again use the asymptotics (3.5) and bound the
error term by∫ u0
−∞
∣∣∣∣
∫
Q
f(ω)Eω(u) dω
∣∣∣∣ du ≤ c
∫ u0
−∞
du
∫
Q
|f(ω)|eγu dω ≤ ce
γu0
γ
‖f‖L1(Q) ,
where Q = R \ (−ε, ε). For the plane wave, we integrate by parts,
e−iω0u
∫
Q
f(ω) eiωu dω =
i
u
e−iω0u
∫
Q
f ′(ω) eiωu dω = − 1
u2
e−iω0u
∫
Q
f ′′(ω) eiωu dω ,
to obtain the two pointwise bounds∣∣∣∣
∫
Q
f(ω) eiΩu dω
∣∣∣∣ ≤ c ‖f‖H1,1(Q)|u| , c ‖f‖H2,1(Q)u2
and thus ∣∣∣∣
∫
Q
f(ω) eiΩu dω
∣∣∣∣ ≤ c|u| 32
√
‖f‖H1,1(Q) ‖f‖H2,1(Q) .
Since |u|− 32 ∈ L1((−∞, u0]), we obtain the desired inequality (3.24).
Near infinity we use the asymptotics (3.12). The plane wave term can be treated
exactly as before. Using the explicit integral formulas [2, eqns (3.16, 3.18, 3.19)], we can
write the error term Eω in the form
Eω(u) =
h(ω) e−iωu
u
+ O(u−2)
with a smooth function h. Again integrating by parts,
1
u
∫
Q
(fh)(ω)eiωudω =
i
u2
∫
Q
(fh)′(ω)eiωudω ,
we see that all the resulting terms are in L1([u1,∞), du).
On the remaining compact interval [u0, u1], we can simply bound the L
1-norm by
(u1 − u0) times the sup-norm.
4 Functional Calculus for a Finite Number of Modes
We begin this section with the following orthogonality relations for any Ψ0 ∈ C∞0 .
Proposition 4.1 Suppose that f, g ∈ C∞(R) with 0 6∈ supp f or 0 6∈ supp g.
(i) If dist(supp f, supp g) > 0,
<f(H)nΨ0, g(H)nΨ0> = 0 for all n ∈ N .
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(ii) <f(H)nΨ0, g(H)n′Ψ0> = 0 for all n, n
′ ∈ N, n 6= n′.
For the proof of this proposition we will need the following lemma.
Lemma 4.2 For any n, n′ ∈ N there is a locally bounded function α(ω, ω′) such that for
all ω, ω′ ∈ R the angular eigenfunctions Θn,ω of the operator Aω satisfy following identity
〈Θn,ω,Θn′,ω′〉L2(S2) = (ω − ω′) α(ω, ω′) , (4.1)
where
α(ω, ω′) =
2ak
λn(ω)− λn′(ω′) 〈Θn,ω,Θn
′,ω′〉L2(S2)
+
a2 (ω + ω′)
λn(ω)− λn′(ω′) 〈Θn,ω, sin
2 ϑΘn′,ω′〉L2(S2) . (4.2)
The function α and its derivatives are polynomially bounded.
Proof. Using the angular equation in (2.9) we have
(λn(ω)− λn′(ω′) 〈Θn,ω,Θn′,ω′〉L2(S2) = 〈AωΘn,ω,Θn′,ω′〉L2(S2) − 〈Θn,ω,Aω′Θn′,ω′〉L2(S2)
= 〈Θn,ω, (Aω −Aω′)Θn′,ω′〉L2(S2)
and thus
〈Θn,ω,Θn′,ω′〉L2(S2) =
1
λn(ω)− λn′(ω′) 〈Θn,ω, (Aω −Aω
′)Θn′,ω′〉L2(S2) .
Since
Aω −Aω′ = a2 (ω2 − ω′2) sin2 ϑ+ 2ka (ω − ω′) = (ω − ω′)
(
a2 (ω + ω′) sin2 ϑ+ 2ak
)
,
we obtain (4.1).
Using the gap estimates [5, Theorem 1.3], we can apply standard analytic perturbation
theory [6] to conclude that α and its derivatives are polynomially bounded.
Proof of Proposition 4.1. Without loss of generality we can assume that 0 6∈ supp g.
According to Lemma 3.1 we can write the spectral representations as
(f(H)nΨ0)(r, ϑ) =
∫ ∞
−∞
f(ω) ha(ω)Ψωna (r, ϑ) dω
(g(H)n′Ψ0)(r, ϑ) =
∫ ∞
−∞
g(ω′) ha(ω′)Ψω
′n′
a (r, ϑ) dω
′ ,
where ha(ω) are bounded functions with rapid decay; for notational convenience we omit-
ted the sum over a = 1, 2. We choose a function η ∈ C∞0 ((−2, 2)) which is identically
equal to one on the interval [−1, 1]. For K > 0 we set ηK(u) = η(u/K). Then using
Corollary 3.3 and Lebesgue’s dominated convergence theorem,
<f(H)nΨ0, g(H)n′Ψ0> = lim
K→∞
<ηK f(H)nΨ0, g(H)n′Ψ0>
= lim
K→∞
∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′ <ηKΨωna ,Ψ
ω′n′
b > . (4.3)
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In case (i) we restrict attention to n = n′ and set
δ = dist (supp f, supp g) > 0 . (4.4)
Since H is symmetric with respect to the energy inner product,
(ω − ω′)<ηKΨωna ,Ψω
′n
b > = <ηKHΨ
ωn
a ,Ψ
ω′n
b >−<ηKΨωna ,HΨω
′n
b >
= −<[H, ηK ]Ψωna ,Ψω
′n
b > .
The commutator [H, ηK ] is supported in [−2K,−K]∪[K, 2K]. We treat these two intervals
separately. On the interval [K, 2K], we carry out the ω′-integral to obtain∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′
1
ω − ω′<χ[K,2K] [H, ηK ]Ψ
ωn
a ,Ψ
ω′n
b >
=
∫ ∞
−∞
f(ω) ha(ω)<χ[K,2K] [H, ηK ]Ψ
ωn
a , gω(H)nΨ0> dω
where
gω(ω
′) =
g(ω′)
ω − ω′ .
For sufficiently large K, the energy density is positive, and thus we may apply the Schwarz
inequality to get∣∣∣∣
∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′
1
ω − ω′<χ[K,2K] [H, ηK ]Ψ
ωn
a ,Ψ
ω′n
b >
∣∣∣∣
≤
∫ ∞
−∞
|f(ω)| |ha(ω)| (<χ[K,2K] [H, ηK ]Ψωna , χ[K,2K] [H, ηK ]Ψωna >) 12
× (<χ[K,2K]gω(H)nΨ0, χ[K,2K]gω(H)nΨ0>) 12 dω .
Applying Corollary 3.3 together with the estimate (cf (4.4))
‖gω‖Cl ≤ c(l)
‖g‖Cl
δl+1
,
the last factor in the above integral is bounded. Since each derivative of ηK gives a
factor 1/K, and the integration range is of orderK, the first inner product can be bounded
by a polynomial in ω times 1/K. Using the fact that ha has rapid decay, we conclude that
the whole expression tends to zero as K →∞.
To complete the proof of (i), it remains to show that the expression∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′
1
ω − ω′ <χ[−2K,−K] [H, ηK ]Ψ
ωn
a ,Ψ
ω′n
b >
vanishes as K → ∞. Using the asymptotic estimate (3.5) for Ψωna and Ψω
′n
b , the expo-
nential decay of the error term near the event horizon allows us to take the limit K →∞
using Lebesgue’s dominated convergence theorem to get zero for the contribution of the
error terms. Hence we may replace Ψωna and Ψ
ω′n
b by the plane waves in the asymptotic
expansion (3.5). Substituting the identity
ei(Ω−Ω
′)u = − i
Ω− Ω′
d
du
ei(Ω−Ω
′)u
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and integrating by parts, the u-derivative hits either the function ηK or one of the coef-
ficient functions. Since the derivatives of the coeffient functions decay exponentially near
the event horizon, the corresponding contributions again vanish as K →∞. We are thus
left with the following term,∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′
1
(ω − ω′)2 <χ[−2K,−K] [H, η
′
K ]Ψ
ωn
a ,Ψ
ω′n
b > .
Since this involves at least two derivatives of ηK , each one of which gives a factor 1/K,
the whole expression is of the order 1/K, and thus tends to zero in the limit K → ∞.
This completes the proof of (i).
To prove (ii), we choose a non-negative test function ζ ∈ C∞0 ([−2, 2]) which is iden-
tically equal to one on [−1, 1]. For any δ > 0 we set ζδ(x) = ζ(x/δ). We return to (4.3)
before taking the limit K →∞ obtaining
<ηKf(H)nΨ0, g(H)n′Ψ0> =
∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′ <ηKΨωna ,Ψ
ω′n′
b > .
Inserting the identity 1 = ζδ(ω − ω′) + (1− ζδ(ω − ω′)) gives
<ηKf(H)nΨ0, g(H)n′Ψ0>
=
∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′ ζδ(ω − ω′)<ηKΨωna ,Ψω
′n′
b > (4.5)
+
∫ ∞
−∞
f(ω) ha(ω) dω
∫ ∞
−∞
g(ω′)hb(ω′) dω′ (1− ζδ(ω − ω′))<ηKΨωna ,Ψω
′n′
b > . (4.6)
Noting that the integrand in (4.6) vanishes unless |ω − ω′| > δ, the argument in (i) can
be applied again, and hence this term goes to zero as K →∞.
For the term (4.5) we proceed as follows. We write the energy inner product in the
form [1, eq. (2.14)],
<ηKΨ
ωn
a ,Ψ
ω′n′
b > = ω
′
∫ ∞
r1
dr
∫ 1
−1
d(cos ϑ) ηK(u)
×
[(
(r2 + a2)2
∆
− a2 sin2 ϑ
)
(ω + ω′)Φωna Φ
ω′n′
b + 2ak
(
r2 + a2
∆
− 1
)
Φωna Φ
ω′n′
b
]
. (4.7)
The term involving sin2 ϑ,
−ω′(ω + ω′)
∫ ∞
r1
dr
∫ 1
−1
d(cos ϑ) ηK(u) a
2 sin2 ϑ Φaω,n Φ
ω′n′
b ,
can be estimated using (2.8, 2.13) and (2.12) by
|ω′(ω + ω′)| a2 sup
u∈R
(
ηK |φ´ω,n| |φ´ω′n′ |
) ∫ ∞
r1
dr
r2 + a2
,
which can clearly bounded by a polynomial P (ω, ω′), uniformly in K. The corresponding
contribution in (4.5) is estimated by∫ ∞
−∞
|fha|(ω) dω
∫ ω+δ
−ω−δ
|ghb|(ω′) dω′ ζδ(ω − ω′) P (ω, ω′)
≤ 2δ
∫ ∞
−∞
|fha|(ω) sup
ω′∈(ω−δ,ω+δ)
(
|ghb|(ω′) dω′ ζδ(ω − ω′) P (ω, ω′)
)
dω .
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Noting that, in view of Lemma 3.1, f and g are bounded, whereas ha and hb have rapid de-
cay, the integral is bounded independent of K. We conclude that the term involving sin2 ϑ
is of order δ, uniformly in K.
The remaining terms in (4.7) involve only radial coefficient functions. Transforming
to the Regge-Wheeler coordinate and the radial function φa, we are left with
ω′
∫ ∞
−∞
du ηK(u)
[
(ω + ω′) − 2ak 2Mr
(r2 + a2)2
]
φaω,n(u) φ
ω′n′
b (u) 〈Θn,ω,Θn′,ω′〉L2(S2). (4.8)
To the angular inner product we apply the identity from Lemma 4.2. Since |ω − ω′| < δ,
after choosing δ sufficiently small we may use the gap estimates from [5, Theorem 1.3]
together with the smooth dependence of the eigenvalues on ω to conclude that the func-
tion λn(ω) − λn′(ω′) is smooth and bounded away from zero. Thus we can write (4.8) in
the form
(ω − ω′)
∫ ∞
−∞
du ηK(u)φaω,n(u) φ
ω′n′
b (u)
(
B1(ω, ω′) +B2(ω, ω′)
r
(r2 + a2)2
)
,
where
B1(ω, ω′) = ω′(ω + ω′)α(ω, ω′) , B2(ω, ω′) = −ω′ 4akM α(ω, ω′) , (4.9)
and α as given by (4.2). The corresponding contribution to (4.5) can be estimated by∫ ∞
−∞
dω |fha|(ω) ‖φaω,n‖L∞(R)
∫ ∞
−∞
ηK(u) |C(ω, u)| du , (4.10)
where
C(ω, u) :=
∫ ∞
−∞
g(ω′)hb(ω′) (ω − ω′) ζδ(ω − ω′)
×
(
B1(ω, ω′) +B2(ω, ω′)
r
(r2 + a2)2
)
φbω′,n′(u) dω
′ .
For l = 1, 2 we introduce the functions
F lω(ω
′) = g(ω′)hb(ω′) (ω − ω′) ζδ(ω − ω′)Bl(ω, ω′) . (4.11)
We let ε = dist(0, supp g) and apply Lemma 3.4 to obtain the upper bound
(4.10) ≤
∫ ∞
−∞
dω |fha|(ω) ‖φaω,n‖L∞(R) c
2∑
l=1
(
‖F lω‖H1,1 ‖F lω‖H2,1
) 1
2
,
independent of K. According to Lemma 4.2, the functions Bl and their derivatives are
polynomially bounded. The other functions in (4.11) and their derivatives are also poly-
nomially bounded. Each time the function ζδ is differentiated, the chain rule gives a
factor 1/δ. Finally, the factor ω − ω′ is bounded by δ. We conclude that
‖F lω‖C1 ≤ P(ω, ω′) , ‖F lω‖C2 ≤
P(ω, ω′)
δ
with a suitable polynomial P. The ω′-integration is taken over the interval [ω − δ, ω + δ],
giving rise to an additional factor of δ. We thus obtain
(4.10) ≤ c
√
δ
∫ ∞
−∞
dω |fha|(ω) ‖φaω,n‖L∞(R) sup
ω′∈[ω−δ,ω+δ]
P(ω, ω′) .
15
Since f and ‖φaω,n‖L∞(R) are bounded in ω and ha(ω) has rapid decay, the integral is finite.
The lemma follows because δ is arbitrary.
Our next proposition also treats the case n = n′ and supp f ∩ supp g 6= ∅.
Proposition 4.3 Suppose that f ∈ C∞(R) and g ∈ C∞0 (R) with 0 6∈ supp f or 0 6∈ supp g.
Then
<f(H)nΨ0, g(H)n′Ψ0> = δnn′ <Ψ0, ((fg)(H))nΨ0> .
Proof. In the case n 6= n′ the statement follows immediately from Proposition 4.1. Thus
it remains to consider the case n = n′. If f = p is a polynomial, we sum over n and use
that H is symmetric with respect to the energy inner product. This gives∑
n∈N
<p(H)nΨ0, g(H)n′Ψ0> = <p(H)Ψ0, g(H)n′Ψ0>
= <Ψ0, p(H)g(H)n′Ψ0> = <Ψ0, ((pg)(H))n′Ψ0> .
Since we already know that the summands with n 6= n′ vanish, the proposition holds for
polynomials.
We choose a function χ ∈ C∞0 (R) which is identically equal to one on the support of g.
By the Weierstraß approximation theorem, there is sequence of polynomials pj with pj → f
in C l(suppχ) (i.e. pj and its derivatives of order ≤ l converge uniformly on suppχ). Then,
writing χpj = pj + (χ− 1)pj and applying Proposition 4.1 (i), we obtain
<((χpj)(H))nΨ0, g(H)nΨ0> = <pj(H)nΨ0, g(H)nΨ0> = <Ψ0, ((pjg)(H))nΨ0> .
The functions χpj and pjg converge in C
l(R) to χf and fg, respectively. Corollary 3.3
allows us to pass to the limit to obtain
<((χf)(H))nΨ0, g(H)nΨ0> = <Ψ0, ((fg)(H))nΨ0> .
Applying Proposition 4.1 (i), we conclude that the left side equals <f(H)nΨ0, g(H)nΨ0>.
5 Energy Splitting and L2-Bounds of the High Energy
Contribution
The next lemma allows us to restrict attention to a finite number of angular momentum
modes. We define
ΨN (t, r, ϑ) =
1
2pi
∑
n≤N
∫ ∞
−∞
dω
ωΩ
e−iωt
2∑
a,b=1
tωnab Ψ
ωn
a (r, ϑ) <Ψ
ωn
b ,Ψ0> . (5.1)
Lemma 5.1 For any u0 ∈ R and t > 0,
‖Ψ(t)‖L2((u0,∞)×S2) ≤ lim sup
N→∞
‖ΨN (t)‖L2((u0,∞)×S2) .
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Proof. Due to finite speed of propagation, the support of Ψ(t) lies in a compact set K(t).
Hence setting Σ = (u0,∞)× S2,
‖Ψ(t)‖L2(Σ) = ‖Ψ(t)‖L2(K(t)∩Σ) = lim
N→∞
‖ΨN (t)‖L2(K(t)∩Σ),
where in the last step we used that ΨN converge in L
2
loc (see [2, Theorem 7.1]). We finally
use that ‖ΨN (t)‖L2 increases if the integration range is extended to Σ.
This lemma applies just as well to weighted L2-norms, and, as in the proof of Corollary 3.3,
it can be extended to L2-estimates of the derivatives. Hence this lemma also applies to
the integral of the energy density. Thus our task in proving Theorem 1.1 is to estimate
the energy of ΨN (t) in the region (u0,∞)× S2 uniformly in N and t.
We now perform an energy splitting decomposition similar to that in [3]. For a given
parameter J > 0, we introduce a cutoff function χ< ∈ C∞0 ([−2J, 2J ]) which is identically
equal to one on the interval [−J, J ]. We set χ> = 1 − χ< and define the low- and high-
energy contributions by
Ψ<N = χ<(H)ΨN , Ψ
>
N = χ>(H)ΨN ,
respectively. We now show that it suffices to estimate the low-energy contribution. The
energy of ΨN can be expressed by
<ΨN ,ΨN> = <Ψ
>
N ,Ψ
>
N> + 2Re<Ψ
>
N ,Ψ
<
N> + <Ψ
<
N ,Ψ
<
N> .
Using the functional calculus of Proposition 4.3 gives for the mixed term
<Ψ>N ,Ψ
<
N> =
1
2pi
∑
n≤N
∫ ∞
−∞
dω
ωΩ
χ>(ω) χ<(ω)
2∑
a,b=1
tωnab <Ψ0,Ψ
ωn
a > <Ψ
ωn
b ,Ψ0> .
Thus
<Ψ>N ,Ψ
>
N> = <ΨN ,ΨN> − E<N , (5.2)
where
E<N :=
1
2pi
∑
n≤N
∫ ∞
−∞
dω
ωΩ
χ<(ω)
(
χ<(ω) + 2χ>(ω)
) 2∑
a,b=1
tωnab <Ψ0,Ψ
ωn
a > <Ψ
ωn
b ,Ψ0> .
Note that the integrand in E<N is supported in the low-energy region [−2J, 2J ]. If N →∞,
we know from [2] that <ΨN ,ΨN> converges to the total energy of the initial data,
lim
N→∞
<ΨN ,ΨN> = <Ψ0,Ψ0> .
Hence
lim sup
N→∞
<Ψ>N ,Ψ
>
N> = <Ψ0,Ψ0> − lim inf
N→∞
E<N .
From [3, Theorem 1.1] we conclude that there is a J > 0 such that
lim sup
N→∞
‖Φ>N (t)‖2L2 ≤ c
(
<Ψ0,Ψ0> − lim inf
N→∞
E<N
)
, (5.3)
where c is independent of Ψ0. Hence the L
2-norm of the high-energy contribution, and
thus also its energy is under control, provided that we have an estimate for E<N . The
next two sections are concerned with estimating the low-energy contributions <Ψ<N ,Ψ
<
N>
and E<N .
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6 Global ODE Estimates for Large λ
We begin with a result which is a strengthened version of [3, Theorem 2.1]. To this end,
we choose δ ∈ (0, 18) and fix u0 < 0 such that suppΨ0 ⊂⊂ (u0,∞) × S2. As in [2], we
set ρ´ = |φ´|, y´ = φ´′/φ´, and W = V + Ω2. We define u−, u+ ≪ 0 and u1, u2 ≫ 0 implicitly
by the relations
V (u−) = −Ω
2
2
, V (u+) = Ω
2 , V (u1) = δ
2ω2 , V (u2) = −δ2ω2 .
(Note that for sufficiently large λ, the points u−, u+, u1 and u2 are determined uniquely.)
Lemma 6.1 For sufficiently large λ, there is a constant C > 0 such that for all ω ∈
(−2J, 2J) \ {ω0, 0} and all n ≥ n0 and a = 1, 2 the following inequalities hold:
√
V
8
− C|Ω| ≤ Re y´ ≤ 2
√
V + C|Ω| on [2u0, u1] (6.1)
1
|Ω|
2∑
b=1
∣∣∣tωnab φb(u)∣∣∣ ≤ Cρ´(u0) on [u0, u1] (6.2)
1
|Ω|
2∑
b=1
∣∣∣tωnab φb(u)∣∣∣ ≤ Cρ´(u1)
e3δ
√
λ
δ2 |ω| on [u1,∞] . (6.3)
Proof. Near infinity, the potential V has the asymptotic form
V (u) = −ω2 + λ
u2
+ λO(u−3) , V ′(u) = −2λ
u3
+ λO(u−4) . (6.4)
A straightforward computation shows that the assumptions of Lemma 4.12 in [2] are
satisfied on the interval [u+, u1] for sufficiently large λ. Hence [2, eq. (4.40)] continues to
hold on [2u0, u1], and this gives the left inequality in (6.1). The right inequality in (6.1)
follows from [2, Lemma 4.2].
As in [3], we can arrange by a phase change that φ´(u1) is real. To prove (6.2), we first
consider the case a = 1. Using the explicit formulas for tωn1b in the proof of Theorem 2.1
in [3], we find that for any u ∈ [u0, u1]
1
|Ω|
2∑
b=1
∣∣∣tωn1b φb(u)∣∣∣ ≤ 1|Ω|
∣∣∣∣1 + αβ
∣∣∣∣ ρ´(u) ≤ 4ρ´Re (y´ − y`) = 4
√|Im y´|√|Ω|Re (y´ − y`) ,
where we have applied [3, eq. (18)]. Using the results in the proof of Theorem 2.1 in [3],
we know that Re (y´ − y`) is bounded away from zero. Applying the the relation
ρ´2 =
Ω
Im y´
, (6.5)
we conclude that
1
|Ω|
2∑
b=1
∣∣∣tωn1b φb(u)∣∣∣ ≤ Cρ´(u) .
Using that ρ´′/ρ´ = Re y´ and that Re y´ > 0, it follows that ρ´ is monotone increasing on the
interval [u0, u1]. This completes the proof of (6.2) on the interval [u0, u1] in the case a = 1.
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In the case a = 2, the summand b = 1 can be estimated as above. For the summand b = 2
we have ∣∣∣∣ 1Ω tωn22 φ2(u)
∣∣∣∣ ≤ c|Ω| |φ2(u)| ≤ c
√|Im y´|√|Ω| (u1 − u0) ,
which is estimated just as above.
To prove (6.3), we need estimates for y`. On the interval [u2,∞), we apply the invariant
region estimate of [2, Lemma 4.1] with α ≡ 0 to conclude that on the interval [u2,∞),
δ |ω| ≤ |Im y`| ≤ |ω| , |Re y`| ≤ |ω| . (6.6)
On the interval [u1, u2], we can apply [2, Lemma 4.10] setting α =
√
2δ2ω2. Using the
asymptotic form of the potential V near infinity (6.4), the points u1 and u2 can be esti-
mated by √
λ
2 |ω| ≤ u1 < u2 ≤
2
√
λ
|ω| . (6.7)
Furthermore, the mean value theorem yields that
2δ2ω2 = V (u1)− V (u2) ≥ (u2 − u1) inf
[u1,u2]
|V ′| ,
and thus, using that |V ′| is monotone decreasing,
u2 − u1 ≤ 2δ
2ω2
|V ′(u2)| ≤
2δ2ω2u32
λ
≤ 16
√
λ δ2
|ω| .
We conclude that
2α(u2 − u1) ≤ 64
√
λ δ3 ≤
√
λ δ ,
and thus on the interval [u1, u2],
δ
C
e−
√
λ δ |ω| ≤ |Im y`| ≤ C e
√
λ δ |ω| , |Re y`| ≤ C e
√
λ δ |ω| , (6.8)
where C is independent of ω and λ.
We again consider the cases a = 1 and a = 2 separately. In the case a = 2, we first
express φ2 in terms of φ` and φ`. Making the ansatz
φ2 = 2Re (γφ`) , φ
′
2 = 2Re (γφ`
′) ,
the coefficient γ is computed to be
γ = −φ
′
2(u1)
iω
φ`(u1) .
Hence
|φ2(u)| ≤ 2|φ
′
2(u1)|
|ω| ρ`(u1) ρ`(u),
and using the identity Ω = w(φ1, φ2) together with the relations |φ1(u1)| = ρ´(u1) and
φ2(u1) = 0, we obtain
|φ2(u)| ≤ 2|Ω||ω|
1
ρ´(u1)
ρ`(u1) ρ`(u) . (6.9)
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Using the relation
ρ`2 =
|ω|
|Im y`| (6.10)
as well as the estimates (6.6, 6.8), we obtain (6.3).
In the remaining case a = 1, we first express φ1 in terms of φ` and φ`. The ansatz
φ1 = 2Re (γφ`) , φ
′
2 = 2Re (γφ`
′)
yields
γ =
1
iω
(
φ1(u1) φ`
′
(u1)− φ′1(u1) φ`(u1)
)
.
Hence ∣∣∣∣ φ1(u)φ1(u1)
∣∣∣∣ ≤ 1|ω| |φ`′(u1)| ρ`(u) + |φ
′
1(u1)|
|φ1(u1)|
1
|ω| ρ`(u1) ρ`(u)
≤ 1|ω| (|y`(u1)|+ |Re y´(u1)|) ρ`(u1) ρ`(u) ,
where in the last step we used the relations φ1(u1) = ρ´(u1) and Re φ´
′ = Re(φ′1+ iφ
′
2) = φ
′
1.
We now apply (6.1) and (6.10) as well as (6.6) and (6.8) to obtain∣∣∣∣ φ1(u)φ1(u1)
∣∣∣∣ ≤ c|ω| δ2 e3δ
√
λ .
Combining this estimate with (6.9) and again using (6.10) and (6.6, 6.8), we get∣∣∣∣ ρ´(u)ρ´(u1)
∣∣∣∣ ≤ c|ω| δ2 e3δ
√
λ . (6.11)
We finally use the estimate
1
|Ω|
2∑
b=1
∣∣∣tωn1b φb(u)∣∣∣ ≤ 1|Ω|
∣∣∣∣1 + αβ
∣∣∣∣ ρ´(u) =
{
1
|Ω|
∣∣∣∣1 + αβ
∣∣∣∣ ρ´(u1)
} ∣∣∣∣ ρ´(u)ρ´(u1)
∣∣∣∣ .
The curly bracket term is estimated just as in the proof of (6.2), whereas the last factor
was estimated in (6.11).
We next use the exponential increase of ρ´ on the interval [u0, u1] to prove that the inequality
in (6.2) holds all the way to infinity.
Lemma 6.2 For sufficiently large λ, there is a constant C > 0 such that for all ω ∈
(−2J, 2J) \ {ω0, 0} and all n ≥ n0 the following inequality holds:
1
|Ω|
2∑
a=1
|tωnab φb(u)| ≤
C
ρ´(u0)
on [u0,∞) .
Proof. In view of (6.3) our task is to show that
ρ´(u1)
ρ´(u0)
≥ e
3δ
√
λ
δ2 |ω| .
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Equivalently, using that ρ´′/ρ´ = Re y´, we need to show that the inequality∫ u1
u0
Re y´ ≥ 3δ
√
λ− 2 log δ − log |ω| (6.12)
holds for sufficiently large λ. On the interval [u+, u1] we can again use the invariant
region estimate of [2, Lemma 4.12]. In particular, Lemma 4.2 in [2] holds on [u+, u1]
for α = 7
√
V /8. Thus, using that the function σ2U in this lemma is monotone increasing
(cf [2, line after eq. (4.24)]) and becomes large as λ → ∞, it is clear that for sufficiently
large λ, the function T appearing in [2, Lemma 4.2] will be smaller than one on the
interval [u0, u1]. In other words, we are in the situation of [2, Fig. 2 (right)] so that
Re y ≥ α−
√
U ≥
√
V
8
.
Using the asymptotic expansion (6.4), we find
∫ u1
u0
Re y ≥ δ
√
λ
16
(log u1 − C)
(6.7)
≥ δ
√
λ
16
log
( √
λ
2 |ω| − C
)
.
This implies that (6.12) is valid for large λ.
In the next lemma we estimate the error term of the plane wave asymptotics near the
event horizon.
Lemma 6.3 There are constants c, γ > 0 such that for all ω ∈ (−2J, 2J) and all suffi-
ciently large λ the following inequality holds:∣∣∣φ´(u)− eiΩu∣∣∣ ≤ c eγu2 ρ´(2u0) for all u < 2u0 .
Proof. In the region u < u−, we use the invariant region estimate of Corollary 4.3 and
Corollary 4.9 in [2] to obtain
|y´ − iΩ| ≤ W
Ω
. (6.13)
Using the Taylor expansion of the proof of Lemma 4.8 in [2], we have
W (u) = (λ+ c0) e
γu +O(λe2γu) . (6.14)
Hence for sufficiently large λ, we know that for all u < u−,
Ω2
2
≥ W (u) ≥ 1
2
(λ+ c0) e
γu
and thus
(λ+ c0) e
γu
γΩ
≤ Ω
γ
. (6.15)
It follows that for all u < u−,
|φ´(u)− eiΩu| =
∣∣∣∣exp
(∫ u
−∞
y´ − iΩ
)
− 1
∣∣∣∣ (6.13)≤
∣∣∣∣exp
(∫ u
−∞
W
Ω
)
− 1
∣∣∣∣
(6.14)
≤ exp
(
2(λ+ c0)
γΩ
eγu
)
− 1 ≤ C(λ+ c0)
γΩ
eγu , (6.16)
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where in the last step we used that the argument of the exponential is bounded in view
of (6.15). Substituting in the square root of (6.15), we conclude that there is a constant c
such that for all sufficiently large λ,
|φ´(u)− eiΩu| ≤ c
√
λ e
γu
2 for all u ≤ u− . (6.17)
On the interval [u−, u+] we can apply the method of [2, Corollary 4.11]. More precisely,
we use the estimate ∣∣∣∣
∫ u+
u−
y´ − iΩ
∣∣∣∣ ≤ c |Ω| (u+ − u−) .
Since (u+−u−) is bounded according to [2, eq. (4.29)] and Ω is bounded in the low-energy
region, we see that (possibly after increasing c) the inequality (6.17) is also valid on the
interval [u−, u+].
For a sufficiently large constant D > 0, we introduce uˆ≪ 0 by the condition
V (uˆ) = D (6.18)
(as V (u0) tends to infinity as λ → ∞, by increasing λ we can always arrange that this
equation has a unique solution on (−∞, 2u0]). Thus we have the relations
u− < u+ < uˆ < 2u0 and suppΨ0 ⊂ [u0,∞)× S2 .
On the interval [u+, uˆ],
|φ´(u)− eiΩu| =
∣∣∣eR u−∞(y´−iΩ) − 1∣∣∣ ≤ ∣∣∣eR u−∞(y´−iΩ) − eR u+−∞(y´−iΩ)∣∣∣+ ∣∣∣eR u+−∞(y´−iΩ) − 1∣∣∣
=
∣∣∣eR u+−∞(y´−iΩ)∣∣∣ ∣∣∣eR uu+ (y´−iΩ) − 1∣∣∣+ ∣∣∣eR u+−∞(y´−iΩ) − 1∣∣∣
=
∣∣∣φ´(u+)∣∣∣ ∣∣∣eR uu+ (y´−iΩ) − 1∣∣∣+ ∣∣∣φ´(u+)− eiΩu+ ∣∣∣ . (6.19)
Using (6.16, 6.15) and (6.17) at u+, we conclude that on the interval [u+, uˆ],
|φ´(u)− eiΩu| ≤ c
∣∣∣eR uu+ (y´−iΩ) − 1∣∣∣+ c√λ eγu+2 . (6.20)
To estimate the integral term, we apply the invariant region estimates of Lemma 4.2 and
Lemma 4.12 of [2], which are1
√
V
8
− T0 |Ω|
2
≤ Re y´ ≤ c
√
V (6.21)
Im y´(u) ≤ |Ω| exp
(
−7
4
∫ u
u+
√
V
)
, (6.22)
valid on the interval [u+, 2u0]. Using the right inequality in (6.21) and (6.22) together
with (6.14), we obtain∣∣∣∣
∫ u
u+
y´ − iΩ
∣∣∣∣ ≤
∫ u
u+
(
|Ω|+ c
√
V
)
≤ c
∫ u
u+
(
|Ω|+
√
λ e
γu
2
)
= c|Ω| (u − u+) + 2c
√
λ
γ
(
e
γu
2 − e
γu+
2
)
≤ C |Ω|+ 2c
√
λ
γ
e
γu
2 ,
1We note that there is a typo in [2, eq. (4.37)], where the term T0/2 should be replaced by T0|Ω|/2.
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where in the last line we have dropped negative terms and used that uˆ as defined by (6.18)
is uniformly bounded from above. Applying the estimate
e
γu
2 ≥ e
γu+
2
(6.14)
≥ |Ω|
2
√
λ
,
we conclude that ∣∣∣∣
∫ u
u+
y´ − iΩ
∣∣∣∣ ≤ C√λ eγu2 . (6.23)
By definition of uˆ, (6.18), we know that
√
λe
γu
2 ∼ √D, and thus (6.23) is uniformly
bounded. Hence we can apply (6.23) in (6.20) to obtain together with (6.17) the inequality
|φ´(u)− eiΩu| ≤ c
√
λ e
γu
2
= c
( √
λ
ρ´(2u0)
)
e
γu
2 ρ´(2u0) for all u < uˆ. (6.24)
On the remaining interval [uˆ, 2u0], the factor e
γu
2 in the statement of the lemma is
bounded from below and can be discarded. We use the estimate
|φ´(u)− eiΩu| ≤ ρ´(u) + 1 ≤
(
ρ´(u)
ρ´(2u0)
+
1
ρ´(2u0)
)
ρ´(2u0) for all u ∈ [uˆ, 2u0]. (6.25)
To bound the brackets in (6.24) and (6.25), we use the estimates
ρ´(2u0)
2 =
Ω
Im y(2u0)
(6.22)
≥ 1
c
exp
(
7
4
∫ 2u0
u+
√
V
)
≥ 1
c
eε
√
λ
log
ρ´(2u0)
ρ´(u)
=
∫ 2u0
u
Re y´
(6.21)
≥
∫ 2u0
u
(√
V
8
− T0 |Ω|
2
)
≥
∫ 2u0
u
√
V
16
> 0 ,
valid for any u ∈ [uˆ, 2u0], where in the last line we chose D sufficiently large.
7 L2-Bounds of the Low-Energy Contribution Near the
Event Horizon
To estimate the integral of the energy density of Ψ<N (t) near infinity, we first note that the
local decay property [2] implies that the integral of the energy density over any compact
set is bounded uniformly in time. Furthermore, from [3, Theorem 2.1] we know that the
energy of Ψ<N as well as E
<
N are finite, for example
|<Ψ<N ,Ψ<N>| ≤
∫ ∞
−∞
dω χ<(ω)
2
∞∑
n=1
∣∣∣∣∣∣
1
Ω
2∑
a,b=1
tωnab
<Ψ0,Ψ
ωn
a >
ω
<Ψωnb ,Ψ0>
∣∣∣∣∣∣
≤ 4J sup
ω∈[−2J,2J ]
∣∣∣∣∣∣
1
Ω
2∑
a,b=1
tωnab
<Ψ0,Ψ
ωn
a >
ω
<Ψωnb ,Ψ0>
∣∣∣∣∣∣ ≤ C .
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Using conservation of energy, it thus suffices to estimate the integral of the energy den-
sity near the event horizon. The method of the proof of Corollary 3.3 shows that a
time-independent L2-bound immediately gives rise to a corresponding Hs,2-bound, which
dominates the integral of the energy density from above. Hence it suffices to estimate
the L2-norm near the event horizon, i.e. for any given u0 ≪ 0 we must prove the inequal-
ity
‖Ψ<N (t)‖L2((−∞,2u0)×S2) ≤ C
with C independent of N and t.
Now using the notation in (3.4) with f(ω) = e−iωt χ<(ω), we apply the Schwarz in-
equality to obtain
‖Ψ<N (t)‖2L2((−∞,2u0)×S2) =
N∑
n,n′=1
〈(e−itHχ<(H))nΨ0, (e−itHχ<(H))n′Ψ0〉L2
≤
N∑
n,n′=1
∥∥(e−itHχ<(H))nΨ0∥∥L2 ∥∥(e−itHχ<(H))n′Ψ0∥∥L2
=
(
N∑
n=1
‖(e−itHχ<(H))nΨ0‖L2
)2
.
Furthermore, using the single mode estimates of Lemma 3.2, we may disregard a finite
number of angular momentum modes. Hence it remains to show that for any given n0,
N∑
n=n0
∥∥(e−itHχ<(H))nΨ0∥∥L2((−∞,2u0)×S2) ≤ C(Ψ0, u0, n0) (7.1)
with the constant C independent of N and t. From now on, we will use the abbreviated
notation
Ψ<n(t) = (e
−itHχ<(H))nΨ0 . (7.2)
This function has the following integral representation,
Ψ<n(t, u, ϑ) =
1
2pi
∫ 2J
−2J
1
ωΩ
e−iωt χ<(ω) tωnab Ψ
ωn
a (u, ϑ)<Ψ
ωn
b ,Ψ0> dω . (7.3)
We next consider the behavior of (7.3) near the event horizon. Using (3.5), the plane
wave asymptotics of the corresponding function φn near the event horizon is given by
φasyn (t, u, ϑ) :=
∫ 2J
−2J
(cos(Ωu) h1(ω) + sin(Ωu) h2(ω)) dω ,
where
ha(ω) =
1
2pi ωΩ
e−iωt χ<(ω) tωnab <Ψ
ωn
b ,Ψ0> .
The L2-norm of Φasyn can be computed from Plancherel’s theorem to be
‖Φasyn ‖2L2((−∞,2u0)×S2) ≤ c(u0) ‖φasyn ‖2L2(R) = pi c(u0)
∫ 2J
−2J
(|h1(ω)|2 + |h2(ω)|2) dω
≤ c
∫ 2J
−2J
χ<(ω)
2
(ωΩ)2
<Ψ0,Ψ
ωn
a > t
ωn
ab t
ωn
bc <Ψ
ωn
c ,Ψ0>dω .
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Hence
‖Φasyn ‖2L2((−∞,2u0)×S2) ≤ c
∫ 2J
−2J
χ<(ω)
2
∑
b
∣∣∣∣ 1ωΩ tωnbc <Ψωnc ,Ψ0>
∣∣∣∣
2
dω
≤ c 4J C
2
ρ´(2u0)2
≤ c 4J C4 e−2εn ,
where in the last line we applied Lemma 6.2. We conclude that
N∑
n≥n0
‖Φasyn ‖L2((−∞,2u0)×S2) ≤ C
with C independent of t and N . Hence the plane wave asymptotics of Ψn(t) is under
control, and it remains to estimate the contribution of the error term Eω(u) in (3.5)
to Ψn(t). For this we introduce the function
φerrn (t, u, ϑ) =
∫ 2J
−2J
(Re (Eω) h1(ω) + Im (Eω) h2(ω)) dω .
We can now complete the proof of Theorem 1.1. Subtracting the plane wave asymp-
totics from (7.3), we can apply Lemma 6.2 to obtain
|φerrn (t, u, ϑ)| ≤ C
∫ 2J
−2J
χ<(ω) |φ´ωn(u)− eiΩu| C
ρ´(u0)
dω
≤ 4JC sup
ω∈(−2J,2J)
|φ´ωn(u)− eiΩu| C
ρ´(u0)
.
Applying Lemma 6.3, we obtain for all n > n0 and u < 2u0,
|φerrn (t, u, ϑ)| ≤ 4JC2 c e
γu
2
ρ´(2u0)
ρ´(u0)
.
We now use that
ρ´(u0)
ρ´(2u0)
= exp
(∫ u0
2u0
Re y´ du
)
≥ c eε
√
λn(ω) ,
where in the last step we applied (6.1). Using Weyl’s asymptotics λn ∼ n2 (see [5]), we
conclude that
|φerrn (t, u, ϑ)| ≤ c e
γu
2 e−εn ;
this gives
N∑
n≥n0
‖Ψerrn (t)‖L2((−∞,2u0)×S2) ≤ c
N∑
n≥n0
‖φerrn (t)‖L2((−∞,2u0)) ≤
2c2
γ
e
γu0
2
N∑
n≥n0
e−εn ≤ C
with C independent of t and N . This gives (7.1) and thus completes the proof of Theo-
rem 1.1.
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8 Application to Wave-Packet Initial Data
In this section we consider wave-packet initial data of the form
Ψk0 =
(
Φ0
i∂tΦ0
)
= Θn˜,ω˜(ϑ)
ηL(u)√
r2 + a2
[
cin e
−iω˜u
(
1
ω˜
)
+ cout e
iω˜u
(
1
−ω˜
)]
(8.1)
for fixed parameters k, ω˜, n˜ and cin, cout. Here L > 0 and
ηL(u) =
1√
L
η
(
u− L2
L
)
,
where η ∈ C∞0 ([−1, 1]) is a smooth cut-off function. As L increases, the wave packet
spreads out and at the same time moves towards infinity. In [4] we need the following
uniform in L result.
Theorem 8.1 Consider the Cauchy problem (1.4) for wave packet initial data (8.1). For
every ε > 0 there is an n0 ∈ N such that the angular momentum modes Φn of the
corresponding solution satisfy for all R > r1 and L the bound
lim sup
t→∞
∫
[R,∞)×S2
E
( ∞∑
n=n0
Φn(t, x)
)
dr dϕd cos ϑ ≤ ε .
In preparation for the proof of this theorem, we need two lemmas.
Lemma 8.2 Consider the Cauchy problem (1.4) for wave packet initial data (8.1). For
every ε > 0 there is an n0 ∈ N such that the angular momentum modes Φn of the
corresponding solution satisfy for all L the bound
∞∑
n=n0
‖Φ<n(t)‖L2(−∞,2u0)×S2) ≤ ε .
Proof. Using that the amplitude of the wave packet Ψ0 scales like 1/
√
L, whereas the
size of its support scales like L, the estimate of Lemma 6.2 yields
1
|Ω|
2∑
b=1
∣∣∣tωnab <Ψωnb ,Ψk0>∣∣∣ ≤ Cρ´(u0)
√
L . (8.2)
Keeping track of the L-dependence in Section 7, we obtain the bound
‖Φ<n‖L2((−∞,2u0)×S2) ≤ c e−ε
√
λn
√
L .
The modes with
√
λn > (logL)/ε can be controlled by the estimate
e−ε
√
λn
√
L = e−
εn
2 (e−
ε
√
λn
2
√
L) ≤ e− εn2 .
Hence it remains to consider the modes with n ≥ n0 and λn < (logL)2/ε2. Furthermore,
splitting up the ω-integrals in Section 7 as
∫ 2J
−2J
. . . dω =
∫
[−2J,2J ]\[−L−1,L−1]
. . . dω +
∫ 1/L
−1/L
. . . dω ,
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the last integral can be estimated by 2/L times the supremum of the integrand. The
resulting factors 1/L compensate the factors
√
L in (8.2). Hence we may assume that |ω| >
1/L. Finally, noting that the support of ηL lies in the interval [L
2−L,L2+L], we conclude
that we can make the following assumptions for large L,
u ∈
[
L2
2
, 2L2
]
, |ω| ≥ 1
L
, λn <
log2 L
ε2
. (8.3)
Next we express tωnab φb in terms of the fundamental solution φ`. According to (3.1, 3.2),
tabφa(u)φb(v) = −2Ω Im
(
φ´(u) φ`(v)
w(φ´, φ`)
)
= −2Ω
(
φ1(u) Im
φ`(v)
w(φ´, φ`)
+ φ2(u) Re
φ`(v)
w(φ´, φ`)
)
.
Hence
t1b φb = −2Ω Im φ`
w(φ´, φ`)
, t2b φb = −2ΩRe φ`
w(φ´, φ`)
, (8.4)
and thus for a = 1, 2,
|tab φb(v)| ≤ 2 |Ω φ`(v)||w(φ´, φ`)| .
In order to estimate φ`, we use the decomposition
φ` = e−iωu + E(u) .
The error term can be controlled using the estimates for the Jost functions of [2, Lemma 3.3]
|E(u)| ≤ λn|ω|u
(8.3)
≤ 2 log
2 L
Lε2
.
The extra decay in L can be used to compensate the factor
√
L in (8.2), and thus the
contribution of the error terms to (8.2) tends to zero as L → ∞. Hence it remains to
consider the plane-wave contribution
1
|Ω|
2∑
b=1
∣∣∣∣tωnab <(r2 + a2)− 12
(
1
ω
)
e−iωu Θn,ω,Ψk0>
∣∣∣∣ . (8.5)
Writing the energy inner product in (8.5) using (2.7), we obtain expressions, one of which
is of the form
〈Θn,ω,Θn˜,ω˜〉L2(S2)
∫ ∞
−∞
ei(ω−ω˜)u η˜L(u) du , (8.6)
where the function η˜L is composed of ηL and its first two derivatives (and powers of ω˜
and L−1). We integrate by parts and apply Lemma 4.2 to obtain in the case n 6= n˜
(8.6) = iα(ω, ω˜)
∫ ∞
−∞
e−i(ω−ω˜)u η˜′L(u) du .
Now the derivative η˜′L is of the order O(L−1), compensating the factor
√
L in (8.2). Fi-
nally, we also get expressions of the form (8.6), but with ω˜ replaced by −ω˜. In this case,
the inner product yields a factor (ω + ω˜), which allows us to again apply the above inte-
gration by parts method.
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Lemma 8.3 Consider the Cauchy problem (1.4) for initial data (8.1). For every ε > 0
there is an n0 ∈ N such that for any f ∈ C∞(R) and sufficiently large L,
∞∑
n=n0
|<Ψ0, f(H)nΨ0>| ≤ ε sup |f | .
Proof. We rewrite the wave propagator purely in terms of the fundamental solutions φ`.
A straightforward computation using (2.18) and the identity (see [2, eq. (6.2)])
|α|2 − |β|2 = −ω
Ω
,
together with (3.1, 3.2) yields that
1
ωΩ
tωnab Φa(u)Φb(v) = 〈Φ`(u),UΦ`(v)〉C2 ,
where we use the matrix notation
Φ` =
(
Φ`
Φ`
)
, U =
1
2ω2
(
1 −α/β
−α/β 1
)
.
We decompose U into the difference of two positive operators,
U = U+ −U− ,
where
U− =
1
4ω2
(∣∣∣∣αβ
∣∣∣∣− 1
) 1
αβ
|αβ|
αβ
|αβ| 1

 if ωΩ < 0
and U− = 0 otherwise. Note that U− vanishes outside the interval [−2J, 2J ] (with J
chosen as in Section 5).
The norm of U− can be estimated using the first inequality in [2, Lemma 6.1] as
‖U−‖ ≤ 1
2ω2
∣∣∣∣
∣∣∣∣αβ
∣∣∣∣− 1
∣∣∣∣ ≤ |Ω||ω| |w(φ´, φ`)|2 ,
and thus from (8.4)
|〈Φ`ωn(u),Uωn− Φ`ωn(v)〉C2 | ≤ 2‖Uωn− ‖ |Φ`ωn(u)| |Φ`ωn(v)|
≤ 2|Ω||ω|
∣∣∣∣∣ Φ`
ωn(u)
w(φ´, φ`)
∣∣∣∣∣
∣∣∣∣∣ Φ`
ωn(v)
w(φ´, φ`)
∣∣∣∣∣ ≤ 2|Ω||ω|
∣∣∣∣∣
∑
a
tab
Ω
Φb(u)
∣∣∣∣∣
∣∣∣∣∣
∑
a
tab
Ω
Φb(v)
∣∣∣∣∣ .
The resulting expression can now be estimated as in the proof of Lemma 8.2 to conclude
that ∑
n≥n0
∣∣∣∣
∫ 2J
−2J
f(ω) 〈Ψ`ωn0 ,Uωn− Ψ`ωn0 〉C2
∣∣∣∣ ≤ ε sup |f | , (8.7)
where we used the notation Ψ`ωn0 = <Ψ`
ωn,Ψ0>.
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In order to estimate the contribution by U+, we use the positivity of U
ωn
+ ,
∑
n≥n0
∣∣∣∣
∫ ∞
−∞
f(ω) 〈Ψ`ωn0 ,Uωn+ Ψ`ωn0 〉C2
∣∣∣∣ ≤ sup |f | ∑
n≥n0
∫ ∞
−∞
〈Ψ`ωn0 ,Uωn+ Ψ`ωn0 〉C2
= sup |f |

∑
n≥n0
∫ ∞
−∞
〈Ψ`ωn0 ,UωnΨ`ωn0 〉C2 −
∑
n≥n0
∫ 2J
−2J
〈Ψ`ωn0 ,Uωn− Ψ`ωn0 〉C2

 . (8.8)
Using the asymptotic form near infinity of the energy density of the initial wave packet,
an explicit computation shows that
lim
L→∞
<Ψ0,Ψ0> = lim
L→∞
∫ ∞
−∞
〈Ψ`ωn˜0 ,Uωn˜Ψ`ωn˜0 〉C2
lim
L→∞
Ψ`ωn0 = 0 for every n 6= n˜.
It follows that
lim
L→∞
∑
n≥n0
∫ ∞
−∞
〈Ψ`ωn0 ,UωnΨ`ωn0 〉C2 = lim
L→∞
∑
n 6=n˜
∫ ∞
−∞
〈Ψ`ωn0 ,UωnΨ`ωn0 〉C2
= lim
L→∞
(
<Ψ0,Ψ0>−
∫ ∞
−∞
〈Ψ`ωn˜0 ,Uωn˜Ψ`ωn˜0 〉C2
)
= 0 .
Using this estimate in (8.8), we conclude that
lim sup
L→∞
∑
n≥n0
∣∣∣∣
∫ ∞
−∞
f(ω) 〈Ψ`ωn0 ,Uωn+ Ψ`ωn0 〉C2
∣∣∣∣
≤ sup |f | lim sup
L→∞
∑
n≥n0
∣∣∣∣
∫ 2J
−2J
〈Ψ`ωn0 ,Uωn− Ψ`ωn0 〉C2
∣∣∣∣ ≤ ε sup |f | ,
where in the last step we have used (8.7).
Proof of Theorem 8.1. We again consider the energy splitting for the individual angular
momentum modes,
Ψ<n(t) = (e
−itH χ<(H))nΨ0, Ψ>n(t) = (e
−itH χ>(H))nΨ0 .
Using the identity 1 = (χ< + χ>)
2, we obtain in analogy to (5.2) that∑
n≥n0
<Ψ0, (χ
2
>
)(H)nΨ0> =
∑
n≥n0
<Ψ0, (1− χ<(χ< + 2χ>))(H)nΨ0> .
Applying again [2, Theorem 1.1] gives the estimate
∥∥∥∥∥∥
∑
n≥n0
Φ>n
∥∥∥∥∥∥
2
L2
≤ c
∑
n≥n0
<Ψ0, (1− χ<(χ< + 2χ>))(H)nΨ0> ,
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where c is independent of Ψ0. Applying Lemma 8.3, by choosing n0 sufficiently large, the
right side can be made arbitrarily small uniformly in L. Combining this with Lemma 8.2,
we conclude that for any ε there is n0 such that∥∥∥∥∥∥
∑
n≥n0
Φn
∥∥∥∥∥∥
L2((−∞,2u0)×S2)
≤ ε
uniformly for large L. Applying this estimate to the time derivatives and using the equa-
tion together with the fact that the spatial part of the wave operator is uniformly elliptic,
we get similar estimates for the integral of the energy density near the event horizon. From
the local decay [2], we know that (for any fixed L) the energy in any compact set tends
to zero as t → ∞. Furthermore, we know from Lemma 8.3 that the total energy of the
high angular momentum modes is small uniformly in L. Putting these facts together, the
theorem follows.
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