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Abstract
The development of efficient software tools capable of super-resolving multi-spectral image sequences
on-the-fly is an important step toward the production of imaging systems capable of acquiring vital
imagery of hostile environments at an affordable price. A number of image processing tools already
available for use in target recognition and identification rely on the availability of high-resolution imagery
which cannot be safely acquired at a reasonable price. This thesis investigates the use of multiframe
super-resolution as a tool to increase the spatial resolution of image sequences acquired with sensors
commonly used in consumer video cameras.
Multiframe super-resolution is the branch of imaging science which tries to restore high-resolution
estimates of a scene utilizing a sequence of under-sampled images of that scene. Although a number
of algorithms have already been developed to deal with this problem, they have unfortunately not
been extended to deal with multi-spectral images acquired from moving imaging platforms. This thesis
performs such extension for one of the most successful super-resolution algorithm and demonstrates that
it can be used to improve the performance of common multi-spectral imaging systems utilizing Color
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In remote sensing as well as numerous defense applications, one is often confronted with the problem
of improving the quality and resolution of an image or a sequence of images so that better analysis or
identification can be performed. As the military embarks in an era where the reduction of collateral
damage is of foremost importance, and where target identification and recognition must often be per
formed in real-time, on location, and under enemy pressure, the need for sub-pixel information becomes
an unavoidable reality.
Moreover, in an effort to save military lives, unmanned vehicles are now being designed to be capable
of finding, identifying and destroying their targets with limited human input. These vehicles make
extensive use of target recognition algorithms that rely on the availability of images at an acceptable
spatial resolution to allow for positive identification. The only way to obtain such resolution is to use
expensive sensors or to fly the sensors at such low altitudes that they become too easy targets for the
enemy.
In remote sensing, target identification is generally performed using spectral information collected
by sophisticated multi-spectral or hyper-spectral imaging systems. Such systems are unfortunately not
practical and too costly for day-to-day military operations and alternate techniques are being sought
that would provide both high spatial resolution and spectral information, thus allowing for accurate
and on-the-fly target identification. Since the cost of building and operating the hardware necessary to
perform these tasks is prohibitive, one is faced with the task of using simpler hardware and recovering
the information using more sophisticated software tools. To this end, this research project investigates
the use of multiframe super-resolution as a tool allowing the recovery of a high-resolution estimate of a
scene from a sequence of low-resolution multi-spectral observations.
1.2 Breakdown of this Document
This document is divided into 5 chapters that follow the scientific process behind its creation. The current
chapter introduces the problem being examined and provides an overview of the following chapters.
Chapter 2 is dedicated to the review of the many topics that are part of this research. Section
2.1 contains a literature review of motion estimation which is intrinsically linked to multiframe super-
resolution. Section 2.2 contains a similar review of the many super-resolution algorithms that have been
developed to date. Finally, section 2.3 contains a review of the use of Color Filter Arrays in imaging
systems as well as common techniques used to interpolate the missing spectral information in the images
acquired with such systems.
Chapter 3 is devoted to describing the details of each of the algorithms that were implemented.
Firstly, section 3.1 shows the limitations of multiframe super-resolution but also demonstrates that it
should be possible to improve the estimate of a scene by using the phase information provided by the
known motion between the frames in a sequence. To this end, section 3.2 contains the details of the
LoGWaR image registration algorithm that was modified into a motion estimation algorithm for this
research. Section 3.3 then describes the Iterative Back-Projection super-resolution algorithm which was
the only multiframe super-resolution algorithm implemented in this project. Section 3.4 follows with
a description of the CFA interpolation algorithms that were implemented and used during the testing
of the IBP algorithm. Section 3.5 describes the metrics that were utilized throughout this research to
quantify the results obtained and discussed in chapter 4. Finally, section 3.6 depicts the test plan that
was executed to demonstrate the potential of the many algorithms implemented.
Chapter 4 contains the results of the many tests that were performed during the research and is
divided following the test plan outlined in section 3.6. Firstly, section 4.1 shows how the sequences
used in this research were created in an effort to ensure that the results found in the remainder of
this chapter are reproducible. Sections 4.2 and 4.3 contain the results of the tests performed on the
motion estimation and CFA interpolation algorithms respectively. Section 4.4 then discusses the results
of a series of tests of the IBP algorithm that were conducted to determine acceptable values for its
many independent parameters. It also contains the results of an important test of the sensitivity of
the algorithm to errors in motion estimation which is of foremost importance when deciding on the
adequacy of the LoGWaR algorithm when used as a motion estimation algorithm for the purpose of
super-resolution. Section 4.5 then verifies the hypothesis that super-resolution can improve the results
of traditional CFA interpolation techniques. Finally, section 4.6 shows potential results for the entire
super-resolution process when applied to a real-life image sequence for which actual motion information
is not available.
Finally, although the discussion of chapter 4 contains conclusions about the results obtained, chapter
5 goes further by tying the results together and also serves as a guide for subsequent research projects
on motion estimation and multiframe super-resolution.
1.3 Objectives
While the goal of this research remains as stated in section 1.1, the generation of milestones and work
schedule required that the overall work be further divided into more specific tasks and that the rela
tionship between those tasks be defined. As can be seen in figure 1.1, these tasks have been divided
into three distinct groups: pre-processing, processing, and evaluation. The remaining of this section will
describe each of the three groups in general terms while the actual details of each of the tasks is left for
chapter 3.








Figure 1.1: Proposed Workflow Diagram
1.3.1 Pre-Processing
As will be explained further in section 3.2, the motion estimation technique that was used in this research
assumes global motion between frames that can be approximated with polynomial transformations. For
this reason, it was imperative to select sequences that closely
matched those assumptions. Consequently,
sequences with large or numerous moving objects were not considered.
During the pre-processing stage of the research, synthetic image sequences
were generated using a
known scene, known motion parameters, and known
degradation characteristics. This was done in an
effort to imitate the effects of an imaging system while providing sufficient data to test the performance
of the algorithms implemented.
1.3.2 Processing
As can be seen in figure 1.1, the tasks in this group have for input a decimated sequence of images, and
output a super-resolved estimate of the input sequence by using a combination of motion estimation,
super-resolution, and CFA interpolation techniques. Figure 1.1 also shows that the process can be
performed one of two ways and both approaches have been attempted in an effort to determine the best
one possible.
1.3.3 Evaluation
The evaluation stage of the research is divided in five distinct sections. In the first section, the motion
estimation algorithm that was developed for the purpose of this research was quantitatively tested
using the decimated imagery created during the pre-processing stage. Secondly, the CFA interpolation
algorithms that were implemented during this research were tested to determine which one performs
best with the imagery being used. Thirdly, and most importantly, the implementation of the IBP
algorithm was tested to find appropriate values for its many independent parameters and to determine
its sensitivity to noise and errors in motion estimation. The fourth part of the evaluation stage examined
the order of operations in the processing stage in order to determine the best one. Finally, the last part
of the evaluation stage examined the performance of the entire super-resolution chain when used with a




As mentioned earlier, super-resolution is comprised of techniques by which a high-resolution estimate
of a scene is computed from the additional information available from a sequence of under-sampled
images of that same scene. Aside from the limitations later introduced in section 3.1, all that is required
is accurate sub-pixel motion information for every frame in the sequence. In this section, a top-level
review of the topic of motion estimation is performed while section 3.2 is later dedicated to the details
of the LoGWaR algorithm which was the only one implemented in this thesis.
The problem of estimating the motion or distortion between two images has been the subject of
numerous studies in the
literature.*
Schultz et al. (1998), Aggarwal and Nandhakumar (1988), Dufaux
and Moscheni (1995), and Barron et al. (1994) have provided comprehensive reviews of the most useful
motion estimation techniques available. Dufaux and Moscheni (1995) state that motion between images
can be seen as either a deterministic or a probabilistic process and that it can bemodelled in a parametric
*Amitay and Malah (1995), Bouthemy and Francois (1993), Bussiere and Hatzinakos (1994), Elad et al. (1999),
Farneback (2000), Fuh and Maragos (1991), Hampson et al. (1996), Kalivas and Sawchuk (1990), Konrad and Dubois
(1992), Moloney and Dubois (1991), Namazi et al. (1994), Schultz et al. (1998), Zheng and Chellappa (1993)
or non-parametric fashion. As its name implies, a deterministic motion model assumes that the motion
between frames is an exact unknown quantity that can be evaluated. On the other end, a probabilistic
motion model assumes that the motion between frames is a random process and thus cannot be evaluated
directly. The techniques used to estimate motion will therefore vary depending upon how one models it.
Konrad and Dubois (1992) and Bouthemy and Francois (1993) modelled motion as aMarkov Random
Field (MRF) for which it is known that the joint distribution function is a Gibbs
distribution.*
The
techniques developed to deal with this formulation are based on the Maximum A-Posteriori (MAP)
estimation and allow for smooth and dense motion vector fields to be estimated while accounting for
local discontinuities due to the separate movement of objects in the scene. Although generally successful
and accurate, these techniques suffer from high computational complexity.
Aside from the previously-discussed MAP-based techniques, the vast majority of the work in motion
estimation assumes a deterministic motion model for which Maximum Likelihood (ML) techniques are
generally used to solve for the motion. If a dense motion field is required, non-parametric motion models
such as block-matching algorithms are generally used. Unfortunately, this formulation of the problem
suffers from the fact that it is ill-posed (i.e.: there are more unknown motion vectors in the scene then
constraint equations) and additional constraints must be introduced in order to maximize the set of
equations for the motion field. Generally, one adds a local smoothness constraint to the system of
equations, which has the side-effect of blurring the edges in the restored scene. Since they can produce
dense motion vector fields, non-parametric techniques have the advantage of being able to distinguish
between moving and stationary objects in a scene.
The fact that a motion estimation algorithm produces a densemotion vector field, as opposed to global
motion parameters, can be a great asset when utilizing the estimated motion with a super-resolution
algorithm. Specifically, since a dense motion field contains a motion vector for each individual pixel in
a scene, it can avoid the unwanted contribution of pixels moving in opposite directions when computing
the local displacements. In a global motion-estimation scheme, the motion parameters are physical
quantities such as rotation angle and translation distance, and must be evaluated using a statistical
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(a) Translation Motion (b) Translation, Scaling and Rotation Motion
Figure 2.1: Examples of Dense Motion Vector Fields
approach that will undoubtedly be adversely impacted by the presence of locally-moving pixels in the
scene.
In certain specific cases, a super-resolution algorithm may require a dense motion field instead of
global motion parameters like those obtained through the use of the LoGWaR algorithm. It is possible
to create such motion vector fields from the motion parameters if the dimensions of the scene are known.
Figure 2.1 shows two such examples.
As mentioned above, a parametric motion model has been adopted for the purpose of this research.
The model is restricted to the estimation of global motion between frames. In this approach, it is
assumed that the warping between two frames can be approximated by a polynomial transformation
where the number of coefficients is much less than the number of control points (GCPs) that can be
identified between the frames, thus increasing the statistical reliability of the model. The choice of this
motion model is largely driven by the fact that the LoGWaR IDL toolkit developed by Walli (2003) is
readily available and easily adaptable to the problem in this thesis. It is also a good model for the most
relevant motion in remotely-sensed imagery. In-depth details about the way that motion parameters are
computed are presented in section 3.2.
2.2 Multiframe Super-Resolution
Borman and Stevenson (1998) provide a detailed review of the state-of-the-art in super-resolution algo
rithms. In their review, they categorize the algorithms by their general characteristics and were able to






In this section, a high-level review of the major characteristics of the work done in each of the previous
categories is performed while the details of the one algorithm implemented are provided in section 3.3.
2.2.1 Dynamic vs Static Super Resolution
Keeping in mind that this thesis will not be concerned with extending the spatial frequency content
of a scene beyond the diffraction limit of the imaging system used, Elad (2002) defines two types of
multi-frame super-resolution: static and dynamic.
As seen in figure 2.2(a), static super-resolution attempts to compute a high-resolution estimate of
a scene based on a sequence of decimated images from that scene. Therefore, while the input to the
process is a sequence of images, the output is a single image, representing the best estimate of the scene
prior to the decimation process.
On the other end, as shown in figure 2.2(b), dynamic super-resolution refers to the extension of static
super-resolution where a high-resolution estimate of an image sequence is computed from a decimated








Figure 2.2: The static and dynamic approaches to multiframe super-
resolution. Images reproduced from (Elad, 2002) with permission from
the author.
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that the dynamic approach to super-resolution is a trivial extension to the static case. For this reason,
this thesis will concentrate mainly on static super-resolution algorithms with the understanding
that if
super-resolved image sequences are required, some adjustments to the process will be needed.
2.2.2 Frequency Domain Methods
Algorithms in this category were the first ones developed and followed the works ofTsai and Huang (1984)
and Kim et al. (1990). These algorithms assume that the motion in the image sequence is translational
only and that the original scene is band-limited. Knowing this, one can utilize the shifting property of
the Discrete Fourier Transform (DFT) as well as the estimate of the motion between the frames to obtain
a super-resolved version of the scene. Although Tsai and Huang originally only considered non-noisy
and non-blurry image sequences, Borman and Stevenson (1998) state that extensions to their algorithm
have been made that make it possible to include prior knowledge of the PSF and the noise statistics.
2.2.3 Iterative Back-Projection
The Iterative Back-Projection (IBP) approach to super-resolution was first introduced in the literature
by Peleg et al. (1987). Other versions of this same method were also presented by Dekeyser et al. (2000),
Irani and Peleg (1990, 1991), Kim and Hong (2003), and Yang et al. (2002). This technique starts by
generating an initial guess of the super-resolved scene and then simulates the effect of the imaging system
by successively applying the estimated motion, the blurring kernel and the downsampling operator on
this estimate. The result is then compared to the actual observed frames in the sequence and the
error between them is iteratively minimized by back-projecting (hence the name of the algorithm) the
differences and correcting the estimate. This category of algorithms has the advantage of including most
of the a priori knowledge about the imaging system but cannot guarantee that the solution obtained




Borman and Stevenson (1998) and Schultz and Stevenson (1996) provide good reviews of the available
stochastic super-resolution techniques available. Techniques in this category are becoming more and
more popular because they allow the inclusion of a priori knowledge about the character of the scene
imaged or the noise which ensures that the inverse problem of recovering the super-resolved scene from
the observed low-resolution images is not ill-posed.
To do so, one must assume that the observed scene, the noise and the sought super-resolved image
are random variables. The problem is then formulated as one of maximizing the probability that a given
super-resolved scene can be generated from the known sequence of observed images. Generally, the scene
and motion are modelled as Markov Random Fields.
Depending on the assumptions that can be made about the distribution of the noise and the joint
distribution of the scene, it is possible to guarantee convergence of the optimization process to a unique
maximum.
2.2.5 Set Theoretic Methods
Techniques in this category have been proposed by Erdem et al. (1992), Patti et al. (1994), and Tekalp
et al. (1992) and are usually referred to as Projection Onto Convex Sets (POCS). Just as the stochastic
methods presented in the previous section, they are rapidly gaining popularity because they can easily
include a priori knowledge about the solution sought.
These methods first consider the set of every possible super-resolved scenes as well as other convex
sets representing the constraints put on the final solution. Commonly used constraints are: finite energy,
positivity, smoothness, and data consistency. However, practically any constraint can be included as
long as it can be expressed as a convex set. The algorithm then projects a member of the set of all
super-resolved scenes onto the intersection of the constraint sets. This process is iteratively performed
until the difference between two consecutive projection is minimized.
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Algorithms in this category have the disadvantage of being very computationally intensive, and their
solution is not unique and depends on the initial guess made.
2.2.6 Kalman Filtering Techniques
Elad and Feuer (1995, 1997, 1999a,b,c), and Elad and Hel-Or (2001) demonstrate that the
super-
resolution problem can be expressed in the form of a state estimation problem which is optimally solved
using the Kalman
filter.*
However, Elad and Feuer remark that although optimal, the Kalman filter
solution is too computationally demanding to be implemented directly. They therefore developed three
approximations to the Kalman filter algorithm called the Recursive Steepest Descent (R-SD) algorithm,
the Recursive Least Mean Square (R-LMS) algorithm, and the pseudo-Recursive Least Square
(pseudo-
RLS) algorithm which they claim are good approximations of the ideal Kalman-filtering solution and
are more computationally efficient.
As a conclusion to this literature review on multiframe super-resolution and a prelude to the imple
mentation details presented in section 3.3.1, it should be noted that the ideal scenario would have been
to implement super-resolution algorithms from each of the categories mentioned above. However, the
time constraints imposed on this project made this impossible and consequently, only the IBP algorithm
was implemented. The IBP algorithm was chosen over the others mainly because of the success reported
in previous work* and because of its relative ease of adaptation to deal with color image sequences.
2.3 Color Filter Arrays
Since this thesis assumes that the spectral information in the image sequences will be captured using
CFA sampling and interpolation, it is important to introduce some necessary background knowledge
about the interpolation of color information on common CFA patterns.
*See (Brown, 1983) for additional details on the Kalman filter solution to state estimation problems.
tSee Dekeyser et al. (2000), Irani and Peleg (1990, 1991), Kim and Hong (2003), Peleg et al. (1987), Yang et al. (2002) for
examples of results obtained on black and white synthetic image sequences super-resolved with different implementations
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Figure 2.3: Common Structures used in Digital Camera Systems
Figure 2.3 is taken from (Pei and Tam, 2003) and shows the common basic structures for digital
camera systems (still or video). In an effort to reduce cost, manufacturers of consumer camera systems
commonly use the structure shown in figure 2.3(b) because it uses only one CCD. At every pixel location,
only one of the three primary
colors*
is recorded and the remaining two must be interpolated from the
surrounding pixel values (hence the term CFA interpolation). Obviously, if the structure shown in figure
2.3(a) was used, CFA interpolation would not be necessary since each pixel location would contain
information about each of the spectral bands.
As can be seen in figure 2.4, a number of possible CFA patterns have been developed and used in
consumer digital cameras. In recent years, the Bayer pattern has become the most popular one since
it has been found that the Human Visual System (HVS) is most sensitive to the green portion of the
spectrum and therefore contributes most to the luminance of a color image (Pei and Tam, 2003). On
the other end, the red and blue portions of the spectrum are generally associated with chrominance
which does not vary spatially as much as luminance in a color image. With this in mind, it is easy to
understand the reasons for the popularity of the Bayer pattern since it contains as many green pixels as
red and blue pixels combined.
Although a good tradeoff between cost, complexity and accuracy, the Bayer pattern requires that
interpolation be performed on the sampled image in order to reconstruct the missing color information
at each pixel location. The effectiveness of the sampling technique is therefore only as good as the
effectiveness of the interpolation technique utilized during the reconstruction process.
*
Since the literature on the topic of CFA interpolation deals mainly with consumer camera systems, only the visible
portion of the spectrum is considered, hence the use of the color term. This term can easily be extended to spectral band
if one were to build a multi-spectral imaging system using a CFA sampling arrays.
14
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Figure 2.4: Common CFA patterns used in digital camera systems.
Ramanath et al. (2002) provides a good overview of the interpolation techniques available and used in
modern consumer digital cameras. The simplest interpolation technique is the nearest-neighbor interpo
lation method since it only assigns the value of the closest sampled pixel to a pixel that was not sampled
in that specific channel. This technique tends to create jagged edges which are generally referred to as
the zipper effect. The most used interpolation technique is the bilinear interpolation which computes a
weighted average of the sampled pixels surrounding a pixel that was not sampled in a given channel.
Although fundamentally better than the nearest-neighbor, bilinear interpolation tends to blur edges and
create false colors at their locations. Other techniques such as constant-hue and median-based interpo
lation algorithms are attempts at solving the deficiencies of the bilinear interpolator by making use of
the specific characteristics of the Bayer pattern. They do so by fusing the low-resolution chromaticity
information from the red and blue channels to the high-resolution hue information provided by the green
channel.
Although constant-hue and median-based techniques generally perform better than the generic bi
linear interpolator, they do not make use of the correlation between the channels in the CFA pattern
utilized. Figure 2.5 shows how the correlation between color channels can be used to avoid interpola
tion errors, particularly at edges. Pei and Tam (2003) and Chang et al. (1999) contain two techniques
that make use of the correlation between the different bands in the Bayer pattern to interpolate the
missing data. Pei and Tam utilized a standard bilinear interpolation on the difference images between
the green and red and the green and blue channels while Chang et al. weighted the contributions of
the surrounding pixels based on whether an edge was detected and its orientation. Because these tech-
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Figure 2.5: Use of channel correlation in CFA interpolation. This graph shows that
the error A can be reduced if the interpolator can use the knowledge about the
variation in the red channel at position x3 during the interpolation of the green
channel at that same location. The diagram was taken from (Kuno et al., 1999b).
niques are particularly useful when dealing with edges, they are generally referred to as gradient-based
interpolation techniques.
In the more general case where bands outside the visible range were to be sampled using a CFA
pattern on a single array of sensors, it is very unlikely that the Bayer pattern would be selected since,
as mentioned earlier, it is geared toward capturing images for the HVS. In this case, more uniform CFA
patterns such as the ones shown in figure 2.6 would have to be utilized and the interpolation techniques
used would have to be modified. To this end, one should note that the constant-hue and median-based
methods would not be appropriate because they assume that 2 of the bands do not vary spatially as
much as the third one. However, the techniques introduced by Chang et al. (1999) and Pei and Tam
(2003) could fairly easily be modified to deal with other patterns, assuming that the bands chosen are
correlated. Obviously, the bilinear interpolator can be used with any CFA pattern.
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Figure 2.6: Generic CFA patterns
To summarize, CFA sampling and interpolation are necessary steps in the multi-spectral image
acquisition model used in this thesis. While this section concentrated on a general review of the CFA
sampling and interpolation methods available, the details of the techniques that have been implemented





Super-resolution can be divided into two distinct fields based on whether one is trying to increase the
resolution of a scene below or beyond the diffraction limit of the imaging system used to capture the
scene. For the purpose of this thesis, the term super-resolution refers to the techniques and processes
used to increase the resolution of a sequence of images up to the diffraction limit of the imaging system.
Although statistical techniques and algorithms also exist that allow the reconstruction of frequency
information beyond the diffraction limit (see Hunt, 1999), these methods are generally referred to as
frequency extension and are beyond the scope of this research project.
As shown in figure 3.1, in a diffraction-limited imaging system, there is a frequency ma,x which is
the highest spatial frequency allowed to reach the focal plane by the optics of the system. Those spatial
frequencies in the scene that are greater than max will manifest themselves as aliasing artifacts in the
observed images, (see Fiete and Tantalo, 1999).
Figure 3.1 also shows that the optics are creating a
band-limited wavefront prior to sampling at the






(b) Modulation Transfer Function
Figure 3.1: Effect of the optics of a typical imaging system on the spatial frequencies
of the captured scene. Drawings taken from (Schott, 1997, p.328-329).
that it is possible to completely reconstruct the diffraction-limited scene if the sampling frequency of the
imaging system is at least the Nyquist frequency jv = 2ma;r of the optical system.
Therefore, if an imaging system were to sample a band-limited optical flux at a spatial frequency
greater or equal to #, it would not be possible to increase the resolution of the images produced since
all the spatial frequencies above maa; were completely removed from the spectrum prior to sampling.
However, for real-life staring array imaging systems, the scene is generally sampled at a rate that is
much less than jv, thus leaving room for multiframe super-resolution to increase the resolution of the
images in a meaningful fashion.
To demonstrate the fact that most staring array imaging systems under-sample the optical flux,
lets assume a system with a fairly common F number
(F#)*
of 5.6 and a circular aperture similar to
the one shown in figure 3.1. Fiete and Tantalo (1999) show that the relationship between pixel pitch
(p) and wavelength (A) is p = AF# which in our case means that p = (5.6)A. Figure 3.2 shows this
graphically when sampling at exactly /v. The CCD arrays currently used for video applications are
roughly contained within the shaded area of figure 3.2 which shows that for those wavelengths below 2
fim, super-resolution can be used to increase the resolution of image sequences. Note also that although
CCD arrays with much smaller distances between pixel centers are starting to appear on the market,
"F# = 4 where f is the focal length and d is the diameter of the aperture of the imaging system.
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Figure 3.2: Relation between pixel pitch and wavelength
they are not likely to be used for video applications since the smaller pixel dimensions are forcing longer
dwell times in order to obtain an acceptable signal-to-noise ratio (SNR).
3.2 Motion Estimation
As previously stated in section 2.1, while several different techniques exist to estimate themotion between
consecutive frames, the registration technique based on the LoG filter developed and implemented by
Walli (2003) will be used for the purpose of motion estimation in this thesis. This section is divided in
2 sub-sections. In the first, the motion estimation technique employed is described and in the following
section, the techniques used to extract the motion parameters from an affine matrix obtained using this
technique is explained. A description of the IDL functions and procedures used for the motion estimation
algorithm is available at section B.4.
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3.2.1 The LoGWaR Algorithm
Walli (2003) has shown that sub-pixel accuracy can be obtained when registering images using a para
metric warping model based on an affine or first-order polynomial model, assuming that the images are
closely pre-registered. In the case of consecutive video frames, those assumptions will generally be valid
as long as earth curvature issues are not present. Walli (2003) utilized the polynomial model described




frame is related to its position
in the previous frame by a polynomial transformation such as:
N N-i





where N is the degree of the polynomial. The number J of parameters that need to be computed depends
solely on N and is defined as follows:
In general, the formulation in equation (3.1) corresponds to the following system of equations:
21
x(k+l)l 1 Xkl Vki XkiVki xkl i ^00
x(k+l)2 1 xk1 Vk2 Xk2Vk2 xfe2 vg aio
x(k+l)3 1 xk3 2/fc3 Xk3Vk3
rN
xfc3 v& aoi
x{k+l)4 1 xki Vki xk\Vki
-AT
xfe4 w& an
x(k+l)(J-l) 1 xk(J-l) Vk(J-l) Xk(J-l)Vk(J-l) xfc(J-l)
VN
yk(j-i) awo
x(k+l)J 1 XkJ Vkj XkJVkJ vL
_
ao/v
2/(fc+l)l 1 Xkl J/fel XklUkl xfcl vffi
'
&00
V{k+l)2 1 xk2 Vk2 xk2Vk2 xfe2 VNk2 &10
J/(fc+l)3 1 XkZ Vk3 Xk3VkZ
JV
xfc3 VNk3 &01
J/(fc+l)4 1 xkA Vki XkiVki XA:4 K 611
2/(fc+l)(J-l) 1 xk(J-l) Vk(j-i) xk(J-l)Vk(J-l)
TN
Xk{J-l) Vk(J-l) &ATO







where the set {(xl, Xk+i)} contains pairs of corresponding GCPs between frames fc and k+ 1. Therefore,
if at least J pairs of matched GCPs are available, it is possible to find an exact solution to equation (3.3)
and determine the coefficients of the transformation between frames fc and fc + 1. In general however, a
better solution is reached by using many more than the minimum J matches and the solution is obtained
using techniques such as the pseudo-inverse or singular value
decomposition.*
In order to find the ground control points in both the fc and fc + 1 frames, a technique very similar
to the one employed by Walli (2003) was employed. First, both images are filtered with the LoG kernel
shown at figure 3.3 and are then thresholded such that a manageable but sufficiently large number of
points are available in both images. Throughout this research, it became apparent that large sets of
initial GCPs, although attractive for statistical reasons, are quite unattractive computationally and a
*See Wolberg (1990) for details on how to solve equation (3.3) for the motion parameters.
22
middle ground of 50 points per region seems to work best under most conditions.
The next step consists in the matching of the thresholded points between the two images. The
initial
matching is performed by computing the distance between each point and every other points in its set
and then compare those distances to the points in the other set. Points that should be matched to one
another will have a very similar set of distances to the other points in their respective sets.
After the initial matching is performed, the algorithm attempts to eliminate bad matches by first
comparing their LoG values. Since the images that this research deals with are taken only fractions
of a second apart, the illumination can safely be assumed not to vary between images. Similarly, the
immediate background to any pixel does not vary significantly between images making it possible to
compare the LoG values of matched GCPs and reject those matches that have too great of a difference.
Another way to further eliminate bad matches is to compare the angles that they form between each
other. Similarly to what was done during the initial matching, the angles between every point in a set to
every other points in the same set are computed and then compared to each other. Again, good matches
should have very similar angles to the other points in the set and it is therefore possible to remove those
matches that don't conform to this rule.
The last but most important way to eliminate bad matches is to use the residual error that would
be produced if the current set of matches was used to generate the polynomial transformation between
the 2 images. The residual error calculations are later explained in section 3.5 but for the moment, it
suffices to say that the residual error measures the degree of accuracy of the polynomial transformation
produced by the current set of matches. Keeping this in mind, the algorithm simply tries to remove every
match from the set one at a time and sees if it improves the residual error by more than a predefined
threshold. If it does, the match is removed. The set reduction concludes when the residual error of the
entire set is reduced to an acceptable value, generally at the sub-pixel level.
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Figure 3.3: Continuous and Discrete LoG Filter Kernels
3.2.2 Affine Transformations
A special case of polynomial transformations are called affine transformations and are represented by
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= sin(6). To represent translation by Tx and Ty in the x and y direction respectively,
one sets an = 022 = 1, 0-31 = Tx, and 032 = Ty. Scaling by a factor of Zx and Zy in the x and y direction
respectively is done by setting an = Zx and 022 = Zy Horizontal shear can be modelled by setting
&12 = Sx and 021 = 0 where Sx is the horizontal shear factor. Similarly, vertical shear is modelled by
setting 021
= Sy and ai2 = 0 where Sy is the vertical shear factor. The above transformations can
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Walli (2003) andWolberg (1990) further state that any combination of affine transformations remains
an affine transformation itself. This property of the affine motion model, along with the fact that it uses
physically meaningful parameters, is the main reason why it was chosen over the other models. It is now
possible to create a chain of affine transformations that warp any frame into any other frame, anywhere
further in the sequence.
3.2.3 Motion Parameter Extraction
The individual matrices shown in equation (3.5) can be substituted into equation (3.4) to warp any
point from an image to its new location in the warped image using anyone of the four types of affine
motion. However, in real imagery, the four types of motion are always present and one must find a way
to extract each of their separate contributions from the total affine transformation matrix.
In order to do this, it is essential to make an assumption about the order in which the 5 matrices
of equation (3.5) are to be applied. For the purpose of this research, the order is as shown in equation
(3.6).
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Equation (3.6) shows that the product of affine matrices is also an affine matrix. To solve this system
of equations for the individual motion parameters, one first forms the following system and solves it.
(l + SxSy)Zxcos6- SxZysin6 (1 + SxSy)Zxsm6 + SxZycos9 0







The problem with equation (3.7) is that there are 7 unknown and only 6 equations. An additional
assumption therefore needs to be made. For the purpose of this research, we will assume that the scaling
parameters Zx and Zy are the same which allows us to write equation (3.8).
(1 + SxSy)Z cos9-SxZ sin^ (1 + SxSy)Z sin 9 + SXZ cos 6
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To summarize this section on motion estimation, although many different motion models and motion
estimation techniques exist, this research only utilized a parametric motion model and limited itself
to image sequences with global motion between frames. This simplification allowed for the use of a
modified version of LoGWaR, an IDL registration toolkit written by Walli (2003), in order to obtain
motion vectors between frames and feed them into the super-resolution algorithm when the actual motion
between such frames was not available.
A few additional comments need to be made about the reasons and consequences of limiting the
estimated motion to affine polynomials. As mentioned earlier, this choice was made since the relevant
motion in remotely-sensed scenes can generally be represented by a combination of translation, rotation,
scaling, and shearing which are accounted for in affine transformations. Moreover, this choice, coupled
with the assumptions made in section 3.2.3, allows the computation of a solution with only 4 matched
GCPs. Having said that, the motion estimation program used in this research is capable of calculating
polynomial coefficients of any order without loss of performance. Although not considered in this project,
it may be possible in certain circumstances to generate more accurate solutions by increasing the order
of the polynomials generated. However, one must keep in mind that in order to increase the degree of
the polynomial, more matched control points must be provided which may prove difficult in many cases.
In fact, as will be seen in section 4.2, it is often necessary to reduce the number of matched control
points used to generate the coefficients of the polynomial transformation in order to reduce the residual
error of the transformation itself.
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As mentioned in section 2.2.3, the IBP algorithm was first introduced by Peleg et al. (1987), however, the
following development is similar to the one shown by Irani and Peleg (1991). Irani and Peleg introduced
Yk,x which is the set of all spatial locations in gk(x,y) which are influenced by the spatial location
x = [x,
y]T
in f(x, y). The center of YfcjX- is denoted zy. Figure 3.4 shows the relation between gk(x, y),
Ykts, and zy = [zx,zy]T. Irani and Peleg also simplify the modelling of the decimation introduced by
the imaging system. They do so by grouping the effects of the motion, downsampling and Point Spread
Function of the imaging system into one blurring function called Hpsf-
The imaging process is modelled as the convolution of the high-resolution scene with the effect of the
imaging system represented by hpsp-









As its name implies, the algorithm is iterative in nature and figure 3.5 shows the iterative process
graphically. At each iteration (n), an estimate f^(x,y) is generated and then used as input to the
simulated imaging process to create an estimate gj^'(x,y) of the K observed frames in the sequence.





The next estimate of /(#, y) is then calculated using the following function:







where hsp is the back-projection operator whose purpose is to determine the amount of correction
required for each pixel of the /'"' estimate of the scene for the next iteration, and c is a normalization
constant.
While hpsF is directly linked to the imaging system, the choice of hp.p is an important consideration
for this algorithm. Irani and Peleg (1991) show that the iteration process will converge to the original
scene f(x, y) regardless of the choice of




where HAux{^,v) is the Fourier Transform of {hBp(x,y))2, and HPSF{ri) is the Fourier Transform of
hpsF{x,y). Irani and Peleg also state that it is always possible to find HAUx{i,rj) and c for which the





































Figure 3.5: The IBP Process
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0, the initial guess of /(0) (x, y) will be propagated through the iterative process. Irani and Peleg further
suggest that if the PSF is real, positive, and symmetric, a good choice for the back-projection
operator
is h,Bp(x,y) = hpsF(x,y) since the requirement of equation (3.13) is automatically met.
3.3.2 Spectral Integration
The IBP algorithm described in the previous subsection was obviously designed to be used on grayscale
images. However, for the purpose of this research, it must be extended for use with multi-spectral image
sequences.
When dealing strictly with RGB images, Irani and Peleg (1991) suggest that the images in the
sequence be converted to their YIQ representation and then the Y channel (luminance) be the only one
to be super-resolved using the IBP algorithm. The chrominance channels would simply be interpolated
from the frame used as reference and registered with the super-resolved frame. Although the YIQ color






The previous technique, although clever, cannot be used in this research due to the fact that lu
minance information is not available at every pixel location when dealing with CFA-sampled images.
Moreover, since this research wants to remain as generic as possible when dealing with the actual bands
sampled, it would not be wise to limit the solution to those frequencies within the visible spectrum.
For the reasons mentioned above, the integration of the spectral information to the IBP algorithm was
done using each band separately. The red, green, and blue channels were extracted from their respective
frame and then used as grayscale images in the super-resolution process. The resulting super-resolved
images were then recombined to form the RGB high-resolution estimate of the scene.
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The technique described above has the additional benefit that it can easily be adapted to deal with
images that have been CFA-sampled. In this case, each spatial location is only sampled in one of the 3
channels which makes it impossible to compute the intensities at every location. However, once each of
the channels of every frames are separated, it is possible to super-resolved them, keeping in mind that
the errors can only be computed at the sampled spatial locations.
3.4 Color Filter Arrays
In this section, the different interpolation techniques that were
implemented*
for the recovery of spectral





Each of them is explained in details in the next sections while the details of their testing is left for
section 3.6.
3.4.1 Bilinear Interpolator
Because of its simplicity and computational efficiency, the bilinear interpolator is the most common one
used in digital camera systems. As shown in figure 3.6 for the Bayer pattern, all that is required is
an arithmetic average of the surrounding pixel values for each channel. Although simple and straight
forward, images interpolated in this matter tend to exhibit false color artifacts along edges which con
sequently blurs the image.
*A description of the IDL functions and procedures that were developed for the purpose of CFA interpolation is
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Figure 3.6: Bilinear Interpolation example for the Bayer pattern. Small letters
(r,g,b) represent interpolated values and capital letters (R,G,B) represent sampled
values. Although shown for the Bayer pattern, this interpolation technique can
obviously be used for any CFA sampling scheme. Image taken from (Kuno et al.,
1999a)
3.4.2 Median-Based Interpolation
As stated by Ramanath et al. (2002), median-based interpolation follows the work of Freeman (1988)
and is a multiple-pass process (see figure 3.7). In the first pass, a usual linear interpolation of the three
channels is performed and the luminance (green) channel is obtained. In the second pass, difference
images (i.e. red minus green and blue minus green) are computed and then median-filtered. Those
filtered images are then added to the interpolated green channel from the first pass and the results form
the chrominance channels which are then combined with the green channel computed in the first pass to
produce three channels at every pixel location. Ramanath et al. (2002) state that the size of the median
filter is the major deciding factor for the success of the process and is generally different from image to
image.
3.4.3 Gradient-based CFA Interpolation
In an effort to utilize the known correlation between the red, green and blue channels in the Bayer
pattern, a Bayer-specific interpolation techniques is described in this section and was implemented.
This algorithm follows the work of Chang et al. (1999) and tries to determine if an edge is present
at every spatial location. If it is, it first determines its orientation and then uses this knowledge to













Figure 3.7: Flowchart of the median-based interpolation technique. In the first pass,
the bold locations represent sampled pixels while in the second pass, bold locations
represent interpolated values.
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Figure 3.8: The 4 types of centers in the Bayer pattern.
location. This obviously assumes that any edge is always present in the 3 bands.
Because of the character of the Bayer pattern, the algorithm must distinguish between 4 possible sit
uations depicted at figure 3.8. The edge-detection, along with the interpolation, is performed differently
in each case. It is therefore a 4-pass approach although every pixel location is only considered once.
3.4.3.1 Green Centers
When computing the red and blue channels of those pixels originally sampled in the green band, the
algorithm first compute the 8 gradients surrounding that pixel. Chang et al. (1999) named the gradients
following their cardinal location around the pixel being considered. Therefore, using the numbering
scheme of figure 3.9, one can construct the 8 gradients of equation (3.15).
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Figure 3.9: Bayer Green-center Numbering Scheme
Once the 8 gradients are computed, a threshold must be calculated using equation (3.16) where the
MIN and MAX arguments are the minimum and maximum of the 8 gradients computed and the fci
and k2 are normalization constants. Chang et al. report having success with fci = 1.5 and k2 = 0.5.
T = kiMIN + k2{MAX - MIN) (3.16)
The algorithm rejects the gradients with values above the threshold T just computed and then the
average red, green, and blue values for each of the remaining directions is computed using the equations
in figure 3.10. The sums of each band is then computed to get Gsum, Rsum, and Bsum along with the
difference of the sums Bsum Gsum and Rsum Gsum. After normalization by the number of gradients
considered, the differences are added to the green band to yield the blue and red values associated with
the G7 spatial location of figure 3.9.
3.4.3.2 Red and Blue Centers
Figure 3.11 shows the numbering scheme for the cases where a red or a blue pixel is to be interpolated.
In this situation, the process is the same except that the gradients are computed following the example
at equation (3.17) for a red center. Once again, the threshold is computed using equation (3.16) and
those gradients below the threshold are summed to get the Gsum, RSUm, and Bsum quantities. For a
red center, the Gsum Rsum and Bsum RSUm differences are computed and normalized by the number
of gradients prior to being added to the actual red value at that location to get the green and blue
values respectively. The same process is performed for a blue center except that the Gsum Bsum and


















































Figure 3.10: Average color computation for gradient-based interpolation.
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Figure 3.11: Red and Blue Center Numbering Schemes
3.5 Metrics
In this section, the different metrics that were used during the testing of the algorithms implemented in
the research and for which the results are presented in chapter 4, are introduced and explained. Some of
these metrics are very generic while others are very specific to the tasks being investigated in this thesis.
3.5.1 Relative Edge-Response (RER)
The RER metric was used when comparing degraded images that had been restored using different
techniques. It is a measure of the sharpness of an image and is an integral part of the General Image
Quality Equation (GIQE) whose details are beyond the scope of this research and are available in
Driggerset al. (1997).
Equation (3.18) was taken from (Driggers et al., 1997) and is used to compute the Edge Response











7T /o sm(2irx(;)dt; (3.18)
Equation (3.19) is also taken from (Driggers et al., 1997) and is used to compute the relative edge
























RER = 2 / MTFx{)sinc{,)d (3.20d)
Jo
Equation (3.20) requires the use of a continuous MTF which is not possible with digital images.
Instead, one must derive a discrete MTF using an edge from the scene and then compute the discrete
RER using equation (3.21) which assumes that the interval between samples in the spatial domain is 1
pixel (i.e.: Ax =1).
2
N
RER = ^2MTFx(i)sinc(i) (3.21)
i=0
The entire technique is comprised of the following steps:
1. Find an edge in the image such as the one shown in red in figure 3.12(a).
2. Record the grayscale values of the pixels on each side of the edge making sure to use the same
number of pixels on both sides as shown in figure 3.12(b).
3. Compute the derivative of those pixels to obtain the Line Spread Function (LSF) as shown in
figure 3.12(c).
4. Compute the Fourier Transform of the LSF and calculate its scaled magnitude to obtain the MTF
of the system for that edge as shown in figure 3.12(d).
5. Shift the scaled MTF such that the maximum frequency is at = 0.5 as shown in figure 3.12(e).
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Figure 3.12: Examples of each of the steps in the computation of the RER
value for a given edge.
6. Apply equation (3.21) to obtain the RER value for the current edge.
The result of applying the steps above is one RER value for an edge in an image. To increase the
statistical reliability of the technique, one should average the RER values ofmultiple lines perpendicular
to the edge being considered, making sure to use the same number of pixels on each side of the edge for
each line utilized.
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3.5.2 Mean Squared Error (MSE)
The MSE metric was used when comparing restored images to their originals prior to decimation
and/or
degradation. It was used to produce the results shown in section 4.3. Its governing equation is
shown





For an RGB image, the result of equation (3.22) is computed for each band independently of the
others to produce 3 distinct MSE values.
3.5.3 Residual Errors
Residual errors are used to evaluate the performance of the motion estimation algorithms. In order to
compute them, one must first rewrite equation (3.1) to include the error terms as follows:
N N-i
xk = 2_^ /_, aijxk-lVk-l + ex
j=0 7=0
(3-23)
!/fc=EE biJxk-iyJk-i + ty
i=0 j=o
where the ex and ey are the residual errors for the x and the y components of the polynomial transfor
mation between frames k and k + 1. It is therefore possible to compute a residual error for each pair of
matched points (xk,yk) and (xk+i,yk+i) which is done using equation
e =
\Jel + 4 (3.24)
For any reference point (xk, yk), its e residual error value represents the difference between the actual
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location of the warped point at position {xk+i,yk+\) and the one that is obtained by warping it using
the ay and bij polynomial coefficients from equation (3.23).
3.5.4 Warping Metric
This metric is also used to evaluate the performance of the motion estimation between consecutive
frames. However, instead of concentrating on the actual position of the warped pixels, it uses their
digital counts. The governing equation for this metric was developed by Walli (2003) in his thesis and









Note that g{x) is the actual frame (from the sequence) while g'(x) is a simulation of that frame using
the previous frame in the sequence and the polynomial coefficients derived using the motion estimation
algorithm. The result of apply equation (3.25) is a number representing the average deviation, in digital
counts, between the motion-estimated and the actual scenes.
3.6 Test Plan
While the results of all the tests described in this section are left for chapter 4, the following sub-sections
contain the details of the different steps that had to be performed to verify the performance of the
programs that were developed during this research. A visual description of the work that was done
when testing those programs is shown at figure 3.13.
3.6.1 Motion Simulation
In order to quantitatively test the motion estimation algorithm, it is essential to have a sequence of




































Figure 3.13: Test Plan
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IBP algorithm, it is just as essential that the motion between the frames be known exactly in order to
make sure that bad results cannot be attributed to improper knowledge of the motion.
To this end, a series of image sequences have been created with known random motion
parameters.*
A
total of 5 sequences of 20 images were generated, each containing a combination of shear, translation,
rotation and scaling. Because of this choice of motion parameters, it was possible to create affine
transformation matrices to fully represent the motion between consecutive frames. The following is a





5. Translation, rotation, scaling, and shear
When generating motion parameters, the following limits were imposed:
Translation is limited to a maximum of 9 pixels per frame in both directions
Rotation is limited to a maximum of 0.01 radian (0.6) per frame
Scaling is limited to a maximum of 1% per frame and is the same in both directions
Shear is limited to 0.01 pixel per frame in both directions
In an effort to create synthetic image sequences that are as realistic as possible, a 5000 x 5000 real
scene was warped using the motion parameters described above and then cropped to a more manageable
980 x 735 pixels. A smoothness constraint was also enforced that ensured that the motion parameters
would not change by more than 10% between consecutive frames.
*A description of the IDL functions and procedures used to simulate random motion and generate frames using it is
available at section B.2.
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3.6.2 Decimation
Decimation is the process by which a high-resolution image is transformed into a low-resolution by
means
of downsampling and blurring. In this thesis, decimation is the process by which the imaging system
is simulated and produces the image sequences that are later used to test the motion estimation, CFA
interpolation, and IBP algorithms.
The decimation of the images produced during the simulation step was done is 2 distinct
steps.*
First,
the images were blurred with a series of 2 Gaussian kernels of different sizes. Then, the blurred images
were downsampled by the same factor as the size of the kernel they had previously been blurred with.
For the purpose of this thesis, zero-mean Gaussian kernels of dimensions 5x5, and 7x7 pixels were
used, with standard deviation of 1.0 digital counts. The blurring was applied by a simple mathematical
convolution of the kernels with the images. The images were then downsampled by the same factor,
yielding output images of dimensions 196 x 147 and 140 x 105 in the Output # 1 block of figure 3.13.
3.6.3 Degradation
For the purpose of this thesis, degradation refers to adding noise to an otherwise noiseless image. In
order to test the algorithms developed under noisy and noiseless conditions, sequence #9 of Output
#1 was degraded by adding zero-mean Gaussian noise with 3 different signal-to-noise ratios created by
varying the standard deviation of the noise distribution added to the images. The images generated this
way form the Output #2 block of figure 3.13.
3.6.4 CFA Sampling
In order to test the claim that the IBP algorithm can be used to improve upon current CFA interpolation
techniques, it was necessary to first generate CFA-sampled image sequences. In this thesis, only the Bayer
*A description of the IDL source code used to decimate the image sequences generated for the purpose of this research
can be found at section B.3.
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pattern was utilized to sample the images since it is the most widely used CFA pattern in consumer
equipment.*
Therefore, the 10 sequences from Output #1 along with the 3 from Output #2 were
CFA-
sampled with the Bayer pattern to produce the images found in Output #3.
3.6.5 Motion Estimation Testing
The motion estimation code developed for the purpose of this thesis is largely based on the LoGWaR
algorithm developed by Walli (2003) with a few modifications to improve its performance and automate
it when used with image sequences. Moreover, the original LoGWaR program could not handle RGB
images and had not been thoroughly tested with smaller images such as those used in this thesis. For
all these reasons, it is of the foremost importance to quantitatively test the code and ensure that it is
capable of estimating the motion between consecutive frames with sub-pixel accuracy.
To do so, the following 5 image sequences from Output #1 were used:
Sequence #1: This sequence only contains translation and was downsampled by a factor of 5
Sequence #3: This sequence only contains scaling and was downsampled by a factor 5
Sequence #6: This sequence only contains rotation and was downsampled by a factor 7
Sequence #8: This sequence only contains shearing and was downsampled by a factor of 7
Sequence #9: This sequence contains a combination of translation, scaling, rotation, and shearing
and was downsampled by a factor of 5.
Moreover, the following is a list of the many independent parameters that control the way that the
LoGWaR algorithm performs motion estimation:
LOG-SIGMA: This value is used to compute the size of the LoG filter used when filtering the
"This choice of CFA pattern was also partly driven by time constraints put on the completion of the research project.
The extension of this work to other more generic CFA patterns is discussed in chapter 5 when potential future research
endeavors are presented.
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images in the sequence. It was set to 4 which means that the LoG kernels were 25 x 25 pixels in
dimension.
LOG-SIMILARITY: This value is used to reject possible bad matches between control points. If
the LoG-filtered values of a pair of matched control points are not within a given percentage of
each other, the match is rejected entirely. During this thesis, a value of 15% was used.
ANGLE-SLACK: This parameter controls how close two angles have to be to each other in order
to be considered the same for the purpose of initially matching control points. In this research,
it
was set at 0.25 radian.
DIST-SLACK: Similarly to ANGLE-SLACK, this parameter controls how close two distances have
to be to each other in order to be considered to the same for the purpose of initially matching
control points. In this research, a value of 1.0 pixel was used.
RMS-THRESH: This parameter controls how low must a residual error be in order to be considered
0. For the purpose of this research, a value of 0.1 (one-tenth of a pixel) was used.
X-REGIONS: This parameter controls the spread of the control points along the x axis by setting
the number of horizontal regions that will be used. Each region is filtered separately of each other
and their control points are initially only matched to those points in the same region in the other
image.*
In this thesis, two horizontal regions were used on the larger images (those downsampled
by a factor of 5) and only one region was used on the smaller ones (those downsampled by a factor
of 7).
Y-REGIONS: This value controls the spread of the control points along the y axis and is similar to
the X-REGIONS parameter discussed above. Again, two vertical regions were used on the larger
images and one on the smaller ones.
MIN-POINTS:This parameter controls the minimum number of points that must be available in
any region, regardless of the RMS-THRESH value. It ensures that control points are available in
every region of the image even after the removal of the bad matches,
t On large images (those with 4
overall regions), a value of 1 was used while a value of 15 was used with the small images. Although
these values may seem low at first glance, one must remember that the algorithm generally trades
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control points for residual error. Therefore, forcing the program to keep more control points
generally results in increasing the residual error of the estimated polynomial transformation.
The sequences were then run through the motion estimation code and affine matrices were obtained
for each channel of each set of consecutive frames. Those matrices were then decomposed into the 6
basic motion parameters (translation distances, rotation angle, shearing distances, and scaling factor)
using the 6 formulas from equation (3.9). Moreover, the residual error of the estimation process was
computed in each case along with the warping metric using equations (3.23) and (3.25) respectively.
3.6.6 CFA Interpolation Testing
As mentioned earlier in this chapter, three CFA interpolation algorithms were implemented during this
research. Two of them, the gradient-based algorithm and the median-based algorithm, are specific to
the Bayer pattern while the bilinear interpolator can be used with any CFA pattern.
While the intent of this thesis is not to compare CFA interpolation techniques, the three algorithms
implemented need to be tested against each other in order to ensure that future results are not influenced
by a badly performing CFA interpolator.
To this end, 5 of the 10 CFA-sampled sequences originally from Output #1 along with the 3 originally
from Output #2 were interpolated using the three interpolation
schemes.* In each case, the MSE was
computed between the interpolated images and the original images from Output #1 using equation 3.22.
The use of the noisy images, originally from sequence #9 of Output #1 also allowed the testing of the
performance of the three algorithms under noisy conditions.
*
Using more than one region is not a good idea when dealing with images that contain a large amount of motion
between consecutive frames. However, this is generally not the case for video imagery and adding regions ensures that the
control points span the entirety of the scene.
tOne must be very careful when using a high value for MIN-POINTS and more than one sub-region. A MIN-POINTS
value that is too high may force the program to keep bad matches simply because removing them would violate the
constraint in a given sub-region.
*When using the median-based interpolator, the size of the filter used was 5 pixels. Similarly, when using the gradient-
based interpolator, the suggested default values of 0.5 and 1.5 were used for the a and f3 parameters respectively.
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3.6.7 IBP Testing
Testing of the implementation of the IBP algorithm was done in order to determine adequate values for
its many free parameters. The following 6 tests were performed using the images from sequence #9 of
Output #1 and Output #2.
Number of Frames: The number of frames used in each sub-sequence sent to the IBP algorithm
was varied from 3 to 10.
Number of Iterations: The maximum number of iterations that the IBP algorithm was allowed to
perform per channel of each sub-sequence was varied from 50 to 500 by steps of 50.
Normalization Constant: The value of the normalization constant used when back-projecting the
errors onto the estimate of the scene at each iteration was varied from 0.25 to 41.0.
Resolution Gain: The resolution improvement that the algorithm was asked to achieve was varied
from 25% to 400%.
In each case, the resulting images were compared visually and quantitatively using the RER metric to
the images that would be obtained by the bilinear interpolation of the individual frames in the sequence.
The tests were performed using the following settings for the many independent
parameters:*
Number of Iterations (ITERATIONS): When not varied itself, the maximum number of iterations
allowed per channel per sub-sequence was 100.
Point Spread Function (PSF-FUNC): A 5x5 kernel containing a single Dirac-Delta function was
used as the PSF of the imaging system. As can be seen in figure 3.14, although a Gaussian PSF was
used to generate the synthetic frames at the original scene resolution (980x735), it is reasonable
to use a Dirac-Delta to approximate it at the lower resolution (196x147).
Back-Projection Function (BP-FUNC): A 5x5 kernel containing a zero-mean Gaussian with stan
dard deviation of 1.0 was used as the back-projection function. t
*Note that the terms in parenthesis are the actual names of the parameters in the IDL implementation of the IBP
algorithm whose description is available at section B.6.
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-5.0 -4.0 -3.0 -2.0 -1.0 0.0 1.0
Pixel Location
3.0 4.0 5.0
Figure 3.14: Example of the result of scaling a Gaussian PSF ker
nel. The pink curve shows the Gaussian PSF prior to downsam-
pling and the blue curve shows the same curve after downsampling
by a factor of 5. The dots represent the sampled locations on both
curves.
Number of Frames (FRAMES):When not varied itself, the number of frames used per sub-sequence
was set at 3.
Resolution Gain (FACTOR): When not varied itself, the IBP algorithm was required to increase
the resolution of the images in each sub-sequences by a factor of 25%.
Normalization Constant (NORM-CONST): When not varied itself, a value of 20.0 was used as the
normalization constant.
The final two tests that were conducted on the IBP algorithm dealt with its sensitivity to errors in
motion estimation and to noise in the input imagery. Do test the former, the known motion parameters
between the frames in sequence #9 of Output #1 were modified by known amounts and the resulting
erroneous affine matrices were fed to the IBP algorithms instead of the correct ones. The result images
were once again compared visually and quantitatively using the RER metric to determine the motion
estimation accuracy that the algorithm requires.
tAlthough the theory in section 3.3.1 suggests the use of the same function for both the PSF and the BP kernels,
preliminary tests not shown in this document demonstrated that it is impractical to use a Dirac-Delta as the BP kernel as
it tends to destabilize the solution. As will be seen in section 4.4, this results in blurrier output images.
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Similarly, the noisy images from Output #2 were used with the IBP algorithm and the output images
were compared visually to similar images produced by simply enlarging the noisy images from
Output
#3. A quantitative analysis of the improvement in the signal-to-noise ratio that can be achieved using
the IBP algorithm is also performed to demonstrate another benefit of multiframe super-resolution.
3.6.8 Hypothesis Verification
As stated in section 1.3, there are two goals to the tests in this section: to prove that multiframe
super-
resolution can improve the results of standard CFA interpolation techniques and to determine whether
CFA interpolation should come before or after the super-resolution step. Since both goals simply require
that the IBP algorithm be used on CFA-sampled imagery, they will be achieved simultaneously. To this
end, the images from sequence #9 of Output #3 were used. Contrary to what was done in the previous
tests, the algorithm was asked to maintain the spatial resolution
constant*
which also serves as the first
opportunity to observe the performance of the IBP algorithm in its image restoration capacity.
Because this testing is conducted last, it is now possible to use better values for the many independent
parameters of the IBP algorithm. For this reason, the algorithm was run using 3 frames per sub-sequence,
for a maximum of 250 iterations and with 20.0 as the normalization constant. Moreover, the PSF used
was a 5x5 Dirac-Delta and the back-projection kernel was a 5x5 zero-mean Gaussian. The reason for
the choices mentioned above are later explained in section 4.4.
As will later be seen in section 4.3, the gradient-based interpolation technique outperforms the
median-based and bilinear interpolators (at least in a mean-squared error sense) when used with the
image sequences in this research. For this reason, it was the only one used to determine the best order
for the interpolation and super-resolution steps. Therefore, the input sequence was super-resolved and
then interpolated using the gradient-based interpolator and this result was compared to that of super-
resolving the interpolated images from the tests performed at section 4.3 to determine the best order for
these operations.
Although the IBP algorithm is not increasing the spatial resolution of the images by adding pixels, it is still improving
its quality by generating data at spatial locations that did not contain any after CFA-sampling.
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3.6.9 The Super-Resolution Chain
The entire multiframe super-resolution process, including motion estimation, has been tested on a
real-
life sequence for which no a-priori knowledge was available. In order to do so, the entire super-resolution
chain was executed, beginning with the acquisition of the images and ending with the generation of a
super-resolved image sequence. In this section, the steps involved in this process are described while the
results are shown in section 4.6.
3.6.9.1 Image Acquisition
The image acquisition step has for goal to obtain the original imagery and put it in a format that is
suitable for use with both the motion estimation and the super-resolution algorithms that come later in
the chain.
The motion estimation and the super-resolution programs expect single-precision floating point im
ages stored in band sequential format (BSQ) as input. Moreover, the images must be in RGB format
where the first band contains the red channel, the second contains the green channel and the third
contains the blue channel. Finally, the programs cannot deal with compressed video streams and must
therefore be provided with the extracted frames.
Unfortunately, obtaining real-life imagery in the format specified above is unlikely under most con
ditions. Consumer video cameras do not generate floating point data and generally cannot output the
individual frames directly. Having said that, video processing tools are readily available to extract indi
vidual frames from a video stream and output TIFF images that can be used with the programs after
making sure that they are stored in BSQ format. Note also that most compressed video streams are
over-sampled temporally, meaning that they often contain repetitive frames that were generated during
compression and were not part of the original sequence. It is generally important to remove those frames
from the sequence as they can confuse the motion estimation program.
In this research, a total of 100 frames were extracted from a video stream taken by a video camera
mounted on an aircraft and looking down over a scene in Rochester, NY. Unfortunately, the stream was
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not available in its original uncompressed version and compression artifacts are visible in some of the
extracted frames.
3.6.9.2 Motion Estimation
The motion estimation step of the super-resolution chain is the simple use of the
modified LoGWaR
algorithm on the real-life imagery. With the images already formatted properly, each
channel of each
consecutive images in the sequence is sent to the algorithm and an affine transformation matrix is
computed as output.
The program was instructed to keep a minimum of 15 matched control points, regardless of their
combined residual error. However, whenever possible, it was instructed to remove the worse matches
between control points based on their residual errors until the combined residual error reached \ pixel
or the minimum number of points was reached.
Once the motion estimation was completed, 3 affine matrices were available for each consecutive
frames in the sequence (one per channel). The next task was to decide on which of the 3 to use
for the super-resolution step. To this end, the residual errors and the warping metric values were both
plotted against each other and
discrepancies*
were noted and discarded. Then, any affine transformation
producing residual errors above the quarter-pixel threshold (the significance of which is explained in
section 4.4.5) was also discarded as they are not usable with the super-resolution algorithm. Finally, the
remaining transformations were ordered by number of matched points and then by combined residual
error such that the best possible transformation is the one created using the most ground control points
while maintaining an acceptable combined residual error.
*
Discrepancies are bands for which an estimated affine transformation produces high residual errors and high values for




Finally, the last step in the super-resolution chain is the use of the super-resolution algorithm itself. In
this thesis, it means using the IBP algorithm with the extracted images and their estimated motion as
input and receive high-resolution images as output.
As mentioned earlier in section 3.6.7, the IBP algorithm makes use of a number of parameters that
can be varied to influence the solution reached and the speed at which it is reached. For reasons that
will become apparent in section 4.4, the IBP algorithm was used with 3 frames per sub-sequence, was
run for a maximum of 250 iterations and increased the resolution of the images by 25%. Moreover, the
Point Spread Function of the imaging system was assumed to be a Dirac-Delta function while the
back-
projection kernel used was a 5x5 zero-mean Gaussian with standard deviation of 1.0. A normalization
constant of 20.0 was used and the minimum value that any pixel was allowed to take was set to 0.0 in




4.1 Simulation and Decimation
The high-resolution scene that was used for the purpose of this thesis is shown in figure 4.1 where the
lighter area represents the 5000 x 5000 region that was used during the simulation process.
Figure 4.2 shows some of the images in 5 of the 10 sequences from Output #1 (after blurring and
downsampling). Similarly, figure 4.3 shows example images from the sequence that was degraded with
additive noise and found at Output #2. Finally, figure 4.4 shows those same images after CFA-sampling
with the Bayer
pattern.*
One should immediately notice the green tint on the Bayer-sampled images of figure 4.4 and realize
that the actual data is not so overwhelmingly green. It is caused by the fact that the images are CFA-
sampled but were not re-interpolated for display. This is made apparent when looking at an enlargement
of one of the images which is shown at figure 4.5.
*Note that although all the images in figures 4.2 and 4.4 are displayed with the same dimensions, they were not all
downsampled similarly. In fact, sequences #1, #3, and #9 were downsampled by a factor of 5 while and sequences #6
and #8 were downsampled by a factor of 7.
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(q) Frame #0 (r) Frame #5 (s) Frame #10 (t) Frame #15
Figure 4.2: Sample images from Output #1. (a-d) Images from sequence #1 (Trans
lation only), (e-h) Images from sequence #3 (Scaling only), (i-1) Images from se
quence #6 (Rotation only), (m-p) Images from sequence #8 (Shear only), (q-t)


















(m) Frame #0 (n) Frame #5 (o) Frame #10 (p) Frame #15
Figure 4.3: Sample images from Output #2. The first row shows the original images
prior to the degradation process. The next 3 rows show the same images after
the addition of zero-mean Gaussian noise with SNR of 25dB, 20dB, and lOdB
respectively.
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(a) Frame #0 (b) Frame #5 (c) Frame #10
(f) Frame #5 (g) Frame #10 (h) Frame #15
(j) Frame #5 (k) Frame #10
(m) Frame #0 (n) Frame #5 (o) Frame #10
(q) Frame #0 (r) Frame #5 (s) Frame #10 (t) Frame #15
Figure 4.4: Sample images from Output #3. The images shown are CFA-sampled
versions of the corresponding images from figure 4.2 and were created using the
Bayer pattern.
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Figure 4.5: Enlargement of frame #0 of sequences #1 of Output
#3 showing that the green tint displayed in the images at figure
4.4 is not due to the data itself but rather the formatting required
for this document.
4.2 Motion Estimation
As stated in section 3.6.5, the goal of the motion estimation testing is to quantify the performance of
the modified LoGWaR algorithm when used with image sequences. To do so, the residual error of the
warping process was computed using the ground control points that the algorithm selected and matched.
For each of the 5 sequences used (see section 3.6.5 for a detailed description of the sequences used for
this testing), the computed affine transformation coefficients were used to generate their corresponding
points in the warped image. The difference between those coordinates and the exact coordinates of the
matched points was then calculated and used to obtain a residual error using equation 3.24.
A variation of the above process was also used to compare the estimated affine matrices to their
known counterparts generated during the motion simulation step in section 4.1. Similarly to what was
done above, a grid of regularly spaced points were selected in an image with the same dimensions as the
ones simulated (after the decimation and degradation steps). The points were then warped using both
the known and the estimated affine coefficients and the difference between the resulting coordinates was
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computed and again used in equation 3.24 to obtain a residual error.
At this point, a note of caution should be given to anyone trying to reproduce these results.
It is
important to realize that the original affine coefficients (those obtained during the motion simulation
step) cannot be directly compared to those estimated by the motion estimation program. This is due
to the fact that when applying rotation, scaling and shear to an image and then cropping
the resulting
image in its center, one is effectively moving the position of the
origin.*
Moreover, since the cropped
images were then downsampled, the translation coefficients need to be scaled appropriately. Finally,
since the LoGWaR algorithm computes the transformation in reverse order (i.e.: it warps the second
image to the first), the estimated affine matrices need to be inverted in order to be compared to the
original ones from the simulation step.
The graphs at figure 4.6 show the accuracy of the motion estimation along with the number of matches
and their average residual errors. The graphs show that there does not seem to be a correlation between
the accuracy of the process and the average residual errors of the matched points or the number of points
matched. The relatively small number of matched points in each graph (other than for sequence #1) is
due to the fact that matched points were thrown out until the average residual error of the remaining
points reached 0.1 while making sure that at least one point remained in each of the regions used (thus
ensuring that matched points spanned most of the area of each of the images in the sequence). As will
be seen in section 4.4, these results show that the algorithm is barely good enough for use with the IBP
algorithm.
Figures 4.7 to 4.11 demonstrate how the fitting technique employed by the LoGWaR algorithm is
forced to greatly vary the individual motion parameters from frame to frame in order to minimize
the residual error between the matched points. This results in often highly inconsistent values (such as
negative translation being estimated when positive translation was present) which can only be somewhat
compensated using the other parameters.
Finally, the warping metric described in section 3.5.4 and computed using equation (3.25) was also
This would not be the case if the user used the center of the image as the center of rotation, scaling and shear.
However, since IDL considers the bottom left corner of the image to be that center, it is essential to compensate for that
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(e)
Figure 4.6: Motion Estimation Results. Shown in purple are the residual errors due to the
matching of the control points while the blue curves show the comparison between the estimated
and the actual affine coefficients. The yellow curves, which are read from the right axis, show
the number of matches that were used for each combination of images.
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Figure 4.7: Motion Parameters for Sequence #1.
used to verify that the metric that was originally used by Walli (2003) to justify the performance of the
LoGWaR algorithm still produces good results. The graphs produced are shown at figure 4.12 and seem
to show that the LoGWaR process is much more accurate than the previous metric was showing. This
is likely due to the fact that the data in the images does not vary greatly from one pixel to the next
causing the errors in digital count to remain fairly low despite the fact that the error in spatial location
may be much greater.
The last test that was performed on the motion estimation algorithm took advantage of the fact
that noisy images were available for which precise motion information was known. This allowed for the
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Figure 4.9: Motion Parameters for Sequence #6.
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Figure 4.10: Motion Parameters for Sequence #8.
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Figure 4.12: Results of applying the warping metric of section 3.5.4 to the motion estimation
results.
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testing of the sensitivity of the motion estimation algorithm to noise whose results are shown in figures
4.13 and 4.14.
The graphs at figure 4.13 clearly demonstrate the original claim from Walli (2003) that the algorithm
performs decently under noisy conditions. This is obviously due to its use of the LoG filter which tends
to remove most of the noise prior to the selection of the control points in both images. However, the
presence of noise, even at the lowest level, created a situation where at least one of the frames had to
be rejected because of the failure of the algorithm to match a sufficient amount of control points. On
the positive side, increasing the noise level does not seem to increase such occurrences which leads to
believe that this may be an isolated case. In general, the accuracy of the motion estimation under most
noisy conditions seems to be similar to that of the noiseless case.
The graph at figure 4.14 shows the comparison of the best motion estimation results (the best band
was chosen using the best residual error and warpingmetric values as was done previously) for each of the
noise levels and also compares it to the noiseless case. As expected, the 25dB sequence most resembles
the noiseless case and the noisier sequence seems to be mostly above the half-pixel level meaning that it
is not likely to provide good sub-pixel accuracy. It is also interesting to note that bad frames (those for
which the motion estimation is obviously wrong) do not always occur at the same location which was
somewhat expected to the random nature of noise.
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Figure 4.13: Accuracy results for the motion estimation under noisy conditions.
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Figure 4.14: Comparison of the motion estimation accuracy under
different noise levels for the selected band in each interval.
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4.3 CFA Interpolation
In this section, we are concerned with the testing of the CFA interpolation algorithms that were
imple
mented. As mentioned in section 3.4, three algorithms were developed, namely the bilinear interpolator,
the median-based interpolator, and the gradient-based interpolator. Each of them was tested in this
section of the thesis in order to determine the best one to use with the image sequences generated in
section 4.1.
To perform the testing, the Bayer-sampled images from Output #3 were sent to the 3 algorithms
and the output images were compared to their original versions in Output #1 using the MSE metric.
Graphs showing those results are shown at figure 4.15. Two obvious conclusions can be made from these
graphs. Firstly, the green channel is much more accurate than the red or the blue channels which was
expected since the green channel was sampled at twice as many spatial locations as the other 2 channels.
Secondly, the gradient-based interpolator is much better than the other 2 interpolators at recovering the
original images from their CFA-sampled versions. This last remark is further emphasized in figure 4.16
where the bands are separated and the techniques compared to each other directly.
The reader should be cautious when assuming that a lower MSE means a higher-quality of imagery.
A lower MSE simply means that the data contained in the file most closely resembles the original data
but it does not guarantee visual accuracy. As can be seen in figure 4.17, although the median-based
interpolator has a much higher MSE than the gradient-based interpolator it is possible, depending on the
application, that a median-based image be less objectionable than its counterpart due to the presence
of spectral artifacts such as false-color areas in the gradient-based image.
As mentioned earlier, even though figure 4.4 did not contain any example from the noisy images of
Output #3, these images were in fact CFA sampled using the Bayer pattern and were also interpolated
using the 3 algorithms. This was done in an effort to examine the sensitivity of the algorithms to noise.
Figure 4.18 shows graphs of the MSE computed between the interpolated images and those original
images from Output #1 for the 3 noise levels found in Output #2. One can immediately notice once
again that even under the most noisy conditions, the gradient-based interpolator outperforms the other


































Figure 4.15: MSE per sequence for the Bayer pattern. Each of the channels (red, green, blue) is
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Figure 4.16: Interpolation Technique Comparison
(b)
Figure 4.17: CFA Interpolation Example. On the left is the median-based





















Figure 4.18: Testing of the CFA interpolation under noisy conditions.
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Finally, another aspect of CFA interpolation that may be of importance depending on the
application
is the computational complexity. For the images studied in this research, the bilinear
interpolator was
by far the fastest, averaging 0.07 second per image. The median-based interpolator was twice as slow,
completing on average in 0.15 second per image. However, the seemingly more accurate
gradient-based
interpolator took 2.9 seconds on average per image.
4.4 IBP
4.4.1 Number of Frames
In this section, the IBP algorithm was tested to determine the effect of increasing the number of frames
used with the algorithm. This is also the first opportunity in the thesis to see the algorithm in action and
to demonstrate whether or not it can perform better than standard spatial interpolation when dealing
with image sequences.
Figure 4.19 shows a portion of the high-resolution scene that was shown in figure 4.1. In order
to visually compare the results produced by the IBP algorithm, figure 4.20 shows one of the original
frames from sequence #9 of Output #1 after it has been grown by a factor of 25% utilizing bilinear
interpolation.
The images at figure 4.21 can be used to discuss a number of issues regarding the performance and
use of the IBP algorithm. First, one should immediately notice that since the algorithm utilizes warped
frames, it is impossible to obtain an estimate for the entire scene and only the common region between
the input frames can be super-resolved. Second, the contrast of the images produced by the algorithm
is greatly reduced when compared to the input
images.*
Finally, and most importantly, the images at
figure 4.21 demonstrate that adding frames helps the IBP algorithm. For example, if one were interested
in the best possible view of the tennis courts, it would likely be at figures 4.21(d) or 4.21(e) which used
5 and 6 frames respectively while those at figures 4.21(b) and 4.21(c) do not significantly improve upon
the image shown at figure 4.20. The last image, shown at figure 4.21(f) seems more blurry than the
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Figure 4.19: Subset of the High-Resolution Scene




Figure 4.20: Bilinear interpolation of a
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(a) Bilinear interpolation of the first frame
(c) IBP with 4 frames (d) IBP with 5 frames
(e) IBP with 6 frames (f) IBP with 7 frames
Figure 4.21: Results of testing the IBP algorithm using 3 to 7 frames. The bilinear
interpolation of one of the frames in the sequence is also shown for comparison. A







(a) Frame #0 - Edge located at (35,69) (b) Frame #10 - Edge located at (39,148)
Figure 4.22: Relative edge response as a function of the number of frames used by the IBP algorithm
for two of the output frames generated.
previous ones and its super-resolved area does not contain the tennis courts completely.
In a more quantitative matter, figure 4.22 shows that increasing the number of frames used by the
algorithm seems to decrease the sharpness of a reference edge. It shows that the visually pleasing image
produced using 6 frames per sub-sequence has a lower RER value than the one using only 3 frames. For
this reason and also because of the fact that too much of the image is lost when 6 frames are used per
sub-sequence, the algorithm will be run using only 3 frames whenever possible.
4.4.2 Number of Iterations
In this section, the IBP algorithm was tested to determine the effect on the resulting image sequences of
increasing the maximum number of iterations that can be performed. Following the test plan of section
3.6, the iterations were varied from 50 to 500 by steps of 50 using once again sequence #9 of Output
#1. Examples from the resulting images are shown at figure 4.23 where once again a zoomed version of
the tennis courts has been superimposed so that it may be possible to compare the finer details of the
images.
Since nothing other than the maximum number of iterations was varied for each run of the algorithm,
"This phenomenon is partially due to the fact that a constraint was put on the images produced by the IBP algorithm
at each iteration, forcing negative values back to 0. At the same time, the maximum value of the images was reduced at
each iteration by the algorithm. It is likely that if the minimum value constraint had been relaxed, the contrast would
have been better.
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this test allows the progress of the IBP process to be tracked at each iteration. To this end, graphs of
the mean error per pixel at every iteration and of the total number of non-fixed
pixels*
for each iteration
of sub-sequence #0 were created and are shown at figure 4.24.
The graphs of figure 4.24 show that allowing the algorithm to work for
more iterations significantly
decreases the average error per pixel and also suggests that it may be possible to reduce the average
error even more if more iterations were performed since the algorithm was still working on a fairly
large number of pixels at the end of the 500th iteration. On the other hand, this progression in the
accuracy of the data does not seem to translate very well visually as can be seen in the images of figure
4.23. The contrast of the images is once again interfering with the data and gets worse as iterations are
added. Moreover, it seems that although the errors are decreasing, the solution is getting somewhat more
unstable after 250 iterations have been performed. This instability over time can be explained by the
fact that in any given small neighborhood, most of the pixels have been fixed (i.e.: their value will not
be modified anymore because their total error has begun to diverge) and those pixels still being modified
are isolated and generate the pixelating effect that is being observed. Having said that, although the
visual quality of the images is being adversely affected by increasing the number of iterations above 250,
figure 4.25 confirms that quantitatively, the chosen edges are generally getting sharper as the number
of iterations is increased. However, in order to maintain a good tradeoff between visual appearance
and quantitative quality, the remainder of this thesis will use 250 iterations as the preferred number of
iterations whenever possible.
4.4.3 Resolution Gain
The testing of the potential resolution gains that can be achieved with the IBP algorithm is aimed at
finding the resolution level beyond which the algorithm does not outperform a simple bilinear interpo
lation of the original data. To this end, 5 resolution levels, ranging from 1.25x to 4x were created using
*At every iteration, the algorithm looks at the total error of every pixel individually and fixes any pixel (stops the
iterative process for that particular pixel) whose error has stopped decreasing or has started increasing. This was suggested
by Irani and Peleg (1991) to reduce the impact of noise in the images and make the algorithm more computationally efficient.
In practice, keeping track of those pixels that may still be modified is a way of ensuring that the algorithm is still performing
worthwhile work.
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(a) IBP with 50 iterations (b) IBP with 100 iterations (c) IBP with 150 iterations
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(d) IBP with 200 iterations (e) IBP with 250 iterations (f) IBP with 300 iterations
(g) IBP with 350 iterations (h) IBP with 400 iterations (i) IBP with 450 iterations
(j) IBP with 500 iterations
Figure 4.23: Results of testing the IBP algorithm using 50 to 500 iterations per channel
and sub-sequence.
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Mean Error per Pixel
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Figure 4.24: Graphs of the errors and number of pixels modified at each iteration for sub-sequence #0.






















(a) Frame #0 - Edge located at (35,69)
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(b) Frame #5 - Edge located at (124,83)
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Figure 4.25: Relative edge response as a function of the number of iterations performed by the IBP
algorithm for 4 of the sub-sequences.
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both techniques and example images from these sequences are shown at figure 4.26.
Visually, the images shown at figure 4.26 seem to demonstrate the main advantage of choosing
super-
resolution over a bilinear interpolation of the individual frames. The additional data that is provided
by the multiple frames greatly helps in the reconstruction of the scene at higher resolution levels which
is obviously impossible for a bilinear interpolator. However, as it has been the case up to this point, in
order to gain visual accuracy, one must sacrifice sharpness which is quantitatively shown in the graphs
at figure 4.27.
4.4.4 Normalization Constant
The testing in this section has for objective to examine the effect of the normalization constant c in
equation (3.12). To this end, the same images from sequence #9 of Output #1 were used with the
IBP algorithm while varying the constant and the results were compared using the same metrics as the
previous tests.
Figure 4.28 shows graphically the average error per pixel after the last iteration for each constant
used and examples of the images generated are shown at figure 4.30. The graphs of figure 4.28 show
that the only real effect of the normalization is to control the speed of convergence of the algorithm. In
every case, increasing the constant has the effect of increasing the error after the 100th iteration, thus
suggesting that a lower constant would produce better results. This is further demonstrated in figure 4.29
where the sharpness of the reference edge is generally increased by decreasing the constant. However,
much like the previous results, quantitative success does not once again translate into a visually pleasing
image and the example images shown at figure 4.30 show that a good tradeoff between quantitative
sharpness and visual appearance is probably reached somewhere between 16 and 26. For this reason,
the preferred value of 20.0 will be utilized in this thesis unless otherwise noted.
One can immediately notice that although a lower normalization constant seems to decrease the
average error per pixel under the same conditions, the visual appearance of the super-resolved images
seems to suffer from lowering the constant. In other words, much like was observed during the testing of












Figure 4.26: Testing of the potential resolution gain that can be achieved by the
IBP algorithm. In each case, the image on the left is super-resolved while the one
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(d) Frame #15 - Edge located at (107,166)
Figure 4.27: Relative edge response as a function of the resolution gain for the IBP algorithm for 4
of the sub-sequences.
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Effect of Normalization Constant
(a) Red Channel (b) Green
Channel
Effect of Normalization Constant
(c) Blue Channel
Figure 4.28: Results of using the IBP algorithm with different normalization constants.
algorithm to produce visually pleasing images. In the case of the normalization constant, a threshold
seems to be reached around 21.0.
The fact that values between 0.0 and 1.0 do not produce acceptable visual results is not surprising
since constants in this range have the effect of increasing the correction at every pixel site at each
iteration. In fact, one should expect the errors to be diverging under such a condition but this is
generally kept in check by the fact that the back-projection kernel attenuates the corrections applied
and spreads the corrections to the neighboring pixels.
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(a) Frame #0 - Edge located at (35,69) (b) Frame #5 - Edge located at (124,83)
I Red aGreen a Blue
(c) Frame #10 - Edge located at (39,148) (d) Frame #15
- Edge located at (107,166)
Figure 4.29: Relative edge response as a function of the normalization constant used with the IBP
algorithm for 4 of the sub-sequences.
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(h) Constant of 21.0 (i) Constant of 26.0
(j) Constant of 31.0 (k) Constant of 36.0 (1) Constant of 41.0
Figure 4.30: Examples of images generated using normalization constants from 0.25 to 41.0.
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4.4.5 Motion Estimation Accuracy
As stated before, this section seeks to examine the importance of accurate motion estimation when
using the IBP algorithm. To this end, the algorithm was run using once again the images from sequence
#9 of Output #1 but instead of using the known motion parameters obtained during the creation of
the sequence (which had been done up to this point), the motion parameters were varied from their
known values prior to being used by the IBP algorithm. The variation introduced were only translation
distances in both directions. The results are shown at figure 4.31.
Figure 4.31 shows that the visual difference between an error of 0.05 to 0.25 pixel is minimal, while
anything above the quarter-pixel level seems grossly blurred. This can be quantitatively demonstrated
with the use of the mean errors recorded by the IBP algorithm after the last iteration for each of the
sub-sequence which is shown at figure 4.32.
Finally, another way to demonstrate the effect of motion estimation errors is once again through the
use of the RER metric which provides a way to judge the sharpness of a reference edge in an image
and compare it to other such images. Similarly to has been done in the previous sections, figure 4.33
shows graphs of the RER as a function of the motion estimation errors for 4 of the sub-sequences.
As expected, it shows that as the errors in motion estimation get larger, the RER values generally get
smaller, indicating that the edge is getting blurrier. This agrees with the visual appearance of the images
in figure 4.31.
4.4.6 Sensitivity to Noise
Finally, the last test to be performed on the IBP algorithm is the noise test. In this case, the algorithm's
performance under noisy conditions is tested to determined if it performs better than a standard bilinear
interpolator. To this end, the noisy images from Output #2 were used as input to the super-resolution
process and examples of its output are shown at figure 4.35. It should be obvious at this point that the
IBP algorithm is very robust to noise which should be expected since the creation of the first estimate
of the scene involves averaging the low-resolution frames together over a finer grid. Quantitatively, this
(e) Error of 0.5 pixel (f) Error of 0.75 pixel
Figure 4.31: Example Images of using the IBP Algorithm with Erroneous Motion
Data
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I 0.05 --0.1 0.25 ^,-0.33 -x-0.5 --0.75 I
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Sub-Sequence
I 0.05 -B-0.1 0.25 -^-0.33 --0.5 __0.75
(a) Red Channel (b) Green Channel
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(c) Blue Channel
Figure 4.32: Errors produced by the IBP algorithm when used with erroneous motion estimation
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(a) Average input SNR of 25dB (b) Average input SNR of 20dB
5 10
Sub-sequence
QlBP a Bilinear I
(c) Average input SNR of lOdB
Figure 4.34: Comparison of the signal-to-noise ratio of the super-resolved images to that of the
bilinear interpolation of the first frame in the sub-sequences.
is further shown at figure 4.34 where the average SNR of both the super-resolved and the interpolated
images are shown side by side.
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(a) Input SNR of 25dB
(b) Input SNR of 20dB
(c) Input SNR of lOdB
Figure 4.35: Examples of the use of the IBP algorithm under noisy conditions. In each case, the




As mentioned in section 3.6.8, the objective of this part of the thesis is twofold. First, the IBP algorithm
was used on CFA-sampled images such that it is possible to determine whether or not this approach can
improve the results of the gradient-based interpolation technique. Second, and perhaps more importantly,
the order of the operations (CFA interpolation and super-resolution) was tested and the results compared
such that the best order could be selected.
Figure 4.36 shows an example of one of the input images to this test. The image at figure 4.36(a)
is taken directly from Output #1 and is used as the reference image in this
case.*
The actual input
images are the Bayer-sampled versions of these reference images and are taken from sequence #9 of
Output #3. The image at figure 4.36(b) is an example of those images obtained in section 4.3 using
the gradient-based interpolator. Its MSE to the image at figure 4.36(a) were compared to that of the
super-resolved images (both before and after the interpolation) to determine if the IBP algorithm can
be used to improve the results of traditional CFA interpolation schemes.
The images shown at figure 4.37 are examples of the images generated when the IBP algorithm is used
either before or after the CFA interpolation step. It is obvious that performing the super-resolution step
after the interpolation generates better results, at least visually. This is also confirmed quantitatively
by looking at the graph at figure 4.38 which shows that using the IBP algorithm after the interpolation
improves the MSE of the resulting images while reversing the order greatly increases the MSE. Moreover,
as expected, using both interpolation and super-resolution generally performs better than simply using
gradient-based interpolation, especially in the red and blue channels where the sampling was worse to
begin with.
'The super-resolved images were compared to that image using the MSE metric to determine which one performs best.
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(a) Original Image (b) Interpolated Image
Figure 4.36: The image on the left is the original image, prior to CFA-sampling while the
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(a) Super-Resolution before Interpolation (b) Super-Resolution after Interpolation
Figure 4.37: Example images from using the IBP algorithm before and after the gradient-
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(d) Frame #15
Interpolated
Figure 4.38: Comparison of the mean squared error of the super-resolved and CFA interpolated
version of four of the images from sequence #9. Note that the MSE was only taken over a portion
of the image common to the 3 versions of the images in each sub-sequence.
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4.6 The Multiframe Super-Resolution Chain
As stated in section 3.6.9, a sequence of 100 frames from a real-life video stream was used to test the
entire super-resolution process. 12 of the 100 frames are shown at figure 4.39. The original frames have
spatial dimensions 320x240. Further examination of the images shown in figure 4.39 allows one to realize
that there is very little motion between the frames themselves. In fact, contrary to what was done at
section 4.2, the vast majority of pixels from the first frame in the sequence are still visible in the last
one. This should help the motion estimation algorithm since the likeliness of a bad match will be greatly
reduced. Moreover, it is not necessary to subset the scene into separate regions which can potentially
increase the number of matches between ground control points of consecutive frames and improve the
statistical solution derived.
After completion of the motion estimation, the algorithm provides the residual errors and the warp
ing metric values for each consecutive frames in the sequence. This is essential in order to judge the
performance of the estimation process and determine if the
choices*
made were adequate or if they need
to be modified. Figure 4.40 shows the results of the 2 metrics for each of the 3 channels separately.
Since the algorithm estimates the motion separately for each band, one must decide on which of the
3 sets of affine transformation coefficients to keep for each set of consecutive frames. As mentioned in
section 3.6.9, this is done by first rejecting every affine transformation whose combined residual error
is above the quarter-pixel threshold since the results of section 4.4.5 showed that anything above this
level will not be usable with the IBP algorithm. t Secondly, the remainder of the transformations are
sorted based on the best possible combination of the number of matches (see figure 4.41) and residual
errors by multiplying the 2 values together for each band. The result of this sorting process is a set of
99 affine transformation matrices that can be fed directly into the IBP algorithm. Appendix A shows
the calculations that were performed for each set of consecutive frames in the sequence.
*The parameters that had to be chosen are the number of sub-regions, the standard deviation of the LoG filter, the
minimum residual error threshold and the minimum number of matched ground control points per sub-region.
tAlthough this was not the case for the real-life sequence used in this research, if any consecutive frames do not have
at least one band with a combined residual error below the quarter-pixel threshold, the set of frames should be removed
from the sequence and the motion estimation redone.
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Figure 4.40: Comparison of the residual errors and the warping
metric values for the motion estimation of the real-life scene.
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Figure 4.41: Comparison of the number of matched points used in the computa
tion of the affine transformation for each set of consecutive frames in the real-life
sequence.
As mentioned in section 3.6.9, the IBP algorithm was utilized with the best possible combination
of parameters obtained from the results showed at sections 4.4.1 to 4.4.4. The algorithm was therefore
requested to increase the resolution by a factor of 25% while using 3 frames per sub-sequence and
performing a maximum of 250 iterations. A Dirac-Delta function was used as the PSF of the imaging
system and a zero-mean Gaussian was used as the back-projection
kernel.*
The normalization constant
was 20.0 ensuring that the speed of convergence would not be so great as to create a very unstable
solution.
Contrary to the previous sections, it is not possible to quantitatively analyze the performance of the
super-resolution process since there was no a-priori knowledge of the scene that can be used as reference.
The only analysis that can be performed is therefore a visual one where the super-resolved sub-sequences
are once again compared to the output of a simple bilinear interpolation of the individual frames in the
sequence. Therefore, 3 of the sub-sequences are shown in figure 4.42 along with the equivalent images
from the original sequence after interpolation.
*Note here that in this case the PSF of the system was not known a-priori and it is therefore difficult to determine
whether using a Dirac-Delta function is appropriate or not. However, as what discussed previously, the use of the Gaussian






Figure 4.42: Examples of the super-resolved and interpolated images from the real-life scene.
The super-resolved images are on the left while the interpolated input frames are on the
right.
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Unfortunately, as was the case in the previous sections of this document, it seems that the
super-
resolved images are much blurrier than their originals which is expected since the same Gaussian
back-
projection kernel was utilized. However, because of the lack of ground truth, it is practically impossible to
compare the performance of the two techniques. Moreover, since the motion estimation was not perfect
and its accuracy unknown, one cannot determine how much of the blur is due to motion estimation and
how much is due to the lack of a-priori knowledge about the imaging system used. Having said all of
the above, one should also realize that the super-resolution process did not worsen the quality of the
images to a point where information that was distinguishable in the input images are not in the output
images. However, further testing will be needed in the future on real-life scenes for which ground truth
is available such that it may be possible to quantify the performance of this process and compare it to




This last chapter of the document is dedicated, as one should expect, to review of the discussion that was
presented in the previous chapter, emphasizing the major contributions of the work and the potential
areas for future research and improvements.
One of the potentially most easily overlooked contribution from this research is the image sequence
simulation code which easily allows the creation of a series of image sequences with known global motion
using a high-resolution image of a scene. Although the DIRSIG image simulation software was also
readily available and could have been used for this task, its complex nature would have likely made
this endeavor much more difficult than required. Having said that, using DIRSIG to generate image
sequences would allow the creation of complex scenes with exact ground truth at higher resolution and
without the presence of artifacts that were visible in the original image used in this research.
The testing of the modified LoGWaR motion estimation algorithm also proved to be very important
and provided much needed confirmation about the quality of the estimation provided by the fairly
recent algorithm. The original code by Walli (2003) had been mostly tested qualitatively with image
fusion in mind. However, since multiframe super-resolution requires very accurate motion estimation,
it was essential to characterize the performance of the algorithm under several different conditions. It
was possible to show that the modified code is capable of extracting motion with sub-pixel accuracy.
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However, it is very difficult to have a good idea of the actual accuracy of the estimation process using the
data provided by the algorithm since its metrics do not always correlate well with the accuracy of the
process. Because of this, future work on super-resolution should first concentrate on finding alternative
motion estimation techniques as well as finding a metric that correlates better with the accuracy of
the motion estimation such that the user may be able to more adequately determine if
super-resolution
should even be attempted with such data.
The CFA interpolation testing was not intended to be thorough but provided an opportunity to
see how this very common operation is performed in consumer camera systems. The tests performed
demonstrated that a gradient-based interpolation scheme outperforms simpler and techniques such as
the bilinear interpolator but this does not always translate into good results visually.
The bulk of the work in the result chapter was obviously dedicated to testing the performance of
the IBP algorithm and determining acceptable values for its many independent parameters. It was
found that the algorithm produces results that are generally better visually than simply increasing the
resolution of the individual frames in a sequence by linear interpolation. However, in almost all cases,
better visual images mean the tradeoff of sharpness. Further testing also examined the performance of
the algorithm under noisy conditions and found that it was capable of attenuating the noise in images
which resulted in generally better looking images. Similarly, the sensitivity of the algorithm to errors in
motion estimation was tested and it was found that it is not worthwhile to attempt multiframe super-
resolution using the IBP algorithm unless the motion is known to be accurate to at least a quarter of a
pixel. This fact, combined with the previously discussed results on motion estimation, leads the author
to believe that a better motion estimation algorithm is needed since the LoGWaR algorithm did not
demonstrate this capability in general.
Then, the claim made in the introductory chapter that multiframe super-resolution could be used
to improve the results of traditional CFA interpolation schemes was tested using decimated images for
which the motion was known. Those results showed that in most cases, applying multiframe
super-
resolution to an already CFA-interpolated image sequence greatly improves the data and removes a lot
of the spectral artifacts that are found in traditional CFA-interpolated imagery. At the same time, it
was found that performing super-resolution directly on the CFA sampled images greatly worsened the
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quality of the interpolated images which is due to the fact that CFA interpolation schemes employed in
this thesis all assumed the use of the Bayer pattern and always ignored any data at non-sampled sites.
The author still believes that using super-resolution prior to the interpolation step should
perform better
than the opposite, but it would require the use of modified interpolation schemes specially
developed for
this purpose.
Finally, the last part of the research attempted to use the previous concepts together in order to
increase the resolution of a real-life sequence of images. Unfortunately, those results are not conclusive
as there does not seem to be any visual improvement between the super-resolved images and
those
obtained by interpolating the individual frames in the input sequence directly. Moreover, since ground
truth was not available for this real-life sequence, it was impossible to quantitatively analyze the output
images. Future research endeavors should use real-life scenes for which some ground truth is available at
the sought resolution such that it may be possible to characterize the performance of the entire process,
from image acquisition to motion estimation, to super-resolution.
In closing, the author would like to point out additional areas that were not explored in this research
and that need further studying. First, only one super-resolution algorithm was used in this project
and, as mentioned in chapter 2, there are a lot of other algorithms already developed that could be
implemented and used to validate and possibly improve the results in this work. Second, every test done
on the IBP algorithm was performed independently of the others and a study should be done where the
tests are conducted together and the impact ofone parameter over the others can be characterize. Finally,
although the hypothesis that super-resolution can improve CFA interpolation results was showed to be
generally correct, it was only tested with the Bayer pattern. As mentioned in chapter 2, it is unlikely
that a multi-spectral imaging system would ever use the Bayer pattern in other parts of the spectrum
than the visible. For this reason, a natural extension of this work would look at other more generic
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The tables that follow contain the computations that were performed in order to determine the best
polynomial transformation to be used for each set of consecutive frames in the real-life image sequence
that was used in section 4.6. The following paragraphs describe how the tables were created.
In each table, the leftmost column contains the interval considered, meaning that interval 0 is between
frames #0 and #1. The following set of 3 values, under the Warping Metric heading, are the warping
metric values for the polynomial transformation associated with the red, green, and blue bands respec
tively. These values were computed by the motion estimation algorithm using equation (3.25). The next
3 columns, under the Residual Errors heading, contain the mean residual errors for the matched points
in each of the 3 bands. These values are also computed by the algorithm itself using equations (3.23)
and (3.24). Then, the columns under the Number ofMatches heading contain the number of matched
points that were used to compute the polynomial transformations for each of the 3 bands. Once again,
these values are obtained directly from the motion estimation program.
The remainder of the values in the tables are not produced by the algorithm itself. The fourth set
of values, Inverted Errors, contains the multiplicative inverse of the residual errors. This was necessary
in order to order the values in the same manner as for the Warping Metric and the Number ofMatches
columns (i.e.: high values are good and low values are bad). At the same time, any residual errors
110
above the quarter-pixel threshold are immediately set to 0.0 such that they will be ignored in the rest
of the computations. The fifth column, Combined Errors, combines the inverted errors with the number
of matched points and the warping metric by multiplying the values together. This ensures that low
residual errors computed from only a few matched points do not have the same weight as those low
residual errors computed using a large number of points. Moreover, it ensures that inconsistent metrics
such as a low warping metric with a corresponding low residual errors are discarded.
The next column, Selection Metric contains the maximum of the values in the Combined Errors
columns. The value in this column is then matched to the band that it came from to create the last
column of the table.
Ill





B.l Shared Functions and Procedures
B.l.l affine.pro
Name Description Errors
affineJinear Function used to extract the content of 3x3 affine matrices
into their P and Q matrices usable by built-in IDL functions
and procedures.
-1120
affine_invert Function used to invert affine matrices. -1130
affine_warp Function used to compute an affine transformation matrix
using the location of the reference and warp control points.
-1140
affine_scale Function used to scale an affine matrices from one resolution
level to another.
-1150
afnne_random Function used to generate random affine matrices with con
straints on its underlying parameters.
-1160
affine_compound Function used to compound the effect of consecutive affine
matrices into one matrix.
-1170
affine_decomp Function used to decompose an affine transformation matrix
into its underlying motion parameters.
-1180
affine Function used to create an affine matrix using the actual
values of its underlying motion parameters.
None






convolve Wrapper for the IDL convol function capable of handling




getJmage Function used to read an image from a file in any data format
and any ordering.
-1210





mse Function used to compute the Mean Squared Error between
2-D and 3-D images using equation (3.22).
-1100
rmsde Function used to compute the residual error associated with
each matched points in a set of control points between 2
images.
-1190
warpmetric Function used to compute the Warping Metric according to
equation (3.25).
None
rer Function used to compute the Relative Edge Response asso
ciated with an edge in a scene using the procedure described
in section 3.5.1.
-1240





patterns Function used to return the indices of the sampled andor





rect.psf Function used to generate a 2-D RECT function that can be
used as a convolution kernel.
-1010
gaussian_psf Function used to generate a 2-D Gaussian function that can
be used as a convolution kernel.
-1020
delta_psf Function used to generate a 2-D Dirac-Delta function that
can be used as a convolution kernel.
-1030
psf Function used to call other PSF-generating functions based









zeropad Function used to increase the dimensions of a 1-D or 2-D
array by adding rows andor columns of zeros.
-1050
trim Function used to remove rows andor columns of from the










B.3 Decimation and Degradation
B.3.1 blur.pro
Name Description Errors





gaussian_noise Function used to generate and add Gaussian noise to a 2-D
image.
-4110
noise Function used to add noise to a sequence of images using a
pre-compiled used-defined noise-generating function to cre




downsample-frame Function used to downsample a 2-D image. -4130
downsample Function used to downsample all the images in a sequence. -4140
B.3.4 cfa.pro
Name Description Errors





decimate Function used to decimate the images in a sequence by se
quentially blurring them, downsampling them, adding noise






rclose Function used to return from a function while closing all
opened files.
None
parse Function used to parse the command line and generate a
list of motion estimation parameters to be used with the
estimatcmulti procedure.
-2195
printJceywords Procedure used to print the motion estimation options spec
ified by the user on the command line of the estimatejrnulti
procedure.
None
estimate Function used to estimate the motion between two 2-D
frames using the LoGWaR algorithm described in section
3.2.
-2180
estimate_sequence Function used to estimate the motion between all the im
ages in a sequence of 2-D or 3-D images using the estimate
function.
-2190
estimate_multi Procedure used to run the estimate-sequence function on






distance-matrix Function used to compute a matrix containing the distance
between every point in a set of 2-D points to every other
points in the same set.
None
anglejmatrix Function used to compute a matrix containing the angles
between every vertex that can be formed from the points in
a set.
None
angle_match Function used to find the match to a given 2-D point from
a set of 2-D points using the similarity of their angles as the
metric.
None
residual.match Function used to remove bad matches between points in a
set of matched control points between 2 frames using the
residual error of those points as the metric.
-2150
maxima_match Function used to remove bad matches between points in a
set of matched control points between 2 frames using the
similarity of their LoG values as the metric.
-2120
distance_match Function used to match the points in 2 sets of control points
together using the similarity of the distances between each
point to every other point in its set as the metric.
-2130
compare.angles Function used to remove matches between control points in
2 frames using the similarity of their angles as the metric.
-2140
match Function used to perform the matching of the control points
in 2 frames by successively perform distance matching, an
gle matching, and then remove the bad matches using the
similarity of the LoG values, the similarity of their angles,




extrema_points Function used to find the coordinates of the control points
in an image using connected-components theory on a LoG-
filtered and thresholded image.
-2100
log-transform Function used to filter a 2-D image with the LoG kernel. -2110
find-level Function used to find the best threshold possible for a LoG-
filtered 2-D image such that the most control points are gen
erated.
-2220
threshold Function used to generate a series of control points in a 2-D
image by filtering it using the LoG kernel and finding the











cfa-median Function used to interpolate a 3-D Bayer-sampled image us
ing the median-based interpolation technique described at
section 3.4.2. image.
-5010
cfaJbilinear Function used to interpolate a 2-D image previously sampled
with a known CFA pattern.
None
cfa_gradient Function used to interpolate a 3-D Bayer-sampled image us
ing the gradient-based interpolation technique described at
section 3.4.3.
-5030
interpolation Procedure used to interpolate all the images in a sequence





cfa_func Function used to obtain the list of pixels that actually con
tain data in a CFA-sampled image sequence such that it
may be used to properly compute the errors between the
simulated and actual frames.
None
find-region Function used to find the common region between the frames
in a sequence using the known motion between those frames.
-3210
ibp_sub Function used to super-resolve a sequence of 2-D frames us
ing the IBP algorithm described in section 3.3.1.
-3200
ibp Procedure used to super-resolve all the images in a sequence
of 2-D or 3-D images using a known number of frames per
sub- sequence.
None
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