Let a monic polynomial Pn(x) := X n-al xn-1 ..... a,, aj ~ C, j = 1, 2 ..... n, be given. Bounds for the eigenvalues and the computation of the singular values of some special companion matrices give bounds for the zeros of the polynomial P, which improve classical and recently found ones. Also some new bounds for the zeros are given.
INTRODUCTION
be a monic polynomial of degree n I> 1. Throughout the paper we let x 1, xz ..... x, denote the zeros of P, enumerated as Ixll/> Ix21 >/ "'" >t Ix.I.
In this paper we give some estimates for the zeros of pn. Bounds for the zeros of polynomials were needed in several numerical methods. In many cases the estimate for the zeros of Pn has been found to be sufficient (see [7; 18; 25, p. 11; 30] ). But this bound can also be improved in many cases.
Determining bounds for the zeros of polynomials is a classical problem to which many authors have given contributions beginning with Cauchy (see [20, p. 122] ). In many cases there have been given elegant proofs with the aid of the Frobenius companion matrix. The Frobenius companion matrix also is often the basis of numerical methods for the computation of the zeros of the given polynomial from good methods for the numerical computation of the eigenvalues of a matrix (together with balancing); see [6, 29] . But recently other types of companion matrices were proposed for this purpose (see [2, 5, 8, [17] [18] [19] 26] ).
In this paper we use two types of (generalized) companion matrices, which are based on special multiplicative decompositions of the coefficients of the polynomial, to obtain estimates for the zeros of the polynomial Pn mainly by the application of Gersgorin's theorem to the companion matrices or by computing the singular values of the companion matrices and using majorization relations of H. Weyl between the eigenvalues and singular values of a matrix. The latter method was recently described in [14] in the case of the Frobenius companion matrix. These types of companion matrices are used in [15, 16, 21] to prove spectral properties in the case of operator polynomials. We propose several special choices of the decomposition coefficients and obtain bounds for the zeros of polynomials which improve classical and recently found ones; also some new bounds are given.
THE FIRST COMPANION MATRIX
In this section we consider a companion matrix of Pn which can be obtained by a similarity transformation of the Frobenius companion matrix of e,. (3) is the Frobenius companion matrix. We propose here three different special choices for the decompositions (3)• But we do not formulate explicitly all special formulas and estimates which can be obtained by using these special choices; only in some simpler cases do we do so:
Special choice I: 
Special choice III:
Let a k ~ 0, k = 1,..., n. Then
The application of Gersgorin's theorem to the matrix A gives estimates for the zeros of Pn, since the eigenvalues of A are equal to the zeros of pn.
For convenience we state this important theorem (see [11, Section 6 .1]).
THEOREM G. Let M := (mjk)j, k= 1 ...... be an n-by-n (complex) matrix. 
Then all the zeros of P~ lie in G' N G".
For example, from this proposition and special choice III a bound from Kojima (see [20, pp. 137, 138; 22, p . 249]) follows. Now we extend a result of [3] (see also [27] ) to polynomials of the type considered in Proposition 1. 
From this the assertion follows.
Using Proposition 2, we can give an estimate for r k, and thus we obtain a more practical bound for the zeros of Pn. 
Ic.I Ibn_xL"" Ibn_kl
satisfies r' k >1 r k. Applying Proposition 2 to h k gives the estimate for r~.
• We now consider for 0 ~ a ~ C the polynomial 
By a suitable choice of a the application of Gersgorin's theorem [see Theorem G(c)] to the companion matrix A~ can give better bounds on the zeros of Pn than the ones given by Proposition 2. 
Then all the zeros of Pn lie in G'~ (3 G:.
We use a special A s to give an extension of a result of [4] with a different proof (see [4, Theorem 1] ), which is an improvement of the classical EnestrSm-Kakeya theorem (see also [9; 22, Section 3.3.3] ). Additionally we extend a further result of [4] (see [4, Theorem 3] ) concerning the numbers of zeros of Pn in a certain set. 
Applying Theorem G(a) to A,, implies the first part of the assertion, since (a) Then we have
j=l j=l
with equality for k = n, and
with equality for k = 1. In particular we have
(lO)
Equality holds simultaneously in all the relations (8) or (9) 
Proof. A proof analogous to that of Proposition 10 applied to the matrix A~ defined in (7) gives the assertion.
• Corollary 12 (the second inequality) improves a classical estimate of Williams (see [20, If some of the coefficients of P, are equal to 0, the following extension of Proposition 10 and Corollary 11 can be proved similarly. The eigenvalues of the second matrix are 0 with multiplicity n -2, and
k ~ Ii\( Ij tO {n})
Applying Weyrs inequality for the largest eigenvalues of a sum of Hermitian matrices (see [11, Theorem 4.3.7; 13] ) to the matrix Y gives the assertion.
An analogous proof applied to the matrix A-1 gives the lower bound
for IXn].
•
THE SECOND (GENERALIZED) COMPANION MATRIX
In this section we consider a generalized companion matrix of the polynomial P, in the sense that the characteristic polynomial of this matrix has the same zeros as P, and additionally the zero 0 with a certain multiplicity. This type of matrix has been used in [16, 21] in the case of operator polynomials for proving spectral properties. The elements of the matrix are based on multiplicative decompositions of the coefficients of the polynomial, where in contrast to the decomposition (2) there is no dependence between the coefficients. The application of the Gersgorin theorem to this matrix together with several different special choices of the decompositions gives us known and new bounds for the zeros of P~. Furthermore, since we are able to compute the singular values of this matrix, further bounds are obtained. These bounds coincide in a few cases with bounds derived in Section 2, but in most cases they differ. PROPOSITION 15. Let P, be the monic polynomial of degree n >t 1 given by (1) . Let there exist complex numbers a~ 1), ~2~ (1) ,~2~ (2) 
where Ea is the h-by-h identity matrix.
Proof. The proof follows by induction on n. (2) is a special case of the decomposition (17) . In this case a decomposition of the type (2) generates many different decompositions (17) and thus many different matrices A. Furthermore, special choices I-III are applicable here. But also we propose some further special choices of the decomposition coefficients in ( We note that in this case the matrix A is balanced (see [23] ) in each norm
The application of Gersgorin's theorem to the matrix ,~ gives estimates for the zeros of Pn since the eigenvalues of /~ (except the eigenvalue 0) are equal to the zeros of Pn. 
k=l k=2
Now we use the fact that also the second symmetric function S 2 of the eigenvalues of .4"/~ is equal to the sum E 2 of the 2-by-2 principal minors of A*A (see [11, p. 42 
k=2 k=2
Now the assertion follows by a short computation.
• Using the majorization relations between the eigenvalues and singular values of A (see Theorem W), we get an estimate for the zeros of P, and some other estimates. b,_ 1-(b)(iii) follows from the application of (b)(ii) to the polynomial Q~, whose companion matrix A~ is defined by (7) .
The bounds in Theorem 19(b)(ii) can be better than the corresponding bound in Corollary 11, especially (15) , but also the contrary is true, as examples show. But if a 1 = 0 and the maximum in (23) is attained by the second term, then this bound is always better than the bound in (15) . In particular, this is valid for the special choice b := 1, c k := ak, k = 1, 2 ..... n, that is, for the bound obtained in [14] from the usual Frobenius companion matrix. If in (24) the maximum is attained by the second term, then this estimate is better than the estimate in (16) . Special choices III (with the assignment of IV), V, VI imply the following corollary: 
If a I = O, the estimate is
The last bound in Corollary 20(b) with a = max k = 2 ...... ]a k i1/k coincides for a 1 = 0 with the recently found bound in [1] .
In the followin~ we denote the two singular values of 2~ ~iven by (19) by ~(A), ff2(A), and by ~W(A), sx(A), s~(A) [the explicit formulas are given by (21) , (26), (27) , respectively] and g~v(A"), s~(A~), s'~2(A") [the explicit formulas are given by (21) , (26), (27) , respectively, with a minus sign before the inner square root], respectively, in the cases of special choices IV, V, VI. For simplicity we have used all nonzero singular values of A to establish the bounds in the last two corollaries. These bounds can be improved if we use only the k largest ones, 1 <~ k <~ n, which in fact are the only ones needed. But the corresponding formulations would include many special cases and thus considerable effort. Therefore we consider these improved bounds only in two cases which are easier to handle. COROLLARY 23. n>~3. Proof. The proof of (a) follows from the fact that for the matrix A with the special choice of Theorem 19(b)(ii) and under the assumptions of (a) the singular values are given by Sl( A ~) with multiplicity 1, sz(A') with multiplicity 1, Ibl with multiplicity i + n(n -3)/2, and 0 with multiplicity n -2, where sl(A ~) 1> s2(A') >/Ibl. Application of Theorem W now gives the assertion.
Since under the assumptions of (b) we have s1(14 ~) >/IbL > s2(A~), the proof of (b) is analogous to the proof of (a).
In the case of special choice V with a := maxk= 2 ...... lakl 1/k we have a similar corollary. The author would like to thank the referees for their useful comments and suggestions. The author is also grateful to Professor Roger A. Horn for his suggestions and for bringing the preprint [13] to the author's attention.
