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Abstract—Kernel functions in quadratic time-frequency distri-
butions (TFDs) are viewed as low-pass filters in the ambiguity
function (AF) domain to suppress interfering cross-terms (CTs).
Traditional kernel design methods are signal-dependent or have
manually selected parameters, which impose restrictions on
eliminating CTs and achieving high-resolution TFDs. To address
this issue, this paper proposes a data-driven kernel learning
model directly from Wigner-Ville distribution (WVD) of the
noisy signal. Specifically, the proposed kernel learning based
TFD (KL-TFD) model consists of several multi-channel learning
convolutional kernels stacked to simulate adaptive directional
filters, and increasing dilations are adopted to enlarge the kernel
size so that a trade-off between computation and performance
is achieved. In addition, channel-wise weights are employed to
distinguish the significant directions and trivial ones. Finally,
channel fusion is implemented by a simple 1 × 1 convolutional
kernel. Numerical experiments examined over both synthetic and
real-life data confirm that the proposed KL-TFD provides the
state-of-the-art performance when compared to existing kernel
function design based methods.
Index Terms—Time-Frequency Distribution, Kernel Learning
I. INTRODUCTION
T IME-FREQUENCY distributions (TFDs) provide a com-prehensive description of nonstationary signals [1]–[3]
while limited by the issues of time-frequency (TF) resolution,
cross-terms (CTs) suppression, spectrally-overlapped compo-
nents, noise interference, etc. Therefore, a high-resolution TFD
to tackle the above issues is of vital importance for plenty of
practical applications as most real-life signals are nonstation-
ary [4]–[10]. This paper emphasizes on the high-resolution TF
representation of nonstationary signals in different signal-to-
noise ratio (SNR) environments.
On the one hand, the wavelet transform (WT) [11], which
is regarded as a classical linear TFD, employs adaptive win-
dow sizes to improve the TF resolution compared to the
commonly-used short-time Fourier transform (STFT). From
the perspective of post-processing based on WT or STFT, the
reassignment (RS) methods [12] assign the average energy in
certain domains to the gravity center of energy distributions
to gain instantaneous frequency (IF) trajectories. Furthermore,
the synchrosqueezing transform (SST) [13], [14] squeezes the
TF coefficients into the IF trajectory only in the frequency
direction instead of in both time and frequency directions
for RS. Inspired by the SST, the synchroextracting transform
(SET) [15] was proposed to generate a more energy concen-
trated TFD and meanwhile allow for signal reconstruction.
Recently, thanks to the simplicity and immunity to CTs of
linear TFDs, Abdoush et al. [16] proposed an adaptive IF
estimation method for noisy multicomponent signals based on
two developed linear TF transforms. However, linear TFDs
generally suffer from low TF resolution and signal distortion
especially in strong noise situations.
On the other hand, quadratic TFDs with high TF resolution,
e.g., Wigner-Ville distribution (WVD) [2], also have diffi-
culty in interpreting the signal in the 2-dimensional (2D) TF
plane due to significant CTs [17]. Considerable investigations
are therefore dedicated to reducing CTs while preserving
high concentration. Particularly, kernel function based TF
analysis methods [4] viewed as smoothed versions of the
standard WVD have been extensively studied, and they can
be roughly divided into two categories: signal-independent
TFDs and signal-dependent TFDs. The former kernel function
design methods are regarded as low-pass filters since CTs
have oscillatory characteristics, e.g., ChoiWilliams distribution
(CWD) [18] and B-distribution (BD) [19]. Moreover, separable
kernel functions which separately smooth along both time and
frequency axes are designed to further improve resolution,
e.g., S-method (SM) [20], extended modified B-distribution
(EMBD) [21], and compact kernel distribution (CKD) [22].
However, the above kernel design methods have fixed
or manually selected parameters, which might ignore some
crucial information of signal intrinsic characteristics, e.g., the
direction of analytic signals. Thus, signal-dependent kernel
functions are designed with respect to certain criteria to gain
better TF representation, e.g., radially Gaussian kernel (RGK)
[23], adaptive optimal-kernel (AOK) [24], [25], adaptive di-
rectional TFD (ADTFD) [26], [27], locally optimized ADTFD
(LO-ADTFD) [28], multi-directional distribution (MDD) [29].
Specifically, the ADTFD adapts the direction of smoothing
kernel at each TF point, as a result of which TF resolu-
tion and reduction of CTs can be highly improved. The
MDD is specifically designed for piece-wise linear frequency-
modulated signals. Although most of signal-dependent kernel
methods achieve better performance than signal-independent
ones, their kernel optimization is subject to certain criteria
and given signal type.
In this paper, motivated by the fact that deep learning
techniques are capable of learning TF structure and immune
to noise [30], we propose a novel kernel learning based TFD
(KL-TFD) directly from WVD. Inspired by the 2D convolution
relationship between WVD and smoothed quadratic TFD, a
convolutional neural network (CNN) takes place of traditional
kernel functions imposed in ambiguity function (AF) plane,
and multi-channel learning convolutional kernels are utilized
to simulate adaptive directional filters, i.e., each channel
controls respective direction. Furthermore, increasing dilation
factors are employed to ensure a large kernel size as well
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Fig. 1: The block diagram of the proposed KL-TFD. (A) Multi-channel learning module consisting of K = 6 2D Conv
blocks with increasing dilation. (B) Channel-wise weight module. (C) 2D Conv design. (D) SE block design.
as low computation. Afterwards, channel-wise weights are
gained by squeeze-and-excitation (SE) operations [31], which
give rise to better performance. Finally, the 1× 1 convolution
kernel converts multi-channel into one channel output, i.e., a
smoothed WVD (high-resolution TFD) is obtained.
This paper proceeds as follows. Section II elaborates the
proposed kernel learning based TFD model. In Section III, the
proposed KL-TFD is evaluated by both synthetic as well as
real-life signals. Eventually, Section IV concludes this paper.
II. THE PROPOSED KERNEL LEARNING BASED TFD
As shown in Fig. 1, the architecture of the proposed KL-
TFD mainly consists of two modules: multi-channel learning
convolutional kernels and channel-wise weights. These mod-
ules are introduced in detail below.
A. Multi-Channel Learning Convolutional Kernels
For an analytic signal z(t) with N samples, Cohen’s class
distributions can be interpreted as weighted versions of am-
biguity function (AF) smoothed by a low-pass filter Φ(θ, τ).
The AF of z(t) is written as:
Az(θ, τ) =
∫ ∞
−∞
z
(
t+
τ
2
)
z∗
(
t− τ
2
)
e−j2piθtdt. (1)
Thus, the general formula of Cohen’s class distributions is
expressed as [4]:
ζz(t, f) =
∫ ∞
−∞
∫ ∞
−∞
Az(θ, τ)Φ(θ, τ)e
j2pi(θt−fτ)dθdτ, (2)
where when Φ(θ, τ) = 1, ζz(t, f) is degenerated into WVD,
which is defined as 2D Fourier transform of AF, i.e.,
Wz(t, f) =
∫ ∞
−∞
z
(
t+
τ
2
)
z∗
(
t− τ
2
)
e−j2pifτdτ. (3)
According to convolution theorem, the expression in equa-
tion (2) can be rewritten as the form of 2D convolution
operation as below [4]:
ζz(t, f) = Wz(t, f) ∗ ∗γ(t, f), (4)
where ∗∗ denotes the 2D convolution operator, and γ(t, f) is
a 2D convolutional kernel which is computed by 2D Fourier
transform of AF kernel function Φ(θ, τ).
Additionally, the ADTFD is defined as the 2D convolution
of a quadratic TFD with an adaptive directional filter [27]:
ζadapt(t, f) = Wz(t, f) ∗ ∗γβ(t, f), (5)
where γβ(t, f) denotes the double derivative directional Gaus-
sian filter (DGF), and β is the rotation angle with respect to
the time axis. For all the TF points, their angles are selected
by optimization among a group of directions at the same time.
Inspired by the 2D convolution relationship in (4) and (5),
we propose to employ multi-channel learning convolutional
kernels to replace kernel functions or adaptive directional
filters, i.e., multi-channel kernels are used to learn different
directions at each TF point. As seen in Fig. 1 (A), the signal’s
WVD serves as the input data, and then K 2D Conv blocks
are stacked with increasing dilation, as a result of which
fewer parameters can be used while enlarging kernel size,
i.e., the receptive field increases with kernel concatenation.
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Fig. 1 (C) illustrates the design diagram of a 2D Conv block,
which involves a 3×3 kernel followed by batch normalization
together with the ReLu function. Thus, nonlinear characteristic
is obtained meanwhile overfitting can be avoided to some
extent. In particular, each kernel has multiple channels, the
number of which ranges from 32 to 64 as the number of layers
increases. Compared to traditional adaptive directional filters,
our model has less parameters in each kernel and the number
of channels greatly increases, implying that more directions
can be taken into consideration. In addition, benefitting from
a sufficient number of training data, the learning convolutional
kernels are inclined to be insensitive to noise.
Generally, the output of the multi-channel learning convo-
lutional kernels with K 2D Conv can be written as:
ζ
(K)
mcl (t, f) = Wz(t, f) ∗ ∗γ(K)(t, f), (6)
where the learning kernel by our KL-TFD is:
γ(K)(t, f) =
(
γc1(t, f) ∗ ∗γc2(t, f) · · · ∗ ∗γcK (t, f)
)
,
where γck(t, f) denotes the kth 2D Conv block, and ck is the
number of channels in the kth block. As a result, the output of
multi-channel learning module ζ(K)mcl (t, f) ∈ RcK×N×N , i.e.,
the number of output TFDs is the same as the number of
channels in the last 2D Conv block.
B. Channel-Wise Weights
Before the channel fusion, to properly determine the direc-
tion of each TF point, channel-wise weights are utilized to
weight each channel, i.e., primary directions deserve larger
weights while smaller weights are assigned to insignificant
directions. The directional filer in ADTFD selects adaptive di-
rections by optimizing the correlation between the directional
kernel and the modulus of TFD. In contrast, the data-driven
kernel learning model can benefit from sufficient training data
and our end-to-end network structure tends to be easier to
train. Te be specific, we make the choice of adopting the same
network architecture as squeeze-and-excitation network [31] to
estimate decisive directions, which is illustrated in Fig. 1 (B)
and (D). Intuitively, multiple channels are squeezed by average
pooling firstly so that channel-level feature can be attained:
ρK = Fsq(ζ
(K)
mcl ) =
1
N2
N∑
i=1
N∑
j=1
ζ
(K)
mcl (i, j), (7)
where ρK ∈ RcK×1×1 are channel-wise statistics and Fsq(·)
represents average pooling.
Next, a gating mechanism extracts correlation information
between each channel, and channel-wise weights are then
obtained via Sigmoid function:
ωK =Fex(ρK) = σ
(
g(ρK ,W)
)
=σ
(
W2δ (W1ρK)
)
, (8)
where ωK ∈ RcK×1×1, Fex(·) is excitation operation and
g(x,W) represents a gating mechanism, which forms a bottle-
neck with two fully-connected layers around the non-linearity,
i.e., the first fully-connected layer W1 ∈ R
cK
r ×cK achieves
channel reduction with reduction ratio r, then non-linearity
characteristic is introduced by the ReLu function, i.e., δ, and
the second fully-connected layer W2 ∈ RcK×
cK
r achieves
channel increasing. Finally, channel weights are obtained by
Sigmoid function σ = 11+exp(−x) .
As a result, weighted multi-channel output can be defined
as below:
ζ
(K)
wmcl(t, f) = ωK ⊗ ζ(K)mcl (t, f), (9)
where ⊗ denotes the channel-wise operator to realize proper
direction selection at each TF point. Thanks to the squeeze-
and-excitation operation, channels dependencies can be at-
tained as well which further improves performance. From the
viewpoint of parameter reduction, we make the choice of the
1 × 1 convolution kernel to achieve channel fusion, and the
sum of all channels in (9) leads to a smoothed WVD, i.e., a
CT-free high-resolution TFD.
III. NUMERICAL EXPERIMENTS
For the parameter setting of the proposed KL-TFD in Fig. 1,
the number of 2D Conv blocks in the multi-channel learning
module is set to K = 6, and the kernel size is 3 × 3.
The number of channels in the six 2D Conv blocks is re-
spective (32, 64, 64, 64, 64, 64), and corresponding dilation is
(20, 21, 22, 23, 24, 25). Channel-wise weight module employs
channel reduction r = (22, 21, 20) in three SE blocks respec-
tively. Training datasets are built by synthetic signal mixtures
constituted of randomly matched linear frequency-modulated
(LFM) and nonlinear sinusoidal frequency-modulated (SFM)
components with amplitude modulation (AM) at a fixing SNR
= 45 dB. We train the KL-TFD network on the above training
dataset for 1500 epochs using NVIDIA GeForce GTX 1080
GPUs with 0.01 learning rate, and the batch size is set to 16.
In addition, commonly-used mean square error (MSE) loss
function is adopted to obtain a robust network.
Although only trained on synthetic data, our proposed KL-
TFD method is validated over synthetic as well as real-
life signals, and compared with state-of-the-art kernel design
methods [4], [28], including WVD [2], CKD [22], BD [19],
MDD [29], AOK [25], RGK [23], and ADTFD [26] 1. The `1
distance to model and Re´nyi entropy [5] are regarded as two
criteria to quantitatively assess the above-mentioned methods.
A. TFDs of Synthetic Spectrally-Overlapped Signal
We consider synthetic test signal x(t) which can be com-
posed of any two of the following three components:
x1(t) = a(t) cos
{
2pi
(−0.0003(t2 − t20) + 0.29(t− t0))} ,
x2(t) = a(t) cos
{
2pi
(
0.0006(t2 − t20) + 0.109(t− t0)
)}
,
x3(t) = a(t)cos
{
0.42pi(t−t0)
+ 31.7 sin
(
0.0078pi(t− t0)− φ0
)− 31.7 sinφ0},
where a(t) = exp(0.0078t−1)2 is an Gaussian AM function,
t0 equals to 128, and φ0 = −1.83.
1We would like to thank the authors in these works for sharing
the source codes of these methods, which are publicly released at
https://github.com/Prof-Boualem-Boashash/TFSAP-7.1-software-package and
https://github.com/mokhtarmohammadi/Locally-Optimized-ADTFD.
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Fig. 2: Generated TFDs of two overlapped AM-LFM and AM-SFM components when SNR = 15 dB using various kernel
function based methods: (a) WVD (b) CKD (c) BD (d) MDD (e) AOK (f) RGK (g) ADTFD and (h) the proposed kernel
learning based TFD. The `1 distance to model presented in (i) is annotated on the top of each TFD.
Firstly, the signal x(t) = x1(t) + x2(t) including two
spectrally-overlapped AM-LFM components with N = 256
samples is tested. The evaluation results concerning `1 distance
to model for the overlapped AM-LFM signal using different
TFD methods are presented in Table I by changing the SNR
level of test data from 45 dB to 0 dB, where 100 trials are
implemented at each SNR. Note that even though our training
dataset only contains signals at a high SNR = 45 dB, the
proposed KL-TFD always achieves a large performance gain
compared to other methods especially under low SNR levels,
which indicates that the kernel learning model is insensitive
to noise benefitting from a large number of training data.
Secondly, the signal x(t) = x1(t) + x3(t) including an
AM-LFM component and a nonlinear AM-SFM component
TABLE I: The metric values of `1 distance to model 1 for
synthetic overlapped AM-LFM signal at various SNR levels.
SNR WVD CKD AOK ADTFD RGK KL-TFD
45 dB 9.52 10.48 9.05 9.11 6.89 0.79
35 dB 9.62 10.52 9.05 9.10 6.90 0.79
25 dB 10.09 10.70 9.07 9.08 6.91 0.79
15 dB 12.17 11.69 9.28 9.26 7.21 0.81
5 dB 21.94 17.05 11.66 11.21 9.79 1.01
0 dB 37.05 26.66 19.03 15.79 15.84 1.45
1 The smaller the value is, the closer to the ideal TFD.
is further tested. For visualization of experimental results,
Fig. 2 exhibits various TFDs generated by our proposed KL-
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(f) Proposed KL-TFD
Fig. 3: TFDs of real-life bat echolocation signal when SNR = 20 dB using different kernel design methods: (a) WVD (b) BD
(c) MDD (d) RGK (e) ADTFD and (f) the proposed KL-TFD. The Re´nyi entropy is annotated on the top of each TFD.
TFD method and seven typical kernel function design methods
when SNR = 15 dB. It is seen that the WVD is seriously
disturbed by both CTs and noise. The CKD and BD can
suppress noise to some extent, but at the expense of TF
resolution deterioration. In contrast, it is obvious that signal-
dependent MDD, AOK, and RGK lead to higher TF resolution
while better eliminating CTs, as shown from Fig. 2(d) to Fig.
2(f). Nevertheless, these methods have performance limitation
for nonlinear signals. Since the directions of every sample in
TFD are taken into consideration, the ADTFD is examined
to perform much well with respect to nonlinear signals. As
seen from Fig. 2(g), CTs are greatly removed while the
nonlinearity of signal’s TFD is preserved. However, a trade-
off between TF resolution and CTs reduction should be made.
Furthermore, the parameters of filter shape and window length
are manually selected, i.e., it is a challenging task to obtain
ideal performance. Whereas the proposed KL-TFD signifi-
cantly improves TF resolution, moreover, useless information
is largely reduced. From the view of the `1 distance to model,
the KL-TFD achieves 1.26 which is much lower than those
achieved by other methods.
B. TFDs of Real-Life Bat Echolocation Signal
Next, we examine the effectiveness of the proposed KL-
TFD method compared against WVD, BD, MDD, RGK, and
ADTFD on a real-life bat echolocation signal with 400 data
points. The evaluation results concerning Re´nyi entropy for the
real-life bat echolocation signal using different TFD methods
TABLE II: The metric values of Re´nyi entropy 2 for
real-life bat echolocation signal at various SNR levels.
SNR WVD BD MDD RGK ADTFD KL-TFD
45 dB 13.57 13.34 11.73 12.01 11.39 9.27
35 dB 13.57 13.34 11.73 12.01 11.39 9.27
25 dB 13.61 13.35 11.74 12.01 11.40 9.29
15 dB 13.87 13.47 11.84 12.05 11.49 9.42
5 dB 14.85 14.16 12.83 12.48 12.11 9.48
0 dB 15.49 14.92 14.68 13.28 13.00 9.50
2 The smaller the value is, the higher the TF resolution is.
are presented in Table II with SNR levels ranging from 45 dB
to 0 dB. It indicates that the highest TF resolution is obtained
in different noisy environment using our proposed KL-TFD
when compared to other methods. The visualized TFD results
when SNR = 20 dB using the above six kernel methods are
shown in Fig. 3. It is observed that the signal-dependent meth-
ods have better performance than signal-independent WVD
and BD, i.e., CTs are greatly removed. Obviously, our KL-
TFD achieves a large resolution gain compared to others.
Experimental results show that our proposed KL-TFD method
can break the trade-off between high-resolution and cross-term
suppression, which is an issue often encountered by traditional
TFD methods.
Finally, we discuss why we choose the training data with a
fixing SNR = 45 dB to train our model and the computational
complexity of the KL-TFD model. It is analyzed that training
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data with various SNR levels may undermine the performance
of our model. On the one hand, the energy of strong noise
tends to be close to weak-energy components of signals in a
low SNR case, resulting in excessive noise suppression, i.e.,
some useful components with weak energy can be suppressed.
On the other hand, overfitting appears when training data are
excessive because signals with various noise levels still have
extremely similar WVD. To further examine our analysis,
we have made an attempt to train our model using training
datasets including signals with different SNR levels, and the
performance of the KL-TFD deteriorates indeed. As for the
computational complexity of the KL-TFD, we then analyze the
model size in Fig. 1. Intuitively, the model size is proportional
to the number of 2D Conv and SE blocks used in Fig. 1 (A)
and (B). Additionally, the computation time also depends on
the number of channels in each 2D Conv and the channel
reduction r in each SE block. In particular, the number of
channels in 2D Conv is related to the parameter size of SE
block, which plays a decisive role in model size. Therefore,
the channel reduction r makes a balance between model size
and model performance.
IV. CONCLUSION
In this paper, we attempt to generate high-resolution TFD
by proposing a data-driven kernel learning model, which is
designed as an end-to-end network to replace traditional kernel
functions, where multi-channel learning kernels and channel-
wise weights are two dominant network modules. To be spe-
cific, the former module consists of several 2D convolutions
stacked with increasing dilation, aiming at obtaining various
directions of signals, i.e., each channel is a small directional
filter. The latter module is composed of squeezed and excita-
tion operation, leading to weighted multi-channel output. Fi-
nally, the 1×1 convolution kernel implements channel fusion,
thus attaining a smoothed WVD, i.e., a high-resolution TFD.
Experiments on both synthetic and real-life signals verify the
effectiveness of the proposed KL-TFD, and demonstrate that
supervised kernel parameter learning approaches using neural
network based models for high-resolution TFDs outperform
their traditional kernel design counterparts.
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