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ABSTRACT
We present a non-parametric method to measure inhomogeneities in the intracluster
medium (ICM) from X-ray observations of galaxy clusters. Analysing mock Chandra
X-ray observations of simulated clusters, we show that our new method enables the
accurate recovery of the 3D gas density and gas clumping factor profiles out to large
radii of galaxy clusters. We then apply this method to Chandra X-ray observations
of Abell 1835 and present the first determination of the gas clumping factor from the
X-ray cluster data. We find that the gas clumping factor in Abell 1835 increases with
radius and reaches ∼ 2−3 at r = R200. This is in good agreement with the predictions
of hydrodynamical simulations, but it is significantly below the values inferred from
recent Suzaku observations. We further show that the radially increasing gas clumping
factor causes flattening of the derived entropy profile of the ICM and affects physical
interpretation of the cluster gas structure, especially at the large cluster-centric radii.
Our new technique should be useful for improving our understanding of the cluster
structure and to advance the use of galaxy clusters as cosmological probes, by help-
ing to exploit rich data sets provided by Chandra and XMM -Newton X-ray space
telescopes.
Key words: cosmology: observations – galaxies: clusters: general – X-rays: galaxies:
clusters
1 INTRODUCTION
Clusters of galaxies are the largest gravitationally bound
structures in the universe, promising to serve as power-
ful laboratories for cosmology and astrophysics. In the cur-
rent hierarchical structure formation paradigm, galaxy clus-
ters form out of the gravitational collapse of high-density
peaks in the primordial density fluctuations in the early
universe and grow through mass accretion. Since their evo-
lution traces the growth of linear density perturbations,
the changes in the number density of galaxy clusters as
a function of time is highly sensitive to the nature of
dark matter (DM) and dark energy (e.g., Allen et al. 2008;
Vikhlinin et al. 2009; Mantz et al. 2010).
The outskirts of galaxy clusters have become an es-
pecially important territory for studying the cosmological
growth of structures. They play a key role in cluster cos-
mology, because these regions are believed to be much less
susceptible to astrophysical processes, such as radiative gas
⋆ E-mail: amorandi@purdue.edu
cooling, star formation, and energy injection from stars and
active galactic nuclei, than the cluster interior. As such, the
cluster gas in the outer volume should be tractable with
modern N-body+hydrodynamical simulations, since they
are governed primarily by hydrodynamics of gas coupled
with the collisionless dynamics of DM.
Recently, Suzaku observations have extended X-ray
measurements of the intracluster medium (ICM) profiles
out to and beyond R200, where R200 is the radius within
which the mean total density is 200 times the critical den-
sity of the Universe. Initial results were surprising, reveal-
ing significant departures from the theoretical predictions.
These observations showed that, at large cluster-centric radii
(r ∼> R200), the observed entropy profiles becomes flat-
ter (e.g., George et al. 2009), and the observed gas frac-
tion exceeded the cosmic baryon fraction of the universe
(Simionescu et al. 2011). However, these initial results were
called into question, because of the difficulty in modelling
out point sources and/or galactic foreground with the lim-
ited angular resolution (∼> 1 arcmin) of Suzaku at the level
required for measuring the extremely low surface bright-
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ness in the cluster outskirts. Moreover, the Suzaku point-
spread function can cause significant contamination from
the brightness in the central regions to large radii. Inde-
pendent ROSAT PSPC observations (with low background
and large field of view) have shown the steepening of the
gas density profile at large radii, but at the level consider-
ably smaller than those inferred from the Suzaku observa-
tions (Eckert et al. 2012). Observational constraints on the
gas clumping factor inferred from the joint analysis of the
ROSAT X-ray and Planck Sunyaev-Zeldovich (SZ) observa-
tions are also significantly smaller than those inferred from
the Suzaku measurements (Eckert et al. 2013).
In the hierarchical structure formation model, the out-
skirts of galaxy clusters are virialization regions where galax-
ies and groups of galaxies accrete, and gaseous compo-
nent associated with these infalling clumps are stripped and
mixed with the surrounding ICM through ram-pressure and
tidal stripping, generating the clumpy and turbulent ICM. If
not taken into account, these non-equilibrium effects could
be a source of significant systematic uncertainties in the
X-ray measurements of the ICM profiles as well as global
cluster properties. For example, inhomogeneities in the gas
distribution lead to the overestimate of the observed gas den-
sity and flattening of the entropy profile (Nagai & Lau 2011;
Zhuravleva et al. 2013; Roncarelli et al. 2013), which in turn
introduces biases in global cluster properties, such as the
gas mass fraction (Battaglia et al. 2012) and the low-scatter
X-ray mass proxy, such as YX ≡ MgasTX (Khedekar et al.
2013). If they are not properly understood and modelled,
these non-equilibrium processes can limit the use of galaxy
clusters as cosmological probes.
At r = R200 ≈ 1.6R500 , hydrodynamical simulations
predict a gas clumping factor (see Equation 2 in § 2) in
the range ∼ 1.3 − 2 (Nagai & Lau 2011; Zhuravleva et al.
2013; Battaglia et al. 2012). Gas clumping factor inferred
from these simulations is in reasonable agreement with the
ROSAT+Planck observations (within the current statistical
errors), but they are significantly smaller than those derived
from Suzaku. Clearly, further work is required to understand
the remaining tension in various X-ray measurements and to
improve the present observational constraints on gas clump-
ing factor and their implications for the cluster cosmology.
Chandra X-ray telescope provides useful insights on this
issue. In particular, the Chandra’s exquisite (0.5 arcsec) an-
gular resolution enables effective identification and removal
of point sources, critical for robust measurements of the
extremely low surface brightness level in the cluster out-
skirts, which is well below the cosmic X-ray background.
The superb angular resolution of Chandra is also essential
for detecting small-scale clumps and distinguishing the X-
ray emissions arising from clumps and diffuse components.
Ultimately, ultra-deep Chandra observations of a nearby
cluster (e.g., 2.4 Ms Chandra XVP observations of A133
by Vikhlinin et al., in preparation) are what is required to
effectively measure X-ray emissions from point sources, gas
clump and diffuse ICM gas individually, while minimizing
the contribution from the bright cluster core to the emis-
sion in the outer volumes. However, such observations are
extremely expensive and limited to a very small number of
systems in practice. Therefore, in order to investigate the
gas clumping phenomena in a larger population of clusters
and in a broader redshift range, it is necessary to develop ro-
bust statistical techniques to exploit rich data sets available
from the Chandra and/or XMM -Newton archives.
The primary goal of this work is therefore to develop a
robust non-parametric approach in order to derive the gas
clumping factor from X-ray observations of galaxy clusters.
To assess its performance, we analyse mock Chandra ob-
servations of simulated galaxy clusters extracted from hy-
drodynamical simulations, taking into account instrumental
responses as well as noise due to the Poisson statistics and
X-ray background. We then apply our method to Chandra
observations of Abell 1835 (A1835), a luminous cool-core
galaxy cluster at z = 0.253. A1835 is an optimal cluster for
this work as it is one of the most relaxed clusters with deep
(200 ks) Chandra exposure. Moreover, the field-of-view of
the ACIS–I chips encompasses R200 of this cluster.
The paper is organized as follows. In § 2 we outline
the method. We test the method using mock Chandra ob-
servations of simulated clusters in § 3 and apply it to real
Chandra observations of A1835 in § 4. Throughout this work
we assume the flat ΛCDM model, with matter density pa-
rameter Ωm = 0.3, cosmological constant density parameter
ΩΛ = 0.7, and Hubble constant H0 = 100h km s
−1 Mpc−1
where h = 0.7. Unless otherwise stated, we report the errors
at the 68.3% confidence level.
2 NON-PARAMETRIC METHOD FOR
DEPROJECTING X-RAY DATA
X-ray photons are emitted from the hot ICM primarily
through the scattering of electrons off of ions via ther-
mal bremsstrahlung process. The X-ray surface brightness
is then given by:
SX =
1
4pi(1 + z)4
∫
nenpΛ(T,Z) dl , (1)
where Λ(T,Z) is the cooling function, T and Z are the three-
dimensional (3D) gas temperature and metallicity, ne is the
electron density and l is the line of sight. Since Λ(T,Z) de-
pends weekly on T and Z ≈ 0.3 for hot (TX ∼> 3 keV) clus-
ters, the observed X-ray surface brightness profile depends
primarily on the average of the gas density squared,
SX(r) ∝ 〈ρ
2
gas(r)〉 = C(r)〈ρgas(r)〉
2, (2)
where the C is the clumping factor given by
C ≡
〈
n2e
〉
〈ne〉
2
> 1. (3)
Note that C = 1 if the ICM is not clumpy (i.e. a single phase
medium characterized by a single temperature and gas den-
sity within each radial bin). In the X-ray cluster analyses, it
is commonly assumed that C = 1, and the three-dimensional
gas density distribution is derived from the observed X-ray
surface brightness profile by inverting Equation 2. However,
if the ICM is clumpy, the gas density inferred from the X-ray
surface brightness is overestimated by
√
C(r) and the gas
entropy S ≡ T/n
2/3
e is underestimated by C(r)
1/3. Note fur-
ther that a radially dependent clumping factor causes flat-
tening of the derived gas density and entropy profiles, if it
is not properly taken into account.
Given that we only observe the two-dimensional (2D)
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Figure 1. Illustration of the onion-skin model adopted for the ge-
ometrical deprojection. We assume that the cluster is spherically
symmetric and it has an onion-like structure, with n concentric
spherical shells and n rings or annuli. The matrix Vj
i
is an up-
per triangular matrix n × n matrix, whose entries represent the
volume of the j-th shell contained inside the i-th annulus (with
j > i). The X-ray boundary (the most external annulus) is the
n-th ring with the area An and radius Rn.
projected surface brightness in the plane of the sky, it is gen-
erally non-trivial to derive the intrinsic 3D physical prop-
erties, such as the gas density and gas clumping factor
C(r) from clusters observations. In the following section,
we present a novel method to measure the 3D gas density
and gas clumping factor profiles from X-ray observations of
galaxy clusters.
2.1 Deprojecting 3D gas density
The first step in the X-ray cluster profile analysis is to
recover the electron density ne(r) by deprojecting the X-
ray surface brightness profile. We assume that the cluster
is spherically symmetric, and it has an onion-like structure
with n concentric spherical shells, each characterized by uni-
form gas density and temperature within it (see Fig. 1).
Therefore, the cluster image in projection is divided into n
rings (or annuli) of area A = (A1, A2, ..., An), which are as-
sumed to have the same radii of the 3D spherical shells of
radius r = Ri, i = 1, ..., n. Hereafter we assume that the
index j (i) indicates the shell (ring) defined by two radii
(rin, rout). The X-ray boundary (the most external ring) is
the n-th ring with the area An and radius Rn.
From the two-dimensional surface brightness map SX,
we first compute the 1D surface brightness profile SX(r)
(i.e. the surface brightness averaged in circular annuli). We
then converted the surface brightness into the summation of
volume emission density under the assumption of spherical
symmetry and onion–like structure. Specifically, following
Kriss et al. (1983), we express the relation between the sur-
face brightness SX and the gas density ne in Equation 1
using the following matrix formalism:
SX,i =
1
4pi(1 + z)4
Λ(T ∗proj, Z)
n∑
j=i
V
j
i
(
Cjn
2
e,j
)
/Ai + Ni,
(4)
where Λ(T ∗proj, Z) is the cooling function, T
∗
proj is the ob-
served (projected) temperature, Z is the metallicity, C =
C(r) is the gas clumping factor, and ne =< ne > is the av-
erage value of the gas density in the j-th shell. Ni is the noise
vector at the i-th annulus (given by Equation 5), and Vji is
an element of the upper triangular n × n matrix with the
n-dimensional column vectors V1,V2, ...,Vn representing the
effective volumes, i.e. contributions of the volume fraction of
the j-th spherical shell to the i-th annulus with j 6 i. Note
that we did not use a geometrical volume to deproject the
surface brightness, since this assumes a constant gas den-
sity in each shell, which introduces a bias in the derived 3D
quantities. Instead, we used the effective volume V, which
takes into account the gradient of the physical parameters
within each shell in order to provide an unbiased estimate of
the 3D gas density (see Appendix B of Morandi et al. 2007).
Next, we derive the emission measure K˜ =
∫
n2e dV by
solving Equation 4 and using a MEKAL model (Kaastra
1992; Liedahl et al. 1995) for computing the emissivity
Λ(T ∗proj, Z). To obtain the emission measure, we create
Chandra spectra, in which the emissivity model is folded
through the instrumental responses (ARF and RMF) along
with absorption, temperature and metallicity measured in
the i-th ring. The model of SX is then obtained by rescaling
the Chandra spectra by the observed counts in the i-th ring.
Finally, we invert the emission measure profile to derive the
desired 3D gas density profile.
Note that this method exploits the mild dependence
of the cooling function Λ(T ) on T 1, such that the system-
atic uncertainties in the estimated projected temperature
do not introduce large systematic errors (less than a few
percent) in the determination of the normalization of the
emission measure at the i-th radial shell, Ki. This approach
thus enables us to derive the projected density in annuli
even with modest (e.g., several hundred) counts without us-
ing spatially-resolved spectral analysis, which requires large
photon statistics (e.g., over 2000 net counts per annulus).
Errors are computed by performing 1000 Monte Carlo sim-
ulations of the observed counts.
2.2 Constraining the gas clumping factor
Inhomogeneous 3D gas density distribution leaves its im-
prints on the 2D surface brightness distribution SX. From
the binned surface brightness map averaged in circular an-
nuli, we can measure the total scatter σSX ,tot as a standard
deviation of the surface brightness in each annulus:
σ2SX ,tot = σ
2
SX ,intr + σ
2
SX ,noise , (5)
1 The integrated cooling function in (0.5−5) keV band is approx-
imately given by Λ(T ) ∝ T−α with 0.1 . α . 0.2 for T ∼ 7− 12
keV.
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Figure 2. Mock Chandra simulations of the cluster CL104 viewed along the z projection for a deep (tint = 2Ms) integration time.
In the left image we show the X-ray emission from the clusters folded through the Chandra response without Poisson noise and X-ray
background. We then added Poisson noise in the middle image and X-ray background in addition in the right image. The size of the
region shown is approximately 4.7 Mpc centred on the minimum of cluster potential. The pixel size of the image is about 10 kpc. Red
and blue circles indicate R500 and R200, respectively.
which is the sum of the intrinsic scatter in the binned sur-
face brightness (σSX ,intr) and the noise (σSX ,noise). The sec-
ond term includes the contributions from Poisson noise, i.e.
the square-root of the total (source+background) counts.
The first term contains the information we are looking for;
namely, it is related to the scatter in the gas density distri-
bution σne,intr, which in turn is related to the gas clumping
factor:
C ≡
〈
n2e
〉
〈ne〉
2
= 1 +
σ2ne,intr
〈ne〉
2
, (6)
(c.f. Equation 2). The covariance matrix Cn2
e
of n2e is then
related to σSX ,intr via the following relation:
Cn2
e
= (VtC−1SXV)
−1 , (7)
where CSX is the intrinsic scatter diagonal ma-
trix [σSX ,intr]
2, with entries on the main diagonal
σSX ,intr,1, σSX ,intr,2, ...σSX ,intr,n (see e.g. Morandi et al.
2011). Therefore, the idea of our approach is to infer the
intrinsic scatter of the gas density distribution σne,intr from
the observed surface brightness inhomogeneities σSX ,tot
through these relations.
In practice, the inference of σSX ,intr is complicated in
presence of noise in real data. Fig. 2 shows the surface bright-
ness maps SX for the noiseless data (left panel), mock 2Ms
Chandra observation of a simulated cluster without (middle
panel) and with X-ray background (right panel). These fig-
ures illustrate that the total (observed) scatter (σSX ,tot) is
the superposition of the intrinsic scatter in the X-ray surface
brightness (σSX ,intr) and noise (σSX ,noise). The latter be-
comes larger at the outer radii, where Poisson noise and/or
X-ray background are more dominant.
In order to recover σSX ,intr, we re-bin the observed
surface brightness map SX such that (a) there are enough
(∼> 15 − 20) counts per pixel to assume Gaussian total er-
rors, (b) X-ray background does not show any appreciable
spatial variation, and (c) there are enough spatial resolu-
tion to identify and remove significant contaminations due
to point sources and substructures. Note that the removal of
detectable substructures eliminates the non-Gaussian tails
of the probability density distributions (Zhuravleva et al.
2013), making it approximately Gaussian. We evaluate our
ability to significantly measure σSX ,intr by using the follow-
ing F-test:
F =
σ2SX ,tot
σ2SX ,noise
, (8)
which has the F-distribution under the null hypothesis (i.e.
the total scatter is consistent with Poisson noise). In other
words, the evidence becomes increasingly inconsistent with
the null hypothesis as the value of F becomes larger than
1. In our work, F increases as we increase the annulus size
and/or reduce the error variance by taking longer integration
time.
In the following sections we first test our method us-
ing hydrodynamical simulations and then apply it to real
Chandra observations of A1835.
3 TESTING WITH HYDRODYNAMICAL
SIMULATIONS
3.1 Simulated clusters sample
We analysed a sample of high-resolution hydrodynamical
simulations of galaxy clusters formation from Nagai et al.
(2007a,b, hereafter N07), which were performed using the
ART code (Kravtsov et al. 2002; Rudd et al. 2008). In this
work, we analysed the outputs of the simulations that in-
clude radiative cooling, star formation, metal enrichment
and stellar feedback. In particular, we focused on two X-
ray luminous clusters, CL104 and CL101, at z=0 with the
(core-excised) X-ray temperature of TX = 7.7 and 8.7 keV,
respectively. CL101 is a massive, dynamically active cluster,
which has recently experienced violent mergers (at z ∼ 0.1
and z ∼ 0.25) and contains two major substructures near
c© 0000 RAS, MNRAS 000, 000–000
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the core at z=0. These two substructures have been identi-
fied by visual inspection and masked out before its analysis.
CL104 is a similarly massive cluster, but with a more quies-
cent mass accretion history. This cluster has not experienced
a significant merger for the past 8 Gyr, making it one of the
most relaxed systems in the N07 sample. Each cluster is sim-
ulated using a 1283 uniform grid with eight levels of refine-
ment. Clusters are selected from 120h−1 Mpc computational
boxes, achieving peak spatial resolution of ≈ 3.6h−1 kpc,
sufficient to resolve dense gas clumps on scales larger than
the resolution limit. The DM particle mass in the region sur-
rounding the cluster is 9× 108h−1M⊙, while the rest of the
simulation volume is followed with lower mass and spatial
resolution. We refer readers to N07 for further details of the
simulations.
We generate mock 2Ms Chandra observations of the
simulated clusters, by placing them at the observing red-
shift of z = 0.253. We then analysed the outputs of the mock
Chandra spectra of the simulated clusters. Specifically, from
the 3D gas density, temperature and metallicity data cubes,
we first compute the X-ray surface brightness map SX using
Equation 1. For each cluster and for each projection axis
(x, y and z), we then create mock Chandra spectra, using
the MEKAL model for the emissivity Λ(T ∗proj, Z) and con-
volving it with the instrumental responses (ARF and RMF).
The simulated spectroscopic temperatures are obtained by
fitting the mock spectra in the (0.6 − 7) keV range using
a single temperature MEKAL model after subtracting the
background. We assumed the same hydrogen column density
and the ACIS “blank-sky” background used in the analysis
of A1835 discussed in § 4.1. We estimate errors at the 68%
confidence level using the tasks error and steppar.
3.2 Reconstruction of gas density and clumpiness
from simulations
We test the performance of our non-parametric method for
reconstructing the 3D gas clumping factor using mock Chan-
dra simulation of galaxy clusters. We re-binned the observed
surface brightness map SX so that there are enough counts
(∼> 15 − 20) per pixel to assume Gaussian total errors. We
then compute the azimuthally-averaged surface brightness
profile SX(r) and derive the 3D gas density and gas clump-
ing factor profiles using the method described in §2.1. We
selected the boundary radius according to the following cri-
teria: the null hypothesis that the total scatter is consistent
with Poisson noise is rejected with a probability of 90% (see
Equation 8).
Fig. 3 shows the recovery of 3D gas density and clump-
ing factor profiles from the 2Ms mock Chandra analysis of
CL101 and CL104 clusters viewed along three orthogonal
projections (indicated by triangle, square, circle points for
x, y, z projection axes, respectively). In addition, we per-
formed a noiseless analysis without Poisson noise and X-
ray background (indicated by diamonds). We find a good
agreement between the measured gas density and gas clump-
ing factor profiles and their true values measured directly
in simulations out to r ∼ 1.5R200 . For the relaxed cluster
CL104, the recovery of the 3D gas density is accurate to
5%−10%. The recovery is still quite good for the unrelaxed
cluster CL101, with a slightly enhanced bias at the level
of 15% − 20% due to the combination of substructures and
aspherical gas distribution in such a disturbed system.
4 X-RAY ANALYSIS OF ABELL 1835
The cluster A1835 is a luminous cluster at redshift z =
0.253, which exhibits several indications of a relaxed clus-
ter. For instance, its X-ray emission peak is associated with
a cool core and it is well centred on the Brightest Cluster
Galaxy. The X-ray isophotes appear quite regular, with a
low degree of ellipticity, and there are no significant sub-
structures. This is also a strong cooling core (SCC) cluster,
where the central cooling time tcool ≃ 10
9 yr is consider-
ably less than the age of the universe (Morandi & Ettori
2007). The cool-core-corrected X-ray temperature is TX =
10.12± 0.15 keV, and the abundance is Z = 0.44± 0.04Z⊙.
Like other SCC clusters, A1835 shows a strong spike in the
X-ray surface brightness profile and a drop in the temper-
ature with T ∼< 5 keV in the central region. The temper-
ature profile is also quite regular throughout the cluster.
A full description of the X-ray analysis can be found in
Morandi et al. (2012). Here we briefly summarize aspects
of our data reduction and analysis of A1835 relevant for this
work.
4.1 X-ray data reduction
We reduced the Chandra X-ray data using the CIAO data
analysis package – version 4.5 – and the calibration data
base CALDB 4.5.6. We analysed three data sets retrieved
from the NASA HEASARC archive (observation ID 6880,
6881 and 737 obtained by using the ACIS–I CCD imaging
spectrometer) with the total exposure time of approximately
200 ks.
The level-1 event files were reprocessed to apply the
appropriate gain maps and calibrations. We used the
acis process events tool to check for cosmic ray back-
ground events and to correct for eventual spatial gain vari-
ations caused by charge transfer inefficiency to re-compute
the event grades. We then filtered the data to include the
standard event grades 0, 2, 3, 4 and 6 only, and thereby fil-
tering for the Good Time Intervals (GTIs). We then used
the tool dmextract to create the light curve of the local
background, followed by a careful screening to discard con-
taminating flare events. In order to clean the data sets as-
sociated with the periods of anomalous background rates,
we used the deflare script, filtering out the times where
the background count rate exceeds ±3σ of the mean value.
Finally, we select the energy range 0.3− 12 keV to generate
a level-2 event file.
Bright point sources (∼ 100) were identified and masked
out using the script vtpdetect from the level-2 file. In addi-
tion, we masked out two additional low-mass clusters iden-
tified by the Sloan Digital Sky Survey (SDSS), MAXBCG
J210.31728+02.75364 and WHL J140031.8+025443 (see
Bonamente et al. 2013). After masking out point sources
and low-mass systems, the X-ray images were extracted from
the level-2 event files in the energy range (0.5−5.0) keV, cor-
rected for the exposure map to remove the vignetting effects.
We then create an exposure-corrected image from a set of
observations using the merge obs to combine three ACIS–I
c© 0000 RAS, MNRAS 000, 000–000
6 Morandi, Nagai, & Cui
Figure 3. Three-dimensional gas clumping (upper panel) and gas density (lower panel) profiles retrieved from mock Chandra analyses of
CL104 (left panel) and CL101 (right panel). Solid line shows the true clumping factor (in the top panel) and gas density (in the bottom
panel) of the clusters in the ith spherical shell, whose width is graphically represented by the horizontal solid lines. Circles with errorbars
indicate the gas clumping factor (in the top panel) and gas density (in the bottom panel) retrieved from the X-ray analysis along the z
projection, while the triangles (squares) indicate the x (y) projection (errorbars are omitted for clarity). We also report the fractional
total scatter at the bottom of each panel. Diamonds show the results of the noiseless analysis (i.e. neglecting Poisson noise and X-ray
background) for the z projection. The arrowhead pointers at top of each plot indicate the locations of R500.
observations. All maps were checked by visual inspection at
each stage of the process.
From the X-ray images we measure the emission mea-
sure profile, which is then inverted to obtain the 3D gas den-
sity profile. We first determine the centroid (xc, yc) of the
surface brightness image by locating the position where the
derivatives of the surface brightness variation along two or-
thogonal (e.g., X and Y) directions become zero, which was
found to be a more robust determination of the centroid than
the centre of mass or fitting a 2D Gaussian. We constructed
a set of circular annuli around the centroid of the surface
brightness. In each concentric ring, we performed a spec-
tral analysis (a) by extracting the source and background
spectra in the energy range (0.6 − 7) keV ((0.6− 5) keV in
the last annulus) using the CIAO specextract tool from
each observation and (b) by fitting the composite spectra
using the APEC emission model (Foster et al. 2012). For
the spectral fitting, we group photons into bins of at least
20 counts per energy channel and applying the χ2-statistics.
Thus, there are three free parameters: the normalization of
the thermal spectrum Ki ∝
∫
n2e dV , the emission-weighted
temperature T ∗proj,i, and the metallicity Zi. We assume the
HI column density of NH = 0.0232 × 10
22cm−2. We anal-
ysed three observations individually to check for consistency
before analysing a joint data set.
Since we are analysing ACIS imaging observations
whose field-of-view is comparable to the extent of the source,
it is difficult to estimate the background from the same data
set. We therefore estimate the background spectra using the
ACIS “blank-sky” background files as follows. We first ex-
tract the blank-sky spectra from the blank-field background
data provided by the ACIS calibration team in the same
chip regions as in the observed cluster spectra. We then
analyse the blank-sky observations using the data reduc-
tion procedure consistent with the one applied to the cluster
data. Specifically, we re-project the blank-field background
data on to the sky according to the observation aspect in-
formation using the reproject events tool. We then scale
the blank-sky spectrum level to the corresponding observed
spectrum in the 9.5-12 keV energy range, in which the con-
tribution from the cluster emission is small. In this way, we
are using the ARF and RMF files derived consistently for
the source and the estimated background. However, in the
soft X-ray band (∼< 2 keV), appropriate adjustments are re-
quired since the background can vary both in time and in
space (Vikhlinin et al. 2006). To make these adjustments,
we extract spectra from a certain fraction of the detector
areas that are free from the cluster emission and subtract
the adjusted blank-field background. We then fit the resid-
uals with an unabsorbed ∼ 0.5 keV thermal plasma model
at z = 0 and assuming solar metallicity. We include the
recovered soft emission as an additional component in the
spectral fits.
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. Chandra X-ray observations of A1835. Left panel: 3D gas clumping factor (upper panel) and gas density (lower panel) profiles.
Dashed line shows the 3D gas density profile from Bonamente et al. (2013). Right panel: observed and deprojected temperature profile
(upper panel) and entropy profile (lower panel). In the bottom panels, we show results with (circles) and without (triangles) the gas
clumping factor, while the dashed line indicates the profiles from Bonamente et al. (2013). In the top-right panel, the solid circles and
diamonds show the projected and deprojected temperature profiles, respectively, while the blue open circles are the projected temperature
profile from Bonamente et al. (2013). For the deprojected temperature we omitted the errorbars for clarity. R500 = 1587 kpc.
4.2 Reconstruction of gas clumpiness and density
in A1835
We re-bin the stacked surface brightness map SX into cells
of 16 × 16 pixels each, such that there are more than 15
counts per pixel. We emphasize that we rebin the surface
brightness image after removing point sources from the orig-
inal Chandra map with about 0.5 arcsec angular resolution.
This enables effective identification and removal of point
sources, which can significantly affect the extremely low sur-
face brightness level in the cluster outskirts, which is well
below the cosmic X-ray background. We then compute the
azimuthally averaged surface brightness profile SX(r). Fi-
nally, we apply the method described in §2.1 on SX(r) to
derive the 3D gas density and gas clumping factor profiles.
We selected the boundary radius according to the following
criteria: the null hypothesis that the total scatter is consis-
tent with Poisson noise is rejected with a probability of 90%
(see Equation 8). The boundary radius is set to 2100 kpc in
our A1835 analysis.
The left panel of Fig. 4 shows the derived 3D clumping
factor and gas density for A1835. The gas clumping factor
profile becomes larger than the unity at r ∼> R500, where
R500 = 1587 kpc. The gas clumping factor appears to in-
crease with radius, reaching C ≈ 2− 3 at r ∼> R500, but the
error bar is large. The right panel of Fig. 4 shows the tem-
perature profile of A1835, which shows a drop by roughly a
factor of 2.5 from the peak temperature at r ≈ R200. Our
finding is analogous to the recent result by Bonamente et al.
(2013) who also reported a drop in temperature profile at
large radii. However, we find that our temperature drop is
less pronounced than their measurements. As a result, our
derived entropy profile is nearly flat at large radii (r ∼> R500),
in contrast to the recent claim by Bonamente et al. (2013)
who reported a negative entropy gradient beyond R500,
which led the authors to conclude that the cluster gas is
convectively unstable at large radii. We note that this is
due to the combination of differences in the derived pro-
jected temperature profile as well as the gas clumping factor
considered in this work, but not in Bonamente et al. (2013).
Further work is needed to understand the origin of these
discrepancies. Nevertheless, we verified that these system-
atic uncertainties have a small impact on the recovery of
the 3D gas density and hence gas clumping factor profiles,
as evidenced by the good agreement between our gas density
profile (without gas clumping factor correction) and that de-
rived by Bonamente et al. (2013) (see the lower-left panel of
Fig. 4).
We point out that the angular resolution of the rebinned
image (≈ 8 arcsec, which corresponds to the physical scale of
about 30 kpc) sets the smallest scale down to which we can
resolve gas clumps. Note also that, in § 3.2, we also tested our
method on the simulated clusters which resolves dense gas
clumps down to about 10 kpc, demonstrating that we can
indeed recover the true clumping factor in the simulations
from the rebinned image (see Fig. 3). However, since our
method does not detect the small-scale clumps below 10 kpc,
we emphasize that the clumping factor inferred from our
c© 0000 RAS, MNRAS 000, 000–000
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method should be taken as a lower limit of the true clumping
factor.
5 DISCUSSIONS & CONCLUSIONS
In this work we present a non-parametric method for re-
constructing the gas clumping factor in the ICM from X-
ray observations of galaxy clusters. For the first time, our
method makes a direct and logical connection between the
X-ray surface brightness fluctuations and the 3D clumping
factor. Analyzing mock Chandra observations of simulated
clusters, we show that this method enables the accurate re-
covery of the 3D gas density and clumping factor profiles out
to large radii of galaxy clusters. We then use this method to
derive a first observational measurement of the gas clump-
ing factor out to R200 from Chandra X-ray observations of
A1835. The Chandra’s superior angular resolution enables
robust identification and removal of point sources from the
X-ray images, while minimizing the contribution from the
bright cluster core to the emission in the outer volumes.
We find that the gas clumping factor increases with radius
and reaches 2 − 3 at r ∼> R500 of A1835. Our results are in
good agreement with the predictions of hydrodynamical sim-
ulations, but significantly smaller than those inferred from
Suzaku.
We also show that the radially increasing gas clump-
ing factor also causes flattening of the entropy profile and
affects physical interpretation of the stability of the clus-
ter gas structure at large radii. However, we find that the
observed entropy profiles in the outskirts of A1835 cannot
be explained by the observed clumpiness alone. Our analysis
shows that the observed temperature profile decreases mono-
tonically with radius towards the outskirts of A1835, and
this is also partly responsible for flattening of the observed
entropy profile at r ∼> R500. Additional cluster physics, such
as non-thermal pressure due to bulk and turbulent gas mo-
tions, is likely required to explain these observed temper-
ature and entropy profiles (Fusco-Femiano & Lapi 2013).
Note, however, that our results are marginally in tension
with previous findings, and further work (with special care
on the treatment of foreground and background) is needed
to evaluate the relative importance of gas clumping and non-
thermal pressure support from these data.
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