For any graph G and a set ~ of graphs, two distinct vertices of G are said to be ~-adjacent if they are contained in a subgraph of G which is isomorphic to a member of ~. A set S of vertices of G is an ~-dominating set (total ~¢~-dominating set) of G if every vertex
I. Introduction
For graph theory terminology not presented here, we follow [7] . All our graphs are finite and without loops or multiple edges.
The concept of 'domination' in a graph was introduced in 1862 by de Jaenisch [11] when he posed the problem of finding the minimum number of queens that can be placed on a chess board so that each square can be attacked (dominated) by at least one of the queens. The theory of domination in graphs was formalized by Ore [26] in 1962 and Berge [3] in 1973. In 1980 Cockayne et al. [8] initiated a study of total domination in graphs.
More formally, a set D of vertices in a graph G is defined to be a dominatin9 (total dominating) set 
of vertices of G if every vertex of V(G) -D (V(G), respectively) is
adjacent to a vertex of D other than itself. The minimum cardinality of a dominating (total dominating) set of G is called the domination number (total domination number, respectively) of G and is denoted by 7(G) (Tt(G), respectively).
The problem of finding the domination number or total domination number of a graph appears to be computationally very difficult. In fact, there is no known efficient algorithm for computing either parameter and the problem of determining whether the domination number of a graph is at most k for some fixed positive integer k is known to be NP-complete (cf. [13] ). It is thus important to find sharp upper bounds for these parameters. Ore [26] showed that if G is a graph with no isolated vertex, then the complement V(G) -D of a minimal dominating set D is itself a dominating set of G. This now gives the following upper bound for the domination number of a graph.
Theorem 1.1. If G is a graph of order p without isolated vertices, then 7(G) <~ p/2.
The bound given in Theorem 1.1 can be attained. For example, if m is a positive integer, then G ~ mK2 is a graph without isolated vertices such that ~(G) = p(G)/2.
Cockayne et al. [8] established the next result.
Theorem 1.2. If G is a connected graph of order p >1 3, then yt(G) <~ 2p/3.
In 1956 Nordhaus and Gaddum established bounds on the sum and product of the chromatic numbers of a graph and its complement (cf. [25] ). Nordhaus-Gaddum-type bounds for domination numbers were found by Jaeger and Payan [22] . The upper bounds given in Theorem 1.3 are attained if and only if G ~ Kp or/~p. We now turn to relationships between various domination parameters. Allan et al. [2] established the following result.
Another domination parameter that has received considerable attention in the literature is the 'independent domination number.' A set I of vertices in a graph G is an independent dominating set of G if I is independent and every vertex of V(G) -I is adjacent with some vertex of I. The independent domination number fiG) of G is the minimum cardinality among all independent dominating sets of G. Allan et al. [2] established the following relationship between the domination number and independent domination number of a graph.
Theorem 1.5. For any graph G of order p and without isolated vertices,

7(G) + i(G) <~ p.
Since every independent dominating set of a graph is also a dominating set, it follows that 7(G) ~< i(G) for any graph G. Of course, 7(G) may be less than i(G).
For example, if G is obtained from two copies of Kl,k (k/> 2) by joining the vertices of degree k, then ?(G) = 2 while i(G) --k + 1. Allan and Laskar [1] established the following sufficient condition for ?(G) to equal i(G) in a graph G.
Theorem 1.6. If G is a 9raph that contains no induced subyraph isomorphic to KI,3, then ?(G) = i(G).
Bollobas and Cockayne [4] extended the above result by Allan and Laskar to obtain another relationship between the domination and independent domination numbers of a graph.
Allan et al. [2] settled a conjecture by Dawes (cf. [2] ) when they proved the following theorem.
Theorem 1.8. If G is a graph of order p such that each component has at least three vertices, then i(G) + 7t(G) <~ p,
That the bounds given in Theorems 1.4, 1.5 and 1.8 are best possible can be seen by considering the tree obtained from a path by joining a new vertex to each vertex on the path.
We have surveyed here only the results to which we will refer in the next two sections. For a more comprehensive list of references on this topic we refer the reader to [10, 14, 23] .
Intuitively, the study of domination deals with the problem of finding a set S of vertices in a graph (which may have to satisfy some property) so that each vertex of some possibly different set S' of vertices is adjacent with some vertex in S. By allowing 'adjacency' to take on a more general form the concept of domination can be studied in even more diverse settings.
For a graph G and a set of of graphs, two distinct vertices of G are said to be of-adjacent if they are contained in a subgraph of G which is isomorphic to a member of of. For the remainder of this paper we survey domination results with respect to .;~f~ -adjacency in the case where of = {Pk 12 ~< k ~< n} or of = {Kn} for some integer n>~2.
Distance domination
In 1977 Lichtenstein [24] considered the following geometric problem: For a given (finite) subset P of points in Z × Z and a positive integer n, what is the smallest cardinality of a subset P' of P such that every point of P-P' is within Euclidean distance n of some point in P' given that the graph with vertex set P' in which two points of P' are adjacent if and only if they are within Euclidean distance n of each other is connected? Of course, this problem is defined only if the graph with vertex set P and such that two points of P are joined by an edge if and only if they are within distance n of each other is itself connected. It was shown [24] that this optimization problem appears to be computationally difficult by showing that a corresponding decision problem is NP-complete.
This geometric problem and concepts discussed earlier suggest several related graph problems which have since then been introduced and studied. For an integer n/> 2 a P<~n -dominating (total P<~n-dominating) set of a graph G is a set Dn of vertices such that every vertex of V(G)-D~ (respectively, G) is within distance (n-1) from some vertex of D~. If u and v are vertices of G such that d(u, v) ~< n -1, then we say that u P<~n-dominates v. The P<n-domination number yn(G) (the total P<~n-domination number 7tn(G)) is the minimum cardinality among all P~<n-dominating sets (total P~<~-dominating sets) of G. Thus 72(G) = y(G) and yt~(G) = 7t(G).
The problem of finding P~<n-dominating sets in a graph has potential applications to facility location problems. For example, in a hypothetical model each vertex of G represents a customer or a site for a facility. A P~<n-dominating set D, of G corresponds to a collection of potential sites so that every customer is within distance n-1 from some facility. An optimal solution is a minimum cardinality set of facilities with this property.
From a computational point of view the problem of finding y,(G) appears to be very difficult. In fact, there is no known efficient algorithm for solving this problem and a corresponding decision problem is NP-complete (see [6] ). The computability of 7n(G) if G belongs to certain special classes of graphs (for example, if G is bipartite or chordal of diameter 2n + 1) has been considered, but even with these restrictions the problem remains NP-hard (see [6] ). Further aspects of the computability of y,(G) are discussed in [5, 6, 12] .
Since the problem of computing ~n(G) appears to be a difficult one, it is desirable to find good bounds on this parameter. In [15] the following extension of Theorem 1.1 is given.
Theorem 2.1. For an integer n >1 2, if G is a connected graph of order p >>, n, then yn(G) ~ pin.
The proof of Theorem 2.1 that is given in [15] suggests an algorithm that finds, for a connected graph G of order p, a P~n-dominating set of cardinality at most pin. Clearly, if G is a connected graph of order p < n, any vertex of G will P~n-dominate every vertex of G. We thus confine ourselves to graphs of order p 1> n. The class of paths P2n and the class of cycles C2, illustrate that the bound in Theorem 2.1 can be attained. Furthermore, for any integers p, n and k such that n ~> 2, p >~ 2n and 2 <~ k <~ p/n, the graph G=H(p,n,k) obtained by attaching disjoint paths of length n -1 to k vertices of Kp-(,-1)k is such that 7n(G) --k and p(G) = p.
We next consider an application of total P<n-dominating sets of a graph and a bound on the total P<~n-domination number of a graph. The problem of finding total P<~n-dominating sets has potential applications to storage location problems in a computer network. Suppose G is a graph that models a multiprocessor computer network where the vertices of G represent processors and an edge of G indicates that the processors corresponding to its end vertices can communicate directly. The same data are to be stored at each member of a subset S of these processors so that any processor in the rest of the network can be sent this information in at most n-1 time units (where a time unit is the time it takes for the data to be sent between adjacent processors). Furthermore, we wish to select S in such a way so that if a processor should lose its data due to failure, then it can obtain the data from another element of S in at most n-1 time units. (We assume here that at most one of the elements of S will fail at any one time.) The problem of finding such a set S corresponds to the problem of finding a total P~n-dominating set of vertices of G and an optimal solution to the problem has cardinality 7t~(G).
As is the case for the P~<,-domination number of a graph, it appears to be a computationally difficult problem to determine the total P~<,-domination number of a graph. There is no known efficient algorithm for this purpose. However, the following result from [15] , which extends Theorem 1.2, provides a sharp upper bound for the total P<~,-domination number of a connected graph. 
t(G) = 2k = 2p(G)/(2n -1).
The next two Nordhaus-Gaddum-type results were obtained in [15] and extend the results of Theorem 1.3. We now turn to the Nordhaus-Gaddum-type results with respect to the total P<~n-domination number which were obtained in [15] . We now consider a generalization of independent dominating sets and the independent domination number of a graph. For n ~> 2 an integer, we define a set I of vertices of G to be PEn-independent in G if every vertex of I is at distance at least n from every other vertex of/in G. We say I is a P<~n-independent dominatin9 set of G if/is a P~<n-independent set in G and I is a P~<n-dominating set of G. The P<~n-independent domination number in(G) of G is the minimum cardinality among all P~<n-independent dominating sets of G. Hence, iz(G)= i(G) and P~<2-independent dominating sets of G are independent dominating sets of G.
P~<n-independent dominating sets have potential application to emergency aid centre location problems. Suppose a graph G is used to model a street system where vertices of G correspond to intersections and edges of G link vertices corresponding to adjacent intersections. A number of emergency aid centres are to be built at various points in the city so that each person living in the city is within n -1 blocks of one of these centres. Furthermore, to avoid congestion in a crisis situation, these facilities are to be built in such a way that they are at least n blocks apart. The problem of finding such a collection of potential sites for emergency aid centres amounts to finding a P~<n-independent dominating set of vertices in G and an optimal solution has cardinality in (G) .
Relationships between the parameters 7, ~t and i were discussed in the introduction. We next turn to corresponding relationships between the parameters Yn, yt and in for a given graph. The next result was proved in [17] and extends Theorem 1.4.
Theorem 2.5. For an integer n >~ 2, if G is a connected 9raph of order at least 2n, then 7n(G) + 7t~(G) ~< 2p(G)/n.
The bound of Theorem 2.5 is best possible as we now show. Let H1,HE ..... Hk be k ~> 1 disjoint copies of the path on 2n vertices. Observe that rad Hi = n and that Hi is bicentral. Let {ui, vi} be the two central vertices of Hi (1 ~< i ~< k) and let the graph H be obtained from U~=l Hi by adding, if k ~> 2, the edges uiui+l for 1 ~< i ~< k -1.
In [17] the following generalization of Theorem 1.5 was established. Since every P<n-independent dominating set is also a P~<n-dominating set, 7n(G) <~ in (G) . In the last example 7n(G)=in(G) . However, there are graphs for which equality does not hold. For example, let G be the graph obtained from a path P : ul, u2 ..... u3n-2 of order 3n -2 by joining an end vertex of a path Q of order n -1 to un and an end vertex of a path R of order n -1 to u2n-1. Then 7n(G) = 2 while in(G) = 3. The next result which generalizes Theorem 1.6 was established in [18] and gives a sufficient condition for a graph G to have in(G)= 7n(G). We need the following definition. Let G be a graph that contains a P~<n-independent set Ik of k vertices and a vertex v that is within distance n -1 from every vertex of Ik in G. Then a connected subgraph of G of minimum size that contains all the vertices of Ik t3 {v} is called a P<~n-generalized Kl,k in G.
Theorem 2.7. For n ~ 2 an integer, if G is a graph containing no P~n-generalized
K1,3, then yn(G)= in(G).
The next result was established in [18] and generalizes Theorem 1.7.
Theorem 2.8. For integers n >1 2 and k ~ 2, if G is a graph containing no p<n_
In [18] the following relationship between the total P~<n-domination number and P~<n-independent domination number of a tree is established.
Theorem 2.9. For an integer n >1 3, if G is a tree of order
The graph G described in the paragraph following Theorem 2.6, shows that the bound in Theorem 2.9 is best possible.
In [16] 'distance domination critical' graphs are studied. In particular, for an in-
all vertices v of G. A graph that is (?n,k)-critical for some k is also called a P~<n-critical graph. These P~<n-critical graphs have application to multiprocessor networks. They have the desirable characteristic that any processor can be in a minimum set of 'P~<n-dominating' processors and failure of any processor leaves a network which requires fewer 'dominating' processors.
Dominating with complete graphs
This section is devoted to the problem of 'dominating' by complete graphs. We say that two vertices of a graph are Kn-adjacent in a graph G if they belong to a common subgraph of G isomorphic to K,. These concepts have potential applications to committee structuring. Consider, for instance, the following example. Given that each member of a population serves on some committee of n members, find a smallest executive committee in the population such that every non-member serves on a committee (of n members) with at least one member of the executive committee to enhance communication. We can associate the members in the population with the vertices of a graph G, two vertices of G being adjacent if and only if there is some committee (of n members) on which they both serve. Hence, for each such committee in our population, there is a subgraph of G, isomorphic to Kn, whose vertices correspond to the members of the committee. In graph theoretic terms, the set of vertices of G corresponding to the members of the executive committee form a Kn-dominating set of G. The problem is then to find a Kn-dominating set of G of cardinality 7n(G).
Moreover, if the executive committee in the population satisfies the further condition that each one of its members serves on a committee (of n members) with at least one other member of the executive committee, to foster co-operation among the members of the executive committee itself, then the set of vertices of G which correspond to the members of such an executive committee form a total Kn-dominating set of G. Further, an optimal such executive committee has 7~,(G) members. The problem of finding 7x,(G) or 7xo(G) for a graph G without K,-isolated vertices appears to be computationally difficult and no efficient algorithm for this purpose is known. It is thus important to find easily computable upper bounds for these parameters. The following sharp bound on yx.(G) for n = 3,4 was proved in [20] and extends Theorem 1.1.
Theorem 3.1. Let n E {3,4). If G is a graph of order p with no Kn-isolated vertex, then yK,(G) ~< p/n.
To see that the bounds in Theorem 3.1 are sharp, consider the graph G = kKn for n = 3,4. Then 7Ko(G) = k and p(G) = nk, so that ~/K,(G) = pin.
The bound on 7Ko(G) for n----3,4 given in Theorem 3.1 does not hold for n >~ 5 (see [20] ). To see this, let n/> 5 be an integer and suppose i is an integer with 2 ~< i < n/2. Let G be the graph shown in Fig. 1 for which yr,(G 
It remains an open problem to find good bounds for 7Ko(G) in the case where n/> 5. We now turn to bounds on y~o(G). In order to describe these bounds we need the following definition. For vertices u and v of a graph G, a u -v Kn-path of G is a finite,
G :
f'(t [(t Fig. 1 . A graph G with no Kn-isolated vertex and with 7Kn(G) = 2 > p/n (= denotes the join operation).
alternating sequence of vertices and subgraphs of G, isomorphic to K,, beginning with u and ending with v, such that the vertices of the sequence are distinct, the subgraphs of the sequence are distinct and every subgraph of the sequence is immediately preceded and succeeded by a vertex that is contained in that subgraph. We say that if there is a u -v K~-path, then u is Kn-connected to v in G and G is Kn-connected if every two of its vertices are K,-connected. The number of different subgraphs isomorphic to K, to which a vertex v belongs is called its Kn-degree and is denoted by degK, ' v. Let
In [19] it is shown that for n >/2, if G is a graph with no Kn-isolated vertex, then 7~°(G) <-G p -AKo(G) + 1. Unfortunately, it appears to be a computationally difficult problem to find AK,(G). However, the next result obtained in [19] We now discuss the sharpness of the bounds in In [21] relationships between 7xo(G) and ~,(G) are investigated. In particular the following extension of Theorem 1.5 is established. It is conjectured in [21] that for n/> 2, if G is a Kn-connected graph of order at least n + 1, then 7K,(G)+ 7~.(G) ~< ((3n -2)/n 2) p(G). If this conjecture is true, then the following example given in [21 ] shows that this bound can be attained. For n >/3, let F be the graph obtained by the removal of a single edge uv from Kn+~ and let F1,F2 ..... F~-I be n -1 disjoint copies of F and ui (vi, respectively) the vertex in Fi corresponding to u (v, respectively) for 1 ~< i ~< n -1. Let H be the graph obtained IIn--I F" from vi=l , by inserting a new vertex Un and an edge between every pair of vertices ut, uj with 1 ~< i < j ~< n. The graph H is shown in Fig. 3 
(H).
Further properties of these Kn-domination parameters are investigated in [14] .
