Abstract. In this paper, we introduce some properties of beta k -distribution defined in [1] . We present some inequalities involving beta k -distribution via some classical inequalities, like Chebyshev's inequality for synchronous (asynchronous) mappings and Holder's inequality. Also, we discuss the inequalities for harmonic mean, variance and coefficient of variation of β k random variable involving the parameter k > 0 . If k = 1 , we get the classical results.
Introduction
A process which generates raw data is called an experiment and an experiment which gives different results under similar conditions, even though it is repeated a large number of times, is termed as a random experiment. A variable whose values are determined by the outcomes of a random experiment is called a random variable or simply a variate. The random variables are usually denoted by capital letters X,Y and Z while the values associated to them by corresponding small letters x, y and z. The random variables are classified into two classes namely discrete and continuous random variables.
A random variable that can assume only a finite or countably infinite number of values, is known as discrete random variable while a variable which can assume each and every value within some interval is called a continuous random variable. The distribution function of a random variable X is denoted by F(x). A random variable X may also be defined as continuous if its distribution function F(x) is continuous and differentiable everywhere except at isolated points in the given range. Let the derivative of F(x) be denoted by f (x) i.e., f (x) = A moment designates the power to which the deviations are raised before averaging them. In statistics, we have three kinds of moments as:
(i) Moments about any value x = A is the rth power of the deviation of variable from A and is called the rth moment of the distribution about A.
(ii) Moments about x = 0 is the rth power of the deviation of variable from 0 and is called the rth moment of the distribution about 0 .
(iii) Moments about mean i.e., x = x for sample and x = μ for population, is the rth power of the deviation of variable from mean and is called the rth moment of the distribution about mean. These moments are also called central moments or mean moments and are used to describe the set of data.
NOTE. The moments about any number x = A and about x = 0 are denoted by μ r while about mean position, by μ r and μ 0 = μ 0 = 1.
A link between the moments about arbitrary mean and actual mean of the data can be established in the following results.
Putting r = 0, 1, 2, 3, 4,... in the relation (1.1), we get
Conversely, we have
For r = 0, 1 , we get the same results as above . So, putting r = 2, 3, 4, ··· in the relation (1.2), we get
REMARKS.
From the above discussion, we observe that the first moment about the mean position is always zero while the second moment is equal to the variance.
If a random variable X assumes all the values from a to b , then for a continuous distribution, the rth moment about the arbitrary number A and mean μ respectively, are given by
In a random experiment with n outcomes, suppose a variable X assumes the values x 1 ,... ,x n with corresponding probabilities p 1 ,... , p n , then the paring (x i , p i ), i = 1, 2,... is called probability distribution and
The expected value of the variate is defined as the first moment of the probability distribution about x = 0 i.e.,
and the rth moment about mean of the probability distribution is defined as E(X − μ) r , where μ is the mean of the distribution.
NOTE. For discrete probability distribution, all the above results and notations are same, just replacing the integral sign by the summation sign (∑). The definitions given in the introduction are taken from [2] [3] [4] .
β k Function and beta k -distribution
The gamma k -function introduced by Diaz and Teruel [5] is
which is the generalization of Γ(x) and the integral form of Γ k is given by
Also, the researchers [6] [7] [8] [9] [10] [11] have worked on the generalized k -gamma function and discussed the following properties:
where (x) n,k , is the Pochhammer k -symbol and also have the representation
. We obtain the usual Pochhammer's symbol (α) n by taking k = 1 . The authors [6] defined the k -beta function as
and the integral form of β k (x, y) is
From the definition of β k (x, y) given in (1.11) and (1.12), we can easily prove that
For more details about the theory of special k -functions like, gamma, polygamma, beta, hypergeometric k -functions, solutions of k -hypergeometric differential equations, contegious functions relations, inequalities and integral representations with applications involving gamma and beta k -functions, gamma and beta probability k -distributions and so forth (see [12] [13] [14] [15] [16] [17] ). DEFINITION 2.1. Let X be a continuous random variable, then it is said to have a beta k -distribution with two parameters m and n , if its probability density k -function (pdk f ) is defined by [1, 18] 
(1.14)
In the above distribution, the k -beta variable is referred to as β k (m, n) and its kdistribution function F k (x) is given by
(1.15)
REMARKS. We can call the above function an incomplete beta k -function because, if k = 1 , it is an incomplete beta function tabulated in [19] .
(ii) The mean of this distribution is m m+n .
Proof. (i) By using the definition of beta k -distribution, we have
By the relation (1.12), we get
(ii) The mean of the k -distribution, denoted by μ k , is given by
Using the relations (1.11), (1.12) and (1.8), we have
Thus, substituting the values of E k (Z 2 ) and E k (Z) in equation (1.16) along with some algebraic calculations we get the desired result.
(iv) Let X be a β k (m, n) variate, then we have the expected value of
Now, harmonic mean in terms of k -symbol is given by
. The rth moment of the beta k -distribution is given by
Where, (m) r,k shows the Pochhammer k -symbol.
Proof. The rth moment in terms of k > 0 , about the origin is
, in the numerator as well as in the denominator, we get the desired result.
Applications to beta k -distribution via Chebychev's integral inequality
In this section, we prove some inequalities which involve beta k -distribution by using some natural inequalities [20] . The following result is well known in the literature as Chebychev's integral inequality for synchronous (asynchronous) functions. Here, we use this result to prove some k -analog inequalities [21] and some new inequalities. Then, we have the inequality (see [22] )
This lemma can be proved by using Korkine's identity [23] 
then, we have the inequality
Now, differentiation of f and g gives
As k > 0 , so using the relations ( 
This implies
Also, from the moment generating function given in the theorem (2.3), using the relation (1.17), we observe that
and
Applying the relation (1.22) to (1.25) in (1.21) and rearranging the terms, we get the required proof.
and using the relation (1.11) , we obtain
, k > 0, r = 1, 2, ··· · THEOREM 3.5. Let the random variables X and Y be such that X ∼ β k (p, q) and Y ∼ β k (p, n). Then, for p, q, m, n > 0 , we have the inequality for beta k -distribution
Using these mappings in the Chebychev's inequality, we have
By the definitions of expected values of beta k -distribution given in the relations (1.22) to (1.25) and k -beta function, inequality (1.26) gives
As k > 0 , so, dividing by k 2 and rearranging the terms, we get
Applying the relation (1.11), we get the desired proof.
COROLLARY 3.6. For q = p, n = m > 0 , the theorem (3.5) becomes
The following theorem gives an inequality for the harmonic means of the beta distributed random variables and beta functions in terms of the parameter k > 0.
THEOREM 3.7. Let the random variables X and Y be such that X
∼ β k (p, q) and Y ∼ β k (p,
n). Denote the harmonic mean of the random variables X and Y , in terms of k , respectively by H k
Proof. For k > 0 , choose the mappings defined by
Using these mappings in the inequality (1.18), we get
From the definition of expected values of beta k -distribution, we observe
Using these values in the inequality (1.28) we have
which is equivalent to the theorem (3.7).
and by the relation (1.11), we have
The following theorem gives an inequality for the variance of the beta distributed random variables and beta functions in terms of the parameter k > 0. 
Proof. From the inequality (1.27), taking r = 2, we get
Using the value of μ 2,
From the relation (1.17), taking r = 1, we find the value of μ 1,k = β k (m+k,n) β k (m,n) and the above expression (for the parameters p, q, n ) becomes
and use of the relation (1.11) will provide the required result. 
. Then, for p, q, m, n > 0 , we have the inequality
Some results via Holder's integral inequality
In this section, we prove some results involving the β k random variable via Hölder's integral inequality. The mapping β k , for two parameters, is logarithmically convex on the interval ∈ [0, ∞) 2 proved in [24] which is k -analog result [22] . Now, we have the following theorem. β k (p, q) . Then, we have the inequality for beta k -distribution
. Using these mappings in the Holder's integral inequality
we have
From (1.17), we observe that
and the inequality (1.36) gives Proof. Taking r = 2 in the inequality (1.34), we get
From the relation (1.16), using the value of E k (X) in terms of variance and also E k (X) = . Now, inequality (1.37) Competing interests. The authors declare that they have no competing interests.
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