Abstract. We define a free probability analogue of the Wasserstein metric, which extends the classical one. In dimension one, we prove that the square of the Wasserstein distance to the semi-circle distribution is majorized by a modified free entropy quantity.
1 The free Wasserstein metric
The distance on n-tuples of variables
We will work in the framework of tracial C * -probability spaces (M, τ ), where M is a unital C * -algebra and τ is a trace state. The simplest is to define the metric at the level of noncommutative random variables. If (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ) are two n-tuples of noncommutative random variables in tracial C * -probability spaces (M 1 , τ 1 ) and (M 2 , τ 2 ),
we define
as the infimum of . . , Y n ) have the same * -distributions. Here | · | p is the p-norm in a tracial C * -probability space, while · p is the p-norm on R n . Like in the classical case, if p = 2 we call W p the free Wasserstein metric and we will also use the notation W for W 2 .
We shall refer to W p as the free p-Wasserstein metric. Note also that if
where D j , E j , F j , G j are self-adjoint, then W ((X 1 , . . . , X n ), (Y 1 , . . . , Y n )) = W ((D 1 , . . . , D n , E 1 , . . . , E n ), (F 1 , . . . , F n , G 1 , . . . , G n ))
. . , Y n )) depends only on the * -distributions of (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ). If we consider n-tuples with the same * -distribution as equivalent; then W p will be a distance between equivalence classes of n-tuples.
The distance on trace states
We pass now to trace-state spaces TS(A), where A is a unital C * -algebra. We will assume
A is finitely generated and we will assume such a generator (a 1 , . . . , a n ) has been specified.
The p-Wasserstein metric on TS(A) is given by
where τ ′ , τ ′′ ∈ T S(A) and (a (a 1 , . . . , a n ) in (A, τ ′ ) and respectively (A, τ ′′ ).
This definition can be rephrased using free products. If A 1 , A 2 are unital C * -algebras, we denote by σ j : A j → A 1 * A 2 the canonical injection of A j into the full free product C * -algebra (this presumes amalgamation over C1). If τ j ∈ T S(A j ), (1 ≤ j ≤ 2) we define
It is easy to see that
Remark also that the distance on n-tuples of variables can be obtained from the definition for trace-states. Assume for simplicity
* n (the free product of n copies) and
where
Proof. To check that W p is a metric on the set of equivalence classes of n-tuples of variables or equivalently on a trace-state space ST (A) like in 1.2, the nontrivial assertion is the triangle inequality. Indeed that
′′ are easy to see. For the triangle inequality it will suffice to prove it in the context of 1.1. 
(see 3.8 in [14] ). Further, with ρ 12 :
which is precisely what we need to establish the triangle inequality
Let us also record as a proposition some easy consequences of the compacity of the trace-state space. The proof is left to the reader.
Proposition. (a)
The infimum in the definition of W p is attained (both in the 1.1 and 1.2 contexts).
. . , Y n ) be n-tuples of variables in tracial C * -probability spaces and assume that X
If (X 1 , . . . , X n ) are commuting self-adjoint variables in a tracial C * -probability space, then their distribution µ X 1 ,...,Xn is a compactly supported probability measure on R n .
1.5 Theorem. Let (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ) be two n-tuples of commuting self-adjoint variables in tracial C * -probability spaces. Then the free and classical Wasserstein distances are equal:
Proof. The left-hand side is ≤ the right-hand side, since the classical Wasserstein distance can be defined the same way as the free one, with the only difference that the 2n-
in the infimum are required to live in commutative tracial C * -probability spaces. We therefore only need to prove ≥ . 
and let E A be the canonical conditional expectation onto A. Then the unital trace-preserving completely positive map ϕ = E A |B : B → A gives rise to a state ν : A ⊗ B → C, on a commutative algebra, defined by
The positivity of ν ,
is easily inferred from the positivity of the matrix (ϕ(b i b * j )) i,j . Alternatively, probabilistically, ν is the probability measure on R 2n obtained by integrating w.r.t. µ X 1 ,...,Xn the kernel of probability measures describing
Since A ⊗ B is commutative this proves the theorem.
2 Cost of transportation to the semicircle distribution
The complex quasilinear differential equation
Let X, S in (M, τ ) be self-adjoint and freely independent and assume S is (0,1) semicircular. The purpose of section 2 is to estimate W (X, S). We begin by studying variables X(t) = e −t/2 X + (1 − e −t ) 1 2 S which have the same distribution as the variables in the free OrnsteinUhlenbeck process. For technical reasons, and without extra work, the complex PDE will be derived under the more general assumption that X is unbounded self-adjoint affiliated with M (see [1] ).
If Y is self-adjoint affiliated with M , we denote by µ X its distribution and by
If Y (r) = X + r 1 2 S , letG(r, z) = G Y (r) (z) and G(t, z) = G X(t) (z), Im z > 0, r ≥ 0, t ≥ 0. ThenG satisfies the complex Burgers equation (see [3] , [12] )
and holomorphic in z for fixed t. Note that X(t) = e −t/2 Y (e t ) and that G αY (z) = α −1 G(α −1 z). It follows that G(t, z) = e t/2G (e t , e t/2 z). The complex Burgers equation then gives
with initial data G(0, z) = G X (z).
The transport equation
Here we shall assume that the distribution of X is of the form P λ * µ where P λ is the Cauchy distribution with density π −1 λ(λ 2 + x 2 ) −1 (λ > 0) and µ has compact support. Since
) this is equivalent to replacing X with X + λC where X is bounded, X and C are free and C has a Cauchy distribution P 1 . Note that µ (z + iλ), etc. Thus, if the distribution of X is of the form P λ * µ then the equation (1) is satisfied on an extended domain
and is analytic. For fixed t and k ≥ 0 we have
Moreover these bounds are uniform for t in a compact set. Equation (1) gives
where H denotes the Hilbert transform.
Since p(x, t) > 0 we infer that
. This is the same as saying that X(t) and ϕ s,t (X(s)) have the same distribution.
It is easily seen that
Using (2) to compute (a, t) .
For y = f (x, s) we get the transport equation
with initial condition ϕ s,
By the L m -continuity (1 < m < ∞) results for the density (see Corollary 2 in [ ])
applied to µ ⊞ µ as a function of r , we infer after convolutions with Cauchy distributions the continuity of
(the L m -space w.r.t. Lebesgue measure). The reader should keep these facts in mind in computations where we shall use (3).
Lemma 2.3 Assume X has distribution µ * P λ , where µ has compact support and let X(t) = e −t/2 X + (1 + e −t ) 1 2 S with S (0, 1)-semicircular and free from X . Let g ∈ C ∞ (R)
Proof. We have
2.4.
Assume X is bounded and the semicircular variable S is free w.r.t. X . Then the
2 S has L ∞ -density p(· , t) w.r.t. Lebesgue measure (see any of the papers [1] , [2] , [3] , [11] , [12] ).
Lemma. Assume X is bounded, S is (0, 1) semicircular, X and S are free and let p(· , t) be the density of µ X(t) , where
Proof. Let C be a variable with Cauchy distribution and free w.r.t {X, S}. Let g ∈ C ∞ (R) be such that g
We shall apply Lemma 2.3 to X + λC in place of X . Let
Then g(Z(t, λ)) is an operator of norm ≤ X + 2 and converges in distribution to X(t).
Moreover the distribution of Z(t, λ) is given by the density P e −t/2 λ * p(· , t) and will be denoted by p(· , t, λ). In view of the L m -continuity of p(· , t) (1 < m < ∞) ( [12] ) it is easy to see that lim sup
2.5. From now on we return to the context of bounded variables X . If the distribution of X is Lebesgue absolutely continuous and has density p which is L 3 , then
where J (X) is the conjugate variable (a.k.a. free Brownian gradient, a.k.a. noncommutative Hilbert transform) (see [13] ) and
is the free Fisher information (see [11] , [13] up to different normalizations). The quantity occurring in Lemma 2.4,
is a generalization of the free Fisher information for Ornstein-Uhlenbeck processes (see [4] ). The inequality in Lemma 2.4 can also be written
The free entropy
The free entropy of X with distribution µ = µ X is χ(X) = log |s − t|dµ(s)dµ(t) + log(2π) (see [11] , [13] up to different constants) and we have χ(αX) = χ(X) + log |α| and lim (1 − e −t ) = 2 −1 1 − e t Φ(X + (e t − 1) Note also that in [4] using the logarithmic Sobolev inequality for χ (Prop. 7.9 in [13] ), it is shown thatΣ (X(t)) ≤ 2 −1 I(X(t))
which is a logarithmic Sobolev inequality for the Ornstein-Uhlenbeck process. Proof. By the triangle inequality for W , we have |W (Y, X(t + ε)) − W (Y, X(t))| ≤ W (X(t), X(t + ε)) .
The lemma then follows from (4) and the continuity of I(X(h)) (h > 0), which is a consequence of the continuity of Φ(X(h)) (Corollary 2 in [12] ).
We now have all ingredients to get an estimate for W (X, S) which is similar in the free context to an inequality of Talagrand in the classical setting ( [7] , [10] ).
Theorem 2.8 W (X, S)
2 ≤Σ(X).
