Understanding the extreme variation among bacterial genomes remains an unsolved challenge in evolutionary biology, despite longstanding debate about the relative importance of natural selection, mutation, and random drift. A potentially important confounding factor is the variation in mutation rates between lineages and over evolutionary history, which has been documented in several species. Mutation accumulation experiments have shown that hypermutability can erode genomes over short timescales. These results, however, were obtained under conditions of extremely weak selection, casting doubt on their general relevance. Here, we circumvent this limitation by analyzing genomes from mutator populations that arose during a long-term experiment with Escherichia coli, in which populations have been adaptively evolving for >50,000 generations. We develop an analytical framework to quantify the relative contributions of mutation and selection in shaping genomic characteristics, and we validate it using genomes evolved under regimes of high mutation rates with weak selection (mutation accumulation experiments) and low mutation rates with strong selection (natural isolates). Our results show that, despite sustained adaptive evolution in the long-term experiment, the signature of selection is much weaker than that of mutational biases in mutator genomes. This finding suggests that relatively brief periods of hypermutability can play an outsized role in shaping extant bacterial genomes. Overall, these results highlight the importance of genomic draft, in which strong linkage limits the ability of selection to purge deleterious mutations. These insights are also relevant to other biological systems evolving under strong linkage and high mutation rates, including viruses and cancer cells.
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genetic draft | hypermutability | GC content | experimental evolution | selection B acterial genomes have a remarkable variety of constitutions and sizes. The GC content ranges from <15 to >75% (1, 2) , and the largest bacterial genomes are almost two orders of magnitude bigger than the smallest ones (3, 4) . What factors determine this variation is a long-standing question in evolutionary biology, whose answer requires understanding the contributions of random mutation and genetic drift versus selection in shaping these genomic features. Mutational biases arise naturally from both the physicochemical properties of DNA (5) and the machinery involved with its replication, maintenance, and repair (6) . Prominent biases include the higher frequency of deletions compared with insertions (7) , and the overall predominance of GC to AT transitions among point mutations (8, 9) . Despite these mutational pressures, large GC-rich genomes are widespread across bacterial phyla, which points to strong forces driving genomes away from their mutational equilibrium. Many adaptive explanations have been suggested, including biosynthetic costs (10, 11) and the greater stability of GCrich sequences under high-temperature (12) , oxidizing (13) , and UV irradiation conditions (14) .
Whatever the particular selection pressures, the efficiency of natural selection in counteracting mutational pressures is largely determined by two factors: population size and sexual recombination. It has long been understood that the fixation probabilities of beneficial, neutral, and deleterious mutations are more similar in small populations than in large ones, owing to the increased role of random genetic drift relative to selection in small populations (15) . Differences in lifestyle naturally give rise to variation in population size and thereby the importance of drift. A textbook example is the extreme bottlenecks experienced by obligate endosymbionts, which exhibit highly reduced and ATrich genomes (16)-the signatures expected when mutation dominates selection. While the importance of genetic drift has long been acknowledged, recent developments have also emphasized the effect of the extreme linkage disequilibrium in asexual organisms in limiting the role of selection (17) . In the absence of recombination, highly beneficial mutations headed to fixation can drag along nonadaptive variation, a process dubbed "genetic draft" (18) . Another consequence of extreme linkage is Hill−Robertson (or clonal) interference (19) , whereby multiple beneficial mutations that arise in the same or different backgrounds compete for fixation, leading to the loss of many adaptive variants.
Besides relaxing selection, increasing the mutation rate is another way of altering the balance in favor of mutational biases. Genome-wide increases in the mutation rate of 10-and even 100-fold are readily caused by loss-of-function mutations in Significance Bacterial genomes are extremely diverse in size and composition. Biologists have long sought to explain such variability based on present-day selective and mutational forces. However, mutation rates can change dramatically over time, and experiments with hypermutable bacteria show that their genomes rapidly decay when propagated under the near absence of selection. Whether selection can prevent this decay is unclear. Here, we document the rapid genome decay of hypermutable bacteria even during tens of thousands of generations of sustained adaptation to a laboratory environment. These findings suggest the need to reexamine current ideas about the evolution of bacterial genomes, and they have implications for other hypermutable systems such as viruses and cancer cells.
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Data deposition: All of the new data and analysis scripts used in this study will be deposited in the Dryad Digital Repository upon acceptance (doi: 10.5061/dryad.sq67g). genes that encode the proteins involved in DNA replication, maintenance, and repair (6) . Bacterial populations in laboratory evolution experiments often evolve hypermutable phenotypes (20) (21) (22) . Hypermutators are also frequently observed among clinical isolates (23, 24) , where they are considered a risk factor for drug therapy failure (25, 26) . Hypermutability is also thought to be prevalent among obligate endosymbionts, because their genomes typically lack many of the mutation-preventing genes (16) . More generally, bioinformatics evidence suggests that many other bacteria have repeatedly experienced periods of hypermutability during their evolutionary histories (27) (28) (29) (30) (31) (32) . These pulses of high mutation rate might leave a long-lasting signature in genomes, which complicates the interpretation of patterns based solely on the genetic and environmental circumstances of extant lineages. A key unresolved question concerns the potential for hypermutability to affect genomic features over long evolutionary timescales. A partial answer is provided by mutation accumulation experiments (MAEs), in which bacteria are repeatedly propagated through single-cell bottlenecks. Using this approach, Nilsson et al. (33) estimated that a mutator strain of Salmonella that was defective in DNA mismatch repair (MMR) can lose as much as 1 Mbp in as few as 365,000 generations. In another study, Lind and Andersson (34) projected that 500,000 generations might be enough time to reduce the GC content of mutators by as much as 1%, which was later confirmed by similar studies (35, 36) . These estimates, however, were obtained from experiments designed to essentially eliminate the action of natural selection. Thus, it remains unclear whether these results can be extended to circumstances where selection is active and powerful. Here, we address this issue by analyzing genome sequence data from the Escherichia coli Long-Term Evolution Experiment (LTEE).
The LTEE provides a unique opportunity to examine the degree to which hypermutability can affect genomic patterns in the presence of sustained adaptive evolution. Twelve populations of E. coli B were started from the same ancestor and have been independently propagated for more than 60,000 generations in a minimal glucose-limited medium (37) (38) (39) . Competition assays show that fitness has been steadily increasing over the course of the entire experiment (37, 38) , while genome sequencing demonstrates on-going genetic evolution (39) . Most relevant to this study, 6 of the 12 populations evolved hypermutable phenotypes at different times, including some in the first 3,000 generations (21, 39, 40) . After the mutation rate increased, mutator lineages experienced a slight acceleration in their rate of adaptation (37, 38) . Complete genome sequences at multiple time points are available for all of the populations (39), providing a unique opportunity to directly assess the competing effects of hypermutability and selection on genome evolution. Moreover, the study of E. coli provides three advantages. First, we can use methods that quantify the expected fitness effects of mutations to infer the contribution of selection (41) . Second, we can refine our analysis of the genes involved in adaptation to the LTEE conditions by incorporating gene expression data and the results of transposonmediated mutagenesis. Third, we can apply our analytical framework to other E. coli genomes that evolved under strongly contrasting regimes, including MAEs and evolution in nature (Fig. 1) , to provide alternative contexts for comparison with the LTEE results. This approach allows us to distinguish the relative contributions of selection and mutation in shaping mutator genomes over tens of thousands of generations of adaptation.
Results

An Analytical Framework for Detecting Selection and Mutational
Biases. The core data used in this study are single nucleotide variants (SNVs) in protein-coding genes from complete genome sequences obtained from three different sources: the LTEE, MAEs, and natural isolates (Fig. 1 ). Our aim is to identify the factors that best predict the likelihood of observing a given SNV. As explained below, we considered factors associated with mutational biases (e.g., neighboring bases) and with selection (e.g., gene essentiality). We assessed the contribution of these factors by logistic regressions and analyses of variance with single or multiple factors. Values are reported as odds ratios, which express the odds of observing a particular mutation given a specific condition compared with the odds of the same mutation occurring in the absence of that condition.
As factors associated with mutational biases, we considered the six possible types of base changes and the effects of the local sequence context. The six mutator populations of the LTEE show marked biases toward specific transitions and transversions (37, 40) . Two populations have mutations affecting the oxidized guanine (GO) system, which results in an elevated rate of AT to CG transversions; the other four are defective in the MMR system, causing a preponderance of AT to GC and GC to AT transitions (Fig. 2) . While these biases are specific to mutators, general biases also arise from the local properties of DNA sequences (35, 36) including, for instance, the propensity of CpG dinucleotides to generate GC to AT transitions (42) and the fact Fig. 1 . Three evolutionary regimes from which the E. coli genomes analyzed in this study were derived. (A) Hypermutable populations that arose during the LTEE experienced high mutation rates and strong selection. (B) MAEs conducted with hypermutable strains experienced high mutation rates but weak selection. (C) Natural divergence: Strains diverged for millions of years in natural environments (before being isolated) experienced low mutation rates and strong selection. The diagram shows the relationships between strains belonging to two of several major E. coli phylogroups. REL606 is a derivative of E. coli B and the ancestor of the LTEE. MG1655, which belongs to the same group, is a derivative of E. coli K-12 and the ancestor of the MAEs analyzed in this study. The genome of ED1a is more distant from REL606 and was chosen for analyzing mutational differences that arose over long periods in nature. The red branches connecting them represent an estimated divergence time of >20 million years.
that consecutive pyrimidines are hotspots for UV-mediated dimerization (43) . For simplicity, we restricted our analysis to the immediate neighborhood of the mutated base (Materials and Methods). To make meaningful comparisons, all of our analyses are restricted to SNVs arising from the three types of mutations that are elevated in the LTEE mutators. Mutator populations of the same type (GO-or MMR-defective) were combined to increase statistical power.
To capture the effects of selection, we included information from three types of proxies. First, we considered whether or not a given mutation resulted in an amino acid substitution. The assumption is that synonymous substitutions are selectively neutral or nearly so, although there are exceptions (44) . Second, we examined whether mutations occurred in genes that are highly expressed, essential, or both. High expression and essentiality are associated with stronger purifying selection and hence slower protein evolution (45) . For expression, we analyzed previously collected microarray-based transcriptomic data for E. coli B REL606 under the LTEE growth conditions and for E. coli K-12 MG1655 in rich LB medium (46) . Also, highly expressed genes tend to have more highly optimized codon usage (47) , and so we considered the codon adaptation index (48) of genes with mutations. For essentiality, we compiled a list of putatively essential genes by applying insertion sequencing (INSeq) (49) to a library of >100,000 independent insertion mutants propagated for 1 d under the conditions of the LTEE. In total, we identified 544 ORFs whose disruption was either lethal or strongly deleterious under the LTEE conditions (Table S1 , Figs. S1-S3, and SI Materials and Methods).
Third, we sought to obtain an indirect estimate of the fitness effects of nonsynonymous substitutions using different measures of amino acid interchangeability. One metric is Grantham's distance of physicochemical difference (50) , which has the highest predictive power of mutation effects among several distance matrices (51) . We also used two alignment-based computational methods, including a generic Independent Sites Model (IND) and a Direct Coupling Analysis (DCA) (40) . Alignmentbased methods infer the effect of a substitution by quantifying statistically its degree of conservation across homologous sequences. The IND model considers each site independently, as in popular methods such as SIFT (52) and PolyPhen (53) . In contrast, DCA includes information about multiple residues, thus capturing epistatic interactions, and has been shown to outperform context-independent methods when applied to exhaustive libraries of single-protein mutants (54) . To test whether DCA improved performance at a genome-wide scale, we applied IND and DCA to >3,000 protein domains covering >1.5 Mb of the coding genome (SI Materials and Methods). The native sequence is expected to be highly optimized for most proteins, and therefore the accuracy of the methods can be compared by assessing how much their predictions deviate from optimality. As shown in Fig. 3 , DCA predicts that most amino acid residues of the native sequences are optimal: 81% are deemed best and 9% are deemed second best, and only 4% of the possible amino acid changes are predicted to produce a protein with increased fitness. Importantly, DCA was performed without using E. coli genomes in the protein alignment. In contrast, the IND model implied greater deviations from optimality: Only 41% of the native amino acids residues are deemed best, and 15% of the possible amino acid changes are predicted to increase fitness. Nevertheless, both methods agreed in predicting that the vast majority of mutations would be deleterious (Fig. 3C ).
Signature of Selection Prominent in Divergent Strains from Nature.
We first tested the power of our analytical framework to detect the signature of selection. We computed the nucleotide differences between the shared core genomes of the LTEE ancestor REL606 and ED1a, a distant commensal strain with an estimated genome-wide divergence time of >20 million years (55) . Divergence between these two strains presumably occurred under many selection pressures and without any evidence of intermittent periods of hypermutability. The mutational spectrum is highly skewed in both mutator types that evolved in the LTEE (Fig. 2) ; therefore, we restricted our analyses to AT to CG transversions (Fig. 4) and AT to GC transitions (Fig. 5) , which are the dominant mutations in the GO-and MMR-defective Fig. 2 . Base substitution frequencies observed in genomes from the three evolutionary regimes studied here. Only synonymous mutations are included for all populations, except for those from the MAE regime, in which both nonsynonymous and synonymous mutations were included. The color code at right shows the six possible substitutions. Both mutator types show marked biases toward specific substitutions-AT to CG transversions for GO-defective (i.e., mutT) mutators, and AT to GC and GC to AT transitions for MMR-defective mutators-under both the MAE and LTEE regimes. The six LTEE populations that independently evolved one or the other mode of hypermutability are indicated by their population name (e.g., Ara+6). The various base substitutions are more evenly represented in the genomes derived under natural conditions. The total substitutions for each sample are indicated to the right of each distribution. mutators, respectively. We also performed the same analyses on GC to AT transitions (the second-most dominant mutation in MMR-defective mutators), obtaining similar results (Fig. S4) . Consistent with the expectation that selection was important under the natural conditions that prevailed during the divergence of these strains, the occurrence of a mutation is best explained by its effect on the amino acid sequence of the encoded protein. In particular, the likelihood of observing a synonymous mutation is 16.6 times that of a nonsynonymous mutation.
By contrast, the influence of various mutational biases never reaches even a fourfold effect.
Focusing on nonsynonymous mutations, the most important factor is the fitness effect as predicted by DCA. The DCA scores (measured as the interquartile odds ratio; Materials and Methods) indicated an eightfold effect, on average. IND scores exhibited less than half that discrimination, with a 3.7-fold effect, while Grantham's distance metric showed even less predictive power, with only a 1.5-fold effect. Gene expression and essentiality had weaker but still significant effects. Mutations in essential genes were 1.6-fold less likely to occur than those in other genes (P < 10 −4 ), while the codon adaptation index, which serves as a proxy for high gene expression over evolutionary time, affected the prevalence of mutations by 1.3-fold (P < 10
−6
). Of course, the transcriptomic profile of ED1a under natural conditions is unavailable, so we analyzed data from cells grown in the laboratory in LB, a permissive and rich medium. Gene expression in these conditions accounted for only a 1.2-fold effect (P < 10
−7
). We also performed a multivariate analysis of variance to apportion the effects of these factors in a single analysis. The fraction of the variance explained by the model attributed to the combination of synonymous versus nonsynonymous status and DCA scores was 87%, whereas the local sequence context contributed 12%. Expression level and essentiality together accounted for only ∼0.1%.
Genomes from MAEs Show No Signature of Selection. We used data from published MAEs conducted using mutator derivatives of E. coli K-12 MG1655 strain (35, 36) , a laboratory strain derived independently from a natural isolate, but phylogenetically closely related to the E. coli B ancestor of the LTEE (32, 56, 57) (Fig. 1) . Importantly, these mutator derivatives of E. coli K-12 are GOand MMR-defective, as are the mutator lineages that evolved in the LTEE. Applying our analytical framework to data from these MAEs with mutator strains provides a baseline against which to infer the signatures of selection in the LTEE mutator populations.
MAEs provide a well-known tool to study the rates at which various types of mutations occur. An MAE involves propagating populations through severe bottlenecks of one or a very few individuals. These extreme bottlenecks purge genetic diversity, thus impeding the action of natural selection. As a consequence, deleterious mutations accumulate irrespective of their fitness effects, except for those that are lethal or nearly so (58) . Indeed, the near absence of selection in the MAE experiments with the mutator derivatives of E. coli K-12 is evidenced by the observed ratio of nonsynonymous to synonymous mutations (dN/dS), which was very close to 1 in both cases (35, 36) . Moreover, the observed SNVs reflect the expected signatures of the main mutational biases (Fig. 2) : The GO-deficient mutator genomes exhibited almost exclusively AT to CG mutations (99.5%), and the MMR-deficient mutators mostly experienced the two types of transitions (97.7%). Biases related to the local sequence context of the mutated base were also detected. In MMRdeficient mutators, a G in a GGG triplet had a mutation rate ∼10-fold higher than a G in a DGD triplet (where D stands for A, C, or T) (36) .
Our analytical framework reveals the almost-complete absence of the signatures of selection in these MAEs, whereas the signatures of mutational bias are conspicuous. The effects of synonymous versus nonsynonymous status, DCA scores, and expression levels were all nonsignificant in both GO-and MMR-deficient mutators (all P > 0.18; Figs. 4 and 5) . Gene essentiality was marginally significant for AT to CG in GOdeficient mutators (P < 0.04) and for MMR-deficient mutators (P < 0.02), but not for AT to GC in MMR-deficient mutators (P > 0.75). Conversely, the local genetic context was important, as adjacent bases as well as some specific triplets had significant effects of up to about eightfold on the occurrence of mutations. These effects were particularly strong for the MMR-defective mutators (Fig. 5) , presumably because the typical errors made by the replicative polymerases were uncorrected without the MMR machinery (35) .
The prominence of mutational biases was further indicated when computing the relative contribution of the various factors to the variance explained by a multivariate model. In striking contrast to the results obtained for the naturally diverged lineages, the factors related to selection explain only a tiny fraction of the variation: 2.1% for expression and essentiality, and 0.1% for synonymous versus nonsynonymous status and DCA, whereas the local genetic context explains ∼97.8%.
Mutational Biases Dominate in LTEE Mutators Despite Sustained
Adaptive Evolution. Having established the striking difference in genome features between lineages diverged in nature and mutator lineages subject to severe repeated bottlenecks, we applied our analytical framework to the hypermutable lineages that evolved during 50,000 generations of the LTEE. For each GOand MMR-deficient type, we focused on the predominant nucleotide substitution (AT to CG and AT to GC, respectively), and we considered only SNVs that appeared after the emergence of the mutator phenotype. There is a striking overall similarity between the genomes derived from the MAEs and these hypermutable LTEE lineages (Figs. 4 and 5) . Indeed, only two factors related to selection have significant effects (DCA score and essentiality in AT to CG transversions, Fig. 4 ). Although these factors are significant (both P < 10 ), each of their effects was small at <1.5-fold. In contrast, many factors related to the local context had significant large effects, some with a greater than fourfold magnitude. In the multivariate regression analysis, variables associated with mutational biases explained fully 97.3% of the variance, whereas the selection-related variables explained only 0.4% (synonymous versus nonsynonymous status and DCA score) and 2.2% (gene expression and essentiality).
The small fraction of the genome required for growth in the simple and constant environment of the LTEE might contribute to the similarities between the mutator lineages in the LTEE and those in the MAEs. Indeed, the LTEE populations have accumulated many loss-of-function mutations affecting unused metabolic pathways (59, 60) . To examine this possibility, we repeated our analysis using only the 544 essential and nearly essential genes that we identified through insertion sequencing (SI Materials and Methods). Consistent with the expectation of stronger purifying selection in those genes, we saw greater contributions of selection-related factors, including an increase to 13.6% in the effects of DCA score and synonymous versus nonsynonymous status on the overall variance explained. However, mutational biases still accounted for a much larger fraction of the variance at 85.6%.
To maximize sensitivity to potential signatures of selection, we then focused on nonsynonymous SNVs, which should include the vast majority of nonneutral point mutations. We investigated the relative contribution of the major factors related to selection (DCA scores) and mutation (local context) to the odds of AT to CG transversions, AT to GC transitions, and GC to AT transitions, i.e., the three most common substitutions (Fig. 6) . Genomic evolution in both the LTEE and MAE mutators was dominated by mutational biases, even when the analysis was restricted to essential and nearly essential genes. We further examined the similarity between the signatures from the MAE and LTEE mutator lineages by comparing the correlations between the odds ratios across the different evolutionary regimes (Fig. 7) . The odds ratios from the LTEE mutators exhibited much stronger correlations with those from MAE mutator lineages than with the lineages that diverged in nature, both for AT to CG transversions in the GO-deficient mutators and for transition mutations in the MMR-deficient mutators. The positive correlations between the LTEE mutators and the lineages diverged in nature (r = 0.57, P = 0.001, n = 30 for AT to CG mutations in GO-deficient mutators; r = 0.69, P = 2.7 × 10 −10
, n = 64 for transitions in MMR-deficient mutators) suggest that some mistakes caused by the oxidation of guanine and by errors of the replicative polymerases escape the action of the GO and MMR systems, respectively. Alternatively, the natural lineages may have had mutator phenotypes for some part of their histories.
Finally, it is worth noting that we performed our analyses using all observed mutations, without trying to make any distinction between those mutations that have, or have not, fixed in the population. Using all of the mutations provides greater statistical power. Also, the data were obtained by sequencing a relatively few clones from each population, making it difficult to ascertain whether a given mutation truly reached fixation. Moreover, in many cases, it is known that fixation did not occur, because at least three of the hypermutable populations harbored frequencydependent polymorphisms for many generations, which prevented fixation at the population level (61) . Nevertheless, to get an idea of the extent to which the distinction between transient and fixed mutations might be important, we repeated the analysis on the subset of mutations that were observed just once (i.e., singletons) and compared the results with those obtained for mutations that were present in the populations for at least 10,000 generations (including both fixed mutations and longlasting polymorphisms). No differences were found between the two groups, and both were similar to the analyses that included all mutations (Figs. S5-S7 ).
Discussion
In this study, we examined whether hypermutability can leave a lasting signature in bacterial genomes, even when they are undergoing adaptive evolution. We developed an analytical framework to distinguish the effects of selection from mutation on genome evolution, and we applied it to genomes evolved under combinations of strong or relaxed selection with high and low mutation rates. We showed that, despite the continued action of natural selection, mutational biases dominate the signature in genomes derived from mutator populations in an LTEE with E. coli (Figs. 4 and 5) . By comparison, the signature of selection is sufficiently weak that these adapted genomes are essentially indistinguishable from those derived from mutation accumulation experiments, which are designed to impede the action of selection. This similarity emerges despite orders-ofmagnitude differences in effective population size (∼1 versus ∼10 7 cells) and the contrasting fitness trajectories in the two experimental settings (declining versus increasing fitness).
These results are amenable to a straightforward interpretation in the light of the recently developed theory of genetic draft (19) . Experiments show that, when beneficial mutations are common and recombination is absent, the fate of most alleles is largely driven by their chance association with strongly beneficial driver mutations (62, 63) . Alleles will experience random fates, increasing in frequency if they are linked to beneficial mutations, but declining to extinction otherwise. In large asexual populations, selective sweeps often involve the fixation of multiple beneficial drivers, accompanied by a cohort of passengers that may be neutral or even slightly deleterious (63) . This process was called genetic draft (18) by way of comparison with genetic drift, which is the typical source of stochasticity in allele frequency that does not involve selective sweeps. While genetic draft and genetic drift operate under different regimes, both processes limit the efficacy of selection on sorting beneficial and deleterious genetic variation. When these forces are sufficiently strong, many genomic sites eventually fix random alleles, provided they are not lethal or, in the case of draft, that their fitness effects are small compared with those of driver mutations (64) . This random accumulation is readily observed in MAEs, which, by design, are dominated by genetic drift. Our results show that hypermutability amplifies the effects of genetic draft, even under the strongselection conditions of the LTEE, evidently because an elevated mutation rate enlarges the size of the passenger cohort. Our observations thus show how these two different processes-draft and drift-can lead to the same phenomenon, i.e., the near elimination of the signature of selection from bacterial genomes.
Other evidence also indicates the important role of genetic draft during the LTEE. There is pervasive clonal interference in the LTEE (37, 61, 65) and other microbial evolution experiments (61) (62) (63) (64) (65) (66) (67) (68) (69) , at least during the early stages of adaptation. On a longer timescale, both genome analyses and fitness trajectories show that the supply of beneficial mutations remained substantial even after 50,000 generations of the LTEE (37-39). Both gene-level convergence across the LTEE populations and the dynamics of genome evolution (39) also indicate that dozens of the mutations that reached high frequency were beneficial, Fig. 6 . Comparison of contributions of a selection-related factor (DCA score measured on nonsynonymous mutations) and local mutational effects. (A) Distribution of DCA scores in mutated (blue) and unmutated (red) sites. A score of 0 suggests no impact of the mutation on fitness, a positive score suggests a deleterious effect, and a negative score suggests a beneficial effect. Distributions are shown for AT to CG transversions in the case of the GO-defective (i.e., mutT) MAE and LTEE populations, and for all mutations in the case of the strains that diverged in nature over millions of years. For the LTEE populations, results are also shown separately for the subset of mutations that affect genes that are essential under the LTEE conditions. (B) Contribution of selection-and mutation-related effects to the probability of nonsynonymous sites being mutated for the three mutation types enriched in mutator populations under each of the three evolutionary regimes. For the LTEE populations, results are again shown separately for those mutations affecting essential genes. The selection-related DCA score strongly influences genomic evolution in nature, whereas mutational biases have greater influences in the MAE and LTEE populations, even when the analysis is restricted to essential genes. including nonsynonymous and intergenic point mutations as well as insertions and deletions (39) . There is no horizontal gene transfer in the LTEE populations; therefore, any beneficial mutation that rose to high frequency necessarily drafted the rest of the genome with it. In nonmutator populations, there are usually relatively few passenger mutations to be drafted (39, 61) . In mutator populations, however, every new beneficial driver that escapes drift loss (while it is rare) drafts with it so many additional, nonadaptive mutations that the signatures of selection are effectively concealed. Hence, despite several dozen beneficial mutations that increase mean fitness, the genomewide molecular evolution in mutators looks remarkably similar to what occurs during random mutation accumulation (Figs. 2  and 4-6) .
In contrast to the mutator populations in both the LTEE and MAEs, the signature of selection is extremely strong when analyzing the divergence between E. coli strains REL606 and ED1a, which diverged for millions of years in nature. In particular, most substitutions are either synonymous or nonsynonymous with weak predicted effects on protein structure (Figs. 4-6 ). It seems, therefore, that purifying selection is much more efficient in nature than under the LTEE conditions. There are several possible (and not mutually exclusive) explanations for this observation. First, both strains from nature possess a complete set of functional genes for avoiding mutations, although that might not have always been the case. It remains unclear to what extent genetic draft under normal mutation rates might also mask the signature of selection; we could not test this possibility with nonmutator LTEE populations, due to the lack of statistical power. Second, fluctuating conditions in nature likely prevent the completion of many selective sweeps, especially those that are adaptive locally and for a short period but that are maladaptive across larger scales of space and time (70) . Moreover, millions of years of evolution in variable environments may have promoted plastic responses that would further reduce the frequency of selective sweeps (71) . Third, horizontal gene transfer can break the linkage between driver and passenger mutations, disrupting the whole process of genetic draft. Horizontal gene transfer is not infrequent in natural populations of E. coli species. It has been estimated that a given nucleotide difference between natural isolates is many times more likely to have resulted from recombination than from de novo mutation (56, 72) .
A further issue is that past periods of hypermutability may have played an important role in shaping current-day genomes. It should be emphasized that the same conditions that give rise to genetic draft-namely, a high supply of beneficial mutations and the absence of recombination-also favor the evolution of hypermutability (19, 73) . However, low mutation rates are expected to reevolve once these conditions no longer hold, provided that appropriate alleles are available. Mechanisms that would allow low mutation rates to reevolve include true reversion (74), second-site compensation (40) , and horizontal gene transfer (28) . In an ever-changing world, bacteria have been hypothesized to experience intermittent periods of high and low mutation rates. Support for this view comes from the discovery that some genes that affect mutation rates are enriched in recombination hotspots (27) (28) (29) (30) (31) (32) as well as nucleotide repeats that could facilitate rapid changes in mutation rates (74) . As shown here, even periods as short as a few decades can significantly alter genomic patterns. Moreover, genetic drift and genetic draft may act concomitantly in nature. For example, pathogen populations often face severe bottlenecks during transmission between hosts, followed by a variety of adaptive challenges, including colonization of the new host, avoidance of the immune system, and escape from antibiotic therapy (75) (76) (77) .
Our work shows how genomic patterns that are sometimes attributed to weak selection and genetic drift can emerge in asexual populations even while they are rapidly adapting to their environment. This finding might explain, for instance, the muchdiscussed apparent contradictions in the genus Prochlorococcus (78). These cyanobacteria have GC-poor and reduced genomes, features typically associated with strong genetic drift. However, their ocean-wide distribution and massive populations should severely limit the effect of drift with respect to genome decay (78) . It has been hypothesized that these genomic properties could have arisen as a consequence of the absence of DNA repair genes in their genomes (79) , but direct measurements of Prochlorococcus mutation rates do not indicate a hypermutable phenotype (80) . These discrepant observations might be reconciled by a scenario that combines strong genetic draft in a hypermutable progenitor of Prochlorococcus followed by a more recent compensation event that reestablished a low mutation rate. More generally, our results should be applicable to any large population subject to high mutation rates, absent or very infrequent recombination, and strong selection. As such, our findings may also contribute to efforts to better understand genome evolution in obligate endosymbionts (16) , RNA viruses (81) , and cancer cells (82) .
Several important issues require further research to resolve. First, theory shows that recombination impedes both genetic draft and second-order selection for hypermutability (19, 83) . The fact that both processes are affected raises the possibility that the phenomena described in this work may be highly sensitive to even small amounts of horizontal gene transfer. In principle, this issue should be amenable to study via computer simulation. Second, the fastest genome decay rates we observed in the LTEE amount to 1% change in GC content in ∼400,000 generations (GO-defective strains) and 1 Mbp loss in ∼600,000 generations (MMR-defective strains), which are in the range of previous estimates inferred from MAEs (33, 34) . Given these rates, some present-day genomic patterns might be explained by past episodes of hypermutability, but many questions remain unanswered, including, How frequent are these episodes, how long do they typically last, and, crucially, how quickly would genomes recover after the restoration of normal mutation rates? Fittingly, the LTEE might provide insight into these questions, as several of the mutator populations are in the process of partially compensating or reverting to their low ancestral mutation rate (40) . Third, it is unknown to what extent draft can mask the signature of selection at low mutation rates. For this masking to occur, the mutational cohorts that reach fixation must typically include more nonadaptive passenger mutations than beneficial drivers. Interestingly, an excess of nonadaptive passengers was recently observed during the first stages of adaptation of nonmutator yeast populations to a laboratory environment (84) . This observation suggests that draftinduced decay might occur even in nonmutator asexual populations, but such decay might be prevented if the relevant timescale is too long compared with the typical frequency of recombination events. Further theoretical and empirical work is needed to gain insight into these questions.
Finally, our results also have certain implications for biotechnology. Researchers working on biotechnological applications may be tempted to use mutator strains or chemical mutagenesis to accelerate strain improvement (85, 86) . Consistent with that strategy, the LTEE populations that evolved mutator phenotypes have reached slightly higher fitness levels than those that did not (37, 38) . However, that increased mutability also comes with potential costs, as shown, in this study, by the tendency toward genomic decay and, in earlier studies, by reduced performance under other environmental conditions (59, 60) . Therefore, unless one seeks to optimize performance under very constant and precisely controlled conditions, the accelerated rate of adaptation might not be worth the resulting genomic decay and associated loss of versatility.
Materials and Methods
Mutation List. We restricted all our genomic analyses to protein-coding regions. Mutations from the LTEE were retrieved from the 264 genomes sequenced in Tenaillon et al. (39) . For the six LTEE mutator populations, we collated all of the independent point mutations that occurred along the phylogenetic branches with mutator phenotypes. Some analyses were also performed on the subset of those mutations present at 50,000 generations. Mutator populations with similar mutation-promoting defects were pooled: the two GO-defective populations, Ara−1 and Ara+6, caused by mutations in mutT; and the four MMR-defective populations, Ara−2, Ara−3, Ara−4, and Ara+3, caused by mutations in mutS and mutL. For MAE populations, we retrieved published sets of mutations from GO-defective and MMRdefective populations (35, 36) . For mutations that distinguish strains REL606 and ED1a (Fig. 1C) , we first found homologous gene pairs using the Usearch algorithm (87) . Exclusive pairs of homologs with at least 95% similarity were retained, and the differences between the two alleles were recorded. To apply the same algorithm as used in the other cases, the mutations were oriented from the REL606 state to the ED1a state. To ensure accuracy and consistency when inferring the background context and amino acid changes that occurred, only those mutations without others in the close neighborhood were considered; specifically, no mutations in an adjacent (previous or next) base or in the same codon were tolerated. This approach filtered out about 10% of the mutations.
Computing Possible and Observed Mutations. Several parameters were recorded for each possible genomic mutation. The local background effect on mutations has been shown to be strand-dependent (88) , and so the effect was computed for the leading strand. The origin and terminus were defined to be the oriC and dif sites, respectively. Local background effects included the previous base, the next base, and the triplet in which the base occurred (centered on the base in question). DCA and IND scores depend on the identification of protein domains using the Pfam database (89) . The Pfam domains of E. coli strain MG1655 proteins are known (89) and were used to identify the Pfam domains in strain REL606. Homologous genes between MG1655 and REL606 were found using Usearch clustering, and the corresponding Pfam annotations were transferred.
To compute all possible protein-coding mutations in the genome, we wrote a custom Perl program. For every coding site in a gene, all three possible point mutations were generated, and each one's impact on the coding sequence was computed and combined with information on the affected gene, such as its expression. As a result, each coding site was represented by three lines in a large table, with each line corresponding to a specific mutation. Each mutation line included the genome position, the affected gene, its expression level, its codon adaptation index, its essentiality, the mutation type, its local background (i.e., the three bases centered on the site in question), the previous and next bases (computed on the leading strand), the affected (i.e., unmutated) codon, the resulting (i.e., mutated) codon, the synonymous versus nonsynonymous status of the mutation, the amino acid change, its effect on Grantham distance, its effect on IND score, its effect on DCA score, and, finally, whether or not this specific mutation was observed in the relevant dataset.
We computed possible mutations using only the genomic regions where mutations could be reliably called based on the information available. For the LTEE and MAEs, this strategy excluded repeated regions where mutations cannot be called based on the short reads used for genome sequencing. For the natural isolates, we used only coding regions of homologous genes conserved between the two strains. In all datasets, we excluded codons in overlapping reading frames.
Statistical Analysis. We analyzed the large mutation tables generated by the custom Perl program (described in Computing Possible and Observed Mutations) in the R environment for statistical computing (90) . We performed Fisher's exact test and logistic regression to infer the impact of each factor on the probability of genomic sites with a particular feature being mutated in a dataset. Each type of mutation was analyzed independently. For qualitative factors (e.g., synonymous or not), a contingency table was produced, and the log2 odds-ratio of the Fisher's test and the log10 of the corresponding P value were retained. For quantitative or multifactorial data, a binomial logistic regression was performed. For example, to measure the contribution of the DCA score, the model could be written as Mutated ∼ DCA, in which "Mutated" is the column telling whether or not the mutation has been observed and "DCA" is the column with the DCA score of each mutation. The result is a regression that expresses how the DCA score affects the logit of the probability of a site being mutated: ln[p/(1 − p)] = a DCA + b. To transform the result into an odds ratio that can be compared with the odds ratio for qualitative factors, we used the regression to compute the logistic change in the probability of a site being mutated associated with a transition from the first to the third quartile of the DCA score's distribution. This method is called interquartile odds ratio.
For multivariate analysis, we also used a logistic regression, but with two or more factors in the model. Using both synonymous and nonsynonymous mutations, we could, for instance, test the model: Mutated ∼ Background + Synonymous + DCA + Expression + Essentiality. In that case, rather than comparing P values obtained for each separate factor, we performed an analysis of variance and computed the contribution of each factor to the fraction of the variance explained by the model. The datasets we analyzed include only thousands of mutations over millions of possible mutations, and so the overall variance explained by the models is very low: between 0.5% and 2.5% for the natural strains, between 0.10% and 0.25% for the LTEE, and between 0.01% and 0.15% for the MAEs. Nevertheless, the relative contributions of the different factors are informative.
