We study the problem of non-preemptive scheduling to minimize energy consumption for devices that allow dynamic voltage scaling. Specifically, consider a device that can process jobs in a non-preemptive manner. The input consists of (i) the set R of available speeds of the device, (ii) a set J of jobs, and (iii) a precedence constraint Π among J. Each job j in J, defined by its arrival time aj, deadline dj, and amount of computation cj, is supposed to be processed by the device at a speed in R. Under the assumption that a higher speed means higher energy consumption, the power-saving scheduling problem is to compute a feasible schedule with speed assignment for the jobs in J such that the required energy consumption is minimized. This paper focuses on the setting of weakly dynamic voltage scaling, i.e., speed change is not allowed in the middle of processing a job. To demonstrate that this restriction on many portable power-aware devices introduces hardness to the power-saving scheduling problem, we prove that the problem is NP-hard even if aj = a j and dj = d j hold for all j, j ∈ J and |R| = 2. If |R| < ∞, we also give fully polynomial-time approximation schemes for two cases of the general NP-hard problem: (a) all jobs share a common arrival time, and (b) Π = ∅ and for any j, j ∈ J, aj ≤ a j implies dj ≤ d j . To the best of our knowledge, there is no previously known approximation algorithm for any special case of the NP-hard problem.
Introduction
With the increasing popularity of portable systems, energy efficiency has become a major design issue in hardware and software implementations [4, 9, 16, 21, 22, 27] . Power-aware resource management for portable devices is a critical design factor since most of them are driven by their own power sources (e.g., batteries). Energy-efficient electronic circuit designs, e.g., [1, 34] , were proposed in the past decade, and various vendors have provided processors, memory chips, storage devices, or even motherboards equipped with the voltage scaling technology. For example, the flash-memory chip designed by the Intel Corp. [12] supports several voltage levels for operations. Because of the characteristics of many similar storage devices, the supply voltage for an I/O operation remains unchanged for the entire duration of the operation. Nonpreemptivity in operation scheduling is also the inherent nature of many I/O devices. Besides, for performance-sensitive devices, the balance between performance and energy consumption must be taken into considerations. We consider power savings on a device capable of supporting several levels of supply voltages with predictable execution times and energy consumption to process jobs.
Let X R be a device that processes jobs one at a time in a non-preemptive manner, where R consists of the available speeds of X R . As restricted for most portable devices, speed change is not allowed in the middle of processing a job, e.g., in the flash-memory chip [12] . The energy-consumption rate of X R is a function φ over R such that the energy required for X R to process a job at speed r ∈ R for t time units is φ(r) · t. The rest of the paper makes the physically reasonable assumption that the function φ(r)/r is monotonically increasing, i.e., r > r implies φ(r) r > φ(r ) r . For any set S, let |S| denote the cardinality of S. All numbers throughout the paper are rational. Let J consist of jobs 1, 2, . . . , |J| to be processed by X R . For each j ∈ J, let c j be the time required for X R to process job j at speed 1, let d j be the deadline for completing job j, and let a j be the arrival time for job j. If the precedence constraint Π is present on J, a schedule cannot execute job j before j when j is a successor to j. It is reasonable to assume that d j ≤ d j if j is a successor to j. For notational brevity, let
and a j < a j , then j < j . Without loss of generality, we assume min j∈J a j = 0. A schedule s for J is feasible if each job j ∈ J is assigned a speed s j ∈ R and processed after a j and before d j without speed change, preemption, or violating the precedence constraints. We say that s is an earliest-deadline-first schedule for J (with respect to X R ) if each job j ∈ J is processed by X R before jobs j+1, . . . , |J| as early as possible. It is well known (e.g., [8, §A5.1] ) that if the jobs in J have arbitrary arrival times and deadlines, determining whether the jobs in J can be scheduled to meet all deadlines is strongly NP-complete even if |R| = 1. The time required for X R to process job j at speed r ∈ R is assumed being c j /r. The energy consumption Φ(s) of a schedule s is j∈J φ(s j )c j /s j . The POWER-SAVING SCHEDULING problem is to find a feasible schedule s for J with minimum Φ(s). Clearly, if the energy-consumption rate of X R is linear, which is highly unlikely in practice, then any schedule for J has the same energy consumption.
Regardless of the property of the energy consumption function, it is not hard to show that the POWER-SAVING SCHEDULING problem does not admit any polynomial-time approximation algorithm unless P = NP, when jobs have arbitrary arrival times and deadlines. Assuming that there exists a polynomial-time approximation algorithm K for the POWER-SAVING SCHEDULING problem, algorithm K can be used to solve the following NP-complete 3-PARTITION problem [8] in polynomial time: Given a set A of 3M elements, a bound B ∈ Z + , and a size w(a) ∈ Z + for each a ∈ A, where B/4 < w(a) < B/2 and a∈A w(a) = M B, the 3-PARTITION problem is to find a partition of A into M disjoint sets A 1 , A 2 , · · · , A M such that a∈Aj w(a) = B for 1 ≤ j ≤ M . For each element a ∈ A, a unique job j is created by setting a j = 0, d j = (M + 1)B − 1, and c j = s |R| · w(a). Another job set J is also constructed by creating M − 1 jobs, where a j = (j + 1)B − 1, d j = (j + 1)B, and c j = s |R| for the j-th job in J . It is clear that there exists a feasible schedule for the resulting job set above if and only if there exists a partition for the 3-PARTITION problem. Since K is a polynomial-time approximation algorithm the POWER-SAVING SCHEDULING problem, K can be applied to determine the 3-PARTITION problem in polynomial time by examining the feasibility of the derived schedule of K. This contradicts the assumption that P = NP.
Our contribution We investigate the intractability of the problem. Moreover, we give a fully polynomial-time approximation scheme for two practically important cases: (a) all jobs share a common arrival time, and (b) Π = ∅ and for any
Let basic case stand for the situation that |R| = 2 and that all jobs in J have a common deadline d and a common arrival time 0. We show that the POWER-SAVING SCHEDULING problem is NP-complete even for the basic case. The hardness comes from the dis-allowance of speed change on devices with a finite set of speeds to select from. Moreover, we give a fully polynomial-time approximation scheme for the POWER-SAVING SCHEDULING problem when (a) all jobs share a common arrival time, and (b) Π = ∅ and for any j, j ∈ J, a j ≤ a j implies d j ≤ d j , based upon standard techniques of dynamic programming and rounding. Specifically, we first show that a special case of the problem can be solved in pseudopolynomial-time algorithm by a dynamic program. (We comment that the dynamic programs studied by Chen, Lu, and Tang [5] would have sufficed if their schedules were not allowed to violate deadlines.) To turn a pseudopolynomial-time algorithm into a fully polynomial-time approximation scheme via rounding, we need the following lemma to obtain a good estimate of the minimum energy consumption.
Lemma 1 (Yao, Demers, and Shenker [35]).
Let R be the set of non-negative rational numbers. Then, given a set of jobs with arbitrary arrival times and deadlines, a feasible schedule for J on X R allowing preemption with minimum energy consumption can be solved in O(|J| log 2 |J|) time.
Comment: the result stated in Lemma 1 requires that the energy consumption rate function φ is convex and increasing, which is implied by the global assumption of the present paper that φ(r)/r is monotonically increasing.
Related work In [14] , a 3-approximation algorithm is proposed for off-line job scheduling, when processors have a special state sleep. If a processor has multiple special states beside running, (e.g., idle, sleep, and standby), processors could consume much less energy while no job is processing. Although special states provide more flexibility for energy-aware job scheduling, overheads on energy consumption and time latencies for state transitions must be considered. The on-line competitive algorithm proposed by Yao, et al. [35] is extended to handle processors with a single sleep state in [14] or multiple special states in [13] .
Ishihara and Yasuura [15] show that the minimum energy consumption problem can be formulated as an integer linear program, when |R| is finite, speed change is allowed, and all jobs have the same arrival time and deadline. They show that there exists an optimal schedule with at most two processor speeds and at most one job is processed at two different processor speeds. However the proofs in [15] consider only a specific processor model which is proposed in [1, 34] . In [3] , the results in [15] are extended for any convex function. Energy-efficient scheduling has been extensively studied in off-line, e.g., [10, 19, 26] , or on-line, e.g., [17, [23] [24] [25] [28] [29] [30] [31] , fashions. Algorithms considering time-cost trade-offs on scheduling are proposed in [6, 7, 32, 33] .
The results on minimization of energy consumption on processors could not be applied directly to I/O devices. Generally, processors can process jobs in a preemptive manner. In contrast, I/O devices might perform operations in a non-preemptive manner, and no speed change is allowed in the middle of processing an operation. Chang, Kuo, and Lo [2] propose an adjustment mechanism to dynamically adjust the supply voltage for a flash memory to reduce the energy consumption. The proposed heuristic algorithm is efficient but the optimality is not proved. Hong, Kirovski, Qu, Potkonjak, and Srivastava [10] propose a heuristic algorithm for minimization of the energy consumption on a non-preemptive device, where the supply voltages of the device are available between two given positive thresholds. Besides, Manzak and Chakrabarti [20] consider a minimum energy consumption problem on a system equipped with non-preemptive I/O devices capable of supporting multiple levels of voltages, where voltage switch introduces overheads in energy and time. On-line algorithms are proposed to minimize the energy consumption for executions of real-time tasks, provided that there is a given feasible schedule as an input. Although the derived schedules are feasible and power savings were achieved in the experimental results, the optimality is not shown. To the best of our knowledge, no previous scheduling algorithm to minimize the energy consumption for X R is known with theoretical analysis of optimality for energy consumption or power savings.
For the remainder of the paper, define R = r 1 , r 2 , . . . , r |R| with r 1 < r 2 < · · · < r |R| . The rest of the paper is organized as follows. Section 2 addresses the basic case. Section 3 shows our approximation scheme. Section 4 concludes this paper.
In this section, we show that finding a schedule with minimum energy consumption is NP-complete for the basic case. We then present a fully polynomialtime approximation scheme for the basic case as a warm-up.
Theorem 1.
The POWER-SAVING SCHEDULING problem for X R is NP-complete even for the basic case.
Proof. It is clear that the POWER-SAVING SCHEDULING problem is in NP. It suffices to show the NP-hardness by a reduction from the following NP-complete SUBSET SUM problem [8] : Given a number w j for each index j ∈ J and another arbitrary number w, the problem is to determine whether there is a subset I of J with i∈I w i = w.
An instance for the basic case of the POWER-SAVING SCHEDULING problem is constructed as follows: For each index j ∈ J, we create a job j with c j = r 1 r 2 w j . Let the common deadline d be w(r 2 − r 1 ) + r 1 j∈J w j . Clearly, the set J of jobs is feasible. Also, for any subset I of J, we have
We show that there is a set I ⊆ J with i∈I w i = w if and only if the set J of jobs admits a feasible schedule s with Φ(s) = w(r 2 φ(r 1 )−r 1 φ(r 2 ))+r 1 φ(r 2 ) j∈J w j .
As for the if-part, let I consist of the jobs i with s i = r 1 , which implies s(I) = s. By Equation (1) and Φ(s) = w(r 2 φ(r 1 ) − r 1 φ(r 2 )) + r 1 φ(r 2 ) j∈J w j , we know (r 2 φ(r 1 ) − r 1 φ(r 2 )) i∈I w i = w(r 2 φ(r 1 ) − r 1 φ(r 2 )). Since r 2 φ(r 1 ) < r 1 φ(r 2 ), we have i∈I w i = w. As for the only-if-part, let s = s(I). One can easily see the feasibility of s by verifying that i∈I w i = w implies i∈I c i /r 1 + i∈J−I c i /r 2 = r 2 i∈I w i + r 1 i∈J−I w i = d. By i∈I w i = w and Equation (1), we have Φ(s) = w(r 2 φ(r 1 ) − r 1 φ(r 2 )) + r 1 φ(1) j∈J w j .
Given a number w j for each index j ∈ J and another arbitrary number w, the MAXIMUM SUBSET SUM problem is to find a subset I of J with i∈I w i ≤ w such that i∈I w i is maximized. For the rest of the section, we show how to obtain a fully polynomial-time approximation scheme for the basic case of the POWER-SAVING SCHEDULING problem based upon the following lemma.
Lemma 2 (Ibarra and Kim [11]).
The MAXIMUM SUBSET SUM problem admits a fully polynomial-time 1 (1−δ) -approximation algorithm SUBSET(w 1 , w 2 , . . . , w |J| , w, δ) for any 0 < δ < 1.
Given the algorithm shown in Algorithm 1, we have the following lemma.
Algorithm 1
Input: J, r1, r2, d, ; Output: A feasible schedule s with almost minimum energy consumption; 1: let c = r1(r2d − P j∈J cj)/(r2 − r1); 2: let I be the subset returned by SUBSET (c1, c2, . . . , c |J| , c, δ) , where δ = r 2 φ(r 1 ) r 1 φ(r 2 ) ; 3: output s(I); Lemma 3. Algorithm 1 is a (1 + )-approximation for the basic case of the POWER-SAVING SCHEDULING problem for any > 0.
Proof. Let I * be a subset of J with i∈I * c i ≤ c such that i∈I * c i is maximized. By the choice of c, one can verify that both s(I) and s(I * ) are feasible schedules for J. Moreover, s(I * ) is an optimal schedule. We show Φ(s(I)) ≤ (1+ )Φ(s(I * )) as follows. By Lemma 2, we have i∈I c i ≤ i∈I
The lemma is proved.
Our approximation scheme
Recall that R = r 1 , r 2 , . . . , r |R| , where r 1 < r 2 < · · · < r |R| . Define
An execution sequence is said to be optimal if any feasible schedule can be translated into such a sequence without increasing the energy consumption. Let s * be a feasible schedule s for the input job set J with minimum Φ(s). We propose our approximation scheme based on the following lemma which ignores the precedence constraint Π first.
Lemma 4.
Suppose that we are given a scheduleŝ satisfying Φ(s * ) ≤ Φ(ŝ) ≤ γΦ(s * ), the earliest-deadline-first execution sequence is optimal, and Π = ∅, then it takes O(|R||J| 2 ( −1 +log γ)) time and O( −1 |R||J| 2 ) space to compute a (1+ )-optimal solution for the POWER-SAVING SCHEDULING problem for any parameter 0 < ≤ 1.
Proof. Our approximation scheme is based upon the standard rounding technique. For each j ∈ J and each r ∈ R, let ψ(j, r) denote the energy consumption φ(r)c j /r required by X R for processing job j at speed r. That is, Φ(s) = j∈J ψ(j, s j ) for any schedule s. For any positive number q, define ψ q (j, r) = q · ψ(j, r) q for any j ∈ J and r ∈ R; Φ q (s) = j∈J ψ q (j, s j ) for any schedule s for J.
Clearly, q · ψ q (j, r) is an integer and ψ(j, r) ≤ ψ q (j, r) ≤ ψ(j, r) + 1 q holds for each j ∈ J and r ∈ R. Therefore,
holds for any schedule s of J. In other words, Φ q (s) is the "rounded-up" energy consumption, which can be a good estimate for Φ(s) as long as q is sufficiently large. Finding s * is NP-hard, but a feasible schedule s q for J with minimum Φ q (s q ) can be computed via the standard technique of dynamic programming as follows.
For any index j ∈ J and any nonnegative k, let τ (j, k) = ∞ signify that Φ q (s) > k holds for any feasible schedule s for the job subset {1, 2, . . . , j}. If τ (j, k) = ∞, let τ (j, k) be the minimum completion time required by any feasible schedule s for the job subset {1, 2, . . . , j} with Φ q (s) ≤ k/q. For notational brevity, define
for any integer k. By the optimality of the earliest-deadline-first execution sequence, it is not difficult to verify that the following recurrence relation holds for any j ∈ J and any positive integer k:
Let k q be the minimum k with τ (|J|, k) < ∞. Clearly, Φ q (s) = k q /q. Since each q · ψ q (j, r) is an integer, a feasible schedule s q for J with minimum Φ q (s q ) can be obtained by a standard dynamic-programming algorithm, based upon Equations (3) and (4), in
time and space. By Equation (2) and the optimality of s * (respectively, s q ) with respect to Φ (respectively, Φ q ), we have
It remains to determine q. Clearly, we want q to be sufficiently large so that Φ(s q ) can be close enough to Φ(s * ). For example, by ≤ 1, we can prove that
implies Φ(s q ) ≤ (1 + ) · Φ(s * ) as follows. By Equation (7) and the last inequality in Equation (6), we have
which by Equation (6) implies Φ(s q ) ≤ (1 + ) · Φ(s * ). Of course the immediate problem is that schedule s q depends on the value of q. That is, we need to know the value of q in order to compute s q , so it seems difficult to enforce q ≥ 2|J| ·Φq(s q ) at one shot. Fortunately, we can use the following trick of "doubling the value of q in each iteration": Initially, we let q be
In each iteration, we first compute s q . If Equation (7) holds, we output the current s q as a (1 + )-optimal solution. Otherwise, we double the value of q and then proceed to the next iteration. Let q be the value of q in the last iteration.
What is the required running time? By Equations (5) and (6) we know that the first iteration runs in O(|J| 2 |R|/ ) time and space. Therefore, we focus on the case that the above procedure runs for more than one iteration. By Equations (5) and (6), we know that each iteration runs in O(|R||J|(q · Φ(s * ) + |J|)) time and space. Since the value of q is doubled in each iteration, the overall running time is
Since Equation (7) does not hold in the second-to-last iteration, we have
Besides, by Equation (6), we know
Combining Equations (6), (9), and (10), we know q ·Φ(s * ) = O(|J|/ ). By Equations (9) and (10) we have
Combining the given relation of Φ(s * ) and Φ(ŝ), Equations (8) and (11), we have
The theorem is proved. Since log γ is polynomial in the number of bits required to encode the input r and φ(r) for all r ∈ R, Lemma 4 provides a fully polynomial-time approximation scheme for the POWER-SAVING SCHEDULING problem when we are given a scheduleŝ satisfying Φ(s * ) ≤ Φ(ŝ) ≤ Φ(s * ) · γ and the earliest-deadline-first sequence is known to be optimal, if there are no precedence constraints on J. Let X R be the (imaginary) device with R = {r | r 1 ≤ r ≤ r |R| } for any energy consumption function φ that coincides with φ at all speeds in R. We need the following lemma to deriveŝ.
Lemma 5.
If preemption is allowed for the POWER-SAVING SCHEDULING problem, then there exists a polynomial-time algorithm to derive an optimal schedule on X R . Proof. Let s be the schedule obtained by applying Lemma 1. That is, job j is to be executed at speed s j according to schedule s . We now transform s intos so thats is optimal and feasible on X R . We define J l as {j | s j ≥ r 1 }. For each job j ∈ J l ,s just copies the schedule of j on s , including the speed setting and processing time intervals. For each job j ∈ J − J l , if s executes j in the interval [z 1 , z 2 ] (there could be more than one interval), thens executes j in the interval
]. It is clear that only one job ins is processed at one time. Therefore,s is feasible. We adopt the terminologies used in [35] to prove the optimality ofs: g(I) for a time interval I = [z, z ] is defined as g(I) = P j∈R I ci z −z , where R I is the set of jobs satisfying a j ≥ z and d j ≤ z . A critical interval I * satisfies g(I * ) ≥ g(I) for any interval I. Theorem 1 in [35] shows that there exists an optimal schedule S, which executes every job in R I * at the speed g(I * ) completely within I * and executes no other jobs during I * . The algorithm for achieving Lemma 1 is obtained by computing a sequence of critical intervals iteratively. Therefore, it is clear that if the input job set J is feasible on X R , g(I * ) must be no larger than r |R| . We know thats is a feasible schedule on X R (allow preemption). Besides, the optimality of Theorem 1 in [35] fails on X R only when g(I * ) < r 1 . However, executing jobs at the speed r 1 results in an optimal solution in this situation. Therefore,s is optimal on X R and obtainable in O(|J| log 2 |J|) time if preemption is allowed.
Theorem 2.
The POWER-SAVING SCHEDULING problem admits a fully polynomialtime approximation scheme when (a) all jobs share a common arrival time, and (b) Π = ∅ and for any j, j ∈ J, a j ≤ a j implies d j ≤ d j .
Proof. We first consider only the timing constraints of J in this paragraph. Based on Lemma 4, we just have to show that we can derive a scheduleŝ satisfying Φ(s * ) ≤ Φ(ŝ) ≤ Φ(s * ) · γ efficiently and prove the optimality of the earliest-deadline-first execution sequence for these job sets. The preemptive earliest deadline first rule is defined in [18] : If a job arrives or is completed at time t, execute an arrived (ready) job with the earliest deadline at time t. Given a feasible schedule s, it is also feasible to schedule jobs according to the preemptive earliest-deadline-first rule by setting the processing speed of job j as s j [18] (if preemption is allowed). Since the job sets under considerations satisfy the condition a j ≤ a j and d j ≤ d j if j > j, it is clear that each job in the resulting schedule following the preemptive earliest-deadline-first rule is non-preempted. The energy consumption for the resulting schedule remains, because s j does not be increased or decreased. Therefore, the earliest-deadlinefirst sequence is known to be optimal for the POWER-SAVING SCHEDULING problem. Lets be the resulting schedule from Lemma 5. Let s be the schedule for J defined by letting s j be the smallest r ∈ R withs j ≤ r for each j ∈ J and schedule jobs according to the earliest-deadline-first execution sequence. It is clear that Φ(s) ≤ Φ(s * ) ≤ Φ(s ) ≤ Φ(s) · γ ≤ Φ(s * ) · γ. If Π = ∅, the fully polynomial-time approximation scheme is obtained by settingŝ = s .
In the following, we shall show how to deal with Π (a j = 0 for all j ∈ J). Given an earliest-deadline-first feasible schedule s for J, we claim that we can transform s into another schedule s in O(|J| 2 ) time such that Φ(s ) = Φ(s) and s satisfies the precedence and timing constraints. If this claim stands, we can transform the derived schedule s q in Lemma 4 (respectively, s and s * in the previous paragraph) into a feasible schedule without increasing Φ(s q ) (respectively, Φ(s ) and Φ(s * )). This implies the existence of a fully polynomialtime approximation scheme. Initially, we let s be s. We consider a job j from job 2 to |J|. While considering job j, we look backward if there is a successor k to j is executed before j in s such that the ordered jobs J kj executed between k and j are not successors to j. If such a job k exists, the execution sequence is modified by delaying k to be executed immediately after j finishes. Because all jobs are ready at time 0, job j and jobs in J jk complete earlier. Since k is a successor to j (d k ≥ d j ) and all jobs are ready at time 0, the resulting schedule is feasible while considering jobs j, k, and J kj . We repeat the previous procedure until no such a job k exists, and let s be the final schedule. It is clear that s is feasible for the job sets {1, 2, . . . , j} after we perform the above rescheduling by considering job j. After we consider job |J|, s satisfies the precedence and timing constraints. The time complexity for the above rescheduling is O(|J| 2 ).
