Abstract. In this paper we consider the general solution of a Jensen type functional equation. Moreover we prove the stability theorem of this equation in the spirit of Hyers, Ulam, Rassias and Gȃvruţa.
Introduction
In 1940, S.M. Ulam [20] raised a question concerning the stability of group homomorphisms:
Let f be a mapping from a group G 1 to a metric group G 2 with metric d(·, ·) such that d(f (xy), f (x)f (y)) ≤ ε.
Then does there exist a group homomorphism L : G 1 → G 2 and δ > 0 such that
This problem was solved affirmatively by D.H. Hyers [3] under the assumption that G 2 is a Banach space. In 1978, Th.M. Rassias [12] firstly generalized Hyers's result to the unbounded Cauchy difference. The terminology Hyers-Ulam-Rassias stability originates from these historical backgrounds. Usually the functional equation
has the Hyers-Ulam-Rassias stability if for an approximate solution φ s satisfying
for some fixed function ψ(x) there exists a solution φ of equation (1.1) such that
for some fixed function Ψ(x). Also P. Gȃvruţa [2] obtained further generalization of the Hyers-Ulam-Rassias stability. Since then, stability problems concerning the various functional equations have been extensively investigated by numerous authors. We refer to [1, 4, 5, 7, 8, 10, 11, 13, 14, 15, 16, 17, 18] for more interesting results in connection with stability problems of functional equations.
T. Trif [19] solved a Jensen type functional equation
and investigated the Hyers-Ulam-Rassias stability of this equation.
In this paper we consider the following Jensen type functional equation
where m and n are nonnegative integers with (m, n) = (1, 1). Moreover we prove the stability theorem concerning equation (1.2) in the spirit of Hyers, Ulam, Rassias and Gȃvruţa.
Solution of equation(1.2)
Now we consider the general solution of the Jensen type functional equation. Throughout this section X and Y will be real vector spaces. 
It follows from (2.1) and (2.2) that we obtain
in (2.3) and using (2.4) we have
for all x, y ∈ X. Therefore f is additive.
Lemma 2.2. Let m and n be nonnegative integers with
Proof. (Sufficiency) This is obvious.
(Necessity) Putting y = −x, z = 0 in (1.2) we have
Letting y = z = 0 in (1.2) and using (2.5) we get
In view of (2.8) we have
for any rational number k. It follows from (2.5), (2.6) and (2.9) that
for all x ∈ X. Since (m, n) = (1, 1), we get f (x) = 0 for all x ∈ X. 
for all x, y, z ∈ X. It follows from Lemmas 2.1 and 2.2 that A is additive and B ≡ 0. Letting C := f (0) we get
This equation was solved by Pl. Kannappan. In fact, he proved that a function f on a real vector space is a solution of equation (2.10) if and only if there exist a symmetric biadditive function B and an additive function A such that f (x) = B(x, x) + A(x) for all x ∈ X (see [9] ). Moreover, S.-M. Jung [6] investigated the Hyers-Ulam-Rassias stability of equation (2.10) on restricted domains and applied the result to the study of an interesting asymptotic behavior of the quadratic functions.
Hyers-Ulam-Rassias stability of equation (1.2)
Now we are going to prove the stability theorem for Jensen type functional equation. Throughout this section X and Y will be a normed vector space and a Banach space, respectively. Let n be positive integer with n = 1 and let φ : X 3 → [0, ∞) be a mapping satisfying one of the conditions (a), (b) and one of the conditions (c), (d):
For convenience, we define the operator T by
Lemma 3.1. Let m and n be positive integers and let φ : X 3 → [0, ∞) be a mapping satisfying one of the conditions (a), (b). Suppose that a function
for all x, y, z ∈ X. Then there exist a unique additive mapping A :
, where
for all x ∈ X.
Proof. Putting y = z = 0 in (3.1) we have
Letting y = x and z = −x in (3.1) we get
Adding (3.2) to (3.3) we obtain
Assume that φ satisfies the condition (a). Replacing x by nx and dividing by 2n in (3.4) we have
Making use of induction argument we have
for all k ∈ N and x ∈ X. Replacing x by 2 l x and dividing by 2 l yields
for all k, l ∈ N and x ∈ X. It follows from the condition (a) that {
2 k } is a Cauchy sequence which converges uniformly. Thus we can define a function
, respectively and then dividing by 2 k we have
for all k ∈ N and x, y, z ∈ X. Letting k → ∞ we get (T A)(x, y, z) = 0 for all x, y, z ∈ X. Also we obtain A(−x) = −A(x) for all x ∈ X by virtue of the assumption of f . According to Lemma 2.1, A is additive. Taking the limit as k → ∞ in (3.5) we get
for all x ∈ X. Finally we prove the uniqueness. Suppose that A is another additive mapping satisfying (3.6). Then we have for all k ∈ N and x ∈ X. Taking the limit as k → ∞, we see from the condition (a) that A(x) = A (x) for all x ∈ X. On the other hand, assume that φ satisfies the condition (b). Replacing x by nx 2 in (3.4) and then dividing by n we have
Making use of induction argument we get
[Φ 2 (nx, 0, 0) + Φ 2 (nx, nx, −nx)].
By the similar method as that of the case (a), we can define a function A : X → Y by A(x) := lim k→∞
