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Automatic question answering
Emil Solsbæk Ottosen, emilo@math.aau.dk
Department of Mathematical Sciences, Aalborg University, Denmark
— in collaboration with Grundfos
Introduction
We investigate the problem of designing and understanding algorithms
for automatic question answering. The project is in collaboration with the
Danish pump manufacturer Grundfos, who are interested in implementing
automated chat-bots as part of their on-line services. A standard ap-
proach for designing such algorithms is to use machine learning.
Machine learning
Machine learning is the study of algorithms used to perform a specific task
without any explicit instructions. For the particular task of automatic ques-
tion answering, the computer is given a labelled training set consisting of
a set of questions and a corresponding set of answers. An algorithm is
then trained to map each question to the corresponding answer:
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More precisely, the algorithm is trained to produce a plausible answer for
each question, which is then compared to the “true” answer using a suit-
able metric (see [5] for details). We are interested in designing algorithms,
which after training can generalize beyond the training set, i.e., produce
reasonable answers for new questions not contained in the training set. A
particular successful approach has been to apply a neural network archi-
tecture for the algorithms called encoder-decoder networks [1].
Encoder-decoder networks
Let us now explain the basic idea behind an encoder-decoder network.
Consider the following dialogue:
What is the time? It is half past six
An encoder-decoder network uses an encoder network, which inputs the
question and outputs its context c, which is a (mathematical) representa-
tion that summarizes the question. The context is then given as input to a
decoder network, which produces an answer to the question:
What the time?is
isIt half past six
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The black circles inside the figure above represent the hidden cells inside
the encoder network and the decoder network, which are both designed
as recurrent neural networks (see [2] for details). The choice of color
(black) represents the fact the computations inside each cell are very dif-
ficult to understand for a human after the algorithm has finished training.
Dataset
In practice, several thousand training examples must be provided for an
encoder-decoder network to obtain a performance close to state-of-the-
art (which is by no means a perfect performance). Additionally, all an-
swers must of course be provided by humans in order to establish a
“ground truth” that the network can learn from. Fortunately, a large com-
pany such as Grundfos has many conversations each day with their cus-
tomers, and these conversations can serve as our training set (after a
significant amount of preprocessing).
Problem
We are interested in understanding what is going on inside an encoder-
decoder network during and after training. In other words, how can we
understand the nature of a trained network, when the computer has never
been given any explicit instructions? Consider the following dialogue be-
tween a customer and an employee at Grundfos:
What is the price of an 
ALPHA3 pump?
Today's price for an 
ALPHA3 pump is 2000 kr.
If the price of an ALPHA3 pump would be fixed for all eternity, then we
could simply train the network to learn this fixed price. Unfortunately, the
price of an ALPHA3 pump varies on a daily basis and therefore cannot
be learned by the network. This constitutes a problem, since we do not
know how the network “understand” the concept of a price. Where does
the network store the corresponding information and how does it retrieve
it? Is the information contained in a single hidden cell or spread across
out the entire network?
Related work
Recent research has shown that trained recurrent neural networks do in-
deed produce interpretable cells for certain tasks — it is just not clear
which cells and for what tasks [3]. Furthermore, it has been proposed in
[4] that encoder-decoder networks implicitly decompose sentences into
so-called filler-role bindings, where the filler is a word and the role is the
position of the word in a sentence (position can then be defined in several
ways). To support their hypothesis, the authors approximate the context
c of an encoder-decoder network using a tensor product decomposition
network. Then, they construct a hybrid network consisting of the tensor
network and the original decoder and compare the performance of this
hybrid network against the performance of the original network.
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