In this paper we give a very easy to compute necessary condition in the monodromy problem for all singular point of analytic differential systems in the real plane. Our main tool is considering the analytic function, angular speed, and studying its limit through straight lines to the singular point.
Introduction and statement of the main results
We consider two-dimensional autonomous systems of real differential equations of the formẋ = P (x, y),ẏ = Q(x, y),
where˙= d dt and P (x, y) and Q(x, y) are analytic functions defined in a neighborhood of the origin such that P (0, 0) = Q(0, 0) = 0 and there is no d(x, y), non-unit element of the ring of analytic functions defined in a neighborhood of the origin, which divides both P (x, y) and Q(x, y).
2 is a singular point for system (1) if both P (x 0 , y 0 ) = 0 and Q(x 0 , y 0 ) = 0.
Without loss of generality, by translating to the origin any singular point, we may assume (x 0 , y 0 ) = (0, 0). It is clear that the origin is a singular point for (1) and since P (x, y) and Q(x, y) are coprime elements of the ring of analytic functions defined on a neighborhood of the origin, the set of singular points for (1) is a discrete set in the domain of (1) . Thus, we may always assume that the neighborhood of the origin considered contains no singular points except for the origin.
One of the classical open problems in the qualitative theory of planar analytic differential systems is the study of the local phase portrait at the singularities to characterize when a singular point is either a focus or a center. This problem is called the monodromy problem.
P (x, y) = p n (x, y) + p n+1 (x, y) + . . . + p j (x, y) + . . . , Q(x, y) = q n (x, y) + q n+1 (x, y) + . . . + q j (x, y) + . . . ,
with n = min{subdeg |(0,0) P (x, y), subdeg |(0,0) Q(x, y)} ≥ 1. We recall that given an analytic function f (x, y) defined in a neighborhood of a point (x 0 , y 0 ), we define subdeg |(x 0 ,y 0 ) f (x, y) as the least positive integer j such that some derivative (∂ j f /∂x i ∂y j−i )(x 0 , y 0 ) is not zero. We notice that this computation depends on the variables (x, y) which the function f (x, y) depends on, so we will explicit the variables used in each computation of subdeg. For instance, subdeg |(x 0 ,y 0 ) f (x, y) = 0, if and only if, f (x 0 , y 0 ) = 0. In (2) , p j (x, y) and q j (x, y) denote homogeneous polynomials of x and y of degree j ≥ n. It is possible that p n (x, y) or q n (x, y) is null but, by definition, not both of them can be null.
Definition 2 Let U ⊂ IR
2 be a neighborhood of (0, 0) and let γ : (t 0 , +∞) ⊂ IR → U be an analytic curve such that:
• γ is an orbit for system (1) 
• lim t→+∞ γ(t) = (0, 0),
• ∃ lim t→+∞ γ(t) γ(t) ∈ S
1 , where S 1 is the real unit circumference, with · the Euclidean norm.
We say that this curve γ is a characteristic orbit for the origin of system (1) .
We notice that γ must be analytic since it is an orbit of an analytic differential system (1) . We may also consider orbits tending to the origin as t → −∞ but we can always change the sign of the parameter t in system (1) and assume that t tends to +∞.
Definition 3 The origin is a monodromic singular point of system (1) if there is no characteristic orbit associated to it.
When P (x, y) and Q(x, y) are analytic, a monodromic singular point is either a center or a focus. I'lyashenko in [10] andÉcalle in [6] prove this fact, that is the nonexistence of singular points called center-focus (i.e. a singular point with a neighborhood formed by periodic orbits accumulating to it but not completely foliated with them) for analytic differential systems in the plane. A center is a singular point having a neighborhood filled of periodic orbits and a focus is a singular point having a neighborhood where all the orbits spiral in forward or in backward time to the singular point. (1) is a root ω * ∈ S 1 of the homogeneous polynomial xq n (x, y) − yp n (x, y), which can be written by
and φ * ∈ [0, 2π). It is obvious that, unless xq n (x, y) − yp n (x, y) ≡ 0, the number of characteristic directions for the origin of system (1) is less or equal than n +1. The following wellknown result relates characteristic orbits with characteristic directions of singular points.
Proposition 5 Let γ(t) be a characteristic orbit for the origin of system (1) and
This proposition is proved in [2] . The reciprocal is not true. For instance, systeṁ x = y(x 2 + xy − y 2 ),ẏ = y 2 (2x + y) + x 5 has the origin as a monodromic singular point. This fact is proved in [11] . Therefore there is no characteristic orbit for the origin of this system. However, the equation for the characteristic directions is y 2 (x 2 + y 2 ) = 0, so the direction ω * = [1, 0] is characteristic.
Corollary 6
If all the roots of the polynomial xq n (x, y) − yp n (x, y) have non-zero imaginary part, then the origin is a monodromic singular point of system (1) .
Example The origin of systemẋ = −y 3 ,ẏ = x 3 + x 2 y 2 /2 is monodromic, since the equation for the characteristic directions is x 4 + y 4 = 0 and all its roots have non-zero imaginary part. In [15] , Moussu proves that this system has a center since it is time-reversible and monodromic.
In polar coordinates x = r cos φ, y = r sin φ, system (1) becomeṡ
where
are homogeneous trigonometric polynomials of degree j + 1, for j ≥ n. Instead of system (3) we consider a change of time t → τ such that dt/dτ = r n−1 and we have the systeṁ
The set of orbits in the domain r > 0 for system (5) coincides with the set of the orbits for system (3).
Remark 7
Let us consider an angle φ 0 and let ω = [cos φ 0 , sin φ 0 ] ∈ S 1 . It is easy to see that:
We write a planar analytic curve γ(t) in polar coordinates as γ(t) = (r(t), φ(t)). Hence, we have in cartesian coordinates
Definition 8 Let γ(t) = (r(t), φ(t))
be an orbit for system (5) written in polar coordinates. We say that:
• γ(t) tends to the origin if r(t) is not identically null and lim t→+∞ r(t) = 0.
• γ(t) tends to the origin spirally if it tends to the origin and lim t→+∞ φ(t) = ±∞.
• γ(t) is a characteristic orbit for the origin of system (1) 
(t).
The following theorem, which is Theorem 3.10 of the text book [19] , gives the relation among the orbits tending to the origin. (ii) There is at least one characteristic orbit (non-monodromic).
(iii) There is one orbit tending to the singular point spirally and, in this case, any orbit tends to the origin spirally (focus).
The polynomial xq n (x, y) − yp n (x, y), considered over S 1 , in polar coordinates is written by F n (φ). So, by Proposition 5, we have the following equivalent result, which we give an easy proof of, for sake of completeness. This proof is, as far as we know, different from the ones given in previous works, such as [2] or [3] . Proof. By definition, for any t in its domain, we haveφ(t) = lim h→0
We can permute both limits because lim h→0
exists by hypothesis and its value isφ(t) for all t in its domain and lim t→+∞ φ(t+h)−φ(t) h exists and its value is 0 for h ∈ IR such that t + h belongs to the definition domain of φ(t).
On the other hand, since F j (φ) are continuous functions of φ andφ(r, φ) is an analytic function of r and φ, that is, its expression as series converges in a neighborhood of the origin, it follows
and we deduce that F n (φ * ) = 0.
The following lemma gives a property of some non-monodromic singular points. It appears in Theorem 3.3 of the text book [19] .
Lemma 11 Let us consider system (5) and assume that F n (φ) ≡ 0. Then, the origin of system (1) is not monodromic.
We include here a well-known property of monodromic singular points. For sake of coherence, we give an easy proof.
Proposition 12 If the origin is monodromic then
Proof. Let us assume that there is no characteristic orbit tending to the origin. From Lemma 11, F n (φ) does not identically vanish. Moreover, by Theorem 9, the orbits in a neighborhood of the origin either do not tend to it or tend to the origin spirally. In both cases, the polar angle for the flow of system (5) is not bounded, so it increases or decreases as t → +∞. Thenφ(r, φ) is of definite sign, for r sufficiently small.
We may assume, without loss of generality, thatφ(r, φ) > 0 for any (r, φ) verifying 0 < r < ε, for some ε > 0 sufficiently small, by changing t → −t if necessary.
The reciprocal of this proposition is not true. For instance, systemẋ = y(ax
6 φ which is of definite sign in a neighborhood of the origin. In [11] it is proved that this system has a repulsive focus at the origin when a < 0 and has nodal sectors when a > 0. We will prove in Section 4 by using our approach that this system is not monodromic when a > 0.
From now on, we consider the following analytic curves in IR 2 . The former definition is necessary to express the following statement.
Proposition 14
For each direction ω ∈ S 1 , either the ray {c ω (ρ), ρ > 0} is an orbit for system (1) or there exists
non-zero constant andφ is the function defined in (5).
Proof. The functionφ is an analytic function in a neighborhood of r = 0, so it can be developed in powers of r, that is,φ(r, φ) = F n (φ) + rF n+1 (φ) + . . . + r j−n F j (φ) + . . . as we have previously seen.
We have ω = [cos φ 0 , sin φ 0 ] for a certain φ 0 ∈ [0, 2π). If F j (φ 0 ) = 0 for all j ≥ n, then the functionφ(r, φ 0 ) equals zero independently of r, so the ray {c ω (ρ), ρ > 0} is an orbit for system (5), and therefore for system (1) . In fact, it is a characteristic orbit for the origin of system (1) with tangent φ 0 .
Otherwise, consider the least k ≥ n such that F k (φ 0 ) = 0. We will define
Assume that the ray {c ω (ρ), ρ > 0} is an orbit for system (1) with ω = [cos φ * , sin φ * ] and φ * ∈ [0, π). Then, the ray {c −ω (ρ), ρ > 0} is also an orbit for system (1) , that is the ray corresponding to φ * + π. We have only applied the formulas given in Remark 7. The reciprocal is also true.
Assume that we know k ω and lim
We have just noticed the proof of Proposition 14 and Remark 7.
These two previous remarks show that we only need to study directions ω in half circumference, that is, ω = [cos φ 0 , sin φ 0 ] with φ 0 ∈ [0, π), when applying Proposition 14 because the values for other φ 0 can be deduced from these ones.
We denote by sign(z) the value z/|z|, for all z = 0. As usual, we will denote by O(z k ) any analytic function verifying lim z→0
Using Propositions 12 and 14, we will prove the main result of this work, which is the next theorem.
Theorem 15 If the origin is a monodromic singular point for system (1) then given any two directions
Proof. We are assuming that the origin of system (1) is monodromic. Let us consider two directions ω i , i = 1, 2. We first notice that k ω i ∈ IN ∪ {0} defined in Proposition 14 exists for both i = 1, 2. Otherwise, the ray {c ω i (ρ), ρ > 0} would be a characteristic orbit for the origin of system (1). We only need to see that both limits, s ω1 and s ω2 have the same sign. This fact is true by Proposition 12 because we have thatφ(r, φ) is of definite sign in a neighborhood of the origin.
Let us consider φ 0 such that F n (φ 0 ) = 0. We haveφ(r, φ 0 ) = F n (φ 0 ) + O(r), so its sign, for r sufficiently small, coincides with the sign on F n (φ 0 ). Let us consider φ * such that F n (φ * ) = 0. We have that there exists a positive integer k ≥ n such that F k (φ * ) = 0, by Proposition 14. Let k be the first positive integer verifying that
, so its sign, for r sufficiently small, coincides with the sign on F k (φ * ).
In case the origin of system (1) is monodromic, by Lemma 11, we have F n (φ) ≡ 0. So, there is a finite number of φ * such that F n (φ * ) = 0. Assume that w = [cos φ 0 , sin φ 0 ] with φ 0 such that F n (φ 0 ) = 0, i.e., φ 0 is not a characteristic direction. Obviously, k ω = 0 and s ω = F n (φ 0 ). So, we only need to study the possible values of the sign of F n (φ) and computing the limit given in Theorem 15 for the roots of F n (φ) = 0, which we have a finite number of.
We notice that since F n (φ) is a homogeneous trigonometrical polynomial of degree n + 1 we only need to investigate its roots and the multiplicity of each of them to encounter its sign. In case it has a root with odd multiplicity, it is clear that, for r sufficiently small, the sign ofφ changes (in a neighborhood of the direction defined by this root), so the origin of system (1) is not monodromic. Therefore, after computing the roots of F n (φ) and checking its multiplicity, we study the value ofφ on the ray c ω * (ρ) with ρ > 0 where ω * = [cos φ * , sin φ * ] and F n (φ * ) = 0 with even multiplicity. Moreover, this fact tells us that if the origin of system (1) is monodromic, then n must be odd. Otherwise, F n (φ) has at least one real root with odd multiplicity.
We will use this result in Section 3 to give an algorithm which takes profit of the necessary condition for monodromy given in Theorem 15, using a finite number of steps.
Additional necessary conditions for monodromy
Let us consider system (5) and assume that φ * is a root of
is a characteristic direction for system (5) . Developing the functions F (r, φ) and R(r, φ) on a neighborhood of the point r = 0 and φ = φ * , which can be done because we are assuming that these functions are analytic in a neighborhood of r = 0, we geṫ
where = d/dφ and the dots denote higher order terms. The first necessary condition which we apply is the one given in Theorem 15. The value lim ρ→0φ (c ω (ρ))/ρ kω with the adequate k ω given in Proposition 14, must have the same sign for all φ ∈ [0, 2π). We may have done a change of time t → −t in order to get the positive sign for this limit, so we are assuming F n (φ) ≥ 0 for all φ. This fact shows that F n (φ * ) = 0 since each root must have even multiplicity (the multiplicity of the root φ * is at least 2). Moreover, if the origin of system (1) is monodromic, then
Since we have that n is odd we deduce that these limits change sign, so the origin would not be monodromic. The only possibility is F n+1 (φ * ) = 0.
By changing the names of the variables in system (6) with x = r and y = φ − φ * and supposing the origin of system (1) is monodromic, we havė
We can change system (7) to polar coordinates, that is x =r cos ψ and y = r sin ψ and we geṫ
with F *
We consider the angular speed for system (7), or equivalently,ψ in (8).
Proposition 16
For each direction ∈ S 1 where = [cos ψ 0 , sin ψ 0 ] and ψ 0 ∈ (−π/2, π/2), either the ray {c (ρ), ρ > 0} is an orbit for system (8) or there exists k ∈ IN ∪ {0} such that lim ρ→0ψ (c (ρ))/ρ k = s where s ∈ IR is a non-zero constant andψ is the function defined in (8) .
The proof of this proposition is analogous to the proof of Proposition 14. We notice that if the ray {c (ρ), ρ > 0} is an orbit for system (8) 
By taking into account all these considerations and by an analogous proof of Theorem 15 we may give the following statement. Proof. Theorem 17 is proved using the same reasons which prove Theorem 15 and the blow-up theory. In case there was a characteristic orbit at the origin of system (7), this orbit could be implosioned, by the changer = x 2 + y 2 = r 2 + (φ − φ * ) 2 and ψ = arctan(y/x) = arctan[(φ − φ * )/r], and it would be a characteristic orbit at the origin for system (1) with characteristic tangent φ * . So, if the origin of system (1) is a monodromic singular point then the origin of system (7) cannot have any characteristic orbit except for the separatrix x = 0, which is introduced by the blow-up of the origin of system (5).
Theorem 17 Assume that the origin is a monodromic singular point for system (1) and let us call σ the sign of lim
By using blow-up theory and assuming that the origin of system (1) is monodromic, we deduce thatψ does not change sign in a neighborhood of the point (x, y) = (0, 0) of system (7) in the domain x > 0, that is,r > 0 and ψ ∈ (−π/2, π/2), see Figure 1 .
Hence, we conclude that R n (φ * ) must be zero, because the sign ofψ equals the sign of F * 1 (ψ 0 ) forr sufficiently small and ψ 0 ∈ (−π/2, π/2) − {0}. So, we assume R n (φ * ) = 0. We can make a change of time t → τ with dt/dτ =r in system (8) and consider the equivalent systeṁ
where˙= d dτ and with (7).
All these necessary conditions for monodromy, that is, n must be odd, all the real roots of F n (φ) have even multiplicity and F n+1 (φ * ) = R n (φ * ) = 0 for each real root φ * of F n (φ) appear in the work due to A. Gasull, V. Mañosa and F. Mañosas [8] , when applying a first polar blow-up to system (1) and studying the singular points and its eigenvalues of system (5).
The necessary condition for monodromy of the origin at system (1) given in Theorem 17, that is, lim ρ→0ψ (c (ρ))/ρ k with sign σ for ψ 0 ∈ (−π/2, π/2), with = [cos ψ 0 , sin ψ 0 ], implies that F * 2 (ψ) cannot have simple roots in the interval (−π/2, π/2) because the sign ofψ would change. Therefore, we have that the discriminant of equation F * 2 (ψ)/ cos ψ = 0 cannot be positive, that is,
From now on, by doing a change t → −t to system (1) if necessary, if the origin is monodromic then we will assume that σ = 1, that is F n (φ) ≥ 0 for all φ. We recall that F n (φ) is a trigonometrical polynomial verifying F n (φ) ≥ 0, for all φ and φ * is one of its roots. So, φ * is a minimum for F n (φ) and we deduce that F n (φ * ) ≥ 0. Another way to see this sign is to notice thatψ(r, ψ) must be an increasing function of ψ, for ψ ∈ (−π/2, π/2) andr sufficiently small, and by the continuity of the functions defining system (7), we have that if the origin of system (5) is a monodromic singular point, then the flow of system (7) restricted to the line x = 0 must be increasing on the variable y, so we deduce F n (φ * ) ≥ 0, see Figure 1 .
Furthermore, let us consider the given conditions
. Now, we observe that the condition lim ρ→0ψ (c (ρ))/ρ k > 0, withψ defined in system (9) and = [cos ψ 0 , sin φ 0 ], for ψ 0 ∈ (−π/2, π/2) also implies
Another necessary condition to have the origin of system (5) as a monodromic singular point is that the origin of system (7) cannot have a null equation for characteristic directions, because in this case there would be an infinite number of characteristic orbits with characteristic tangent φ * for the origin of system (1) just applying Lemma 11. The equation of characteristic directions for system (7) (always assuming that the origin of system (1) 
and, under these assumptions, we conclude
When applying Theorems 15 and 17 we do not need to compute each of the functions F j (φ) neither the functions R j (φ). We do not need to make any derivation of them. We do not even need to compute any F * j (ψ) nor R * j (ψ). All the conditions described are consequences of the limit calculations.
Applying that lim ρ→0ψ (c (ρ))/ρ k > 0 with = [cos ψ 0 , sin ψ 0 ] for ψ 0 ∈ (−π/2, π/2) we deduce many necessary conditions for system (5) to have the origin as a monodromic singular point. All these conditions must be verified for any φ * , root of F n (φ). We recall that in case F n (φ) ≡ 0 the origin for system (5) is not a monodromic singular point, so we are assuming F n (φ) ≡ 0. In fact, we are assuming (after a sign-time change to system (1) if necessary), that lim ρ→0φ (c ω (ρ))/ρ k ω > 0 for any direction ω ∈ S 1 and lim ρ→0ψ (c (ρ))/ρ k > 0 for any direction = [cos ψ 0 , sin ψ 0 ] for ψ 0 ∈ (−π/2, π/2) and for every functionψ related to a real root φ * of F n (φ) = 0. We summary the necessary conditions for monodromy deduced from system (7):
Theorems 15 and 17 give all the conditions described and we can iterate this process by blowing-up any characteristic root until we only have a finite set of elementary singularities. Moreover, we can find many necessary conditions for monodromy just repeating the same reasoning to each blown-up system. We notice that in previous works cited in the introduction, see [7, 8, 11] , a set of necessary conditions to have the origin of system (5) as a monodromic singular point are given. All these conditions are contained in the ones we give. Our conditions from (i) to (vii) are also found in [7, 8, 11] . We notice that our conditions (iv) and (v) are a refinement of one of the conditions given in [7, 8, 11] . Our conditions (viii) and (ix) do not appear in these works. Actually, we see that Theorems 15 and 17 give a higher number of necessary conditions and the computation of the limit is quicker and easier than verifying all the described conditions. Furthermore, we give in Theorems 15 and 17 a non-monodromy criterion which can be applied to any analytic differential system in the plane (not only polynomial systems) and of very easy application. We only have included this section in order to compare with the other known works and to exemplify how to apply the blowing-up process with our limit calculation.
Algorithm to use this non-monodromy criterion
We give here an algorithm which first computes the positive integer k ω given in Proposition 14 for each ω ∈ S 1 and afterwards gives the value of the limit lim ρ→0φ (c ω (ρ))/ρ k ω . Therefore, we give the application of Theorem 15. The proof of Theorem 15 shows the correctness and finiteness of this algorithm. Moreover, this algorithm also uses the result given in Theorem 17 to study the non-monodromy of the origin of system (1).
We notice that when applying this algorithm we do not need to make any derivation. We only have to do simple evaluations of functions defined by the cartesian variables (x, y). We do not even need to make any variable change.
If n is even, the origin is not monodromic. Else
Compute the function
and let F n (φ) = lim r→0 F (r cos φ, r sin φ).
-If F n (φ) ≡ 0, the origin is not monodromic.
-Else, compute the roots with zero imaginary part of equation F n (φ) = 0 and such that φ ∈ [0, π) and list them in CD.
(i) If there are no real roots (the list CD is empty), then the origin is monodromic. (ii) If there is a root with odd multiplicity in CD, then the origin is not monodromic. Else, the function F n (φ) defines a sign (positive or negative), we call it σ.
3. We take a root φ * in CD and we check if F (r cos φ * , r sin φ * ) ≡ 0 independently of r. In this case the origin is not monodromic. Otherwise, let ω = [cos φ * , sin φ * ] and compute the first k ω ∈ IN such that the following limit is not null
-If k ω is odd, then the origin is not monodromic.
-If k ω is even and sign(s ω ) = σ, then the origin is not monodromic.
4. If for each root in CD we give a negative answer to the former criteria, we compute
5. For each root φ * in CD and we consider p = (r, φ) = (0, φ * ). Compute, with variables (r, φ), n * = min{subdeg |p F (r cos φ, r sin φ), subdeg |p rR(r cos φ, r sin φ)}.
If n * is odd, the origin is not monodromic. Else
and let
* (r cos ψ cos(r sin ψ + φ * ),r cos ψ sin(r sin ψ + φ * )).
-If F * n * (ψ) ≡ 0, the origin is not monodromic. -Else, compute the roots with zero imaginary part of equation F * n * (ψ) = 0 and such that ψ ∈ (−π/2, π/2) and list them in CD*. 
-If k is even, then the origin is not monodromic.
-If k is odd and sign(s ) = σ, then the origin is not monodromic.
8. If for each root in CD* corresponding to each root in CD we give a negative answer to the former criteria, we cannot decide the monodromy of the origin.
Steps from 1 to 3 correspond to the application of Theorem 15. The following steps correspond to the application of Theorem 17. The function F * (x, y) corresponds to the functionψ defined in Theorem 17 but divided by r = x 2 + y 2 because this is always positive and we are only interested in signs. We write all the functions used in this algorithm in cartesian coordinates (x, y) to avoid doing any change of variable.
Each of the steps in the previous algorithm involves certain subalgorithms. The steps 2, 3, 6 and 7 need the computation of a limit of a two-valued function of (r, φ) when the variable r tends to zero. Any of the considered two-valued functions is an analytic function in r and a trigonometric function in φ with period 2π, whose limit can be symbolically computed by means of the Shackell's algorithm, see [16, 17] , and the Gonnet-Gruntz's algorithm, see [9] . These algorithms are implemented in the usual computer algebra systems as Axiom, Derive, Macsyma, Maple, Mathematica, MuPAD, Reduce, . . . Actually, the considered functions are formed by a denominator which is a power of r, whose exponent is known a priori, and a numerator formed by an analytic function in r. Hence, the limits can be computed just by Taylor expansion on r = 0 of the numerator up to the order of the denominator.
The steps 2 and 6 of the algorithm involve the computation of the real roots (with multiplicity) in the interval [0, π) of a homogeneous trigonometric polynomial of even degree. This computation can be done, for instance, by using Sturm's sequences to determine the number of real roots and then using a bisection algorithm. Since we apply Sturm's sequences to a particular case, we have included an appendix at the end of this paper to recall and explain how we can use it, see Section 5.
The algorithm we have implemented can be summarized as follows:
1st. Compute the degree n of the lowest order terms of P (x, y) and Q(x, y) and the corresponding function F n (φ). It may happen that the former criteria does not decide if the origin is monodromic or not.
Examples
• Linear center: Systemẋ = −y,ẏ = x has angular speedφ = 1. Just applying Corollary 6 it is clear that the origin is monodromic.
• Linear focus: Systemẋ = −y + λx,ẏ = x + λy, λ = 0 has also angular speeḋ φ = 1, so it is monodromic as the previous example.
• Linear saddle: Systemẋ = x + y,ẏ = x − y has angular speed given bẏ φ = F 1 (φ), where F 1 (φ) = cos 2 φ − 2 sin φ cos φ − sin 2 φ. Since this trigonometrical polynomial has two simple real roots in [0, π), namely π/4 and 3π/4, we conclude that the origin is not a monodromic singular point.
• Degenerated node: Systemẋ = x 2 ,ẏ = x + y, has angular speed given bẏ φ = F 1 (φ) − r cos 2 φ sin φ, where F 1 (φ) = cos φ(cos φ + sin φ). Since the roots of F 1 (φ) are simple, the origin is not monodromic. This system has a degenerated node at the origin.
• Repulsive non-linear focus:
has angular speed given byφ = sin 2 φ + r 2 cos 6 φ. We see that F 3 (φ) = sin 2 φ which defines a positive sign. So, σ = 1. Its real roots in [0, π) are φ * = 0. We take ω = [1, 0] and we have lim ρ→0φ (c ω (ρ))/ρ 2 = 1 > 0. So, the origin of this system is a candidate to be a monodromic singular point. In [11] it is proved that this system has a repulsive focus at the origin.
• Non-linear system: Systemẋ = y(ax 2 + bxy + cy 2 ),ẏ = y 2 (ax + by) + dx Assume d = 0. We can always make a linear change of variable and suppose d = 1. We have proved that if c ≥ 0 then the origin is not a monodromic singular
Appendix
In this appendix we explain the use of Sturm's sequences and theorem to determine all the real roots of a homogeneous trigonometrical polynomial in the interval [0, π). Let us consider a homogeneous trigonometrical polynomial F n (φ) of degree n + 1. We first check if F n (π/2) = 0 and, if so, we determine its exact multiplicity by using derivation. We divide F n (φ) by cos(φ) up to the computed multiplicity so as to obtain a homogeneous trigonometrical polynomial which does not vanish at φ = π/2. Let us also denote by F n (φ) the obtained polynomial. We perform the following change of variables t = tan(φ) defined for φ ∈ [0, π/2) ∪ (π/2, π) and with range t ∈ (−∞, +∞). We have obtained a polynomial p(t) (not trigonometrical) of degree n + 1. The computation of all the real roots (with multiplicity) of this polynomial p(t) is in one-to-one correspondence with all the real roots (with multiplicity) of the trigonometrical polynomial F n (φ) in the interval [0, π/2) ∪ (π/2, π).
We note that the real polynomial p(t) may possess multiple real roots but, following the reasoning given in [4] , its study can be lead to the computation of the real roots of a polynomial with all its real roots simple, that is, of multiplicity exactly one. If p(t) has multiple real roots, then g(t), the greatest common divisor of p(t) and p (t) which can be computed by means of the divisional algorithm, is not a constant. The polynomial p(t) can then be split in the product p(t) = g(t) q(t) and the polynomial q(t) satisfies that if α is a root of p(t) then q(α) = 0 and q (α) = 0. Moreover, any root of q(t) is simple and it is a root of p(t). Hence, we can compute all the roots of q(t), which will give rise to all the roots of p(t) and we can then determine its multiplicity by a derivation analysis. Since all the roots of q(t) are simple, we only need to study the case of a polynomial equation whose roots are simple.
Let us consider an algebraic equation p(t) = 0 all of whose roots are simple. We know that the derivative p (t) of p(t) vanishes for none of these roots. Let us construct the following Sturm sequence, see [18] pages 297-299, by using the divisional (or Euclidean) algorithm. The first two elements of the sequence are p 0 (t) = p(t) and p 1 (t) = −p (t). The (i + 1)th element of this polynomial sequence is defined from p i (t) and p i−1 (t) in the following way: we divide p i−1 (t) by p i (t) and the remainder of this division multiplied by −1 is p i+1 (t). If we denote by q i (t) the quotient of the previous division, we have that:
p i−1 (t) = p i (t)q i (t) − p i+1 (t), for i = 1, 2, 3, . . .
Since the degree of p i+1 (t) is strictly lower than the degree of p i (t) for all i ≥ 0, we have that the sequence defined in this way is finite and its last element is a constant polynomial p m (t), which is not zero because all the roots of p(t) are assumed to be simple. Then, we can use Sturm's theorem to compute the number of real roots of the polynomial p(t). This theorem is established for a given real interval (a, b) in which p 0 (a) · p 0 (b) = 0, and it also works when this interval is not finite. For our results we need this interval to be (−∞, +∞), and hence evaluation needs to be translated to computing a limit value: p i (±∞) = lim t→±∞ p i (t). The computation of this limit only needs to establish the parity of the degree of the polynomial p i (t) and the sign of the coefficient of maximum order of p i (t). 
