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1Capitolo 1. Introduzione
L'obiettivo di questa tesi è quello di valutare la possibilità di implementare alcune caratteristiche
del modello a componenti GCM (Grid Component Model) su SCA (Service Component Archi-
tecture) [SCA07a]; in particolare per verificare se e quanto SCA sia adatto per implementare
in modo efficiente componenti GCM. Il Grid Component Model è un modello a componenti
progettato dal consorzio europeo CoreGrid [Cor07]. Un componente GCM ha una struttura
gerarchica tale che si possano assemblare diversi componenti in una composizione, che a sua
volta risulti essa stessa un componente.
Tale scelta di progettazione migliora il riuso del componente e consente di nascondere i dettagli
relativi alla dislocazione distribuita del componente: i componenti di una singola applicazione
grid-enabled possono essere sparsi nella rete al fine di utilizzare le risorse computazionali di
diverse organizzazioni.
Un'altra caratteristica interessante di GCM è che abilita la progettazione di componenti auto-
nomici nell'ambito grid. L'autonomicità è un concetto che è stato introdotto in [Hor01] per far
fronte alla crescente complessità dei sistemi informatici, che al giorno d'oggi sono sempre più
distribuiti ed etereogenei. GCM supporta l'autonomicità consentendo di inserire all'interno di
ogni componente un manager autonomico, che interagisce con gli altri manager di componenti
mediante le sue interfacce.
Compito dei manager autonomici in GCM è quello di prendersi cura delle caratteristiche non
funzionali (cioè delle caratteristiche che influenzano come un risultato viene calcolato e non
cosa viene calcolato) di componenti che modellano forme di parallelismo note ed efficienti, in
particolare le caratteristiche non funzionali legate alla performance del componente composito.
Nel nostro caso si è scelto di usare il modello SCA perchè i componenti SCA hanno due carat-
teristiche importanti, che la specifica GCM richiede: struttura gerarchica e interoperabilità.
Si è poi voluto creare un behavioural skeleton task farm [Pel98] per provare la fattibilità delle
caratteristiche di autonomicità. Un behavioural skeleton, rappresenta una specializzazione del
concetto di algorithmic skeleton[Cole89], come presentato in [PDP08].
E' stato dimostrato dall'esperienza che gli skeleton algoritmici rappresentano un'utile astrazione
per poter creare in maniera strutturata programmi paralleli efficienti.
Un behavioural skeleton, allo stesso modo di un skeleton algoritmico, rappresenta un pattern
di programmazione parallela, ma a differenza di esso in ambito GCM introduce il concetto di
adattabilità. Al suo interno può avere un manager autonomico, che ne condiziona il comporta-
mento, secondo un contratto stipulato con l'utente.
Per garantire il supporto ai behavioral skeleton in SCA sono state introdotte modifiche al suo
runtime di supporto, Apache Tuscany [Tusc08]. In particolare è stata implementata la possibilità
di aggiungere e rimuovere componenti a run-time all'interno di una composizione.
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Per far ciò è stata necessaria un'interazione continua con gli sviluppatori di Apache Tuscany
che ha portato all'individuazione e correzione di diversi bachi del supporto.
Inoltre per implementare l'autonomicità nel nostro task farm si è pensato di introdurre all'interno
del componente manager di gestione un motore a regole, che usi l'algoritmo ReteOO [Ret04]
per fare pattern matching dei fatti. L'algoritmo ReteOO non è altro che la versione adattata a
Java dell'algoritmo Rete di Charles Forgy [Forgy82].
Dal punto di vista dell'utente il componente è programmabile mediante produzioni che vengo-
no passate alle intefaccia del gestore autonomico del componente. Le produzioni, nella nostra
terminologia regole, costituscono un contratto di performance.
Al verificarsi di una produzione, il componente task farm si riconfigura permettendo così di
realizzare le caratteristiche di autonomicità (self-configuring e self-optimizing) che sono im-
portanti in ambiente grid e richieste dalla specifica GCM.
Un'altra caratteristiche interessante del task farm, da noi sviluppato, sta nel fatto che garantisce
la massima interoperabilità con diversi middleware esistenti perchè il modello SCA essendo
indipendente dalla tecnologia con cui un componente è realizzato, consente le invocazioni sin-
crone e asincrone da diverse tecnologie: Java RMI , Web Services, JMS, ecc.
Un componente SCA ha anche ulteriori vantaggi come quello di poter essere indipendente dal
linguaggio in cui è stato implementato. Il task-farm da noi realizzato potrebbe essere integrato
in un ambiente SCA, con altri componenti sviluppati in altri linguaggi.
Dopo aver realizzato il prototipo funzionante del task farm si è pensato di testare le caratteri-
stiche di autonomicita e scalabilità.
Avendo una buona conoscenza del supporto, ottenuta mediante l'analisi dinamica di Apache
Tuscany, ci aspettavamo di avere una scalabilità pressochè perfetta per valori di grana me-
dio/grande. Tale aspettativa era dovuta principalmente al fatto che il mezzo di comunicazione
erano i Web Services.
Usare i Web Services comporta, a fronte di un'ottima interoperabilità, un overhead di comuni-
cazione abbastanza alto legato all'uso di tecnologia SOAP/XML, come riscontrato in [Dav02].
Il nostro punto di vista era comunque quello di valutare tutti i possibili overhead, che una in-
frastruttura come Apache Tuscany può avere, al fine di aprire spazio per ulteriori investigazioni
volte a migliorare tale middleware per lo sviluppo di applicazioni distribuite.
I risultati hanno di fatto confermato le nostre aspettative per scalabilità. Dopo aver ottenuto le
nostre conferme, siamo passati ad un'altra serie di test: i test relativi all'autonomicità.
Tale batteria di test ha provato che il task farm possiede un'ottima capacità di reazione all'ag-
giunta o rimozione di risorse computazionali. Nelle prove in cui, a computazione iniziata, si
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è raddoppiato il numero di macchine a disposizione, il task farm ha reagito di conseguenza,
fornendo prestazioni adeguata al nuovo numero di macchine.
Abbiamo strutturato la tesi in modo da fornire al lettore prima un background sui modelli a
componenti esistenti ed introdurlo ai concetti accennati in questa introduzione. La sua struttura
è la seguente:
• nel capitolo 2 cerchiamo di capire cosa è un componente e di fare una panoramica sui modelli
a componenti presenti nell'industria per poi arrivare ad illustrare alcuni concetti chiave di
GCM.
• nel capitolo 3 introduciamo diversi aspetti della Service Component Architecture (SCA), che
si sono rivelati essenziali nella costruzione del progetto di tesi.
• nel capitolo 4 vediamo il progetto logico del behavioural skeleton task farm realizzato in
Java, descrivendone gli obiettivi, i casi d'uso e i problemi che abbiamo riscontrato durante
l'implementazione. Da questo capitolo in poi l'esposizione seguira il modello architetturale
"4+1" [Kruch95].
• nel capitolo 5 mostriamo i dettagli implementativi del task farm mediante la vista di sviluppo
[Kruch95] e i diagrammi di sequenza in modo che il progetto sia ben documentato e ripro-
ducibile.
• nel capitolo 6 vediamo la vista fisica e analizziamo un sottoinsieme dei test effettuati, valu-
tandone i risultati.
• nel capitolo 7 valutiamo le conclusioni ed indichiamo alcuni punti interessanti per ulteriori
indagini su SCA e Apache Tuscany.
Inoltre abbiamo l'appendice A dove è contenuto il codice.
4Capitolo 2. Modelli a componenti
Obiettivo di questo capitolo è di fare una introduzione ai modelli ai componenti, ai vantaggi del
CBD (Component Based Development) e alle motivazioni che hanno portato a componenti per
griglie come GCM (Grid Component Model), il modello a componenti sviluppato all'interno
di CoreGRID [Cor07]. Illustreremo poi le caratteristiche base di GCM.
1. Che cosa è un componente?
Il software oggigiorno è diventato una componente imporante delle vita di milioni di persone e
aumenta la richiesta di funzionalità che porta alla creazione di software sempre più complesso
e difficile da mantenere. La sfida principale per gli sviluppatori di software è far fronte alla
complessità e adattarsi velocemente ai cambiamenti soprattutto quando il software è stato pro-
gettato per ambienti distribuiti.
Per far fronte a queste necessità si è iniziato a sviluppare a componenti. Cerchiamo di capire
cosa è un componente e perchè lo sviluppo di componenti è importante per far fronte alla com-
plessità.
Per prima cosa occorre dire che la letteratura non esite una definizione univocamente accettata
di componente, comunque noi useremo la definizione data da Szyperski [Szy02] poichè a nostro
avviso caratterizza meglio le proprietà di un componente:
"Un componente software è una unita di composizione di cui si specificano solamente le in-
terfacce e le dipendenze esplicite dal contesto. Un componente software può essere impiegato
indipendentemente ed è soggetto alla composizione da terze parti".
La parte significativa di questa definizione sta nel fatto che per poter essere impiegato indi-
pendentemente un componente necessità di una netta distinzione sia dall'ambiente dove verrà
impiegato che dagli altri componenti. Un componente comunica con il suo ambiente attraverso
le interfacce.
Per questo motivo un componente deve avere interfacce ben definite, mentre l'implementazione
deve essere isolata dall'ambiente. L'isolamento dell'implementazione di un componente abilità
il riuso poichè l'utilizzatore del componente non conosce niente di esso tranne l'interfaccia per
comunicare. Informalmente parlando questo fa sì che i componenti possano essere visti come
i mattoni, che compongono un'applicazione.
Il punto chiave del concetto di componente è la separazione delle sue interfacce dall'implemen-
tazione. Questa separazione è un concetto differente da quella che troviamo nei linguaggi di
programmazione ad oggetti perchè qui l'idea di base sta nel fatto che l'integrazione di un com-
ponente in un'applicazione è totalmente separata dal concetto di ciclo di sviluppo.
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Questo significa che non è necessario ricompilare l'applicazione potendo connettere i compo-
nenti a runtime [Aoy98] ed in secondo luogo, cosa non meno significativa, la composizione di
componenti è in generale indipendente dall'implementazione di ogni singola parte.
Un altro vantaggio rispetto alla programmazione ad oggetti sta nel fatto che due moduli di
una stessa applicazione usando i componenti potrebbero essere implementati in due linguaggi
differenti, a patto che abbiano la stessa interfaccia.
Infine l'utilizzo dei componenti nella costruzione di una applicazione, se i componenti sono
stati ampiamente testati, può diminuire il numero di errori dell'applicazione e quindi migliorerà
la qualità.
Riassumendo un componente è composto dai seguenti elementi:
• Un insieme di interfacce atte alla comunicazione con altri componenti.
• Il codice eseguibile del componente.
• ed opzionalmente le specifiche non funzionali che richiede.
2. Componenti: .NET, EJB,CCM
Un modello a componenti definisce un'insieme di standard e convenzioni che lo sviluppatore
deve seguire per creare componenti. Nei paragrafi che seguono daremo un panoramica su mo-
delli a componenti esistenti e comunemente usati nell'industria: .NET, Enterprise JavaBeans e
Corba Component Model.
2.1. Componenti .NET
L'approcciò Microsoft al CBD (Component Based Development) è strettamente pragmatico
[Low03]. La piattaforma .NET non defisce nessun modello formale a componenti. E' il linguag-
gio che abilita lo sviluppo a componenti. Un componente .NET (assembly) consiste di una serie
di moduli, che sono i tradizionali file eseguibili o DLL ( Dynamic Link Library). Durante la fase
di compilazione in codice intermedio per il CLR (Common Language Runtime), il compilatore
produce il manifest. Il manifest è l'interfaccia di descrizione del componente dove ci sono tutte
le dipendenze di quel componente. Per assemblare un componente basta che si fornisca la lista
dei moduli che costituiscono il componente all'Assembly Linker e viene creato l'eseguibile.
Un assembly può essere privato ad un singola applicazione o condiviso tra applicazioni multi-
ple. Gli assembly condivisi hanno un schema dei nomi ben preciso e vengono memorizzati a
partire da Windows XP in una cache globale. Per confrontare il modello .NET con altri modelli
si noti che non è gerarchico perchè i moduli non sono componenti.
2.2. Enterprise Java Beans
Enterprise JavaBeans [EJB03] è una specifica di componenti della Sun, che definisce un'archi-
tettura per lo sviluppo e il deployment di applicazioni a componenti. Un EJB ha vita all'interno
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di un container, che configura i servizi necessari per gli EJB e fornisce le risorse al componente.
Il container, inoltre, rafforza l'isolamento non permettendo l'accesso diretto ai bean. L'accesso
ai bean avviene attraverso due interfacce: la EJB home interface per l'accesso a tutte le opera-
zioni del ciclo di vita (creazione, distruzione, ecc.) e l'interfaccia dell'oggetto EJB per tutte le
operazioni su un'istanza di EJB, come vediamo un figura.
Figura 2.1. Isolamento di un Enterprise Java Bean
I client remoti al bean vedono queste interfacce implementate con oggetti stub a cui possono
accedere mediante RMI o RMI-IIOP per comunicare con il container, mentre i client locali,
che risiedono nella stessa JVM del container, accedono mediante l'interfaccia locale fornita dal
container. Le chiamate remote ad un bean sono per valore mentre la semantica delle invocazioni
locali ad un bean è per riferimento, motivo per cui un bean quando invocato da un client sulla
stessa JVM dovrebbe essere implementato come se lo stato di un oggetto che è passato come
argomento sia potenzialmente condiviso tra il chiamante e il chiamato.
La specifica definisce i seguenti tipi di bean:
• Session Bean. Un session bean è creato dal container quando un client quando inizia una
sessione, possiamo quindi dire che è eseguito per conto di un cliente. Per esempio una servlet
può creare un session bean per elaborare gli ordini di un'utente di una libreria online. Un
sessione bean può essere stateless o stateful.
Se è stateless non mantiene lo stato tra le diverse chiamate al bean; in questo caso il container
tipicamente associa le invocazioni al bean ad un oggetto diverso ogni volta del pool di oggetti
usati per implementare il bean. Se invece è stateful diremo che ha un'interfaccia conversa-
zionale e la stessa istanza del bean viene usata per soddisfare le richieste per tutta la sessione.
• Message Driven Bean (MDB). Un message driven bean è un bean stateless che non nessuna
home interface, come gli altri bean appena descritti, ma viene attivato in seguito alla ricezione
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di un messaggio da parte di JMS: è quindi un consumatore asincrono di messaggi. Dal punto
di vista del cliente un MDB non è altro che una destinazione, implementata con un data
logica, a cui mandare messaggi. Il MDB è il ricevente di questi messaggi e tipicamente viene
implementato con il design pattern Observer [Gamma96].
• Entity bean. Un entity bean è un componente che è tipicamente associato a dei record di
un database: l'idea è quella di far corrispondere le entità di un database a bean per garantire
la persistenza dei dati. Si può accedere ad un entity bean in maniera concorrente tramite le
interfacce home e dell'oggetto, quinidi il container deve garantire la mutua esclusione.
2.3. Componenti in CORBA
CORBA [CCM07] è uno standard per la interoperabilità distribuita tra oggetti remoti, che ha
introdotto un suo modello a componenti: CCM (Corba Component Model).
Per la specifica CCM (Corba Component Model) un componente è: "un unita di codice auto-
noma che ha una sua logica e dei dati, con connessioni ben definite e interfacce per le comu-
nicazioni".
Dal punto di vista del cliente in CCM l'interfaccia del componente composta da diversi punti
di accesso, chiamate porte. Le porte di un componente CCM si possono suddividere in Facets,
Receptacles, Event Sink, Event Source e Attributi.
Gli attributi invece sono interfacce pensate per la configurazione di componente che possono
essere modificate sia a tempo di implementazione del componente che a tempo di esecuzione.
Come nei EJB, i componenti CCM risiedono in un container e sono creati e gestiti da delle
home. Le home sono factory di componenti e hanno responsabilità su tutto il ciclo di vita di
un'istanza di un componente CCM. Un componente CCM può avere multiple home, ma una
home può gestire solo un tipo di componente
Al fine di garantire la possibilità di cambiare la gestione del ciclo di vita di un componente le
home vengono definite in maniera separata dal componente.
Come EJB, anche CCM ha diversi tipi di componenti: session, entity, service e process. Le
prime due corrispondono par pari rispettivamente ai EJB session stateful e agli entity EJB. I
componenti CCM service corrispondono agli stateless session EJB, mentre i componenti CCM
process si differenziano. Essi hanno uno stato persitente che può essere fatto corrispondere al
tempo necessario che per servire un processo che ha effettuato una richiesta verso di essi.
2.4. Grid Component Model
I modelli componenti appena elencati permettono lo sviluppo di applicazioni robuste e com-
plesse ma non rispondono ai requisiti di alte prestazioni, dinamicità e interoperabilità che la
programmazione in ambiti Grid richiede. Questo è il motivo sono stati introdotti modelli a
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componenti per griglia come CCA [CCA08], GridCCM [Gcc07] e GCM [Cor07] di cui adesso
parleremo.
Il GCM è un modello a componenti per la creazione di applicazioni grid-enabled definito dal
consorzio CoreGrid basato su Fractal Component Model. Attualmente il progetto GridCOMP
ha il compito di creare un'implementazione di GCM.
Fractal Component Model è un modello a componenti fortemente estensibile usato in diver-
si ambienti che pone l'attenzione sul principio di separation of concerns che dobbiamo a
E.W.Dijkstra in [Dji74]. L'idea di questo principio di riferimento è quella di separare i diversi
aspetti chiave di un'applicazione in modo che non si sovrappongano e affrontarli singolarmente.
In Fractal la separation of concerns avviene tra gli aspetti funzionali e quelli non funzionali,
separando le interfacce funzionali da quelle non funzionali. Nel seguente paragrafo vediamo
per contestualizzare la discussione su GCM le caratteristiche base di Fractal.
2.4.1. Fractal Component Model
Il Fractal Component Model è un modello a componenti sviluppato principalmente da INRIA
e France Telecom, che ha le seguenti caratteristiche:
• Componenti compositi. Il modello di Fractal è un modello ricorsivo: i componenti sono ag-
gregati in un composite e la composite può essere vista come un componente. Nel termino-
logia di Fractal si parla di sottocomponenti per indicare i componenti interni ad una compo-
sizione.
• Componenti condivisi. I sottocomponenti di un componente possono essere condivisi allo
scopo di modellare le risorse e la condivisione delle risorse e mantenere l'isolamento di un
componente.
• Introspezione del componente. Un componente può semplicemente implementare un'inter-
faccia di introspezione che restituisce le interfacce del componente stesso. Questo meccani-
smo è particolarmente utile perchè consente di monitorare il componente, anche se non si
conoscesse le sua logica funzionale a tempo di esecuzione.
• Riconfigurazione del componente. Un componente può essere riconfigurato per essere og-
getto di deployment dinamico.
Un componente Fractal, come vediamo in figura 2.2, ha un'insieme di interfacce, che costitui-
scono i punti di accesso al componente. Esistono due tipologie di interaccie in Fractal: le inter-
facce server e le interfacce client. Mediante le interfacce server si accettano richieste da com-
ponenti esterni, mentre attraverso le interfacce client il componente comunica con l'esterno.
Nella struttura di un componente Fractal possiamo distinguere un controller (chiamato anche
membrana), che supporta le interfacce per fare introspezione e per la riconfigurazione di un
componente, e un contenuto, che consiste in un insieme finito di sottocomponenti sotto la re-
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sponsabilità della membrana. La membrana può avere interfacce funzionali o di controllo che
possono avere visibilità solo all'interno del componente oppure avere visibilità anche all'ester-
no. Un'interfaccia che espone le funzionalità di un componente si dice funzionale.
Un'interfaccia viene chiamata di controllo se serve per analizzare o cambiare la struttura del
componente. L'interfaccia di controllo può venire usata nel caso di introspezione, riconfigura-
zione, ecc.
Figura 2.2. Componente Fractal
In Fractal la membrana è composta da diversi controllori, ogni controllore può avere il ruolo
di essere un Interceptor: quindi le invocazioni da e verso i sottocomponenti sono mediate dalla
membrana. Gli Interceptor sono usati anche per fare la promozione di un'interfaccia. Essa con-
siste nel far diventare interfaccia della composizione un'interfaccia di un sottocomponente.
Finora abbiamo visto come vengono raggruppati i componenti, ma non quali meccanismi con-
sentono di far comunicare i componenti all'interno di una composizione: i binding. Similmente
a SCA, che vedremo nel capitolo 3, i componenti possono comunicare se sono connessi attra-
verso un binding.
Il binding in Fractal è l'analogo del wire in SCA (Service Component Architecture), che è
il modello a componenti oggetto di questa tesi. Le specifiche Fractal definiscono due tipi di
binding: primitivo e composite. Il binding primitivo consente il collegamento di due interfacce
tra due componenti, che stanno nello stesso spazio di indirizzamento, a patto che le relative
interfacce corrispondano, mentre il binding composito definisce un cammino di comunicazione
tra le interfacce dei componenti che potrebbe essere distribuito.
In Fractal non esistono binding predefiniti; al di là dei binding primitivi, i binding possono




Come per i binding in Fractal nella membrana non fissa un numero definito di controllori pre-
definiti, ma si hanno diversi livelli di controllo.
Visto dall'esterno un componente Fractal può sembrare una "black box", e può non fornire
nessun modo per fare introspezione. Un componente Fractal che non fornisce al sistema nessun
meccanismo di introspezione viene detto componente base: un oggetto è un componente base
Fractal.
La specifica Fractal poi ci fornisce per i componenti una prima caratteristica di introspezione:
un componente può implementare l'interfaccia Component, che consente di esportare le interfacce
interne al di fuori del componente.
Oltre a questo livello di introspezione, il componente Fractal ne può fornire altri a grana più
fine. In un componente Fractal posso estendere, aggiornare, controllare diversi aspetti del com-
ponente mediante i seguenti controller:
• Attribute controller. Un componente può fornire una interfaccia AttributeController per
esporre i metodi getter e setter per i suoi attributi.
• Binding controller. Un componente che volesse fornire la possibilità di aggiungere o togliere
dei binding delle proprie interfacce deve fornire un  BindingController.
• Content controller. Un componente che volesse permettere l'aggiunta o la rimozione di sot-
tocomponenti deve fornire l'interfaccia ContentController.
• Life-cycle controller. Un componente che volesse permettere controllo esplicito sul suo com-
portamento funzionale dovrebbe fornire l'interfaccia LifeCycleController.
2.4.2. Da Fractal a GCM
Fractal, così come abbiamo visto nel paragrafo precedente, fornisce alcune caratteristiche inte-
ressanti per l'ambiente griglia, come la possibilità di riconfigurare i componenti e la struttura
gerarchica:
• La possibilità di riconfigurare un componente senza violarne la sua incapsulazione è inte-
ressante in ambienti dinamici ed eterogenei come quelli di griglia, dove le applicazioni si
devono poter adattare all'ambiente.
• La struttura gerarchica abilità il riuso e la distribuzione dei componenti: un componente è
composto da diversi componenti distributi nella rete connessi mediante i binding.
Le caratteristiche di riconfigurabilità di Fractal e la sua struttura gerarchica sono state ereditate




• Comunicazioni Collettive: un modello a componenti in ambito grid deve, per esempio per
supportare la programmazione parallela SPMD (Single Process, Multiple Data), fornire il
supporto per le comunicazioni tra componenti uno-a-molti (multicast) e molti-a-uno (gather-
cast). In generale ogni comunicazione in GCM può essere: sincrona, asincrona, event-based
e streaming based. Le comunicazioni collettive possono anche essere usate per distribuire o
raccogliere i dati tra i sottocomponenti.
• Autonomicità. Supporto per il comportamento autonomico [Hor01] dei componenti GCM.
• Deployment. Un qualsiasi modello a componenti ha i suoi meccanismi di deployment per i
componenti. Un modello a componenti per ambienti grid dovrebbe far fronte al deployment
distributo delle risorse e garantire una gestione delle stesse efficiente.
Ai fini di questa tesi tra le caratteristiche che GCM ci fornisce è utile approfondire l'autono-
micita.
2.4.3. Componenti Autonomici.
Per far fronte alla crescente complessità dei sistemi di elaborazione si è pensato di compararli
al sistema autonomico nervoso umano, che si prende cura della maggior parte delle funzioni
corporee, facendo in modo che non dobbiamo pensare a tutti i movimenti del corpo che faccia-
mo. L'idea, introdotta da IBM, consiste nel distinguere in ogni sistema quattro caratteristiche,
che lo stesso deve possedere:
• Self-configuration. Un sistema autonomico configura se stesso secondo degli obiettivi ad alto
livello, per esempio specificando ciò che è desiderato e non necessariamente come raggiun-
gerlo. Questo significa che deve essere in grado di installarsi e configurarsi a seconda delle
necessità di elaborazione e dell'utente.
• Self-optimization. Un sistema autonomico ottimizza il suo uso delle risorse. Può decidere
di far partire una riconfigurazione del sistema nel tentativo di migliorare le prestazioni o la
qualità del servizio.
• Self-healing. Un sistema autonomico rileva e fa la diagnosi dei problemi. Il self-healing ha
a che fare con il fault-tolerance. Un componente che garantisce il self-healing è in grado di
reagire al verificarsi di guasti e/o malfunzionamenti.
• Self-protection. Un sistema che ha la caratteristica di self-protection è in grado di proteggere
se stesso dagli attacchi o dagli errori inaspettati da parte dei suoi utenti.
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Figura 2.3. Ciclo autonomico.
IBM (vedi figura 2.3) ha fornito anche un modello di riferimento per i cicli di controllo auto-
nomici. Nel ciclo autonomico possiamo distinguere il managed element, che è la risorsa hard-
ware o software a cui viene dato un comportamento autonomico associandola ad un manager
autonomico. Volendo fare esempio un managed element potrebbe essere un router di rete, un
web server o un qualunque altro componente o hardware. Il manager autonomico ottiene tra-
mite i sensori (sensor) informazioni relative al comportamento della risorsa: per esempio l'uti-
lizzazione della memoria e della CPU. Una volta che il manager ha ottenuto informazioni dai
sensori a seconda di una data politica, che può essere fornita da un utente, crea un piano per
raggiungere gli obiettivi di tale politica e lo esegue tramite gli attuatori (effectors).
L'inerente scala, complessità, etereogeneità, incertezza e dinamismo dell'ambiente grid ha por-
tato allo sviluppo di componenti autonomici [LLPV02]. E' diventato quindi per GCM un re-
quisito di base supportare le quattro proprietà del modello autonomico.
Nel contesto di GCM si prevede che esistano manager autonomici di componenti composite,
che rappresentano pattern noti, chiamati behavioural skeleton. Un behavioural skeleton rappre-
senta una specializzazione del concetto di algorithmic skeleton. [Cole89]
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E' stato dimostrato dall'esperienza che gli skeleton algoritmici sono un modo per creare in ma-
niera strutturata programmi paralleli efficienti.
Un behavioural skeleton, allo stesso modo di un skeleton algoritmico, rappresenta un pattern
di programmazione parallela, ma a differenza di esso in ambito GCM introduce il concetto di
adattabilità. Al suo interno può avere un manager autonomico, che ne condiziona il comporta-
mento, secondo un contratto stipulato con l'utente.
Tale manager autonomico si occupa quindi del controllo autonomico delle caratteristiche non
funzionali del componente. Al momento attuale si occupa prevalentemente della performance
(self-optimization) e si stanno facendo ipotesi sulla self healing.
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Capitolo 3. Introduzione a SCA
In questo capitolo introdurremmo la Service Component Architecture (SCA) vedendo solo un
sottoinsieme del suo modello assembly, che definisce come i componenti sono connessi. Ana-
lizzeremo solo le specifiche e alcune parti dell'implementazione open source Apache Tuscany,
che sono strettamente inerenti a questo progetto in modo tale che si possa avere una buona
comprensione della sua architettura logica. La prima cosa che vedremo del modello assembly
sono gli intenti e le policy.
Un'intento è un'astrazione che consente di catturare un singolo requisito non funzionale, mentre
un insieme di policy serve a dichiarare quali intenti devono essere soddisfatti. La cosa interes-
sante relativa agli intenti è che possono essere associati ad ogni elemento del modello assembly:
reference, service, componente, implementazione, ecc.
La Service Component Architecture, essendo stato pensata per essere impiegato in ambiente
SOA (Service Oriented Architecture) [OASIS06], estende gli approcci esistenti per la costru-
zione dei servizi basandosi sui Web Services fornendo la possibilità di integrare tecnologie a
componenti esistenti, come EJB, OSGi [Wiki07b], CORBA, ecc.
Il modello di sviluppo di un'applicazione SCA si incentra nella definizione di componenti che
espongono la loro parte funzionale mediante servizi e che usano le funzionalità di altri compo-
nenti, esposte anche queste mediante servizi. Dal punto di vista SCA la creazione di un'appli-
cazione SOA può essere divisa in due parti:
• L'implementazione di componenti, che forniscono e consumano servizi.
• L'aggregazione di insiemi di componenti per costruire applicazioni complesse orientate ai
servizi attraverso il wiring, ovvero le connessioni delle reference ai service, che ogni com-
ponente espone.
Le specifiche SCA inoltre si incentrano su due aspetti molto importanti in ambienti così diversi,
come quelli distribuiti: la neutralità rispetto al linguaggio di programmazione e l'indipendenza
delle invocazioni dei servizi dal tipo di middleware.
Grazie al primo aspetto, è possibile scrivere l'implementazione di un componente SCA in lin-
guaggi di programmazione diversi tra cui Java, Python, Ruby, JavaScript, C++ e PHP . Per
esempio un componente SCA scritto in Python può essere sostituto da un componente SCA
scritto in PHP a patto che abbia lo stessa interfaccia.
La cosa più interessante dal punto di vista dell'interoperabilità è il secondo aspetto. Il modello
SCA supporta un'ampio spettro di meccanismi d'accesso per invocare i servizi: queste vanno
dai Web Services, RMI a CORBA.
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Nella descrizione del modello SCA forniremo alcuni esempi di semplici componenti; quando
avremo una buona comprensione delle sue entità costituenti passeremo a descrivere alcune
peculiarità di Apache Tuscany, una implementazione open-source del modello SCA.
1. Che cosa è SCA?
La Service Component Architecture (SCA) è un modello indipendente dal linguaggio per la
creazione di sistemi che usano SOA (Service Oriented Architecture) [OASIS06] mediante la
composizione e il deployment di componenti nuovi ed esistenti.
Un'applicazione SCA è costituita da uno o più componenti. Un componente consiste di una
istanza configurata di un'implementazione, dove quest'ultima può essere un qualsiasi pezzo di
codice che implementa un'interfaccia. Questo codice costituisce la business logic del compo-
nente. La business logic di un componente viene esposta in quelli che il modello chiama ser-
vices. Un service è il punto di accesso al componente e viene usato da un componente per lo
scambio dei messaggi con gli altri componenti.
Per usare un service le implementazioni degli altri componenti devono poter ottenere una re-
ference ad esso.
Un'ulteriore aspetto dell'implementazione è la presenza degli attributi. Gli attributi di un com-
ponente nella terminologia del modello assembly di SCA sono dette properties. Riassumendo
ogni componente ha un'implementazione, che può riferire uno o più services mediante delle
reference ed impostare degli attributi che permettano la sua configurazione.
I componenti SCA possono essere parte di un'applicazione che viene eseguita in un unico host
oppure distribuita sulla rete. Nel caso più generale possibile SCA abilita lo sviluppo di com-
ponenti distribuiti implementati in linguaggi diversi, quindi per far fronte alla complessità si è
reso necessario introdurre nel modello di SCA un meccanismo che consenta di descrivere come
i componenti di interagiscono: la composite.
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Figura 3.1. Una composite con due componenti
La composite può essere considerato in SCA il "collante" tra i diversi componenti che la com-
pongono. Una composite può contenere componenti, reference, servizi più tutto quello che ser-
ve per il wiring che descrive le connessioni tra questi elementi.
Una composite SCA viene descritta in un file di configurazione, mediante un dialetto di XML,
chiamato Service Component Definition Language (SCDL). In SCDL vengono definite tutte
le relazioni tra i componenti di una composite: le proprietà di ogni componente, i servizi e il
wiring.
Il deployment delle composite avviene all'interno di un SCA Domain (dominio organizzativo),
che rappresenta un'insieme di servizi locali o distribuiti appartenenti ad una singola organizza-
zione.
La cosa interessante per gli scopi di questa tesi è che nel modello assembly di SCA le composite
possono essere considerate componenti. Quando una composite viene usata come implemen-
tazione di un componente, restringe lo visibilità dei componenti che la compongono. Facciamo
un esempio di SCDL:
       <composite  xmlns="http://www.osoa.org/xmlns/sca/1.0"
      targetNamespace="http://taskfarm" xmlns:taskfarm="http://taskfarm" name="Scheduler"> 
      
      <component name="JobStore">
      <implementation.java class="JobStoreImpl"/> 
      <reference name="workpoolManager" target="TaskFarm/WorkpoolManager"/>
      <reference name="workpoolService" target="TaskFarm/WorkpoolService"/> 
      </component> 
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      <component name="TaskFarm"> 
      <implementation.composite="taskfarm:Workpool"/>
      </component> 
      
      </composite>
      
Come potete osservare nel codice sopra stante abbiamo definito un componente JobStore, la
cui caratteristica funzionale potrebbe essere quella di memorizzare dei task da eseguire a certe
ore della giornata. Il componente JobStore ha dei riferimenti verso un altro componente Task-
Farm. Quest'ultimo componente potrebbe essere un behavioural skeleton task farm, che viene
implementato dalla composizione taskfarm:Workpool. L'esempio mostrato, quindi, ci fa vedere
come con l'archittettura definita dal modello di SCA si ottenga un ottimo riuso dei componenti
esistenti.
2. Relazioni tra componenti.
Dopo aver dato un quadro dei concetti basilari di SCA, cerchiamo di approfondire alcune cose
importanti. La prima cosa interessante da capire è come vengono correlate le dipendenze di
un componente. A questo scopo occorre introdurre per forza di cose, una tecnica di inversione
di controllo (Inversion of Control): la dependency injection. Il termine inversione di controllo
sta ad indicare che non deve essere il componente a preoccuparsi di risolvere le dipendenze,
ma lo fa il supporto. Questa è una caratteristica che troviamo in molti middleware J2EE come
per esempio Spring [SPR08], PicoContainer [PIC08] e JBoss Seam [JBS08]. Questi sono tutti
ambienti per lo sviluppo di a componenti in ambito web, che fanno uso della inversione di
controllo per risolvere il problema delle dipendenze tra componenti.
2.1. Dependency Injection
In SCA ogni componente ha un'interfaccia, espone almeno un servizio e può interagire con
altri componenti. Le dipendenze con altri componenti potrebbero essere gestite nella logica del
componente, ma ciò limiterebbe il riuso soprattutto in ambienti eterogenei e dinamici, dove le
interfacce cambiano spesso. Si presenta quindi la necessità togliere il compito della gestione
delle dipendenze dalla logica del componente.
E' qui che entra in gioco l'iniezione delle dipendenze, il cui principio di base è quello di avere un
oggetto separato, WireBuilder, che configura il componente. Per esempio se l'implementazione




Figura 3.2. Inversion of Control
Come è possibile osservare in figura 3.2, il CrawlerSchedulerImpl è l'implementazione di un
componente SCA che dipende dal WebSpider, la cui implementazione sarà inettata dal Wire-
Builder grazie alle informazioni fornite dalla composizione. Procedendo in questo modo si ri-
muove la dipendenza della classe CrawlerSchedulerImpl sulla classe concreta WebSpiderImpl.
In SCA si ha dependency injection sul costruttore, sui metodi setter e sui campi public o pro-
tected sia per le reference che per le property di un componente. Facciamo un esempio e pren-
diamo la definizione in SCDL della composite WebCrawler di figura 3.3.
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Figura 3.3. Una composite Web Crawler
 <composite xmlns="http://www.osoa.org/xmlns/sca/1.0"
           targetNamespace="http://crawler"
           xmlns:crawler="http://crawler"
           name="WebCrawler">
    <component name="CrawlerScheduler">
   <implementation.java class="it.unipi.di.CrawlerSchedulerImpl"/>
        <reference name="spider" target="WebSpiderComponent" />
        <reference name="urlResolver" target="URLResolverComponent" />
        <reference name="urlQueue" target="URLQueueComponent" />
        <property name="maxPages">1000</property>
    </component>
    <component name="WebSpiderComponent">
        <implementation.java class="it.unipi.di.WebSpiderComponentImpl"/>
    </component>
    <component name="URLResolverComponent">
        <implementation.java class="it.unipi.di.URLResolverImpl"/>
    </component>
    <component name="URLQueueComponent">
        <implementation.java class="it.unipi.di.URLQueueComponentImpl"/>
    </component>
</composite>
        
Nel SCDL sopra stante abbiamo definito un CrawlerScheduler, che ha una property e dei rife-
rimenti ad altri servizi, che avrà i seguenti metodi setter:
         public class CrawlerSchedulerImpl implements CrawlerScheduler {
                private WebSpider spider;
                private URLQueue urlQueue;
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     L'annotazione @Reference indica il campo dove fare l'inject delle reference
          
                @Reference                              
                protected URLResolver urlResolver;
    
          L'annotazione @Property  indica il campo dove fare l'inject delle property
          
                @Property                                        
                protected int maxPages;
                
             @Reference
               public void setWebSpider(WebSpider spider)
               {
               this.spider = spider;
               }
               
               @Reference
               public void setURLQueue(URLQueue urlQueue)
               {
               this.urlQueue = urlQueue;
               }
               
               // altri metodi
         }
        
Come potete vedere nel codice Java, che illustra una parte del CrawlerScheduler, è grazie alle
annotazioni nell'implementazione e alle informazioni contenute nel SCDL, che il componente
CrawlerScheduler riesce con l'ausilio del WireBuilder a realizzare l'inversione di controllo tro-
vando la classe di implementazione per il WebSpider.
Riepilogando, le annotazioni, che il programmatore mette nel codice per indicare i campi/meto-
di di injection, sono usate dal WireBuilder per fare injection e vengono processate al momento
in cui viene parsato il SCDL della composite
Una volta che ciò è avvenuto è possibile, riferendoci al nostro esempio, invocare dal compo-
nente CrawlerSchedulerImpl il componente WebSpider.
Nel caso ideale, come quello del listato sopra stante, tutti gli aspetti configurabili di una imple-
mentazione vengono specificati mediante annotazioni. Tali aspetti costituiscono nel termino-
logia SCA il componentType. Nei casi in cui un componentType non può essere specificato
mediante le annotazione nel codice viene definito mediante un file che ha lo stesso nome del-
l'implementazione e ed estensione ".componentType".
Per dovere di completezza tra le entità correlate al componente nel modello SCA rimane da
spiegare il constraintingType. Il constraintingType è stata lasciato per ultimo in quanto non
usato nel corso di questo progetto di tesi. Il constraintingType può venire associato ad un com-
ponente. Quando ciò accade ha l'effetto di restringere l'insieme dei servizi, delle reference e
delle proprietà del componente. I servizi, le reference e le proprietà di un componente non sono
più quelli specificati nel SCDL, ma sono solo il sottoinsieme che il constraintingType ci indica.
Questo permette di modellare al forma di un componente. La figura 3.4 sottostante da un'idea
delle relazioni tra un componente e gli altri elementi spiegati in questo paragrafo.
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Dalla figura 3.4 si evince che un componente ha una implementazione ed un unico component-
Type, mentre può avere ad esso associato più servizi, che sono le interfacce esportate dal com-
ponente, più reference che in altri modelli sono i connettori del componente ed opzionalmente
un constraintingType.
2.2. Binding
Abbiamo appena detto che i servizi e le reference consentono ai componenti di comunicare tra
loro, ma non si è detto niente su come questa comunicazione avviene. Lo scopo di specificare
come avvengono le compunicazioni è dei binding.
Un binding può essere usato sia su una reference che su un service e definisce il supporto
di comunicazione tra il componente SCA e l'esterno. A seconda con chi sta comunicando il
componente SCA può avere o meno specificato un binding nel SCDL della composizione. Se sta
comunicando con applicazioni SCA nello stesso SCADomain si può non specificare binding,
verrà usato quello di default. Se invece necessità di comunicare con l'esterno è obbligatorio per
tutti i componenti SCA specificare uno o più binding.
Ciascun binding definisce il protocollo che deve essere usato per comunicare tra i componenti.
Mediante i binding si realizza la separazione del componente dalle comunicazioni. Tale sepa-
razione rende il supporto fortemente estendibile e i componenti invece sono fortemente intero-
perabili, ciò è particolarmente vero in Apache Tuscany, che è l'implementazione open source
di SCA utilizzata in questa tesi. [Tusc08]
Apache Tuscany fornisce un API che permette di inserire nuovi protocolli di comunicazione
tra i componenti . Questo ha portato alla possibilità di integrare binding realizzati secondo
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meccanismi diversi tra cui Web Services, JMS e RMI. In figura 3.5 vediamo come potrebbe
essere definita la composite WebCrawler con binding diversi.
Figura 3.5. La composite WebCrawler con binding diversi
<composite xmlns="http://www.osoa.org/xmlns/sca/1.0"
           targetNamespace="http://crawler"
           xmlns:crawler="http://crawler"
           name="WebCrawler">
          <component name="CrawlerScheduler">
          <implementation.java class="it.unipi.di.CrawlerSchedulerImpl"/>
          <service name="CrawlerSchedulerService" />
          <reference name="spider" target="WebSpiderComponent" />
          <reference name="urlResolver" target="URLResolverComponent" />
          <reference name="urlQueue" target="URLQueueComponent" />
          <property name="maxPages">1000</property>
          
          </component>
          
          <component name="WebSpiderComponent">
          <interface.java class="it.unipi.di.WebSpiderComponent"/>
          <service name="webSpider">
          <tuscany:binding.rmi host="localhost" port="8099" 
serviceName="HelloWorldRemoteService"/>
          </service>
          </component>
          
          <component name="URLResolverComponent">
          <implementation.java class="it.unipi.di.URLResolverImpl"/>
          <service name="urlResolver">
            <binding.ws uri="http://192.168.1.1:8085/URLResolverComponent"/>
          </service>
          </component>
          
          <component name="URLQueueComponent">
          <implementation.java class="it.unipi.di.URLQueueComponentImpl"/>
          </component>
          
          
          </composite>
        
Nell'esempio di figura 3.5, dove non è specificato il runtime userà il default binding. Il default
binding SCA ha il comportamento in Apache Tuscany di usare i Web Services quando deve
comunicare con elementi dello stesso dominio posti però in host diversi. Nel caso creando un
componente si volesse esporre un web service si userà invece binding.ws come nel caso del
URLResolverComponent.
Se invece è una necessità comunicare mediante RMI ad altri componenti SCA, come nel caso
in cui il CrawlerSchedulerComponent si volesse collegare al WebSpider si usa binding.rmi .
2.3. Modello di comunicazione di SCA.
Mentre nel paragrafo precedente abbiamo visto quali sono i meccanismi di astrazione per le
comunicazione che il modello assembly di SCA fornisce, qui parleremo dei diversi tipi di co-
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municazione tra i componenti. La prima cosa che occorre introdurre ai fini della comprensio-
ne è lo scope dell'implementazione di un componente SCA. Esso definisce il ciclo di vita del
componente all'interno del runtime SCA.
Sapere il ciclo di vita di un componente è importante ai fini delle comunicazioni in SCA perchè
le comunicazione tra i componenti dipendono da come è dichiarato il ciclo di vita nelle loro
interfacce. SCA definisce quattro tipi di scope tra componenti:
• STATELESS. In questo scope i componenti sono stateless e non esiste una implicita rela-
zione tra le richieste e le risposte: l'implementazione di un componente viene attivata tutte le
volte che vi è una richiesta verso di esso. E' il comporamento di default di ogni componente.
• REQUEST. Il ciclo di vita di un servizio va dal punto in cui una richiesta su una interfaccia
Remotable (cioè esposta per l'invocazione remota) entra nel SCA runtime fino a quando il
richiesta viene espletata in maniera sincrona dal componente a cui è diretta. In questo periodo
di tempo tutte le richieste vengono dirottate verso la stessa istanza di implementazione del
componente.Sotto abbiamo un esempio di come deve essere annotata l'interfaccia di un tale
componente:
                @Scope("REQUEST")
                public interface  WebSpider  {
                //   metodi
                }
              
• COMPOSITE. In questo caso tutte le richieste sono inoltrate alla stessa istanza di imple-
mentazione per tutta la durata della composite. Vediamo un esempio:
              @Scope("COMPOSITE")
              public interface WebSpider  {
                //   metodi
              }
            
• CONVERSATION. In questo caso il componente è stateful: una conversazione inizia la
prima volta che un componente invoca un'interfaccia conversazionale. La conversazione fi-
nirà quando sulla stessa interfaccia, il componente cliente chiamerà un metodo annotato con
@EndConversation. Ad esempio:
                @Scope("CONVERSATION")
                public interface WebSpider  {
                //   metodi
                @EndConversation
                void stop();
                }
              
Ogni componente espone almeno un servizio che può essere di due tipi: locale o remoto. Un
servizio che espone la sua interfaccia remota tipicamente ha la caratteristiche di essere loose-
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ly-coupled e di grana grossa, mentre un componente che ha un'interfaccia locale è tightly-cou-
pled e di grana fine. In Java la definizione di un'interfaccia remota avviene annotando il codice
nel seguente modo:
     @Remotable
     public interface WebSpider  {
      //   metodi
      }
        
L'interazione di altri componenti con tale servizio può seguire un modello sincrono o asincrono,
che spieghiamo prendendo come riferimento le specifiche SCA/Java. Il modello sincrono è il
modo di comunicare di default, il componente cliente invoca un metodo su servizio ed attende
l'esecuzione di tale metodo per ottenere il risultato. Essendo il modello di default non occorre
specificare nessuna annotazione al codice Java.
Diverso è il comportamento del client nel modello asincrono di SCA . Per capirlo occorre in-
trodurre tre meccanismi importanti, che lo costituiscono: le chiamate non bloccanti, le callback
e i servizi conversazionali. Le chiamate non bloccanti sono la forma principale di programma-
zione asincrona: un client invoca un metodo su un servizio annotato con  @OneWay e continua
la propria esecuzione. Se il servizio chiamato implementa anche un servizio di callback, come
vedremo, quando avrà terminato l'esecuzione del metodo avviene la callback del risultato al
chiamante.
Un servizio di callback viene utilizzato da tutti quei servizi che forniscono interfacce bidirezio-
nali. Tali servizi implementano due interfacce: una per l'invio dei dati e l'altra per la callback.
In figura 3.6 vediamo un esempio di un'interfaccia remota bidirezionale URLResolver in Java.
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Figura 3.6. Servizio URLResolver con callback.
         
          @Remotable
          @Callback(URLResolverCallback.class)
          public interface URLResolver  {
          @OneWay
          void resolve(String id);
          
          }
          
          @Remotable
          public interface URLResolverCallback {
          
          void receiveNewIP(long ipAddress);
          }
          
          public class URLResolverImpl implements URLResolver
          {
          @Callback
          protected URLResolverCallback callback;
          
         
           void resolve(String id)   {
           }
          }
        
Nel caso in cui un cliente di questo servizio URLResolver voglia usare la callback dovrà imple-
mentare l'interfaccia CrawlerSchedulerImpl, come possiamo vedere in figura 3.7.
Dalla figura 3.6 potete notare invece, anche l'implementazione del servizio URLResolverImpl. In
tale classe potete osservare che anche per le callback avviene la dependency injection: quando
quindi annoto un campo del servizio con @Callback, si effettua la registrazione della callback
nel componente URLResolverComponent.
Figura 3.7. Servizio cliente di URLResolver
  public class CrawlerSchedulerImpl implements CrawlerScheduler, URLResolverCallback {
          private WebSpider spider;
          private URLQueue urlQueue;
          
          @Reference
          
          protected URLResolver urlResolver;
          @Property
          protected int maxPages;
           
           void receiveNewIP(long ipAddress) {
               doSomeThing(ipAddress);
           } 
          .....
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Le callback possono essere di due tipi stateless o stateful a seconda del fatto che facciano di-
stinzione tra istanze specifiche di un componente o meno. Una callback è di default stateless,
mentre nei servizi conversazionali è stateful.
Un servizio conversazionale in SCA Java ha la sua interfaccia decorata con l'annotazione
@Conversational. Il concetto di servizio conversazionale è derivato dal fatto che spesso nel-
l'ambiente dei Web Services, i servizi interagiscono più volte per raggiungere un obiettivo.
Durante le diverse chiamate si ha quindi una conversazione tra servizi dove viene mantenuto
lo stato. Quando il cliente del servizio chiama un metodo dell'interfaccia annotato con @End-
Conversation la conversazione ha termine.
Con la descrizione dei servizi conversazionali abbiamo visto a grandi linee quali sono i diversi
modelli di comunicazione tra componenti nella specifica Java di SCA.
Nella stessa specifica troviamo un meccanismo usato ampiamente in questa tesi, che quindi è
necessario descrivere: i riferimenti ai componenti.
I riferimenti ai componenti sono stati introdotti in SCA per dare la possibilità di avere pattern
di invocazione ai servizi più complessi di quelli appena elencati. Esistono due tipologie di
riferimenti ai componenti: CallableReference e ServiceReference.
Le CallableReference hanno al loro interno la definizione SCDL del componente, che riferi-
scono. Quando vengono passate mediante i binding, possono venir serializzate, ma in ogni caso
devono conservare l'SCDL del componente in modo tale che si possa riferire remotamente tale
componente.
Le ServiceReference invece estendono le CallableReference fornendo la possibilità di impo-
stare un riferimento ad un servizio callback all'interno del riferimento.
Con l'uso dei riferimenti remoti ai componenti si possono per esempio creare delle callback
dinamiche. Per far ciò un componente deve passare il riferimento CallableReference al desti-
natario durate la chiamata. Il componente chiamato può quindi usare tale riferimento per dare
il risultato al chiamante.
Finora abbiamo parlato di come interagiscono i componenti e sappiamo che nel modello SCA i
componenti vengono raggruppati in composizioni. Cerchiamo ora di approfondire questo aspet-
to.
2.4. Le composizioni in SCA.
Sappiamo che le composite sono l'unita di base di composizione dei componenti: i componenti
vengono connessi all'interno di una composizione che fa parte di un dominio SCA, anche esso
rappresentato da una composizione. Questo abilità la possibilità di avere strumenti automatici
per la composizione dei componenti, come SCA Composite Editor [SCA07b], ed inoltre facilita
il riuso dei componenti distribuiti.
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Per capire meglio come i componenti si correlano l'uno con l'altro in una composite occorre
introdurre il concetto di wire. Un wire è l'entità del modello SCA che viene usata per connettere
una reference di un componente ad un servizio all'interno della stessa composizione. Tale cor-
relazione può avere molteplicità diverse dal rapporto uno a uno: si può per esempio collegare
una reference di un componente ad N servizi con un solo wire.
Dal punto di vista dello sviluppatore dei componenti un modo di definire un wire è come vedia-
mo in figura 3.5, quello di definire nell'SCDL della composizione l'attributo target per il com-
ponente. L'assembly SCA fornisce una caratteristica interessante per quanto riguarda il wiring,
chiamata autowiring, che consente ai riferimenti di un componente di essere automaticamente
connessi ai servizi che hanno intefaccie compatibili.
Da un'analisi del codice sorgente di Apache Tuscany si è scoperto che questo meccanismo non
è abilitato di default, ma quando è funzionante il supporto procede a grandi linee nel seguente
modo. Quando la composite viene caricata, il supporto fa il parsing del SCDL, si accorge che
in un elemento reference è presente l'attributo autowire impostato a true, a quel punto imposta
un flag sulla reference per ricordarsi che tale reference deve essere soggetta ad autowiring.
Durante la fase in cui il componente viene configurato e si realizza l'inversione di controllo, il
supporto cerca una interfaccia compatibile per quella reference.
Un'interfaccia compatibile significa che deve essere possibile l'interazione tra la reference e il
servizio, ciò implica stesso binding, stessa interfaccia e stessi intenti se presenti. Dopo aver
trovato un'interfaccia compatibile, occorre far corrispondere le molteplicità. Nel caso il rapporto
tra servizio e reference sia 1:N, il supporto connette la reference a tutti gli N servizi, altresì fa
corrispondere la reference con il servizio appropriato.
Un'altra cosa interessante inerente alle composite è la possibilità che esse hanno di esporre
servizi della composizione: la promozione. Una composite può esporre servizi implementati
dai componenti che la costituiscono di cui in figura 3.8 vediamo un esempio.
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Figura 3.8. Promozione e Composite
<composite xmlns="http://www.osoa.org/xmlns/sca/1.0"
           targetNamespace="http://crawler"
           xmlns:crawler="http://crawler"
           name="WebCrawler">
<service name="CrawlerSchedulerService" promote="CrawlerScheduler"/>
<component name="CrawlerScheduler">
   <implementation.java class="it.unipi.di.CrawlerSchedulerImpl"/>
          <service name="CrawlerSchedulerService" />
          <reference name="spider" target="WebSpiderComponent" />
          <reference name="urlResolver" target="URLResolverComponent" />
          <reference name="urlQueue" target="URLQueueComponent" />
          <property name="maxPages">1000</property>
          
  </component>
          
  <component name="WebSpiderComponent">
          <interface.java class="it.unipi.di.WebSpiderComponent"/>
          <service name="webSpider">
          <tuscany:binding.rmi host="localhost" port="8099" 
            serviceName="HelloWorldRemoteService"/>
          </service>
    </component>
          
    <component name="URLResolverComponent">
          <implementation.java class="it.unipi.di.URLResolverImpl"/>
          <service name="urlResolver">
            <binding.ws uri="http://192.168.1.1:8085/URLResolverComponent"/>
          </service>
      </component>
 </composite>
Come potete vedere in figura la composite espone il servizio CrawlerSchedulerService, in mo-
do che gli altri componenti di un ipotetico motore di ricerca possa usarlo come servizio. Ta-
le servizio è un servizio del componente CrawlerScheduler, che viene promosso a livello di
composite.
2.5. Deployment.
L'insieme delle composizioni di un'applicazione SCA viene impiegato in un dominio SCA
(SCA Domain), che ne definisce il limite di visibilità: tutto ciò che all'interno di un dominio
SCA può essere connesso mediante wire, le policy e gli intenti connessi alle entità del modello
assembly hanno validità solo all'interno del dominio. Ci sono un alcune cose che SCA assume
su un dominio:
1. Il dominio ha una composite che lo descrive, chiamata virtual domain-level composite, i cui
componenti sono eseguiti.
2. Il deployment in un dominio avviene mediante le contribuzioni. Ogni contribuzione contiene
una serie di artefatti, che sono tutto ciò che consente ad un componente di essere eseguito:
file composite, classi, file di configurazione, policy,ecc.
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Sappiamo cosa è un dominio e a cosa serve, ma al fine degli scopi di questa tesi è importante
capire come vengono implementati i meccanismi del dominio.
Le specifiche del modello assembly di SCA non pongono vincoli in merito, quindi gli svilup-
patori di Apache Tuscany hanno pensato di modellare il dominio SCA come possiamo vedere
in figura 3.9.
Un dominio SCA in Apache Tuscany è un'insieme di nodi, dove ogni nodo è un'istanza confi-
gurata di una JVM. Ogni nodo ha un'unica composite i cui componenti vengono eseguiti, che
è un sottoinsieme della composite del dominio, quindi ogni contribuzione può essere aggiunta
in uno dei nodi del dominio.
Figura 3.9. Relazione tra nodi e dominio









Questo modello logico ha portato a livello infrastrutturale alla creazione di un componente che
espone un servizio di registry, chiamato DomainManagementService. Ogni servizio di un com-
ponente appartenente ad un dominio registra la sua URI nel DomainManagementService e lo
usa per ottenere la URI di un servizio che appartiene ad un altro componente: il DomainMana-
gementService è il registry SCA per i servizi tra diverse JVM.
Per concludere la nostra panoramica su SCA occorre parlare di databinding per capire come i
dati fluiscono da un servizio ad un altro all'interno di Apache Tuscany.
2.6. Databinding.
La chiave del successo di XML è quello di essere un modo di strutturare le informazioni in
maniera indipendente dalla piattaforma con l'unico requisito di essere conforme alle sue sem-
plici specifiche sintattiche.
Un documento XML può essere visto come un albero, dove ogni nodo contiene un certo numero
di attributi, che apparentemente può essere o meno significativo.
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Per poter scambiare i documenti in maniera significativa occorre che le entità, che effettuano
lo scambio, abbiano una comune semantica per le informazioni contenute in file XML. Questa
semantica può essere aggiunta ad un file XML attraverso l'uso di uno schema.
Uno schema consiste in una serie di regole che vincolano la struttura e il contenuto di un do-
cumento.
Posso mediante uno schema XML descrivere le informazioni contenute in un file XML.
Se volessi associare alle informazioni contenute in file XML ad oggetti, potrei usare lo schema
XML per creare gli oggetti: è questo il compito del databinding. Il databinding effettua essen-
zialmente tre tipi di operazioni:
• unmarshalling di un documento XML in albero di istanze di oggetti correlati relative allo
schema del documento.
• marshalling delle istanze in documento XML.
• la validazione degli oggetti con i vincoli espressi nello schema.
Mediante il databinding viene quindi definito un modo per associare gli oggetti ad un docu-
mento XML.
Questo modo di procedere è particolarmente usato in ambiente SOA, ed esistono una varietà
di specifiche di databinding quindi il compito di un middleware, che garantisca una certa
interoperabilità è quello di avere la possibilità di trasformare un formato in un altro. Da questa
esigenza nasce l'infrastruttura di databinding di Apache Tuscany.
Essa si realizza in un grafo orientato pesato di trasformer, che hanno il compito di tradurre
i documenti da uno schema ad un altro.
Nell'infrastruttura di Apache Tuscany, ogni trasformer costituisce un arco del grafo e i nodi
che esso collega possono essere pensati come il formato sorgente e il formato destinazione
del documento. Ad ogni trasformer viene associato un costo poichè si da allo sviluppatore la
possibilità di stabilire le relazioni tra i diversi formati. Per effettuare la trasformazione viene
applicato l'algoritmo dei cammini minimi di Dijkstra.
Per esempio supponiamo di aver definito un trasformer che mappa i task in un elemento
di AXIOM e di aver contemporaneamente un altro trasformer che mi traduca da AXIOM a
JAXB [OM03]. La composizione dei due trasformer mi permetterà di mandare il task ad un
servizio che usa JAXB come schema per la serializzazione dei dati.
La trasformazione da un tipo di dato ad un altro mediante il grafo dei trasformer avviene
durante l'invocazione. Le invocazioni dei servizi e le callback passano attraverso una struttura
tipica dei middleware quella del design pattern Interceptor [POSA].
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Capitolo 4. Progetto Logico
In questo capitolo vedremo in linea di massima il progetto e i requisiti per realizzare un beha-
vioural skeleton con SCA su Web Services. Era nostra specifica intenzione non solo realizza-
re il behavioural skeleton, ma anche valutare tutti i possibili overhead che l'architettura SCA
accoppiata ai Web Services porta, al fine di vedere quanto fosse adatta come supporto per il
calcolo distribuito in ambienti eterogenei.
Figura 4.1. Architettura "4+1"
L'esposizione di questa tesi a partire da questo capitolo avverrà seguendo il modello a "4+1"
viste mostrato in figura 4.1 [Kruch95], costituito da:
• Vista dei casi d'uso (Use Case View). La vista dei casi d'uso descrive le funzionalità del
sistema e contiene tipicamente il diagramma di sequenza del sistema, il modello del dominio,
il diagramma dei casi d'uso .
• Vista dei processi (Process View). La vista dei processi descrive i processi del sistema e
come comunicano tra loro.
• Vista logica. (Logical View) La vista logica descrive il sistema in termini di astrazioni,
come classi ed oggetti. La vista logica di solito è costituita dal diagramma delle classi e dai
vari diagrammi di sequenza.
• Vista di sviluppo (Implementation View). La vista di sviluppo contiene la struttura dei
package costituenti del progetto.
• Vista fisica (Deployment View). La vista fisica mostra come il sistema è installato e come




Scopo di questo capitolo sarà quindi quello di mostrare la vista dei casi d'uso e quella dei
processi in gioco, in modo che si possa avere una comprensione ad alto livello del progetto,
mentre il capitolo 5 si occuperà della vista di sviluppo e logica e il capitolo 6 della vista fisica.
Dopo aver mostrato le due viste di questo capitolo, vedremo lo schema architetturale a livelli,
indicheremo quali sono state le modifiche che, nel corrente progetto, si è dovuto apportare al
runtime di SCA e come ultima cosa elencheremo i problemi di progettazione riscontrati.
1. Analisi e progettazione del sistema.
In ambiente distribuito c'è una sempre maggior richiesta di un alto grado di dinamismo; questo
implica che la maggior parte delle applicazioni devono essere in qualche modo in grado di
ottimizzare il loro andamento nel tempo a seconda dell'ambiente in cui esse vengono eseguite.
Da questo conseguono i tre obiettivi principali di progettazione che ci siamo posti scalabilità,
interoperabilità, autonomicità.
1.1. Scalabilità
La  scalabilità è un attributo desiderabile di una rete, sistema o processo. Il concetto connota
l'abilità di un sistema di far fronte ad un numero crescente di oggetti o elementi per elaborare
volumi crescenti di lavoro in maniera corretta. La scalabilità può essere vista rispetto al carico
di lavoro (load scalability), si può parlare di scalabilità spaziale (space scalability) oppure di
scalabilità spazio-temporale (space-time scalability).
La nostra accezione di scalabilità sarà rispetto al carico perchè si vuol vedere sotto le condizioni
di massimo overhead come si comporta il task farm. Occorre comunque notare che in ogni caso
un sistema non scalabile è di per se un sistema con scarse prestazioni in qualsiasi accezione
la si intenda.
Si farà riferimento alla terminologia presente in [Abb00] e si dice che un sistema ha load sca-
lability se ha l'abilita di funzionare in maniera corretta, ciòè senza ritardi inopportuni e senza
consumo di risorse improduttivo o resource contention a carichi leggeri, moderati o pesanti,
facendo contemporaneamente buon uso delle risorse disponibili.
Dal punto di vista di scalabilità, un'architettura ideale è quella cui la banda varia proporzional-
mente con il suo grado parallelismo. Il nostro task farm realizzato con SCA ha dimostrato nei
test effettuati di ottenere un buon livello di scalabilità per certi tipi di calcolo.
1.2. Interoperabilità
L'ambiente Grid è di per se un ambiente eterogeneo, quindi diventa una necessità garantire una
buona interoperabilità tra i diversi sistemi e componenti. L'approcciò usato da SCA , chiamato
activaction, garantisce la massima interoperabilità poichè è indipendente dalla tecnologia con
cui è realizzato un componente. Il nostro componente task farm è realizzato in Java ma può
essere facilmente invocato da un qualsiasi componente presente che lo passa raggiungere via
rete e ne conosca la URI [RFC3986].
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Activaction consiste nel produrre componenti a cui si può accedere attraverso una varietà di
middleware da EJB [EJB03], JMS [JMS05], RMI ai Web Services in modalità sincrona o asin-
crona. In particolare questo implica che la business logic implementata da un componente non
può dipendere strettamente da una qualsiasi caratteristica del middleware.
Essendo un componente composito SCA il task farm non fa alcuna assunzione sul middleware
sottostante.
Come middleware sottostante sono stati scelti i Web Services perchè altri approcci come per
esempio CORBA [CCM07] o Java RMI hanno portato a sistemi distribuiti con componenti
fortemente accoppiati [IBM07a] che hanno i seguenti problemi:
• Sono troppo complessi e richiedono un alto investimento infrastrutturale [Hess01].
• Non sono progettati per far attraversare le informazioni attraverso i firewall.
• Sono fortemente dipendenti dalla piattaforma. Per esempio RMI è usabile solo da Java, op-
pure nel caso di CORBA ogni nodo dell'applicazione dovrà eseguire lo stesso ORB a causa
delle note incompatibilità tra ORB di vendor differenti [Gis01].
• Usano protocolli di comunicazione complessi e proprietari, ognuno con un formato speci-
fico del messaggio e una data rappresentazione dei dati dipendente dalla infrastruttura (es.
CORBA/IIOP [Wiki07a]).
• L'integrazione tra piattaforme differenti è complessa, quando possibile, e dispendiosa in ter-
mini di tempo [Ches01].
Quelli appena citati sono i motivi per i quali abbiamo usato i Web Services; comunque è possi-
bile con alcune modifiche cambiare il middleware scelto: grazie alla indipendenza che la Ser-
vice Component Architecture ci garantisce, il nostro componente task farm rimarrà pressochè
invariato.
1.3. Autonomicità
L'ambiente grid, oltre che essere un ambiente eterogeneo, è un ambiente fortemente dinamico
dove le interazioni tra i componenti variano nel tempo. La combinazione dell'eterogeneità con
la dinamicità produce la necessità di auto-riconfigurazione dei componenti.
Non possiamo più permetterci componenti passivi e staticamente correlati ed appunto questa
tesi va in questa direzione: i componenti diventano "gestiti" e il gestore ha il compito di creare,
rimuovere e adattare i componenti nel sistema.
Seguendo le linee guida di GCM (Grid Component Model), il nostro task farm fornisce un
autonomic manager che ha la capacità di riconfigurare il componente secondo un contratto
definito dall'utente e che l'utente può cambiare a tempo di esecuzione.
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Avendo appena specificato quali sono i principali requisiti non funzionali che la nostra appli-
cazione deve possedere passeremo ora a vedere i requisiti funzionali al fine di arrivare alla vista
dei casi d'uso.
2. Modello di dominio
La prima cosa a cui si è pensato nella progettazione è il modello di dominio. Il modello di
dominio è una rappresentazione di classi concettuali del mondo reale di un dominio [Fow96]
quindi ci ha fornito il dizionario visuale delle astrazioni significative del nostro progetto.
Il modello del dominio per l'applicazione task farm è composto dalle seguenti entità: Wor-
kpoolService, WorkpoolManager, Job, DomainManagementService, WorkerManager,
WorkerManager Reference, Deployer, RuleEngine, SCANode. In Figura 4.2 vediamo le
dipendenze e le relazioni tra le diversi parti del dominio concettuale.
Figura 4.2. Modello di dominio dell'applicazione
Spieghiamo tutti elementi del dominio, che è stato necessario introdurre o modificare:
• WorkpoolService. Il WorkpoolService è un'entità del dominio che espone il servizio task
farm ed al suo interno consente l'invio dei Job e riceve i suoi risultati che inoltrerà ad un altro
servizio, se registratosi preventivamente.
• DomainManagementService. Il DomainManagementService è un servizio SCA, che con-
sente la registrazione remota dei componenti.
Prima di questo lavoro non era disponibile ed è stato realizzato per consentire la comunica-
zione remota tra componenti. Esso usa un protocollo pull [Wiki08a] per ogni binding pre-
sente nell'architettura. Questo in pratica significa che, dopo la registrazione, ogni volta che
Progetto Logico
35
a livello di binding un componente risolve un riferimento per ottenere la URI di un altro
componente deve interrogare il DomainManagementService.
Durante una recente discussione [Laws07] con gli sviluppatori di SCA si è manifestata l'in-
tenzione nelle future versioni di passare ad un protocollo push, in cui il dominio avverta
sull'avvio di un nuovo componente e nel quale i nodi e le informazioni sui componenti siano
completamente distribuite.
• Job. Il Job è l'unita di lavoro del processor farm. Il task farm svolgerà lavoro utile e il Job è
l'entità del dominio che è responsabile della definizione del lavoro che dovrà essere calcolato
dal WorkpoolService.
• WorkerReference.Il WorpoolService userà dei riferimenti remoti ai WorkerService per le
invocazioni. Si è quindi verificata la necessità di tenere una cache di WorkerReference dato
l'alto riuso dei riferimenti che si ha nell'applicazione. L'introduzione di una cache è stata
motivata inoltre dagli alti costi di risoluzione dei riferimenti.
• WorkerService. Nel dominio avrò bisogno di distribuire i job a diversi nodi SCA presenti
nella rete ( nodi slave). In ciascuno di questi nodi avrò uno o più entità worker, che una volta
ricevuto il lavoro da eseguire procederanno all'esecuzione.
• DomainReferenceCache. Nel dominio riferisco spesso gli stessi componenti a partire dal
nodo. Ogni componente viene riferito mediante la sua URI. Il runtime di SCA, quando ho
iniziato questo lavoro non forniva alcun meccanismo di caching locale delle URI.
Nel nostro modello di dominio per aumentare le prestazioni si è ritenuto necessario include-
re anche una cache di URI dei componenti già interrogati da un nodo. Questa cache viene
realizzata dall'entità DomainReferenceCache.
• WorkerManager. Ogni WorkerService è completamente gestito da un'entità WorkerMana-
ger, che ne verifica l'andamento nel tempo ed è responsabile della sua creazione e rimozione
da un nodo SCA.
• WorkerManager Reference. Ogni WorkerManager viene riferito mediante un riferimento
dal gestore autonomico dell'applicazione, questo consente per esempio: l'adattamento del
numero dei Worker nel sistema a seconda di quanto richiesto dall'utente e il rilevamento da
parte del WorkpoolManager delle informazioni sul nodo (carico di sistema, numero worker
sul nodo, ecc).
• WorkpoolManager. Per gestire tutte le operazioni di riconfigurazione dell'applicazione ser-
ve un'entità che sia in grado di rilevare i dati di riconfigurazione, riconfigurare l'applicazione
a run-time a seconda di un contratto costituito da una o più regole. Questa entità nel nostro
dominio dell'applicazione viene rappresentata dal WorkpoolManager, che per gestire il suo
contratto con l'utente usa un motore a regole. L'utente di quest'applicazione ha la facoltà di
cambiare il contratto a tempo di esecuzione. Infine il WorkpoolManager ha il compito di
implementare il ciclo autonomico facendo periodicamente richieste al RuleEngine.
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• RuleEngine. L'applicazione cambia il suo comportamento seguendo un ben definito con-
tratto costituito da una o più regole verificate ad intervalli regolari. Seguendo l'esperienza
di [Li04] altri in campo autonomico si è introdotto nel nostro dominio un motore a regole,
che ha la responsabilità di controllare se i fatti, raccolti dal WorkpoolManager, violano una
o più clausole del contratto di performance.
• SCANode. Un SCANode è il runtime SCA disposto nel dato host, che ha la responsabilità
di fornire il supporto a tempo di esecuzione per tutta l'applicazione.
Per poter fornire il supporto alla composizione dinamica è stato necessario estendere le fun-
zionalità del nodo fornite da Apache Tuscany. L'estensione ha richiesto l'introduzione all'in-
terno del SCANode, il CompositeUpdater.
• CompositeUpdater. Il runtime SCA prima di questo lavoro non aveva la possibilità di ag-
giungere o modificare una composizione. Durante il lavoro di questa tesi è stato necessario
estendere il runtime SCA. Questo lavoro ha comportato l'inserimento nel nostro dominio di
un entità CompositeUpdater che è stato poi inglobato all'interno di SCANode, dando così
la possibilità all'utente di:
1. aggiungere un componente da una composite esitente.
2. rimovere un componente esistente a patto che non vi sia nessuna invocazione in corso
verso quel componente.
• Deployer. Al fine di impiegare l'applicazione in un ambiente con un numero variabile di
nodi è stato creato un deployer che ricompila l'applicazione a seconda del numero dei nodi
richiesti: nodi che possono essere disposti in un cluster locale oppure sparsi sulla rete.
Quelle appena definite sono le entità logiche del sistema, che nella mia prima analisi si è dovuto
individuare per avere una base da cui partire a definire i casi d'uso e vi dà una visione globale
delle parti in gioco: non necessariamente i nomi corrispondono alle classi o alle definizione
dei componenti presenti nel sistema[Lar05]. Passeremo ora alla descrizione in dettaglio del
progetto logico soffermandoci sugli scenari, sugli attori individuati e sulla riconfigurabilità a
run-time del sistema.
3. Descrizione scenari e attori del sistema.
In questa progetto si è implementato un task farm [Pel98] stateless a componenti dove ogni
esecutore è un componente SCA, chiamato WorkerServiceComponent, gestito da un manager
WorkerManager. Il task farm è stateless in quanto i suoi componenti worker non condividono
stato.
Se avessimo voluto realizzare un farm con stato, sarebbe stato necessario un ulteriore compo-
nente nel sistema a cui i worker avrebbero dovuto accedere in mutua esclusione.
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Il WorkerServiceComponent e il suo WorkerManager esprimono la risorsa computazionale del
task-farm.
Ogni risorsa computazionale viene gestita secondo un contratto di performance stipulato tra
l'utente ed un componente WorkpoolManager. Il WorkpoolManager è quindi un componente
SCA programmabile dall'utente.
3.1. Definizione del task farm.
In un task farm uno stream di ingresso di task t1,t2,t3,..,tn, viene trasformato in una serie di
risultati F(t1),F(t2),F(t3),...F(tn), calcolati tra di loro in parallelo. Nel task farm la funzione f è la
stessa per ogni worker, mentre nel nostro work pool, la funzione non è disaccoppiata dal task,
rappresentato nel modello di dominio dall'entità logica Job. Nel descrivere il nostro progetto
useremo il termine task farm o workpool in maniera intercambiabile.
Nel nostro modello a differenza del task farm definito sopra avremo in ingresso x1,x2...,xn task
e le funzioni F1,.., Fn e come risultati F1(x2),.., Fn(xn ): un modello più generale rispetto al task
farm. Questo modo di procedere rende indipendente il task-farm da quello che deve calcolare.
I nostri task possono avere codice e dati qualsiasi, rendendo il work pool un esecutore parallelo
programmabile. Analizzando la struttura di un task farm possiamo identificare tre componenti:
emettitore, worker, collettore.
L'emettitore si occupa di ricevere i task in ingresso e distribuirli ai diversi worker secondo un
data politica di scheduling. I worker ricevono i task in ingresso ed effettuano il calcolo e a
calcolo terminato comunicano il risultato al collettore.
Molto spesso come nel nostro caso le funzionalità del collettore ed emettitore sono svolte dallo
stesso componente permettendoci di vedere il task farm come pattern  master-slave  [POSA].
Nel nostro caso, come possiamo vedere nella vista dei processi, il master è il WorkpoolServi-
ceComponent e gli slave sono i WorkerServiceComponent.
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Figura 4.3. Vista dei processi: Task farm a componenti
3.2. Politiche di scheduling
Ogni task farm può usare essenzialmente due classi di politiche di scheduling: scheduling sta-
tico e scheduling dinamico. L'esempio tipico di scheduling statico è il caso in cui il task viene
assegnato ad un worker in round-robin, dove il primo task viene assegnato al primo worker, il
secondo task al secondo worker, il kesimo task al kesimo worker e il k+1esimo task al primo
worker, posto di avere nel farm k worker.
Nel caso in cui il tempo di elaborazione di ogni richiesta sia significativamente variabile in
funzione del valore dei dati contenuti nella richiesta stessa, lo scheduling che garantisce migliori
prestazioni è lo scheduling dinamico on-demand, usato anche in questo progetto: l'emettitore
attende non deterministicamente l'arrivo di un risultato o l'arrivo di un nuovo elemento dello
stream.
Questa politica di scheduling dei task è migliore perchè riesce a bilanciare meglio il carico
soprattutto quando si hanno:
• ambienti eterogenei di elaborazione: le architetture nei quali vengono dispiegate le risorse
possono avere potere computazionale diverso, che potrebbe essere non noto, causando così
forti variazioni nel tempo di calcolo di una richiesta.
• dati di dimensione variabile ad ogni richiesta: data la dimensione dei dati in genere non è




Nel nostro caso specifico come possiamo vedere in Figura 4.3, il WorkpoolServiceComponent
accoppia le funzionalità di collettore e emettitore: al suo interno abbiamo una coda work queue,
dove vengono inviati i task e da dove vengono prelevati i task dal generico WorkerServiceCom-
ponentj quando ha terminato l'elaborazione di un task o quando riceve un task di avvio.
Lo scheduling è effettuato nel seguente modo: subito dopo creato un nuovo WorkerService-
Component viene inviato un task d'avvio dal WorkpoolServiceComponent ad esso. Quando il
task d'avvio (NullJob) viene ricevuto il WorkerServiceComponent va nella work queue a pre-
levarsi un task (Job).
Quando ha elaborato il Job manda il risultato in callback e preleva il nuovo task dalla work
queue, questo modo di procedere si ripete fino a quando non trova un task con un flag di fine
stream impostato a vero, il che significa che è finito lo stream di task. Durante la fase di testing
è stato verificata la correttezza dei casi di coda vuota e coda piena.
3.3. Gli attori del sistema.
Nella progettazione di un sistema secondo [Lar05] l'attore di un sistema è qualcosa o qualcuno
dotato di un comportamento.
Nella nostra analisi abbiamo identificato quali sono gli attori primari e di supporto del sistema:
• Attori primari: utilizzatore del componente, gestore del componente (WorkpoolManager).
• Attori di supporto: registry SCA (SCADomain), CompositeUpdater.
3.3.1. Utilizzatore.
L'utilizzatore del componente è in grado di usare il servizio work pool per raggiungere i suoi
scopi. Esso può essere un'utente od un altro componente che include la composite Workpool, in
quanto data la gerarchicità di SCA è possibile vedere come l'insieme dei componenti di gestione
del workpool e dei worker come un tutt'uno.
Per ottenere il servizio work pool implementato in questo progetto, l'utilizzatore del componen-
te deve prima registrarsi presso il registry SCA (DomainManagementService) e poi ottenere un
riferimento remoto (ServiceReference) al componente task farm, chiamato in questo progetto
WorkpoolServiceComponent. Può poi opzionalmente registrare nel componente WorkpoolSer-
viceComponent un componente Trigger da cui ottenere i risultati dell'elaborazione. Il compito
di un componente Trigger, di cui ResultTrigger in figura 4.3 è una implementazione, è quello di
gestire i risultati ed è stato chiamato così perchè viene invocato ogni qualvolta ho un risultato.
Nel caso che non vi sia registrato un componente SCA Trigger in WorkpoolServiceComponent,
i risultati rimangono nell'host del componente WorkpoolServiceComponent; altresì vengono
inoltrati verso il componente Trigger. Una scelta di progettazione simile si può trovare anche
nel progetto Quartz Scheduler [Quartz08], che è un task scheduler ampiamente usato in am-




Nella figura sottostante vediamo il diagramma di sequenza di sistema, che è stato creato per
illustrare gli eventi di input e di output relativo al sistema task farm di cui stiamo discutendo e
che ha come concetto chiave il comportamento dell'utilizzatore appena descritto:
Figura 4.4. Diagramma di sequenza di sistema
3.4. Gestore del componente: WorkpoolManager
Il gestore del componente una volta attivato grazie all'intervento dell'utilizzatore ha vita auto-
noma e il compito di condizionare il componente task farm a seconda delle informazioni rac-
colte sulla qualità del servizio, che nel prototipo attuale sono: numero di lavori completati,
tempo di servizio dei worker, lunghezza della coda, numero worker attivi e tempo dall'inizio di
elaborazione dello stream. Per ottenere tali informazioni interroga il WorkpoolService e i vari
WorkerManager presenti sugli host, come possiamo vedere in figura 4.5.
Figura 4.5. Relazione tra WorkpoolManager, WorkpoolService e WorkerManager
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Questo insieme di informazioni reso disponibile all'utilizzatore per scrivere delle regole se-
guendo la sintassi di JBoss Rules, che a tempi regolari verranno analizzate per cambiare il
comportamento dinamico della composizione, incapsulandole in un JavaBean, che viene poi
registrato nel motore di regole JBoss Rules [Drl08]. L'utilizzatore del sistema può usare il bean
per scrivere le regole che nel corrente prototipo possono essere di due tipi:
1. Aggiunta workers.
2. Rimozione workers.
In ogni caso occorre notare che il WorkpoolManager ed il bean, che costituisce i fatti del ta-
sk farm visibili dall'utente, realizzano il design pattern Observer, dove l'osservatore è il Work-
poolManager e l'oggetto osservabile è il bean. Questo significa che al verificarsi un fatto che
porta all'aggiunta o rimozione di un Worker, il bean lancerà un evento verso il WorkpoolMa-
nager, che a sua volta coordinerà i WorkerManager sui nodi al fine di aggiungere o rimuovere
un componente Worker.
Figura 4.6. Semplice evento: addWorker
In figura 4.6 vediamo come si comporta il WorkpoolManager a seguito di un evento addWorker:
ottiene il riferimento ad un WorkerManager, ne chiama una funzionalità di aggiunta Worker e
quando aggiunto invia il riferimento al nuovo Worker al componente WorkpoolService.
3.5. Registry SCA
Il registry SCA (DomainManagementService) è formato da due parti: una parte locale ed una
parte remota centralizzata. Nel corso di questo progetto abbiamo integrato una cache gestita da
un suo thread cache manager nella parte locale gestita con politica LRU. Lo scopo del registry
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è quello di condividere le URL dei componenti e dei servizi all'interno di un dominio SCA in
modo tale che due componenti posti su due Java Virtual Machine differenti.
Come visto precedentemente in SCA un componente è identificato in modo unico da un nome.
Apache Tuscany quando espone un servizio relativo ad un componente SCA gli associa una
URI che memorizza in registry SCA remoto e nel registry SCA locale al nodo in cui è stato
inizializzato il servizio.
Ogni componente quando ha bisogno di risolvere un riferimento remoto per stabilire una co-
municazione HTTP/SOAP deve interrogare il registry SCA locale, che in questo progetto è
stato ampliato con una cache LRU.
Se nel registry locale non è presente la URL corrispondente al nome del componente viene ef-
fettuata un comunicazione HTTP/SOAP al registry remoto per ottenere l'URI. Quando succes-
sivamente ha l'URI procede via SOAP/HTTP per effettuare la chiamata remota verso il com-
ponente.
3.6. CompositeUpdater
Nella descrizione del WorkpoolManager, come attore del sistema, abbiamo parlato dell'opera-
zione di addWorker. Nella figura sottostante possiamo vedere a grandi linee quali sono le ope-
razioni che avvengono in tal caso. Per aggiungere un Worker si crea un MetaWorkerCompo-
nent e lo si passa al CompositeUpdater, che lo elabora. Il risultato dell'elaborazione è quello di
avere un riferimento al nuovo componente. Il CompositeUpdater è responsabile di aggiungere
o togliere un componente all'interno di una composizione esistente. In alcuni ambienti con re-
quisiti di high-availability questo meccanismo da noi implementato può venire usato per fare
software hot-swapping [App03] .
Per software hot-swapping intendiamo il processo di aggiornare componenti software a run-
time in sistemi che devono essere sempre attivi o la cui ricompilazione del software non è
accettabile perchè costosa in termini temporali. Il software hot-swapping può essere fatto sia
per interposizionamento del codice che mediante il rimpiazzamento del codice. Nel primo caso
si pone un nuovo componente tra due componenti esistenti mentre nel secondo si rimpiazza un
componente esistente. Il CompositeUpdater potrebbe per esempio essere usato nel primo caso
per creare un componente a tempo da esecuzione per garantire la disponibilità di un servizio
in caso di fault.
Per esempio supponiamo di avere un componente manager di un'applicazione distribuita che
ha registrate le classi di implementazione dei componenti di tutta l'applicazione.
Tale componente a intervalli regolari verifica il funzionamento degli altri componenti che com-
pongono l'applicazione. Ad un certo punto il manager si accorge che un componente dell'appli-
cazione non funziona, preleva nel suo registro la classe del componente guasto e crea a runtime
un nuovo componente, che sostituisce quello guasto.
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Per realizzare il CompositeUpdater si è studiato approfonditamente come viene creata una com-
posite e come vengono istanziati tutti i componenti da lei descritti in modo da poter aggiungere
quella dinamicità rispetto alla composite. Si è scelto di realizzare il tutto in un modulo a parte
per evitare interdipendenze cicliche con altri sottosistemi di Apache Tuscany.
Figura 4.7. CompositeUpdater: aggiunta di un Worker in un Nodo
3.7. Casi d'uso e scenari
Nella fase di analisi dei requisiti funzionali del sistema abbiamo individuato un'insieme di re-
quisiti descritti da casi d'uso. Tipicamente esistono tre tipologie descrittive dei casi d'uso: bre-
ve, informale e dettagliato. Per brevità descriveremo i nostri casi d'uso in modo informale, as-
sociandogli comunque un nome distintivo, come è possibile vedere in figura 4.8.Nel paragrafo
successivo mostreremo l'architettura logica derivata dai casi d'uso qui definiti.
Il nostro sistema master-slave deve essere in grado indipendentemente dall'intervento dell'u-
tente:
• di aggiungere un worker durante l'elaborazione (caso d'uso: addWorker)
• di rimuovere un worker durante l'elaborazione(caso d'uso: removeWorker)
• di controllare le regole periodicamente nel motore a regole(caso d'uso: checkRules).
• di avviare i manager delle risorse gestite (caso d'uso: startManager).
• di fermare i manager delle risorse gestite(caso d'uso: stopManager).
• di raccogliere informazioni sulla qualità del servizio(caso d'uso: gatherQoS).
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Figura 4.8. Diagramma dei casi d'uso
Il sistema inoltre deve essere in grado di compiere le seguenti operazioni in seguito all'intera-
zione con l'utilizzatore:
• accettare il contratto di servizio ovvero le regole per il rule engine (caso d'uso: acceptRules).
• ricevere lavoro utile da svolgere (caso d'uso: submitJob).
• fornire i risultati(caso d'uso: getResults).
• avviare il ciclo autonomico (caso d'uso: startAutonomic).
• fermare il ciclo autonomico(caso d'uso: stopAutonomic).
3.7.1. Caso d'uso: addWorker
Il WorkpoolManager a tempi regolari definiti dall'utente mediante l'impostazione del ciclo au-
tonomico può a suo piacere fornire l'opzione di aggiunta di un componente Worker su un nodo
nel caso in seguito all'esecuzione di una regola. Se alla fine del ciclo autonomico si è verificata
una regola di aggiunta worker, il WorkpoolManager nel caso la regola contenga il nodo che
dove aumentare il grado di parallelismo contatta il WorkerManager del nodo mediante il suo
riferimento remoto. Il WorkerManager deve a questo punto invocare il runtime SCA, e in parti-
colare il CompositeUpdater per aggiungere un nuovo worker. Quando il CompositeUpdater ha
terminato il lavoro, il WorkerManager costruisce un riferimento remoto (CallableReference)
al Worker, che il WorkerManager invierà al WorkpoolManager. Il WorkpoolManager a questo
punto invierà il riferimento remoto al WorkpoolServiceComponent.
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3.7.2. Caso d'uso: removeWorker
Il WorkpoolManager in seguito al verificarsi di una regola di rimozione nel motore a regole
deve prelevare il nodo se specificato dove effettuare la rimozione. Se il nodo è specificato,
preleva dalla sua cache il riferimento remoto al WorkerManager responsabile di quel nodo,
invoca il metodo di rimozione su quel WorkerManager. Se invece il nodo è stato specificato
invoca il WorkerManager del nodo avente carico massimo. Il WorkerManager a questo punto
manda un segnale di rimozione al componente invocando il suo metodo stop. Il componente
Worker ricevuto lo stop non accetta più chiamate in corso e completa quelle che sta eseguendo,
quando ha terminato quelle che sta eseguendo fa una chiamata al suo WorkerManager per farsi
rimuovere dal nodo.
3.7.3. Caso d'uso: checkRules
Il WorkpoolManager a intervalli regolari, legge la definizione delle regole, istanzia il motore di
regole e le verifica. Nel caso una regola sia verificata, il motore di regole fornisce due possibili
categorie di eventi: eventi di rimozione worker ed eventi di aggiunta worker.
3.7.4. Caso d'uso: startManager
Il WorkpoolManager avvia durante la sua inizializzazione i manager per ogni nodo e ne me-
morizza il nome del nodo e il riferimento remoto in una tabella hash a lui locale per potere in
seguito effettuare operazioni sul nodo.
3.7.5. Caso d'uso: stopManager
Per ogni WorkerManager memorizzato nella sua tabella, il WorkpoolManager deve riuscire
a fermarlo in qualsiasi instante. Nel caso il WorkpoolManager desideri fermare il WorkerMa-
nager deve invocarlo. In seguito a tale invocazione il WorkerManager ha la responsabilità di
fermare tutti i componenti presenti nel suo nodo.
3.7.6. Caso d'uso: gatherQoS
Il WorkpoolManager ha la necessità di recuperare informazioni sull'ambiente del sistema per
far ciò mantiene una tabella di WorkerManager e un riferimento al WorkpoolService. Il Wor-
kpoolManager interroga ad intervalli regolari il WorkpoolService per ottenere informazioni
sull'elaborazione: lunghezza della coda di ingresso, lavori completati, tempo di servizio. Dopo
questo interroga ogni WorkerManager per ottenere informazioni sul carico del nodo, e ne fa
una media. Quando ha ottenuto tutte queste informazioni le memorizza in un JavaBean.
3.7.7. Caso d'uso: acceptRule
L''utilizzatore deve essere in grado di impostare la politica del sistema. Questo viene fatto me-
diante le regole del motore a regole, che sono informato JBoss Rules. Per far ciò l'utilizzatore
ottiene un riferimento remoto al WorkpoolManager mediante il dominio SCA, legge le regole
Progetto Logico
46
da un file e invia queste regole al WorkpoolManager, che le memorizza prima e poi le imposta
nel motore a regole ogni qualvolta è necessario.
3.7.8. Caso d'uso: submitJob
L'utilizzatore invia i lavori da far eseguire al task farm mediante il WorkpoolService. Per far ciò
per prima cosa deve ottenere un riferimento remoto al WorkpoolService mediante il registry
SCA. Quando ha ottenuto un riferimento remoto al servizio WorkpoolService, invia in maniera
asincrona tutti i job che deve calcolare al WorkpoolService. Successivamente invia k tasks con
il campo end of stream posto a true. Quando il WorkpoolService riceve un task lo memorizza
in una coda in modo tale che i componenti worker lo possano prelevare. I componenti Worker
prelevano i task fino a quando non ricevono un task con il campo end of stream impostato.
Dopo aver effettuato l'elaborazione i Worker tornano nella coda portando con se il risultato e
prelevando un nuovo task.
3.7.9. Caso d'uso: getResults
L'utilizzatore ottiene un riferimento remoto al WorkpoolService mediante il registry SCA. Se
l'utilizzatore è un componente, deve essere in grado di implementare un'interfaccia Trigger,
fornire un riferimento a se stesso al WorkpoolService. Ogni qualvolta il WorkpoolService ri-
ceve un Job di risultati da un generico Worker usa il riferimento remoto per inoltrare il Job
di risultati all'utilizzatore. Se l'utilizzatore è un utente può vedere i risultati salvati su disco o
stampati su video.
3.7.10. Caso d'uso: startAutonomic
Il WorkpoolManager quando si avvia imposta la frequenza del ciclo e lo avvia. E' possibile per
l'utilizzatore riavviare il ciclo nel qual caso sia stato fermato nel seguente modo: l'utilizzatore
ottiene un riferimento mediante al registry SCA al WorkpoolManager e provoca l'avvio del
ciclo, impostando la frequenza specificata in millisecondi. Il WorkpoolManager attiva un timer
ad intervalli regolari pari alla frequenza impostata.
3.7.11. Caso d'uso: stopAutonomic
Il WorkpoolManager può fermare il ciclo autonomico tutte le volte che deve terminare o che
il flusso di lavori in esecuzione termina, fermando il timer associato al ciclo autonomico. Allo
stesso modo un'utilizzatore può fermare il ciclo autonomico, ottenendo un riferimento al Wor-
kpoolManager.
In questo paragrafo abbiamo visto la vista dei casi d'uso ed esplicitato tutti i requisiti funzionali,
passeremo ora alla definizione ad alto livello dell'architettura software.
3.8. Architettura logica




• Livello Presentation. L'applicazione task farm appare all'esterno come una composite con
due porte che sono gestite dal Servlet Container sia esso Tomcat o Jetty. La prima porta serve
per inviare i task mentre la seconda serve per inviare le regole di JBoss Rules.
• Livello Application. In questo livello, che vedremo meglio in seguito, vi è la composite vera
è propria
• Livello SCA runtime. Questo livello costituisce il supporto a tempo di esecuzione del livello
application. Tutte le chiamate remote, che arrivano alle porte esterne,verso la composite sono
gestite dal runtime di SCA e dai suoi diversi moduli. Come ribadito più volte un vincolo del
progetto era usare SCA over Axis2, come binding.
Tale binding scelto utilizza la API di Axis2 e il suo kernel per lo scambio di dati HTTP/
SOAP tra i diversi componenti. Da notare il databinding module al quale nel nostro caso è
stato aggiunto un trasformer per consentire la serializzazione dei task.
• Livello Axis2 HTTP/SOAP. Questo livello è responsabile di effettuare le connessioni re-
mote mediante i componenti. Ogni componente della composizione espone una servlet ad
una porta ben nota alla quale gli altri componenti si collegano e spediscono messaggi HTTP/
SOAP. Quando un componente riceve un messaggio via Web Services questo livello effettua
la decodifica ed inoltra il messaggio ai livelli superiori, dove avviene il binding dei dati in
modo per esempio da riconoscere i task e associarli al componente opportuno.
Figura 4.9. Architettura logica a livelli del Workpool su SCA
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Proviamo a descrivere meglio il livello che a noi interessa di più: il livello application. Il livello
application è il frutto degli sforzi fatti finora nel trovare le funzionalità necessarie al task farm,
che si desiderava progettare. Il risultato finale della progettazione è stato appunto una struttura
composita come quella in figura:
Figura 4.10. Task farm configurato con 2 worker
Nella strutturazione del task farm (vedi figura 4.10) si è scelto di disaccoppiare il più possibile
la parte di gestione dalla parte funzionale al fine di garantire:
• buon riuso del codice.
Un basso accoppiamento in questo caso garantisce una buona espandibiltà di un componente,
ovvero è possibile aggiungere nuove feature al componente senza dover cambiare la struttura
della composizione
• adattabilità della parte di gestione ad altri componenti.
Una volta definita la parte di gestione è abbastanza facile addattarla ad altri behavioural
skeleton poichè non dipende da cosa i componenti calcolano: basta rimpiazzare la risorsa
gestita con un altro tipo di componente.
Prima di concludere la discussione sull'architettura logica occorre far notare due cose. La prima
è che i componenti sono dispiegati in nodi, che non sono altro che istanze di diverse JVM
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mentre la seconda come potete vedere anche in figura 4.10 è che la composite viene vista come
un'unico componente. Cose gia per altro ribadite in precedenza.
3.9. Difficoltà incontrate nel progetto ed implementazione.
Durante la realizzazione del progetto siamo incorsi nella correzione sia dal punto di vista della
correttezza che dal punto di vista delle prestazioni a diversi bug che il progetto Apache Tuscany
possedeva e quindi non ci permetteva di procedere nella scrittura dei componenti. In particolare:
• L'integrazione Tomcat e il dominio SCA con supporto distribuito
L'integrazione con Apache Tomcat causa dei repentini cambiamenti nel supporto distribuito
a cui abbiamo contribuito e nel modo in cui Tomcat gestiva le URL. Il problema in questo
caso era che i componenti dopo essere stati inseriti correttamente, se si provava a rimuoverli,
la loro rimozione falliva . Si è cambiato il modo di gestione delle URL e scritti diversi unit
test in modo da preservarne l'integrazione con gli altri moduli del sistema.
• L'invocazione asincrona delle chiamate sul webservice binding non funzionava.
Per il lavoro di scrittura del componente WorkerService è essenziale avere la possibilita di
fare chiamate asincrone sui web services, per esempio per inviare i task al WorkpoolServi-
ceComponent.
Apache Tuscany, l'implentazione open source di SCA da noi usata, usa Apache Axis2 per
la comunicazione mediante HTTP/SOAP generando automaticamente il WSDL e prima di
questo lavoro non funzionava l'invocazione asincrona su web services. Ciò era dovuto al
modo in cui Apache Tuscany configurava il contesto di Axis2.
Spieghiamo meglio per chi non conosce Axis2. Axis2 fornisce un API per i programmatori
sollevandoli dal compito di effettuare connessioni HTTP e di fare il parsing di SOAP. Il
programmatore deve solo configurare un contesto per i messaggi che deve mandare ed in
esso impostare il riferimento ad un componente HTTP per le connessioni sarà poi compito
del kernel di Axis2 farsi carico di tutto.
Il bug trovato dopo un certo numero di invocazioni asincrone fatte a brevi intervalli l'una
dall'altra faceva sì che il sistema non accettasse più invocazioni asincrone. Il motivo risiedeva
nel fatto che era mal configurato il contesto, in particolare era mal configurata la gestione
del componente HTTP.
E' stata fornita una patch che permette di risolvere tale problema ed è attualmente integrata
nella versione 1.0.1 di Apache Tuscany.
• I riferimenti remoti CallableReference non funzionavano.
I riferimenti remoti non funzionavano nel supporto distribuito perchè non venivano serializ-
zati in maniera corretta da un nodo ad un altro. Dopo aver scoperto il problema mediante una
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lunga sessione di debug, si è creato quindi un apposito transformer che è stato sin da subito
integrato nel SVN di Tuscany verrà rilasciato con la nuova versione di Apache Tuscany 1.1,
attualmente in fase di testing. Il trasformer, che si è fornito, consente di serializzare corret-
tamente un qualunque task per la comunicazione con Axis2.
• Le callback dinamiche non funzionano.
La specifica SCA dichiara che esiste la possibilità di impostare su un CallableReference
un altro CallableReference mediante una chiamata a setCallback in modo che il supporto
gestisca le callback. Questo sarebbe molto utile se funzionasse, ma con il supporto distribuito
non funziona perchè non viene serializzato correttamente.
Come sappiamo dal capitolo 3 la differenza sostanziale tra il far gestire le callback al supporto
e invece usare i CallableReference, sta nel primo caso si ha inversione di controllo, mentre
nel secondo no.
Per forza di cose a fronte del fatto che le callback dinamiche non fungono si è dovuto usare
un altro
• il wiring dinamico non è ancora fattibile.
La possibilità di aggiungere a run-time delle reference ai servizi worker è stata valutata ed si è
cercato di implementarla nel modulo CompositeUpdater, ma poi si è deciso di non proseguire
oltre poiche vedendo come una reference ad un servizio veniva creata e si è notato che è
strettamente dipendente dall'implementazione del componente e costringeva ad inserire il
CompositeUpdater direttamente nel core di SCA creando dipendenze cicliche.
Mentre si sta scrivendo questa tesi è stato fatto un lavoro simile a livello di binding in Tu-
scany usando componenti OSGi dentro componenti SCA: un'analisi di tale lavoro dovrebbe
semplificare l'introduzione di riferimenti dinamici, che tra l'altro la specifica di SCA supporta
solo in parte indicando un riferimento come wiredByImpl.
51
Capitolo 5. Implementazione
Seguendo il modello di architetturale "4+1" view discusso nel capitolo precedente, abbiamo
visto la vista dei casi d'uso per descrivere i requisiti che il nostro progetto e la vista dei processi
per vedere i processi dell'applicazione. In questo capitolo vedremo prima la vista di sviluppo
e durante l'esposizione la vista logica mediante i diagrammi di sequenza per esplicare i punti
chiave e le scelte fatte nell'implementazione. Prima di iniziare la descrizione solo una nota di
terminologia. Sappiamo dal capitolo 3 che un componente espone almeno un servizio. Nella
realizzazione del task farm tutti i componenti usati esporranno esattamente un servizio, quindi
nella descrizione abbiamo usato il termine servizio e componente in maniera equivalente.
1. Vista di sviluppo
Il codice sorgente contributo di questa tesi si può suddividere in due tipologie: co-
dice del task farm e codice di modifica del runtime. Nella vista di sviluppo in Fi-
gura 5.1 notiamo i package: node, workpool, org.apache.tuscany.sca.contribution.updater,
org.apache.sca.contribution.updater.impl.
Figura 5.1. Vista di sviluppo
Il package node e il package workpool contengono il codice del task farm vero e proprio. Mentre
il package node contiene le classi di bootstrap del servizio task farm in modo tale che possa
essere lanciato come un servizio di rete, il package workpool contiene il core dell'applicazione:
la definizione del WorkpoolService, del WorkpoolManager e di WorkerService.
Tutti i componenti definiti in questo task farm sono di grana grossa e sono annotati come  com-
posite: tutte le richieste ai componenti sono inoltrate alla stessa istanza di implementazione per
tutta la vita della composizione.
Gli altri package sono quelli che sono stati inseriti nel runtime di Apache Tuscany per garantire
l'aggiornamento e la serializzazione dei task, che nella terminologia da noi usata sono detti Job.
In particolare nel package org.apache.tuscany.sca.databinding.job è contenuto un transformer
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che serializza e deserializza tutti i tipi di dati avente come interfaccia Job, creando l'opportuno
XML mediante AXIOM. [Chi05]
Per realizzare effettivamente l'aggiornamento dinamico della composizione è stato dovuto am-
pliare il modello assembly di Apache Tuscany inserendo un nuovo concetto: il MetaComponent.
Come il nome dovrebbe far intendere un MetaComponent non è altro che un'interfaccia, che
lo sviluppatore può implementare per inserire a runtime un componente. L'implementazione di
tale interfaccia dovrebbe fornire la definizione in SCDL (Service Component Definition Lan-
guage) di tale componente, da passare al CompositeUpdater.
Sappiamo dal capitolo 3 che il Service Component Definition Language non è altro che dialetto
XML, dove vengono definite le interfacce, i riferimenti ad altri componenti e le diverse qualità
del servizio che un componente SCA può avere.
Il CompositeUpdater è una factory [Gamma96] che viene implementa-
ta nel package org.apache.tuscany.sca.contribution.updater.impl e definita in
org.apache.tuscany.sca.contribution.updater.
Questa classe ci consente di aggiungere e rimuovere dinamicamente un componente a run-time
di una composizione ed è stata integrata in ogni nodo SCA.
Passeremo ora in rassegna le varie interfacce e descriveremo dove e come si realizzano alcuni
casi d'uso significativi, specificati nel precedente capitolo dettagliando le scelte implementati-
ve.
2. Descrizione dei package
2.1. Package workpool
In questo package si realizzano la maggior parte dei casi d'uso esplicati nel modello di dominio.
Possiamo distinguere le diverse classe in: interfacce di definizione dei servizi, classi di imple-
mentazione dei componenti e classi di supporto.
Le classi interfacce di definizione dei servizi sono WorkerService, WorkpoolService,  WorkerMa-
nager e WorkpoolManager, mentre le relative classi di implementazione dei componenti sono ri-
spettivamente WorkerServiceImpl, WorkpoolServiceImpl, WorkerManagerImpl, WorkerpoolManagerIm-
pl e MyWorker.
Le classi di supporto sono tutte quelle che servono per creare un componente (MetaComponent-
Worker), inviare un Job (TestJob), ricevere i risultati (ResultJob), esporre i fatti del motore a re-
gole WorkpoolBean.
Nello stesso package sono state introdotte anche due interfacce  WorkpoolEvent e WorkpoolBean-




Procediamo con ordine a descrivere prima i servizi che implementano i requisiti funzionali e
poi più approfonditamente il servizio WorkpoolManager e la sua interazione con gli altri. Il
primo componente che descriveremo sarà il WorkpoolService
2.1.1. Componenti Funzionali: WorkpoolService e WorkerService.
Nel componente WorkpoolService, di cui vediamo la definizione in Figura, ha luogo la rea-
lizzazione di due casi d'uso visti nel capitolo 4:  submitJob  e gatherQoS. Il primo richiede
l'intervento dell'utilizzatore mentre il secondo richiede l'interazione tra WorkpoolManager e
WorkpoolService, oltre che l'interazione che vi è tra WorkpoolManager e WorkerManager.
Figura 5.2. Relazione tra WorkpoolService e WorkpoolServiceImpl
{JavaAnnotations = @Service(WorkpoolService.class), @Scope("COMPOSITE"), @DataBinding("org.apache.tuscany.sca.databinding.job.Job")}
{JavaAnnotations = @DataBinding("org.apache.tuscany.sca.databinding.job.Job"), @Remotable}
Prima di iniziare a spiegare come avviene nella corrente implementazione la realizzazione dei
casi d'uso citati è opportuno dettagliare le strutture dati necessarie al componente Workpool-
Service. Per svolgere il suo compito con prestazioni accettabili il componente ha bisogno di:
• una coda FIFO. La coda FIFO sarà una coda di Job, dove i vari componenti WorkerCom-
ponent andranno ad accedere e a prelevare i task da elaborare.
• una tabella hash. La tabella hash sarà una tabella hash di riferimenti ai WorkerComponent.
Tutte le volte, quando il WorkpoolManagerImpl crea un nuovo componente, invia a al Workpool-
ServiceImpl l'SCDL del componente incapsulata nella classe CallableReferenceImpl. Tale de-
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scrizione va risolta nel dominio al fine di creare un proxy [Gamma96] al componente Worker
che andrà poi invocato. La risoluzione di una CallableReferenceImpl avviene mediante l'in-
terazione con il registry SCA. Come è ovvio intuire usare le CallableReferenceImpl e risol-
verle tutte le volte che si deve riferire un Worker, provocherebbe un sensibile degrado delle
prestazioni visto che richiede interazioni con componenti remoti. Questo è il motivo per cui
si è inserita una cache realizzata dalla tabella hash, che ha come chiave il nome del Worker.
Davanti alla necessità di avere una coda FIFO e un tabella hash, che evitassero interferenze e
una buona scalabilità ci si è posto il problema se era necessario crearne di opportune o usare
qualcosa di esistente.
Dopo diverse valutazioni si è deciso di usare LinkedBlockingQueue per l'implementazione della
coda di task e ConcurrentHashMap del package java.util.concurrent introdotti in J2SE 5.0.
2.1.1.1. LinkedBlockingQueue
Si è scelto LinkedBlockingQueue, dopo aver valutato attentamente sia ArrayBlockingQueue che Con-
currentLinkedQueue, che ha però la caratteristiche di non essere bloccante nelle condizioni di
coda vuota o coda piena.
Durante test effettuati per verificare la scalabilità del sistema si è notato che rimpiazzando
ArrayBlockingQueue con LinkedBlockingQueue si ottiene un aumento della banda del 10%
dovuto al fatto che LinkedBlockingQueue non consente accesso casuale ai suoi elementi. Lin-
kedBlockingQueue è implementata con una variante dell'algoritmo two-way lock [Scott96], così
chiamato perchè vengono mantenuti due lock uno alla testa e uno alla coda al fine di garantire
inserzioni e rimozioni concorrenti.
Tale algoritmo non sarebbe fattibile se dovessi garantire l'accesso casuale agli elementi per ovvi
motivi di consistenza.
L'altra coda scalabile che Java 5 ci fornisce è ConcurrentLinkedQueue, che però non è stata presa
in considerazione perchè non bloccante. Essa ha il vantaggio di usare l'algoritmo wait-free
descritto in [Scott96], consentendo di fatto un aumento di banda superiore al 15%.
Per aumentare le prestazioni si sarebbe potuto provare a renderla bloccante, ma nella mailing
list  java-concurrency [Lea06] è stato fatto notare che un tale tentativo non sarebbe utile; perchè
il risultato avrebbe prestazioni paragonabili a quelle di di LinkedBlockingQueue.
Queste considerazioni ci hanno portato a scegliere come implementazione per la nostra coda
FIFO la classe LinkedBlockingQueue.
2.1.1.2. ConcurrentHashMap
Per l'implementazione della cache concorrente dei riferimenti, Java fornisce diverse alternative
tra cui usare Collections.synchronizedMap(new Hashtable()) oppure utilizzare ConcurrentHashMap.
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I risultati ottenuti in [Goetz03] ci mostrano che rispetto ad una Hashtable con mutua esclusione,
ConcurrentHashMap migliora di gran lunga le prestazioni, ergo in questo progetto è stata usata
tale classe.
2.1.2. Realizzazione caso d'uso: submitJob
Iniziamo la descrizione con questo caso d'uso. L'implementazione del componente Workpool-
ServiceImpl ha al suo interno una LinkedBlockingQueue e ha nella sua business interface il se-
guente metodo asincrono:
              @OneWay
              void  submit(Job j);
            
Tale metodo consente all'utilizzatore di inserire dei Job in coda. Nel caso di coda vuota o piena
l'infrastruttura chiamante rimane in attesa. Durante l'immissione in coda vengono calcolati dei
parametri relativi alla qualità del servizio, come il numero di Job in coda e il tempo di interarrivo
dei Job in coda. sarànno poi i WorkerComponent a prelevare i task da elaborare. Vedendo il caso
d'uso come utilizzatore del sistema per creare un componente cliente del task farm scriveremo
il seguente codice:
public class ClientServiceImpl implements ClientService, Trigger<ResultJob> {
 private WorkpoolService workpool;
  L'annotazione @ComponentContext serve per l'inject del contesto
 @ComponentContext context;                                
 @Reference
public void setWorkpoolService(WorkpoolService workpool) {
           this.workpool= workpool;
        }
public void sendBatch() {




   for (int j = 0; i<10; ++i)
     {                                                     
      workpool.submit(new MyJob());
      }
     workpool.submit(new EOSJob());
     }
void handleEvent(ResultJob j)
       {
            JobDataMap map = j.getJobDataMap();
            MyData data = (MyData)map.getData("result");
       }
    
Dal codice si può notare come avvenga la dependency injection [Fow04] : è il supporto
che una volta configurata la composite fara injection del WorkpoolService all'interno di
questo componente.
Inoltre si nota anche che il componente ClientService crea un riferimento remoto a se
stesso per poi dopo doverlo registrate successivamente nel WorkpoolServiceImpl.
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Infine nella submit invierò tutti i task che devo fare al WorkpoolServiceImpl e poi gli invierò
un task di fine stream.
Fin ora abbiamo visto cosa succede dal punto di vista dell'utente, ma non siamo a conoscenza
dei dettagli e delle scelte che si sono fatte per l'interazione tra il WorkpoolServiceImpl e i worker.
Per avere una piena comprensione descriviamo le parti in gioco, basandoci sulla figura 5.3.
Figura 5.3. Interazione durante l'elaborazione tra i componenti.
Le parti in gioco qui sono le classi WorkpoolServiceImpl, WorkerServiceImpl e MyWorker. Ricor-
diamoci che sono tutti i componenti sono oggetti attivi [Sch96], che hanno un'unica istanza per
tutta la vita della composizione. Supponiamo ai fini della comprensione, che la coda in ingresso
non sia vuota.
Una volta creato un Worker viene passato il suo riferimento al WorkpoolServiceImpl, che lo
pone nella sua cache usando come chiave il nome, esegue la computeFirst passando al Worker-
ServiceImpl un task fittizio (NullJob). Tale task fittizio serve essenzialmente solo per l'inizializ-
zazione del componente worker, in modo tale che il componente worker possa attivarsi e fare
una callback per prelevare un task valido da elaborare. Infatti nella stessa chiamata il Workpool-




Figura 5.4. Relazione tra WorkerService,WorkerServiceImpl e MyWorker.
{JavaAnnotations = @Service(WorkerService.class), @DataBinding("org.apache.tuscany.sca.databinding.job.Job"), @Scope("COMPOSITE")}
{JavaAnnotations = @Remotable, @DataBinding("org.apache.tuscany.sca.databinding.job.Job")}
{JavaAnnotations = @Scope("COMPOSITE")}
Il WorkerServiceImpl (figura 5.4) risolve il riferimento al WorkpoolService, lo pone in una va-
riabile d'istanza e controlla il tipo di task a lui passato: se è un NullJob esegue subito una hand-
leResult, se invece è un lavoro utile, inoltra il task da eseguire al componente MyWorker.
Supponiamo quindi di trovarci nel secondo caso. In questa situazione il componente MyWorker è
stato introdotto per poter fare pre e post processing nell'elaborazione dei task: si voleva essere
più generici possibili. Per lo stesso motivo si è definita WorkerServiceImpl, come una classe
astratta, come vediamo in figura.
Questo consente allo sviluppatore che utilizza il task farm di personalizzare l'esecuzione, crean-
do una sua versione di Worker, senza preoccuparsi delle interazioni con gli altri componenti.
Ritorniamo ora, comunque alla descrizione dell'implementazione. Supponiamo che il MyWorker
abbia eseguito la computeTask. Nella classe WorkerServiceImpl ho il risultato, tale valore viene
inoltrato al WorkpoolServiceImpl mediante handleResult. Occorre notare che tra i parametri di
handleResult c'è anche la URI del Worker. Tale URI consente al WorkpoolServiceImpl di prele-
vare il proxy nella cache dei riferimenti ai worker.
Una volta avuto tale proxy, il WorkpoolServiceImpl per conto del WorkerServiceImpl preleva un
task dalla LinkedBlockingQueue e mediante il proxy invoca il metodo compute.
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Prima o poi lo stream finisce e il WorkerServiceImpl riceve un task con il campo eos uguale a
true. In tal caso il componente worker non esegue più nessuna callback al WorkpoolServiceImpl.
Abbiamo così descritto come funziona dinamicamente l'interazione che realizza il caso d'uso.
2.1.3. Realizzazione caso d'uso: gatherQoS
L'altro caso d'uso che è centrale nel WorkpoolService è quello del rilevamento delle informa-
zioni sulla qualita del servizio. Esso si realizza mediante l'interazione tra il WorkpoolServiceImpl,
il WorkpoolManagerImpl e i vari WorkerManagerImpl. Per chiarezza espositiva supponiamo in
questo paragrafo che il task farm abbia un unico componente Worker.
Ad intervalli regolare, scanditi da un timer implementato nel WorkpoolManagerImpl con
java.util.Timer il WorkpoolManager fa due cose: controlla l'andamento del sistema e aggiorna
il motore di inferenza.
In questo paragrafo ci occuperemo della prima cosa, lasciamo la descrizione dell'interazione
con il motore di inferenza ad un paragrafo successivo.
Supponiamo ora che al tempo t , scatti il timer, il WorkpoolManagerImpl effettua una serie di
chiamate, come è possibile rilevare in figura 5.5 per:
Figura 5.5. Diagramma di sequenza per le informazioni QoS.
• controllare il carico sui nodi. Il WorkpoolManager ha configurato staticamente il riferimen-
to ad ogni WorkerManager mediante tale riferimento effettua una chiamata al metodo chec-
kLoadInNodes. In tale metodo si va a vedere a parsare il file /proc/loadavg per analizzare il
carico corrente sulla macchina Linux di ogni WorkerManager. Una volta ottenuti i valori se
ne fa una media per vedere il carico complessivo del sistema.
• ottenere il tempo medio tra due accessi in coda da parte dei Worker. Il WorkpoolManage-
rImpl fa una chiamata al metodo getServiceTime del WorkpoolServiceImpl: il tempo medio vie-
ne calcolato tutte le volte nella handleResult.
• ottenere la lunghezza della coda in ingresso. Può essere un'informazione utile per program-
mare il task farm e quindi si è pensato di esporre un metodo nel WorkpoolServiceImpl che vada
a vedere la lunghezza della coda. Per esempio questa informazione è sicuramente utile al fine
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di verificare se il farm sta lavorando mediamente come ci si aspetterebbe rispetto al numero
e alla frequenza dei task sottomessi.
• ottenere il tempo di interrarrivo in coda. In questo caso si è ritenuto fosse una qualità utile da
monitorare per permettere di osservare la frequenza degli arrivi e poter stabilire una politica
conseguente. Il WorkpoolServiceImpl ha un metodo che restituisce questo tempo medio.
• il numero di worker attivi. In questo caso nessuna chiamata ad un altro componente deve
essere eseguita perchè il WorkpoolManager conosce il numero di worker attivi; visto che è
lui il responsabile della creazione e distruzione dei componenti che implementano i worker.
Tutti queste informazioni raccolte, vengono impostate nel WorkpoolBean con i metodi getter
e setter opportuni, per far sì che l'utilizzatore del componente sia in grado di scrivere produ-
zioni per il motore a regole.
Il WorkpoolBean è un JavaBean serve sia per mantenere le informazioni relative alla qualità
del servizio. Verrà usato nel caso d'uso checkRules, per esempio, come singolo fatto per il
motore a regole. I campi pubblici del WorkpoolBean potranno così essere usati per scrivere
le condizioni delle regole.
2.1.4. WorkpoolManager: caso d'uso checkRules
A questo punto descriviamo come è stato implementato il caso d'uso checkRules e l'interazione
tra il WorkpoolManager e il motore a regole JBoss Rules.
JBoss Rules è un motore a regole open-source orientato agli oggetti scritto completamente in
Java, anche se il termine più formalmente corretto sarebbe production rule system. Un produc-
tion rule system è un sistema turing completo, che incentra l'attenzione sulla rappresentazione
della conoscenza, composto dai seguenti sottosistemi: la memoria delle produzioni, l'agenda, il
motore di inferenza e la memoria di lavoro (working memory). Le regole sono prima compilate
e poi vengono memorizzate nella memoria delle produzioni e i fatti, sui i quali il motore di
inferenza fa il match usando una strategia forward chaining [Nor05] sono posti nella memoria
di lavoro.
Nel caso in cui si verifichino più regole contemporaneamente si dice che è in corso un conflit-
to. Sarà compito dell'agenda di JBoss Rules risolvere i conflitti usando una strategia di risolu-
zione, che può essere a priorità oppure LIFO (Last Input First Output). La strategia a priorità
richede che ogni regola abbia specificato la salience, valori più alti di salience indicano priorità
maggiori.
Nel caso invece, di risoluzione LIFO, l'agenda sceglie l'ultima regola compilata.
Il cuore di JBoss Rules è il motore di inferenza, che ha il compito di fare il pattern matching
delle produzioni mediante l'algoritmo ReteOO, che è praticamente la versione adattata a Java
dell'algortmo Rete di Charles Forgy [Forgy82].
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In questo algortimo le regole vengono compilate per creare un grafo aciclico radicato che co-
stituisce la rete e su tale grafo viene fatto il pattern matching dei fatti provenienti dalla memoria
di lavoro.
Dopo questa breve parentesi su JBoss Rules vediamo come sono state implementate le parti del
sistema per realizzare il caso d'uso checkRules e il ciclo autonomico. Ogni altra informazione
su JBoss Rules è reperibile nella sua homepage [Drl08].
Figura 5.6. Ciclo autonomico.
Come potete vedere in figura 5.6, ad intervalli regolari all'interno della classe WorkpoolManage-
rImpl, scatta un timer, che è il timer del ciclo autonomico. Quando ciò avviene il WorkpoolMa-
nagerImpl esegue il caso d'uso gatherQos, imposta il WorkpoolBean e inserisce le regole che
si era salvato in una variabile d'istanza.
A questo punto l'istanza di WorkpoolManagerImpl procede nel seguente modo:
1. Attiva un'istanza di JBoss Rules.
2. Carica le regole in JBoss Rules.
3. Invoca il metodo fireAllRules sull'instanza di JBoss Rules attivata. Quando ciò avviene il
motore di inferenza verifica la parte sinistra della produzione e se tale parte è verificata ese-
gue l'azione specificata nella parte destra della regola. Le azioni nelle regole corrispondono
a metodi del WorkpoolBean, che vediamo in figura 5.7.
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Figura 5.7. Il WorkpoolBean e le condizioni esposte per le regole.
Il WorkpoolBean espone quattro metodi, che possono essere usati per aggiungere o diminuire
il grado di parallelismo e possono essere usati da una regola. Per aumentare il grado di paral-
lelismo useremo addWorkerToNode e addWorkersToNode, mentre per diminuirlo avremo removeWor-
kerToNode e removerWorkersToNode come si può vedere in figura 5.7.
Nell'implementazione del bean mostrata in figura 5.7, i campi pubblici del bean e i metodi getter
permettono di prendere i valori su cui valutare le regole, mentre i metodi addWorkerToNode,
addWorkersToNode, removeWorkerToNode e removeWorkersToNode sono gli attuatori, che
consentono di implementare le regole "verificate".
Cerchiamo di fare un esempio esplicito per far capire meglio cosa succede, quando una regola
viene verificata. Scriviamo la seguente produzione:
              package workpool
              rule "averageServiceTimeCheck"
              salience 2
              when
              $workpoolBean : WorkpoolBean(averageServiceTime >  250)
              then
              $workpoolBean.addWorkerToNode("nodeB")
              end
            
La parte sinistra della produzione (when) da le condizioni per le quali deve essere verificata
questa regola, mentre la parte destra (then) specifica l'azione da compiere in caso la regola sia
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valida. Dato che è l'unica regola del sistema non vi sono problemi di conflitti, tale regola è
valida quando il tempo tra due accessi nella coda dei task in ingresso (averageServiceTime) è
maggiore di 250ms.
Supponiamo ora che l'averageServiceTime sia maggiore di 250ms e che la fireAllRules (il me-
todo invocato nello stato Esegui Regole di figura 5.6) sia già stata eseguita da parte del moto-
re di inferenza. Siamo quindi nello stato Lancia Evento al WorkpoolManager di figura 5.6,
vediamo quindi cosa succede nell'implementazione corrente.
Il WorkpoolBean e il WorkpoolManagerImpl implementano il design pattern Observer dove l'osser-
vatore (colui che riceve eventi) è il WorkpoolManagerImpl mentre l'oggetto osservabile è il Work-
poolBean (colui che lancia eventi). Nell'esempio sopra stante WorkpoolBean quando chiamato
dal motore a regole lancia un evento SINGLE_ADD_WORKER al WorkpoolManagerImpl, che a sua
volta decodifica l'evento e agisce di conseguenza.
Il WorkpoolManagerImpl invoca il metodo addWorker del WorkerManagerImpl del nodoB, tale
invocazione produce un riferimento al nuovo componente creato.
Per completare la descrizione del caso d'uso checkRules occorre spiegare i diversi tipi di eventi
che il WorkpoolBean può lanciare al WorkpoolManager, essi sono:
• SINGLE_ADD_WORKER. Questo evento è relativo di un singolo worker, se il nome del nodo da
aggiungere non viene specificato nella parte sinistra della produzione, allora si sceglierà il
nodo con il valore minimo di load average.
• EVENT_MULTIPLE_ADD_WORKER.Questo evento consente di aggiungere più worker in uno stesso
nodo e viene lanciato quando nella parte sinistra della produzione si ha la chiamata al metodo
addWorkersToNode.
• EVENT_MULTIPLE_REMOVE_WORKER. Questo evento rimuovere più worker dallo stesso nodo e viene
lanciato all'interno del metodo removeWorkersToNode
• SINGLE_REMOVE_WORKER. Questo evento viene lanciato nel caso di una rimozione singola, come
visto nell'esempio precedente.
2.1.5. WorkerManager: rimozione e aggiunta di Worker
In questo paragrafo vedremo il comportamento del WorkerManagerImpl, l'interazione con il
WorkpoolManagerImpl e con il runtime SCA alla fine di mostrare l'implementazione dei casi
d'uso addWorker e removeWorker. Iniziamo a vedere come si comporta il sistema in caso di
addWorker.
Il WorkpoolManager invoca una addWorker sul WorkerManager. Il WorkerManager cerca la
composizione sul registry degli artefatti. In SCA un artefatto è una qualsiasi entità che è neces-
saria all'esecuzione di un componente: esso può essere per esempio un'interfaccia, un file di




Ogni runtime di Apache Tuscany ha un registro di contribuzioni, che non sono altro che l'insie-
me degli artefatti configurati nel sistema con le relative factory. Una volta trovata la composi-
zione, il WorkerManager costruisce un MetaWorkerComponent, che implementa l'interfaccia
MetaComponent. La classe MetaWorkerComponent è un template, che per costruire la defini-
zione del componente in XML.
In tale classe chiamo il metodo setWorkerClass con il nome della classe MyWorker, che è il
nome del componente esecutore predefinito. Dopo aver impostato l'implementazione del com-
ponente passo il MetaWorkerComponent e la URI della composizione al nodo SCA, con il
metodo addComponentToComposite. All'interno del nodo SCA avro l'oggetto CompositeUpdater,
che consente l'aggiunta del nodo.
Figura 5.8. Aggiunta di un componente.
Quando il WorkerManager ha aggiunto il nuovo componente alla composizione, va a verificare
che non ci siano stati errori facendo un lookup con il nome del componente. Se in questo caso
non si sono verificati errori, crea un riferimento a se stesso e si registra nel componente per
la rimozione.
Una volta registratosi nel nuovo componente ai fini della rimozione, la classe WorkerManage-
rImpl crea una riferimento remoto al componente e lo restituisce al WorkpoolManagerImpl.
A questo punto il WorkerManagerImpl, chiama la PostWorkerReference del WorkpoolService
ed il nuovo worker entra in gioco nel sistema.
La rimozione è un po più complicata. Ad un dato istante nel sistema il WorkpoolManagerImpl
riceve un evento di rimozione, conosce dall'evento il nodo ed effettua una removeWorker sul
WorkerManagerImpl. Il WorkerManagerImpl tiene in una cache tutti i proxy ai suoi compo-
nenti e in tal caso invoca il metodo stop su uno di essi: questo fa sì che il componente non
accetti più invocazioni e non faccia più callback.
Quando avrà terminato le invocazioni correnti l'implementazione del componente risolverà il
riferimento al suo manager, ottenendo un proxy per le invocazioni. Mediante tale proxy farà
una chiamata al suo manager per la rimozione mediante il metodo removeWorker.
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Con la descrizione di aggiunta, rimozione, ciclo autonomico abbiamo concluso la descrizione
dei concetti importanti per il package workpool.
2.2. Package node
Questo package ha la responsabilità di fare il bootstrap dell'applicazione ed è composto da due
classi:
• DomainNodeDaemon, che ha la responsabilità di avviare il registry SCA.
• WorkpoolDaemon, che ha la responsabilità di avviare il task farm e far si che si registri nel
registry.
Nell'implementazione di queste due classi abbiamo usato Jakarta Daemon [Daemon08] che è
un'API, usata anche da diversi servlet container, per creare un daemon in Java.
2.3. Package del databinding
Nel package org.apache.tuscany.sca.databinding ci sono tutte le classi e interfacce che servono
a definire i task e per trasformare i task in xml: Job,RemoteJob, JobDataMap, JobExecutionContext,
JobDataBinding, Job2OMElement,OMElement2Job.
2.3.1. Che cosa è un Job?
Il Job è l'unita di lavoro del task farm: Job e task sono in questa applicazione due parole per
uno stesso concetto. Il contratto di un Job è definito della interfaccia in figura 5.9.
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Figura 5.9. Job e RemoteJob
La figura mostra anche la specializzazione RemoteJob. Un RemoteJob in questa implementazio-
ne è un Job, con un contesto di esecuzione JobExecutionContext. Nella terminologia di questa
applicazione un JobExecutionContext non è altro che una classe che contiene un campo JobDa-
taMap. Una JobDataMap è una HashMap che può sia associare un nome ad un oggetto che associare
un nome ad una classe.
Queste classi sono state progettate per dare la massima facilità di utilizzo quando si usano i
task con i loro relativi dati. Supponiamo che un utente debba inviare immagini al nostro task
farm. Ha due possibilità:
1. implementare l' interfaccia Job e l'interfaccia java.io.Serializable.
2. specializzare la classe astratta RemoteJob, istanziare una classe JobDataMap, salvare l'immagine
in JobDataMap, e poi salvare JobDataMap nella sua variabile d'istanza JobExecutionConte-
xt. Il supporto a questo punto serializzerà in modo corretto il RemoteJob, la JobDataMap
contenente l'immagine e l'istanza del JobExecutionContext prima di spedire il RemoteJob.
All'interno del metodo compute, la sottoclasse di RemoteJob usarà JobExecutionContext per
prelevare la JobDataMap e da essa l'immagine.
Un'altra parte importante in questa implementazione è il trasformer da tipo di dato Job ad
AXIOM. Come è noto dal capitolo 3, Apache Tuscany è indipendente dal formato dei dati che
i componenti si scambiano. Per garantire l'indipendenza dal tipo di dati all'interno del supporto
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è stato implementato un grafo di trasformer, quindi si è pensato di creare un paio di transformer
per serializzare da Job ad AXIOM [Chi05] e viceversa.
Tale transformer sono implementati rispettivamente nella classe Job2OMElement e dalla classe
OMElement2Job. L'implementazione di Job2OMElement è semplice: serializza il job mediante la
serializzazione java, codifica i dati serializzati in base64 e li include in nodo AXIOM. Esatta-
mente l'inverso fa OMElement2Job.
Tra le classi citate manca da descrivere JobDataBinding, che non è altro una classe di supporto
per registrare il fatto che il tipo di dato Job abbia un trasformer. Questo conclude la descrizione
di questo package.
2.4. I package di aggiornamento
I package org.apache.tuscany.sca.contribution.updater e
org.apache.tuscany.sca.contribution.updater.impl sono le parti dell'implementazione, dove vie-
ne realizzata la possibilità di aver l'aggiornamento a run-time di una composizione.
Prima di parlare in dettaglio delle classi occorre rivedere alcuni concetti sul runtime di SCA.
All'interno del runtime di SCA c'e un registry di factory per ogni artefatto che costituisce il
modello SCA: componenti, binding, reference, processori XML, ecc. Avendo un'architettura
fortemente estendibile Apache Tuscany espone il registro al nodo e al servizio di contribuzioni.
Il servizio di contribuzioni permette di aggiungere a runtime nuove composite, ma non permette
di modificare composite esistenti. La grana di aggiornamento, che volevamo, era troppo fine
rispetto a quello che era già presente. Questo è il motivo per cui si è aggiunta la funzionalità
del composite updater e si è dovuto estendere il modello di Apache Tuscany con le seguenti
modifiche:
• si è aggiunto un nuovo artefatto MetaComponentProcessor, che crea un componente secondo
la definizione, che viene fornita in un MetaComponent. La factory di tale artefatto è stata
inserita nel registry di factory, in modo che poi altre parti del sistema possano usarle.
• si è aggiunto un modo per configurare un singolo componente. Il runtime di SCA configura
la composizione attraverso diverse fasi: elaborazione di un composite, creazione dei servizi
associati alla composite, verifica delle dipendenze e relativa dependency injection, wiring
dei componenti all'interno della composite, attivazione e avvio di tutti i componenti della
composite.
Da quanto appena detto si può notare che la grana è troppo grossa per cui si è rifatto refac-
toring di quella parte del codice adattandolo ad un singolo componente.
Con le modifiche ai diversi moduli è stato semplice poi creare il composite updater ponendo




Il package org.apache.tuscany.sca.contribution.updater contiene le interfacce ContributonUp-
dater, CompositeUpdater, ComponentUpdater . Esse che rappresentano la granularità delle mo-
difiche introdotte: l'aggiornamento di una composizione per aggiungere componenti e l'ag-
giornamento di un componente per aggiungere riferimenti ai componenti all'interno di una
composite. Per le difficoltà viste nel capitolo 4, quest'ultima cosa è rimasta nelle cose da fare
che vedremo nel capitolo 7.
Figura 5.10. Interfacce del CompositeUpdater
Nel package org.apache.tuscany.sca.contribution.updater.impl vi sono le relative implemen-
tazioni di queste intefaccie. Quella effettivamente usata dal supporto è la classe CompositeUp-
daterImpl che ha i seguenti metodi: addComponent,removeComponent, findComponent .
La addComponent svolge i seguenti passi:
1. Recupera dal registro delle factory il MetaComponentProcessor.
2. Recupera dal registro degli artefatti la composizione da aggionare.
3. Parsa il metacomponente, crea il componente e lo aggiunge alla composite.
4. Attiva il componente e lo restituisce al chiamante.
La removeComponent invece cerca la composite e il componente nella lista degli artefatti e lo
disattiva, toglie tutti i riferimenti che il dominio SCA ha verso di lui e lo rimuove dal runtime
SCA.
Rimane da spiegare che cosa fa la findComponent: semplicemente cerca nella lista deglia artefatti




Concludo questa parte ribadendo che senza l'analisi del comportamento a runtime di Apache
Tuscany e relative modifiche questo package non si sarebbe realizzato. Nell'implementazione
sono state fatte anche altre modifiche, come la cache dei riferimenti ai componenti nel dominio
e l'implementazione delle CallableReference.
Senza entrare nei troppo dei dettagli nel primo caso si è inserito un thread che a intervalli regolari
pulisce una ConcurrentHashMap di URL, mentre nel secondo è stato creato un nuovo trasformer da
aggiungere all'infrastruttura di databinding. Grazie a queste modifiche è stato possibile ottenere
un supporto adatto ai nostri requisiti.
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Capitolo 6. Valutazione prestazioni.
1. Introduzione
Per valutare l'esperimento del behavioural skeleton task farm, analizzare tutti i suoi possibili
overhead e vedere per quale tipo di calcolo ha senso usare una soluzione basata su SCA sono
stati effettuati alcuni test.
In particolare sono stati fatti test di scalabilità per vedere a quale tipo di calcolo si adatta bene
al workpool e di autonomicità per vedere come funziona l'interazione tra il WorkpoolMana-
ger, JBoss Rules and i vari nodi distribuiti nel caso dell'aggiunta di componenti in seguito alla
violazione del contratto di performance.
Vedere quindi come le caratteristiche di self-optimizing e self-configuring del behavioural ske-
leton task farm impattano sull'efficienza del sistema.
2. Vista fisica
Tutti i test sono stati effettuati sul cluster Pianosa situato presso il Dipartimento di Informatica
dell'Università degli Studi di Pisa. Il cluster è composto da 32 nodi, aventi le seguenti caratte-
ristiche hardware:
• Intel Pentium III Coppermine - 800Mhz
• 1 GB di Memoria RAM
• 20 GB di Hard Disk
• 32Kb di Cache L1
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Figura 6.1. Vista fisica con 4 nodi impiegati su Pianosa
Ogni nodo del cluster è interconnesso mediante FastEthernet e i dischi sono condivisi con NFS
e Parallel Virtual Filesystem. L'applicazione task farm e il supporto SCA richiedono almeno
Java 1.5, quindi si è usato la Sun Java Virtual Machine 1.5 senza nessun tipo di opzione di
ottimizzazione volta a migliorare le performance della Java Virtual Machine poiche un obiettivo
di questi test era valutare quanto Apache Tuscany è scalabile ed efficiente .
Sono state effettuate prove per il numero di nodi n = 2,4,8,12,16, ponendo il runtime SCA del
task farm master e il runtime SCA del DomainManagementService sullo stesso nodo del cluster
per minimizzare le latenze di risoluzione dei riferimenti in quanto il master contiene una cache
di riferimenti ai componenti worker. Negli altri nodi distinti ed appartenenti tutti alla stessa
sottorete abbiamo disposto i WorkerManager.
La lunghezza dello stream in ingresso è di 1024 task e ogni task immesso nel sistema doveva
calcolare lo stesso numero k di iterazioni di una semplice funzione trigonometrica, dove k viene
fatto variare da 3 * 106 fino a 10*10. Tale modo di procedere è servito a simulare un carico
di una computazione reale per consentirci di variare la grana e vedere sotto quali condizioni




Prima di illustrare i risultati sperimentali ottenuti, analizziamo i requisiti che deve avere un
sistema ideale sia dal punto vista della scalabilità che dell'adattabilità.
Dato uno stream di N task un sistema sequenziale e sia ti il tempo necessario per calcolare un
singolo task, definiremo il tempo di completamento del sistema sequenziale come somma dei
tempi di calcolo di ogni elemento dello stream, ovvero:
Partendo dal sistema sequenziale, supponiamo di voler parallelizzare il sistema fino a raggiun-
gere un grado di parallelismo N, definiremo il tempo di completamento ideale per tale sistema
come:
Dalla formula appena fornita possiamo dedurre che in un sistema ideale il tempo di completa-
mento di tutti i task diminuisce proporzionalmente con l'aumento del grado di parallelismo.
Si dice quindi che un sistema ha una buona scalabilità se si avvicina al comportamento ideale.
La scalabilità misurata in funzione del tempo di completamento può essere definita come il
rapporto tra il tempo di completamento del sistema sequenziale Tc(1) e il tempo di completa-
mento del sistema parallelo Tc(n).
Un'altra misura importante nella programmazione parallela è la grana, che è la misura del rap-
porto tra il calcolo e la comunicazione/sincronizzazione non sovrapposta al calcolo. L'effetto
di incrementare la granularità di una computazione dei task da fine a medio/grossa, riduce il
rapporto tra numero di sincronizzazioni/comunicazioni e il numero di passi computazionali
elementari eseguiti da ciascun task, diminuzione che è di solito vantaggiosa perchè si riesce a
sovrapporre meglio il calcolo alle sincronizzazioni/comunicazioni. Parleremo di grana grossa
(coarse grain) quando tra due eventi di comunicazione vi è una grande quantita di calcolo, fine
(fine grain) altrimenti. La grana si può definire come:
Nella formula sopra stante Tcalc è il tempo complessivo di calcolo e Tcomm sono tutti gli
overhead di comunicazione/sincronizzazione.
Per i nostri scopi considereremo qualitativatamente grana fine ordini di grandezza O(1) e grossa
ordini di grandezza O(100).
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Nel nostro caso sarà plausibile aspettarci una buona scalabilità per computazioni di grana me-
dio-grande a causa del costo intrinseco di SOAP su SCA, vediamo quali possono essere i fattori
di questo overhead.
Sicuramente un fattore chiave che incide sul tempo di comunicazione è l'uso di XML. In tal
senso [Bus00] sono state condotte valutazioni sperimentali , confrontando la codifica, la deco-
difica e l'impatto sulla latenza di differenti formati di comunicazione tra cui XML. I risultati
di tali esperimenti hanno dimostrato che i costi di comunicazione di XML sono di gran lunga
maggiori rispetto agli altri formati binari presi in considerazione: la codifica/decodifica di XML
risulta dalle due alle quattro volte più lenta rispetto a formati binari come IIOP e la dimensione
dei messaggi XML può arrivare ad essere dieci volte più grande rispetto quella del corrisponde
messaggio binario.
Per ovviare a questi ed altri problemi dovuti alla presenza di dati binari nei Web Services è
stato introdotto MTOM, ma in Apache Tuscany non è ancora supportato perchè come discusso
in mailing list [Delf07a] l'uso di MTOM in Axis ha problemi di interoperabilità con altri Web
Services che non lo supportano.
Si è quindi scelto di mandare i dati "per valore" codificandoli in base64. Questa decisione in-
fluenza sicuramente le grana del calcolo e incrementa di un almeno un fattore 1,3 la dimensione
dei messaggi XML , ma è stato dimostrato [NGC05] che per messaggi di dimensioni piccole
come quelli usati nei test l'uso di MTOM è più dispendioso rispetto ad includere direttamente
i dati codificandoli in base64.
A questo aspetto significativo occorre aggiungere i costi dovuti all'infrastruttura SCA e al suo
supporto ai WebServices. In particolare la invocazione di un metodo, che in Apache Tuscany
viene implementata mediante il design pattern Interceptor [POSA] per garantire l'interoperabi-
lità, passa attraverso una serie di trasformazione dei parametri che corrispondono al cammino
minimo in grafo orientato di trasformer prima di arrivare all'opportuno binding.
La successione di trasformazioni t1,..,tn avrà come risultato l'adattare gli input o gli output del
caso al supporto che avrà la resposabilità di inviare i dati; quindi nella latenza di comunicazione
andranno a pesare queste trasformazioni per ogni parametro della richieste o di risposta.
A questo punto, un altro ulteriore costo è dato da come infrastruttura SCA configura Axis2.
Tre aspetti che hanno un importante impatto sulle prestazioni sono per certo: il numero di con-
nessioni per host, l'assenza del pipeline HTTP/1.1 e il throughtput del servlet container che
espone la servlet del servizio.
Non state fatte in questo progetto valutazioni qualitative sulla scalabilità in merito a questi
parametri perchè richiederebbero un trattamento a parte che va al di là degli scopi di tesi.
Tuttavia sono noti studi sia sull'incremento delle prestazioni [Nie03] in presenza del pipeline
HTTP/1.1, dove si è verifica una diminuzione del 10% pacchetti TCP rispetto ad HTTP/1.0 con
conseguente aumento di banda e diminuzione del tempo di comunicazione che sulla latenza
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[Dav02] di diverse implementazioni di SOAP, dove si esamina anche il throughtput del servlet
container.
Dopo aver fornito le argomentazioni sulla scalabilità aspettata dalle prove fatte, faremo una
panoramica su come sono stati svolti i test di autonomicità e sul modello ideale di adattabilità.
Siano M=4 WorkerServiceComponent attivi dispiegati su 8 Nodi, N la lunghezza del ta-
sk-stream pari ad 1024 task. Fissata la grana del calcolo ad un valore per cui si è verificata una
buona load scalability, abbiamo compiuto i seguenti testi di adattabilità:
• Duplicazione delle risorse di calcolo ad N/2. Nel WorkpoolManager è stata inviata una re-
gola Drools tale quando il manager verifica che N/2 task sono stati eseguiti, fa susseguire una
serie di eventi che portano al raddoppio dei WorkerServiceComponent: interroga i Worker-
ServiceManager, crea componenti on fly, ne prende i riferimenti e invia loro il task di avvio.
• Duplicazione delle risorse di calcolo ad N/4. Analogamente a quanto sopra solo che cambia
la regola che se verificata porta al raddoppio dei WorkerServiceComponent, qui avviene
quando il numero di lavori espletati è maggiore di N/4.
Nel primo test, cioè caso di duplicazione ad N/2, un comportamento ideale sarebbe quello in
cui raddoppiando il numero di calcolatori nella seconda meta della computazione, il tempo
necessario al calcolo degli ultimi N/2 task dimezza e il tempo totale si riduce di un quarto.
Sicuramente non otterremo mai il tempo ideale poichè ci sono almeno due fattori che portano
ad overhead in sistema adattabile, così come quello da noi progettato:
• tempo di creazione a run-time di un componente. La creazione di un componente SCA è in
media minore o uguale a 2 secondi, quindi prima di essere attivo e contribuire all'aumento
di banda del sistema richiede tempo, che può essere significativo o meno a seconda della
grana del calcolo.
• verifica del numero dei task eseguiti. Il manager del task farm si accorgerà solo ad intervalli
regolari quando il numero di task elaborati ha superato N/2 o N/4 quindi l'aumento del grado
di parallelismo del sistema non avviene esattamente ad N/2 o ad N/4.
Analogo discorso si può fare nel caso in cui l'aumento del grado di parallelismo avviene ad N/4
solo che questa volta la riduzione del tempo di completamento nel caso ideale sarebbe di tre
ottavi, come vedremo nei successivi paragrafi quando questo aspetto sarà trattato in dettaglio
3.1. Test della scalabilità
L'obiettivo di questo test era vedere per quali valori della grana il sistema ha una buona scala-
bilità e una discreta efficenza. L'efficienza di un sistema viene definita come  , ed è
una indicazione di quanto è "buona" la parallelizzazione. Come possiamo vedere in figura 6.2
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per un valore di grana  si ha un comportamento decisamente
non buono del sistema fin dal grado di parallelismo 4.
























Tempo di completamento misurato
Tempo di completamento ideale
Per questo valore di grana g = 7,09 possiamo notare uno scarsissimo utilizzo del sistema. In
figura 6.2 l'efficienza cala rapidamente fino ad una degradazione di quasi 40% nel caso di 16
componenti, infatti l'efficenza del sistema raggiunge 0,6 nel caso di 16 worker.
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Visto questo andamento non buono per calcoli di grana fine, proviamo ad aumentare significa-
tivamente la grana raddoppiano il numero di iterazioni nel calcolo della funzione trigonometri-
ca ottenedo una grana di 
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Tempo di completamento misurato
Tempo di completamento ideale
Per questi valori di grana il comportamento è molto vicino a quello ideale fino al grado di pa-
rallelismo n = 8, come è possibile vedere in figura, dopodichè l'andamento del sistema cambia
allontanandosi dal comportamento ideale, ciò è dovuto sia al modo in cui l'infrastruttura SCA
gestisce le invocazione ai componenti che alla lock contention nella worker queue dei task sul
componente master. Questo effetto può essere giustificato quindi in parte dal fatto che, aumen-
tando il grado di parallelismo, aumentano il numero di invocazioni asincrone, che vengono ge-
stite dall'infrastruttura in una worker queue da un work pool composto nella implementazione
attuale di Apache Tuscany da dieci thread.
Sia LQ la lunghezza media di tale coda, WQ il tempo medio di attesa nella coda e fi la frequenza
degli interarrivi in coda la legge di Little ci dice la lunghezza della media delle richieste è
direttamente proporzionale alla frequenza degli interrarrivi.
Equazione 6.1. La legge di Little
Aumentando il grado di parallelismo del task farm il supporto quindi, con uno stesso numero di
thread, deve gestire nella worker queue delle invocazioni un numero più frequente di richieste,
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aumenta il fattore di utilizzazione  della worker queue all'interno dell'infrastruttura
SCA. Il work pool all'interno di SCA usa una politica FCFS (First Come First Served) per
gestire le invocazioni e dalla risultati della teoria delle code [Klein75] è noto che in tale tipologia
di coda si ha  .
Applicando questo ultimo risultato vediamo che, se aumenta il fattore di utilizzazione e il tempo
di servizio rimante costante (la dimensione del work pool di SCA non cambia), aumenta il
tempo medio di attesa nella coda. L'aumento del tempo di attesa in coda fa sì che nell'architettura
SCA aumenti la latenza di una richiesta.
Per far fronte a questi overhead si è provato a raddoppiare la grana agendo sul numero di itera-
zioni, in questo caso abbiamo .
Con questo valore di grana abbiamo ottenuto una buona scalabilità ed efficienza, come possia-
mo vedere nelle figure 6.5 e 6.6.
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Come è possibile vedere il sistema ha un comportamento non molto lontano dell'ideale fino a
16 worker dove l'andamento si discosta, il valore calcolato di efficenza del sistema cala sensi-
bilmente da 0,93 fino 0,86 per a 16 worker, come possiamo vedere in Tabella 6.1.







Dai dati in Tabella 6.1 abbiamo ricavato il grafico in figura che ci mostra un comportamento
migliore fino a 16 worker per un massimo di calo di efficienza intorno al 15%.















Visto i dati ottenuti sulla scalabilità possiamo affermare che la dimensione della grana per ot-
tenere una buona scalabilità deve essere medio/grossa a causa dei diversi overhead che l'infra-
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struttura SCA porta. Questo esperimento ci ha dimostrato però che si è progettato un behaviou-
ral skeleton task farm che pur presentando un'ottima interoperabiltà è in grado di scalare su
carichi computazionalmente pesanti.
Il primo suggerimento che ne deriva da una simile osservazione sperimentale è che il task farm
è particolarmente adatto ad elaborazioni batch in ambienti J2EE, dove è richiesta un'ottima
interoperabilità e i task sono di grana grossa.
Potrebbe essere quindi un componente usato di una applicazione batch scheduler, che memo-
rizza i task da elaborare, ad esempio gli ordini del giorno, nel master node e poi ad intervalli
definiti del giorno tipicamente nelle ore notturne, li invia al task farm appena sperimentato.
3.2. Test di autonomicità
In questa applicazione volevamo provare le caratteristiche di self-configuring e self-optimizing
richieste dalle specifiche GCM (Livello 2.d) [GCM07].
Per testare tale caratteristiche che l'applicazione presenta e vedere come influiscono sulle pre-
stazioni sono stati eseguiti dei test di duplicazione delle risorse per il valore di grana del calcolo
g = 38,67.
Abbiamo usato 8 Nodi e partendo da 4 worker su uno stream di 1024 task si è provato a vedere
se la duplicazione a N/2 ed ad N/4 al fine di osservare l'andamento del sistema e misurarne
l'andamento in seguito all'aggiunta di risorse di calcolo.
Per avere una piena comprensione di quello che credevamo di ottenere dall'esperimento, diamo
un modello formale del comportamento aspettato dal task farm in caso di duplicazione.
3.2.1. Modello formale.
Siano deg1 il grado di parallelismo del task farm prima della duplicazione delle risorse e sia il
deg2 il grado di parallelismo dopo la duplicazione delle risorse nelle condizioni ideali otterremo
il comportamento descritto dall'equazione 6.2.
Equazione 6.2. Grado di parallelismo e tempo di completamento
Nelle condizioni ideali supporremo che il tempo medio di calcolo di un task tm costante, e la
duplicazione del grado si parallelismo avvenga esattamente a N/2 , sotto tali ipotesi otterremo
l'equazione 6.3.
Equazione 6.3. Modello tempo di completamento ad N/2
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Dall'equazione 6.3 possiamo dedurre che il tempo di comportamento ideale del sistema con
grado di parallelismo duplicato sarà 3/4 rispetto al tempo di completamento del sistema con
grado con grado di parallelismo deg1, con conseguente aumento di throughtput del 25%.
Questa può essere una buona approssimazione della modellazione ideale per i nostri test, ma ha
il difetto di non tener conto che nel sistema progettato, il ciclo autonomico provoca l'aumento
di risorse computazionali non esattamente ad N/2, anche quando il contratto di performance lo
prevede perchè il manager del task farm deve accorgersi che ha elaborato N/2 task e poi agire
di conseguenza.
Un modello ideale più vicino alla sitazione sperimentale sarebbe quello in cui posto il grado di
parallelismo di partenza deg1 e quello in cui le risorse sono duplicate degh, avremo l'equazione :
Equazione 6.4. Modello del tempo di completamento
Nell'esperimento abbiamo posto N=1024, k = 4 e deg1 = 4, quindi a duplicazione di risorse
effettiva si ha il grado di parallelismo degh = 8. Si sono ricavati sperimentalmente i valori di
pari a k1=1,969, k2=128, k3=93,09, k4=73,14, k5=2,17.
Il grafico dell'andamento a N/2 da una misura del modello appena ottenuto mostra i valori dei
transitori i ki e la pronta reattività del sistema al self-configuring.
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3.2.2. Risultati ed efficienza
I valori N/ki dati nel paragrafo 6.3.2.1 costituiscono il numero di lavori in un intorno di N/2 di
piccole dimensioni quindi non ha senso usare l'equazione 6.4 per il calcolo dell'efficienza, che
è stata fornita per completezza espositiva.
Useremo il modello dato in equazione 6.3 per la valutazione dell'efficienza relativa in quanto
più semplice da calcolare mediante i dati sperimentali raccolti. Sperimentalmente si è visto che
il task farm con duplicazione a meta dello stream arrivava a N/2 task elaborati in 168,04 secondi
terminando con il grado di parallelismo raddoppiato in Tc = 255,07. Questo significa che la
seconda parte dell'elaborazione è stata svolta in 87,02 secondi. Se assumiamo che il tempo
di elaborazione di task sia costante per completare l'intera elaborazione dello stream usando
quattro worker sarebbero stati necessari 336,09 secondi quindi un sistema ottimo che sarebbe
 secondi.




Da questo risultato possiamo dedurre che il sistema si comporta molto bene in presenza di
aggiunta di risorse computazionali nonostante l'aumento del carico di lavoro che l'infrastruttura
SCA deve supportare.
Successivamente si è posta la duplicazione delle risorse ad N/4 ed abbiamo ottenuto il grafico
di figura 6.8
















tempo di elaborazione (secondi)
Anche in questo caso è stata fatta una stima del tempo di completamento ideale seguendo lo
stesso procedimento matematico dell'equazione 6.4 applicato però ad N/4. In questo caso ab-
biamo ottenuto che per un sistema ideale il tempo di completamento è quello esplicitato nel-
l'equazione 6.5.
Equazione 6.5. Tempo ideale di un sistema ottimo con duplicazione ad N/4
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Si è poi andati a vedere il comportamento effettivo del sistema quando la duplicazione delle
risorse computazionali avveniva a N/4 e si è notato che il sistema con grado di parallelismo
quattro elabora un quarto della computazione in 83,9 secondi, quindi applicando l'equazione
6.7 avremo un tempo di completamento ideale misurato in secondi, pari a :
Nel test il task farm termina la computazione invece in 217,33 secondi per cui avremo un effi-
cienza relativa pari a 0,97.
Confrontando questi risultati con la duplicazione del parallelismo ad N/2 notiamo un aumento
di banda del 45% rispetto ad N/2 ed un lieve calo del 2% dell'efficienza, che è in questo caso
uguale a quella del grado di parallelismo 8, come possiamo vedere in Tabella 6.1. I test quindi
hanno dimostrato che l'adattabilità all'aggiunta di nuove risorse computazionali, anche quando
questa avviene ad N/4, rimane buona nonostante il maggior carico sull'infrastruttura SCA che
esso produce.
I test qui presentati sono solo una piccola parte significativa rispetto alla serie di test effettuati
sia per controllare l'andamento dell'efficienza che per controllarne le caratteristiche funzionali.
Da i test qui presentati e dall'insieme degli altri test effettuati possiamo affermare che il sistema:
• ha un buona scalabilità per valori di grana medio/grossa.
• indipendentemente dal calcolo ha dimostrato una buona riconfigurabilità.
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Capitolo 7. Conclusioni
In questa tesi abbiamo valutato la possibilità di implementare parti della specifica GCM su
architettura SCA su Web Services, considerando tutti i possibili overhead che ciò comporta. Per
svolgere queste valutazioni abbiamo creato un behavioural skeleton conforme alle specifiche
GCM per l'autonomicità. Un tale componente deve fornire :
• un manager autonomico, che espone un'interfaccia per il controllo.
• la possibilità di inserire un contratto per la qualità del servizio.
• la possibilità fare self-configuring in seguito ad una violazione del contratto.
Queste requisiti sono stati il punto cardine della nostra progettazione ed implementazione usan-
do SCA come supporto. L'utilizzo di SCA è stato motivato sia dal fatto che i componenti SCA
realizzano il design pattern Composite [Gamma96], che dalla possibilità di avere garantire al
componente la massima interoperabiltà, altra caratteristica che la specifica GCM indica per i
suoi componenti.
Nella terminologia SCA l'uso di strutture composite viene detto recursive assembly. In un mo-
dello recursive assembly ogni componente fa parte di una composizione, che a sua volta può
essere considerata un componente. L'uso delle strutture composite è interessante perchè con-
sente consente di limitare la visibilità degli aspetti non funzionali: l'utente vede il behavioural
skeleton come un componente, che ha un dato numero di porte con cui comunicare.
Abbiamo quindi creato una composite Workpool, che espone sia dei metodi per inviare task
che per avviarne la gestione autonomica e per inviare delle regole (parti di contratto, difatto)
che condizionano il comportamento autonomico della composizione.
Tali regole sono produzioni per il motore a regole JBoss Rules, che è stato integrato nel com-
ponente di gestione della composizione WorkpoolManager, che di fatto espone come metodi
l'interfaccia non funzionale del componente stesso. Per la creazione di regole definite dall'u-
tente è stato esposto un JavaBean con campi pubblici.
L'utente può usare i campi del JavaBean come precondizione delle produzioni e i metodi espo-
sti dallo stesso bean come azioni che possono essere eseguite in seguito alla validità di una
produzione.
All'interno della composizione Workpool possiamo distinguere tre tipologie di componenti:
WorkpoolService, WorkerManager, WorkpoolManager.
Il WorkpoolService espone le porte per l'invio dei task alla composizione, task che verrano
prelevati dai componenti Worker aggiunti dinamicamente dai WorkerManager distribuiti.
Ogni WorkerManager, che può essere posto su una JVM diversa, ha la responsabilità di aggiun-
gere e rimuovere a run-time componenti worker della composizione, la cui implementazione è
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definita dall'utente, quando il WorkpoolManager ne fa richiesta. Il WorkpoolManager ha l'in-
tera responsabilità di controllare la qualità di servizio del behavioural skeleton e di garantire il
self-configuring e il self-optimizing, mediante richieste ai WorkerManager.
Per valutare gli overhead e quanto l'infrastruttura SCA si presti ad essere utilizzato per le realiz-
zazione di componenti GCM abbiamo eseguito vari test. Tali test si sono svolti su un cluster di
workstation Linux interconnesse attraverso una Fast Ethernet al fine di verificare sia il compor-
tamento funzionale del behavioural skeleton task farm che il suo comportamento autonomico.
La prima cosa che è stata misurata è la scalabilità. Nel fare ciò ci aspettavamo di trovare una
scalabilità quasi perfetta per calcoli di grana medio-grossa a causa delle latenze presenti nel-
l'infrastruttura. La serie di test effettuati hanno dato conferma alle nostre aspettative mostran-
doci che solo per valori di grana superiori all'incirca di g =40 si riesce ad ottenere una buona
scalabilità con 16 worker.
Per ogni test di scalabilità si è verificata l'efficienza del sistema ottenendo nei casi di grana fine
degradazioni fino al 40% per 16 worker, tale inefficienza del sistema è il prezzo che si deve
pagare per garantire un'eccellente interoperabilità ottenuta utilizzando i Web Services.
Nei casi in cui si ottiene buona scalabilità, il sistema si comporta una molto bene avendo al
massimo degradazioni fino al 14% nel caso di 16 worker. Tale grana del calcolo, dunque, ci
consente di raggiungere appieno i nostri obiettivo di interoperabilità e scalabilità.
Per verificare l'adattabilità del task farm behavioural skeleton abbiamo scritto regole per l'in-
cremento delle risorse utilizzate per la computazione e in particolare per la duplicazione delle
stesse. Dato uno stream di N = 1024 task, il task farm reagisce prontamente all'aggiunta di
risorse computazionali sia quando sono stati calcolati metà che un quarto dei task assegnati.
Queste semplici regole sono state utilizzate per valutare l'overhead della riconfigurazione. A
regime, l'aumento delle risorse dovrebbe essere fatto partire quando si osservi degrado delle
prestazioni del servizio, più che in corrispondenza di precondizioni "statiche" come queste.
Secondo quanto ci aspettavamo il self-configuring non inficia in maniera significativa le pre-
stazioni del task farm.
Le misure di scalabilità e le prove di riconfigurazione hanno comunque richiesto lo sviluppo
di un prototipo perfettamente funzionale. Questo, a sua volta, ha richiesto interazioni con gli
sviluppatori di Tuscany in varie occasioni, e alcuni dei problemi sollevati hanno di fatto por-
tato a bug fix e modifiche nello stesso Tuscany. Nel complesso, tutto questo ha richiesto una
consistente mole di lavoro, nell'arco di circa 6 mesi.
Molto lavoro rimane ancora da fare per rendere l'architettura Apache Tuscany un middleware
ottimo per lo sviluppo di applicazioni parallele strutturate conforme alle specifiche GCM.
Apache Tuscany è un middleware molto giovane con ampie possibilità di sviluppo. Nell'infra-
struttura che esso fornisce mancano ancora alcune cose che andrebbero implementate per ga-
rantire la piena conformità alle specifiche GCM, esse sono:
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• Wiring dinamico. Il compito di aggiungere e togliere dinamicamente dei riferimenti di un
componente ad altri componenti è richiesto dalla specifica GCM.
Nel corso di questo progetto non era essenziale avere i riferimenti dinamici, che sono stati
sostituiti con le CallableReference. Si è valutato se implementarli comunque mediante il
ComponentUpdater studiando come vengono creati all'interno di Apache Tuscany.
Il risultato dell'analisi del codice ha portato alla conclusione che sarebbero necessari cam-
bi all'infrastruttura che violerebbero l'indipendenza dei componenti dal linguaggio. Occorre
fare ulteriori indagini nel runtime per vedere come si può realizzare: una strada possibile
potrebbe essere quella di inserire dinamicamente delle CallableReference all'interno di un
componente.
Rimarrebbero comunque tutta una serie di problematiche legate alla riconfigurazione del ser-
vizio di cui abbiamo un'ampia panoramica in [Weg03]. Per esempio occorrerebbe introdurre
un protocollo distribuito a livello di nodo, che garantisca che la rimozione di una composi-
zione o di un componente sia consistente: non avvenga nessuna chiamata al nodo durante la
rimozione e tutte le chiamate al componente su quel nodo siano concluse.
L'introduzione di un meccanismo di questo tipo renderebbe la rimozione indipendente dal
componente, che deve essere rimosso.
Nel nostro progetto la rimozione è consistente perchè l'applicazione lo garantisce. Essa av-
viene su esplicita richiesta del componente quando lo stesso ha accertato che tutte le chiamate
al componente siano concluse e nessuna è in corso.
• Supporto al fault-tolerance. Per garantire il self-healing che un componente autonomico deve
fornire, il supporto dovrebbe garantire il fault-tolerance. Allo stato attuale pero il supporto
non si accorge dei fault e non è in grado di agire di conseguenza, facendo fallire miseramente
le chiamate ai componenti se un nodo fallisce.
Una discussione in merito si è svolta in mailing list di Apache Tuscany ed è emerso che
un passo verso questa direzione potrebbe essere aggiungere un servizio di membership. Una
buona soluzione sarebbe quella di usare JGroups [Ban98] però ha problemi di licenza essendo
rilasciato con licenza. Apache Tuscany è rilasciato con licenza Apache 2 e le licenze GPL
e Apache 2 per noti conflitti tra la Free Software Foundation e l'Apache Foundation, sono
incompatibili. Questo è il motivo per cui in Apache Tuscany non è possibile usare JGroups.
L'alternativa per le comunicazioni di gruppo ricade quindi in Apache Tribe [Tribe08], che
viene attualmente usato per il clustering di Apache Tomcat. Mediante Apache Tribe è pos-
sibile avere comunicazioni di gruppo tra i diversi nodi di un dominio, che potrebbero essere
usate per la rilevazione dei fault. Un alternativa da indagare potrebbe essere quella di creare
uno strumento di comunicazione di gruppo e rilevamento dei fault usando protocolli peer-to-
peer per la membership del gruppo. Un protocollo per la membership, che sarebbe interes-
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sante valutare è SCAMP [GanKerMas01] perchè è stato gia usato in altri ambienti in questo
senso.
• Comunicazioni collettive.Il GCM nelle sue specifiche indica anche le comunicazioni collet-
tive come gathercast e multicast tra componenti, che attualmente Apache Tuscany non sup-
porta. Per far ciò un'opzione sarebbe quella di usare un componente che implementi il design
pattern Broker [POSA]. Il Broker è un design pattern che consente di disaccoppiare le richie-
ste e le risposte tra componenti remoti. Un componente potrebbe contattare il componente
che implementa il Broker, passandogli destinazioni e messaggio. A questo punto il Broker
potrebbe realizzare la multicast verso i componenti e la gathercast in ricezione. Questa esi-
genza, centrale per lo sviluppo di un framework GCM-like, è per altro oggetto di una altra
tesi attualmente in svolgimento con lo stesso relatore.
Le ultime cose che sarebbe utile sia portare questo progetto alla nuova versione di Apache
Tuscany 1.1, la cui release candidate è attualmente in fase di testing che fare valutazioni più
precise sul supporto al fine di migliorare le prestazioni del supporto.
In conclusione possiamo affermare che questa esperienza di tesi ha dimostrato che con le op-
portune modifiche, Apache Tuscany potrebbe essere un buon punto di partenza per implemen-
tare le specifiche GCM.
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Appendice A. Codice Sorgente
1. Vista di sviluppo: package node
1.1. DomainNode.java
  1 
          /*
     * Licensed to the Apache Software Foundation (ASF) under one
     * or more contributor license agreements.  See the NOTICE file
  5  * distributed with this work for additional information
     * regarding copyright ownership.  The ASF licenses this file
     * to you under the Apache License, Version 2.0 (the
     * "License"); you may not use this file except in compliance
     * with the License.  You may obtain a copy of the License at
 10  * 
     *   http://www.apache.org/licenses/LICENSE-2.0
     * 
     * Unless required by applicable law or agreed to in writing,
     * software distributed under the License is distributed on an
 15  * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
     * KIND, either express or implied.  See the License for the
     * specific language governing permissions and limitations
     * under the License.    
     */
 20 package node;
    
    import java.io.BufferedReader;
    import java.io.IOException;
    import java.io.InputStreamReader;
 25 
    import org.apache.tuscany.sca.domain.SCADomain;
    import org.apache.tuscany.sca.domain.SCADomainFactory;
    
    
 30 /**
     * This server program that loads a composite to provide simple registry function.
     * This server can be replaced with any registry that is appropriate but the components
     * in each node that talk to the registry should be replaced also. 
     */
 35 public class DomainNode {
    
        private static String DEFAULT_DOMAIN_URI = "http://u12:8877";
        private boolean stopped = true;
        public static void main(String[] args) {
 40 
            try {
             
             
                SCADomainFactory domainFactory = SCADomainFactory.newInstance();
 45             SCADomain domain = domainFactory.createSCADomain(DEFAULT_DOMAIN_URI); 
            
                System.out.println("Domain started (press enter to shutdown)");
                System.in.read();
                //waitForever();
 50             domain.destroy();
            } catch (Exception e) {
                e.printStackTrace();
            }
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 55         System.out.println("Domain stopped");
        }
    }
      
1.2. DomainNodeDaemon.java
/*
 * Licensed to the Apache Software Foundation (ASF) under one
 * or more contributor license agreements.  See the NOTICE file
 * distributed with this work for additional information
 * regarding copyright ownership.  The ASF licenses this file
 * to you under the Apache License, Version 2.0 (the
 * "License"); you may not use this file except in compliance
 * with the License.  You may obtain a copy of the License at
 * 
 *   http://www.apache.org/licenses/LICENSE-2.0
 * 
 * Unless required by applicable law or agreed to in writing,
 * software distributed under the License is distributed on an
 * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
 * KIND, either express or implied.  See the License for the
 * specific language governing permissions and limitations











 * This server program that loads a composite to provide simple registry function.
 * This server can be replaced with any registry that is appropriate but the components
 * in each node that talk to the registry should be replaced also. 
 */
public class DomainNodeDaemon implements Daemon {
 private SCADomain domain;
    private static String DEFAULT_DOMAIN_URI = "http://u12:8877";
    private boolean stopped = true;
    private synchronized void waitForever() 
    {
    while (!stopped) {
        try {
           wait();
        } catch (InterruptedException ex) { 
         stopped =true;
         return;
        }
    }
    }
Codice Sorgente
90
 public void destroy() {
  // TODO Auto-generated method stub
  
 }
 public void init(DaemonContext arg0) throws Exception {
  // TODO Auto-generated method stub
  
 }
 public void start() throws Exception {
     
        SCADomainFactory domainFactory = SCADomainFactory.newInstance();
        domain = domainFactory.createSCADomain(DEFAULT_DOMAIN_URI); 
    
        System.out.println("Domain started (press enter to shutdown)");
        waitForever();
    
 }
 public void stop() throws Exception {











public class TestJob extends RemoteJob<Double> implements java.io.Serializable {
 private boolean EOS = false;
 private Double value;
 public TestJob(Double x, long iterations, int[] items)
 {
    JobDataMap map = new JobDataMap();
    map.addJobData("value", x);
    map.addJobData("iterations", iterations);
    map.addJobData("items", items);
    context.setJobData(map);
 }
 public TestJob(Double i, boolean eos)
 {
  value = i;
  this.EOS = eos;
 }
 public int getType()
 {
  return Job.REGULAR_JOB;
 }
 public void setEOS()
 {
  EOS = true;
 }
 public boolean eos() {
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  return EOS;
 }
 @Override
 public Double compute(JobExecutionContext context) {
  JobDataMap contextMap = context.getJobData();
  Long iterations = (Long) contextMap.getJobDataObject("iterations");
  Double value = (Double) contextMap.getJobDataObject("value"); 
  double x = value.doubleValue();
  System.out.println("Computing sinx for "+value+ " for "+ iterations.intValue()+" times");
  long computing_start = System.currentTimeMillis();
  for (long i = 0; i < iterations.longValue(); ++i)
  {
   x = Math.sin(x);
  }
  long computing_end = System.currentTimeMillis();
  System.out.println("Computing time= "+(computing_end - computing_start));
  System.out.println("Send result = "+x);





 * Licensed to the Apache Software Foundation (ASF) under one
 * or more contributor license agreements.  See the NOTICE file
 * distributed with this work for additional information
 * regarding copyright ownership.  The ASF licenses this file
 * to you under the Apache License, Version 2.0 (the
 * "License"); you may not use this file except in compliance
 * with the License.  You may obtain a copy of the License at
 * 
 *   http://www.apache.org/licenses/LICENSE-2.0
 * 
 * Unless required by applicable law or agreed to in writing,
 * software distributed under the License is distributed on an
 * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
 * KIND, either express or implied.  See the License for the
 * specific language governing permissions and limitations



































 * This client program shows how to run a distributed SCA node. In this case a 
 * calculator node has been constructed specifically for running the calculator 
 * composite. Internally it creates a representation of a node and associates a 
 * distributed domain with the node. This separation is made different implementations
 * of the distributed domain can be provided. 
 */
public class WorkpoolDaemon implements Daemon, Runnable {
     private String domainName;
     private String nodeName;
     private long iterations;
     private long jobsNo;
     private long workerNo;
     private SCANode node;
     private boolean stopped = false;
     private DaemonController controller=null;
     private Thread thread = null;
     private String ruleFile = "workerRules.drl";
     /*
    public static void main(String[] args) throws Exception {
        
        // Check that the correct arguments have been provided
        if (null == args || args.length < 4) {
             System.err.println("Usage: java WorkpoolNode domainname nodename iterTest workerNo");   
             System.exit(1);
        }    
        
        try {
            String domainName = args[0];
            String nodeName   = args[1];
            long iterations = Long.parseLong(args[2]);
            long jobsNo = Long.parseLong(args[3]);
            long workerNo = Long.parseLong(args[4]);
            ClassLoader cl = WorkpoolDaemon.class.getClassLoader();
             
            SCANodeFactory nodeFactory = SCANodeFactory.newInstance();
            node = nodeFactory.createSCANode(null, domainName);
            node.addContribution(nodeName, cl.getResource(nodeName + "/"));
            node.addToDomainLevelComposite(new QName("http://sample", "Workpool"));
            node.start();             
            // nodeA is the head node and runs some tests while all other nodes
            // simply listen for incoming messages
            
            FileReader rules = new FileReader("workerRules.drl");
            StringBuffer buffer = new StringBuffer();
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            BufferedReader br = new BufferedReader(rules);
            String ruleString;
            do {
             ruleString = br.readLine();
             if (ruleString!=null)
             { 
             buffer.append(ruleString);}
            } while (ruleString!=null);
         
            if ( nodeName.equals("nodeA") ) {
             // do some application stuff
                WorkpoolService workpoolService = 
                    node.getDomain().getService(WorkpoolService.class, "WorkpoolServiceComponent");
                workpoolService.start();
                NodeManagerInitService nodeInit = node.getDomain().getService
(NodeManagerInitService.class, "WorkpoolManagerComponent/NodeManagerInitService");
                nodeInit.setNode(node);
                WorkpoolManager workpoolManager = node.getDomain().
getService(WorkpoolManager.class, "WorkpoolManagerComponent/WorkpoolManager");
                workpoolManager.setWorkpoolReference(node.getDomain().
getServiceReference(WorkpoolService.class, "WorkpoolServiceComponent"));
                workpoolManager.acceptRules(buffer.toString());
                workpoolManager.start();
                int items[] = {3,4,5,6,3,6,3,5,9,5,6};
    
                double x = 398349;
                for  (int i = 0; i < jobsNo; ++i)
                 workpoolService.submit(new TestJob(x,iterations,items));
                
             TestJob j = new TestJob(-1.0,true);
                for (int i = 0; i < workerNo+1; ++i){
                 j.setEOS();
                 workpoolService.submit(j);
                }
            }
            try {
             if (nodeName.equals("nodeB"))
             {
              NodeManagerInitService serviceNodeB = node.getDomain().
          getService(NodeManagerInitService.class,
"WorkerManagerNodeBComponent/NodeManagerInitService");
              serviceNodeB.setNode(node);
                }
             if (nodeName.equals("nodeC"))
             {
              NodeManagerInitService workerManagerC = node.getDomain().
getService(NodeManagerInitService.class,
"WorkerManagerNodeCComponent/NodeManagerInitService");
            
        workerManagerC.setNode(node);
             }
             if (nodeName.equals("nodeD"))
             {
              NodeManagerInitService workerManagerD = node.getDomain().
getService(NodeManagerInitService.class,
"WorkerManagerNodeDComponent/NodeManagerInitService");
              workerManagerD.setNode(node);
             }
             if (nodeName.equals("nodeE"))
             {





              workerManagerE.setNode(node);
             }
        
                System.out.println("Node started (press enter to shutdown)");
                System.in.read();
            } catch (IOException e) {
                e.printStackTrace();
            }
            // stop the node and all the domains in it 
            node.stop(); 
            node.destroy();
            System.exit(0);
        } catch(Exception ex) {
            System.err.println("Exception in node - " + ex.getMessage());
            ex.printStackTrace(System.err);
        }
    }
*/
 public void destroy(){
  // TODO Auto-generated method stub
  
 }
 public void init(DaemonContext arg0) throws Exception {
  String[] args = arg0.getArguments();
   domainName = args[0];
         nodeName   = args[1];
         iterations = Long.parseLong(args[2]);
         jobsNo = Long.parseLong(args[3]);
         workerNo = Long.parseLong(args[4]);
         if (args.length == 6)
         {
          ruleFile = args[5]; 
         }
         this.controller=arg0.getController();
        // this.thread=new Thread(this);
 }
 public void start() throws Exception {
    
  ClassLoader cl = WorkpoolDaemon.class.getClassLoader();
        
        SCANodeFactory nodeFactory = SCANodeFactory.newInstance();
        node = nodeFactory.createSCANode(null, domainName);
        node.addContribution(nodeName, cl.getResource(nodeName + "/"));
        node.addToDomainLevelComposite(new QName("http://sample", "Workpool"));
        node.start();             
        // nodeA is the head node and runs some tests while all other nodes
        // simply listen for incoming messages
        
        FileReader rules = new FileReader(ruleFile);
        StringBuffer buffer = new StringBuffer();
        BufferedReader br = new BufferedReader(rules);
        String ruleString;
        do {
         ruleString = br.readLine();
         if (ruleString!=null)
         { 
         buffer.append(ruleString+"\n");}
        } while (ruleString!=null);
     
        if ( nodeName.equals("nodeA") ) {
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         // do some application stuff
            WorkpoolService workpoolService = 
                node.getDomain().getService(WorkpoolService.class,
 "WorkpoolServiceComponent");
            workpoolService.start();
            NodeManagerInitService nodeInit = node.getDomain().
getService(NodeManagerInitService.class,
 "WorkpoolManagerComponent/NodeManagerInitService");
            nodeInit.setNode(node);
            WorkpoolManager workpoolManager = node.getDomain().
getService(WorkpoolManager.class,
 "WorkpoolManagerComponent/WorkpoolManager");
            workpoolManager.setWorkpoolReference(node.getDomain().
getServiceReference(WorkpoolService.class,
 "WorkpoolServiceComponent"));
            workpoolManager.acceptRules(buffer.toString());
            workpoolManager.start();
            int items[] = {3,4,5,6,3,6,3,5,9,5,6};
            double x = 398349;
            for  (int i = 0; i < jobsNo; ++i)
            {
             workpoolService.submit(new TestJob(x,iterations,items));
            }
         TestJob j = new TestJob(-1.0,true);
            for (int i = 0; i < workerNo+1; ++i){
             j.setEOS();
             workpoolService.submit(j);
            }
        }
 if (nodeName.equals("nodeB"))
          {
           NodeManagerInitService workerManagerNodeB = 
node.getDomain().getService(NodeManagerInitService.class,
"WorkerManagerNodeBComponent/NodeManagerInitService");
           workerManagerNodeB.setNode(node);
             }
 if (nodeName.equals("nodeC"))
          {
           NodeManagerInitService workerManagerNodeC = 
node.getDomain().getService(NodeManagerInitService.class,
"WorkerManagerNodeCComponent/NodeManagerInitService");
           workerManagerNodeC.setNode(node);
             }
 if (nodeName.equals("nodeD"))
          {
           NodeManagerInitService workerManagerNodeD = 
node.getDomain().getService(NodeManagerInitService.class,
"WorkerManagerNodeDComponent/NodeManagerInitService");
           workerManagerNodeD.setNode(node);
             }
 if (nodeName.equals("nodeE"))
          {
           NodeManagerInitService workerManagerNodeE = node.getDomain().getService
(NodeManagerInitService.class,"WorkerManagerNodeEComponent/NodeManagerInitService");
           workerManagerNodeE.setNode(node);
             }
     this.waitForever();
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         //this.thread.start();
    }






 private synchronized void waitForever()
    {
       while (!stopped) {
          try {
             wait();
          } catch (InterruptedException ex) { 
           stopped =true;
           return;
          }
       }
    }






 * Licensed to the Apache Software Foundation (ASF) under one
 * or more contributor license agreements.  See the NOTICE file
 * distributed with this work for additional information
 * regarding copyright ownership.  The ASF licenses this file
 * to you under the Apache License, Version 2.0 (the
 * "License"); you may not use this file except in compliance
 * with the License.  You may obtain a copy of the License at
 * 
 *   http://www.apache.org/licenses/LICENSE-2.0
 * 
 * Unless required by applicable law or agreed to in writing,
 * software distributed under the License is distributed on an
 * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
 * KIND, either express or implied.  See the License for the
 * specific language governing permissions and limitations































 * This client program shows how to run a distributed SCA node. In this case a 
 * calculator node has been constructed specifically for running the calculator 
 * composite. Internally it creates a representation of a node and associates a 
 * distributed domain with the node. This separation is made different implementations
 * of the distributed domain can be provided. 
 */
public class WorkpoolNode {
     
    
    public static void main(String[] args) throws Exception {
        
        // Check that the correct arguments have been provided
        if (null == args || args.length < 4) {
             System.err.println("Useage: java WorkpoolNode domainname nodename iterTest workerNo");   
             System.exit(1);
        }    
         BufferedReader in = new BufferedReader(new InputStreamReader(System.in));
         String domainName = args[0];
            String nodeName   = args[1];
            long iterations = Long.parseLong(args[2]);
            long jobsNo = Long.parseLong(args[3]);
            long workerNo = Long.parseLong(args[4]);
            ClassLoader cl = WorkpoolNode.class.getClassLoader();
             
            SCANodeFactory nodeFactory = SCANodeFactory.newInstance();
            SCANode node = nodeFactory.createSCANode(null, domainName);
            node.addContribution(nodeName, cl.getResource(nodeName + "/"));
            node.addToDomainLevelComposite(new QName("http://sample", "Workpool"));
            node.start();             
            // nodeA is the head node and runs some tests while all other nodes
            // simply listen for incoming messages
            
            FileReader rules = new FileReader("workerRules.drl");
            StringBuffer buffer = new StringBuffer();
            BufferedReader br = new BufferedReader(rules);
            String ruleString;
            do {
             ruleString = br.readLine();
             if (ruleString!=null)
             { 
             buffer.append(ruleString+"\n");}
            } while (ruleString!=null);
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            if ( nodeName.equals("nodeA") ) {
             // do some application stuff
               WorkpoolService workpoolService = 
                    node.getDomain().getService(WorkpoolService.class, "WorkpoolServiceComponent");
                workpoolService.start();
                NodeManagerInitService nodeInit = node.getDomain().
getService(NodeManagerInitService.class, "WorkpoolManagerComponent/NodeManagerInitService");
                nodeInit.setNode(node);
                WorkpoolManager workpoolManager = node.getDomain().
getService(WorkpoolManager.class, "WorkpoolManagerComponent/WorkpoolManager");
                workpoolManager.setWorkpoolReference(node.getDomain().
getServiceReference(WorkpoolService.class, "WorkpoolServiceComponent"));
                workpoolManager.setCycleTime(8000);
                workpoolManager.acceptRules(buffer.toString());
                workpoolManager.start();
                int items[] = {3,4,5,6,3,6,3,5,9,5,6};
    
                double x = 398349;
  /*
                for  (int i = 0; i < jobsNo; ++i)
                     workpoolService.submit(new TestJob(x,iterations,items));
                
             TestJob j = new TestJob(-1.0,true);
                for (int i = 0; i < workerNo+1; ++i){
                 j.setEOS();
                 workpoolService.submit(j);
                }
  */
            }
            try {
             if (nodeName.equals("nodeB"))
             {
              NodeManagerInitService serviceNodeB = node.getDomain().
getService(NodeManagerInitService.class,"WorkerManagerNodeBComponent/NodeManagerInitService");
              serviceNodeB.setNode(node);
                }
             if (nodeName.equals("nodeC"))
             {
              NodeManagerInitService workerManagerC = node.
getDomain().getService(NodeManagerInitService.class,
"WorkerManagerNodeCComponent/NodeManagerInitService");
              workerManagerC.setNode(node);
             }
             if (nodeName.equals("nodeD"))
             {
              NodeManagerInitService workerManagerD = node
.getDomain().getService(NodeManagerInitService.class,
"WorkerManagerNodeDComponent/NodeManagerInitService");
              workerManagerD.setNode(node);
             }
             if (nodeName.equals("nodeE"))
             {
              NodeManagerInitService workerManagerE = node
.getDomain().getService(NodeManagerInitService.class,
"WorkerManagerNodeEComponent/NodeManagerInitService");
              workerManagerE.setNode(node);
             }
        
                System.out.println("Node started (press enter to shutdown)");
                String buff;
                for (;;) {
                    try {
                        buff = in.readLine();
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                        if (buff == null) break;
                        System.out.print(in.readLine());
                    } catch (IOException ex) {
                        break; // Exit thread.
                    }
            }
            // stop the node and all the domains in it 
            node.stop(); 
            node.destroy();
            System.exit(0);
        } catch(Exception ex) {
            System.err.println("Exception in node - " + ex.getMessage());
            ex.printStackTrace(System.err);
        }
    }
}













public class MetaComponentWorker extends DefaultMetaComponent {
 
 private SecureRandom prng;
 private String componentName;
 private String scdl;
 private String javaClass;
 private boolean loadedFromString = false;
 private Logger log = Logger.getLogger(MetaComponentWorker.class.getName()); 
 public MetaComponentWorker()
 { 
  componentName = "WorkerComponent"+ java.util.UUID.randomUUID().toString();
 }
 public void setWorkerName(String componentName)
 {
  this.componentName = componentName;
 }
 public void setWorkerClass(String javaClass)
 {
  this.javaClass = javaClass;
 }
 private String generateSCDL()
 {
  StringBuffer buffer = new StringBuffer(512);
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  buffer.append("<component xmlns=\"http://www.osoa.org/xmlns/sca/1.0\" name=\"");
  buffer.append(this.componentName);
  buffer.append("\">\n");
  buffer.append("<implementation.java class=\"");
  buffer.append(this.javaClass);
  buffer.append("\"/>");
  buffer.append("<property name=\"workerName\">");
  buffer.append(this.componentName);
  buffer.append("</property>\n</component>");
  return buffer.toString();
 }
 @Override
 public XMLStreamReader build() throws Exception {
  XMLInputFactory factory = XMLInputFactory.newInstance();
  if (!loadedFromString)
   scdl = generateSCDL();




  public String getName() {
  












public class MyWorker extends WorkerServiceImpl<Object, Double> {
 private static int resultcount =0 ;
 @Override
 public ResultJob computeTask(Job<Object,Double> job) {
     
  RemoteJob remoteJob = (RemoteJob) job;
  System.out.println("Computing the job");
  JobExecutionContext context = remoteJob.getContext();
  ResultJob resultJob = new ResultJob();
  JobDataMap resultMap = new JobDataMap();
  resultMap.addJobData("result", remoteJob.compute(context));
  resultJob.setJobDataMap(resultMap);
  System.out.println("Count result = "+ (++resultcount));










public class NullJob implements Job, java.io.Serializable {
 public Object compute(Object arg0) {
  // TODO Auto-generated method stub
  return null;
 }
 public JobDataMap getDataMap()
 {
  return null;
 }
 public boolean eos() {
  return false;
 }
 public int getType() {









public class ResultJob extends RemoteJob<Object> implements java.io.Serializable {
 private JobDataMap map;
 public JobDataMap getDataMap()
 {
  return map;
 }
 public void setJobDataMap(JobDataMap map)
 {
  this.map = map;
 }
 
 public boolean eos() {
  // TODO Auto-generated method stub
  return true;
 }
 public int getType() {
  // TODO Auto-generated method stub
  return Job.RESULT_JOB;
 }
 @Override
 public Object compute(JobExecutionContext v) {
  // TODO Auto-generated method stub




















public interface WorkerManager  {
 CallableReferenceImpl<WorkerService> addWorker();
 boolean removeWorker(String workerName);

































@Service(interfaces = {NodeManagerInitService.class, WorkerManager.class})
public class WorkerManagerImpl implements WorkerManager, NodeManagerInitService {
 private Logger log = Logger.getLogger(WorkerManagerImpl.class.getName());
 private LinkedList<CallableReferenceImpl<WorkerService>> activeWorkers = 
new LinkedList<CallableReferenceImpl<WorkerService>>();
 private List<String> workerComponentNames = new ArrayList<String>(); 
 private SCANodeImpl node;
 @Property
 protected String nodeName;
 @Property 
 protected String compositeName;
 @Property 
 protected String workerClass;
 @Context
 protected ComponentContext context;
 private double loadAverage;
 
   /* This method is used to find a composite inside all deployed artifacts */
 private Composite findComposite(List<DeployedArtifact> artifacts)
 {
  for (DeployedArtifact fact: artifacts)
     {
  if (fact.getModel() instanceof Composite)
  {
   log.info("Searching in a contribution deployed artifacts -"+compositeName);
   Composite augmented = (Composite) fact.getModel();
   // found
   if (augmented.getURI().equals(compositeName))
   {
    log.info("Found composite..."+compositeName); 
       return augmented;
   }
  }
     }
  return null;
 }
    
 public CallableReferenceImpl<WorkerService> addWorker() {
     log.info("Adding a new worker call..");
     long addWorkerStartTime = System.nanoTime();
  ContributionServiceImpl cServiceImpl = 
(ContributionServiceImpl) node.getNodeRuntime().getContributionService();
        Contribution contribution = cServiceImpl.getContribution(nodeName);
     List<DeployedArtifact> artifacts = contribution.getArtifacts();
     CallableReference<WorkerService> workerReference = null;
     CallableReferenceImpl<WorkerService> ref = null;
     log.info("Instantiating a metacomponent..");
     MetaComponentWorker mcw = new MetaComponentWorker();
     boolean found = false;
     mcw.setWorkerClass(workerClass);
        // ho trovato la composizione
     Composite augmented = findComposite(artifacts);
     try {
     if (augmented != null)
     {
      long startCreation = System.nanoTime();
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      node.addComponentToComposite(mcw, contribution.getURI(), augmented.getURI());
      System.out.println("addComponentToComposite time = "+(System.nanoTime() - startCreation));
   RuntimeComponent workerComponent = (RuntimeComponent) node.getComponent(mcw.getName());
   if (workerComponent!=null)
   {
    ref = (CallableReferenceImpl<WorkerService>)workerComponent.
getComponentContext().createSelfReference(WorkerService.class);
    ref.getService().start();
    activeWorkers.addLast(ref);
    workerComponentNames.add(mcw.getName());
    log.info(context.getURI());
   // String name = context.getURI()+"/WorkerManager";
    CallableReferenceImpl<WorkerManager> manager = 
(CallableReferenceImpl) context.createSelfReference(WorkerManager.class,"WorkerManager");
    ref.getService().registerManager(manager);
       return ref;
   }
     } else {
      log.info("Workpool composite not found!");
     }
     } catch (Exception e) { log.info("Exception activation"); e.printStackTrace();};
     System.out.println("Component Creation Time ="+ (System.nanoTime() - addWorkerStartTime));
      return ref;
     }
 public boolean removeAllWorkers() {
   for (CallableReferenceImpl<WorkerService> callable: activeWorkers)
   {
    callable.getService().stop();
   }
   return true;
 }
 public boolean removeWorker() {
   CallableReferenceImpl<WorkerService> callable = activeWorkers.removeLast();
   callable.getService().stop();
   return true;
 }
 public boolean removeWorkers(int k) {
  if (k >= activeWorkers.size())
   return false;
  for (int i = 0; i < k; ++i)
  {
   if (!removeWorker())
    return false;
  }
  return true;
 }
 public void setNode(SCANode node) {
  this.node = (SCANodeImpl) node;
  
 }
 public double getNodeLoad() {
  /* FIXME [jo] this works only on Linux
   * To be replaced with an JNI extension
   */
  RandomAccessFile statfile;
      this.loadAverage = 1.0;
        //load = 0;
        int NoProcessors = 0;
        String cpuLine = null;
        try {
         NoProcessors = Runtime.getRuntime().availableProcessors();
         if (NoProcessors > 1) this.loadAverage = 1/(1.0 * NoProcessors);
Codice Sorgente
105
            statfile = new RandomAccessFile("/proc/loadavg", "r");
            try {
    statfile.seek(0);
    cpuLine = statfile.readLine();
            
            } catch (IOException e) {
    // FIX ME: Better exception handling.
             e.printStackTrace();
   }
        }catch (FileNotFoundException e) {
            e.printStackTrace();
        } catch (NumberFormatException e) {
            e.printStackTrace();
  }
        double min1;
        if (cpuLine != null)
        {
        java.util.StringTokenizer st = new java.util.StringTokenizer(cpuLine," ");
        min1 = Double.parseDouble(st.nextToken());
        } else 
        min1 = 0;
      
        return min1*this.loadAverage;
 }
 public int activeWorkers() {
  return activeWorkers.size();
 }
 public boolean removeWorker(String workerName) {
  RuntimeComponent workerComponent = (RuntimeComponent) node.getComponent(workerName);
  if (workerComponent!=null)
  {
   log.info("Removing component "+ workerName);
   node.removeComponentFromComposite(nodeName, "Workpool.composite", workerName);
   return true;
  }
  return false;
 }
 public void start() {
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 * specific language governing permissions and limitations


















public interface WorkerService<T,E> {
  @OneWay
     void compute(Job<T,E> j);
  
 void start();
    void stop();
  //  void addJobCompleteHandler(String triggerName, CallableReferenceImpl<Trigger> handle);
  // void removeJobCompleteHandler(String triggerName);
    /* The worker manager */
    void registerManager(CallableReferenceImpl<WorkerManager> wm);
    void registerSender(CallableReferenceImpl<WorkpoolService> sender);
 //void init(Job nullJob);
  @OneWay
  void computeFirstTime(Job nullJob,
   CallableReferenceImpl<WorkpoolService> myReference);
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public interface WorkerServiceCallback {
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public abstract class WorkerServiceImpl<T,E> implements WorkerService<T,E>
{
 private Logger log = Logger.getLogger(this.getClass().getName());
 private WorkerServiceCallback workerServiceCallback;
 @Context 
 protected ComponentContext workerContext;
 @Context
 protected RequestContext requestContext;
 @Property
 protected String workerName;
 private CallableReferenceImpl<WorkerManager> managerReference = null;
 /* TODO add the triggers, but before ask */
 //protected Map<String,Trigger> triggers = new HashMap<String,Trigger>();
 public abstract ResultJob computeTask(Job<T,E> job);
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 private boolean stopped = false;
 private CallableReferenceImpl<WorkerService> serviceRef;
 private CallableReferenceImpl<WorkpoolService> senderService;
 private WorkpoolService wp = null;
 private WorkerManager manager = null;
 public void start()
 {
  log.info("Starting worker...");
  stopped = false;
  serviceRef = (CallableReferenceImpl) workerContext.createSelfReference(WorkerService.class);
  
 }




 public void stop()
 {
  stopped = true;
 }
 @Callback
  public void setWorkerServiceCallback (WorkerServiceCallback workerServiceCallback)
  {
  log.info("Setting worker callback");
  this.workerServiceCallback = workerServiceCallback; 
  }
 public void computeFirstTime(Job nullJob, CallableReferenceImpl<WorkpoolService> sender)
 {
  senderService = sender;
  wp = sender.getService();
  workWithCallable(nullJob);
 }
 public void registerManager(CallableReferenceImpl<WorkerManager> wm)
 {
   managerReference = wm;
   manager = managerReference.getService();
 
 }
 public void registerSender(CallableReferenceImpl<WorkpoolService> sender)
 {
  log.info("Registering sender..");
  senderService = sender;
  wp = sender.getService();
 }
 private void workWithInjection(Job j)
 {
     log.info("Worker has received job"); 
     if (stopped)
  {
   workerServiceCallback.receiveResult(j, true, workerContext.getURI());
   if (managerReference != null)
    manager.removeWorker(workerContext.getURI());
  } else if (j.eos())
  {
   if (managerReference != null)
    manager.removeWorker(workerContext.getURI());
  }
  if ( j instanceof NullJob)
  {
   workerServiceCallback.receiveResult(j, false, workerContext.getURI());
  }
  else {






 private void workWithCallable(Job j)
 {
  log.info("Worker "+ workerContext.getURI()+" has received job with eos --> "+j.eos());
  if (stopped)
  {
   wp.handleResult(j, true,workerContext.getURI(),serviceRef,false);
   return;
  }
  if (j.eos())
  {
   log.info("Got poison token...");
   if (managerReference != null)
   {
    log.info("Removing component "+workerContext.getURI());
    manager.removeWorker(workerContext.getURI());
    
   }
   return;
  }
  if (j.getType() != Job.NULL_JOB)
  {
    wp.handleResult(computeTask(j), false,workerContext.getURI(),serviceRef,false);
  } else {
   log.info("Got a null job");
   wp.handleResult(j, false,workerContext.getURI(),serviceRef,true);
  }
 } 




  if (senderService!=null)
  {  
   log.info("Computing job using callable reference method");
   workWithCallable(j);
   
  } else {
   log.info("Computing job using reference injection method");
   workWithInjection(j);




 public void addJobCompleteHandler(String triggerName, CallableReferenceImpl<Trigger> handle)
 {
  if (!triggers.containsKey(triggerName))
  {
   triggers.put(triggerName, handle.getService());
  }
 }
 public void removeJobCompleteHandler(String triggerName) {
  if (!triggers.containsKey(triggerName))
  {














 private Vector<WorkpoolBeanListener> listeners = new Vector<WorkpoolBeanListener>();
    double loadAverage = 0;
    int nodeNumbers = 0;
    int workers = 0;
    int estimedQueueSize = 0;
    double averageServiceTime = 0;
    double averageArrivalTime = 0;
    double usageFactor = 0;
    private final PropertyChangeSupport changes = new PropertyChangeSupport( this );
    long jobComputed = 0;
    boolean singleAction = false;
    private Logger log = Logger.getLogger(WorkpoolBean.class.getName());
    public void setNodeNumbers(int n)
    {
 this.nodeNumbers = n;
    }
    public void setWorkers(int w) 
    {
 this.workers = w;
    }
    public void setLoadAverage(double loadAverage)
    {
 this.loadAverage = loadAverage;
    }
    public void setAverageServiceTime(double service)
    {
 this.averageServiceTime = service;
    }
    public void setAverageArrivalTime(double service)
    {
 this.averageArrivalTime  = service;
    }
    public double getAverageArrivalTime()
    {
     return this.averageArrivalTime;
    }
    public double getUtilizationFactor()
    {
     return usageFactor;
    }
    public void setUsageFactor()
    {
     usageFactor = averageServiceTime/averageArrivalTime;
    }
    public void setEstimedQueueSize(int size)
    {
     estimedQueueSize = size;
    }
    public int getEstimedQueueSize()
    {
     return estimedQueueSize;
    }
    public double getLoadAverage()
    {
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    return this.loadAverage; 
    }
    public int getWorkers()
    {
     return this.workers;
    }
    public int getNodeNumbers()
    {
     return this.nodeNumbers;
    }
    public double getAverageServiceTime()
    {
     return this.averageServiceTime;
    }
    public void addPropertyChangeListener(final PropertyChangeListener l) {
        this.changes.addPropertyChangeListener( l );
    }
    public void removePropertyChangeListener(final PropertyChangeListener l) {
        this.changes.removePropertyChangeListener( l );
    }
    private synchronized void fireWorkpoolEvent(WorkpoolEvent ev)
    {
     for (WorkpoolBeanListener l : listeners)
     {
      l.handleEvent(new WorkpoolEvent(ev));
     }
    }
    public void addWorkersToNode(int k, String nodeName)
    {
     log.info("Adding a worker to node "+nodeName);
     WorkpoolEvent ev = 
new WorkpoolEvent(this,WorkpoolEvent.EVENT_MULTIPLE_ADD_WORKER,k,nodeName);
     fireWorkpoolEvent(ev);
    }
    public void addWorkerToNode(String nodeName)
    {
     log.info("Adding a worker to node "+nodeName);
     WorkpoolEvent ev = 
new WorkpoolEvent(this,WorkpoolEvent.SINGLE_ADD_WORKER,1,nodeName);
     fireWorkpoolEvent(ev);
    }
    public void removeWorkersToNode(int k, String nodeName)
    {
     log.info("Removing a worker to node "+nodeName);
     WorkpoolEvent ev = 
new WorkpoolEvent(this,WorkpoolEvent.EVENT_MULTIPLE_REMOVE_WORKER,k,nodeName);
     fireWorkpoolEvent(ev);
    }
    public void removeWorkerToNode(String nodeName)
    {
     log.info("Removing a worker to node "+nodeName);
        WorkpoolEvent ev = 
new WorkpoolEvent(this,WorkpoolEvent.SINGLE_REMOVE_WORKER,1,nodeName);
     fireWorkpoolEvent(ev);
    }
    public synchronized void addListener(WorkpoolBeanListener l)
    {
     this.listeners.add(l);
    }
    public synchronized void removeListener(WorkpoolBeanListener l)
    {
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     this.listeners.remove(l);
    }
 public void setJobComputed(long jobComputed) {
  this.jobComputed = jobComputed;
  
 }
 public void setSingleAction()
 {
  singleAction = true;
 }
 public boolean getSingleAction()
 {
  return singleAction;
 }
 public long getJobComputed()
 {






public interface WorkpoolBeanListener extends EventListener {





public class WorkpoolEvent extends EventObject {
 private static final long serialVersionUID = -1273928009411948768L;




 public WorkpoolEvent(WorkpoolEvent ev)
 {
  super(ev.source);
  type = ev.type;
  noWorker = ev.noWorker;
  nodeName = ev.nodeName;
 }
 public WorkpoolEvent(Object source, int typeEv, int worker)
 {
  super(source);
  type = typeEv;
  noWorker = worker;
  nodeName = "";
 }
 public WorkpoolEvent(Object source, int typeEv, int worker, String nodeName)
 {
  super(source);
  type = typeEv;
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  noWorker = worker;
  this.nodeName = nodeName;
 }
 public String getNodeName()
 {
  return nodeName;
 }
 public int getType()
 {
  return type;
 }
 public int workers()
 {
  return noWorker;
 }
 private int type;
 private int noWorker;
 private String nodeName;
 public static final int EVENT_MULTIPLE_ADD_WORKER = 0;
 public static final int EVENT_MULTIPLE_REMOVE_WORKER = 1;
 public static final int SINGLE_REMOVE_WORKER = 2;








public interface WorkpoolManager {
    /* @param String rules
     * This are the autonomic rules.
     * The format is the Java Drools .drl file.
     * You have to read it 
     */
 @OneWay








 void setCycleTime(long time);



















































/* This is the core manager of the workpool application.
 * The Workpool Manager holds the reference to each remote node manager. 
Inside it we've a rule engine instance. 
 */
public class WorkpoolManagerImpl implements WorkpoolManager,
 NodeManagerInitService, WorkpoolBeanListener {
/* This inner class trigs the rule engine, at given times:
 * 1. It checks the different loads for each nodes and sets the WorkpoolBean
 * 2. It checks the Workpool AverageService Time and sets the WorkpoolBean
 * 3. It checks how many jobs are already computed and sets the WorkpoolBean
 * Then given the configured bean and the rules, run the Rule Engine for executing the business logic
 * */
 class RuleEngineTrigger extends TimerTask {
     //  private ReentrantLock triggerLock = new ReentrantLock();
  @Override
  public void run() {
                  
    System.out.println("Updating WorkpoolBean..");
    checkActiveWorkers();
    checkLoadInNodes();
    checkServiceTime();
    checkEstimedQueueSize();
    checkArrivalTime();
    getProcessedItem();
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    computeUsageFactor();
    doRun(bean);
  }
 }
 private WorkerManager managerNodeB;
 private WorkerManager managerNodeC;
 private WorkerManager managerNodeD;
 private WorkerManager managerNodeE;
 
 private SCANodeImpl node;
 private WorkpoolBean bean = new WorkpoolBean();
 private ReentrantLock handleEventLock = new ReentrantLock();
 private ReentrantLock updateRuleLock = new ReentrantLock();
 private ServiceReference<WorkpoolService> reference;
 private AtomicInteger activeWorkers = new AtomicInteger(0);
 private Logger log = Logger.getLogger(WorkpoolManagerImpl.class.getName());
 @Property
 protected String workers;
 @Property
 protected String nodes;
 @Property
 protected String injection;
 @Context
 protected ComponentContext workpoolManagerContext;
 private CallableReferenceImpl<WorkpoolManager> myReference;
  private String rules = null;
 private boolean referenceInjection = false;
 private ConcurrentHashMap<String, WorkerManager>  
workerManagerTable = new ConcurrentHashMap<String, WorkerManager>();
 private int workersNo;
 private int nodesNo;
 private Timer timer = new Timer();
 /* this handle facts */
 private RuleBase ruleBase = null;
 private FactHandle handle =  null;
 private StatefulSession wm = null;
 private long cycleTime = 5000;
 @Reference 
  public void setManagerNodeB(WorkerManager managerNodeB)
  {
   this.managerNodeB = managerNodeB;
   workerManagerTable.put("nodeB", managerNodeB);
  }
 @Reference 
  public void setManagerNodeC(WorkerManager managerNodeC)
  {
   this.managerNodeC = managerNodeC;
   workerManagerTable.put("nodeC", managerNodeC);
  }
 @Reference 
  public void setManagerNodeD(WorkerManager managerNodeD)
  {
   this.managerNodeD = managerNodeD;
   workerManagerTable.put("nodeD", managerNodeD);
  }
 @Reference 




   this.managerNodeE = managerNodeE;
   workerManagerTable.put("nodeE", managerNodeE);
  }
 private void startNewComponents(
 Vector<CallableReferenceImpl<WorkerService>> vector)
 {
  log.info("Starting new components");
  WorkpoolService wp = reference.getService();
 // CallableReferenceImpl<WorkpoolService> sink = 
 (CallableReferenceImpl<WorkpoolService>) reference;
  Job j = new NullJob();
  for (CallableReferenceImpl<WorkerService> item: vector)
  {
  // WorkerService service = item.getService();
  // service.start();
  // service.computeFirstTime(j, sink);
   log.info("Send PostWorkerReference...");
   wp.PostWorkerReference(item);
  }
  if (myReference!=null)
   wp.registerManager(myReference);
 }
 public void setCycleTime(long cycle)
 {
  this.cycleTime = cycle;
 }
 @SuppressWarnings("unchecked")
 /* This gets the number of workers workerNo
  * and instantiates them*/
 public void start()
 {
  this.myReference = 
(CallableReferenceImpl<WorkpoolManager> )workpoolManagerContext.createSelfReference
(WorkpoolManager.class,"WorkpoolManager");  
  this.workersNo = Integer.parseInt(this.workers);
  this.nodesNo = Integer.parseInt(this.nodes);
  this.referenceInjection = (Integer.parseInt(this.injection) != 0);
  log.info("Starting WorkpoolManager 
Component with #"+ workersNo + " workers and #" + nodes + " nodes");
  nodesNo = workerManagerTable.values().size();
  // Sets info in the bean.
  bean.setWorkers(this.workersNo);
  bean.setNodeNumbers(nodesNo);
  Vector<CallableReferenceImpl<WorkerService>> workerRefs =
 new Vector<CallableReferenceImpl<WorkerService>>();
  int exactTimes = workersNo / nodesNo;  
  for (int i= 0; i < exactTimes; ++i)
  {
  for (WorkerManager manager: workerManagerTable.values())
  {
   manager.start();
   if (manager != null) {
   System.err.println("Actual load  = "+manager.getNodeLoad()+ " for node ");
   addNewComponent(manager, workerRefs);




  int module = (workersNo % nodesNo);
  int n = 0;
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  if (module > 0)
  {
  Vector<String> v = new Vector(workerManagerTable.keySet());
  Collections.sort(v);
  //Iterator<WorkerManager> iter = workerManagerTable.values().iterator();
  // Display (sorted) hashtable.
      for (Enumeration<String> e = v.elements(); (e.hasMoreElements() && n < module);++n) 
  {
        String key = e.nextElement();
        WorkerManager m  = workerManagerTable.get(key);
  System.err.println("Module Actual load  = "+m.getNodeLoad()+ " for node ");
  addNewComponent(m,workerRefs);
  }
  }  
  startNewComponents(workerRefs);
  bean.addListener(this);
  TimerTask task = new WorkpoolManagerImpl.RuleEngineTrigger();
  timer.scheduleAtFixedRate(task, 3000, cycleTime); 
 }
 private void checkLoadInNodes()
 {
  System.out.println("CheckLoadInNodes");
  int number = 1;
  double loadAverage = 0;
  for (WorkerManager manager: workerManagerTable.values())
  {
   loadAverage += manager.getNodeLoad();








 private void checkEstimedQueueSize()
 {
  WorkpoolService wp = reference.getService();
  
  if (wp!=null)
  {
   int size = wp.estimatedQueueSize();
   log.info("Estimed Queue Size =" + size);
   bean.setEstimedQueueSize(size);
  }
 }
 private WorkerManager findMinLoad()
 {
  double load = 0; 
  //workerManagerTable.values().iterator().next().getNodeLoad();
  WorkerManager toFind = null;
  for (WorkerManager manager: workerManagerTable.values())
  {
   if (load == 0)
   {
    load = manager.getNodeLoad();
    toFind = manager;
   } else if (manager.getNodeLoad() < load)
   {
    load = manager.getNodeLoad();
    toFind = manager;




  return toFind;
 }
 private void checkServiceTime()
 {
  WorkpoolService wp = reference.getService();
  
  if (wp!=null)
  {
   double time = wp.getServiceTime();
   log.info("Average System Service Time =" + time);
   bean.setAverageServiceTime(time);
  }
 }
 private void checkArrivalTime()
 {
  WorkpoolService wp = reference.getService();
  
  if (wp!=null)
  {
   double time = wp.getArrivalTime();
   log.info("Average Arrival Service Time =" + time);
   bean.setAverageArrivalTime(time);
  }
 }




 private void getProcessedItem()
 {
  WorkpoolService wp = reference.getService();
  if (wp!=null)
  {
   long computed = wp.getJobComputed();
   log.info("The system has already computed " + computed + " jobs");
   bean.setJobComputed(computed);
  }
 }




  return true;
 }
 @SuppressWarnings("unchecked")
 private boolean addNewComponent(WorkerManager manager, 
Vector<CallableReferenceImpl<WorkerService>> workerRefs)
 {
 CallableReferenceImpl<WorkerService> workerReference =
 (CallableReferenceImpl<WorkerService>)manager.addWorker();
  
  if (workerReference != null){
   /* if i'll decide to use dynamically generated references */
   if (referenceInjection)
   {
    workerReference.getService();
    String uri = workerReference.getEndpointReference().getURI();
    int nameIndex = uri.indexOf("/");
    String componentName = uri.substring(0,nameIndex);
    if (componentName.startsWith("/"))
     componentName = uri.substring(1,uri.length());
    if (componentName.endsWith("/"))
     componentName = uri.substring(0, uri.length()-1);
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    //String componentName = uri.substring(0, nameIndex-1);
  
   log.info("Adding wire from WorkpoolComponentService to "+componentName);
   String referenceName = "ref"+componentName;
   
    /*
     * I'm updating the WorkpoolServiceComponent with a new reference to a just created component 
     * I assume that the WorkpoolManagerService 
and the WorkpoolServiceComponent stay in the same JVM
     * It's like in the scdl there were:
     *  <reference name=referenceName target="componentName"/>
     * With this then I've a wire WorkpoolService---> a new Worker
     */
   try {
    node.addComponentReferenceWire(referenceName,"nodeA", 
"Workpool.composite", "workpool.WorkerServiceImpl", 
      WorkerService.class, "WorkpoolServiceComponent", componentName);
   } catch (Exception e) {
    e.printStackTrace();
    return false;
   }
   log.info("Sending reference name " + referenceName + " to WorkpoolService");
   // TODO: this was part of dynamic wiring, but it doesn't work.
  // reference.getService().PostWorkerName(referenceName);
   
   } else {
  // log.info("Sending callable reference to WorkpoolService placed at -->"+reference);
  // reference.getService().PostWorkerReference(workerReference); 
    workerRefs.add(workerReference);
   }
   activeWorkers.incrementAndGet();
   return true;
  }
  return false;
 }
 public int activeWorkers() {  
 
  return activeWorkers.get();
 }
 private void doRun(WorkpoolBean bean)
 {
  
  long startTime = System.currentTimeMillis();
  updateRuleLock.lock();
  if (wm == null)
   wm = ruleBase.newStatefulSession();
  if (this.handle == null)
    handle = wm.insert(bean);
  else {





  System.out.println("Engine rule overhead = "+(System.currentTimeMillis()-startTime));
 }
 private RuleBase readRule(String rule)
 {
 
  PackageBuilder packBuilder = new PackageBuilder();
  try {
   packBuilder.addPackageFromDrl(new StringReader(rule));
  } catch (DroolsParserException e) {
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   // TODO Auto-generated catch block
   e.printStackTrace();
  } catch (IOException e) {
   // TODO Auto-generated catch block
   e.printStackTrace();
  }
  Package pkg = packBuilder.getPackage();
  RuleBase  ruleBase = RuleBaseFactory.newRuleBase();
  try {
   ruleBase.addPackage(pkg);
  } catch (Exception e) {
   e.printStackTrace();
  }
  return ruleBase;
  }
 public void acceptRules(String rules)
 {
  this.rules = rules;
  if (ruleBase == null)
  {
  RuleBase base = readRule(rules);
  if (base != null)
  {
   ruleBase = base;
  }
  } else {
   updateRuleLock.lock();
   // i have already a rule: updating
   ruleBase = readRule(rules);
   wm = ruleBase.newStatefulSession();
   handle = null;
   updateRuleLock.unlock();
  }
 
  System.out.println("Accepted rules = "+ rules);
 }
 
 public String getRules()
 {
  return rules;
 }
 private WorkerManager findMaxLoadNode()
 {
  double load = 0.0;
  WorkerManager toFind = null;
  for (WorkerManager manager: workerManagerTable.values())
  {
   if (manager.getNodeLoad() > load)
   {
    load = manager.getNodeLoad();
    toFind = manager;
   }
  }
  return toFind;
 }
 public void setWorkpoolReference
(ServiceReference<WorkpoolService> serviceReference) {
  reference = serviceReference;
 }
 public void setNode(SCANode arg0) {




 public void handleEvent(WorkpoolEvent ev) {
     if (ev == null)
  return;
 
     String nodeName = ev.getNodeName();
     
     switch(ev.getType())
     {
     case WorkpoolEvent.SINGLE_ADD_WORKER: {
      if (nodeName!=null)
      {
       Vector<CallableReferenceImpl<WorkerService>> workerRefs =
 new Vector<CallableReferenceImpl<WorkerService>>();
       
       // in this case I have a nodeName
       if ( !nodeName.equals("") && (workerManagerTable.containsKey(nodeName)))
       {
       WorkerManager manager=workerManagerTable.get(nodeName);
       addNewComponent(manager, workerRefs);
          startNewComponents(workerRefs);
          } else if (nodeName.equals(""))
          {
              WorkerManager manager  = findMinLoad();
           addNewComponent(manager, workerRefs);
           startNewComponents(workerRefs);
          }
      }
      break;
     }
     case WorkpoolEvent.EVENT_MULTIPLE_ADD_WORKER:{
      Vector<CallableReferenceImpl<WorkerService>> workerRefs = 
new Vector<CallableReferenceImpl<WorkerService>>();
      
      if (nodeName.equals(""))
   {
       
    WorkerManager manager = findMinLoad();
    int k = ev.workers();
    for (int h = 0; h < k; ++h)
    {
     addNewComponent(manager,workerRefs);
    }
   } else {
    WorkerManager manager = workerManagerTable.get(ev.getNodeName());
    int k = ev.workers();
    for (int h = 0; h < k; ++h)
    {
     addNewComponent(manager,workerRefs);
    }
   }
      startNewComponents(workerRefs);
      break;
     }
     case WorkpoolEvent.SINGLE_REMOVE_WORKER: {
      if (nodeName!=null)
      {
           // in this case I have a nodeName
       if ( !nodeName.equals("") && (workerManagerTable.containsKey(nodeName)))
       {
       WorkerManager manager=workerManagerTable.get(nodeName);
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       removeComponent(manager,1);
          } else if (nodeName.equals(""))
          {
           WorkerManager manager  = findMaxLoadNode();
           removeComponent(manager, 1);
          }
      }
      break;
     }
     case WorkpoolEvent.EVENT_MULTIPLE_REMOVE_WORKER: {
      if (nodeName.equals(""))
   {
    WorkerManager manager = findMaxLoadNode();
    removeComponent(manager, ev.workers());
   } else {
    WorkerManager manager = workerManagerTable.get(nodeName);
    removeComponent(manager, ev.workers());
   }
      break;
     } 
     }




 public void onExit()
 {




 public void stopAutonomicCycle() {
  this.timer.cancel();
  this.timer.purge();
  this.timer = null;
 }
 public void startAutonomicCycle()
 {
  if (this.timer == null)
  {
   this.timer = new Timer();
   TimerTask task = new WorkpoolManagerImpl.RuleEngineTrigger();
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public interface WorkpoolService {
 
 /* this the functional part */
   void submit(Job i);
   /* the time between two subsequent worker invocations */
   double getServiceTime();
   /* the number of ResultJob received */
   long getJobComputed();
   /* the time elapsed between the stream has initiated and now */
   long getElapsedTime();
   /* the size of the internal queue : it's not accurate */
   int estimatedQueueSize();
   /* the average time between two consuecutive submit */
   double getArrivalTime();
   void start();
   void stop();
   /* this is the part needed by management. May be in future i'll refactor it order to hide this part. */ 
   @OneWay
   void handleResult(Job j, boolean reuse, String string,
CallableReferenceImpl<WorkerService> worker, boolean newJob);
   void addTrigger(CallableReferenceImpl<Trigger> reference);
   void removeTrigger();
   void registerManager(CallableReferenceImpl<WorkpoolManager> createSelfReference);
   /* This could placed in another interface definition - think about it
    * These methods evict, and evictAll are needed 
when a worker finish to exist and 
it needs to be evicted by the WorkpoolManager.
    *  In the system I have two caches:
    *  1) a domain cache, which holds the components URI
    *  2) a workerReference cache 
(implemented by a ConcurrentHashMap), 
which holds a proxy to each worker. Every proxy 
    *  gets built from the worker callable reference.
    *  I'm thinking for placing the workerReferenceCache in a local interface. 
* Assuming that WorkpoolService and WorkpoolManager are in the
    *  same JVM.
    * */
   void evict(String workerURI);
   void evictAll();
   /* these two are no longer needed. 
I leave it because if i'll have time to do dynamic
 wiring the first one is needed.
    * void PostWorkerName(String referenceName);
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    */
    void PostWorkerReference(CallableReferenceImpl<WorkerService> worker);
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public class WorkpoolServiceImpl implements WorkpoolService, 
WorkerServiceCallback {
 /* incoming job queue */
 private LinkedBlockingQueue<Job> queue = new LinkedBlockingQueue<Job>(5000);
 private CallableReferenceImpl<Trigger> trigger = null;
 private Trigger forwardResult = null;
 /* counter for job's number fetched from the queue and sent to the Worker */ 
 private AtomicInteger jobSent = new AtomicInteger(0);
 /* time for initHandleResult */
 private AtomicLong initHandleResult = new AtomicLong(0);
 /* time for endHandleResult */
 private AtomicLong endHandleResult = new AtomicLong(0);
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 /* number of job computed, this will be exposed in order to be used to firing rules*/
 private long jobComputed = 0;
 /* same as above */
 private AtomicLong elapsedTime = new AtomicLong(0);
 /* this is for comuputing averageServiceTime */
 private long times = 1; 
 /* this is for computing averageArrivalTime */
 private long timesArrival = 1;
 private ReentrantLock arrivalLock = new ReentrantLock();
 private long arrivalPrevious = -1;
 //private AtomicBoolean processingStopped = new AtomicBoolean(false);
 private boolean processingStopped = false;
 //private LinkedBlockingQueue<Trigger> triggers = new LinkedBlockingQueue<Trigger>();
 @Context
 protected ComponentContext workpoolContext;
 private CallableReferenceImpl<WorkpoolManager> manager;
 private long previousSubmitTime = -1;
 private boolean firstTime = true;
 private boolean first = true;
 private long start = 0;
 private long end = 0;
 private double averageServiceTime = 0;
 private double averageArrivalTime = 0;
 private int workersNo = 0;
    private final Job nullJob = new NullJob();
 /* This is useful for counting the start and end */
 private Logger log = Logger.getLogger(WorkpoolServiceImpl.class.getName());
 private ReentrantLock handleResultLock= new ReentrantLock();
 private ReentrantLock postWorkerReferenceLock = new ReentrantLock();   
 private ConcurrentHashMap<String, WorkerService> 
cacheReference = new ConcurrentHashMap<String, WorkerService>();
 private CallableReferenceImpl<WorkpoolService> myReference;
 private String previuosURI ="";
 private long time = 0;
    private void computeAverageTime() {
  long actualServiceTime = 0;
  // if the processing is finished
  if  (processingStopped)
    return;
  
  if (firstTime == true) {
   this.previousSubmitTime = System.currentTimeMillis();
   this.averageServiceTime = 0;
   firstTime = false;
  } else {
   actualServiceTime = System.currentTimeMillis()
     - this.previousSubmitTime;
   this.previousSubmitTime = System.currentTimeMillis();
   averageServiceTime = ( (averageServiceTime*times)+actualServiceTime ) /(times+1); 
   ++times;
  }
 }
 public void submit(Job j) {
  try {
   //log.info("Submit job in queue -->"+ j.getType());
   //processingStopped.set(false);
   try {
    arrivalLock.lock();
    if (this.arrivalPrevious == -1)
    {
     arrivalPrevious = System.currentTimeMillis();
     averageArrivalTime = 0;
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    }
    double actualArrivalTime = System.currentTimeMillis() - arrivalPrevious;
    averageArrivalTime =  ((averageArrivalTime*timesArrival) + actualArrivalTime) / (timesArrival+1);
    arrivalPrevious = System.currentTimeMillis();
    ++timesArrival;
   } finally {
    arrivalLock.unlock();
   }
   queue.put(j);
  } catch (Exception e) {
   log.info("Exception in queue");
   queue.clear();
   e.printStackTrace();
  }
 }
 public double getArrivalTime()
 {
  return this.averageArrivalTime;
 }
 public double getServiceTime() {
  return this.averageServiceTime;
 }
 public void receiveResult(Job resultType, boolean reuse, String workerURI)
 {
  
  if (reuse) {
   queue.add(resultType);




  Job job = null;
  try {
   job = queue.take();
  } catch (InterruptedException e) {
   // TODO Better exception handling --> see Exception antipattern doc
   e.printStackTrace();
   return;
  }
  
  if ((job != null) && (job.eos()==false))
  {
   int nameIndex = workerURI.indexOf("/");
   String workerName = workerURI.substring(0, nameIndex-1);
   log.info("Sending job to worker --> " + workerName);
   WorkerService worker = workpoolContext.getService(WorkerService.class, workerName);
   worker.compute(job);
  } 
 




 Object obj = map.getJobDataObject("result");
 System.out.println("Result = " + ((Double) obj).doubleValue());
 }
 }
 public void start() {
  log.info("WorkpoolServiceComponent started...");








  * 
  * This method is called by WorkpoolManagerImpl, when 
it creates a new worker component in order to dispatch worker 
  * to the WorkpoolServiceImpl
  * @param CallableReferenceImpl reference - a dynamically created reference from the Worker 
  */
 public void PostWorkerReference(CallableReferenceImpl<WorkerService> reference)
 {
  
  try  {
  long initPostWorkerReference;
  long endPostWorkerReference;
  this.postWorkerReferenceLock.lock();
  
  initPostWorkerReference =System.currentTimeMillis();
      WorkerService worker;




  if (myReference!=null)
      {
   
  
   //Job poison = new ResultJob();
   this.postWorkerReferenceLock.unlock();
   log.info("Sending null job to worker");
   worker.computeFirstTime(nullJob,myReference);
   //queue.put(poison);
   endPostWorkerReference = System.currentTimeMillis();
   System.out.println("Time PostWorker ="+ (endPostWorkerReference - initPostWorkerReference));
      } else {
       log.info("myReference is null");
     
      }
  } catch (Exception e) { postWorkerReferenceLock.unlock(); }
  finally  {
  }
  
     
 }
 
 /* FIXME This method currently is not used because i've not yet ready dynamic wire injection 
  */
 
 public void PostWorkerName(String referenceName) {
  /* TODO  Do something similar to PostWorkerReference */
 }
 
 private void printComputingTime(Job j)
 {
 
  if (first == true)
  {
   first = false;
   start = System.currentTimeMillis();
   end = System.currentTimeMillis();
  } else {
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   end = System.currentTimeMillis();
   System.out.println("Elapsed Time = " + (end - start));
   elapsedTime.set(end-start);
  }
  /* i could use reflection or instance of (but it's a penalty kick) , or an object as result,
   * but i'd prefer a job so i've defined a RESULT_JOB
   * There're in the system three kind of jobs: RESULT_JOB, NULL_JOB, DEFAULT_JOB
   */
  if ((j!=null) && (j.getType() == Job.RESULT_JOB))
  {
  jobComputed++;
  ResultJob result = (ResultJob) j;
  JobDataMap map = result.getDataMap();
  if (map!=null) {
   Double doubleValue = (Double) map.getJobDataObject("result");







 public void handleResult(Job resultType, boolean reuse, String workerURI,
   CallableReferenceImpl<WorkerService> worker, boolean newWorker) {
  initHandleResult.set(System.nanoTime());
  if (reuse) {
   log.info("Reusing a job.."); 
   queue.add(resultType);
   return;
  }
  // init job variable
  Job job;
  if (newWorker)
      System.out.println("newWorkerActivation= "+System.nanoTime());
  printComputingTime(resultType);
  
  try {
   job = queue.take(); 
  } catch (Exception e) {
   log.info("Exception during fetching the queue");
   e.printStackTrace();
   return;
  }
  
  try {
  // it needs to be locked because multiple threads could invoke this.
  handleResultLock.lock();
  if (previuosURI.equals(""))
  {
   time = System.currentTimeMillis();
   this.previuosURI = workerURI;
  } else {
   if (previuosURI.equals(workerURI))
   System.out.println("Complete ComputeTime for an item =" +(time-System.currentTimeMillis()));
  }
  if (job.eos()) {
   long endTime = System.currentTimeMillis();
   /* checking for EOS */
   if (processingStopped == false) {
    processingStopped = true;
    System.out.println("GOT EOS in time="+(endTime - start));
    log.info("Stop autonomic cycle..");
    /* I'm doing this because i want that in the termination
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     * i would have more jobs with eos == true than workers.
     * So i'm sure that every worker removes itself from its manager.
     * I do it only one time. This is necessary because i have a variable
     * number of workers. The number of workers in the system might change every time
     * the rule engine cycle gets executed.
     */    
    ResultJob poison = new  ResultJob();
    for (int i = 0; i < workersNo; ++i)
    {
    try {
      
     queue.put(poison);
   
     } catch (Exception e) {
      log.info("Cannot duplicate poison tokens");
      break;
     }
    
    }
    manager.getService().stopAutonomicCycle();
   }
  }
  computeAverageTime();
  System.out.println("AverageTime =" +averageServiceTime);
  if (job != null)
  {
   
   WorkerService workerService;
   /* the workpool has a high reuse, i always 
   call the same component set or un superset or subset,
   so i cache it. When the WorkpoolManager will remove an item, it removes still this cache entry
   */
   if (!cacheReference.containsKey(workerURI)) {
    workerService = worker.getService();
    handleResultLock.unlock();
    cacheReference.put(workerURI, workerService);
   } else {
    handleResultLock.unlock();
    workerService = cacheReference.get(workerURI);
   }
   // it's still a penalty kick locking compute because it's going to be scheduled whereas it's async.
   workerService.compute(job);
   log.info("Sent job #" + jobSent.incrementAndGet()+" Queue size "+ queue.size());
   endHandleResult.set(System.nanoTime());
   System.out.println("begin:handleResult ==> end:handleResult:compute = "
+(endHandleResult.addAndGet(-(initHandleResult.get())) / 1000000));
  }
  } catch (Exception e) {
   handleResultLock.unlock();
  }
 }




 public void evict(String workerURI) {
  if (cacheReference.containsKey(workerURI))
  {








  return queue.size();
 }
 public long getElapsedTime() {
  return elapsedTime.get();
 }
 public long getJobComputed() {
  return jobComputed;
 }
 public void registerManager(
   CallableReferenceImpl<WorkpoolManager> createSelfReference) {
  manager = createSelfReference;
  
 }
 public void stop() {
  // TODO Auto-generated method stub
  
 }
 public void addTrigger(CallableReferenceImpl<Trigger> reference) {
  this.trigger = reference;
  this.forwardResult = reference.getService();
  
 }
 public void removeTrigger() {
  this.trigger = null;
  this.forwardResult = null;
 }
}




          
          public class ComponentNotFoundException extends Exception {
          
          public ComponentNotFoundException(String string) {
          super(string);
          }
          
          }
        
3.2. ComponentUpdater.java
package org.apache.tuscany.sca.contribution.updater;
          
          import org.apache.tuscany.sca.assembly.ComponentReference;
          public interface ComponentUpdater {
          public ComponentReference addReferenceWire(String referenceName, 




          public ComponentReference 
removeReferenceWire(String referenceName, String targetComponent) 
throws ComponentUpdaterException, ComponentNotFoundException;
          }
        
3.3. ComponentUpdaterException.java
package org.apache.tuscany.sca.contribution.updater;
          
          public class ComponentUpdaterException extends Exception {
          
          /**
          * 
          */
          private static final long serialVersionUID = 33909120912033L;
          
          public ComponentUpdaterException(String string) {
          super(string);
          }
          }
        
3.4. CompositeNotFoundException.java
package org.apache.tuscany.sca.contribution.updater;
          
          public class CompositeNotFoundException extends Exception {
          public CompositeNotFoundException(String msg)
          {
          super(msg);
          }
          }
        
3.5. CompositeUpdater.java
package org.apache.tuscany.sca.contribution.updater;
          
          import org.apache.tuscany.sca.assembly.Component;
          import org.apache.tuscany.sca.assembly.MetaComponent;
          
          public interface CompositeUpdater {
          Component addComponent(MetaComponent c) throws CompositeUpdaterException;
          Component removeComponent(String componentName) throws CompositeUpdaterException;
          Component findComponent(String componentName);
          }
        
3.6. CompositeUpdaterException.java
package org.apache.tuscany.sca.contribution.updater;
          
          import org.apache.tuscany.sca.contribution.service.ContributionResolveException;
          
          public class CompositeUpdaterException extends Exception {
          
          public CompositeUpdaterException(String string) {
          super(string);
          }
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          }
        
3.7. ContributionUpdater.java
package org.apache.tuscany.sca.contribution.updater;
          /* This interface is used to get and modify artifacts from
          an existing contribution */
          public interface ContributionUpdater {
          CompositeUpdater getCompositeUpdater(String contribURI, String compositeURI);
          ComponentUpdater getComponentUpdater(String contribURI, 
String compositeURI, String componentName);
          }
        









public class ArtifactsFinder {
 public static Composite findComposite(
 String compositeURI, List<DeployedArtifact> artifacts)
 {
  for (DeployedArtifact artifact: artifacts)
  {
   if (artifact.getModel() instanceof Composite)
   {
    Composite composite = (Composite) artifact.getModel();
    if (composite.getURI().equals(compositeURI))
     return composite;
   } 
  }
  return null;
 }
 public static Component findComponent(Composite composite,
   String componentName) {
  for (Component component: composite.getComponents())
  {
   if (component.getName().equals(componentName))
   {
    return component;
   
   } 
  }












































public class ComponentUpdaterImpl implements ComponentUpdater {
 
 private String contribURI;
 private String compositeURI;
 private String componentName;
 private JavaInterfaceFactory javaFactory;
 private CompositeBuilder compositeBuilder;
 private CompositeActivator compositeActivator;
 private ContributionService contributionService;
 private ExtensionPointRegistry registry;
 private AssemblyFactory assemblyFactory;
 private InterfaceContractMapper interfaceContractMapper;
 private Contribution contrib;
 public ComponentUpdaterImpl(String contribURI,
   String compositeURI, String componentName, 
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AssemblyFactory assembly,  JavaInterfaceFactory javaFactory, 
CompositeBuilder compositeBuilder, CompositeActivator compositeActivator, 
ContributionService contribService, 
ExtensionPointRegistry registry, InterfaceContractMapper mapper) {
 this.contribURI = contribURI;
 this.compositeURI = compositeURI;
 this.componentName = componentName;
 this.javaFactory = javaFactory;
 this.compositeBuilder = compositeBuilder;
 this.compositeActivator = compositeActivator;
 this.contributionService = contribService;
 this.registry = registry;
 this.assemblyFactory = assembly;
 this.interfaceContractMapper = mapper;
 this.contrib = this.contributionService.getContribution(contribURI);
 }
 
 private void reconcileReference(Reference reference,







  if (targetReference.getInterfaceContract() != null) {
   if (!targetReference.getInterfaceContract().equals(
     reference.getInterfaceContract())) {
    if (!interfaceContractMapper.isCompatible(reference
      .getInterfaceContract(), targetReference
      .getInterfaceContract())) {
     System.err.println(
       "Component reference interface incompatible with reference interface: "
         + componentName + "/"
         + targetReference.getName());
    }
   }
  } else {
   targetReference.setInterfaceContract(reference
     .getInterfaceContract());
  }
  if (targetReference.getBindings().isEmpty()) {
   targetReference.getBindings().addAll(
     reference.getBindings());
  }
  // Reconcile callback bindings
  if (targetReference.getCallback() == null) {
   targetReference.setCallback(reference.getCallback());
   if (targetReference.getCallback() == null) {
    targetReference.setCallback(assemblyFactory
      .createCallback());
   }
  } else if (targetReference.getCallback().getBindings()
    .isEmpty()
    && reference.getCallback() != null) {
   targetReference.getCallback().getBindings().addAll(
     reference.getCallback().getBindings());
  }
  Contribution contrib = contributionService.getContribution(contribURI);
  List<DeployedArtifact> artifacts = contrib.getArtifacts();
  //RuntimeComponent source = null;
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  Composite composite = ArtifactsFinder.findComposite(compositeURI,artifacts);
  Component c = ArtifactsFinder.findComponent(composite,componentName);
  if (targetReference.getAutowire() == null) {
   targetReference.setAutowire(c.getAutowire());
  }
  // Reconcile targets
  if (targetReference.getTargets().isEmpty()) {
   targetReference.getTargets().addAll(
     reference.getTargets());
  }
        
 }
 public org.apache.tuscany.sca.assembly.Reference buildReference(String name, String className, 
Class<?> businessInterface, boolean required) throws Exception {
 
  Class<?> rawType = contrib.getClassLoader().loadClass(className);
 
  if (rawType == null)
   return null;
  
     org.apache.tuscany.sca.assembly.Reference reference = 
assemblyFactory.createReference();
        JavaInterfaceContract interfaceContract = 
javaFactory.createJavaInterfaceContract();
        reference.setInterfaceContract(interfaceContract);
        reference.setName(name);
        
         if (required) {
                reference.setMultiplicity(Multiplicity.ONE_ONE);
            } else {
                reference.setMultiplicity(Multiplicity.ZERO_ONE);
            }
         Type[] interfaces = rawType.getGenericInterfaces();
         Type genericType = null;
         
         for (int i = 0; i < interfaces.length; ++i)
         {
          Type tmp = interfaces[i];
          if (interfaces[i] instanceof ParameterizedType)
          {
           ParameterizedType type = (ParameterizedType) tmp;
           tmp = type.getRawType();
          }
          if (tmp.getClass().getName().equals(businessInterface.getClass().getName()))
          {
           genericType = tmp;
          }
         }
         if (genericType == null)
           throw 
new ComponentUpdaterException("User has specified a wrong businessInterface:" + 
businessInterface);
        // baseType = JavaIntrospectionHelper.getBusinessInterface(baseType, genericType);
         /*
        Class<?> baseType = getBaseType(rawType, genericType);
        if (CallableReference.class.isAssignableFrom(baseType)) {
            if (Collection.class.isAssignableFrom(rawType)) {
                genericType = JavaIntrospectionHelper.getParameterType(genericType);
            }
            baseType = JavaIntrospectionHelper.getBusinessInterface(baseType, genericType);
        }*/
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        try {
         
            JavaInterface callInterface = 
javaFactory.createJavaInterface(JavaIntrospectionHelper.getErasure(genericType));
            reference.getInterfaceContract().setInterface(callInterface);
            if (callInterface.getCallbackClass() != null) {
                JavaInterface callbackInterface = 
javaFactory.createJavaInterface(callInterface.getCallbackClass());
                reference.getInterfaceContract().setCallbackInterface(callbackInterface);
            }
        } catch (InvalidInterfaceException e) {
            throw new IntrospectionException(e);
        }
     return reference;
    }
 /*
    private org.apache.tuscany.sca.assembly.Reference createReference(JavaElementImpl element, String name)
        throws IntrospectionException {
        org.apache.tuscany.sca.assembly.Reference reference = assemblyFactory.createReference();
        JavaInterfaceContract interfaceContract = 
javaFactory.createJavaInterfaceContract();
        reference.setInterfaceContract(interfaceContract);
        // reference.setMember((Member)element.getAnchor());
        boolean required = true;
        Reference ref = element.getAnnotation(Reference.class);
        if (ref != null) {
            required = ref.required();
        }
        // reference.setRequired(required);
        reference.setName(name);
        Class<?> rawType = element.getType();
        if (rawType.isArray() || Collection.class.isAssignableFrom(rawType)) {
            if (required) {
                reference.setMultiplicity(Multiplicity.ONE_N);
            } else {
                reference.setMultiplicity(Multiplicity.ZERO_N);
            }
        } else {
            if (required) {
                reference.setMultiplicity(Multiplicity.ONE_ONE);
            } else {
                reference.setMultiplicity(Multiplicity.ZERO_ONE);
            }
        }
        Type genericType = element.getGenericType();
        Class<?> baseType = getBaseType(rawType, genericType);
        if (CallableReference.class.isAssignableFrom(baseType)) {
            if (Collection.class.isAssignableFrom(rawType)) {
                genericType = JavaIntrospectionHelper.getParameterType(genericType);
            }
            baseType = JavaIntrospectionHelper.getBusinessInterface(baseType, genericType);
        }
        try {
            JavaInterface callInterface = javaFactory.createJavaInterface(baseType);
            reference.getInterfaceContract().setInterface(callInterface);
            if (callInterface.getCallbackClass() != null) {
                JavaInterface callbackInterface = 
javaFactory.createJavaInterface(callInterface.getCallbackClass());
                reference.getInterfaceContract().setCallbackInterface(callbackInterface);
            }
        } catch (InvalidInterfaceException e) {
            throw new IntrospectionException(e);
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        }
        return reference;
    }
*/
 public ComponentReference addReferenceWire(String referenceName,
   String className, Class<?> interfaceName, String targetComponent)
 throws ComponentUpdaterException, ComponentNotFoundException {
  
  StAXArtifactProcessorExtensionPoint staxProcessors 
= registry.getExtensionPoint(StAXArtifactProcessorExtensionPoint.class);
  MetaComponentProcessor processor = 
(MetaComponentProcessor) staxProcessors.getProcessor(Component.class);
  Contribution contrib = contributionService.getContribution(contribURI);
  
  List<DeployedArtifact> artifacts = contrib.getArtifacts();
  RuntimeComponent source = null;
  Composite composite = ArtifactsFinder.findComposite(compositeURI,artifacts);
  // TODO error handling
  if (composite != null)
   source = (RuntimeComponent)ArtifactsFinder.findComponent(composite,componentName);
  else {
   throw new ComponentNotFoundException("Not found component " + componentName + " for update");
  }
  if (source!=null)
  {
     // Debig this
    RuntimeComponentReference targetReference = 
(RuntimeComponentReference) assemblyFactory.createComponentReference();
             targetReference.setName(referenceName);
             targetReference.setUnresolved(true);
             Reference reference = null;
             try {
             reference = buildReference(referenceName,className,interfaceName,true);
             } catch (Exception e)
             {
             throw new ComponentUpdaterException(e.getMessage());
             }
             source.getImplementation().getReferences().add(reference);
              
              
             //targetService.
             ComponentService targetService = assemblyFactory.createComponentService();
             targetService.setUnresolved(true);
             targetService.setName(targetComponent);
             targetReference.getTargets().add(targetService);
             
             // reconciliate
             reconcileReference(reference, targetReference, componentName);
           // create component reference for the reference
             source.getReferences().add(targetReference);
          try {
     processor.resolveReference(targetReference, contrib.getModelResolver());
    } catch (ContributionResolveException e) {
     throw new ComponentUpdaterException("Contribution Resolving Exception while updating..");
    }
    
    CompositeActivatorImpl activator = (CompositeActivatorImpl) compositeActivator;
    compositeBuilder.attachWire(source,composite,targetReference);
    activator.activate(source, targetReference);
    synchronized (source)
    {
    activator.configureComponentContext(source);
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   // RuntimeComponentReference runtimeRef = ((RuntimeComponentReference)ref);
    //       runtimeRef.setComponent(component);
           for (Binding binding : targetReference.getBindings()) {
               ReferenceBindingProvider bindingProvider = targetReference.getBindingProvider(binding);
               if (bindingProvider != null) {
                   bindingProvider.start();
               }
               
          }
   
          
           ImplementationProvider implementationProvider = source.getImplementationProvider();
           if (implementationProvider != null) {
            /*
             * con la reflection cosi tolgo la dipendneza
             * if ((implementationProvider.getClass().getName().equals("JavaImplementationProvider"))
             * {
             * Clazz cget
             * }
            implementationProvider.getClass().
            if (implementationProvider instanceof JavaImplementationProvider)
            {
             ((JavaImplementationProvider) implementationProvider).
             startReference(targetReference); 
            }
            */
           }
    return targetReference;
  } else {
   throw new ComponentNotFoundException("Not found component " + componentName + " for update");
  }
 }
 public ComponentReference removeReferenceWire(String referenceName,
   String targetComponent) throws ComponentUpdaterException, ComponentNotFoundException  {
  List<DeployedArtifact> artifacts = contributionService.getContribution(contribURI).getArtifacts();
  RuntimeComponent source = null;
  Composite composite = ArtifactsFinder.findComposite(compositeURI,artifacts);
  ComponentReference toRemove = null;
  
  if (composite!=null)
  {
    source = (RuntimeComponent)ArtifactsFinder.findComponent(composite, this.componentName);
  }   else {
   throw new ComponentNotFoundException("Not found component " + componentName + " for update");
  }
  if ((source !=null) && (targetComponent!=null))
  {
   /* source target refenence*/
   
   List<ComponentReference> references = source.getReferences();
   for (ComponentReference ref : references)
   {
       if(ref.getName().equals(targetComponent))
       {
        toRemove = ref;
        break;
       }
   }
   if (toRemove != null)
   {
   CompositeActivatorImpl activator = (CompositeActivatorImpl) compositeActivator;   
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   activator.stop(source,toRemove);
   activator.deactivate(source,(RuntimeComponentReference) toRemove);
   compositeBuilder.detachWire(composite,source,toRemove);
   }  else {
    throw new ComponentNotFoundException("Not found component " + componentName + " for update");
   }
  
 }
























public class CompositeUpdaterImpl implements CompositeUpdater {
 private CompositeBuilder compositeBuilder;
 private String compositeURI;
 private AssemblyFactory assemblyFactory;
 private String contribURI;
 private CompositeActivator compositeActivator;
 private ExtensionPointRegistry registry;
 private ContributionService contribService;
 public CompositeUpdaterImpl(AssemblyFactory assembly, String contribURI,
   String compositeURI, CompositeBuilder compositeBuilder, CompositeActivator compositeActivator,  
ExtensionPointRegistry registry, ContributionService contribService) {
   this.compositeBuilder = compositeBuilder;
   this.compositeURI = compositeURI;
   this.assemblyFactory = assembly;
   this.contribURI = contribURI;
   this.compositeActivator = compositeActivator;
   this.registry = registry;
   this.contribService = contribService;
  }
 
 public Component addComponent(MetaComponent c)
   throws CompositeUpdaterException {




  MetaComponentProcessor processor = 
(MetaComponentProcessor) staxProcessors.getProcessor(Component.class);
  Contribution contrib = contribService.getContribution(contribURI);
  List<DeployedArtifact> artifacts = contrib.getArtifacts();
  Composite composite = ArtifactsFinder.findComposite(compositeURI,artifacts);
  boolean found = false;
  
  if (composite == null)
     throw 
new CompositeUpdaterException("Composite not found in contribution" + contribURI);
  else {
   processor.setComposite(composite);
   try {
    processor.read(c.build());
   } catch (Exception e) {
    throw new CompositeUpdaterException(
"Component error parsing in contribution" + contribURI);
   
   } 
   found = true;
  }
  
  if (found)
  {
   Component component = processor.getParsedComponent();
   Composite augmentedComposite = processor.getParsedComposite();
   try {
    processor.resolve(component, contrib.getModelResolver());
    compositeBuilder.attach(augmentedComposite, component); 
       ((CompositeActivatorImpl)compositeActivator).activateComponent(component);
   } catch (Exception e) {
  
    throw new 
CompositeUpdaterException("Cannot activate the component");
   }
   
   return component;
  }
  return null;
  }
 public Component findComponent(String componentName)
 {
  Contribution contrib = contribService.getContribution(contribURI);
  List<DeployedArtifact> artifacts = contrib.getArtifacts();
  Composite composite = ArtifactsFinder.findComposite(compositeURI,artifacts);
  return ArtifactsFinder.findComponent(composite, componentName);
 }
 public Component removeComponent(String componentName)
   throws CompositeUpdaterException {
  Contribution contrib = contribService.getContribution(contribURI);
  List<DeployedArtifact> artifacts = contrib.getArtifacts();
  
  Composite composite = ArtifactsFinder.findComposite(compositeURI, artifacts);
  List<Component> components = composite.getComponents();
  Component toRemove = null;
  for(Component component: components)
  {
   if (((RuntimeComponent)component).getName().equals(componentName))
   {
    toRemove = component;
    break;




  if (toRemove == null) {
    throw new CompositeUpdaterException("Component not found in contribution" + contribURI);
  } else {
   // start again
   try {
   composite.getComponents().remove(toRemove);
   CompositeActivatorImpl impl = (CompositeActivatorImpl) compositeActivator; 
   impl.stop(toRemove);
   impl.deactivateComponent(toRemove);
   CompositeBuilderImpl builder = (CompositeBuilderImpl) compositeBuilder;
   builder.detach(composite,toRemove);
   } catch(Exception e) {
    throw new CompositeUpdaterException("Cannot remove composite from the contribution" + contribURI);
   }




















public class ContributionUpdaterFactoryImpl implements ContributionUpdater {
    private AssemblyFactory assembly;
    private JavaInterfaceFactory javaFactory;
    private CompositeActivator compositeActivator;
    private CompositeBuilder compositeBuilder;
    private ExtensionPointRegistry registry;
 private ContributionService contribService;
 private InterfaceContractMapper mapper;
 public ContributionUpdaterFactoryImpl(ReallySmallRuntime runtime)
    {
  this.assembly = runtime.getAssemblyFactory(); 
  this.javaFactory = runtime.getExtensionPointRegistry().
getExtensionPoint(ModelFactoryExtensionPoint.class).getFactory(JavaInterfaceFactory.class);
  this.compositeActivator = runtime.getCompositeActivator();
  this.compositeBuilder = runtime.getCompositeBuilder();
  this.registry = runtime.getExtensionPointRegistry();
  this.contribService = runtime.getContributionService();
  this.mapper = runtime.getInterfaceContractMapper();
    }




  this.contribService = s;
 }
 public ComponentUpdater getComponentUpdater(String contribURI,
   String compositeURI, String componentName) {
  




 public CompositeUpdater getCompositeUpdater(String contribURI,
   String compositeURI) {









public interface Job<T,E> {
 public T compute(E v);
 public boolean eos();
 public int getType();
 public static int NULL_JOB = 0;
 public static int REGULAR_JOB = 1;




 * Licensed to the Apache Software Foundation (ASF) under one
 * or more contributor license agreements.  See the NOTICE file
 * distributed with this work for additional information
 * regarding copyright ownership.  The ASF licenses this file
 * to you under the Apache License, Version 2.0 (the
 * "License"); you may not use this file except in compliance
 * with the License.  You may obtain a copy of the License at
 * 
 *   http://www.apache.org/licenses/LICENSE-2.0
 * 
 * Unless required by applicable law or agreed to in writing,
 * software distributed under the License is distributed on an
 * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
 * KIND, either express or implied.  See the License for the
 * specific language governing permissions and limitations























public class Job2OMElement extends BaseTransformer<Job, OMElement> implements
    PullTransformer<Job, OMElement> {
    @Override
    protected Class getSourceType() {
        return Job.class;
    }
    @Override
    protected Class getTargetType() {
        return OMElement.class;
    }
    public OMElement transform(Job source, TransformationContext context) {
        OMElement element = null;
        try {
         //JobDataSource dataSource = new JobDataSource();
           ByteArrayOutputStream bos = new ByteArrayOutputStream();
            ObjectOutputStream out = new ObjectOutputStream(bos);
            out.writeObject(source);
            out.close();
            byte[] bytes = bos.toByteArray();
            //ByteArrayDataSource ds = new ByteArrayDataSource(bytes);
            OMFactory factory = OMAbstractFactory.getOMFactory();
            OMNamespace ns = AxiomHelper.createOMNamespace(factory, new QName("http://job"));
            element = factory.createOMElement("jobreference",ns);
            //OMText data = factory.createOMText(new DataHandler(ds), true);
            //element.addChild(data);
            element.setText(Base64Binary.encode(bytes));
     return element;
        } catch (Exception e) {
            throw new TransformationException(e);
        }
    }
 
    @Override
    public int getWeight() {
        return 10;






 * Licensed to the Apache Software Foundation (ASF) under one
 * or more contributor license agreements.  See the NOTICE file
 * distributed with this work for additional information
 * regarding copyright ownership.  The ASF licenses this file
 * to you under the Apache License, Version 2.0 (the
 * "License"); you may not use this file except in compliance
 * with the License.  You may obtain a copy of the License at
 * 
 *   http://www.apache.org/licenses/LICENSE-2.0
 * 
 * Unless required by applicable law or agreed to in writing,
 * software distributed under the License is distributed on an
 * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
 * KIND, either express or implied.  See the License for the
 * specific language governing permissions and limitations






 * DataBinding for Jobs
 */
public class JobDataBinding extends BaseDataBinding {
    
    public static final String NAME = Job.class.getName();
    public static final String[] ALIASES = new String[] {"job"};
    public JobDataBinding() {
        super(NAME, ALIASES, Job.class);
    }
    /**
     * @see org.apache.tuscany.sca.databinding.impl.BaseDataBinding#getWrapperHandler()
     */
     @Override
    public ExceptionHandler getExceptionHandler() {
        return new JobExceptionHandler();






public class JobDataMap implements java.io.Serializable {
 private static final long serialVersionUID = -2602843967597362950L;
 private HashMap<String, Object>  data = new HashMap<String, Object>(); 
 public JobDataMap() {
  super();
 }




  data.put(name, t);
 }
 public Object getJobDataObject(String name)
 {
   if (data.containsKey(name))
   {
    return data.get(name);
   }
   return null;
 }
 public Class<?> getJobDataClass(String name)
 {
  if (data.containsKey(name))
  {
   return data.get(name).getClass();
  }
  return null;
 }
 public Class<?>[] getJobDataClasses()
 {
  int siz = data.keySet().size();
  int i = 0;
  Class<?>[] claz = new Class<?>[siz];
  for (Object e: data.values())
  {
   claz[i] = e.getClass();
   ++i;
  }
  return claz;
 }
 public Object[] getJobDataObjects()
 {
  int siz = data.keySet().size();
  Object[] objs = new Object[siz];
  int i = 0;
  for (Object e: data.values())
  {
   objs[i] = e.getClass();
   ++i;
  }










public class JobDataSource implements javax.activation.DataSource
{ 
 private ByteArrayOutputStream os;
 public JobDataSource()
 {




 public String getContentType() {
  return "application/octet-stream";
 }
 public InputStream getInputStream() throws IOException {
  return new ByteArrayInputStream(os.toByteArray());
 }
 public String getName() {
  return "jobreference";
 }
 public byte[] getBytes()
 {
  return os.toByteArray();
 }
 public OutputStream getOutputStream() throws IOException {







public class JobExceptionHandler implements ExceptionHandler {
 public Exception createException(DataType<DataType> exceptionType,
   String message, Object faultInfo, Throwable cause) {
  // TODO Auto-generated method stub
  return null;
 }
 public Object getFaultInfo(Exception exception) {
  // TODO Auto-generated method stub
  return null;
 }
 public DataType<?> getFaultType(DataType exceptionDataType) {
  // TODO Auto-generated method stub





public class JobExecutionContext implements java.io.Serializable {
 private JobDataMap jobData;
 
 public JobDataMap getJobData() {
  return jobData;
 }
 public void setJobData(JobDataMap jdm)
 {







 * Licensed to the Apache Software Foundation (ASF) under one
 * or more contributor license agreements.  See the NOTICE file
 * distributed with this work for additional information
 * regarding copyright ownership.  The ASF licenses this file
 * to you under the Apache License, Version 2.0 (the
 * "License"); you may not use this file except in compliance
 * with the License.  You may obtain a copy of the License at
 * 
 *   http://www.apache.org/licenses/LICENSE-2.0
 * 
 * Unless required by applicable law or agreed to in writing,
 * software distributed under the License is distributed on an
 * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
 * KIND, either express or implied.  See the License for the
 * specific language governing permissions and limitations

















 * Transformer to convert data from an OMElement to Job
 */
@SuppressWarnings("unchecked")
public class OMElement2Job extends BaseTransformer<OMElement, Job>
 implements PullTransformer<OMElement, Job> {
    
    public Job transform(OMElement source, TransformationContext context) {
        try {
         
         //OMText binaryNode = (OMText) source.getFirstOMChild();
         //DataHandler actualDH = (DataHandler) binaryNode.getDataHandler();
         //ByteArrayDataSource ds = (ByteArrayDataSource)actualDH.getDataSource();
         String value = (String) source.getText();
  ByteArrayInputStream bis = new ByteArrayInputStream(Base64Binary.decode(value));
  ObjectInputStream ois = new ObjectInputStream(bis);
         Object obj = ois.readObject();
         ois.close();
         Job aReference = (Job) obj;
            return aReference;
        } catch (Exception e) {
            throw new TransformationException(e);
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        }
    }
    @Override
    public Class getSourceType() {
        return OMElement.class;
    }
    @Override
    public Class getTargetType() {
        return Job.class;
    }
    @Override
    public int getWeight() {
        return 10;




/** This an abstract class to represent a Job with a Context
* 
*/
public abstract class RemoteJob<T> implements Job<T,JobExecutionContext>, java.io.Serializable {
 protected JobExecutionContext context = new JobExecutionContext();
 
 public abstract T compute(JobExecutionContext v);
 
 public JobExecutionContext getContext() {
  return context;
 }
}






public class CacheManagerThread implements Runnable {
 private final long DEFAULT_TTL = 3*60*1000; // three minutes
 private ConcurrentHashMap<String,CacheableEndpoint> cache;
 public CacheManagerThread(ConcurrentHashMap<String,CacheableEndpoint> cache) {
  this.cache = cache;
 }
 Vector<String> removeExpiredKeys(ConcurrentHashMap<String,CacheableEndpoint> cache)
 {
  Vector<String> expiredKeys = new Vector<String>();
  CacheableEndpoint endpoint = null;
Codice Sorgente
149
  // Is there a more efficient way to do this task?
  synchronized(cache)
  {
   Enumeration<String> key = cache.keys();
   for (int i = 0; i < cache.size(); ++i)
   {
    String cacheKey = key.nextElement();
    if ((cache != null) && (cacheKey!=null))
    {
     endpoint = cache.get(cacheKey);
     if ((endpoint!=null) && (endpoint.isExpired()))
     {
      expiredKeys.add(cacheKey);
     }
    }
   }
  }
  return expiredKeys;
 }
 public void run() {
  Vector <String> keyToRemove = null; 
  while(true)
  {
   try {
    keyToRemove = removeExpiredKeys(cache);
    for (String key: keyToRemove)
    {
     cache.remove(key); 
    }
    Thread.sleep(DEFAULT_TTL);
   } catch (InterruptedException e) {
    // so clean up
    if ((keyToRemove!=null) && (keyToRemove.size()>0))
    {
     keyToRemove.clear();
     keyToRemove = null;
    }
    return;






public interface CacheableEndpoint {
 public boolean isExpired();
 /* This method will ensure that the caching service is not responsible for
 uniquely identifying objects placed in the cache.
 */
 public String getItem();






public class CacheableEndpointImpl implements CacheableEndpoint {
 
    private String value;
    private long ttl;
    private long lastAccess;
 public CacheableEndpointImpl(String value, long defaultTTL) {
  this.value = value;
  this.ttl = defaultTTL;
  this.lastAccess = System.currentTimeMillis();
 }
 public String getItem() {
  lastAccess = System.currentTimeMillis();
  return value;
 }
 public boolean isExpired() {
  
  return (System.currentTimeMillis() - ttl > lastAccess);
 }
 public void refresh() {







public interface EndpointCache {
 /**
     * Fetch from a cache information about a service endpoint 
     * 
     * @param domainUri the string uri for the distributed domain
     * @param serviceName the name of the service that is exposed and the provided endpoint
     * @param bindingName the remote binding that we want to find an endpoint for
     * @return url the endpoint url
     */
 String fetchServiceEndpoint(String domainURI, String serviceName,
   String bindingName);
 void putInCache(String key, String result, String bindingName, String endpoint);
 /**
  * Starts cache manager thread.
     * 
     */
 void start();
 /**
     * Locates information about a service endpoint 
     * Stops cache manager thread. 













public class EndpointCacheImpl implements EndpointCache {
 private Thread manager;
 private  ConcurrentHashMap<String, CacheableEndpoint> cache = new ConcurrentHashMap<String, CacheableEndpoint>();
 private final long DEFAULT_TTL = 60*3*1000; // 3 minutes
 private final static Logger log = Logger.getLogger(EndpointCacheImpl.class.getName());
 
 public String fetchServiceEndpoint(String domainURI, String serviceName,
   String bindingName) {
  String key = domainURI + serviceName + bindingName;
  if (cache.containsKey(key))
  {
   CacheableEndpoint item = cache.get(key);
   if (!item.isExpired())
   {
    // refresh it and return to the client app
    log.info("Endpoint Cache hit..");
    item.refresh();
    cache.put(key, item);
    return item.getItem();
   } else {
    log.info("Endpoint Cache hit, but the item is expired");
    // it's expired so. You should remove it 
    cache.remove(key);
   }
  } 
  // this is the case:  i don't find the key in the domain.
  return "";
 }
 public void start() {
   manager = new Thread(new CacheManagerThread(cache));
   manager.setPriority(Thread.MIN_PRIORITY);
   manager.setDaemon(false);
   manager.start();
 }
 public void stop() {
   if (manager!=null)
  manager.interrupt(); 
 }
 public void putInCache(String domainURI, String serviceName, String bindingName,
   String result) {
  String key = domainURI + serviceName + bindingName;
  // ok. The domain node has the endpoint
   CacheableEndpoint cacheItem = new CacheableEndpointImpl(result, DEFAULT_TTL);









 * Licensed to the Apache Software Foundation (ASF) under one
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 * A local representation of the sca domain running on a single node
 * 
 * @version $Rev: 552343 $ $Date: 2007-09-09 23:54:46 +0100 (Sun, 09 Sep 2007) $
 */
public class SCANodeImpl implements SCANode {
 
    private final static Logger logger = Logger.getLogger(SCANodeImpl.class.getName());
      
    // class loader used to get application resources
    private ClassLoader nodeClassLoader;    
    
    // identity and endpoints for the node and the domain it belongs to
    private String nodeURI;
    private URL nodeURL;
    private String domainURI; 
    private String nodeGroupURI;
    // The tuscany runtime that does the hard work
    private ReallySmallRuntime nodeRuntime;
    
    // the top level components in this node. A subset of the the domain level composite
    private Composite nodeComposite; 
    
    // the domain that the node belongs to. This object acts as a proxy to the domain
    private SCADomain scaDomain;
    
    // collection for managing contributions that have been added to the node 
    private Map<String, Contribution> contributions = new HashMap<String, Contribution>();    
    private Map<QName, Composite> composites = new HashMap<QName, Composite>();
    private Map<String, Composite> compositeFiles = new HashMap<String, Composite>();
    private List<QName> compositesToStart = new ArrayList<QName>();
    private ContributionUpdater updater = null;   
    // methods defined on the implementation only
       
    /** 
     * Creates a node connected to a wider domain.  To find its place in the domain 
     * node and domain identifiers must be provided. 
     * 
     * @param domainUri - identifies what host and port the domain service is running on, e.g. http://localhost:8081
     * @param nodeUri - if this is a url it is assumed that this will 
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be used as root url for management components, e.g. http://localhost:8082
     * @param nodeGroupURI the uri of the node group. This is the enpoint URI of the head of the
     * group of nodes. For example, in load balancing scenarios this will be the loaded balancer itself 
     * @throws ActivationException
     */
    public SCANodeImpl(String nodeURI, String domainURI, 
String nodeGroupURI) throws NodeException {
        this.domainURI = domainURI;
        this.nodeURI = nodeURI;
        this.nodeGroupURI = nodeGroupURI;
        this.nodeClassLoader = Thread.currentThread().getContextClassLoader();        
        init();
    }    
    
    /** 
     * Creates a node connected to a wider domain and allows a classpath to be specified.  
     * To find its place in the domain node and domain identifiers must be provided. 
     * 
     * @param domainUri - identifies what host and port the domain service is running on, e.g. http://localhost:8081
     * @param nodeUri - if this is a url it is assumed that this will 
be used as root url for management components, e.g. http://localhost:8082
     * @param nodeGroupURI the uri of the node group. This is the enpoint URI of the head of the
     * group of nodes. For example, in load balancing scenarios this will be the loaded balancer itself 
     * @param cl - the ClassLoader to use for loading system resources for the node
     * @throws ActivationException
     */
    public SCANodeImpl(String nodeURI, String domainURI, 
String nodeGroupURI, ClassLoader cl) throws NodeException {
        this.domainURI = domainURI;
        this.nodeURI = nodeURI;
        this.nodeGroupURI = nodeGroupURI;
        this.nodeClassLoader = cl;
        init();
    }    
    
    /**
     * Work out if we are representing a domain in memory or can go out to the network to 
     * get domain information. This all depends on whether the domain URI has been specified
     * on construction
     */
    private void init() throws NodeException {
        try {
            
            // Generate a unique node URI
            if (nodeURI == null) {
                
               String host = InetAddress.getLocalHost().getHostName();
               ServerSocket socket = new ServerSocket(0);
               nodeURI = "http://" + host + ":" + socket.getLocalPort();
               socket.close();
            }
            
            // check whether node uri is an absolute url,  
            try {
                URI tmpURI = new URI(nodeURI); 
                nodeURL = tmpURI.toURL(); 
            } catch(Exception ex) {
                throw new NodeException("node uri " + 
                                        nodeURI + 
                                        " must be a valid url");
            }
            
            // create a node runtime for the domain contributions to run on
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            nodeRuntime = new ReallySmallRuntime(nodeClassLoader);
            nodeRuntime.start();
            updater = new ContributionUpdaterFactoryImpl(nodeRuntime);
            if (updater!=null)
            {
            ModelFactoryExtensionPoint factories = nodeRuntime.getExtensionPointRegistry().
getExtensionPoint(ModelFactoryExtensionPoint.class);
            factories.addFactory(updater);
            }
            // configure the default port for this runtime
            int port = URI.create(nodeURI).getPort();
            ServletHostExtensionPoint servletHosts = nodeRuntime.getExtensionPointRegistry().
getExtensionPoint(ServletHostExtensionPoint.class);
            for (ServletHost servletHost: servletHosts.getServletHosts()) {
                servletHost.setDefaultPort(port);
            }            
            
            // If a non-null domain name is provided make the node available to the model
            // this causes the runtime to start registering binding-sca service endpoints
            // with the domain so only makes sense if we know we have a domain to talk to
            if (domainURI != null) {
                ModelFactoryExtensionPoint factories = nodeRuntime.getExtensionPointRegistry().
getExtensionPoint(ModelFactoryExtensionPoint.class);
                NodeFactoryImpl nodeFactory = new NodeFactoryImpl(this);
                factories.addFactory(nodeFactory);    
            }
 
            // Create an in-memory domain level composite
            AssemblyFactory assemblyFactory = nodeRuntime.getAssemblyFactory();
            nodeComposite = assemblyFactory.createComposite();
            nodeComposite.setName(new QName(Constants.SCA10_NS, "node"));
            nodeComposite.setURI(nodeURI);
            
            // add the top level composite into the composite activator
            nodeRuntime.getCompositeActivator().setDomainComposite(nodeComposite);             
            
            // create a link to the domain 
            scaDomain = SCADomainFinder.newInstance().getSCADomain(domainURI);
            
            // add the node URI to the domain
            ((SCADomainProxyImpl)scaDomain).addNode(this);  
           
            
        } catch(NodeException ex) {
            throw ex;
        } catch(Exception ex) {
            throw new NodeException(ex);
        }
    }
    
    // temp methods to help integrate with existing code
    
    public ReallySmallRuntime getNodeRuntime() {
        return nodeRuntime;
    }
    
    public Component getComponent(String componentName) {
        for (Composite composite: nodeComposite.getIncludes()) {
            for (Component component: composite.getComponents()) {
                if (component.getName().equals(componentName)) {
                    return component;
                }
            }
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        }
        return null;
    }
    /* This method allows to add at runtime, a component to a composite 
     *  @param MetaComponent c,  a description in xml.
     *  @param contributionURI
     *  @param compositeURI
     */
 public void addComponentToComposite(MetaComponent c, String contributionURI, String compositeURI) throws Exception
 {
 
  CompositeUpdater compositeUpdater = updater.getCompositeUpdater(contributionURI, compositeURI);






  StAXArtifactProcessorExtensionPoint staxProcessors = 
this.nodeRuntime.
getExtensionPointRegistry().getExtensionPoint(StAXArtifactProcessorExtensionPoint.class);
  MetaComponentProcessor processor = 
(MetaComponentProcessor) staxProcessors.getProcessor(Component.class);
  Contribution contrib = nodeRuntime.getContributionService()
.getContribution(contributionURI);
  List<DeployedArtifact> artifacts = contrib.getArtifacts();
  boolean found = false;
  for (DeployedArtifact artifact: artifacts)
  {
   if (artifact.getModel() instanceof Composite)
   {
    Composite composite = (Composite) artifact.getModel();
    if (composite.getURI().equals(compositeURI))
    {
     processor.setComposite(composite);
     processor.read(c.build());
     found = true;
     break;
    }
   } 
  }
  if (found)
  {
   Component component = processor.getParsedComponent();
   Composite augmentedComposite = processor.getParsedComposite();
   processor.resolve(component, contrib.getModelResolver());
   nodeRuntime.getCompositeBuilder().attach(augmentedComposite, component);
   CompositeActivatorImpl impl = (CompositeActivatorImpl) nodeRuntime.getCompositeActivator(); 
      impl.activateComponent(component);
      registerRemoteServicesByComponent(component);
      resolveRemoteReferencesByComponent(component);




 public void removeComponentFromComposite(String contributionURI, String compositeURI, String componentName) 
 {
  /** you need to remove this component inside a composite:
   * remove it, and remove all wiring which is connected to it 
   */
 // ContributionUpdater updater = 
nodeRuntime.getContributionUpdater();




   CompositeUpdater compositeUpdater;
   try {
    
    
    compositeUpdater = 
updater.getCompositeUpdater(contributionURI, compositeURI);    
    Component component = 
compositeUpdater.findComponent(componentName);
    removeRemoteServiceByComponent(component);
    component = compositeUpdater.removeComponent(componentName);
   } catch (Exception e) {
    // TODO Auto-generated catch block
    e.printStackTrace();
   }
   
   /*
  Contribution contrib = 
nodeRuntime.getContributionService().getContribution(contributionURI);
  List<DeployedArtifact> artifacts = contrib.getArtifacts();
  for (DeployedArtifact artifact: artifacts)
  {
   if (artifact.getModel() instanceof Composite)
   {
    Composite composite = (Composite) artifact.getModel();
    Component toRemove = null;
    if (composite.getURI().equals(compositeURI))
    {
     List<Component> components = composite.getComponents();
     for(Component c: components)
     {
      if (c.getName().equals(componentName))
      {
       toRemove = c;
       break;
      }
      
     }
            
    if (toRemove != null)
      composite.getComponents().remove(toRemove);
    }
    try {
     removeRemoteServiceByComponent(toRemove);
     CompositeActivatorImpl impl = 
(CompositeActivatorImpl) nodeRuntime.getCompositeActivator(); 
     impl.stop(toRemove);
     impl.deactivateComponent(toRemove);
     CompositeBuilderImpl builder = 
(CompositeBuilderImpl) nodeRuntime.getCompositeBuilder();
     builder.detach(composite,toRemove);
         
    } catch (Exception e) {
     // TODO Auto-generated catch block
     e.printStackTrace();
    }








  RuntimeComponent source = null;
  List<Component> components = composite.getComponents();
  for(Component c: components)
  {
   if (c.getName().equals(componentName))
   {
    source = (RuntimeComponent) c;
    return source;
   
   } 
  
  }
  return null;
 }
 private Composite findComposite(List<DeployedArtifact> artifacts,String compositeURI)
 {
  Composite composite = null;
  for (DeployedArtifact artifact: artifacts)
  {
   if (artifact.getModel() instanceof Composite)
   {
    composite = (Composite) artifact.getModel();
    if (compositeURI.equals(composite.getURI()))
     return composite;
   }
  }
  return null;
 }
 /* @param referenceName   - the name of the reference, that you wish to create
  * @param contributionURI  - the name of the contribution
  * @param compositeURI  
  * @param className  - the className implementation of the target component
  * @param businessInterface 
  * @param sourceComponent - component from which starts the wire
  * @param targetComponent - the component, to which you want to wire.
  */
 public ComponentReference addComponentReferenceWire(String referenceName, 
String contributionURI,String compositeURI,String className,
       Class<?> businessInterface, 
String componentSource, String targetComponent) throws Exception  
 {
 //  ContributionUpdater updater = nodeRuntime.getContributionUpdater();
   ComponentUpdater componentUpdater = 
updater.getComponentUpdater(contributionURI, compositeURI, componentSource); 
   return componentUpdater.addReferenceWire(referenceName,className, businessInterface, targetComponent);
 
 }
 public ComponentReference removeComponentReferenceWire(String referenceName,String contributionURI,
String compositeURI, String componentSource, String componentTarget) throws Exception 
 {
//  ContributionUpdater updater = nodeRuntime.getContributionUpdater();
  ComponentUpdater componentUpdater = 
updater.getComponentUpdater(contributionURI, 
compositeURI, componentSource);
  return componentUpdater.removeReferenceWire(referenceName, componentTarget);
 }
 
    public List<Component> getComponents() {
        List<Component> components = new ArrayList<Component>();
        for (Composite composite: nodeComposite.getIncludes()) {
            components.addAll(composite.getComponents());
        }
        return components;
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    }    
    
    /**
     * Stating to think about how a node advertises what it can do. 
     * Maybe need to turn this round and ask the node to decide whether it
     * can process a list of artifacts
     * @return
     */
    public List<String> getFeatures() {
        List<String> featureList = new ArrayList<String>();
        
        ExtensionPointRegistry registry =
 nodeRuntime.getExtensionPointRegistry();
        
        // TODO - how to get registered features?
        ModelFactoryExtensionPoint factories =
 registry.getExtensionPoint(ModelFactoryExtensionPoint.class);
        
        return null;
    }
    
    
    // API methods 
    
    public void start() throws NodeException {
        startComposites();
    }
    
    public void stop() throws NodeException {
        stopComposites();
    }
    
    public void destroy() throws NodeException {
        try {
            if (compositesToStart.size() != 0) {
                stopComposites();
            }
            removeAllContributions();           
            nodeRuntime.stop();
        } catch (Exception ex) {
            throw new NodeException(ex);
        }
    }
 
    public String getURI(){
        return nodeURI;
    }
    
    public SCADomain getDomain(){
        return scaDomain;
    }   
    
    public void addContribution(String contributionURI, URL contributionURL) throws NodeException {
        addContribution(contributionURI, contributionURL, null);
    }
    
    public void addContribution(String contributionURI, URL contributionURL, 
ClassLoader contributionClassLoader ) throws NodeException {
       try {            
            if (contributionURL != null) {
                ModelResolver modelResolver = null;
                
                // if the contribution is to be resolved using a separate class loader
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                // then create a new model resolver
                if (contributionClassLoader != null)  {
                    modelResolver = new ModelResolverImpl(contributionClassLoader);
                }
                
                // Add the contribution to the node
                ContributionService contributionService = nodeRuntime.getContributionService();
                Contribution contribution = contributionService.contribute(contributionURI, 
                                                                           contributionURL, 
                                                                           modelResolver, 
                                                                           false);
                
                // remember the contribution
                contributions.put(contributionURI, contribution);
                    
                // remember all the composites that have been found
                for (DeployedArtifact artifact : contribution.getArtifacts()) {
                    if (artifact.getModel() instanceof Composite) {
                        Composite composite = (Composite)artifact.getModel();
                        composites.put(composite.getName(), composite);
                        compositeFiles.put(composite.getURI(), composite);
                    }
                }
                
                // remember all the deployable composites ready to be started
                for (Composite composite : contribution.getDeployables()) {
                    compositesToStart.add(composite.getName());
                }  
                
                // add the contribution to the domain. It will generally already be there
                // unless the contribution has been added to the node itself. 
                ((SCADomainProxyImpl)scaDomain).registerContribution(nodeURI, 
contributionURI, contributionURL.toExternalForm());                  
                
            } else {
                    throw new ActivationException("Contribution " + contributionURL + " not found");
            }  
        } catch (Exception ex) {
            throw new NodeException(ex);
        }        
    }
    public void startContribution(String contributionURI) throws NodeException {
        try {
            Contribution contribution = contributions.get(contributionURI);
            for (Composite composite : contribution.getDeployables()) {
                    startComposite(composite);
            }  
        } catch (ActivationException e) {
            throw new NodeException(e);
        } catch (CompositeBuilderException e) {
            throw new NodeException(e);
        }
    }
    public void removeContribution(String contributionURI) throws NodeException {
        try { 
            Contribution contribution = contributions.get(contributionURI);
            
            // remove the local record of composites associated with this contribution
            for (DeployedArtifact artifact : contribution.getArtifacts()) {
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                if (artifact.getModel() instanceof Composite) {
                    Composite composite = (Composite)artifact.getModel();
                    composites.remove(composite.getName());
                    compositeFiles.remove(composite.getURI());
                    compositesToStart.remove(composite.getName());
                }
            }            
        
            // remove the contribution from the runtime
            nodeRuntime.getContributionService().remove(contributionURI);
            
            // remove the local record of the contribution
            contributions.remove(contributionURI);
        } catch (Exception ex) {
            throw new NodeException(ex);
        }   
    }
    private void removeAllContributions() throws NodeException {
        try {     
            // Remove all contributions
            for (String contributionURI : contributions.keySet()){
                nodeRuntime.getContributionService().remove(contributionURI);
            }
            
            // remove local records
            contributions.clear();
            composites.clear();
            compositeFiles.clear();
            compositesToStart.clear();
            
        } catch (Exception ex) {
            throw new NodeException(ex);
        }   
    }
    
    public void addToDomainLevelComposite(QName compositeName) throws NodeException {
        // if the named composite is not already in the list then add it
        Composite composite = composites.get(compositeName);
        if (composite == null) {
            throw new NodeException("Composite not found: " + compositeName);
        }
        if (compositesToStart.indexOf(compositeName) == -1 ){
            compositesToStart.add(compositeName);  
        }
    }
    
    public void addToDomainLevelComposite(String compositePath) throws NodeException {
        // if the composite is not already in the list then add it
        Composite composite = compositeFiles.get(compositePath);
        if (composite == null) {
            throw new NodeException("Composite file not found: " + compositePath);
        }
        QName compositeName = composite.getName();
        if (compositesToStart.indexOf(compositeName) == -1 ){
            compositesToStart.add(compositeName);  
        }
    }
    /**
     * Configure the default HTTP port for this node.
     */
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/*    
    private void configureDefaultPort() {
        Composite composite = composites.get(compositesToStart.get(0));
        if (composite == null) {
            return;
        }
        
        int port = -1;
        for (Service service: composite.getServices()) {
            for (Binding binding: service.getBindings()) {
                String uri = binding.getURI();
                if (uri != null) {
                    port = URI.create(uri).getPort();
                    if (port != -1) {
                        break;
                    }
                }
            }
            if (port != -1) {
                break;
            }
        }
        for (Component component: composite.getComponents()) {
            for (ComponentService service: component.getServices()) {
                for (Binding binding: service.getBindings()) {
                    String uri = binding.getURI();
                    if (uri != null) {
                        port = URI.create(uri).getPort();
                        if (port != -1) {
                            break;
                        }
                    }
                }
                if (port != -1) {
                    break;
                }
            }
            if (port != -1) {
                break;
            }
        }
        // Then get the port from the node URI 
        if (port == -1) {
            port = URI.create(nodeURI).getPort();
        }
        
        // Configure the default port
        if (port != -1) {
            ServletHostExtensionPoint servletHosts = nodeRuntime.getExtensionPointRegistry().
getExtensionPoint(ServletHostExtensionPoint.class);
            for (ServletHost servletHost: servletHosts.getServletHosts()) {
                servletHost.setDefaultPort(port);
            }
        }
    }
*/    
    private void startComposites() throws NodeException {
        try {
            if (compositesToStart.size() == 0 ){
                logger.log(Level.INFO, nodeURI + 
                                       " has no composites to start" );
            } else {
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                // Configure the default server port for the node
                //configureDefaultPort();
                
                for (QName compositeName : compositesToStart) {
                    Composite composite = composites.get(compositeName);
                    if (composite == null) {
                        logger.log(Level.INFO, "Composite not found during start: " + compositeName);
                    } else {
                        startComposite(composite);
                    }
                }
            }
        } catch (Exception ex) {
            throw new NodeException(ex);
        }  
    }
    private void startComposite(Composite composite) throws CompositeBuilderException, ActivationException {
        logger.log(Level.INFO, "Starting composite: " + composite.getName());
        
        // Add the composite to the top level domain
        nodeComposite.getIncludes().add(composite);
        nodeRuntime.getCompositeBuilder().build(composite); 
        
        // activate the composite
        nodeRuntime.getCompositeActivator().activate(composite); 
        
        registerRemoteServices(composite);
        
        resolveRemoteReferences(composite);
        
        //start the composite
        nodeRuntime.getCompositeActivator().start(composite);
    }    
    private void stopComposites() throws NodeException {
        
        try {
            if (compositesToStart.size() == 0 ){
                throw new NodeException("Stopping node " + 
                                        nodeURI + 
                                        " with no composite started");
            }
            for (QName compositeName : compositesToStart) {
                Composite composite = composites.get(compositeName);   
                stopComposite(composite);
            }
            
        } catch (NodeException ex) {
            throw ex;                  
        } catch (Exception ex) {
            throw new NodeException(ex);
        }              
    }
    
    private void stopComposite(Composite composite) 
      throws ActivationException {
        logger.log(Level.INFO, "Stopping composite: " + composite.getName());
        nodeRuntime.getCompositeActivator().stop(composite);
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        nodeRuntime.getCompositeActivator().deactivate(composite);
    }
    private void registerRemoteServicesByComponent(Component component)
    {
            for (ComponentService service: component.getServices()) {
                   for (Binding binding: service.getBindings()) {
                       if (binding instanceof SCABindingImpl){
                           // TODO - only register it its in remote node
                       } else {
                           String uriString = binding.getURI();
                           if (uriString != null) {
                               try {
                                   URI uri = new URI(uriString);
                                   ((SCADomainSPI)scaDomain).
registerServiceEndpoint(domainURI, 
                                                                                     nodeURI, 
                                                                                     uri.getPath(),
                                                                                     binding.getClass().getName(), 
                                                                                     uriString);
                               } catch(Exception ex) {
                                   logger.log(Level.WARNING, 
                                              "Unable to  register service: "  +
                                              domainURI + " " +
                                              nodeURI + " " +
                                              service.getName()+ " " +
                                              binding.getClass().getName() + " " +
                                              uriString);
                               }
                           }
                       }
                   }
               }
         
    }
    private void registerRemoteServices(Composite composite){
        // Loop through all service binding URIs registering them with the domain 
        // TODO - the sca binding does this for itself at the moment
        //        so that function should move here to make it
        //        applicable to other bindings
        for (Service service: composite.getServices()) {
            for (Binding binding: service.getBindings()) {
                String uri = binding.getURI();
                if (uri != null) {
                    try {
                        ((SCADomainSPI)scaDomain).
registerServiceEndpoint(domainURI, 
                                                                          nodeURI, 
                                                                          service.getName(), 
                                                                          binding.getClass().getName(), 
                                                                          uri);
                    } catch(Exception ex) {
                        logger.log(Level.WARNING, 
                                   "Unable to  register service: "  +
                                   domainURI + " " +
                                   nodeURI + " " +
                                   service.getName()+ " " +
                                   binding.getClass().getName() + " " +
                                   uri);
                    }
                }
            }
        }
        for (Component component: composite.getComponents()) {
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            registerRemoteServicesByComponent(component);
        }
    }
    private void removeRemoteServiceByComponent(Component component)
    {
     for (ComponentService service: component.getServices()) {
            for (Binding binding: service.getBindings()) {
                if (binding instanceof SCABindingImpl){
                    // TODO - only register it its in remote node
                } else {
                    String uriString = binding.getURI();
                    if (uriString != null) {
                        try {
                            URI uri = new URI(uriString);
                            ((SCADomainSPI)scaDomain).
                            removeServiceEndpoint(domainURI, nodeURI, uri.getPath(), binding.getClass().getName());
                        } catch(Exception ex) {
                            logger.log(Level.WARNING, 
                                       "Unable to  register service: "  +
                                       domainURI + " " +
                                       nodeURI + " " +
                                       service.getName()+ " " +
                                       binding.getClass().getName() + " " +
                                       uriString);
                        }
                    }
                }
            }
     }
     
    }
    private void resolveRemoteReferencesByComponent(Component component)
    {
        for (ComponentReference reference: component.getReferences()) {
            for (Binding binding: reference.getBindings()) {
                if (binding.isUnresolved()) {
                    if (binding instanceof SCABindingImpl){
                        // TODO - only find uri if its in a remote node
                    } else {
                        // find the right endpoint for this reference/binding. This relies on looking
                        // up every binding URI. If a response is returned then it's set back into the
                        // binding uri
                        String uri = "";
                        try {
                            uri = ((SCADomainSPI)scaDomain).findServiceEndpoint(domainURI, 
                                                                                binding.getURI(), 
                                                                                binding.getClass().getName());
                        } catch(Exception ex) {
                            logger.log(Level.WARNING, 
                                       "Unable to  find service: "  +
                                       domainURI + " " +
                                       nodeURI + " " +
                                       binding.getURI() + " " +
                                       binding.getClass().getName() + " " +
                                       uri);
                        }
                         
                        if (uri.equals("") == false){
                            binding.setURI(uri);
                        }
                    }
                }
            }
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        }
    
    }
    private void resolveRemoteReferences(Composite composite){
        // Loop through all reference binding URIs. Any that are not resolved
        // should be looked up in the domain
        // TODO - the sca binding does this for itself at the moment
        //        so that function should move here to make it
        //        applicable to other bindings
        for (Reference reference: composite.getReferences()) {
            for (Binding binding: reference.getBindings()) {
                if (binding.isUnresolved()) {
                    if (binding instanceof SCABindingImpl){
                        // TODO - only find uri if its in a remote node
                    } else {
                        // find the right endpoint for this reference/binding. This relies on looking
                        // up every binding URI. If a response is returned then it's set back into the
                        // binding uri
                        String uri = "";
                        try {
                            uri = ((SCADomainSPI)scaDomain).findServiceEndpoint(domainURI, 
                                                                                binding.getURI(), 
                                                                                binding.getClass().getName());
                        } catch(Exception ex) {
                            logger.log(Level.WARNING, 
                                       "Unable to  find service: "  +
                                       domainURI + " " +
                                       nodeURI + " " +
                                       binding.getURI() + " " +
                                       binding.getClass().getName() + " " +
                                       uri);
                        }
                         
                        if (uri.equals("") == false){
                            binding.setURI(uri);
                        }
                    }
                }
            }
        }
        
        for (Component component: composite.getComponents()) {
         resolveRemoteReferencesByComponent(component);
            }
        }




 * Licensed to the Apache Software Foundation (ASF) under one
 * or more contributor license agreements.  See the NOTICE file
 * distributed with this work for additional information
 * regarding copyright ownership.  The ASF licenses this file
 * to you under the Apache License, Version 2.0 (the
 * "License"); you may not use this file except in compliance
 * with the License.  You may obtain a copy of the License at
 * 
 *   http://www.apache.org/licenses/LICENSE-2.0
 * 
 * Unless required by applicable law or agreed to in writing,
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 * software distributed under the License is distributed on an
 * "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY
 * KIND, either express or implied.  See the License for the
 * specific language governing permissions and limitations





















 * Some utility methods for the Node implementation
 * 
 * @version $Rev: 556897 $ $Date: 2007-09-07 12:41:52 +0100 (Fri, 07 Sep 2007) $
 */
public class SCANodeUtil {
 private final static Logger logger = Logger.getLogger(SCANodeUtil.class.getName());
 
    /**
     * Given a contribution path an array of composite names or neither this method finds 
     * a suitable contribution to load
     * 
     * @param classLoader
     * @param compositePath
     * @param composites
     * @return the contribution URL
     * @throws MalformedURLException
     */
/*
    public static URL findContributionURLFromCompositeNameOrPath(ClassLoader classLoader, 
String contributionPath, String[] composites)
      throws MalformedURLException {
        
        String contributionArtifactPath = null;
        URL contributionArtifactURL = null;
        
        
        if (contributionPath != null && contributionPath.length() > 0) {
            
            //encode spaces as they would cause URISyntaxException
            contributionPath = contributionPath.replace(" ", "%20");
            URI contributionURI = URI.create(contributionPath);
            if (contributionURI.isAbsolute() || composites.length == 0) {
                return new URL(contributionPath);
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            } else {
        //        contributionArtifactURL = classLoader.getResource(contributionPath);
        //        if (contributionArtifactURL == null) {
        //            throw new IllegalArgumentException("Composite not found: " + contributionArtifactPath);
        //        }
            }
        }
        if ( contributionArtifactURL == null){
            if (composites != null && composites.length > 0 && composites[0].length() > 0) {
        
                // Here the SCADomain was started with a reference to a composite file
                contributionArtifactPath = composites[0];
                contributionArtifactURL = classLoader.getResource(contributionArtifactPath);
                if (contributionArtifactURL == null) {
                    throw new IllegalArgumentException("Composite not found: " + contributionArtifactPath);
                }
            } else {
        
                // Here the SCANode was started without any reference to a composite file
                // We are going to look for an sca-contribution.xml or sca-contribution-generated.xml
        
                // Look for META-INF/sca-contribution.xml
                contributionArtifactPath = Contribution.SCA_CONTRIBUTION_META;
                contributionArtifactURL = classLoader.getResource(contributionArtifactPath);
        
                // Look for META-INF/sca-contribution-generated.xml
                if (contributionArtifactURL == null) {
                    contributionArtifactPath = Contribution.SCA_CONTRIBUTION_GENERATED_META;
                    contributionArtifactURL = classLoader.getResource(contributionArtifactPath);
                }
        
                // Look for META-INF/sca-deployables directory
                if (contributionArtifactURL == null) {
                    contributionArtifactPath = Contribution.SCA_CONTRIBUTION_DEPLOYABLES;
                    contributionArtifactURL = classLoader.getResource(contributionArtifactPath);
                }
            }
        }
    
        if (contributionArtifactURL == null) {
            throw new IllegalArgumentException("Can't determine contribution deployables. 
Either specify a composite file, or use an sca-contribution.xml file to specify the deployables.");
        }
    
        URL contributionURL = null;
        // "jar:file://....../something.jar!/a/b/c/app.composite"
        try {
            String url = contributionArtifactURL.toExternalForm();
            String protocol = contributionArtifactURL.getProtocol();
            if ("file".equals(protocol)) {
                // directory contribution
                if (url.endsWith(contributionArtifactPath)) {
                    String location = url.substring(0, url.lastIndexOf(contributionArtifactPath));
                    // workaround from evil url/uri form maven
                    contributionURL = FileHelper.toFile(new URL(location)).toURI().toURL();
                }
    
            } else if ("jar".equals(protocol)) {
                // jar contribution
                String location = url.substring(4, url.lastIndexOf("!/"));
                // workaround for evil url/uri from maven
                contributionURL = FileHelper.toFile(new URL(location)).toURI().toURL();
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            }
        } catch (MalformedURLException mfe) {
            throw new IllegalArgumentException(mfe);
        }
    
        return contributionURL;
    } 
*/   
    /** 
     * A rather ugly method to find and fix the url of the service, assuming that there
     * is one. 
     *  
     * we can't get this out of a service reference
     * the component itself doesn't know how to get it  
     * the binding can't to do it automatically as it's not the sca binding
     * 
     * TODO - This would be better done by passing out a serializable reference to service discovery 
     *         but this doesn't work yet     
     * 
     * @return node manager url
     */
/* 
    public static void fixUpNodeServiceUrls(List<Component> nodeComponents, URL nodeUrlString)
      throws MalformedURLException, UnknownHostException, IOException {
      
        for(Component component : nodeComponents){
            for (ComponentService service : component.getServices() ){
                for (Binding binding : service.getBindings() ) {
                    fixUpNodeServiceBindingUrl(binding, nodeUrlString);  
                }
            }            
        }
    }   
*/
    /**
     * Find and return the URL of the NodeManagerService
     * 
     * @param nodeComponents
     * @return
     */
/*
    public static String getNodeManagerServiceUrl(List<Component> nodeComponents){
        String nodeManagerUrl = null;
              
        for(Component component : nodeComponents){
            for (ComponentService service : component.getServices() ){
                
                if ( service.getName().equals("NodeManagerService")) {
                    nodeManagerUrl = service.getBindings().get(0).getURI();
                }
            }            
        }
        
        return nodeManagerUrl;
    } 
*/   
    
    /**
     * For node management services that use the http(s) protocol then use the node url as the enpoint
     * if it has been specified otherwise find a port that isn't in use and make sure the domain name 
     * is the real domain name
     * 
     * @param binding
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     * @param nodeURL the URL provided as the identifier of the node
     */
/*
    public static void fixUpNodeServiceBindingUrl(Binding binding, URL manualUrl)
      throws MalformedURLException, UnknownHostException, IOException {
        String urlString = binding.getURI(); 
        
        // only going to fiddle with bindings that use HTTP protocol
        if( (urlString == null) ||
            ((urlString.startsWith("http") != true ) &&
             (urlString.startsWith("https") != true )) ||
            (binding instanceof SCABinding)) {
            return;
        }
        
        URL bindingUrl =  new URL(urlString);
        String originalHost = bindingUrl.getHost();
        String newHost = null;
        int originalPort = bindingUrl.getPort();
        int newPort = 0;
        
        if (manualUrl != null) {
            // the required url has been specified manually
            newHost = manualUrl.getHost();
            newPort = manualUrl.getPort();
            
            if ( newHost.equals("localhost")){
                newHost = InetAddress.getLocalHost().getHostName();
            }
        } else {
            // discover the host and port information
            newHost = InetAddress.getLocalHost().getHostName();
            newPort = findFreePort(originalPort);
        }
        
        // replace the old with the new
        urlString = urlString.replace(String.valueOf(originalPort), String.valueOf(newPort));          
        urlString = urlString.replace(originalHost, newHost);
        
        // set the address back into the NodeManager binding.
        binding.setURI(urlString);   
    }  
*/    
    /**
     * Find a port on this machine that isn't in use. 
     * 
     * @param startPort
     * @return
     */
/*
    public static int findFreePort(int startPort) throws IOException
    {
        ServerSocket socket = new ServerSocket(0);
        int port = socket.getLocalPort();
        socket.close();
        return port;
    }
*/  
    
    /**
     * For node services that have to talk to the domain fix up the reference URL using the 
     * provided domain url if it has been provided
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     * 
     * @param nodeComponents
     * @param domainUrlString
     * @throws MalformedURLException
     * @throws UnknownHostException
     */
/*    
    public static void fixUpNodeReferenceUrls(List<Component> nodeComponents, URL domainUrl)
    throws MalformedURLException, UnknownHostException, ActivationException{
            
      for(Component component : nodeComponents){
          for (ComponentReference reference : component.getReferences() ){
              if ( reference.getName().equals("domainManager") ||
                   reference.getName().equals("scaDomainService")) {
                  for (Binding binding : reference.getBindings() ) {
                      fixUpNodeReferenceBindingUrl(binding, domainUrl);  
                  }
              }
          }            
       }
    }   
*/
    /**
     * For node management references to the domain fix up the binding URLs so that they point
     * to the endpoint described in the domainURL
     * 
     * @param binding
     * @param nodeURL the URL provided as the identifier of the node
     */
/*    
    public static void fixUpNodeReferenceBindingUrl(Binding binding, URL manualUrl)
      throws MalformedURLException, UnknownHostException, ActivationException{
        String urlString = binding.getURI();
        
        // only going to fiddle with bindings that use HTTP protocol
        if( (urlString == null) ||
            ((urlString.startsWith("http") != true ) &&
             (urlString.startsWith("https") != true )) ||
            (binding instanceof SCABinding) ) {
            return;
        }
        
        URL bindingUrl =  new URL(urlString);
        String originalHost = bindingUrl.getHost();
        String newHost = null;
        int originalPort = bindingUrl.getPort();
        int newPort = 0;
        
        if (manualUrl != null) {
            // the required url has been specified manually
            newHost = manualUrl.getHost();
            newPort = manualUrl.getPort();
        } else {
            throw new ActivationException("domain uri can't be null");
        }
        
        // replace the old with the new
        urlString = urlString.replace(String.valueOf(originalPort), String.valueOf(newPort));          
        urlString = urlString.replace(originalHost, newHost);
        
        // set the address back into the NodeManager binding.
        binding.setURI(urlString);   
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