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Abstract
Identifying the correct low-energy effective theory for magnons and
holes in an antiferromagnet has remained an open problem for a long time.
In analogy to the effective theory for pions and nucleons in QCD, based
on a symmetry analysis of Hubbard and t-J-type models, we construct a
systematic low-energy effective field theory for magnons and holes located
inside pockets centered at lattice momenta (± π
2a
,± π
2a
). The effective the-
ory is based on a nonlinear realization of the spontaneously broken spin
symmetry and makes model-independent universal predictions for the en-
tire class of lightly doped antiferromagnetic precursors of high-temperature
superconductors. The predictions of the effective theory are exact, order
by order in a systematic low-energy expansion. We derive the one-magnon
exchange potentials between two holes in an otherwise undoped system.
Remarkably, in some cases the corresponding two-hole Schro¨dinger equa-
tions can even be solved analytically. The resulting bound states have
d-wave characteristics. The ground state wave function of two holes re-
siding in different hole pockets has a dx2−y2-like symmetry, while for two
holes in the same pocket the symmetry resembles dxy.
1
1 Introduction
The discovery of high-temperature superconductors [1] has motivated numerous stud-
ies of their doped antiferromagnetic precursors. In particular, the dynamics of holes
in an antiferromagnet have been investigated in great detail in the condensed matter
literature [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43]. However,
a systematic investigation of these dynamics is complicated due to the strong corre-
lations between the electrons in these systems. Unfortunately, away from half-filling,
the standard microscopic Hubbard and t-J-type models cannot be solved numerically
due to a severe fermion sign problem. Analytic calculations, on the other hand, usu-
ally suffer from uncontrolled approximations. Substantial progress has been made
in the pioneering work of Chakravarty, Halperin, and Nelson [44] who described the
low-energy magnon physics by an effective field theory — the (2+1)-d O(3)-invariant
nonlinear σ-model. Based on this work, starting with Wen [11] and Shankar [13],
there have been a number of approaches [21, 22, 27] that address the physics of both
magnons and holes using effective field theories. All these approaches use composite
vector fields to couple magnons and holes. The spin then appears as the “charge”
of an Abelian gauge field. In this context, confinement of the spin “charge” and re-
sulting spin-charge separation has sometimes been invoked. In these approaches an
effective Lagrangian is usually obtained from an underlying microscopic system (e.g.
from the Hubbard or t-J model) by integrating out high-energy degrees of freedom.
In this manner a variety of effective theories has been constructed. Unfortunately,
there seems to be no agreement even on basic issues like the fermion field content of
the effective theory or on the question how various symmetries are realized on those
fields. In particular, it has never been demonstrated convincingly that any of the
effective theories proposed so far indeed correctly describes the low-energy physics of
the underlying microscopic systems quantitatively.
The experience with chiral perturbation theory for the strong interactions shows
that effective field theory is able to provide a systematic — i.e. order by order exact
— description of the low-energy physics of nonperturbative systems as complicated
as QCD. One main goal of this paper is to provide the same for the antiferromag-
netic precursors of high-temperature superconductors. Inspired by strongly interact-
ing systems in particle physics [45, 46], we have recently approached the problem of
constructing a low-energy effective field theory for magnons and holes in a systematic
manner [47]. A central ingredient is the nonlinear realization of the spontaneously
broken global symmetry [48, 49] — in this case of the SU(2)s spin symmetry. This
again leads to the same composite vector fields that appeared in previous approaches
to the problem. In particular, spin again appears as an Abelian “charge” to which a
composite magnon “gauge” field couples. However, this gauge field does not mediate
confining interactions. It just mediates magnon exchange, which represents a weak
interaction at low energies. Consequently, spin-charge separation does not arise. In
analogy to baryon chiral perturbation theory [50, 51, 52, 53, 54] — the effective the-
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ory for pions and nucleons — we have extended the pure magnon effective theory of
[44, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64] by including charge carriers. In [47] we
have investigated the simplest case of charge carriers appearing at lattice momenta
(0, 0) or (π
a
, π
a
) in the Brillouin zone. However, angle resolved photoemission spec-
troscopy (ARPES) experiments [65, 66, 67, 68] as well as theoretical investigations
[6, 7, 17, 39, 40] show that doped holes appear inside hole pockets centered at the
lattice momenta (± π
2a
,± π
2a
). In this paper, we generalize the effective theory of [47]
to this case.
It should be pointed out that the effective theory to be constructed below is based
on microscopic systems such as the Hubbard or t-J model, but does not necessarily
reflect all aspects of the actual cuprate materials. For example, just like the Hubbard
or t-J model, the effective theory does not contain impurities which are a neces-
sary consequence of doping in the real materials. Also long-range Coulomb forces,
anisotropies, or the effects of small couplings between different CuO2 layers are ne-
glected in the effective theory. Furthermore, the underlying crystal lattice is imposed
as a rigid structure by hand, such that phonons are excluded from the outset. Al-
though all these effects can in principle be incorporated in the effective theory, for the
moment we exclude them, in order not to obscure the basic physics of magnons and
holes. As a consequence, the effective theory does not describe the actual materials in
all details. Still, it should be pointed out that the predictions of the effective theory
are not limited to just the Hubbard or t-J model, but are universally applicable to a
wide range of microscopic systems. In fact, the low-energy physics of any antiferro-
magnet that possesses the assumed symmetries and has hole pockets at (± π
2a
,± π
2a
) is
described correctly, order by order in a systematic low-energy expansion. Material-
specific properties enter the effective theory in the form of a priori undetermined
low-energy parameters, such as the spin stiffness or the spinwave velocity. The val-
ues of the low-energy parameters for a concrete underlying microscopic system can
be determined by comparison with experiments or with numerical simulations. For
example, precise numerical simulations of low-energy observables in the t-J model
constitute a most stringent test of the effective theory. Such simulations are presently
in progress.
After constructing the effective theory, we use it to calculate the one-magnon
exchange potentials between two holes and we solve the corresponding Schro¨dinger
equations. Remarkably, in some cases the Schro¨dinger equations can be solved com-
pletely analytically. The location of the hole pockets has an important effect on the
dynamics and implies d-wave characteristics of hole pairs. Using the methods de-
scribed in this paper, analogous to applications of baryon chiral perturbation theory
to few-nucleon systems [69, 70, 71, 72, 73, 74, 75, 76, 77, 78], we have recently in-
vestigated magnon-mediated binding between two holes residing in two different hole
pockets [79]. Here we discuss these issues in more detail and we extend the inves-
tigation to a pair of holes in the same pocket. In this paper, we limit ourselves to
an isolated pair of holes in an otherwise undoped antiferromagnet. Lightly doped
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antiferromagnets will be investigated in a forthcoming publication [80].
The paper is organized as follows. In section 2 the symmetries of the microscopic
Hubbard and t-J models are summarized. Section 3 describes the nonlinear realization
of the spontaneously broken SU(2)s spin symmetry. In section 4 the transformations
of the effective fields for charge carriers are related to the ones of the underlying mi-
croscopic models. The hole fields are identified and the electron fields are eliminated
in section 5. Also the leading terms in the effective Lagrangian for magnons and holes
are constructed and accidental emergent flavor and Galilean boost symmetries are
discussed. The resulting one-magnon exchange potentials are derived and the corre-
sponding Schro¨dinger equations are studied in section 6. Finally, section 7 contains
our conclusions.
2 Symmetries of Microscopic Models
The standard microscopic models for antiferromagnetism and high-temperature su-
perconductivity are Hubbard and t-J-type models. The symmetries of these models
are of central importance for the construction of the low-energy effective theories for
magnons and charge carriers. The Hubbard model is defined by the Hamiltonian
H = −t
∑
x,i
(c†xcx+iˆ + c
†
x+iˆ
cx) +
U
2
∑
x
(c†xcx − 1)2 − µ
∑
x
(c†xcx − 1). (2.1)
Here x denotes the sites of a 2-dimensional square lattice and iˆ is a vector of length
a (where a is the lattice spacing) pointing in the i-direction. Furthermore, t is the
nearest-neighbor hopping parameter, while U > 0 is the strength of the screened on-
site Coulomb repulsion, and µ is the chemical potential for fermion number relative
to half-filling. The fermion creation and annihilation operators are given by
c†x = (c
†
x↑, c
†
x↓), cx =
(
cx↑
cx↓
)
. (2.2)
They obey standard anticommutation relations. The SU(2)s symmetry is generated
by the total spin
~S =
∑
x
~Sx =
∑
x
c†x
~σ
2
cx, (2.3)
where ~σ are the Pauli matrices, while the U(1)Q fermion number (relative to half-
filling) is generated by the charge operator
Q =
∑
x
Qx =
∑
x
(c†xcx − 1) =
∑
x
(c†x↑cx↑ + c
†
x↓cx↓ − 1). (2.4)
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For µ = 0, the Hubbard model even possesses a non-Abelian SU(2)Q extension of the
fermion number symmetry [81, 82] which is generated by
Q+ =
∑
x
(−1)xc†x↑c†x↓, Q− =
∑
x
(−1)xcx↓cx↑, Q3 = 1
2
Q. (2.5)
The factor (−1)x = (−1)(x1+x2)/a distinguishes between the sites of the even and odd
sublattice. The points on the even sublattice have (−1)x = 1 while the points on
the odd sublattice have (−1)x = −1. As discussed in detail in [47], it is useful to
introduce a matrix-valued fermion operator
Cx =
(
cx↑ (−1)x c†x↓
cx↓ −(−1)xc†x↑
)
, (2.6)
which displays both the SU(2)s and the SU(2)Q symmetries in a compact form. Under
combined transformations g ∈ SU(2)s and Ω ∈ SU(2)Q it transforms as
~QC ′x = gCxΩ
T . (2.7)
Due to the antiferromagnetic order near half-filling, another important symmetry is
the displacement Di by one lattice spacing in the i-direction which acts as
DiCx = Cx+iˆσ3. (2.8)
The appearance of σ3 on the right is due to the factor (−1)x. As discussed in [47], it
is also useful to introduce a combination D′i of the displacement symmetry Di with
the SU(2)s transformation g = iσ2
D′iCx = (iσ2)Cx+iˆσ3. (2.9)
The Hamiltonian can then be expressed in the manifestly SU(2)s-, SU(2)Q-, Di-, and
thus also D′i-invariant form
H = − t
2
∑
x,i
Tr[C†xCx+iˆ+C
†
x+iˆ
Cx]+
U
12
∑
x
Tr[C†xCxC
†
xCx]−
µ
2
∑
x
Tr[C†xCxσ3]. (2.10)
The chemical potential term is only U(1)Q-invariant, while the other two terms are
manifestly SU(2)Q-invariant.
We also need to consider the 90 degrees rotation O of the quadratic lattice. It acts
on a point x = (x1, x2) as Ox = (−x2, x1). Under this symmetry the fermion operator
matrix transforms as
OCx = COx. (2.11)
Under the spatial reflection R at the x1-axis, which turns x into Rx = (x1,−x2), one
obtains
RCx = CRx. (2.12)
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Figure 1: The dispersion relation E(~p) of a single hole in the t-J model (on a 32× 32
lattice for J = 2t) with hole pockets centered at (± π
2a
,± π
2a
).
It should be noted that, due to the presence of the lattice, the Hubbard model is not
invariant under Galilean boosts.
The t-J model is defined by the Hamilton operator
H = P
{
− t
∑
x,i
(c†xcx+iˆ + c
†
x+iˆ
cx) + J
∑
x,i
~Sx · ~Sx+iˆ − µ
∑
x
Qx
}
P. (2.13)
Now the operators act in a restricted Hilbert space of empty or at most singly occupied
sites, while states with doubly occupied sites are eliminated from the Hilbert space
by the projection operator P . Hence, the t-J model can only be doped with holes but
not with electrons. The t-J model has the same symmetries as the Hubbard model,
except that the SU(2)Q extension of the U(1)Q fermion number symmetry, which
relates electrons to holes in the Hubbard model, is now absent.
In the t-J model, a single hole has been simulated rather accurately in [39, 40].
Using a worm-cluster algorithm similar to the algorithm used in [40], we have com-
puted the single-hole dispersion relation shown in figure 1. The energy E(~p) of a hole
is minimal when its lattice momentum ~p = (p1, p2) is located in a hole pocket centered
at (± π
2a
,± π
2a
).
6
3 Nonlinear Realization of the SU(2)s Symmetry
The key to the low-energy physics of lightly doped cuprates is the spontaneous break-
down of the SU(2)s symmetry down to U(1)s which gives rise to two massless Nambu-
Goldstone bosons — the antiferromagnetic magnons. Analogous to chiral perturba-
tion theory for the Nambu-Goldstone pions in QCD [46], a systematic low-energy
effective theory for magnons has been developed in [55, 56, 57, 58, 59, 60, 61, 62, 63].
In order to couple charge carriers to the magnons, a nonlinear realization of the SU(2)s
symmetry has been constructed in [47]. The global SU(2)s symmetry then manifests
itself as a local U(1)s symmetry in the unbroken subgroup. This is analogous to baryon
chiral perturbation theory in which the spontaneously broken SU(2)L⊗SU(2)R chiral
symmetry of QCD is implemented on the nucleon fields as a local SU(2)L=R trans-
formation in the unbroken isospin subgroup.
The staggered magnetization of an antiferromagnet is described by a unit-vector
field
~e(x) = (e1(x), e2(x), e3(x)), ~e(x)
2 = 1, (3.1)
in the coset space SU(2)s/U(1)s = S
2. Here x = (x1, x2, t) denotes a point in space-
time. An equivalent CP (1) representation uses 2 × 2 Hermitean projection matrices
P (x) that obey
P (x) =
1
2
(1+ ~e(x) · ~σ), P (x)† = P (x), TrP (x) = 1, P (x)2 = P (x). (3.2)
To leading order, the Euclidean magnon effective action takes the form
S[P ] =
∫
d2x dt ρsTr
[
∂iP∂iP +
1
c2
∂tP∂tP
]
. (3.3)
The index i ∈ {1, 2} labels the two spatial directions, while the index t refers to the
time-direction. The parameter ρs is the spin stiffness and c is the spinwave velocity.
As discussed in detail in [47], the action is invariant under the symmetries of the
corresponding microscopic models which are realized as follows in the effective theory
SU(2)s : P (x)
′ = gP (x)g†,
SU(2)Q :
~QP (x) = P (x),
Di :
DiP (x) = 1− P (x),
D′i :
D′iP (x) = P (x)∗,
O : OP (x) = P (Ox), Ox = (−x2, x1, t),
R : RP (x) = P (Rx), Rx = (x1,−x2, t),
T : TP (x) = 1− P (Tx), Tx = (x1, x2,−t),
T ′ : T
′
P (x) = (iσ2)
[
TP (x)
]
(iσ2)
† = P (Tx)∗. (3.4)
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Here T denotes time-reversal. The symmetry T ′ combines T with the SU(2)s rotation
g = iσ2.
The definition of the nonlinear realization of the SU(2)s symmetry proceeds as
follows. First, one diagonalizes the magnon field by a unitary transformation u(x) ∈
SU(2), i.e.
u(x)P (x)u(x)† =
1
2
(1+ σ3) =
(
1 0
0 0
)
, u11(x) ≥ 0. (3.5)
Parameterizing
~e(x) = (sin θ(x) cosϕ(x), sin θ(x) sinϕ(x), cos θ(x)), (3.6)
one obtains
u(x) =
(
cos(1
2
θ(x)) sin(1
2
θ(x)) exp(−iϕ(x))
− sin(1
2
θ(x)) exp(iϕ(x)) cos(1
2
θ(x))
)
. (3.7)
Under a global SU(2)s transformation g, the diagonalizing field u(x) transforms as
u(x)′ = h(x)u(x)g†, u11(x)
′ ≥ 0, (3.8)
which implicitly defines the nonlinear symmetry transformation
h(x) = exp(iα(x)σ3) =
(
exp(iα(x)) 0
0 exp(−iα(x))
)
∈ U(1)s. (3.9)
Under the displacement symmetry Di the staggered magnetization changes sign, i.e.
Di~e(x) = −~e(x), such that one obtains
Diu(x) = τ(x)u(x), (3.10)
with
τ(x) =
(
0 − exp(−iϕ(x))
exp(iϕ(x)) 0
)
. (3.11)
Introducing the traceless anti-Hermitean field
vµ(x) = u(x)∂µu(x)
†, (3.12)
one obtains the following transformation rules
SU(2)s : vµ(x)
′ = h(x)[vµ(x) + ∂µ]h(x)
†,
SU(2)Q :
~Qvµ(x) = vµ(x),
Di :
Divµ(x) = τ(x)[vµ(x) + ∂µ]τ(x)
†,
D′i :
D′ivµ(x) = vµ(x)
∗,
O : Ovi(x) = εijvj(Ox),
Ovt(x) = vt(Ox),
R : Rv1(x) = v1(Rx),
Rv2(x) = −v2(Rx), Rvt(x) = vt(Rx),
T : Tvj(x) =
Divj(Tx),
Tvt(x) = − Divt(Tx),
T ′ : T
′
vj(x) =
D′ivj(Tx),
T ′vt(x) = −D′ivt(Tx). (3.13)
8
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Figure 2: The layout of the eight sublattices A, B, ..., H.
Writing
vµ(x) = iv
a
µ(x)σa, v
±
µ (x) = v
1
µ(x)∓ iv2µ(x), (3.14)
the field vµ(x) decomposes into an Abelian “gauge” field v
3
µ(x) and two “charged”
vector fields v±µ (x).
4 Transformation Rules of Charge Carrier Fields
Due to the nonperturbative dynamics, it is impossible in practice to rigorously derive
the low-energy effective theory from the underlying microscopic physics. Still, in
this section we will attempt to relate the transformation rules of the effective fields
describing the charge carriers to those of the microscopic fermion operator matrix Cx
of eq.(2.6).
4.1 Sublattice Fermion Fields
In [47] we have introduced operators ΨAx and Ψ
B
x on the even and odd sublattices
ΨA,Bx = u(x)Cx with (−1)x = 1 for A and (−1)x = −1 for B. In the Brillouin zone
the corresponding linear combinations ΨAx ±ΨBx are located at lattice momenta (0, 0)
and (π
a
, π
a
). In order to account for the experimentally observed [65, 66, 67, 68] as well
as theoretically predicted [6, 7, 17, 39, 40] hole pockets centered at (± π
2a
,± π
2a
), we
now introduce eight sublattices A, B, ..., H as illustrated in figure 2. While it would
be unnatural to introduce more than two sublattices in a pure antiferromagnet, the
eight sublattices are a natural and even necessary concept when one wants to describe
fermions located in hole pockets centered at (± π
2a
,± π
2a
). We now introduce new lattice
operators
ΨA,B,...,Hx = u(x)Cx, x ∈ A,B, ..., H, (4.1)
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which inherit their transformation properties from the operators of the Hubbard
model. According to eqs.(3.8) and (2.7), under the SU(2)s symmetry one obtains
ΨXx
′
= u(x)′C ′x = h(x)u(x)g
†gCx = h(x)Ψ
X
x , X ∈ {A,B, ..., H}. (4.2)
Similarly, under the SU(2)Q symmetry one obtains
~QΨXx =
~Qu(x)
~QCx = u(x)CxΩ
T = ΨXx Ω
T . (4.3)
Under the displacement symmetry the new operators transform as
DiΨXx =
Diu(x+ iˆ)Cx+iˆσ3 = τ(x+ iˆ)u(x+ iˆ)Cx+iˆσ3 = τ(x+ iˆ)Ψ
DiX
x+iˆ
σ3, (4.4)
where τ(x) is the field introduced in eq.(3.11) and DiX is the sublattice that one
obtains by shifting sublattice X by one lattice spacing in the i-direction. Similarly,
under the symmetry D′i one finds
D′iΨXx =
D′iu(x+ iˆ)(iσ2)Cx+iˆσ3 = u(x+ iˆ)
∗(iσ2)Cx+iˆσ3 = (iσ2)Ψ
DiX
x+iˆ
σ3, (4.5)
while under the 90 degrees rotation O
OΨXx =
Ou(x) OCx = u(Ox)COx = Ψ
OX
Ox , (4.6)
and under the reflection R
RΨXx =
Ru(x) RCx = u(Rx)CRx = Ψ
RX
Rx . (4.7)
Here OX and RX are the sublattices obtained by rotating or reflecting the sublattice
X . We arbitrarily chose the origin to lie on sublattice A.
In the low-energy effective theory we will use a path integral description instead
of the Hamiltonian description used in the Hubbard model. In the effective theory
the electron and hole fields are thus represented by independent Grassmann numbers
ψA,B,...,H± (x) and ψ
A,B,...,H†
± (x) which are combined to
ΨX(x) =
(
ψX+ (x) ψ
X†
− (x)
ψX− (x) −ψX†+ (x)
)
, X ∈ {A,C, F,H},
ΨX(x) =
(
ψX+ (x) −ψX†− (x)
ψX− (x) ψ
X†
+ (x)
)
, X ∈ {B,D,E,G}. (4.8)
Note that the even sublattices A,C, F,H (with (−1)x = 1) are treated differently
than the odd sublattices B,D,E,G (with (−1)x = −1). For notational convenience,
we also introduce the fields
ΨX†(x) =
(
ψX†+ (x) ψ
X†
− (x)
ψX− (x) −ψX+ (x)
)
, X ∈ {A,C, F,H},
ΨX†(x) =
(
ψX†+ (x) ψ
X†
− (x)
−ψX− (x) ψX+ (x)
)
, X ∈ {B,D,E,G}, (4.9)
10
which consist of the same Grassmann fields ψX± (x) and ψ
X†
± (x) as Ψ
X(x).
In contrast to the lattice operators, the fields ΨX(x) are defined in the continuum.
Hence, under the displacement symmetries Di andD
′
i we no longer distinguish between
the points x and x+ iˆ. As a result, the transformation rules of the various symmetries
take the form
SU(2)s : Ψ
X(x)′ = h(x)ΨX(x),
SU(2)Q :
~QΨX(x) = ΨX(x)ΩT ,
Di :
DiΨX(x) = τ(x)ΨDiX(x)σ3,
D′i :
D′iΨX(x) = (iσ2)Ψ
DiX(x)σ3,
O : OΨX(x) = ΨOX(Ox),
R : RΨX(x) = ΨRX(Rx),
T : TΨX(x) = τ(Tx)(iσ2)
[
ΨX†(Tx)T
]
σ3,
TΨX†(x) = −σ3
[
ΨX(Tx)T
]
(iσ2)
†τ(Tx)†,
T ′ : T
′
ΨX(x) = − [ΨX†(Tx)T ]σ3,
T ′ΨX†(x) = σ3
[
ΨX(Tx)T
]
. (4.10)
Note that an upper index T on the right denotes transpose, while on the left it denotes
time-reversal. The form of the time-reversal symmetry T in the effective theory with
nonlinearly realized SU(2)s symmetry follows from the usual form of time-reversal in
the path integral of a nonrelativistic theory in which the spin symmetry is linearly
realized. The fermion fields in the two formulations just differ by a factor u(x). In
components the transformation rules take the form
SU(2)s : ψ
X
± (x)
′ = exp(±iα(x))ψX± (x),
U(1)Q :
QψX± (x) = exp(iω)ψ
X
± (x),
Di :
DiψX± (x) = ∓ exp(∓iϕ(x))ψDiX∓ (x),
D′i :
D′iψX± (x) = ±ψDiX∓ (x),
O : OψX± (x) = ψ
OX
± (Ox),
R : RψX± (x) = ψ
RX
± (Rx),
T : TψX± (x) = exp(∓iϕ(Tx))ψX†± (Tx),
TψX†± (x) = − exp(±iϕ(Tx))ψX± (Tx),
T ′ : T
′
ψX± (x) = −ψX†± (Tx),
T ′ψX†± (x) = ψ
X
± (Tx). (4.11)
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Figure 3: The eight lattice momenta (and their periodic copies) dual to the eight
sublattices A, B,...,H. In the cuprates the holes reside in momentum space pockets
centered at lattice momenta
(± π
2a
,± π
2a
)
which are represented by the four crosses.
4.2 Fermion Fields in Momentum Space Pockets
Instead of working with the eight sublattice indices X ∈ {A,B, ..., H}, it is more
convenient to introduce eight corresponding lattice momentum indices
k = (k1, k2) ∈
{(
0, 0
)
,
(π
a
,
π
a
)
,
(π
a
, 0
)
,
(
0,
π
a
)
,
(± π
2a
,± π
2a
)}
. (4.12)
The eight sublattices represent a minimal set that allows us to address the lattice
momenta (± π
2a
,± π
2a
) which define the centers of hole pockets in the cuprates. By
introducing further sublattices it would be straightforward to reach other lattice mo-
menta as well. With the present construction we restrict ourselves to the momenta
listed above and illustrated in figure 3. We now construct new fields
ψk±(x) =
1√
8
{
ψA±(x) + e
−ik1aψB±(x) + e
−2ik1aψC±(x) + e
−3ik1aψD± (x)
+ e−ik2a[ψE±(x) + e
−ik1aψF±(x) + e
−2ik1aψG±(x) + e
−3ik1aψH± (x)]
}
, (4.13)
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which transform as
SU(2)s : ψ
k
±(x)
′ = exp(±iα(x))ψk±(x),
U(1)Q :
Qψk±(x) = exp(iω)ψ
k
±(x),
Di :
Diψk±(x) = ∓ exp(ikia) exp(∓iϕ(x))ψk∓(x),
D′i :
D′iψk±(x) = ± exp(ikia)ψk∓(x),
O : Oψk±(x) = ψ
Ok
± (Ox),
R : Rψk±(x) = ψ
Rk
± (Rx),
T : Tψk±(x) = exp(∓iϕ(Tx))ψ−k†± (Tx),
Tψk†± (x) = − exp(±iϕ(Tx))ψ−k± (Tx),
T ′ : T
′
ψk±(x) = −ψ−k†± (Tx),
T ′ψk†± (x) = ψ
−k
± (Tx). (4.14)
Here Ok and Rk are the momenta obtained by rotating or reflecting the lattice mo-
mentum k. From the component fields one can again construct matrix-valued fields
Ψk(x) =
(
ψk+(x) ψ
−k′†
− (x)
ψk−(x) −ψ−k
′†
+ (x)
)
, Ψk†(x) =
(
ψk†+ (x) ψ
k†
− (x)
ψ−k
′
− (x) −ψ−k
′
+ (x)
)
, (4.15)
with k′ = k + (π
a
, π
a
). The matrix-valued fields then transform as
SU(2)s : Ψ
k(x)′ = h(x)Ψk(x),
SU(2)Q :
~QΨk(x) = Ψk(x)ΩT ,
Di :
DiΨk(x) = exp(ikia)τ(x)Ψ
k(x)σ3,
D′i :
D′iΨk(x) = exp(ikia)(iσ2)Ψ
k(x)σ3,
O : OΨk(x) = ΨOk(Ox),
R : RΨk(x) = ΨRk(Rx),
T : TΨk(x) = τ(Tx)(iσ2)
[
Ψ−k†(Tx)T
]
σ3,
TΨk†(x) = −σ3
[
Ψ−k(Tx)T
]
(iσ2)
†τ(Tx)†,
T ′ : T
′
Ψk(x) = − [Ψ−k†(Tx)T ]σ3,
T ′Ψk†(x) = σ3
[
Ψ−k(Tx)T
]
. (4.16)
In [47] we have limited ourselves to two sublattices A and B which leads to the lattice
momenta (0, 0) and (π
a
, π
a
). The main purpose of the present paper is to describe holes
located in pockets centered at (± π
2a
,± π
2a
).
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5 Effective Theory for Magnons and Holes
From now on we will limit ourselves to theories with holes as the only charge carriers.
In order to identify the hole and to eliminate the electron fields, we consider the most
general mass terms consistent with the symmetries.
5.1 Hole Field Identification and Electron Field Elimination
It turns out that mass terms cannot mix the various lattice momenta arbitrarily. In
particular, through a mass term a field ψk±(x) with lattice momentum k can only mix
with fields with lattice momenta k or k′. Hence, the eight lattice momenta can be
divided into four pairs which are associated with three different cases. The simplest
case in which k = (0, 0) and k′ = (π
a
, π
a
) has been investigated in great detail in [47],
but is not realized in the cuprates. Another case in which k = (π
a
, 0) and k′ = (0, π
a
)
describes electron doping and will be investigated elsewhere. In the following, we
concentrate on hole-doped cuprates. In this case, the hole pockets are centered at
lattice momenta
kα =
( π
2a
,
π
2a
)
, kα′ = −kα, kβ = ( π
2a
,− π
2a
)
, kβ
′
= −kβ . (5.1)
Using the transformation rules of eq.(4.16) one can construct the following invari-
ant mass terms∑
f=α,β
1
2
Tr
[M(Ψkf†σ3Ψkf ′ +Ψkf ′†σ3Ψkf ) +m(Ψkf †Ψkfσ3 +Ψkf ′†Ψkf ′σ3)]
=
∑
f=α,β
[M(ψkf†+ ψkf ′+ − ψkf†− ψkf ′− + ψkf ′†+ ψkf+ − ψkf ′†− ψkf− )
+m
(
ψk
f†
+ ψ
kf
+ + ψ
kf †
− ψ
kf
− + ψ
kf
′
†
+ ψ
kf
′
+ + ψ
kf
′
†
− ψ
kf
′
−
)]
=
∑
f=α,β
[(
ψk
f†
+ , ψ
kf
′
†
+
)( m M
M m
)(
ψk
f
+
ψk
f ′
+
)
+
(
ψk
f†
− , ψ
kf
′
†
−
)( m −M
−M m
)(
ψk
f
−
ψk
f ′
−
)]
. (5.2)
The terms proportional toM are SU(2)Q-invariant while the terms proportional tom
are only U(1)Q-invariant. By diagonalizing the mass matrices one can identify particle
and hole fields. The eigenvalues of the mass matrices are m ±M. In the SU(2)Q-
symmetric case, i.e. for m = 0, there is a particle-hole symmetry. The particles
correspond to positive energy states with eigenvalue M and the holes correspond
to negative energy states with eigenvalue −M. In the presence of SU(2)Q-breaking
terms these energies are shifted and particles now correspond to states with eigenvalue
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m+M, while holes correspond to states with eigenvalue m−M. The hole fields are
identified from the corresponding eigenvectors as
ψf+(x) =
1√
2
[
ψk
f
+ (x)− ψk
f ′
+ (x)
]
, ψf−(x) =
1√
2
[
ψk
f
− (x) + ψ
kf
′
− (x)
]
. (5.3)
It should be noted that processes involving electrons and holes simultaneously can-
not be treated in a systematic low-energy effective theory. Electrons and holes can
annihilate, which turns their rest mass into other forms of energy. This is necessar-
ily a high-energy process. Only in the presence of an exact SU(2)Q symmetry, the
SU(2)Q-nonsinglet electron-hole states are protected against annihilation and can be
treated systematically in a low-energy effective theory. Here we concentrate on the
realistic case without SU(2)Q symmetry. Then electrons and holes must be consid-
ered separately. In this paper we concentrate entirely on the holes. Under the various
symmetries, the hole fields ψf± (with f ∈ {α, β}) transform as
SU(2)s : ψ
f
±(x)
′ = exp(±iα(x))ψf±(x),
U(1)Q :
Qψf±(x) = exp(iω)ψ
f
±(x),
Di :
Diψf±(x) = ∓ exp(ikfi a) exp(∓iϕ(x))ψf∓(x),
D′i :
D′iψf±(x) = ± exp(ikfi a)ψf∓(x),
O : Oψα±(x) = ∓ψβ±(Ox), Oψβ±(x) = ψα±(Ox),
R : Rψα±(x) = ψ
β
±(Rx),
Rψβ±(x) = ψ
α
±(Rx),
T : Tψf±(x) = ± exp(∓iϕ(Tx))ψf†± (Tx),
Tψf†± (x) = ∓ exp(±iϕ(Tx))ψf±(Tx),
T ′ : T
′
ψf±(x) = ∓ψf†± (Tx),
T ′ψf†± (x) = ±ψf±(Tx). (5.4)
The action to be constructed below must be invariant under these symmetries.
5.2 Effective Action for Magnons and Holes
The terms in the action can be characterized by the (necessarily even) number nψ of
fermion fields they contain, i.e.
S[ψf†± , ψ
f
±, P ] =
∫
d2x dt
∑
nψ
Lnψ (5.5)
The leading terms in the effective Lagrangian without fermion fields describe the pure
magnon sector and take the form
L0 = ρsTr
[
∂iP∂iP +
1
c2
∂tP∂tP
]
, (5.6)
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with the spin stiffness ρs and the spinwave velocity c. The leading terms with two
fermion fields (containing at most one temporal or two spatial derivatives) describe
the propagation of holes as well as their couplings to magnons and are given by
L2 =
∑
f=α,β
s=+,−
[
Mψf†s ψ
f
s + ψ
f†
s Dtψ
f
s
+
1
2M ′
Diψ
f†
s Diψ
f
s + σf
1
2M ′′
(
D1ψ
f†
s D2ψ
f
s +D2ψ
f†
s D1ψ
f
s
)
+ Λ
(
ψf†s v
s
1ψ
f
−s + σfψ
f†
s v
s
2ψ
f
−s
)
+N1ψ
f†
s v
s
i v
−s
i ψ
f
s + σfN2
(
ψf†s v
s
1v
−s
2 ψ
f
s + ψ
f†
s v
s
2v
−s
1 ψ
f
s
)]
. (5.7)
Here M is the rest mass and M ′ and M ′′ are the kinetic masses of a hole, Λ is a
hole-one-magnon, and N1 and N2 are hole-two-magnon couplings, which all take real
values. The sign σf is + for f = α and − for f = β. The covariant derivatives are
given by
Dtψ
f
±(x) =
[
∂t ± iv3t (x)− µ
]
ψf±(x),
Diψ
f
±(x) =
[
∂i ± iv3i (x)
]
ψf±(x). (5.8)
The chemical potential µ enters the covariant time-derivative like an imaginary con-
stant vector potential for the fermion number symmetry U(1)Q. As discussed in detail
in [47, 64], the coupling to external electromagnetic fields leads to further modifica-
tions of the covariant derivatives. Remarkably, the term in the action proportional
to Λ contains just a single (uncontracted) spatial derivative. Due to the nontrivial
rotation properties of flavor, this term is still 90 degrees rotation invariant. Due to the
small number of derivatives it contains, this term dominates the low-energy dynamics.
In particular, it alone is responsible for one-magnon exchange. Interestingly, although
the effective theory of [27] has the same field content as the one presented here, the
terms in the Lagrangian are quite different. In particular, the term proportional to Λ
is absent in that theory and the physics is thus very different. This also means that
in [27] the symmetries are realized on the fermion fields in a different way.
The above Lagrangian leads to a single hole dispersion relation
Ef(~p) = M +
p2i
2M ′
+ σf
p1p2
M ′′
. (5.9)
For 1/M ′′ = 0 this would be the usual dispersion relation of a free nonrelativistic
particle. In that case, the hole pockets centered at ( π
2a
,± π
2a
) would have a circular
shape. However, the 90 degrees rotation symmetry of the problem allows for 1/M ′′ 6= 0
which implies an elliptic shape of the hole pockets as illustrated in figure 4. This is
indeed observed both in ARPES experiments and in numerical simulations of t-J-type
models (see figure 1). It should be noted that stability of the minima at the center of
the hole pockets requires |M ′′| > M ′.
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Figure 4: Elliptically shaped hole pockets centered at (± π
2a
,± π
2a
). Two pockets centered
at kf and kf
′
combine to form the pockets for the flavors f = α, β.
The leading terms with four fermion fields are given by
L4 =
∑
s=+,−
{G1
2
(ψα†s ψ
α
s ψ
α†
−sψ
α
−s + ψ
β†
s ψ
β
sψ
β†
−sψ
β
−s)
+G2ψ
α†
s ψ
α
s ψ
β†
s ψ
β
s +G3ψ
α†
s ψ
α
s ψ
β†
−sψ
β
−s
+G4
[
ψα†s ψ
α
s
∑
s′=+,−
(
ψβ†s′ v
s′
1 ψ
β
−s′ − ψβ†s′ vs
′
2 ψ
β
−s′
)
+ ψβ†s ψ
β
s
∑
s′=+,−
(
ψα†s′ v
s′
1 ψ
α
−s′ + ψ
α†
s′ v
s′
2 ψ
α
−s′
)]}
, (5.10)
with the real-valued 4-fermion contact interactions G1, G2, G3, and G4. We have
limited ourselves to terms containing at most one spatial derivative. The next order
contains a large number of terms with one temporal or two spatial derivatives. We
have constructed these terms using the algebraic program FORM [83], but we do not
list them here because they are not very illuminating. Also, due to the large number
of low-energy parameters they contain, they are unlikely to be used in any practical
investigation.
For completeness, we also list the contributions to the Lagrangian with six and
eight fermion fields
L6 =H
(
ψα†+ ψ
α
+ψ
α†
− ψ
α
−ψ
β†
+ ψ
β
+ + ψ
α†
+ ψ
α
+ψ
α†
− ψ
α
−ψ
β†
− ψ
β
−
+ ψα†+ ψ
α
+ψ
β†
+ ψ
β
+ψ
β†
− ψ
β
− + ψ
α†
− ψ
α
−ψ
β†
+ ψ
β
+ψ
β†
− ψ
β
−
)
,
L8 = I ψα†+ ψα+ψα†− ψα−ψβ†+ ψβ+ψβ†− ψβ−. (5.11)
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Here we have limited ourselves to terms without derivatives. Terms with more fermion
fields are then excluded by the Pauli principle. Again, it is straightforward to system-
atically construct the higher-order terms, but there is presently no need for them.
5.3 Accidental Emergent Symmetries
Interestingly, the terms in the Lagrangian constructed above have an accidental global
U(1)F flavor symmetry that acts as
U(1)F :
Fψf±(x) = exp(σf iη)ψ
f
±(x). (5.12)
The flavor symmetry is explicitly broken by higher-order terms in the derivative ex-
pansion and thus emerges only at low energies.
In addition, for c → ∞ there is also an accidental Galilean boost symmetry G,
which acts on the fields as
G : GP (x) = P (Gx), Gx = (~x− ~v t, t),
Gψf±(x) = exp
(
i~pf · ~x− ωf t)ψf±(Gx),
Gψf†± (x) = ψ
f†
± (Gx) exp
(−i~pf · ~x+ ωf t) , (5.13)
with ~pf = (pf1 , p
f
2) and ω
f given by
pf1 =
M ′
1− (M ′/M ′′)2
[
v1 − σf M
′
M ′′
v2
]
, pf2 =
M ′
1− (M ′/M ′′)2
[
v2 − σf M
′
M ′′
v1
]
,
ωf =
pfi
2
2M ′
+ σf
pf1p
f
2
M ′′
=
M ′
1− (M ′/M ′′)2
[
1
2
(v21 + v
2
2)− σf
M ′
M ′′
v1v2
]
. (5.14)
Note that the relation between ~pf and the velocity of the Galilean boost ~v results
from the hole dispersion relation of eq.(5.9) using vi = dE
f/dpfi . Also the Galilean
boost symmetry is explicitly broken at higher orders of the derivative expansion.
The fundamental physics underlying the actual cuprates is Galilean- or, in fact,
even Poincare´-invariant. Poincare´ symmetry is then spontaneously broken by the
formation of a crystal lattice with phonons as the corresponding Nambu-Goldstone
bosons. In the Hubbard or t-J models the lattice is imposed by hand, and Galilean
symmetry is thus broken explicitly instead of spontaneously. In particular, there are
no phonons in these models. Remarkably, an accidental Galilean boost invariance
still emerges dynamically at low energies. This has important physical consequences.
In particular, without loss of generality, the hole pairs to be investigated later, can
be studied in their rest frame. This is unusual for particles propagating on a lattice,
because the lattice represents a preferred rest frame (a condensed matter “ether”).
The accidental Galilean boost invariance may even break spontaneously, which is the
case in phases with spiral configurations of the staggered magnetization.
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6 Magnon-mediated Binding between Holes
Our treatment of the forces between two holes is analogous to the effective theory for
light nuclei [69, 70, 71, 72] in which one-pion exchange dominates the long-range forces.
In this section we calculate the one-magnon exchange potentials between holes and we
solve the corresponding two-hole Schro¨dinger equations. The one-magnon exchange
potentials as well as the solution of the Schro¨dinger equation for a hole pair of flavors
α and β were already discussed in [79]. Here we present a more detailed derivation of
these results and we extend the discussion to hole pairs of the same flavor.
6.1 One-Magnon Exchange Potentials between Holes
We now calculate the one-magnon exchange potentials between holes of flavors α or
β. For this purpose, we expand in the magnon fluctuations m1(x), m2(x) around the
ordered staggered magnetization, i.e.
~e(x) =
(m1(x)√
ρs
,
m2(x)√
ρs
, 1
)
+O(m2)
⇒ v±µ (x) =
1
2
√
ρs
∂µ
[
m2(x)± im1(x)
]
+O(m3),
v3µ(x) =
1
4ρs
[
m1(x)∂µm2(x)−m2(x)∂µm1(x)
]
+O(m4). (6.1)
Since vertices with v3µ(x) (contained in Dµ) involve at least two magnons, one-magnon
exchange results from vertices with v±µ (x) only. As a consequence, two holes can
exchange a single magnon only if they have antiparallel spins (+ and −), which
are both flipped in the magnon-exchange process. We denote the momenta of the
incoming and outgoing holes by ~p± and ~p±
′ , respectively. The momentum carried by
the exchanged magnon is denoted by ~q. We also introduce the total momentum ~P as
well as the incoming and outgoing relative momenta ~p and ~p ′
~P = ~p+ + ~p− = ~p+
′ + ~p−
′,
~p =
1
2
(~p+ − ~p−), ~p ′ = 1
2
(~p+
′ − ~p−′). (6.2)
Momentum conservation then implies
~q = ~p+ ~p ′. (6.3)
It is straightforward to evaluate the Feynman diagram describing one-magnon ex-
change shown in figure 5. In momentum space the resulting potentials for the various
combinations of flavors take the form
〈~p+′~p−′|V ff˜ |~p+~p−〉 = V ff˜(~q) δ(~p+ + ~p− − ~p+′ − ~p−′), (6.4)
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Figure 5: Feynman diagram for one-magnon exchange between two holes with antipar-
allel spins undergoing a spin-flip.
with
V αα(~q) = −γπ (q1 + q2)
2
q2
, V ββ(~q) = −γπ (q1 − q2)
2
q2
,
V αβ(~q) = V βα(~q) = −γπq
2
1 − q22
q2
, (6.5)
where γ = Λ2/(2πρs). In coordinate space the corresponding potentials are given by
〈~r+′~r−′|V ff˜ |~r+~r−〉 = V ff˜ (~r) δ(~r+ − ~r−′) δ(~r− − ~r+′), (6.6)
with
V αα(~r) = γ
sin(2ϕ)
r2
, V ββ(~r) = −γ sin(2ϕ)
r2
,
V αβ(~r) = V βα(~r) = γ
cos(2ϕ)
r2
. (6.7)
Here ~r = ~r+ − ~r− is the distance vector between the two holes and ϕ is the angle
between ~r and the x-axis. It should be noted that the one-magnon exchange potentials
are instantaneous although magnons travel with the finite speed c. Retardation effects
occur only at higher orders. The one-magnon exchange potentials also contain short-
distance δ-function contributions which we have not listed above. These contributions
add to the 4-fermion contact interactions. Since we will model the short-distance
repulsion by a hard core radius, the δ-function contributions are not needed in the
following.
6.2 Schro¨dinger Equation for two Holes of different Flavor
Let us investigate the Schro¨dinger equation for the relative motion of two holes with
flavors α and β. Thanks to the accidental Galilean boost invariance, without loss of
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generality we can consider the hole pair in its rest frame. The total kinetic energy of
the two holes is then given by
T =
∑
f=α,β
(
p2i
2M ′
+ σf
p1p2
M ′′
)
=
p2i
M ′
. (6.8)
In particular, the parameter 1/M ′′ that measures the deviation from a circular shape
of the hole pockets drops out of the problem. The resulting Schro¨dinger equation then
takes the form ( − 1
M ′
∆ V αβ(~r)
V αβ(~r) − 1
M ′
∆
)(
Ψ1(~r)
Ψ2(~r)
)
= E
(
Ψ1(~r)
Ψ2(~r)
)
. (6.9)
The components Ψ1(~r) and Ψ2(~r) are probability amplitudes for the spin-flavor combi-
nations α+β− and α−β+, respectively. The potential V
αβ(~r) couples the two channels
because magnon exchange is accompanied by a spin-flip. The above Schro¨dinger equa-
tion does not yet account for the short-distance forces arising from 4-fermion contact
interactions. Their effect will be incorporated later by a boundary condition on the
wave function near the origin. Making the ansatz
Ψ1(~r)±Ψ2(~r) = R(r)χ±(ϕ), (6.10)
for the angular part of the wave function one obtains
−d
2χ±(ϕ)
dϕ2
±M ′γ cos(2ϕ)χ±(ϕ) = −λχ±(ϕ). (6.11)
The solutions of this Mathieu equation with the lowest eigenvalue −λ is
χ±(ϕ) =
1√
π
ce0(ϕ, ±1
2
M ′γ), λ =
1
8
(M ′γ)2 +O(γ4). (6.12)
The periodic Mathieu function ce0(ϕ,
1
2
M ′γ) [84] is illustrated in figure 6.
The radial Schro¨dinger equation takes the form
−
[
d2R(r)
dr2
+
1
r
dR(r)
dr
]
− λ
r2
R(r) =M ′ER(r). (6.13)
As it stands, this equation is ill-defined because an attractive 1
r2
potential is too
singular at the origin. However, we must still incorporate the contact interaction
proportional to the 4-fermion couplings G3 and G4. A consistent description of the
short-distance physics requires ultraviolet regularization and subsequent renormal-
ization of the Schro¨dinger equation as discussed in [85]. In order to maintain the
transparency of a complete analytic calculation, here we model the short-distance re-
pulsion between two holes by a hard core of radius r0, i.e. we require R(r0) = 0. The
radial Schro¨dinger equation for the bound states is solved by a Bessel function
R(r) = AKν
(√
M ′|En|r
)
, ν = i
√
λ. (6.14)
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Figure 6: Angular wave function ce0(ϕ,
1
2
M ′γ) (solid curve) and angle-dependence
cos(2ϕ) of the potential (dotted curve) for a pair of holes with flavors α and β (M ′γ =
2.5).
The energy (determined from Kν
(√
M ′|En|r0
)
= 0) is given by
En ∼ −(M ′r20)−1 exp(−2πn/
√
λ) (6.15)
for large n. As expected, the energy of the bound state depends on the values of the
low-energy constants. Although the binding energy is exponentially small in n, for
very small r0 the ground state would have a small size and would be strongly bound.
In that case, the result of the effective theory should not be trusted quantitatively,
because short-distance details and not the universal magnon-dominated long-distance
physics determine the structure of the bound state. Still, even in that case, an ex-
tended effective theory can be constructed which contains the tightly bound hole pairs
as additional explicit low-energy degrees of freedom. For larger values of r0, as long
as the binding energy is small compared to the relevant high-energy scales such as
ρs, the results of the effective theory in its present form are reliable, and receive only
small calculable corrections from higher-order effects such as two-magnon exchange.
It should be noted that the wave functions with angular part χ+(ϕ) and χ−(ϕ)
have the same energy. A general linear combination of the two states takes the form
Ψ(~r) = R(r)
(
aχ+(ϕ) + bχ−(ϕ)
aχ+(ϕ)− bχ−(ϕ)
)
. (6.16)
Applying the 90 degrees rotation O and using the transformation rules of eq.(5.4) one
obtains
OΨ(~r) = R(r)
(
aχ+(ϕ+
π
2
)− bχ−(ϕ+ π2 )
−aχ+(ϕ+ π2 )− bχ−(ϕ+ π2 )
)
= R(r)
(
aχ−(ϕ)− bχ+(ϕ)
−aχ−(ϕ)− bχ+(ϕ)
)
.
(6.17)
Demanding that Ψ(~r) is an eigenstate of the rotation O, i.e. OΨ(~r) = oΨ(~r), thus
implies
o a = −b, o b = a ⇒ o = ±i, (6.18)
22
Figure 7: Probability distribution for the ground state of two holes with flavors α and
β.
with the corresponding eigenfunctions given by
Ψ±(~r) = R(r)
(
χ+(ϕ)∓ iχ−(ϕ)
χ+(ϕ)± iχ−(ϕ)
)
. (6.19)
This leads to the probability distribution illustrated in figure 7, which resembles dx2−y2
symmetry. However, unlike for a true d-wave, the wave function is suppressed, but not
equal to zero, along the lattice diagonals. This is different for the first angular-excited
state, whose wave function indeed has a node along the diagonals. Since the problem
only has a 90 degrees and not a continuous rotation symmetry, the continuum clas-
sification scheme of angular momentum eigenstates does not apply here. In fact, the
2-fold degenerate ground state belongs to the 2-dimensional irreducible representation
of the group of discrete rotations and reflections. The corresponding eigenvalues of
the 90 degrees rotation O are o = ±i.
It is also interesting to investigate the transformation properties under the reflec-
tion symmetry R and the unbroken shift symmetries D′i. Under the reflection R one
obtains
RΨ±(~r) = R(r)
(
χ+(−ϕ)± iχ−(−ϕ)
χ+(−ϕ)∓ iχ−(−ϕ)
)
= R(r)
(
χ+(ϕ)± iχ−(ϕ)
χ−(ϕ)∓ iχ+(ϕ)
)
= Ψ∓(~r).
(6.20)
23
-3 -2 -1 0 1 2 3
j
-1
-0.5
0
0.5
1
Figure 8: Angular wave function ce0(ϕ− π4 , 12M ′γ) (solid curve) and angle-dependence
sin(2ϕ) of the potential (dotted curve) for two holes of flavor α residing in a circular
hole pocket (M ′γ = 2.5).
Similarly, under the displacement symmetries one obtains
D′1Ψ±(~r) = R(r)
(
χ+(ϕ)± iχ−(ϕ)
χ+(ϕ)∓ iχ−(ϕ)
)
= Ψ∓(~r),
D′2Ψ±(~r) = −R(r)
(
χ+(ϕ)± iχ−(ϕ)
χ+(ϕ)∓ iχ−(ϕ)
)
= −Ψ∓(~r). (6.21)
6.3 Schro¨dinger Equation for two Holes of the same Flavor
Let us now consider two holes of the same flavor. In particular, we focus on an αα
pair. Hole pairs of type ββ behave in exactly the same way. For simplicity, we first
consider the (somewhat unrealistic) case of circular hole pockets. Then we discuss the
realistic (but slightly more complicated) case of elliptically shaped pockets.
6.3.1 Circular Hole Pockets
Let us consider two holes of flavor α with opposite spins + and −. In the rest frame
the wave function depends on the relative distance vector ~r which points from the
spin + hole to the spin − hole. It is important to note that magnon exchange is
accompanied by a spin-flip. Hence, the vector ~r changes its direction in the magnon
exchange process. For circular hole pockets, i.e. for 1/M ′′ = 0, the total kinetic energy
is again given by T = p2i /M
′ and the resulting Schro¨dinger equation takes the form
− 1
M ′
∆Ψ(~r) + V αα(~r)Ψ(−~r) = EΨ(~r). (6.22)
As before, we make a separation ansatz
Ψ(~r) = R(r)χ(ϕ). (6.23)
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We concentrate on the ground state which is even with respect to the reflection of ~r
to −~r, i.e.
χ(ϕ+ π) = χ(ϕ). (6.24)
The angular part of the Schro¨dinger equation then reads
−d
2χ(ϕ)
dϕ2
+M ′γ sin(2ϕ)χ(ϕ) = −λχ(ϕ). (6.25)
Again, this is a Mathieu equation. The ground state with eigenvalue −λ takes the
form
χ(ϕ) =
1√
π
ce0
(
ϕ− π
4
,
1
2
M ′γ
)
, λ =
1
8
(M ′γ)2 +O(γ4). (6.26)
The angular wave function for the ground state together with the angular dependence
of the one-magnon exchange potential are shown in figure 8.
As before, the radial Schro¨dinger equation takes the form of eq.(6.13). Again, we
model the short-distance repulsion between two holes by a hard core of radius r′0, i.e.
we require R(r′0) = 0. It should be noted that r
′
0 does not necessarily take the same
value as r0 in the αβ case. This is not only because there is an additional δ-function
contribution to the one-magnon exchange potential, but also because the 4-fermion
coupling G1 in the αα case is in general different from the coupling G3 in the αβ case.
The energy is then given by
En ∼ −(M ′r′02)−1 exp(−2πn/
√
λ) (6.27)
for large n. Again, there are two degenerate ground states — one for an αα and one
for a ββ pair. They are eigenstates of flavor related to each other by a 90 degrees
rotation. Since the U(1)F symmetry is accidental at low energies while the 90 degrees
rotation symmetry is exact, it is again natural to combine the two degenerate states to
eigenstates of the rotation symmetry O. The resulting probability distribution which
resembles dxy symmetry is illustrated in figure 9. As for αβ pairs, the symmetry is
not truly d-wave, but just given by the 2-dimensional irreducible representation of the
group of discrete rotations and reflections. Again, the corresponding eigenvalues of
the 90 degrees rotation O are o = ±i.
6.3.2 Elliptic Hole Pockets
Let us now move on to the realistic case of elliptically shaped hole pockets. Then the
total kinetic energy of two holes of flavor α in their rest frame is given by
T =
p2i
M ′
+
2p1p2
M ′′
. (6.28)
This suggests to rotate the coordinate system by 45 degrees such that the major axes
of the ellipse are aligned with the rotated coordinate axes, i.e.
p′1 =
1√
2
(p1 + p2), p
′
2 =
1√
2
(p1 − p2). (6.29)
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Figure 9: Probability distribution for the ground state of two holes with flavors αα or
ββ, combined to an eigenstate of the 90 degrees rotation symmetry O, for the case of
circular hole pockets.
In the rotated reference frame, the kinetic energy takes the form
T =
p′1
2
M1
+
p′2
2
M2
, (6.30)
with
1
M1
=
1
M ′
+
1
M ′′
,
1
M2
=
1
M ′
− 1
M ′′
. (6.31)
It is convenient to rescale the rotated axes such that the hole pocket again assumes a
circular shape. This is achieved by defining
p˜1 =
√
M ′
M1
p′1, p˜2 =
√
M ′
M2
p′2, (6.32)
which indeed implies
T =
p˜21
M ′
+
p˜22
M ′
=
p˜2i
M ′
, (6.33)
just as for the circular hole pocket. Of course, the rotation and rescaling must also
be applied to the coordinates, i.e.
x˜1 =
√
M1
2M ′
(x1 + x2) = r˜ cos ϕ˜, x˜2 =
√
M2
2M ′
(x1 − x2) = r˜ sin ϕ˜. (6.34)
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Figure 10: Angular wave function (solid curve) and angle-dependence of the rotated
and rescaled one-magnon exchange potential (dotted curve) for two holes of flavor α
in an elliptic hole pocket (for M ′/M ′′ = 0.5 and M ′γ = 2.5).
The rotated and rescaled one-magnon exchange potential then takes the form
V αα(~˜r) = γ
sin(2ϕ)
r2
= γ
2x1x2
(x21 + x
2
2)
2
= γ
x˜21M
′/M1 − x˜22M ′/M2
(x˜21M
′/M1 + x˜
2
2M
′/M2)2
= γ
cos(2ϕ˜) +M ′/M ′′
r˜2(1 + cos(2ϕ˜)M ′/M ′′)2
, (6.35)
and the corresponding Schro¨dinger equation reads
− 1
M ′
∆Ψ(~˜r) + V αα(~˜r)Ψ(−~˜r) = EΨ(~˜r). (6.36)
Once again, we make the separation ansatz
Ψ(~˜r) = R(r˜)χ(ϕ˜), (6.37)
such that the angular part of the Schro¨dinger equation now takes the form
−d
2χ(ϕ˜)
dϕ˜2
+M ′γ
cos(2ϕ˜) +M ′/M ′′
(1 + cos(2ϕ˜)M ′/M ′′)2
χ(ϕ˜) = −λχ(ϕ˜). (6.38)
This is a differential equation in the class of Hill equations [86] which we have solved
numerically. Figure 10 shows the angular wave function for the ground state together
with the angular dependence of the rotated and rescaled one-magnon exchange poten-
tial. The radial Schro¨dinger equation takes exactly the same form as for circular hole
pockets and will therefore not be discussed again. There are two degenerate states
corresponding to αα and ββ pairs, which are related to each other by a 90 degrees
rotation. Combining the two degenerate states to an eigenstate of the rotation O, one
obtains the probability distribution of figure 11 which again resembles dxy symmetry.
Qualitatively similar results for hole pairs from the same hole pocket were obtained in
[29] directly from the t-J model, however, using some uncontrolled approximations.
The effective field theory treatment has the advantage of being systematic, i.e. it can
be improved order by order in the derivative expansion. Besides this, the effective
field theory approach is particularly transparent and conceptually simple.
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Figure 11: Probability distribution for the ground state of two holes with flavors αα
or ββ in elliptic hole pockets, linearly combined to an eigenstate of the 90 degrees
rotation O.
6.4 Low-Energy Dynamics of Hole Pairs
As we have seen, magnons mediate attractive forces between holes of opposite spin
which leads to bound states with d-wave characteristics. Once pairs of holes have
formed, it is natural to ask how they behave at low temperatures. It should be
stressed that, until now, we have considered isolated hole pairs in an otherwise un-
doped antiferromagnet. What should one expect when the system is doped with a
non-zero density of holes? First of all, even for infinitesimal doping, the antiferromag-
net may become unstable against the formation of inhomogeneities, such as spirals in
the staggered magnetization [6]. This phenomenon can be studied within the effective
theory and is presently under investigation [80]. It turns out that, for sufficiently large
spin stiffness ρs, the homogeneous antiferromagnet is stable, while for intermediate
values of ρs it becomes unstable against the formation of a spiral phase. For even
smaller values of ρs, the spiral itself becomes unstable against the formation of fur-
ther, yet unidentified, inhomogeneities. In the following, we will assume a sufficiently
large value of ρs such that the homogeneous antiferromagnet is stable.
If the short-range repulsion is particularly strong in the αα and ββ channels, hole
pairs of type αβ with dx2−y2-like symmetry are most strongly bound. On the other
hand, if the short-range repulsion is stronger in the αβ channel, αα or ββ pairs form
and the symmetry resembles dxy. At very low densities and temperatures, the hole
pairs form a dilute system of bosons. In this case, the wave functions of different
pairs do not overlap substantially, and it is natural to assume that they may undergo
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Bose-Einstein condensation at sufficiently low temperatures. At larger densities, the
wave functions of different pairs begin to overlap. In that case, a momentum space
description of holes is more appropriate. Magnon exchange between holes near the
Fermi surface is then likely to produce an instability against Cooper pair formation in
the d-wave channel. This is expected to lead to BCS-type superconductivity, mediated
by magnons instead of phonons. Using the effective theory, the critical temperature
for magnon-mediated BCS-type superconductivity will be calculated elsewhere, but is
not expected to be very high. In particular, superconductivity coexisting with antifer-
romagnetism at low doping is not observed in the cuprates. This may well be due to
impurities on which holes get localized, thus preventing superconductivity. Magnon-
mediated superconductivity in lightly doped antiferromagnets can still be studied
systematically using the effective field theory which does not contain impurities.
7 Conclusions
Based on a careful symmetry analysis of the Hubbard and t-J models, we have con-
structed a systematic low-energy effective field theory for magnons and holes in lightly
doped antiferromagnets. The effective theory provides a powerful framework in which
nontrivial aspects of the strongly coupled dynamics of the cuprates, such as the
magnon-mediated forces between holes, can be addressed using systematic methods
of weak coupling perturbation theory. The effective theory relies on a number of basic
assumptions. Besides fundamental principles of field theory, such as locality, unitarity,
and symmetry, it is based on the assumption that the SU(2)s spin symmetry is spon-
taneously broken down to U(1)s. This assumption is very accurately verified both in
experiments with the cuprates and by numerical calculations in the Hubbard and t-J
model at half-filling. A second basic assumption is that fermionic quasi-particles —
the holes of the effective theory — indeed exist as stable excitations located in specific
pockets in the Brillouin zone. The location of these pockets in momentum space has
been obtained from ARPES measurements as well as from numerical computations
in Hubbard and t-J models. It should be stressed that the applicability of the ef-
fective theory depends crucially on the question if the relevant low-energy degrees
of freedom have indeed been identified correctly. Since it is impossible to rigorously
derive the effective theory from an underlying microscopic system, we can not yet be
completely sure that our effective theory indeed describes their low-energy physics cor-
rectly. In order to verify the correctness and accuracy of the effective theory, besides
the theoretical considerations presented here, it will be important to confront it with
experimental or numerical data. For undoped antiferromagnets, such confrontation
led to a spectacular quantitative success of the pure magnon effective theory [87, 88].
It is expected that the full effective theory including holes will be equally successful.
An important next step will be the comparison with precise Monte Carlo data, e.g.
for the t-J model. This will allow us to fix the values of the low-energy parameters
of the effective theory in terms of the microscopic parameters t and J .
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The effective theory can be used to calculate a wide variety of physical processes.
The most basic processes include, for example, magnon-magnon and magnon-hole
scattering. In order to correct the leading-order tree-level diagrams by a systematic
loop expansion, in analogy to chiral perturbation theory, a power-counting scheme
must be constructed. This is straightforward in the pure-magnon effective theory
and should be generalized to the full effective theory including charge carriers along
the lines of [54]. We have performed a systematic effective field theory analysis of
the magnon-mediated forces between holes in an antiferromagnet. One-magnon ex-
change mediates forces exclusively between holes of opposite spin. The leading terms
in the fermionic part of the effective action are Galilean boost invariant and the
two-hole system can thus be studied in its rest frame. Remarkably, some of the
resulting two-particle Schro¨dinger equations can be solved completely analytically.
Hole-doped cuprates have hole pockets centered at lattice momenta kα = ( π
2a
, π
2a
) and
kβ = ( π
2a
,− π
2a
). As a consequence, the holes carry a “flavor”-index f = α, β which
specifies the pocket to which a hole belongs. At leading order, flavor is a conserved
quantum number, and one can thus distinguish hole pairs of the types αα or ββ from
those of type αβ. Magnon exchange occurs with the same strength for both types,
and leads to bound hole pairs with d-wave symmetry. For pairs of type αα or ββ the
symmetry resembles dxy, while for those of type αβ it is dx2−y2-like. Depending on
the strength of the respective short-distance repulsion either the pairs of type αα and
ββ or those of type αβ are more strongly bound. At low densities and temperatures,
the hole pairs may undergo Bose-Einstein condensation. Once the wave functions of
different pairs overlap substantially, one may expect BCS-type magnon-mediated d-
wave superconductivity coexisting with antiferromagnetism. Although coexistence of
antiferromagnetism and superconductivity is not observed in the cuprates — possibly
due to the localization of holes on impurities — the exchange of spin fluctuations is
a promising potential mechanism for high-temperature superconductivity. In lightly
doped systems without impurities, magnon-mediated superconductivity can be stud-
ied systematically using the effective theory. Other applications of the effective theory,
which are currently under investigation, aim at a quantitative understanding of the
destruction of antiferromagnetism upon doping and of the generation of spiral phases
[80].
It is also natural to ask if the effective theory can possibly be applied to the high-
temperature superconductors themselves. Since in the real materials, which contain
impurities, high-temperature superconductivity arises only after antiferromagnetism
has been destroyed, and since the effective theory relies on the spontaneous break-
down of the SU(2)s symmetry, this seems doubtful. However, while the systematic
treatment of the effective theory will break down in the superconducting phase, the
effective theory itself does not, as long as spin fluctuations (now with a finite corre-
lation length) and holes in momentum space pockets ( π
2a
,± π
2a
) remain the relevant
degrees of freedom. After all, the effective theory of magnons and holes can also be
considered beyond perturbation theory, for example, by regularizing it on a lattice
and simulating it numerically. A similar procedure has been discussed for the effec-
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tive theory of pions and nucleons [89]. Unfortunately, one would expect that the sign
problem will once more raise its ugly head, and may thus prevent efficient numerical
simulations not only in the microscopic models but also in the effective theory. It thus
remains to be seen if nonperturbative investigations of the effective theory can shed
light on the phenomenon of high-temperature superconductivity itself. We prefer to
first concentrate on lightly doped systems without impurities for which the low-energy
effective field theory makes quantitative predictions. Once these idealized systems are
better understood, further steps towards understanding the more complicated actual
materials can be taken on a more solid theoretical basis.
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