Constructing Units in Product Systems by Liebscher, Volkmar & Skeide, Michael
ar
X
iv
:m
at
h/
05
10
67
7v
1 
 [m
ath
.O
A]
  3
1 O
ct 
20
05
Constructing Units in Product Systems
Volkmar Liebscher and Michael Skeide∗
Campobasso, October 2005
Abstract
We prove a criterion that allows to construct units in product systems of correspondences
with prescribed infinitesimal characterizations. This criterion summarizes proofs of known
results and new applications. It also frees the hypothesis from the assumption that the units
are contained in a product system of time ordered Fock modules.
1 Introduction
An Arveson system is a (measurable) family H⊗ = (Ht)t∈R+ of (infinite dimensional when t > 0
and separable) Hilbert spaces with a (measurable) associative identification Hs ⊗ Ht = Hs+t. A
unit is a (measurable nontrivial) section u⊗ = (ut)t∈R+ that factors according to that identification:
us ⊗ ut = us+t. Already in his trailblazing paper [Arv89] Arveson considered a sort of Trotter
product composing two units u⊗, v⊗ to give a new one w⊗, whose elements are defined as
wt := lim
n→∞
(
u t
2n
⊗ v t
2n
)⊗n
. (1.1)
The new unit is charcacterised infinitesimally by the values of the so-called covariance function
defined as γu,v := ddt
∣∣∣
t=0〈ut, vt〉, namely,
γx,w = 12γ
x,u + 12γ
x,v (1.2)
for every unit x⊗.
However, when we wish to apply the idea for such type of constructions of new units to
product systems of Hilbert modules then we meat two obstacles. Firstly, the limit in (1.1) is only
weak. In Hilbert spaces this is not a big problem, because weak and norm closures of subspaces
coincide and proofs of the Mazur theorem even show how to transform a weakly convergent
sequence into a norm convergent sequence. In Hilbert modules having only convergence of
inner products is deadly. Secondly, the best modification of the limit in (1.1) allows to have
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convex combinations on the infinitesimal level in (1.2). (For positive κ, λ with κ + λ = 1
consider wt = limn→∞
(
u κt
n
⊗ v λt
n
)⊗n
. Then γx,w = κγx,u + λγx,v.) In critical applications like, for
instance, the Trotter product of units in spatial product systems as defined in Skeide [Ske01],
convex combination is not enough. We need affine combinations, that is, κ, λ complex with
κ + λ = 1.
In these notes we prove a powerful criterion (split into two lemmata) that allows to subsum-
marize all existing constructions of units in a general abstract scheme. In that way we avoid to
have to repeat the same sort of argument in every individual case just because the formulation
is not sufficiently general. The limits will be in norm. And we do not use the hypothesis (either
by explicit assumption as in [Ske01] or by refering to results like in Barreto, Bhat, Liebscher
and Skeide [BBLS04] that establish equivalence to deep results like Christensen-Evans [CE79])
that the product system is contained in a subsystem of time ordered Fock modules. This makes,
in fact, a couple of results proved in [BBLS04] independent of [CE79].
2 Units and CPD-semigroups
In this section we repeat the definitions and results (mainly from [BBLS04]) we need to for-
mulate and proof the main lemma. Throughout B denotes a unital C∗–algebra. The concept of
product systems and their relation to E0–semigroups makes sense also for nonunital C∗–algebras
(see Muhly, Skeide and Solel [Ske02, MSS04]), but not the concept of units; see the discussions
in Skeide [Ske04, Ske05].
A correspondence over B is Hilbert B–module with a nondegenerate (that is, unital in
our case) left action of B. A product system of Hilbert modules (or of correspondences) is a
family E⊙ = (Et
)
t∈R+
of correspondence Et over a (unital) C∗–algebra B with an associative
identification
Es ⊙ Et = Es+t
and E0 = B (where B is the trivial correspondence over B with the natural bimodule operation
and inner product 〈b, b′〉 = b∗b′) and E0 ⊙ Et = Et = Et ⊙ E0 via b ⊙ xt = bxt, xt ⊙ b = xtb. We
do not pose any continuity or measurability condition. (Those will be encoded into continuity
properties of the units. For a definition of continuous product system see Skeide [Ske03].)
A unit in a product system E⊙ is a family ξ⊙ = (ξt
)
t∈R+
of elements ξt ∈ Et that factors as
ξs ⊙ ξt = ξs+t
and ξ0 = 1 ∈ B = E0. The trivial unit is 0 for all t > 0. For every t > 0 we define the
Jt = {(tn, . . . , t1) : |t| = t (n ∈ N, ti > 0)}, where the length of a tuple t = (tn, . . . , t1) is |t| :=
tn + . . .+ t1, while the norm of t is ‖t‖ := max(tn, . . . , t1). We note that Jt becomes a lattice when
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we consider t as the interval partition (∑ni=1 ti, . . . ,
∑1
i=1 ti
)
; see [BS00, Proposition 4.1]. Clearly,
for an arbitrary set S of units the spaces
ESt := span
{bnξntn ⊙ . . . ⊙ b1ξ1t1b0 : n ∈ N, t ∈ Jt, ξi
⊙
∈ S , bi ∈ B
}
and ES0 = B form a product subsystem of E⊙, the subsystem generated by S .
The covariance function of an Arveson system, actually, is the generator of a semigroup
(under pointwise multiplication) of C–valued positive definite kernels on the set of units and,
therefore, a conditionally positive definite kernel. For product systems of Hilbert modules the
concept of B–valued positive definite kernels makes sense but is no longer sufficient if we wish
to speak about semigroups. Our kernels assume values in B(B), the bounded linear mappings
on B. A kernel K : S × S → B(B) on a set S is completely positive definite, if
n∑
i, j=1
b∗iKσi,σ j(a∗i a j)b j ≥ 0 for all n ∈ N; ai, bi ∈ B, σi ∈ S . (2.1)
K is conditionally completely positve definite, if (2.1) holds at least if the condition ∑ni=1 aibi =
0 is satisfied. Thinking of a number z ∈ C as mapping w 7→ zw in B(C), the notions of
positive definite and conditionally positive definiteC–valued kernels are included. A familyK =
(
Kt
)
t∈R+
of completely positive definite kernels on S is a CPD-semigroup if for all σ, σ′ ∈ S the
mappings Kσ,σ′t form a semigroup (with identity) in B(B). The CPD-semigroup K is uniformly
continuous, if every semigroup Kσ,σ′ is uniformly continuous. By [BBLS04, Theorem 3.4.7]
the formula Kt = etL establishes a one-to-one correspondence between uniformly continuous
CPD-semigroups K and conditionally completely positive definite kernels L. This unifies and
generalizes the well-known results on the generators of semigroups of positive definite kernels
and of CP-semigroups.
Every subset S of units in a product system E⊙ gives rise to a CPD-semigroup U on S
defined by setting
U
ξ,ξ′
t = 〈ξt, •ξ
′
t〉. (2.2)
We say the set S of units is continuous, if U is uniformly continuous. A product system is type
I, if it is generated by a continuous subset of units. Recall that type I product systems need not
be spatial in the sense of [Ske01] (generalizing the definition of Powers [Pow88]). In fact, it is
a major achievment of Section 3 that the results hold for general type I systems. Only type I
product systems of von Neumann modules are spatial automatically; see [BBLS04].
Finally, by [BBLS04, Theorem 4.3.5] every (uniformly continuous) CPD-semigroup K
arises as the CPD-semigroup associated by (2.2) with a (continuous) set of units in a product
system. (This is a generalization of Bhat and Skeide [BS00, Theorem 4.8] for CP-semigroups.)
The unique minimal version among these product systems we call the GNS-system of K.
3
3 The criterion
Suppose t 7→ yt ∈ Et is differentiable at t = 0 in a suitable sense. It is our goal to find a criterion
to check when ytn ⊙ . . . ⊙ yt1 converges over the net Jt to ζt (necessarily forming a unit). In a
first step (Lemma 3.1) we show (by rather algebraic means like GNS-construction) that there
exists a product system, possibly bigger than the original one, that contains a unit ζ⊙ which fits
suitably the infinitesimal characterization of yt. Then (Lemma 3.4) we show that convergence
happens, if and only if the new product system matches the old one, and give an applicable
criterion for that it happens.
3.1 Lemma. Let E⊙ be a product system that is generated by a continuous subset S of units.
Suppose there is a function t 7→ yt ∈ Et and there are mappings K, Kξ (ξ⊙ ∈ S ) in B(B) such
that
〈yt, •yt〉 = idB +tK + O(t2), (3.1)
〈yt, •ξt〉 = idB +tKξ + O(t2). (3.2)
Then there exists a product system F⊙ that contains E⊙ and a unit ζ⊙ such that S ∪ {ζ⊙} is
continuous and
Lζ,ζ = K and Lζ,ξ = Kξ.
P. We are done, if we show that the kernel L on S extended to S ∪ {ζ⊙} in the way stated
in the lemma (and Lξ,ζ = ∗ ◦ Kξ ◦ ∗) is still conditionally completely positive definite. In this
case, etL is a uniformly continuous CPD-semigroup on S ∪ {ζ⊙} and for the product system F⊙
we may choose the GNS-system of that CPD-semigroup.
We define the family of completely positive definite kernels Kt on S ∪{ζ⊙} (think of S ∪{ζ⊙}
as disjoint union), by setting
K
ξ,ξ′
t = 〈ξt, •ξ
′
t〉 for ξ⊙, ξ′
⊙
∈ S ,
K
ζ,ξ′
t = 〈yt, •ξ
′
t〉,
K
ξ,ζ
t = 〈ξt, •yt〉
K
ζ,ζ
t , = 〈yt, •yt〉.
These kernels are CPD but need not form a semigroup. Nevertheless, as for CPD-semigroups
one easily shows that the kernel Lξ,ξ′ = limt→0 K
ξ,ξ′
t −idB
t , as a limit of conditionally completely
positive definite kernels, is a conditionally completely positive definite kernel, too.
3.2 Remark. Of course, F⊙ is unique, if we require that S ∪ {ζ⊙} is generating.
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In Lemma 3.4 we will show that the elements of the unit ζ⊙ can be obtained as a norm limit
of
yt := ytn ⊙ . . . ⊙ yt1 (3.3)
over the net Jt, if and only if ζ⊙ ∈ E⊙, and we will provide an easily applicable necessary and
sufficient criterion. But, first we draw some consequences from Lemma 3.1 that are indepen-
dent.
3.3 Proposition. Under the hypothesis of Lemma 3.1:
1. lim
t∈Jt
〈yt, •yt〉 = 〈ζt, •ζt〉.
2. lim
t∈Jt
〈ξt, •yt〉 = 〈ξt, •ζt〉 for all ξ⊙ ∈ S .
All limits are in ‖t‖ → 0 uniformly in t ∈ [0, T ] for every T ∈ R+.
P. By assumption there is a constant M > 0 such that ‖〈yt, •yt〉 − idB −tK‖ ≤ t2M for all
sufficiently small t. Therefore, ‖〈yt, •yt〉‖ ≤ 1 + t ‖K‖ + t2M ≤ et max(‖K‖,M), and further
∥∥∥〈yt, •yt〉
∥∥∥ =
∥∥∥〈yt1 , •yt1〉 ◦ . . . ◦ 〈ytn , •ytn〉
∥∥∥ ≤ et1 max(‖K‖,M) . . . etn max(‖K‖,M) = et max(‖K‖,M)
for all t and all t with ‖t‖ sufficiently small. In other words, the net (yt
)
t∈Jt
is eventually bounded.
Let us write Yt := 〈yt, •yt〉 and Zt := 〈ζt, •ζt〉. We compute
〈yt, •yt〉 − 〈ζt, •ζt〉 = Yt1 ◦ . . . ◦ Ytn − Zt1 ◦ . . . ◦ Ztn
=
n∑
k=1
Yt1 ◦ . . . ◦ Ytk−1 ◦ (Ytk − Ztk ) ◦ Ztk+1 ◦ . . . ◦ Ztn .
We have ‖Yt1 ◦ . . . ◦ Ytk−1‖ ≤ e(t1+...+tk−1) max(‖K‖,M), ‖Ztk+1 ◦ . . . ◦ Ztn‖ ≤ e(tk+1+...+tn)‖K‖ and ‖Ytk − Ztk‖
≤ t2k(M + ‖K‖2 etk‖K‖). Altogether, there is a constant M′ (not depending on t ∈ [0, T ]) such that
‖〈yt, •yt〉 − 〈ζt, •ζt〉‖ ≤ e
t max(‖K‖,M)M′
n∑
k=1
t2k
≤ ‖t‖ et max(‖K‖,M)M′
n∑
k=1
tk = ‖t‖ te
t max(‖K‖,M)M′. (3.4)
This shows 1.
Similarly, we compute
〈yt, •ξt〉 − 〈ζt, •ξt〉
=
n∑
k=1
〈yt1 , •ξt1〉 ◦ . . . ◦ 〈ytk−1 , •ξtk−1〉 ◦ 〈ytk − ζtk , •ξtk〉 ◦ 〈ζtk+1 , •ξtk+1〉 ◦ . . . ◦ 〈ζtn , •ξtn〉.
By hypothesis for every ξ⊙ ∈ S there is a constant Mξ > 0 such that ‖〈yt − ζt, •ξt〉‖ ≤ t2Mξ for
all sufficiently small t. And, of course, ‖〈yt, •ξt〉‖ ≤ ‖yt‖ ‖ξt‖. By an estimate very similar to
(3.4) we show also 2.
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3.4 Lemma. For the product system F⊙ in Lemma 3.1 the following conditions are equivalent:
1. lim
t∈Jt
ytn ⊙ . . . ⊙ yt1 = ζt for all t ∈ R+.
2. ζ⊙ ∈ E⊙ ⊂ F⊙, that is, if F⊙ is minimal, then F⊙ = E⊙.
3. lim
t∈Jt
〈ζt, ytn ⊙ . . . ⊙ yt1〉 = 〈ζt, ζt〉 for all t ∈ R+.
P. Et is complete. So, if ζt is the norm limit of elements in Et, then ζt ∈ Et. Therefore, 1
implies 2.
As elements of the form bnξntn ⊙ . . .⊙b1ξ
1
t1b0 span Et and the yt are bounded for small ‖t‖, this
implies that limt∈Jt〈yt, •x〉 = 〈ζt, •x〉 for all x ∈ Et. Now suppose that ζ⊙ ∈ E⊙, that is, ζt ∈ Et
for all t. Therefore, 2 implies 3.
By Proposition 3.3 we have limt∈Jt〈yt, •yt〉 = 〈ζt, •ζt〉. Therefore, if 3 holds, then we find
〈yt − ζt, yt − ζt〉 = 〈yt, yt〉 − 〈yt, ζt〉 − 〈ζt, yt〉 + 〈ζt, ζt〉 −→ 0. (3.5)
Therefore, 3 implies 1.
3.5 Observation. If also in 3 the convergence is O(t2), then all estimates in (3.5) are in ‖t‖
(uniformly in t ∈ [0, T ] for all T ∈ R+). Therefore, in this case we may pass to sequences(
tm
)
m∈N in Jt with ‖tm‖ → 0. The most comon example is tm = (tmm, . . . , tm1 ) with tmk = 1m .
3.6 Remark. The criterion in Lemma 3.4 corresponds to the well-known method in Hilbert
spaces to conclude from weak convergence and convergence of norms to convergence in norm.
It cannot be applied without constructing first in Lemma 3.1 a space that is sufficiently big to
contain a candidate for the limit. Of course, we would like to give a one-step criterion allowing
to check immediately norm convergence of yt just by looking at inner products of the yt with
elements in Et. The failure to be able to do so underlines once more the importance of the
possibility to examine properties of a CPD-semigroup in terms of its GNS-systems. Also in
[BBLS04, Theorem 4.4.12] we proved an intrinsic result about CPD-semigroups by passing to
the GNS-system of the CPD-semigroup.
4 Applications
4.1 A counter example. We consider Arveson’s Trotter product given by the limit in (1.1).
Specifically, as product system we consider Ht = Γ
(
L2([0, t])) and u⊗ with ut = ωt, the vacuum,
and v⊗ with vt = ψ(II [0,t]), the exponential vector to the indicator function of the interval [0, t].
By Parthasarathy and Sunder [PS98] or Skeide [Ske00], these two units generate the whole
product system.
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As indicated in Observation 3.5, to treat only the case of sequences is sufficient. For the
section y we read from (1.1) that yt = u t2 ⊗ v t2 and it is clear that the assumptions from Lemma
3.1 are fulfilled. We easily compute
lim
n→∞
〈y⊗nt
n
, y⊗nt
n
〉 = e
t
2 while lim
n→∞
〈y⊗nt
n
, etαψ(cII [0,t])〉 = et(α+ c2 )
for every other unit (etαψ(cII [0,t]))t∈R+ . We easily check that the product system H⊗ contains the
unit w⊗ = (ψ(12 II[0,t])
)
t∈R+
such that
〈wt, e
tαψ(cII [0,t])〉 = et(α+ c2 )
to which, therefore, the limit in (1.1) converges weakly. However, 〈wt, wt〉 = e t4 is strictly
smaller than the limit e t2 of the norm square of y⊗nt
n
, so that the limit is not a norm limit. In
fact, it is easy to check that the (minimal) product system from Lemma 3.1 is F⊗ with Ft =
Γ
(
L2([0, t],C⊕C)) that contains Ht , as subsystem Γ(L2([0, t],C ⊕ 0)) while the unit ζ⊗ is given
by ζt = ψ
((12 ⊕ 12)II [0,t]
)
. Clearly, the criterion Lemma 3.4(3) is violated.
4.2 Examples from [BBLS04] and [Ske01] (now without embedding into Fock modules).
We discuss two constructions of units that have been proved in [BBLS04] explicitly assuming
units in a time ordered product system and in [Ske01] by first constructing an embedding into a
time ordered product system. Here we give a proof based on Lemmata 3.1 and 3.4 without any
reference to a time ordered product system. (In fact, it is Lemma 3.1 that gives the construction
of a type I product system that contains a suitable unit by rather algebraic means and it is Lemma
3.4 that helps to find out whether this unit is contained in the original system.)
For the first construction we study immediately a multi summand version, instead of the
two summand versions considered inside a time ordered product system in [BBLS04, Ske01].
Suppose that ξℓ⊙ (ℓ = 1, . . . , k) are units in a continuous generating subset S of units of a product
system E⊙. Let κℓ be complex numbers such that κ1 + . . . + κk = 1. Put yt = κ1ξ1t + . . . + κkξkt .
Then the section y fulfills the assumptions of Lemma 3.1 with
K =
k∑
ℓ,ℓ′=1
κ¯ℓκℓ′L
ξℓ ,ξℓ
′
and Kξ =
k∑
ℓ=1
κ¯ℓL
ξℓ ,ξ.
Therefore,
〈ζt, yt〉 =
k∑
ℓ′=1
κℓ′〈ζt, ξ
ℓ′
t 〉 = 〈ζt, ζt〉 + O(t2).
From this it follows like in (3.4) that the criterion in Lemma 3.4(3) is fulfilled.
The other construction allows to “normalize” a given (continuous) unit ξ⊙ suitably within
the product subsystem generated by ξ⊙. Let β ∈ B and put yt = ξtetβ. It follows that y fulfills
the assumptions of Lemma 3.1 with
K(b) = Lξ,ξ(b) + β∗b + bβ and Kξ′(b) = Lξ,ξ′(b) + β∗b.
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Also here one checks easily that Lemma 3.4(3) holds. Choosing β = Lξ,ξ(1)2 +ih (h ∈ B selfadjoint
but otherwise arbitrary), then the unit ζ⊙ we obtain in that way determins a unital CP-semigroup
〈ζt, •ζt〉 that has a generator with the same CP-part as Lξ,ξ. Obviously we obtain the same unit
ζ⊙, if we start with yt = etβξt.
We discuss a further construction, so far not yet considered elsewhere. Suppose that ξℓ⊙
(ℓ = 0, . . . , k) are a continuous set of units and choose aℓ, bℓ ∈ B (ℓ = 1, . . . , k) such that∑k
ℓ=1 aℓbℓ = 0. We put
yt = ξ
0
t +
k∑
ℓ=1
aℓξ
ℓ
t bℓ.
Then yt converges in norm to the elements ζt of a unit that fulfills
Lξ,ζ(b) =
k∑
ℓ=1
b∗ℓLξ
ℓ ,ξ(a∗ℓb) and Lζ,ζ(b) =
k∑
ℓ,ℓ′=1
b∗ℓLξ
ℓ,ξℓ
′ (a∗ℓbaℓ′)bℓ′ .
This allows to modify the conditionally positive definite kernel L rather arbitrarilly by a com-
pletely positive definite kernel associated canonically with every uniformly continuous CPD-
semigroup. We refer to [BBLS04, Section 5.3], in particular Theorem 5.3.2, for details.
4.3 Quantum Le´vy processes. Every quantum Le´vy process (see Schu¨rmann [Sch93]) pos-
sesses a realization on a symmetric (or time ordered) Fock space as the solution of a quantum
stochastic differential equation. Only recently Franz, Schu¨rmann and Skeide (in preparation)
have shown that the vacuum vector of the Fock space is cyclic for the minimal version of the
process. Here is not the place to repeat all the somewhat heavy definitions. We refer the reader
to the lecture notes of Franz [Fra03] where also a sketch of a proof can be found. The proof
uses exactly the techniques employed in Lemmata 3.1 and 3.4 to construct a sufficiently large
subset of units by applying the process to the vacuum.
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