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vZusammenfassung:
Mit einem breitbandigem Fourier-Transformation Ionen-Zyklotron-Resonanz (FT-IZR)
Massenspektrometer kann die Masse von Atomen und Molekülen in einem Bereich von
einer bis hin zu einigen tausend atomaren Masseneinheiten bestimmt werden. Die Masse
kann innerhalb einer kurzen Zeitdauer von ungefähr einer Sekunde mit einer Präzision
von ca. 1ppm gemessen werden. Weiterhin können auch Ionensorten mit einer geringen
Häufigkeit ab einigen tausend Ionen detektiert werden. In dieser Arbeit wird der Aufbau
und die Charakterisierung eines FT-IZR Massenspektrometers präsentiert, welches am
Max-Planck-Insitut für Kernphysik in Heidelberg installiert ist. Das Massenspektrome-
ter ist gezielt konstruiert um grundlegende Untersuchungen zu Detektions- und Anre-
gungsschemata durchzuführen. Dazu wurde ein neues FT-ICR Detektionssystem erfolgre-
ich aufgebaut. Es werden Untersuchungen zur Wechselwirkung von Ein- und Zwei-Puls
Quadrupol-Anregungsfeldern mit Lithium-Ionen präsentiert. Da für den Nachweis viele
Ionen notwendig sind, spielen Coulombwechselwirkungen zwischen den gespeicherten
Ionen eine bedeutende Rolle. Die beobachteten Phänomene, wie Abschirmung von An-
regungsfeldern und Ion-Ion-Wechselwirkung, werden diskutiert. Um diese Effekte qual-
itativ zu verstehen, wurden Vielteilchensimulationen durchgeführt. Weiterhin wurde die
Genauigkeit und Präzision des Massenspektrometers aus Frequenzverhältnismessungen
bestimmt.
Summary:
In mass spectrometry the masses of atoms or molecules in a large mass range up to a
few thousand atomic mass units nowadays are determined by the so-called Fourier Trans-
form Ion Cyclotron Resonance (FT-ICR) method. The mass can be measured within a
few seconds with a high-precision of about 1ppm. Furthermore, ion species with a low
abundance of a few thousand ions can be detected. In this thesis the commissioning and
the characterization of such an FT-ICR mass spectrometer will be presented. The experi-
ment is installed at the Max Planck Institute for Nuclear Physics in Heidelberg. The mass
spectrometer is constructed in such a way that various detection and excitation schemes
can be investigated. Results concerning the one- and two-pulse quadrupolar excitation
schemes are presented. Since many ions are trapped simultaneously, space charge effects
play a crucial role. The observed phenomena like shielding of excitation fields and ion-
ion interaction are discussed. Here, many particle simulations are performed to understand
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Chapter 1
Introduction and motivation
One of the basic properties of an atom is its mass. Atoms consist not only of nucleons and
electrons but binding energy, caused by the atomic and nuclear binding forces. Einstein’s
famous energy-mass relation [1], E = mc2, is an important link between the mass and
the energy in nature allowing atomic mass spectrometry to provide a better understanding
of the underlying interactions. In physics studies in general, high-precision mass mea-
surements contribute to various fields, such as atomic physics (binding energy, quantum
electrodynamics) [2], nuclear physics (nuclear structure, shell models) [3] or astrophysics
(r-process, rp-process). In chemistry, high-precision mass measurements are needed to
investigate the elemental composition of biomolecules, metals and clusters, biological
macromolecules and petrochemicals. Relative precision δm/m requirements for differ-
ent fields of study vary considerably [4]. For stable atomic nuclides in atomic physics a
precision of 10−11 is needed [5] while 10−9− 10−6 is sufficient for studies of unstable
nuclides in astrophysics and nuclear physics [6]. In chemistry and biology a precision of
10−6−10−5 is enough to assign the elemental compositions of a sample [7].
Modern high-precision mass spectrometry is based on linking the particle’s mass to an
oscillation frequency, which can be determined with highest precision. This principle is
used in Penning-trap mass spectrometry, which is currently the most precise in the world.
A Penning trap confines electrically charged particles by the superposition of a strong
homogeneous magnetic field and a weak electrostatic quadrupole potential [8]. From the
motional frequencies of the ion in the trap one can determine the so-called cyclotron fre-
quency, which is only a function of particle’s charge-over-mass ratio and the magnetic
field, and thus enables determination of particle’s mass. The main advantage of a Penning
trap is that the ions are stored within a small volume isolated from external environmental
influences. This makes such an apparatus a powerful tool in antimatter studies for example
to perform mass measurements of antiprotons to test the CPT invariance (charge conju-
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gation, parity and time reversal) [9] and to synthesize antihydrogen by simultaneously
trapping positrons and antiprotrons [10, 11].
In Penning-trap mass spectrometry, two main detection methods are in use [4]. One
is based on a time-of-flight measurement upon ejection of ions from the trap [12] and
the other on detecting the ion motion of trapped particles through the image charges in-
duced on the trap electrodes [13]. The time-of-flight method is common in studies of
short-living ions as the mass measurement can be performed in rather short time. The
drawback of the time-of-flight measurement is that the ion sample is lost after detection.
The methods based on image charge detection are non-destructive. One of these methods
is the so-called Fourier Transform Ion Cyclotron Resonance (FT-ICR) method, which was
developed by the chemists M.B. Comisarow and A.G. Marshall in 1974. The advantage
of an FT-ICR mass spectrometer is that a broad mass-to-charge range can be detected
simultaneously within one second. Typically, the detectable mass range is from one to a
few thousand atomic mass units [13] [14], which makes the FT-ICR method a powerful
method for characterizing components of complex molecules with a sub ppm precision.
Nowadays higher magnetic fields are used to increase the resolving power for analysing
even more complex and heavier mixtures. For a measurement with a high-precision on
the level of 10−11 cryogenic narrow-band detection systems are used [15]. Those have
low noise level and are sensitive to a single ion stored in a Penning trap.
A broad-band FT-ICR Penning-trap mass spectrometer has been built at the Max
Planck Institute for Nuclear Physics (MPIK) in Heidelberg. The trap was designed for the
KArlsruhe TRItium Neutrino (KATRIN) experiment [16] in order to identify undesired
components in the beam flux of the electron beam. Two Penning-trap mass spectrometers
will be installed in the beam line of KATRIN in two different locations to monitor the
reduction of the undesired beam flux. The mass spectrometers can perform a direct mass
identification within half a second without disturbing the performance of the KATRIN
experiment.
This thesis presents improvements on the existing FT-ICR Penning-trap mass spec-
trometer setup in Heidelberg. For instance, a new FT-ICR detection system has been in-
stalled. The setup allows to investigate different ion motion excitation methods as well as
various FT-ICR detection schemes with multiple simultaneously stored ions.
Chapter 2 of this thesis explains the theoretical basics and concepts of Penning-trap
physics. This includes storage, excitation and image charge detection of charged particles.
In particular, a theoretical description of the quadrupolar excitation method based on the
quantum mechanical treatment of an ion motion in a Penning trap will be presented. In
addition, a theoretical model describing the induced image charges on a cylindrical detec-
tion plate is derived in a form of a Fourier series, which is needed to interpret the Fourier
3spectra obtained in the experiment.
The broad-band FT-ICR setup consisting of the Penning trap and the superconducting
magnet will be presented in Chapter 3. For the Penning trap, the electrostatic trapping
potential including field imperfections will be characterized. The superconducting magnet
used for this experiment will be analysed in detail.
In Chapter 4, the new FT-ICR detection system consisting of a broad-band amplifier
system, a transient recorder and the FT-ICR control system will be discussed. The control
system has been developed for controlling the excitation as well as the detection schemes
of a measurement cycle. The characterization of the cryogenic broad-band amplifier for
the KATRIN experiment as well as the room-temperature broad-band amplifier will be
described.
The experimental results will be presented and discussed in Chapter 5. In this work,
the sideband coupling of a quadrupolar excitation field to the ion motion is investigated
in detail using the FT-ICR detection method, published in Ref. [17]. Results for both the
one-pulse and two-pulse methods will be presented. The later one is also known as the
Ramsey method which utilizes two time-separated but phase coherent excitation periods
[18, 19].
With the trap used in these studies the FT-ICR ion detection is only possible with a high
number of stored particles of roughly 103 ...105 ions. Therefore, Coulomb interactions
and electric field screening effects have to be considered. Here, experimental results to
observe the phenomena due to these effects will be presented. To understand these effects
more qualitatively simulations of a dense ion cloud confined in a Penning trap have been
performed.
In addition, accuracy and precision limit studies have been performed for the KATRIN
project. Three methods for frequency ratio determination will be compared. All will be
discussed in Chapter 5.
The thesis will end with a conclusion and outlook, presented in Chapter 6. In the future
the setup at the MPIK in Heidelberg will be used for the new project called PIPERADE
(PIège de PEnning pour des ions RAdioactifs à DEsir).
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Chapter 2
Penning trap theory
In Penning-trap mass spectrometry the measurement of a nuclear, atomic or molecular
mass is done via a frequency measurement of a charged particle. In physics, frequen-
cies are measured with the highest precision and accuracy compared to all other physical
quantities [4]. The most common device used for high-precision mass determinations is
the Penning trap [20].
In this chapter the theoretical basics for understanding the ion storage in a Penning trap as
well as the experimental methods for the ion excitation and detection are presented. First,
the ion motion and the characteristic eigenfrequencies of a stored particle in an ideal Pen-
ning trap is discussed in Section 2.1. After this, deviations from the ideal Penning trap is
described.
The ion motion of the stored particles can be manipulated by the application of exter-
nal electric radio-frequency (rf) fields. A detailed theoretical description of the azimuthal
dipolar and quadrupolar excitation fields is explained in Section 2.2. The theoretical de-
scription of the quadrupolar excitation is needed to compare experimental and theoretical
results. These studies were already published by M. Heck et al. in [17].
The detection of the charged particles is experimentally done with the Fourier Transform
Ion Cyclotron Resonance (FT-ICR) method within this thesis. The theoretical basics for
the calculations of the image charges on the detection segments is derived in form of a
Fourier series (see Section 2.3). Finally the limitations of the observed FT-ICR signal-
to-noise ratio (SNR) due to the amplifier’s noise for a broad-band detection circuit is
presented.
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2.1 Ion storage in a Penning trap
A charged particle in a purely electrostatic field cannot be in a stable equilibrium due to
Earnshaw’s theorem [21]. Gauss’s Law states that the divergence of any electric force in
free space is zero, thus the potential is divergence free and satisfies the Laplace equation.
This means that only a saddle point can exist and, thus, no local minima or maxima of the
electric potential occurs. To this end there is an instability at least in one direction which
involves for a particle that no stable point exists. In order to avoid this instability, a strong
homogeneous magnetic field in the direction of the instability is superimposed to a static
quadrupolar electric potential. Such a device is called a Penning trap [22]. H. Dehmelt
and W. Paul received for the development of the ion trap technique one half of the Nobel
Prize in Physics in year 1989 while the other half was awarded to Norman F. Ramsey for
the invention of the separated oscillatory fields method and its use in the hydrogen maser
and other atomic clocks [18].
2.1.1 A single particle in an ideal Penning trap
An ideal Penning trap consists of the following configuration [4, 8]: a superposition of a
homogeneous magnetic field, ~B = B0~ez, which confines a particle in the radial direction,
and a static quadrupolar electric field which traps the particle axially. These two fields
cause the Lorentz force ~FL which acts on a charged particle with a mass m and a charge q
moving with the velocity~v in the Penning trap
~FL = q(~E +~v×~B). (2.1)
In an electric field free region, the magnetic field constraints the particle to a circular
motion perpendicular to the z-direction at the so-called cyclotron frequency




The cyclotron frequency ωc has an important impact in mass spectrometry due to its
dependence on the charge-to-mass ratio of the charged particle. The cyclotron frequency
of a particle at the same charge state increases when the mass decreases.
Figure 2.1 shows schematically a Penning trap configuration for a hyperbolical (a) and
cylindrical (b) geometry. The traps consist of one ring electrode, two correction electrodes
and two endcaps. The hyperbolical type has two endcap electrodes, which are described
by the two branches of the hyperbola of revolution 2z20 = 2z
2− x2− y2, and one ring
electrode which is described by the hyperbola of revolution −ρ20 = 2z2− x2− y2. z0 and
ρ0 are the minimum distances from the trap center to the endcap and ring electrodes,




Figure 2.1: Scheme of a five-electrode hyperbolical (a) and cylindrical Penning trap (b)
consisting of a ring-, two correction- and two endcap-electrodes. The geometrical trap
parameters ρ0 and z0 are shown for both trap configurations. The magnetic field vector
~B is directed along the z-axis, which is the symmetry axis for both trap configurations.
Courtesy of J. Repp [23].











In Eq. (2.1) the static electric field, ~E =−∇V , is derived from the scalar quadrupolar










where V0 is the potential difference applied between the endcaps and the ring electrode
and C2 is the expansion coefficient depending on the geometry of the trap. For an ideal
hyperbolical Penning trap C2 is equal to one but for a real Penning trap deviations occur
and in general C2 depends on the potential applied to the correction electrodes.
Using ~F = m~¨x in the equation of motion (2.1) and inserting the quadrupolar electric field
~E =−∇V from Eq. (2.4), the x,y and z-components are written as
0 = x¨−ωcy˙− 12ω
2
z x (2.5)
0 = y¨+ωcx˙− 12ω
2
z y (2.6)
0 = z¨+ω2z z. (2.7)
















Figure 2.2: The three eigenmotions of an ion in a Penning trap. The black line corre-
sponds to the axial oscillation with an amplitude Rz. The magnetron motion is an oscil-
lation around the trap center (green circle with a radius R−) and the modified cyclotron
motion is superimposed to the magnetron motion (red circle with radius R+). The blue
curve corresponds to the superposition of all three eigenmotions. The radial motions are
projected on the x,y-plane.
In z-direction, parallel to the magnetic field indicated in Fig. 2.1, the particle is bound due
to the harmonic potential given in Eq. (2.4) and performs a harmonic oscillation at the
axial frequency





with an amplitude Rz. The ion performs a stable motion if the axial frequency ωz is real.
It follows the trapping condition qV0 > 0. In the radial plane, the cyclotron motion is








z y in y-direction (see Eqs. (2.5) and (2.6)). This leads to a
superposition of a stable and an unstable radial motion as described in the following.
The x- and y-components of the Eqs. (2.5) and (2.6) can be coupled by the introduction




z = 0. (2.9)
The roots of this equation are the eigenfrequencies of the radial motions and given by








ω2c −2ω2z . (2.11)
The radial eigenmotions are the modified cyclotron motion at the modified cyclotron fre-
quency ω+ and the magnetron motion at the magnetron frequency ω−. A stable, periodic
solution is observed when the following trapping condition is satisfied
ω2c −2ω2z > 0. (2.12)
This means that ω1 has to be real (see Eq. (2.11)). The general solution for the classical
amplitudes of the two radial motions is written as a superposition u(t), with the complex
amplitudes A± = |A±|e−iχ± ,
u(t) = A+e−iω+t +A−e−iω−t (2.13)
where |A±| = R± are the cyclotron and magnetron radii and χ± are the phases of the
motions, respectively.
Figure 2.2 shows a schematic view of all three eigenmotions. It should be noted that both
radial modes have the same direction of rotation, as becomes apparent from Eq. (2.13). In
Table 2.1, the eigenfrequencies νi =ωi/(2pi) are listed for different mass numbers for the
conditions of the FT-ICR Penning trap used in this thesis.
For an ideal Penning trap the following relations between the frequencies exist:
ωc = ω++ω−, (2.14)








The first equation, Eq. (2.14), is strictly speaking only valid for an ideal Penning trap
and is known as the magnetron sideband at the modified cyclotron frequency. It relates
the cyclotron frequency ωc to the sum of the frequencies of the radial modes. From the
Eqs. (2.12) and (2.15) follows a hierarchy of the eigenfrequencies: ω+ > ωz > ω−. An
important relation between all three eigenfrequencies and the true cyclotron frequency is
expressed in Eq. (2.16) which is known as the invariance theorem. It is valid even if a tilt
angle between the magnetic field and the trap axis as well as an ellipticity of the electric
field are present [8].
The highest precision for determining the cyclotron frequency νc is reached if all three
eigenfrequencies are measured. The most precise mass measurements on stable nuclides
have been achieved with a relative mass precision of δm/m < 10−11 [5]. This makes the
Penning trap a powerful tool for mass determination and fundamental research [4]. How-
ever, in sideband mass spectrometry short-lived nuclei are measured and the precision is
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A Element νz / Hz ν+ / Hz ν− / Hz
6 6Li 136290 11997740 774
18 H2O 49440 4009000 774
32 O2 37080 2255030 774
Table 2.1: The axial frequency νz, the modified cyclotron frequency ν+ and the magnetron
frequency ν− for different mass numbers A calculated for a magnetic field B of 4.699T, a
trapping potential V0 of 60V and a coefficient C2/d2 of 770m−2.
generally limited by the half-life of the ion of interest and its intensity. Here the side-
band frequency ω++ω− is measured yielding a relative mass uncertainty of typically
δm/m≈ 10−7−−8.
The magnetron frequency in Eq. (2.10) can be approximated with a Taylor expansion





The frequency ω− depends on the electromagnetic fields of the Penning trap and is mass
independent, which is an advantage for a motional excitation of all stored ion species
simultaneously, as will be shown later. The magnetron motion is equivalent to a radial
drift with the velocity ~v = ~E × ~B/|~B|2 of a charged particle in the crossed electric and
magnetic trapping field.
The mean potential energy Epot of a stored ion in a Penning trap is calculated using
the time dependent solutions of the ion motion:












Equation (2.18) can be simplified if the pre-factor is replaced by ω2z /4 and if Eq. (2.15) is
































The energy of the magnetron mode is negative due to (ω2−−ω+ω−) < 0 and almost ex-
clusively potential energy. Thus removing energy from the magnetron mode will increase
the magnetron radius. The energy of the cyclotron mode is almost a purely kinetic energy.
2.1 Ion storage in a Penning trap 11
The eigenmotions can be described by three independent harmonic oscillators. Thus
quantizing the coordinates and momenta leads to a harmonic oscillator Hamiltonian [8]
which has well-known eigenvalues. The total energy of a single charged spinless particle




















where n+,n− and nz are the quantum numbers in the respective mode and h¯ is Planck‘s
constant. The total energy is given by the sum of the radial and axial energy eigenvalues.
2.1.2 The real Penning trap
In a real Penning trap, electric and magnetic field imperfections lead to a shift of the ion’s
eigenfrequencies. These frequency shifts depend on the motional amplitudes. Further-
more, effects like relativistic mass increase, Coulomb interactions, image charge interac-
tions, and misalignment and distortion of fields lead to a deviation from the ideal Penning
trap.
Imperfections of the electric field: The tolerances in machining the electrodes and
their finite size can contribute to electrostatic imperfections. Additionally the segmenta-
tion of electrodes, holes, slits and the assembling of the Penning trap lead to field distor-
tions. For any Penning trap, one has an invariance under rotation about the z-axis from
which follows that only even terms have to be added to the quadrupolar potential given
in Eq. (2.4). The lowest order potential imperfection ∆V of the harmonic potential is given







In order to minimize the octupolar and higher order terms (not taken into account here),
one can use correction electrodes between the ring and the endcap electrodes as shown in
Fig. 2.1.
Imperfections of the magnetic field: Magnetic fields are divergence free due to Maxwell
equations. The coils of the superconducting magnet have a finite length which leads nat-
urally to a radial component of the magnetic field. In the center of a superconducting
magnet the magnetic field is described by the superposition of a homogeneous magnetic
field ~B = B0~ez and a weak magnetic bottle ∆~B:
∆~B = B2[(z2− (x2+ y2)/2)~ez− z(x~ex+ y~ey)] (2.22)
which is the lowest order imperfection.
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Relativistic effects: Due to the fact that the relativistic mass increases with the velocity
v of a particle, the cyclotron and axial frequencies shift to lower values compared to the




where c is the speed of light.
Resulting frequency shifts for ω+ and ωc = ω++ω−: The eigenfrequencies of the
ion motions in an ideal trap are independent on the motional amplitudes. However, the
electric and magnetic field imperfections as well as the relativistic effect cause systematic
frequency shifts, which depend on the motional amplitude. We consider here only the first



















































































Both frequency shifts depend quadratically on the radii R+,R− and the axial amplitude
Rz. It should be noted that for the cyclotron frequency shift ∆ωc the term with R+ is
independent on magnetic field imperfections.
Coulomb effects: The Coulomb force leads to a repulsion of the stored ions in the Pen-
ning trap. The consequences of this repulsive force are a line broadening of the resonance
and a frequency shift. When regarding only two ion species the resolving power of the
mass spectrometer determines if the resonance is resolved or not. The two ion species
have the sideband frequencies (ω++ω−)1 and (ω++ω−)1, respectively. When the two
resonance can be resolved, two peaks are measured, where the centres of the resonances
are shifted to lower values. In the other case, one resonance is observed which occurs at
the center-of-mass frequency. When only one ion specie with a high abundance is trapped,
the a line broadening of the resonance is observed, which is due to the space charges [24].
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Image charge shifts: The interaction of the coherent moving ion cloud with its image
charges induced on the electrodes causes a frequency shift. The image charge frequency


























where N is the number of stored particles, R+ is the modified cyclotron radius, Rz is the
axial amplitude, and ε0 is the vacuum permittivity. Im is the modified Bessel function of
order m.
Misalignment and distortion of fields: Another systematic frequency shift occurs due
to the misalignment of the trap electrodes to each other and also with respect to the mag-
netic field axis. The equipotential lines of the quadrupolar potential are not circles any-
more but modified by an ellipticity parameter ε . Additionally the magnetic field can be
tilted with respect to the z-axis by an angle θ . The resulting frequency shift at the side-










Equation (2.27) is an amplitude independent frequency shift. One should notice that mis-
alignment and distortion of fields cause no frequency shift on the modified cyclotron
frequency ω+ [8].
2.2 Ion manipulation methods
For a frequency measurement of a stored particle in a Penning trap, the eigenmotions have
to be controlled and manipulated. The motional amplitudes are manipulated or excited by
the application of an rf electric field on the ring electrode. The interaction of a dipolar
or quadrupolar electric field with the ion is described in this section. A dipolar excitation
field at the frequency ωi manipulates the eigenmode i while a quadrupolar excitation field
at (ωi +ωk) leads to a coupling of the modes i and k. For a centering of the ion in the
Penning trap the motional modes are usually cooled by collisions with the buffer gas. The
buffer gas cooling technique will be described in this section, as well.
It should be mentioned that also other excitation types like a parametric excitation [27, 28]
or an octupolar excitation field can be used to manipulate the eigenmotions [29].
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The interaction of the particle with an external excitation electric field is described by a
force, ~F(t) = q~Eexc(t), which is added to the equation of motion in (2.1) of a particle in a
Penning trap.
2.2.1 Azimuthal dipolar excitation method
The dipolar excitation field is described as a linear oscillating homogeneous field which
changes the ions eigenmotion depending on the drive frequency ωexc, the excitation am-
plitude Uexc and the initial phase φexc. This phase is given by the difference of the phase
of the ion with respect to the excitation field. The linear polarized excitation field in the










where a0 is a geometry parameter of the trap. Figure 2.3 (a) shows the excitation geom-
etry using four out of eight segments of a cylindrical ring electrode to create a dipolar
excitation field. An excitation signal −Uexc(t) is applied to the excitation segments Sexc,1
and Sexc,2 while a signal with phase shift of pi is applied to the opposite segments Sexc,3
and Sexc,4. For a resonant excitation at ωexc = ω±, the cyclotron and magnetron radii, R+











which are in first order proportional to the product of the excitation time τ1 and the exci-
tation amplitude Uexc. In second order the radii are modulated by small oscillations due
to the linear polarized excitation field. The initial phase difference, ∆φ = φexc−φion, has
to be taken into account if the initial radii are non-zero. First the cyclotron radius R+ is
regarded. For ∆φ = 0, the R+ is directly increased linear in time. If the phase difference
is 0 < ∆φ ≤ pi/2, the cyclotron radius is slowly increased in the beginning and then con-
tinues linear. For pi/2 < ∆φ ≤ pi the radius R+ is first decreasing in the beginning and
then increasing linear. For the case ∆φ = pi the radius R+ is first decreasing to zero at
the beginning and then increasing linear with the time. When taking the magnetron radius
R−, exactly the opposite behaviour is observed.
It should be noted that the magnetron and cyclotron radii increase both with the same rate.
The excitation can be equivalently described by the electric excitation field perpendicular
to the magnetic field which lead to a radial drift of the ion with the velocity~v= ~E×~B/|B|2.
The ion will drift out of the trap center leading to an increase of the radii R±.
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For the experiments performed at the setup presented here a dipolar excitation pulse








1, for |t| ≤ τ1/2,
0, otherwise
. (2.30)
The excitation signal in the frequency domain is described by the convolution of the






⇒F (ω) =F (Uexc)(t)∗ sin(ωexcτ1/2)
(ωexcτ1/2)
(2.31)
where the Fourier transform of the rectangular function results in a sinus cardinalis. The
application of a sinusoidal signal at ωexc with an excitation time τ1 modulates the mag-









where the modulation is described by the detuning ωexc−ω±. In the frequency domain a
symmetric distribution of frequencies around ωexc is observed if the excitation duration is
fixed.
The line shape described in Eq. (2.32) is used to determine the eigenfrequency by a fit
to the data.
The full-width at half-maximum (FWHM) of the line shape in Eq. (2.32), defined as




This equation is known as the Fourier limit. In some cases the square of the line shape in
Eq. (2.32) is measured. The FWHM of the central peak is then given by ∆ν ≈ 0.9τ1 . The
Fourier limit states that the excitation time τ1 limits naturally the line-width of the central
peak.
2.2.2 Azimuthal quadrupolar excitation method
For mass determinations of short-lived nuclei, the quadrupolar method is one of the most
powerful techniques used in Penning-trap mass spectrometry. For an azimuthal excitation
field, an interconversion between the magnetron and the cyclotron motion is achieved at
the sideband frequency ωc = ω++ω−.
The interconversion of the radial modes of an ion occurs due to its interaction with a






















Figure 2.3: Side view of the eight-segmented ring electrode where alternately an excita-
tion Sexc,i and a detection electrode Si are used. The geometries for creating a dipolar (a)
or quadrupolar (b) field when applying an rf excitation signal ±Uexc(t) are shown.
quadrupolar rf-potential. This potential is a solution of the Laplace equation in a source




cos(φ(t))(x2− y2) = Uexc
a20
cos(φ(t))r2 cos(2ϕ), (2.34)
where φ(t)=ωexct+χexc is the phase of the external field and Uexc is the excitation ampli-
tude. Such a field is created by applying an rf excitation signal on the excitation segments
as shown in Fig. 2.3 (b). This field has a 2ϕ-symmetry. The spatial part of Eq. (2.34) is
transformed into polar coordinates using the classical amplitudes of the eigenmodes given
in Eq. (2.13) u = x+ iy as follows
r2 cos(2ϕ) = Re(u2) = Re(A2+e
−i2ω+t +A2−e
−i2ω−t +2A+A−e−iωct). (2.35)
The last term has to be inserted in Eq. (2.34). Then the equation contains very fast oscillat-
ing contributions which approximately average out to zero. The rotating wave approxima-
tion leads to three important situations, namely ωexc ≈ 2ω+, ωexc ≈ 2ω− and ωexc ≈ ωc.
A resonant quadrupolar excitation field at one of these frequencies will influence the mo-
tional modes of the ion.
The interpretation of the interconversion of the radial modes due to a quadrupolar
field is done in the quantum mechanical framework. Here we regard the interconversion
of the modes at the sideband frequency ωexc ≈ ωc as described in [17, 32]. The effective
Hamiltonian for the interconversion of the modes of one stored ion will be derived in the
following.
First a coherent state |α±〉 is defined. This is a quantum mechanical state of the harmonic
oscillator whose dynamics follow the classical harmonic oscillator. The Gaussian wave
packet solution of the harmonic oscillator follows the classical trajectory without spread-
ing. These states are the best approximation to the classical mechanics and have a minimal
2.2 Ion manipulation methods 17








where |0〉 is the oscillator ground state and aˆ†+(0) and aˆ†−(0) are the creation operators for
the oscillator quanta of the cyclotron and magnetron modes, respectively. In general, the
coherent state is a normalized eigenstate of the harmonic oscillator annihilation operator
aˆ± with a complex eigenvalue α±, i.e. aˆ±|α±〉 = α±|α±〉. The complex numbers α± =
α±(0) in Eq. (2.36) define the initial position and velocity of the ion at t = 0 time. Thus
the coherent state in Eq. (2.36) defines the classical description of the ion motion in a
trap. The time dependence of the complex oscillator amplitude is calculated from the
expectation values of the annihilation operator aˆ+(t) and aˆ−(t)
α±(t) = 〈α±|aˆ±(t)|α±〉 (2.37)
with respect to the quasi-classical coherent state |α±〉. The expectation values α±(t) de-
fined in Eq. (2.37) are interpreted as the classical oscillator amplitudes u = x+ iy, defined
in Eq. (2.13). The Cartesian coordinates are related to the expectation values as follows
x+ iy = A(α++α∗−) (2.38)
where A is a normalization constant given by A =
√
2h¯/(mω1), where h¯ is the Planck’s
constant and the asterisk denotes the complex conjugate. The spatial part of the quadrupo-
lar potential in Eq. (2.34) can be expanded:
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Inserting the decomposition given in Eq. (2.39) into the quadrupolar potential given in





















where g is the coupling parameter given by g= qUexc
2mω1ρ20
. The coupling parameter g depends
on the geometry of the trap and is proportional to the amplitude Uexc of the quadrupolar
electric field.
An interpretation of Eq. (2.40) in the quantum mechanical context is possible if we con-
sider Eq. (2.40) as an operator equation (when α± and α∗± are replaced by the annihilation
operators aˆ± and creation operators aˆ∗±, respectively). The first term α∗2+ in the first part of
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Eq. (2.40) represents the creation of two modified cyclotron quanta and is interpreted as an
absorption of one photon with the energy h¯ωexc ≈ 2h¯ω+ from the quadrupolar field. The
second term α2− describes transitions in which one photon of the energy h¯ωexc ≈ 2h¯ω−
is absorbed from the quadrupolar field and two excitation quanta of the magnetron mode
are annihilated. Both terms do not affect the other mode. The last term describes the con-
version of a magnetron quantum into a cyclotron quantum by simultaneous absorption of
a photon with the energy h¯ωexc ≈ h¯ωc. This leads to an annihilation of a quantum h¯ω−
of the magnetron mode and a creation of a quantum h¯ω+ of the cyclotron mode. The last
three terms describe the inverse transitions.
For this work the interconversion of modes at the resonance frequency ωexc≈ωc is highly
important. The effective Hamiltonian for the interaction of an ion with the quadrupolar






























The classical interaction of the ion with the quadrupolar field is calculated by inserting
Eq. (2.44) and its complex conjugate into Eq. (2.41). We obtain a velocity-dependent
classical interaction that would be difficult to motivate by classical arguments, but which
appears very natural from the quantum mechanical point of view. It should be pointed out
that the treatment of the interconversion of motional modes is purely classical except for
the motivation of the effective interaction.















which is the sum of the radial Hamiltonian and the effective interaction Hamiltonian given
in Eq. (2.41). The Heisenberg’s equation of motion for classical amplitudes of magnetron
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α−(t) and cyclotron α+(t) amplitudes can be calculated as
α˙+(t) = −iω+α+(t)− ige−i(ωexct+χexc)α−(t) (2.46)
α˙−(t) = +iω−α−(t)− ige+i(ωexct+χexc)α+(t) (2.47)












































where δ =ωexc−ωc is the detuning of the quadrupolar field with respect to the resonance




ωR is known as the Rabi frequency, which is associated with the interconversion of modes
due to the coupling of the quadrupolar field with the ion. Thus for a stronger coupling pa-
rameter g a larger frequency of interconversion is observed. The instantaneous cyclotron










The cyclotron radius R+ and the magnetron radius R− are the observables accessible in





































where ∆= χ++χ−−χexc is the phase difference between the radial ion motions and the
excitation field, and where R±(0) are the initial cyclotron and magnetron radii, respec-
tively. The phase ∆ has no influence on the interconversion of modes if either the initial
magnetron or the initial cyclotron radii is zero.
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Figure 2.4: Excitation schemes of the one-pulse quadrupolar rf field with an excitation
time τ1 (a) and two-pulse (Ramsey) quadrupolar rf field (b). Note that the coupling
strength g is proportional to the excitation amplitude Uexc. The Ramsey scheme uses two
identical pulses with a duration τ1 which are separated by a waiting time τ0. The total
time is τtot = 2τ1+ τ0.
The expectation values for the number of quanta in the cyclotron and magnetron oscil-
lators are defined as 〈N±(t)〉. The total number of quanta 〈Ntot〉 in the system is conserved
during the interaction with the quadrupolar field and given by







This means that the total number of quanta is at any time equal to the sum of the quanta in
the magnetron and cyclotron modes. Let’s assume that the ion motion at time zero, t = 0,
is a pure magnetron motion. Then from Eq. (2.53) follows that the sum of the squares of
the cyclotron and magnetron radii is equal to the square of the initial magnetron radius,
i.e. R2+(t)+R
2−(t) = R2−(0).
For a mass determination, the conversion from a pure magnetron motion into a pure cy-
clotron motion is performed, i.e., the initial conditions are R+(0) = 0 and R−(0) 6= 0.
Then the fraction n+(t) = R2+(t)/R
2−(0) varies between 0 and 1. This definition is used to
calculate the profile functions for the one- and two-pulse (Ramsey) excitation schemes.
Both excitation schemes are illustrated in Fig. 2.4.
The one-pulse excitation scheme: Figure 2.4 (a) shows a one-pulse excitation scheme
with a duration time τ1 and an amplitude g. We assume that the initial state of the ion is
a pure magnetron motion at t = 0. Then the interaction of the ion with a quadrupolar rf
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Figure 2.5: The one- and two-pulse profile function as a function of the detuning normal-
ized to the coupling parameter δ/(2g). (a) One-pulse profile function for τ1 = 1τc (black
curve) and τ1 = 3τc (blue curve). (b) Two-pulse profile function for τ1 = 0.5τc with a
waiting time of τ0 = τc (black curve) and τ0 = 2τ1 (blue curve).












Figure 2.5 (a) shows the one-pulse profile function as a function of δ/(2g) for a pulse
duration of τ1 = 1τc and τ1 = 3τc. The conversion time τc is defined as a full conversion
from an initial magnetron state into the cyclotron state or vice versa for an excitation at the
resonance frequency (ωexc = ωc). The conversion time is then τc = pi/(2g). A conversion
back to the initial state is reached after the Rabi period τR = 2τc = pi/g.
Experimentally the conversion profile is obtained by measuring the cyclotron radius
R+ as a function of the detuning δ/2pi . The FT-ICR method gives directly access to R+,
which is determined from the Fourier amplitude at the eigenfrequency ω+ as described in
Section 2.3.3.
The mass resolving powerR obtained with the application of a one-pulse quadrupolar








where ∆ωc is the FWHM of the profile function. The last approximation is the so-called
Fourier limit. Thus a shorter excitation time will result in a broader frequency range.
Therefore, if short-lived nuclides are measured, the half-life of the nuclides limits the
resolving power.
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The two-pulse excitation scheme: The two-pulse excitation scheme was invented by
Norman F. Ramsey [18, 19] and is nowadays a standard technique applied in Penning-
trap mass spectrometry because the sideband frequency (ν++ ν−) is determined with a
higher precision compared to the conventional one-pulse excitation scheme [35, 36]. As
shown in Fig. 2.4 (b), the excitation scheme consists of two phase coherent excitation
pulses, i.e. two excitation pulses with same duration τ1 and same amplitude g, which are
separated by a waiting time τ0. It should be noted that a fixed phase relation between the
two pulses is needed. The Heisenberg’s equations of motion of the cyclotron amplitude
(2.46) and the magnetron amplitude (2.47) have to be solved for the three time intervals.
The profile function of the two-pulse quadrupolar excitation scheme for the conversion of


































where the total time is τtot = 2τ1 + τ0. Figure 2.6 (a) to (d) show the evolution of the
classical ion trajectory for a two-pulse excitation done at resonant excitation at ωc with
a duration of τ1 = τc/2 and a waiting time τ0. A conversion of a pure magnetron motion
into a pure cyclotron motion is observed. After the first excitation pulse the magnetron
and cyclotron radii are equal and evolve afterwards for the waiting time. After the second
excitation pulse the ion motion is converted into a pure cyclotron motion, which has the
same radius as the initial magnetron motion.
Figure 2.5 (b) shows the two-pulse profile function as a function of δ/(2g) for an
excitation time τ1 = 0.5τc and two waiting times, τ0 = τc and τ0 = 2τ1, respectively.
The bracket term in Eq. (2.56) modulates the function with respect to the detuning δ . As
seen from Fig. 2.5 (b) more sidebands around the center frequency occur for a longer
total excitation time τtot. The FWHM of the conversion profile is decreased by a factor
of 1.6, when increasing the total time from 1τc to 3τc. More explanations will be given
in Section 5.2 where experimental data are compared with the profile given in function
Eq. (2.56).
2.2.3 Buffer gas cooling of the ion motion
After the injection of the ions in the Penning trap, the kinetic energy is often too large.
In order to reduce the ion energy G. Savard et al. [37] invented a relatively fast cooling
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Figure 2.6: Ion trajectory for a two-pulse Ramsey excitation scheme at the resonance fre-
quency (ωexc = ωc). In this scheme arbitrary units (a.u.) are used. The excitation time for
each pulse is τ1 = τc/2 and the initial mode is a pure magnetron motion with R−(0) = 1.
(a) During the first excitation pulse, the magnetron radius is reduced while the cyclotron
radius increases. After a duration of a half conversion time the magnetron and cyclotron
radii are equal, i.e. R−(τ1/2) = R−(0)/
√
2. (b) During the waiting time τ0 the ion motion
follows the trajectory which is a superposition of magnetron and cyclotron motions. (c)
During the second excitation pulse of time length τ1 = τc/2 the magnetron motion is com-
pletely converted into the cyclotron motion. (d) After the second pulse the ion performs a
pure cyclotron motion with cyclotron radius R+(τ1) = R−(0), thus a full conversion from
the magnetron into the cyclotron motion is observed.
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technique. This method is commonly used in Penning-trap mass spectrometry for short-
lived nuclides and has an advantage that it can be applied to a wide mass range.
The axial and cyclotron energy are reduced or cooled when the stored ions make
collisions with a present buffer gas. The cooling can be described by a damping force ~Fd
which is proportional to the momentum of the ions with mass m and velocity v
~Fd =−δm~v, (2.57)









Here Mion is the reduced ion mobility at a pressure p and temperature T referenced to
the normal pressure pN = 1,01325bar and temperature TN = 273,15K. The motional
radii depend exponentially on the damping coefficient, R±(t) = R±(t0)e∓α±t , with α± =
∓δω±/(ω+−ω−). The cyclotron radius decreases with time, while the magnetron radius
simultaneously increases. This is due to the fact that the magnetron motion is unstable (see
Section 2.1.1). Notice that due to the hierarchy ω+ > ω−, the cyclotron motion decreases
much faster than the magnetron radius increases.
A reduction of the magnetron radius can be achieved when the magnetron motion is con-
verted into the cyclotron motion by applying a quadrupolar excitation field at ωexc = ωc.
When using simultaneously buffer gas, the cyclotron radius decreases with time which
leads to a centering of the ions. The parameters like buffer gas pressure, excitation am-
plitude and time have to be chosen such that the ions of interest will be centered. When
more than one ion specie are simultaneously trapped, this cooling process leads to a mass
selection since the cyclotron frequency depends on the ion mass.
2.3 Ion detection techniques
For the determination of the cyclotron frequency ωc by using a one- or a two-pulse
quadrupolar excitation field, the cyclotron radius has to be measured as a function of
the detuning δ (see Eq. (2.54) and Eq. (2.56)). In Penning-trap mass spectrometry (MS)
two detection methods can be used for measuring the conversion profiles.
First, a destructive time-of-flight (TOF) detection method is described, where the ion is
lost after detection. The flight-time of the particle from the trap to the detector is measured
as a function of the detuning. This method is applied in high-precision mass measurements
on short-lived nuclides.
Secondly, the non-destructive FT-ICR detection method allows to measure the image
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charges induced by the trapped ions on the detection surface. A Fourier transformation
of the induced current leads to the determination of the eigenfrequencies of the ions. This
technique was developed in chemistry, nowadays well-known as broad-band FT-ICR MS
[14] where a mass resolving power of 106 with a precision of 1ppm is sufficient for mass
identification [13, 38]. For high-precision measurements of stable nuclides, a narrow-band
detection circuit is used which is sensitive to one stored ion. Such mass spectrometers are
used to measure the g-factor of atomic systems [39], or for applications like metrology,
fundamental physics and weighing chemical bonds [40, 41].
2.3.1 Destructive time-of-flight detection
The interconversion between the magnetron and the cyclotron modes due to the applica-
tion of a quadrupolar excitation field leads to a change of the radial energy Erad depending
on the detuning. The cyclotron and magnetron motions of a trapped ion in a magnetic field
B have a magnetic moment ~µ = −Erad/B~ez in the z-direction which depends mainly on
the kinetic energy of the cyclotron mode, i.e. Erad ≈ mR2+ω2+/2 (see Eq. (2.19)). For the
detection, the ion is ejected from the center of the Penning trap to the detector, which
is placed outside the strong magnetic field, as seen in Fig. 2.7 (a). The coupling of the
gradient of the magnetic field to the adiabatic invariant magnetic moment ~µ = µz~ez leads
to an axial force





This force is directed towards the detector and is proportional to the radial energy. The
ion’s time-of-flight T from the trap center at position z = 0 to the detector at zdet depends
on the detuning δ






2[E0−qV (z)−µ(δ )(B(z)−B(0))] , (2.60)
where E0 is the initial kinetic energy of the ion at the position z = 0, and V (z) the po-
tential and B(z) the magnetic field along the ion path from the trap center to the detector,
respectively. Notice that E0 is independent of the detuning, since it has contributions of
the initial axial energy, from the electric and magnetic fields. Figure 2.7 (b) shows a TOF
resonance curve for a one-pulse quadrupolar excitation field as a function of the detun-
ing. For a quadrupolar excitation at ωc with a pulse duration equal to the conversion time
the magnetic moment has a maximum value because the ion performs a pure cyclotron
motion. Thus, the ion energy E0 is maximized, which leads to the shortest TOF com-
pared to any mixed motion. For an off-resonant excitation the motion is a superposition
of magnetron and cyclotron motions, thus the TOF is longer than at the resonance case.
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Figure 2.7: (a) Schematic view of the time-of-flight detection technique. The Penning
trap is placed in a strong magnetic field while the detector is placed outside the magnetic
field. The time-of-flight of the ions from the trap to the detector depends on the initial
azimuthal energy of the ions. (b) A typical time-of-flight resonance as a function of the
detuning ν−νc is shown. For further details see text. Plot taken from [42].
The statistical uncertainty of a TOF measurement is inversely proportional to the mass










Notice that the mass resolving power R, defined in Eq. (2.55), is limited by the half-life
of the nuclides.
2.3.2 Non-destructive ion image charge detection
The broad-band FT-ICR detection method is a non-destructive method which was in-
troduced by Comisarow and Marshall in 1974 [14]. The moving particles induce image
charges on the surface of the detection electrodes of the trap. These electric charges can
be derived in form of a Fourier series for each detection segment. The Fourier compo-
nents at the frequencies m+ν++m−ν−, where m+ and m− are integers, are calculated as
a function of the motional radii R+ and R−. At the FT-ICR setup presented in this thesis
the FT-ICR detection method is used. In order to interpret the observed FT-ICR signals a
brief introduction for calculating these Fourier amplitudes will be presented.
Due to Gauss’s Law, a particle with a charge q at a position ~x0 inside a volume will in-
duce a charge −q on the surface. However, in an open-endcap Penning trap the detection
electrodes have a finite length and a finite opening angle. The induced charges are non-
uniformly distributed over the surface S of the electrodes and depend on the ions position.
The potential on the surface of a detection electrode is given by the Green’s function sat-
isfying the Dirichlet boundary value problem GD(~x,~x′) = 0 for ~x,~x′ ∈ S. The potential
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inside the trap volume created by a charge q located at~x0 is given by [44]
Φ(~x,~x0) = qGD(~x,~x0), (2.62)
where the Green’s function GD is known. The surface charge density σ induced by an ion

















Only the electric field perpendicular to the detection electrode will give a contribution to
the charge density. As shown in Fig. 2.3, four electrodes of the eight-fold segmented ring
electrode are used for detection. The total charge Qi(~x0) induced on the surface Si of one






where the surface element is defined as dA = adϕdz.
The cylindrical geometry will be implemented by using a model of a cylinder with radius
a0 and length L. A rotational symmetry with respect to the z-axis is assumed. An analytical
solution of the Green’s function with Dirichlet boundary values for this cylinder in polar
coordinates can be found in Ref. [45]. The Green’s function is inserted in Eq. (2.63) and
the surface charge density is calculated with Eq. (2.64). We assume that a point charge q
located at the position~x0 = (r0,ϕ0,ξ0) induces a surface charge on the detection element
Si. An angular and an axial integration over the surface element Si result in the total image































where Im are the modified Bessel functions, zr is the length of the detection surface and the
function φi,m(ϕ0) is the angular integration of the i-th detection segment. This integration
depends on the opening angle of the electrode.
2.3.3 Fourier amplitudes for FT-ICR ion detection
The trapped ions induce image charges Qi(~x0) on the detection electrodes which is exper-
imentally first recorded as a function of time. Then a Fourier transformation gives infor-
mation about the periodic ion motion at certain frequencies. The image charges described
28 2 Penning trap theory
in Eq. (2.65) are not yet time dependent. The next step is to replace the ion position ~x0
by the time dependent classical amplitude u(t) defined in Eq. (2.13). Thus the time de-
pendent induced charge Qi(t) on the detection segment Si is written in form of a Fourier









where χm+,m−,i = (m++m−)(i−1)pi/2, and m+ and m− are integers, and mz is a positive
or negative even integers. The Fourier coefficients W (i)m+,m−,mz(R+,R−,Rz) at the frequency
m+ω++m−ω−+mzωz depend on the magnetron radius R−, the cyclotron radius R+ and
the axial amplitude Rz. The Fourier coefficients of the image charges given in Eq. (2.66)


















where m=m++m−, the Kronecker symbol δ0,l and the geometry coefficients Am,k,l(Rz),
which depend on the axial amplitude Rz. The functions P
m+,m−
m,k (R+,R−) are polynomials
of degree m+2k depending on R+ and R−, with m = m++m− ≥ 0.
The dimensionless geometry coefficients Am,k,0 are calculated for m,k = 0,1,2 of the
Penning trap used within this thesis. These values are listed in Table 2.2 and the trap
parameter are taken from [47]. The coefficients decrease roughly by a factor of 10 with
increasing index k. When changing the index m only small changes occur. The coefficients
ci,m are derived by the angular integration, thus they include the opening angle α of the
electrodes and they are given for m = 0 by c1,0 = c2,0 = c3,0 = c4,0 = α . For m > 0 they
are given by c1,m = c2,m = c3,m = c4,m = 4/msin(mα).
For the FT-ICR detection, the most important Fourier amplitudes W (i)m+,m−,0(R+,R−,0)
at frequencies m+ω++m−ω− are now presented, i.e. the Fourier amplitudes at different
indexes m+ and m− are given. We assume that the ion has only a radial motion and no
axial oscillation, i.e. Rz = 0. The index mz is set to zero for the following calculations.
Fourier amplitude at the frequency ω+: (m = m+ = 1,m− = 0) In FT-ICR MS the
mass determination of unknown ions is done by detecting the Fourier amplitude at the
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Am,k,0 k = 0 k = 1 k = 2
m = 0 0.12994 0.04114 0.00140
m = 1 0.14182 0.02473 −0.00432
m = 2 0.15011 0.01545 −0.00531
Table 2.2: Dimensionless geometry coefficients Am,k,0 of the KATRIN Penning trap with
parameters ρ0 = 35.5mm, L = 236mm and zr = 56mm for Rz = 0.
(2.68)
which is in first order proportional to the cyclotron radius R+. Thus, measurement of
the Fourier component results in a direct measurement of the resonance shape for the
cyclotron radius of a dipolar excitation pulse, as described in Eq. (2.32). Also, the one-
and two-pulse profile functions for the quadrupolar excitation can directly be measured.
Fourier amplitude at the frequencyω−: (m=m−= 1,m+= 0) The Fourier amplitude























which is in first order proportional to the magnetron radius R−. The determination of
the magnetron frequency is in most of the experiments not directly possible because the
noise level of the amplifier at these low frequencies is larger than the FT-ICR signal in the
frequency spectrum itself. Notice that the detection of the magnetron motion leads to an
energy dissipation from which an increase of the magnetron radius results.
Fourier amplitude at the frequency ω++ω−: (m = 2,m+ = m− = 1) The Fourier
amplitude at the magnetron sideband of the modified cyclotron frequency ω++ω− = ωc
is of high importance for FT-ICR MS, since it is directly linked to the mass of the stored
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. (2.70)
The Fourier amplitude is proportional to the product of the magnetron and cyclotron radii.
It should be noticed that the first order scales with a−20 .
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Fourier amplitude at the frequency ω+−ω−: (m = 0,m+ = 1,m− =−1) The lower
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. (2.71)
The Fourier amplitude appears only when a magnetron and a cyclotron motion are present,
similar to the Fourier amplitude at ωc.
Fourier amplitude at the frequency 2ω+: (m = m+ = 2,m− = 0) The second har-
monic of the modified cyclotron frequency 2ω+ is in first order proportional to the square
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. (2.72)
Detection schemes: The calculation of the induced charges was performed for one de-
tection segment Si. The induced charges from each detection segment can be detected
simultaneously. As shown in Fig. 2.3 the Penning trap has an eight-fold segmented ring
electrode where four segments are used for detection. For reaching higher Fourier ampli-
tudes two different detection schemes can be applied by using the image charges Qi on
each electrode: (i) The differential signal, Qd(t) = (Q1 +Q2)− (Q3 +Q4) (dipolar de-
tection) and (ii) the sum signal Qq(t) = (Q1 +Q3)− (Q2 +Q4) (quadrupolar detection)
are used as a detection scheme. The appearance of a Fourier amplitude for both detection
schemes depends on the integer m = m++m− [44].
For dipolar detection, the Fourier amplitudes occur for odd integers of m, i.e., signals
at the modified cyclotron and magnetron frequencies ω± with m= 1, signals at the higher
harmonics of the modified cyclotron and magnetron frequencies 3ω±, ... with m = 3 and
signals at magnetron sidebands of the modified cyclotron frequency ω+±2ω− with m= 3
are observed. With the dipolar detection mostly the Fourier amplitude at ω+ is measured.
The image charges induced on the four detection electrodes are derived from Eq. (2.66)













The Fourier coefficient at ω+ is proportional to the cyclotron radius R+.
For the quadrupolar detection, the Fourier amplitudes occur if m is an even integer, i.e.,
signals at the harmonics 2ω± with m= 2, 4ω± with m= 4 and at the magnetron sidebands
of the modified cyclotron frequency ω++ω− with m = 2 and ω+−ω− with m = 0 can
be observed. In the quadrupolar detection the Fourier amplitude at the sideband frequency
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ωc = ω++ω− is important due to the direct charge-to-mass relation. The image charge




A2,0ci,2 ·8 · cos [ϕ+(t)+ϕ−(t)] . (2.74)
The observed Fourier amplitudes for both detection schemes are higher compared to the
single segment detection. It should be mentioned that both detection methods are sensitive
to a superposition of the cyclotron and the magnetron motions which leads to magnetron
sidebands of the modified cyclotron frequency, as seen before.
2.3.4 Signal-to-noise ratio of a broad-band FT-ICR detection circuit
After exciting the ion motion, the charges induced by the ions on the detection electrodes
are picked-up by a broad-band amplifier system consisting of two amplifiers. The ampli-
fiers themselves have both of them a low-noise behaviour which increases the SNR. In
this section en is the voltage noise density and in is the current noise density, i.e. the noise
density is given per frequency interval.
Figure 2.8 shows the equivalent circuit of a broad-band detection system with two low-
noise amplifiers. The noise sources of the first amplifier are characterized by the voltage
noise density en and the current noise density in. The input resistance of the amplifier is
Ri and its gain is defined by A1. The input capacity of the amplifier and the capacity of
the cables are added to the detector capacitance Cd.
The input current noise in flows through the input impedance Z = (1/Ri+ iωCd)−1, which
yields a noise voltage inZ. The thermal (Johnson) noise of the input resistance is due to
the thermal velocity fluctuations of the charge carriers in the resistor at a temperature T .
The spectral noise N1 of the first amplifier is equal to the sum of the three noise sources




where kB is the Boltzmann constant. The second amplifier has a noise source N2 and a
gain A2. The total noise density at the output of the circuit shown in Fig. 2.8 is given by
N2 = (N1A1A2)2+(N2A2)2. (2.76)
The ion signal is modelled as a current source at the input of the pre-amplifier. The ion
image current is(t) is calculated from the image charges dQi(t)/dt (see Eq. (2.66)). In the
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Figure 2.8: The equivalent circuit of the pre- and post-amplifiers used for the broad-band
FT-ICR detection. The ion current is described as a current source is(t). The detector
electrode has a capacitance Cd, which includes the input capacitance of the pre-amplifier.
The pre-amplifier is characterized by the gain A1, the input resistance Ri, the voltage noise
en and the current source in. The post-amplifier has a noise source N2 and a gain A2.
which is proportional to the modified cyclotron frequency and is described in M. Comis-
arow et al. in [49]. The ion image current of an ion moving with only cyclotron motion is
a few orders of magnitude higher than for an ion with only magnetron motion. The root
mean square value of the ion current is(t) for Nion coherently-moving ions in a Penning






The ion image current is typically in the fA range. It flows through the impedance Z, built
by the input resistance of the pre-amplifier in parallel to the detector capacitance. The
resulting FT-ICR signal voltage S is amplified by the gain of the two low-noise amplifiers,
i.e. S = is(rms)|Z|A1A2. The SNR after the pre- and post-amplifier detection system is








If we assume that the input resistance is large compared to the impedance of the detector


















The noise sources of the second amplifier can be neglected if the amplified noise of the
first amplifier is much larger than the noise of the second amplifier, i.e. A1N1  N2. In
this case the SNR is independent on the gain A1 and depends only on the noise of the
pre-amplifier.
Chapter 3
A broad-band FT-ICR setup in
Heidelberg
A broad-band FT-ICR setup has been built up at the Max Planck Institute for Nuclear
Physics (MPIK) in Heidelberg. In this chapter the different components of the setup are
discussed. The Penning trap was designed for the KArlsruhe TRItium Neutrino (KATRIN)
experiment. Therefore the requirements concerning this project are discussed which in-
cludes the characterization of the trapping potential of the Penning trap. Also the stability
of the high-voltage source was investigated concerning the fluctuations and temperature
drifts. The magnetic field created by the superconducting magnet are analysed in detail.
Here the field maps of the homogeneous region are presented.
3.1 Requirements for the KATRIN project
The Penning trap and the detection electronics have been designed the for identification of
different ion species in the beam flux coming from the windowless gaseous tritium source
(WGTS) of the KATRIN experiment. This project aims to measure the absolute mass of
the electron antineutrino with a sensitivity better than 0.2eV (90%C.L.) by measuring the
beta-decay kinematics at the endpoint of the beta-spectrum of tritium [16]. The ion flux
from the tritium source towards the detector consists of tritium 3H+, also denoted T+,
tritium clusters T+3,5 as well as low abundant He
+ ions [50, 51]. The aim of the Penning
trap in KATRIN is to identify these ion species and to measure their abundance in the ion
flux. As seen in Fig. 3.1, the two Penning traps will be installed in the beam tube of the
differential pumping section (DPS), one at the entrance and one at the exit of the DPS.
The magnetic field is 5.6T [47]. The DPS is the section behind the tritium source. This
way the pumping efficiency of the DPS section can be on-line monitored. It is important
33




Figure 3.1: The windowless tritium source (WGTS) emits additionally to the β -electrons
also molecular tritium. The tritium flow in direction of the spectrometer is reduced by
the differential pumping section (DPS) and the cryogenic pumping section (CPS) [51].
The two Penning traps will be located in the DPS section with a magnetic field strength
B0 = 5.6T.
to mention that the beam flux, which transports the beta electrons to the detector, should
not be reduced and influenced by the Penning traps. The best choice is then to use a
cylindrical open-endcap Penning trap which does not strongly restrict the electron flow
to the main spectrometer. In this case, the trap radius ρ0 has to be chosen as close to the
beam tube radius as technically possible.
For a simultaneous ion detection in a mass-to-charge m/q range from 3 to 15u/e,
which effectively covers all expected ion species, a broad-band amplifier had been de-
veloped by Stahl Electronics1. Since the temperature of the beam tube of the DPS was
originally planned to be at 70K the amplifier should work in this environment. For this
purpose only GaAs field effect transistors with a low input noise density and a high DC-
input resistance are suitable. The cryogenic amplifier should have a low voltage noise
density which increases the signal-to-noise ratio and thus low-abundant ion species are
detectable.
An important requirement concerns the magnetic field and its inhomogeneity. The
mass resolving powerR =m/∆m=ωc/∆ωc is directly proportional to the magnetic field
B0 [13]. A minimum mass resolving power m/∆m of 2 · 105 is needed to resolve tritium
and helium ions. For a magnetic field of 5.6T the frequency resolution ∆ωc is 130Hz.
Thus, to resolve these two ions a detection time longer than 10ms is needed.
The magnetic field sets the maximum limit for the density of particles which can be
stored in a magnetic field, which is known as the Brillouin limit [52] (see Section 5.3.1).
For example, the Brillouin limit for a magnetic field of 5.6T results in a maximum ion
density of 2.8×107 ions/mm3 for tritium ions.
The magnetic bottle term of the magnetic field causes amplitude-dependent frequency
shifts, as discussed in Section 2.1.2. This leads to a broadening of the observed FT-ICR
signals for the ions in the frequency spectra. In order to resolve the tritium and helium
1Stahl-Electronics, Hauptstrasse 15, 67582 Mettenheim, Germany
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nuclide the two peaks have to be resolved. For this the magnetic bottle term B2 should be
lower than 0.036Tm−2.
The materials of the trap have to fulfill two requirements. One is that they need to
have a low magnetic susceptibility. This is the case for the copper electrodes, the alu-
minium support structure and the polyetheretherketon PEEK insulators. Otherwise, the
strong magnetic field will magnetize the materials, which therefore leads to an additional
magnetic field inhomogeneity at the trap center. The second requirement is that the ma-
terials have to fulfill the ultra-high vacuum conditions of the KATRIN experiment. The
outgassing rate of the materials for the trap, the amplifier boards and the cables have been
tested (see Ref. [47]). The materials fulfill the requirements.
In this thesis the cryogenic broad-band amplifier for the KATRIN project is charac-
terized at 70K. It should be noted that at the FT-ICR setup in Heidelberg a room temper-
ature broad-band amplifier system is used which has a slightly different design from the
KATRIN amplifier. More details and results will be explained in Section 4.4.
3.2 General overview of the FT-ICR experiment
Before describing the specific properties of the electronic devices, an overview is shown
in Fig. 3.2 [53]. The setup consists of a vacuum chamber and a superconducting magnet.
The cylindrical Penning trap with open-endcap electrodes is placed in the center of the
homogeneous region of the superconducting magnet with a magnetic field of 4.7T. The
homogeneous region is roughly 130mm away from the geometrical center of the magnet,
the side further away from the ion source, as seen in Fig. 3.2. The magnet has a horizontal
room temperature bore with a diameter of 150mm. The room where the experiment is
setup is not temperature stabilized. This causes for example voltage drifts of the voltage
sources or drifts of the magnetic field.
For testing purposes in this thesis, a thermionic ion source2 emitting 6Li+ and 7Li+ ions
is used. Typically the mean kinetic energy of the ions is in the range of 20-40eV. Behind
the ion source a movable Faraday cup is placed to measure the emitted ion current. The
ions are focused and guided towards the Penning trap by two electrostatic einzel lenses
and the magnetic field. As seen from Fig. 3.2, a Faraday cup or a micro-channel plate
(MCP) can be installed behind the Penning trap for detecting the ions. The Faraday cup
can be used to measure either the current of the continuous beam or the ion bunches
ejected from the trap. The DC current is used to determine the transmission through the
magnetic field. The MCP detector can be used to perform time-of-flight measurements of
2HeatWave Labs, Inc., 195 Aviation Way, Suite 100, Watsonville, CA 95076-2069
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Figure 3.2: Schematic view of the FT-ICR setup located at the MPIK in Heidelberg. The
lithium ions are guided from the ion source by an einzel lens system towards the Penning
trap which is placed in the homogeneous region of the magnetic field. Notice that the
homogeneous region is shifted to the side further away from the ion source. For more
details see the text.
the ejected ions. Additionally the number of ejected trapped ions can be determined by
using a charge sensitive amplifier which is connected to the Faraday cup detector.
All the components mentioned above are placed in an ultra-high vacuum (UHV)
chamber. The UHV is reached by using a turbo-molecular pump (Oerlikon MAG W
600) in combination with a fore-vacuum pump (Edwards XDS 10). A final pressure of
p ≈ 5.0×10−9 mbar can be reached after a bake-out of the setup at 120◦C for three days.
All vacuum components, i.e., beam tubes and crosses, are made of non-magnetic 316L
stainless steel. The flanges have the CF 100 or CF 160 standard and they are sealed with
copper rings. The beam tube inside the magnet bore has an inner diameter of 100mm
while the outside beam tube has a diameter of 160mm.
To adjust the Penning-trap symmetry axis with respect to the magnetic field axis, the
beam tube in the magnet bore can be tilted and shifted in the radial and axial direction,
respectively. The fine adjustment is mechanically done by adjusting the screws holding
the beam tube on both sides of the magnet. Thus the beam tube can be tilted by maximum
angle of 2.7◦ and shifted along the magnet bore by ±3cm and radially by ±2.2cm.
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3.3 The thermionic ion source
A thermionic ion source is used for the creation of the ions. The source emits positive
charged alkali ions through the thermal emission process. For the lithium ion production,
a good choice for an emitter material is the β -eucryptite (Li2O-Al2O3-2SiO2) which be-
longs to the aluminosilicate minerals. This mineral emits lithium ions when it is heated
up above 1300K. The ion emitter material consists naturally of lithium, i.e. the natural
abundance of isotopes is 6Li (7%) and 7Li (93%), respectively. The ion source is com-
mercially available from HeatWave Labs Inc.
The lithium emitter is a highly porous tungsten plug which is indirectly heated. The min-
eral powder is placed on the face of the emitter and melted into the porous tungsten. A
bifilar heater coil made of a tungsten and rhenium wire is used to heat a pot of Al2O3
mixed with H2, which finally heats the plug. The thermionic emission process leads to an
ion emission from the hot surface when the thermal energy of the ions overcome the work
function of the mineral. The emission ion current density J is described by the Richardson
law [54]
J = AT 2e−W/kBT , (3.1)
where T is the temperature of the mineral, kB the Boltzmann constant and A = 1.2×
106 Am−2K−2 is the material independent Richardson constant. If an ion has an energy
larger than the work function W of the material it escapes from the surface with a proba-
bility given by the Boltzmann factor e−W/kBT . The work function for β -eucryptite is about
3eV [55]. For low energy beams (< 100eV) the lithium ion emission is space charge lim-
ited. Then the ion current follows the Child-Langmuier equation [56], which has a three
halves power law of the used accelerating voltage J ∝ V 3/2. It should be noted that a
change of the acceleration voltage does not change the work function.
Figure 3.3 (a) shows a technical drawing and (b) shows a photograph of the assembled ion
source with the extraction optics. The ion emitter is placed in the accelerator electrode.
The created ions are focused and guided by the electrode system, which consists of an
accelerator, an extractor, a lens 1 and lens 2, exit lenses and a deflector electrode. The
electrodes are isolated by sapphire balls which also fix the distance.
Figure 3.3 (c) shows the electric connections of the heater element. A DC current IF
flows through the filament wire and heats indirectly the tungsten plug. The ion emitter
filament is floated by a voltage source which defines the initial potential energy of the
ions.
The ion current is detected with a movable Faraday cup which is placed right after the
ion source (see Fig. 3.2) and read out with a pico-ampere meter. Typically the extracted
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Figure 3.3: A detailed technical drawing (a) and a photograph (b) of the alkali ion source.
The scale is in mm. The gray dashed parts of (a) are the electrodes. (c) The current source
delivers the filament current IF which is floated by a positive voltage V . (d) The measured
lithium emission current behind the ion source is shown as a function of the filament
power. The black line is a fit of the Richardson law (see Eq. (3.1)) to the data up to a
current of 4.9A, before the current saturates.
ion current is in the nA-range. Figure 3.3 (d) shows the extracted DC lithium ion current
as a function of the filament heating power which is proportional to the emitter surface
temperature. The ion current increases exponentially with the heater power. Fitting the
data with the Richardson law yields good agreement. A saturation of the ion current den-
sity on the surface of the ion emitter for high filament powers leads to a deviation of the
measured current from the Richardson law for filament powers higher than 5W.
3.4 Ion transport
The ion transport from the ion source towards the Penning trap is achieved with elec-
trostatic lenses and the magnetic field. Typically, the ions are transported with a kinetic
energy of 20-40eV. First, the ion beam is focused and deflected by the optics mounted on
the ion source, as seen in Fig. 3.3 (a). For focusing and deflecting the ion beam towards
the superconducting magnet, two electrostatic einzel lenses are used, as seen in Fig. 3.2.
Each einzel lens consists of three hyperbolical electrodes which are azimuthally four-fold
segmented, so that the lenses can be used for both, focusing and deflecting the ion beam.
A focus is created if all four segments are biased with the same potential. In the deflecting
operation two neighbouring segments of one electrode are connected to ground and the
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two opposing segments are connected to the voltage supply.
When the ions are injected in the magnetic field the Lorentz force compresses the ion
beam radially. The ions can also be reflected due to the magnetic mirror effect. When the
ions pass the magnet, they can be detected with a Faraday cup placed behind the Penning
trap. This way the transmission of the ions through the magnetic field is measured and
optimized by varying the potentials applied to the electrodes of the optic elements.
The materials of the einzel lenses (copper electrodes, stainless steel holders and ce-
ramic insulators) have a negligible magnetic susceptibility. Otherwise the materials will
be, as mentioned before, magnetized by the magnetic field and this leads to additional in-
homogeneities. The electric connections of the electrodes to the voltage supply are done
with Teflon insulated copper wires. A bipolar voltage source with a range of ±500V is
used for biasing the electrodes. The HV supply will be characterized in Section 3.6.
3.5 The cylindrical Penning trap
An open trap geometry is required for the KATRIN experiment as explained in Sec-
tion 3.1. Thus, the only feasible way to fulfill these requirmenets was to construct a
cylindrical Penning trap with open endcap electrodes. With two cylindrical correction
electrodes, placed between the ring and endcap electrodes, the anharmonicities of the
trapping potential can effectively be tuned out. Since a mass resolving power of maxi-
mum 106 is sufficient for the use in the KATRIN experiment, the trap geometry can be
further simplified by not using correction electrodes at all. Figure 3.4 shows a technical
drawing and a photograph of the designed Penning trap. Within this thesis results from
measurements with two different cylindrical Penning traps will be presented. Both traps
have the same dimension and both have two two-fold segmented endcap electrodes (see
Fig. 3.4) but one trap has a four-fold segmented ring electrode while the other trap has an
eight-fold segmented one.
The trap designed for the KATRIN experiment has a four-fold segmented ring electrode,
each segment has an opening angle of 87◦ and the gap between the electrodes is 3◦. The
trap used at the setup in Heidelberg has an eight-fold segmented ring electrode, each seg-
ment has an opening angle of 42◦.
The trap support structure is made of the aluminium alloy AlMg3 and the electrodes
are machined out of oxygen-free high purity copper (99.99%). Copper is well suited for a
trap construction due to its high electric conductivity as well as its low magnetic suscep-
tibility (−8×10−7 at T = 293K) [57]. Magnetization of the material due to the external
magnetic field changes the homogeneity of the magnetic field. This is negligible for cop-
per. In order to avoid oxidation of the surface, the copper electrodes are first plated with
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a 50µm thick silver layer and then with a 1µm thick gold layer. The silver layer prevents
that gold diffuses into copper. Before plating the copper electrodes they are polished in
order to have sufficiently smooth surfaces.
The insulation pieces are made of PEEK, which has a low outgassing rate and a high
heat resistivity. The PEEK spacers are used for insulating the electrodes from the outer
structure as well as holding the electrodes. The pre-amplifier used for the image charge
detection and the filter board used for filtering the excitation and DC signals are mounted
on top of the aluminium support structure as seen in Fig. 3.4 (b).
3.5.1 Calculation and simulation of the trapping potential
The electrostatic trapping potential or any potential field in a charge free environment
fulfills the Laplace equation (∆Φ(x,y,z) = 0). When applying a voltage V0 between the
endcaps and the ring electrode, the potential near the trap center is given by V = V0Φ0,
where Φ0 is a solution of the Laplace equation with Dirichlet boundary value. An analyti-
cal expression for the trapping potential for the cylindrical Penning trap can be calculated
which fulfills the Laplace equation. The potential near the trap center is expanded with












where the coefficients Ck depend on the trap geometry and are expressed in terms of the

























One can see that the potential in Eq. (3.2) scales with (r/d)k where d is the characteristic
trap dimension defined in Eq. (2.3). Due to the axial symmetry only even coefficients Ck
appear in the sum.
For a cylindrical trap the length z0 is geometrically defined as the distance between the trap
center and the endcap electrode. Note that the trap dimension d is defined for hyperbolic
traps. As explained in [8] the parameter d for cylindrical traps is used for the comparison
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Figure 3.4: Technical drawing (a) and photograph (b) of the open cylindrical Penning
trap with two two-fold segmented endcap electrodes on the left and the right side, and a
four-fold segmented ring electrode at the center. The length are ze = 89mm, zr = 56mm,
zgap = 4mm and the radius is ρ0 = 35.5mm. The pre-amplifier and the filter board are
attached to the trap support structure.
of the coefficients with the hyperbolic traps. The potential in Eq. (3.2) is expanded into
(r/d)k, which is exactly the same as for the hyperbolic trap.
The coefficients C2,C4 and C6 are calculated for the uncompensated cylindrical Pen-
ning trap by using the dimensions defined in Fig. 3.4 (a). The gap zgap between the ring
and each endcap electrode of 4mm is not considered for the calculation of the coeffi-
cients. The sum of the gap width and the ring electrode length zr/2 results in a length
of 32mm. Figure 3.5 shows the coefficients Ck as a function of the characteristic length
z0. As seen, C2 and C6 do not strongly depend on z0. The coefficient C2 determines the
axial frequency (see Eq. (2.8)). The higher order coefficients C4 and C6 terms lead to an
amplitude-dependent frequency shift (see Section 2.1.2 for C4). The coefficient C4 change
its sign at z0 = 29mm, which cause a change of the sign of the frequency shift from the
electrostatic contribution. The coefficient C0 describes the offset potential in the trap cen-
ter with respect to the chosen ground potential. This potential gives additional potential
energy when ejecting the stored ions from the trap.
In order to quantify deviations from the quadrupolar potential further away from the
trap center, simulations of the electrostatic potential has been done with the program
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Figure 3.5: The polynomial coefficient Ck as a function of the length z0. The parameters
for the calculation of Ck are ρ0 = 35.5mm and ze = 89mm.
COMSOL3. This program solves numerically the Laplace equation with given boundary
conditions by using the Finite-Elemente-Method (FEM). The simulation makes use of the
axial symmetry. The electrodes are assumed to be made of highly conducting copper. For
simplicity, the potentials on the ring electrode and the endcap electrodes are set to 0V and
1V, respectively. Figure 3.6 (a) shows the electric potential for a plane extending from the
trap axis at ρ = 0 to 35mm and from z = 0 to ±121mm. As expected, the equipotential
lines form a saddle point potential at the trap center. The potential near the surface of
the ring electrodes is strongly anharmonic and the potential is close to 0V. Thus an ion
injected off-center would see a smaller potential barrier than an ion on the trap axis.
Figure 3.6 (b) shows the electric potential V (z,ρ = 0) along the trap axis and the radial
potential V (z = 0,r) along the radial plane. The simulated axial potential near the trap
center is fit with a function V (z,0) = V0/2(C0 +C2/d2 z2 +C4/d4 z4) given in Eq. (3.2)
with Pk(cosθ) = Pk(1) = 1. The coefficients are found to be C0 = 0.399591(3), C2/d2 =
7.714(1) ·10−4 mm−2 and C4/d4 =−7.4(7) ·10−9 mm−4. The simulation data are nicely
described by the theoretical function, since residuals of the fit values are in the range of
10−6.
3.5.2 Rf fields for ion motion excitations
The excitation of the ion motion can be done with dipolar and quadrupolar rf fields, as
described in Sections 2.2.1 and 2.2.2. The excitation fields are created using the four
3Comsol Multiphysics GmbH, Berliner Str. 4, 37073 Göttingen



































Figure 3.6: (a) Contour plot of the electrostatic potential with a FEM simulation shown
for a half of the trap from z= 0 to±121mm and ρ = 0 to 35.5mm. (b) The axial potential
V (z,ρ = 0) on the trap axis and the radial potential V (z = 0,r) for z = 0 along the radial

















Figure 3.7: (a) Scheme of the electrical circuit used for creating rf signals with an ampli-
tude ±U . A passive circuit is used for the high frequency range (1 to 12MHz) while an
active circuit is used for the ultra-low frequency range (0.1 to 2kHz). The amplifier has a
gain of −1. (b) Π-circuit as an impedance matching circuit at 20MHz with an inductance
L = 4µH, C = 100pF and the parasitic trap capacitance Ctrap of 63pF. The waveform
function generator has an output impedance of Ri = 50Ω.
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Figure 3.8: Electrostatic FEM simulation of a dipolar (a) and a quadrupolar (b) rf field
with zero phase shown in the azimuthal plane at z = 0mm. The fields are created by
applying either 1V or −1V to the excitation segments of the ring electrode.
segments of the eight-fold segmented ring electrode. The rf excitation fields need signals
with amplitudes of ±U . Therefore an electrical circuit is needed to create signals with
opposite phase. A phase shifter has been built as shown in Fig. 3.7 (a), one for the low
frequency range and a second one for the high frequency range. This circuit has two inputs
for connecting the rf signals delivered by the function generators and four output signals
which are connected to the four excitation segments of the ring electrode as shown in
Fig. 2.3.
In the setup presented here, the cyclotron frequency νc is in a high frequency range
from 1 to 12MHz. Two transformers have been built with a passive circuit using an iron
powder toroidal core. The primary and the secondary side are wound with a copper wire.
Due to Faraday’s induction law, the induced voltage on the secondary side has a phase
shift of pi . The phase shift and the response curve of the coil have been measured with an
oscilloscope. The band pass filter has a maximum transmission at 2MHz and an attenu-
ation of 3dB at 0.3 and 12MHz. This is sufficient for the excitation of particles with an
m/q-ratio from 6 to roughly 230.
The magnetron frequency is in the frequency range from 0.1 to 2kHz. An active inverting
amplifier having an amplification factor of −1 has been built to create a phase shift of
pi . By connecting the output rf signals to the ring electrode segments in the correct or-
der, dipolar or quadrupolar excitation geometries can be created, as already mentioned in
Fig. 2.3.
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For an excitation at the modified cyclotron frequency ν+ and the higher harmonic
frequency 2ν+, in some cases larger excitation amplitudes are needed. Since the maxi-
mum output amplitude of the waveform function generators of 10VPP is not high enough,
an impedance matching network has been built using a capacitor and an air coil, as
shown in Fig. 3.7 (b). Such a network is known as a Π-circuit and acts as an ampli-
fier. In this case, the circuit reaches an amplification factor of roughly 6 at a resonance
frequency of 10MHz and 20MHz. The circuit transfers the maximum power from the out-
put impedance of the function generator to the capacitive load due to the LC-resonance
circuit. The parasitic trap capacitance Ctrap has been determined with an LC-circuit which
was connected to one segment of the ring electrode.
The azimuthal dipolar and quadrupolar excitation field potentials were simulated with
the program COMSOL. Figure 3.8 shows color coded field maps for the trap with the
eight-fold segmented ring electrode. The color scale shows the potential which increases
from negative (blue) to positive (red) values. For a dipolar excitation, the potentials on the
electrodes Sexc,1 and Sexc,2 are set to −1V and on the opposite electrodes Sexc,3 and Sexc,4
to +1V ( see also in Fig. 2.3). The detection electrodes are set to 0V. The created dipolar
potential is shown in Fig. 3.8 (a). Near the trap center the equipotential lines are parallel
to the y-direction. Along the x-axis, a linear increase of the potential is observed and thus
ions at this excitation phase feel a force in x-direction.
Figure 3.8 (b) shows the created quadrupolar potential, where the potential on the elec-
trodes Sexc,1 and Sexc,3 is set to +1V and on the electrodes Sexc,2 and Sexc,4 to −1V. A
quadrupolar potential is formed near the trap center while a strong deformation close to
the electrodes is observed. The quality can be improved by using all eight segments for
excitation. It should be noticed that the 0excitation field inhomogeneities along the axial
direction can be neglected since the ring electrodes have a length of 56mm.
3.6 Stability of the high-voltage source
The voltage source used in the setup delivers the trapping potential and bias the electro-
static einzel lenses. A voltage drift of the trapping potential causes an axial frequency
shift, which leads to shift of the ion’s eigenfrequencies ν+ and ν−. The stability of the
voltage source has been investigated for a typical measurement time of a few minutes as
well as for a long term measurement to study the voltage drifts due to temperature de-
pendencies. A high-voltage source HV 500-16 from Stahl Electronics is used. It is a 16
channel bipolar DC-voltage source with up to ±500V output voltage per channel. The
device is connected to the laboratory PC running with a LabView based control software.
The voltage source has a low voltage noise level of 1.06mV in the frequency range from
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0 to 10MHz [59].
For the characterization of the voltage source, one channel was set to 10V and its
output was recorded every second for a duration of 40h. The temperature of the device
was simultaneously recorded. Both, temperature and voltage, were measured with the
pico-ampere meter (Keithley, 6514 Electrometer). Figure 3.9 (a) shows an Allan devia-
tion plot. It shows the relative voltage drift for different time intervals. First a decrease of
the relative voltage drift is observed. The voltage source has the highest relative stability
of 18ppm for a time interval of 0.018h, i.e. 64s. For longer time intervals the relative
voltage drift increases slowly. The fluctuations from the measurement device could be
excluded since the Allan deviation is determined to be two orders of magnitude below the
fluctuations of the voltage source.
The voltage data which have been recorded every second are statistically distributed.
Figure 3.9 (b) shows the voltage distribution in 500µV steps around the center voltage
9.9809V. The offset voltage of 19mV does not result from the measurement but from
intrinsic properties of the HV supply. The voltage fluctuations are Gaussian distributed
with a standard deviation of σ = 0.55mV which gives a relative stability of 55ppm in the
second time-scale range.
During the long-term measurement a maximum temperature difference of 1.5K was
observed which is due to the temperature change between day and night. The environ-
ment of the setup is not temperature stabilized. By correlating temperature data to voltage
data the temperature coefficient has been determined to be 50µV/K. This value is below
the measured standard deviation of 550µV at 10V. No broadening of the Gaussian dis-
tribution was observed. It should be noted that the cross talk between two neighbouring
channels is in the range of 1.2ppm, which is well below other fluctuations at 10V [59].
The voltage source is good enough for biasing the HV-switch which is used for switch-
ing the trapping potential. For example, the magnetron frequency is proportional to the
trapping potential. The voltage fluctuation for a typical trapping voltage of 60V results in
a magnetron frequency fluctuation of roughly 42mHz which is well below the detection
resolution of the current FT-ICR setup.
3.7 The superconducting magnet
The magnetic field is created by a superconducting magnet which was assembled by
Oxford Instruments4 in 1985. It is a horizontal magnet with an inner bore diameter of
120mm. The main coil is charged up with a current of 46A. As already noted in Fig. 3.2,
4Oxford Instruments, Abingdon, UK
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Figure 3.9: (a) The relative voltage drift of the voltage source as a function of the time
interval in an Allan deviation plot. The output voltage of 10V was recorded every second
for a duration of 40h. (b) Distribution of one-second long voltage measurements. The
output voltage has a Gaussian distribution. The fit is shown with a black line. The short
term stability of the source in one-second time-scale is described by the standard deviation
σ = 0.55mV.
Figure 3.10: Each open circle defines the position in the (x,y)-plane of the measurement
probe for the magnetic field measurement. The z-axis points into the paper. The angel ϕ
rotates clockwise.
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the position of the main coil is not at the center of the 1m long magnet but axially off
by 130mm. The magnet has one shim coil for each direction, i.e. a x-, y- and z-shim
coil. Each of them can be independently used to improve the homogeneity of the mag-
netic field. The magnet was setup and shimmed in the FT-ICR laboratory in Heidelberg
in March 2008. At that time the shim coils have been loaded with the currents provided
by the previous user in the laboratory notebook, which were slightly different from the
currents given in the manual.
In order to minimize the initial magnetron radius of the captured ions two apertures were
inserted close to the homogeneous region. Shooting the ions through these apertures was
unsuccessful probably due to a tilted magnetic field. Therefore, magnetic field measure-
ments have been performed and showed that the field was shifted and tilted. To correct
these magnetic field shifts we decided to set different shim currents to the superconducting
magnet. Unfortunately, the x- and y-shim coils appeared to be broken while the z-shim coil
still worked. Application of any current to the x- and y-shim coils resulted in no change
of the magnetic field. Most probably the superconducting switch heater units are broken.
The switch is used to break the superconducting coil loop so that the current can be di-
rected to flow through the current source. Thus the magnetic field in x- and y-directions
haven’t been improved.
The magnetic field was measured in the radial plane for different z-positions as shown
in Fig. 3.10. The radial plane is described by the radius and the angle ϕ which was varied
clockwise in 60◦ steps. Figure 3.11 shows results of various measurements of the magnetic
field as a function of the z-direction (a) and (b), of the angle (c) and of the radius (d) in four
different panels. While the magnetic field in (a) is measured with a Hall probe (Sypris,
7010 Gauss/Teslameter), the measurements in the panels (b)-(d) have been performed
with a Nuclear Magnetic Resonance (NMR) probe (Metrolab, TP2025 NMR Teslameter).
The Hall probe measures the projection of the magnetic field on the axial direction, while
the NMR probe measures the absolute value of the magnetic field. The latter one drives the
nuclear spin state of deuterium atoms in the probe head which depends on the magnetic
field [60].
Figure 3.11 (a) shows the axial component of the magnetic field along the bore axis. The
measurement was done in about ±1m around the homogeneous region of the magnet.
The magnetic field in the homogeneous region is roughly 4.699T. This region is shifted
by 120mm away from the geometrical center of the magnet to z = 0mm in the plot. The
magnetic field is mainly created by the main coil and decreases symmetrically around the
center. The data points are fitted with a model using a current loop which is the black line
in the plot. It turned out that a description of the axial magnetic field with five current
loops is very good [61].
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Figure 3.11: (a) Magnetic field along the magnet axis measured with a Hall probe. The
homogeneous region is shifted to zero so that a symmetric decrease of the field is seen.
Thus, zero on the z-axis in panels (a) and (b) refers to the maximum magnetic field along
the z-direction. The black line is a fit of a model with five current loops to the data.
The measurements in the (b-d) panels were taken with an NMR probe. (b) Magnetic
field along the axial direction for three different shim currents in the z-shim coil of the
superconducting magnet. (c) Magnetic field as a function of the azimuthal angle ϕ for
two different radii at an axial position of z = 0mm. The maximum magnetic field is at
60◦. The black solid lines are sinusoidal fits to the data. (d) Radial dependence of the
magnetic field at different axial positions measured at an angle of ϕ = 60◦. See text for
further details.
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A detailed look into the homogeneous magnetic field region is shown in Fig. 3.11 (b)-
(d), where the magnetic field is plotted as a function of the axial direction (b), the az-
imuthal angle (c) and the radius (d). Figure 3.11 (b) shows the magnetic field along
the z-direction for three different shim currents in the z-shim coil. A shim current of
Iz = 4.33A (open circles) was the original value before the shimming of the magnet. As
seen, the magnetic field was not symmetric around the maximum value and decreased
more steeply further away from the center. However, a symmetric behaviour along the
z-axis is expected due to the magnetic bottle term (see Section 2.1.2). Figure 3.11 (b)
indicates that the position of the maximum depends on the current loaded in the z-shim
coil. For the lowest and highest shim currents an asymmetric form of the magnetic field
was observed. For Iz = 4.17A the magnetic field has a quadratic form, which is well
described by B(z) = B0 + B1z+ B2z2. A region of ±15mm around the center is used
for the fit not shown in Fig. 3.11 (b). This yields the coefficients B0 = 4.6992678(3)T,
B1 = 10.6(4)×10−6 T/mm and B2 =−6.52(20)×10−8 T/mm2. The maximum magnetic
field is located 370mm away from the right side of the magnet housing (see Fig. 3.2).
Figure 3.11 (c) shows the absolute value of the axial magnetic field at z= 0mm as a func-
tion of the angle for two different radii. The data points show an oscillating behaviour
which can be explained by the magnetic field created by the x- and y-shim coils. These
fields are superimposed to the field created by the main coil which leads to a shift the
magnetic field in the radial direction. The data are fitted with a sinusoidal function. Both
curves have the same baseline B0. For a radius r = 2.5mm the fit yields an amplitude
of 8µT with respect to B0 and for r = 12.5mm the amplitude is 43µT, which are 2 and
12ppm, respectively. This amplitude increases due to the quadrupolar nature of the mag-
netic field. The tilt and the shift of the magnetic field in the x- and y-directions could not
be corrected due to the broken x- and y-shim coils.
Figure 3.11 (d) shows the magnetic field as a function of the radius for a shim current of
Iz = 4.17A, at different positions: z= 0mm, z= 40mm and z=−40mm. As one can see,
the magnetic field increases for z = 0mm while for off-center the field shows a minimum
at the center of the bore. This is unexpected since the magnetic field has the highest value
at z = 0mm and is hence an indication of wrong shim currents in the x- and y-shim coils.
After shimming the z-shim coil the magnetic field has been mapped by using the NMR
probe. Figure 3.12 shows color-coded plots of the magnetic field relative to 4.699T in a
plane perpendicular to the trap axis for different axial positions from -30 to 40mm around
the maximum magnetic field at z = 0mm. The lines indicate equal absolute values of the
magnetic field and have a distance of 10µT. The scale of the magnetic field changes from
blue (low field) to red (high field).
As seen from Fig. 3.12 (a) and (h) a minimum magnetic field is observed at the center
3.7 The superconducting magnet 51
of the bore as well as a strong increase from the center towards the point (20,−30)mm,
given in Cartesian coordinates (x,y). The panels (b) to (g) show no clear minimum, but
a uniform decrease of the magnetic field from the point at (20,−30)mm to the point at
(−20,30)mm, which corresponds to the angles 60◦ and 240◦, respectively. The shifted
maximum leads to the oscillatory behaviour as described for Fig. 3.11 (c). Notice that the
gradient in the panel from (b)-(g) is lower than in the panels (a) and (h). This is already
discussed in Fig. 3.11 (d).
The x- and y-shim coils appear to have significant currents running through them. Un-
fortunately, these currents cannot be quenched due to the broken superconducting heater
units. One should notice that when moving magnetic materials inside the magnet bore a
current in the shim coils is induced due to Ampere’s Law. More details of simulations
with COMSOL can be found in the diploma thesis of H. Golzke [61]. Within the model,
the geometry of one shim coil was taken into account and the magnetic field near the
trap center was simulated. These simulations reproduce well the observed shifts of the
magnetic field.
The Penning trap will be placed in the most homogeneous part of the newly-shimmed
magnet at z = 0mm, which is 370mm away from the averted side of the magnet support
structure when looking from the ion source. The spatial homogeneity is defined as the
maximum magnetic field deviation inside a volume of a hexagon. The volume is given by
the flat-to-flat distance of 5mm and the height of ±6mm around z = 0mm on the field
axis. A spatial homogeneity of ∆B/V = 5.84×10−5 T/cm3 is determined. The homogene-
ity ∆B/B0 is thus 10ppm.
The magnetic field is not stable over time and fluctuations occur due to environmen-
tal influences. The magnetic field also decays over time due to the flux creep effect in
a superconducting magnet [62]. For the magnet used in this thesis the decay rate was
measured with an NMR probe placed for 96 hours at the center of the magnet to be
∆B/(B∆t) = 2.5× 10−11 min−1 [53] . In addition to the constant decay, a room temper-
ature dependent variation of the magnetic field was measured, yielding a temperature
dependency of roughly 1.2 µT/K. This is sufficient for reaching a mass resolving power
of 106 like in the FT-ICR experiment presented here.
It should be mentioned that compared to a high-precision mass spectrometry setup the
liquid helium level in the superconducting magnet is not pressure-stabilized. Therefore
the temperature of the liquid helium fluctuates over time. Thus, the magnetization of the
surrounding materials changes due to their susceptibility. This causes finally some fluctu-
ations of the magnetic field. These fluctuations can be minimized by stabilizing the bore
temperature and the liquid helium pressure.
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Figure 3.12: The magnetic field relative to a constant value of B =4.699T. The field is
measured for eight different axial positions in a plane perpendicular to the magnet axis.
The colour code goes from low (blue) to high (red) magnetic field values and the contour
lines are separated by 10µT. In panel (a) and (h) a minimum magnetic field is observed
at the center of the magnet. The maximum magnetic field in the axial direction occurs at
z= 370mm. The tilt and the shift of the magnetic field is due to the broken x,y-shim coils.
Chapter 4
FT-ICR detection system
For the ion image charge detection a new broad-band FT-ICR detection system was in-
stalled at setup at the MPIK. For the determination of the ion’s eigenfrequency a timing
scheme has to be applied which defines each step of a measurement cycle. The FT-ICR
control system was developed to have a flexible control of the excitation parameters and
it provides various detection schemes. In this section the working principle of the con-
trol system is presented. Also the basics of the Fourier transformation, which is used for
transforming the ion signals into a frequency spectrum, are described.
In order to ensure that the observation of an ion signal with a proper signal-to-noise
ratio is possible, the amplifiers have to be characterized. The amplifier is used to amplify
the tiny ion currents induced on the detection electrodes. Results of the noise behaviour
and the voltage amplification are presented for the KATRIN pre-amplifiers as well as for
the pre-amplifier used at the setup at MPIK.
4.1 Timing scheme of the measurement cycle
For the manipulation of the ion motion and the frequency determination a timing scheme
has to be applied. For a measurement cycle the trigger system has to be started as is
described in Section 4.2. A timing scheme for a typical measurement cycle is shown in
Fig. 4.1 and consists of the following steps:
(A) For the injection of the ions, the trapping potential V0 applied to the endcap 1 elec-
trode (closer to the ion source) is switched to 0V. The ions can enter the trap and
will be reflected by the potential V0 applied to the endcap 2 electrode (further away
from the ion source). After an injection time, typically 100µs (negligible on the
Fig. 4.1), endcap 1 is switched from 0V to the trapping potential (typically V0 is
between 20V and 60V). Finally the ions are confined in the Penning trap. A delay
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time of 10ms after the injection can be introduced for cooling the axial and the
cyclotron motions by collisions with rest gas particles.
(B) A dipolar excitation field at the magnetron frequency ν− is applied with a duration
τ−= n/ν− defined by the number of periods n of the signal. Usually, between 8 and
16 periods for the excitation are used. The magnetron excitation causes the ions to
move out of the center of the Penning trap to a magnetron radius, denoted by R−.
(C) An azimuthal dipolar or quadrupolar rf excitation field with a duration τ1 can be
applied to the excitation ring electrode segments, as explained in Section 3.5.2. The
excitation schemes for one- and two-pulse quadrupolar excitation fields have been
already described in Fig. 2.4.
(D) After the excitation of the ion motion, the amplified ion signals are recorded for a
detection time ttr. A Fourier transformation of the discrete-time signals leads to the
magnitude-mode frequency spectra, which are computed for each single segment
and the dipolar and quadrupolar detection methods. From the frequency spectra the
Fourier amplitudes at the eigenfrequencies, harmonics and sideband frequencies
can be measured.
(E) For ejection, the trapping potential of the endcap 2 electrode is switched from V0 to
0V while endcap 1 is still at V0. Then the ions fly towards a Faraday cup or an MCP
detector for further studies.
The total trapping time is defined as the time difference between the injection and ejection
of the ions. Typically one measurement cycle takes about 500ms. After the ejection the
measurement cycle starts again with the injection from step (A) in Fig. 4.1. Between each
cycle, parameters such as excitation frequency, amplitude and time can be changed. In
Chapter 5 more details about the parameters defining the timing scheme for the specific
experiments will be given.
4.2 Trigger system and reference clock
Each step of the timing scheme from a measurement cycle is controlled by the trigger
signal. The electronic devices are sequentially triggered. A box diagram of the commu-
nication between the devices is shown in Fig. 4.2 including the trigger signal, the clock
signal and the ion signal lines between the devices. A timing generator (Berkeley Nu-
cleonics Corp., 565 pulse/delay generator) delivers a 5V TTL pulse, which triggers the
whole measurement process. Two high-voltage (HV) switches are used (one from Behlke
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Figure 4.1: The timing scheme of a measurement cycle during which the ions are injected
(A), excited (B) and (C), detected (D) and ejected (E). The trapping time is defined from
the injection to the ejection of the ions. For more details see text.
GmbH, GHTS 30 A and one home made), both biased by the HV source with DC volt-
ages.
The timing generator triggers simultaneously the HV switch for ion injection and the
waveform function generators (Agilent, model 33250A Function / Arbitrary waveform
generator, 80 MHz). After a delay time introduced by the function generator, the rf sig-
nals are generated for the excitation of an ion motion. These signals are carried via
feedthroughs into the UHV chamber and further to a low-pass filter board. As seen in
Fig. 3.4, the filter board is directly mounted on the Penning-trap support structure. The
filter board is used to clean the rf signals as well as the trapping voltage from induced
noise before the signals are applied to either the ring or the endcap electrodes.
After the ion excitation, the ion signals induced on the detection electrode are picked-up
with a pre-amplifier, which is mounted directly on the Penning-trap housing. Then the
ion signals are fed into a room-temperature post-amplifier, which is mounted on a flange
outside the vacuum. After the two stages amplification, the signals are finally fed into
the transient recorder (Spectrum GmbH, M2i.3026). After the ion excitation the transient
recorder is triggered. Then the ion signals are recorded and the data acquisition is started
by the FT-ICR control system (FT-ICR CS), as will be explained in Section 4.3.
The waveform function generator provides a reference clock, which is a square-wave
signal at 10MHz with ±1V. One function generator is used to synchronize the clocks of
all the other function generators and the transient recorder. The reference clock avoids
that the output rf signals are shifting in time against each other and the rf signals have a
fixed phase relation between each other.
The transient recorder has an external clock input, which accepts only a square-wave clock
signal from 0 to 3V. Thus the reference clock signal from the function generator had to be
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Figure 4.2: Box diagram of the communication between the electronic devices. The thick
solid black arrows show the direction of the trigger signal. The thin black solid arrows
show the signal for the trapping potential. The excitation and detection signal lines are
shown as broken arrows. The signal for the reference clock is fed into the transient
recorder and shown as a dotted arrow.
transformed. For this purpose, a 10MHz amplifier is built. In principle, the circuit consists
of a non-inverting amplifier with a high-speed operational amplifier.
4.3 The FT-ICR control system
An FT-ICR control system (FT-ICR CS) has been devolved to provide a convenient and
flexible control of the experiment. The FT-ICR CS is based on the transient recorder
program. The latter is extended to a full control system including a control of function
generators, the HV source (Stahl-Electronics) and the transient recorder. The structure of
the control system can be represented by several modules built together: the data acqui-
sition (DAQ) module, the instrument control and the data analysis (DAN) modules. The
main features of the FT-ICR CS are the following:
• Selection of different detection schemes like single-segment, dipolar and quadrupo-
lar detection,
• Control of the function generators and the transient recorder,
• 1D and 2D scans of parameters like excitation frequency, amplitude and duration,
• Computing various frequency spectra and preliminary on-line data analysis.
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The FT-ICR CS has been built in LabView 8.51. Figure 4.3 shows the front panel of
the FT-ICR CS Graphical User Interface (GUI). The FT-ICR CS implements the single-
segment, the dipolar and the quadrupolar detection scheme (A), which can also be used in
parallel. The FT-ICR CS computes six frequency spectra. For each of them the frequency
settings can be defined individually (B). This allows the user to detect six different fre-
quencies of one ion or several ion species simultaneously. Four out of the six frequency
spectra are fitted with Gaussian functions. The fit parameters like the center frequency,
the amplitude and the standard deviation are shown on-line (C).
The excitation parameters of the waveform function generators, i.e. the excitation fre-
quency, amplitude, duration and the scan parameters can be set in a panel on the left
bottom side of the GUI (D). The statistic parameters for averaging either the recorded
discrete-time signals or the frequency spectra can be controlled from panel (E), as is ex-
plained later.
In another panel, which is not shown here, one can find the settings of the transient
recorder. These are the sampling rate fs, the number of samples N, trigger settings and the
voltage level of each channel. The signals from the four detection segments are recorded
simultaneously with the transient recorder. This is a fast 12 bit A/D converter board with
a resolution of 12bit for all four channels. The signals are recorded in discrete-time steps
with a sampling rate of up to 60MS/s. As mentioned before, the card can be externally
triggered and clocked. A LabView library provided by the customer is used for the com-
munication with the card.
This section is now subdivided into two parts. First, the working principle of the FT-
ICR CS will be explained. Second, the basics of the Fast Fourier Transformation (FFT)
algorithm will be shortly discussed. The FT-ICR CS uses the FFT to transform a signal
from the time domain into the frequency domain.
Schematic working principle of the FT-ICR CS: Figure 4.4 shows a flowchart for
the working principle of the FT-ICR CS starting with the initialization of the excitation
parameters which are the excitation time, frequency and amplitude. The user can choose
between a parameter scan or using a fixed set of parameters. The control system can be
operated in two modes, either the single mode or the loop mode. In the single mode, the
parameter scan is done once. In the loop mode the parameter scan is repeated many times.
After each measurement cycle, the ion signals are recorded and the frequency spectra
are computed. For a parameter scan, the start value astart is after each measurement cycle
incrementally increased with the step size ∆a, i.e. ai+1 = ai+∆a, until the stop value astop
is reached. When the stop value is reached, there are two possibilities how to proceed: in
1National Instruments Germany GmbH, Ganghoferstrasse 70, 80339 München, Germany











Figure 4.3: Front panel of the FT-ICR CS graphical user interface. The program consists of
the following parts: (A) Different detection schemes can be chosen on-line, (B) frequency
settings of the frequency spectra, (C) frequency spectra and fitting routine to the computed
spectra, (D) control of the function generators settings and (E) statistic settings for the
averaging.
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Figure 4.4: Flowchart representing the FT-ICR CS for the single and the loop modes for
a fixed parameter a or a parameter scanned from astart to astop with a step size ∆a. The
decision can be either Y for yes or N for no. For details see the text.
the single mode the control system stops the measurement cycle and in the loop mode the
parameter scan starts again from the initialized starting value astart.
In order to increase the signal-to-noise ratio of the measured signals, either the recorded
discrete time signals or the frequency spectra or both can be averaged n-times. This in-
creases the signal-to-noise ratio by a factor of
√
n. As seen from Fig. 4.4, the averaging
process has to be completed before the cycle can continue. Thus it is possible to use the
average of, e.g., the time-discrete signals, in combination with the loop mode.
It should be mentioned that the 2D-parameter scan is similar to the scan explained
above. Here two parameters are scanned simultaneously. The first parameter is scanned
many times. Each time the stop value is reached, the second parameter is incrementally
increased by one step.
The Fast Fourier Transformation (FFT): The FT-ICR detection is based on the de-
tection of the induced image charges of an ion. The signal in the time domain is Fourier
transformed into the frequency domain. From the resulting frequency spectra the Fourier
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amplitudes at the eigenfrequencies, sideband frequencies and the harmonics can be deter-
mined. The FT-ICR CS implements the FFTspectrum.vi2 which computes the magnitude
frequency spectrum from a discrete-time signal. The basics of the FFT will be discussed
in the following.
The FFT is a fast algorithm to compute the Discrete Fourier Transform (DFT) [63].
The result of the FFT is exactly the same as for the DFT but the computing time of the FFT
algorithm is much faster. For a signal with N samples, the computation of the DFT needs
O(N2) arithmetical operations while the computation with the FFT of the same signal
requires O(NlogN) arithmetical operations. This is a substantial progress in speed and it
reduces computation time drastically if long samples are computed. The algorithm used
in an FFT is the so-called Cooley Tukey algorithm which can compute the N samples with
O(NlogN) operations [63]. The basic idea is that the algorithm breaks the N samples down
into several computations of a DFT with a smaller size. After these two transformations
the results are combined to a Fourier transformation. Now the basics of the DFT algorithm
will be discussed.
First the DFT is defined in the mathematical sense, using an N-dimensional complex
space CN . The orthonormal system is defined if and only if for all vectors vn and vm the
condition [64]
〈vn,vm〉= δn,m (4.1)
is fulfilled, where δn,m is the Kronecker Delta, i.e. it is 1 if n = m and 0 otherwise. 〈·, ·〉







where the coefficients 〈y,vn〉 are called the Fourier coefficients with respect to the basis.
The orthonormal basis is defined as the n-th root of unity as complex values, vn = e−i2pink/N
with n,k ∈ {0, ..,N−1} [65]. Using the definition of the inner product, the Fourier coef-








where k ∈ {0, ..,N−1}. The DFT of a vector y has the Fourier coefficient yˆn with respect
to the basis vector vn. One should notice that the spectrum is symmetric due to the property
of the DFT coefficients yˆN−n = yˆ−n for a real signal in the time domain.
2This is a virtual instrument of National Instruments.
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Equation (4.3) can be interpreted as a discrete Fourier transformation of a discrete-
time signal y = (y0, ...,yN−1), i.e. a signal with N samples, into the frequency domain
with the Fourier coefficients yˆ = (yˆ0, ..., yˆN−1). In practice a time signal will be uniformly
sampled with a time interval ∆t = 1/ fs defined by the inverse of the sampling frequency.
The total time is given by the number of samples N, i.e. ttr = N∆t = N/ fs. The bin size is
defined by the inverse of the total time ∆ν = fs/N = 1/ttr. One has to take care of aliasing
effects which can lead to distortions. An alias free sampling of a time discrete signal is
guaranteed if the Nyquist theorem is satisfied, i.e. the sampling rate is at least twice the
maximum frequency ν of the signal, fs = 2ν . From the Fourier coefficients the magnitude




The virtual instrument from LabView computes the root-mean-square (RMS) of the mag-
nitude Wn, where the unit is given in Volt. Typically, for recording the discrete-time signal
a total time of 100ms with a sampling rate of 40MHz is used, which corresponds to 4
million samples for each channel. Thus, a bin size of 10Hz in the frequency spectra is
obtained. As mentioned in Section 2.3.2, the recorded time signals can be analyzed using
the differential signal, the sum signal or the signal from one segment. The FFT of the
resulting signals computes the dipolar, the quadrupolar and the single segment frequency
spectra, where the Fourier coefficients are defined in Eq. (4.4).
The bin size of 10Hz limits drastically the accuracy for a frequency determination.
The bin size can be further decreased when a spline interpolation between the computed
Fourier components yˆk is used. A spline interpolation uses a piecewise polynomial func-
tions to interpolate between points. The spline interpolation is done with 9 points, so that
it results in a bin size of 1Hz. This method was tested in the following way. A 10MHz rf
signal of a function generator was tuned in one Hertz steps and the signals were recorded
with the transient recorder. The measured frequency from the frequency spectrum shows
the corresponding one Hertz steps.
4.4 Characterization of the broad-band amplifier for FT-
ICR detection
For increasing the signal-to-noise ratio of the induced ion charges, broad-band pre- and
post-amplifiers are used. As discussed in Section 2.3.4 the induced charges on the detec-
tion electrodes are treated as an ideal current source which loads the trap capacitance as
well as the amplifier’s input capacitance. The resulting voltage signal is then amplified by
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a voltage amplifier designed by Stahl Electronics [59]. We present here the characteriza-
tion of two such pre-amplifiers used for different purposes. The first one is a cryogenic
pre-amplifier developed for the KATRIN project, which was designed for a final tempera-
ture of 77K. But in march 2012 the KATRIN collaboration decided that, due to problems
at the DPS, the whole DPS will be new designed and finally operated at room temperature.
The second one is a room temperature pre-amplifier used at the FT-ICR setup in Heidel-
berg. For both pre-amplifiers results for the voltage amplification and the noise densities
are reported. Concerning the post-amplifier identical ones are used at the KATRIN project
and for the setup at MPIK. Its characterization is also determined.
4.4.1 Pre-amplifiers
Both pre-amplifiers are designed as voltage amplifiers and have a nearly identical design
of the electrical circuits. A schematic view of the pre-amplifier is shown in Fig. 4.5 (a).
The first stage of the amplifier circuit forms a common-source amplifier with a junc-
tion field effect transistor (FET). This circuit represents a voltage amplifier with an input
impedance of 10MΩ. The second stage is a common-drain amplifier, which is used as a
voltage buffer having a low output impedance. In this stage the signal input is connected
to the gate of an FET and the source delivers the output signal with an output impedance
of approximately 75Ω. The difference between the KATRIN pre-amplifier and the Hei-
delberg pre-amplifier is that the first one uses two gallium arsenide (GaAs) FET’s for
operation at cryogenic temperatures, while the latter one uses two silicon FET’s. These
design differences are due to the strong temperature dependence of the conductivity in the
semiconductor.
For the amplification of ion signals one has to choose a front-end FET with a small
gate-to-drain capacitance which couples the drain-to-source resistance of the FET to its
input. A low input voltage-noise density is needed in order to increase the signal-to-noise
ratio of a measured ion signal. For avoiding parasitic reactive contributions one has to use
surface mountable devices (SMD) and components with low loss tangents to avoid noise
caused by ohmic dissipation. The loss tangent is defined as the angle between the resistive
and the reactive component of an electromagnetic field in a dielectric material.
Figure 4.5 (b) shows an assembly of the KATRIN pre-amplifier on a board with two
channels. The print circuit board (PCB) is made of FR4 dielectric material which has been
tested at cryogenic temperatures. It has a dielectric constant of 4.2 and a low loss tangent
of approximately 0.02, which means a low parasitic capacitance. The detection electrode
is capacitively coupled to the input of the pre-amplifier, which is mounted directly on
the Penning trap electrode support structure. This way the distance between the detection
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Figure 4.5: (a) Schematic circuit diagram of the voltage pre-amplifier used for the
KATRIN project as well as for the FT-ICR setup in Heidelberg. The first stage is an
inverting input amplifier and the second stage is a voltage buffer for converting the high
impedance to a low output impedance. Panel (b) shows a photograph of the pre-amplifier
board with two independent but equal channels. The printed circuit board has a size of
26x32mm2 and is mounted on the support structure of the Penning trap only 4cm away
from the detection electrodes.
electrode and the subsequent pre-amplifier is minimized, reducing noise pick-up and par-
asitic capacitances. The amplified ion signals are carried via cryogenic compatible coaxial
cables to a four-channel post-amplifier for further amplification. The post-amplifier is at-
tached to a vacuum flange outside of the UHV chamber.
A careful matching of electrical elements results in the same characteristics for am-
plification, voltage and current noise of both channels. Both channels of the pre-amplifier
were tested and the same results of amplification and voltage noise are measured. There-
fore, the results for one channel are presented in the following sections. Notice that the re-






Cryogenic pre-amplifier for the KATRIN project
The voltage amplification is determined by measuring the forward transmission with a
network analyzer (ZVL from Rohde & Schwarz). The rf signal from the network analyzer
with an output impedance of 50Ω is fed into the pre-amplifier with a high impedance input
of 10MΩ. The amplified rf signal is read out with a network analyzer which has an input
impedance of 50Ω. The measured forward transmission coefficient S2,1 is lastly modified
by the impedance matching of the source to the load. For the tests, the pre-amplifier is
mounted into a high-frequency (hf) shielded box which is submerged into liquid nitrogen.
All tests of the KATRIN pre-amplifier have been performed at 77K. Figure 4.6 shows
64 4 FT-ICR detection system
Figure 4.6: Voltage amplification of the cryogenic pre-amplifier for the KATRIN project.
The data were measured at 77K for two different biasing voltages Vs. The red line is a
fit of a low- and a high-pass filter function to the data. For both data sets one obtains the
cut-off frequency νlp = 56MHz.
the voltage amplification for the KATRIN pre-amplifier for a DC biasing Vs of 2.5V and
3.5V. The biasing voltage is delivered by a home-made voltage source. A constant voltage
gain of roughly 4 and 5.5 is determined in a frequency range from 2 to 10 MHz. For both
data sets a high and low-pass behaviour of the voltage amplifier is observed. A filter
function is fitted to the data, delivering the cut-off frequencies νlp = 56MHz at the 3dB
loss of voltage amplification. Below a frequency of 1MHz less data points are measured.
From this results a deviation of the data to the high-pass filter curve. The broad-band
frequency amplification fulfills the requirements for detecting the different ion species
and clusters (He+, T+, T+3 , T
+
5 , ...) [50, 47], which are expected in the ion flux of the
KATRIN beam line. For these ions the cyclotron frequencies are between 5 and 26MHz,
which is covered by the broad-band amplifier.
The voltage noise input density is determined in the following way: The input of the
pre-amplifier is grounded and the output signal was fed into a subsequent broad-band ultra
low-noise amplifier (SA-230F5 from NF Corporation). This amplifier has a voltage gain
G2 of 200 in a frequency range from 400Hz to 140MHz and a voltage noise density en2
of 0.35V/
√
Hz. The output of the SA-230F5 is fed into an FFT spectrum analyzer (Pi-
coscope 3224 from Pico Technology Ltd.) which measures the voltage noise at its input.
In order to reduce aliasing effects of the spectrum analyzer a low-pass filter with a cut-off
frequency of 4MHz was introduced at its input.
To yield the input voltage noise density, the measured FFT data have to be divided by
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(a) (b)
Figure 4.7: Results of the noise characterization of the cryogenic pre-amplifier for the
KATRIN project operated at 77K: Panel (a) shows the measured voltage noise density
as a function of the frequency for a biasing voltage of 2.5V. (b) Resulting current noise
density when a capacitance of 9.1pF was connected to the input of the pre-amplifier. The
intrinsic amplifier input capacitance of 5.3pF was considered.
the square-root of the band width of the internal filters of the spectrum analyzer. The sec-
ond amplifier with its high gain G2 is used to amplify the voltage noise. This reduces the
contribution of the internal noise of the spectrum analyzer esa compared to the measured
voltage noise. When determining the total noise density em at the input of the spectrum an-













Figure 4.7 (a) shows the resulting voltage noise density as a function of the frequency for
a bias voltage of 2.5V measured at 77K. The noise density decreases approximately with
1/
√
ν up to the corner frequency of roughly 1MHz. This noise contribution is known
as Flicker noise. The discontinuity of the 1/
√
ν behaviour below 300kHz is due to less
data points at the voltage gain curve describing the filter function, as mentioned above
(see Fig. 4.6). Thus small deviations from the high-pass filter lead to a larger slope than
expected. Beyond the corner frequency at 1MHz, a frequency independent voltage noise
density of 1nV/
√
Hz is measured, which is known as white noise.
The measurement of the current noise density is rather similar to the voltage noise
density measurement. Here a capacitor with a capacitance of Cm = 9.1pF was connected
in parallel to the pre-amplifier and to the ground. The input current charges the input
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capacitance Cin of the pre-amplifier and the parallel capacitance Cm. Similar to the voltage
noise measurement the signal was further amplified by the amplifier SA-230F5 and finally
measured with the FFT analyzer. At its input the voltage noise density en1,C was detected.
Since the voltage noise density en1 input is known, the input current noise density in can
be determined with
in = 2piν (Cin+Cm)
√
e2n1,C− e2n1. (4.6)
To determine the current noise density the input capacitance Cin has to be determined.
This was measured by soldering a 5kΩ SMD resistor in series to its input and measuring
the cut-off frequency of the corresponding low-pass filter curve. This measurement yields
an input capacitance of Cin = 5.3pF.
Figure 4.7 (b) shows the current noise density as a function of the frequency measured at
77K with a bias voltage of 2.5V. The data points show a constant value of 100fA/
√
Hz in
a frequency range from 0.2 to 1MHz. Beyond 1MHz the current noise density increases
slowly to 160fA/
√
Hz in a range from 1 to 4MHz. The reason can be that a drain-gate
capacitance CDG contributes to the input resistance. The voltage and current noise density
of the pre-amplifier are sufficient to detect the induced current of a few thousand ions. A
detection limit studies is presented in [47].
Room temperature amplifier system for the Heidelberg FT-ICR setup
The ion image charge detection system at the FT-ICR setup uses a pre- and subsequent
post-amplifiers which are operated at room temperature. Since four out of the eight seg-
ments from the ring electrode of the Penning trap are used for detection, two pre-amplifiers
each of two channels are needed. The pre-amplifier is biased by a constant voltage of 5V,
which is supplied by a voltage source placed on the post-amplifier.
Similarly as described in Section 4.4.1 the amplifier is mounted into an hf shielded
box. The voltage amplification and the noise density measurements were performed at
room temperature. Since both channels of the pre-amplifier show identical results the
data will be again presented for only one channel. Figure 4.8 (a) shows the voltage ampli-
fication of the pre-amplifier as a function of the frequency. The pre-amplifier has a voltage
gain of 6.2 in a wide frequency range from 0.2 to 20MHz. Again a filter functions is fit
to the data which gives the cut-off frequency νlp = 31MHz. For ion signals at eigenfre-
quencies of roughly 10MHz for 7Li+ and 12MHz for 6Li+ equal voltage amplification
was ensured.
Figure 4.8 (b) shows the resulting voltage noise density for the pre-amplifier. A frequency
independent noise, the so-called white noise, of 1nV/
√
Hz is detected in the range from
0.1 to 3MHz. The Flicker noise appears for silicon FET’s at lower frequencies.
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Figure 4.8: (a) Voltage amplification of the pre-amplifier measured at room temperature,
as used at the FT-ICR setup in Heidelberg. The data are fit with a filter function (solid red
curve), which results in νlp = 31MHz. (b) The measured voltage noise density has only a
white noise contribution.
4.4.2 Post-amplifier
The post-amplifier has four identical channels and has been built by Stahl Electronics.
The output impedance of the pre-amplifier matches with the input impedance of 75Ω of
the post-amplifier. The output impedance is 150Ω. The post-amplifier can be operated in
magnetic fields up to 25mT [59]. The voltage amplification was measured with a network
analyzer, similar as described before and the results are shown in Figure 4.9. A constant
voltage amplification of 75 in a frequency range from 0.1 to 4MHz was determined.
Then the amplification increases to a maximum gain of 100 at 13MHz. At frequencies
higher than 30MHz the low-pass behaviour decreases the voltage amplification again.
This frequency range is not of interest for the results presented in this thesis.
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Figure 4.9: Transfer function of the the post-amplifier system used at the FT-ICR setup in
Heidelberg.
Chapter 5
FT-ICR results and discussion
In this chapter the experimental results using the FT-ICR setup are presented and dis-
cussed. The setup uses the FT-ICR detection system already presented in the previous
chapter. First of all, various methods for the eigenfrequencies determination are discussed.
Then, the FT-ICR frequency spectra are studied for the dipolar and quadrupolar detection
methods.
The conversion of motional modes due to the application of a one- or a two-pulse (Ram-
sey) quadrupolar excitation field has been investigated. The FT-ICR signal has been probed
by changing the parameters of the quadrupolar excitation field such as the excitation fre-
quency, duration, amplitude, and waiting time. The theoretical prediction are compared
with the experimental results.
For the measurements presented in this chapter, typically 105 ions are stored simulta-
neously in the Penning trap. Therefore, effects due to space charge are present in the
Penning trap and deviations from the single particle description occur. The phenomena
due to space charge were experimentally observed and are presented here for the dipolar
and the quadrupolar excitation methods. Many-ion simulation studies were carried out
with the SIMBUCA program [66] in order to compare simulations with the experimental
results.
Since the Penning trap will be used in the KATRIN experiment for mass identification,
accuracy limit studies are of high importance. Here, results are presented for the fre-
quency ratio determination of the lithium isotopes 7Li+ and 6Li+ and compared to the
well-known literature value.
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5.1 FT-ICR amplitudes in the dipolar and the quadrupo-
lar spectra
In this section various methods for the determination of the azimuthal eigenfrequencies
are discussed. With the well-known frequencies the ions can resonantly be excited. The
dipolar and quadrupolar detection methods were used to obtain the FT-ICR spectra for
7Li+ and 6Li+.
The dependency of the resonance frequencies on the trapping potential has been studied
by using the Penning trap with a four-fold segmented ring electrode. These results can
also be found in [67].
5.1.1 General remarks on the FT-ICR spectra
The measurement of the ion signal with the broad-band FT-ICR detection technique is
only possible if the induced image charges are greater than the noise caused by the pre-
amplifier. For the broad-band detection system described in Section 4.4, the signal-to-
noise ratio (SNR) can be calculated. For example, according to Eq. (2.80), 100fA ion
current induced on the detection electrodes with a detector capacitance of 10pF leads to
an SNR of 0.04×Nion, assuming an ion cyclotron radius R+ of 2mm. This current is con-
verted into a voltage which is finally measured. For the studies presented here, roughly
105 trapped particles per measurement cycle are detected. Since the pre-amplifier has a
low noise density of 1nV/
√
Hz at frequencies larger than 100kHz, the modified cyclotron
frequency ν˜+ and also magnetron sidebands (e.g. ν˜++ ν˜−, ν˜++ 2ν˜−) as well as higher
harmonics 2ν˜+ can be detected. As a general remark, the measured frequencies in this
section are denoted with a tilde, i.e. ν˜+, ν˜− and ν˜c, in contrast to the eigenfrequencies for
an ideal trap (ν+, ν−, and νz), as defined in Section 2.1.1. The deviations are due to sys-
tematic offsets as explained in Section 2.1.2. They are discussed in detail in Section 5.6.
The FT-ICR detection of an ion signal is as follows: After the excitation of the ion
motion at the ion’s eigenfrequency, the induced signals on the detection electrodes are
amplified and recorded with the transient recorder. In this section the discrete-time signals
were recorded with a duration of 100ms at a sampling rate of 40MHz. The dipolar and the
quadrupolar detections were used and the FFT was computed resulting in the dipolar and
the quadrupolar frequency spectra. The FT-ICR frequency spectrum shows the computed
Fourier amplitude W d,qν at a frequency ν . The upper index (d,q) denotes the dipolar or
quadrupolar detection method, respectively. The amplitudes are measured in Volt.
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Figure 5.1: Resonance curve for a dipolar excitation pulse with an excitation duration
of τ1 = 9.7ms (open circles) and 2τ1 = 19.4ms (black circles) for 7Li+. The Fourier
amplitude W dν˜+ at ν˜+ is plotted against the excitation frequency νexc. The solid lines are
fits of the theoretical resonance curve defined in Eq. (2.32) to the data. The frequency at
the center of the central peak corresponds to the modified cyclotron frequency ν˜+ of the
ion.
5.1.2 Resonance scans for frequency determination
The eigenfrequencies ν˜+ and ν˜− of the ion species have to be determined in order to
perform experiments. With the knowledge of these frequencies the ion motion can be pre-
cisely manipulated. They can be determined from a resonance scan. For this, a dipolar
rf field was applied and the excitation frequency νexc was scanned around the expected
eigenfrequency. At each excitation frequency νexc, the Fourier amplitude at either the
modified cyclotron frequency or the sideband frequency was measured. The maximum
amplitude is reached when the excitation frequency is on resonance, i.e. equal to the
eigenfrequency. Here, resonance scans of an azimuthal dipolar electric field for determin-
ing ν˜+ and ν˜− are presented.
Determination of ν˜+ with a dipolar detection at ν˜+
The frequency of a dipolar excitation rf field was scanned ±600Hz around the expected
eigenfrequency ν˜+ of 7Li+ with an excitation time of τ1 = 9.7ms and 2τ1. Figure 5.1
shows the dipolar Fourier amplitude W dν˜+ measured at ν˜+ as a function of the excitation
frequency νexc. For obtaining equal Fourier amplitudes at the resonance frequency ν˜+,
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Figure 5.2: Results from two methods to determine the magnetron frequency are illus-
trated. (a) A dipolar excitation around ν˜− with a quadrupolar detection of the Fourier
amplitude W qν˜c at ν˜c for a trapping potential of 60V. The maximum is observed when a
resonant excitation is applied at ν˜−. (b) Resonant quadrupolar conversion at ν˜c of an ini-
tial magnetron motion into a pure cyclotron motion for a trapping potential of 55V. The
dipolar Fourier amplitude W dν˜+(νexc) is shown as a function of the excitation frequency.
The solid lines is a fit of the theoretical line profile function to the data (see Eq. (2.32)).
the excitation amplitude of the dipolar rf field was reduced to the half for the excitation
time 2τ1. The measured amplitude W dν˜+ is proportional to the cyclotron radius R+ of the
detected ions. The largest cyclotron radius R+ is measured when the excitation frequency
is equal to the modified cyclotron frequency ν˜+. As expected, the cyclotron radius de-
pends on the excitation frequency of the applied dipolar rf field. The distance between
each minima for an excitation time of τ1 is two times larger than for an excitation time
of 2τ1, as expected from theory. Both data sets are fit with the theoretical line shape of a
finite excitation pulse given by a sinus cardinalis (see Eq. (2.32)). The modified cyclotron
frequency ν˜+ is determined to be 10285354.7Hz with a statistical uncertainty of 0.2Hz.
The Fourier limit (see Eq. (2.33)) is in agreement with the measured widths of the reso-
nance peaks, ∆ν˜+ = 125Hz and 63Hz, respectively. The resolving power can be further
increased if longer excitation times are used.
Determination of ν˜− with a quadrupolar detection at ν˜c
The magnetron frequency could be determined by using the following method: First, a
dipolar excitation field was applied and its excitation frequency was scanned around the
expected ν˜−. Here, a fixed number of cycles was used, yielding an excitation duration of
τ1 = 8/νexc. Thus, τ1 depends on the excitation frequency. Then a dipolar excitation at ν˜+
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was used to manipulate the cyclotron motion of the 7Li+ ions. The ions were trapped at a
trapping potential V0 of 60V.
In this measurement the cyclotron radius R+ was kept constant while the magnetron ra-
dius depends on the applied frequency νexc. Figure 5.2 (a) shows the quadrupolar Fourier
amplitude W qν˜c at the sideband frequency ν˜c as a function of the excitation frequency. The
Fourier amplitude is proportional to R+R−, as seen from Eq. (2.70). The resonance scan
shows a maximum at ν˜− which is equivalent to the largest magnetron radius. The data
were fit with the theoretical line shape R−(νexc) given by Eq. (2.32) resulting in a mag-
netron frequency ν˜− of 719.1(7)Hz. The relative uncertainty is 1×10−3. In panel (a) of
Fig. 5.2 it is observed that the minimum on the left side of the central peak are closer
to the maximum than on the right side. This is due to the fact that a smaller excitation
frequency causes a longer excitation duration, i.e. τ1 = 8/νexc. Thus, the line-width of the
excitation signal decreases with τ1, which causes the asymmetric resonance form.
Determination of ν˜− with a dipolar detection at ν˜+
The magnetron frequency can also be determined from the following method, possible
only if the sideband frequency is known. A quadrupolar electric field was used to convert
any initial magnetron motion into a pure cyclotron motion. First a dipolar magnetron
excitation with a duration of τ1 = 8/νexc was applied. The frequency was scanned around
the expected eigenfrequency ν˜−. This defines the initial magnetron motion R−(0) at time
zero. Then a quadrupolar rf field at the sideband frequency ν˜c with a pulse duration τ2
equal to the conversion time τc was applied. This method uses the conservation of the
sum of the square of the mode amplitudes (R2−(0) = R2−(t)+R2+(t)), as pointed out in
Eq. (2.53). Thus a quadrupolar excitation at ν˜c with a duration τc results in the final
cyclotron radius R2+(τc) = R2−(0).
Figure 5.2 (b) shows the dipolar Fourier amplitude W dν˜+ as a function of the excitation
frequency. The resulting resonance shows the same behaviour as for a short pulse dipolar
excitation. The maximum is measured at the magnetron frequency ν˜− = 664(2)Hz using
a trapping voltage V0 of 55V. The magnetron frequency ν˜− could be determined with a
relative uncertainty of 3×10−3.
Both methods for the magnetron frequency determination presented in Fig. 5.2 have
comparable relative uncertainties. The second method has a three times higher statistical
uncertainty because only the central peak is fit to the data. One can see in Fig. 5.2 that
the theoretical description does not follow the sidebands on the left and the right side of
the resonance frequency ν˜−. An explanation can be that the phase difference between the
applied excitation field and the magnetron motion of the ions changes alternatively. The
ions are parallel or anti-parallel to the excitation field which leads to a decrease or an
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increase of the magnetron radius, respectively. A phase difference of pi appears already
after a time of 4.5ms when a detuning of 110Hz with respect to ν˜− is applied. However,
this still needs to be further investigated.
5.1.3 Comparison of the dipolar and the quadrupolar FT-ICR spec-
tra
When the eigenfrequencies ν˜+ and ν˜− of the ions are known, the ion motion can be
manipulated with a dipolar excitation field. In this section the frequency spectra for the
dipolar and the quadrupolar detection methods are presented using the Penning trap with
the eight-fold segmented ring electrode. Figure 5.3 (a) shows the frequency spectrum for
7Li+ and 6Li+ ions resulting from the dipolar detection method. For this measurement
both lithium isotopes are excited at their eigenfrequencies ν˜+ using a dipolar rf field.
The Fourier amplitude W dν˜+ is in first order proportional to the cyclotron radius R+ (see
Eq. (2.68)), and to the number of ions. For the 7Li+ ions the SNR is determined to be 23
and for the 6Li+ ions to be 3. The signal from 7Li+ is higher, which is expected due to the
isotopic abundance of 93% for 7Li+ compared to 7% of 6Li+. The blue line is a Gaussian
fit to the Fourier signal, which results in the fit-parameters such as the amplitude, the
center frequency and the line-width.
Figure 5.3 (b) shows the frequency spectrum for 7Li+ ions when the quadrupolar de-
tection was used. The Fourier amplitudes W qν˜c and W
q
2ν˜+ could be detected. The Fourier
amplitude at ν˜c is proportional to R+R− (see Eq. (2.70)). Therefore, an additional dipolar
excitation field at ν˜− was needed for this measurement, thus the ions perform a magnetron
motion and a cyclotron motion. The Fourier amplitude at the second harmonic 2ν˜+ is pro-
portional to R2+ as stated in Eq. (2.72). This signal arises from the quadrupolar detection
geometry. During one period of the cyclotron motion the image charges of the ions in-
duced on the opposing detection electrodes are also detected and the signals are summed.
The resulting quadrupolar signal is thus modulated with twice the ion’s eigenfrequency.
The frequency resolution is naturally Fourier limited by the observation time of the ion
signal. The line-widths ∆ν of the signals at ν˜+ and 2ν˜+ are identical and roughly equal to
18Hz for a total time of 100ms. The frequency resolving power ν˜+/∆ν is roughly 6 ·105.
Notice that in addition to the methods for the magnetron frequency determination pre-
sented in Fig. 5.2, the ν˜− can also be determined in this way. The modified cyclotron
frequency ν˜+ is measured with the dipolar spectra and the cyclotron frequency ν˜c is
measured from the quadrupolar spectra. The difference between these frequencies yields,
ν˜− = ν˜c− ν˜+.
Since the cyclotron frequency ν˜c can directly be measured from the quadrupolar de-
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Figure 5.3: The Fourier amplitude W d,qν is plotted as a function of the frequency. (a) The
dipolar frequency spectrum shows signals at ν˜+ for both 7Li+ and 6Li+ ions. (b) The
quadrupolar frequency spectrum is shown for the Fourier amplitudes W qν˜c and W
q
2ν˜+ for
7Li+ ions. The blue line are Gaussian fits to the peaks in both panels.
tection method, the mass of the ion of interest can be determined. Note that in general the
dipolar amplitude is larger than the quadrupolar amplitude. Especially for low abundant
ion species the induced charges can be so low that no quadrupolar signal but a dipolar
signal could be observed. In such cases a different method for mass determination has to
be used. Various methods are presented in Section 5.6.
5.1.4 Frequency dependency on the trapping potential
The eigenfrequencies ν˜+ and ν˜− depend on the applied trapping potential V0. The mag-
netron frequency ν˜− is in first order proportional to the trapping potential V0 (see Eq. (2.17)).
Thus, the measured modified cyclotron frequency ν˜+ decreases when V0 increases:







where ∆ν˜− includes systematic frequency shifts. The measurement has been performed
only with the four-fold segmented Penning trap. The eight-fold segmented Penning trap
was not yet built at that time. Two opposing segments were used for creating a dipolar
excitation field and the two other segments for ion detection. The ions were first excited at
ν˜− for 5ms and afterwards at ν˜+ for 17ms. A discrete-time signal with a duration of 80ms
was recorded for computing the frequency spectra. For the detection, the conventional
dipolar detection as well as the single-phase quadrupolar detection methods were used.
The latter one is referred as the sum signal from opposite detection segments of the four-
fold ring electrode.
76 5 FT-ICR results and discussion
Figure 5.4: FT-ICR frequency spectra for 7Li+ at the modified cyclotron frequency ν˜+ in
(a), and at the second harmonic 2ν˜+ in (b). The Fourier signals shift to higher frequen-
cies as the trapping voltage V0 decreases. The measurements are shown for the trapping
voltages V0 = 40V, 50V and 60V. The results are from Ref. [67].
Figure 5.4 shows the FT-ICR frequency spectra for trapping potentials V0 of 40V, 50V
and 60V. Panel (a) shows the Fourier amplitude W dν˜+ in dipolar detection and panel (b)
shows the Fourier amplitude W q2ν˜+ in single-phase quadrupolar detection. For both cases,
the Fourier amplitudes shift to higher frequencies when V0 decreases. The shift at the
second harmonic 2ν˜+, as expected, is twice as large as the one for the frequency ν˜+ using
the same trapping potential. This effect is commonly used to distinguish between a noise
signal and an ion signal.
Figure 5.5 shows the measured frequencies ν˜+, ν˜c, (ν˜+− ν˜−) and 2ν˜+ as a func-
tion of the trapping potential. The sideband frequency ν˜c, measured with the quadrupolar
method, is almost independent on the trapping potential. Systematic dependencies due to
trap imperfections lead to amplitude dependent frequency shifts. For a vanishing trapping
potential V0→ 0, ν˜+ reaches ν˜c as described by Eq. (5.1). The same behaviour is observed
for the lower magnetron sideband frequency at ν˜+− ν˜−. Similarly, the second harmonic
at 2ν˜+ approaches to 2ν˜c = 2(ν˜++ ν˜−) for V0→ 0. The black lines in Fig. 5.5 show the
theoretical behaviour of the eigenfrequencies for an ideal trap. In this case the frequencies
would intersect at the cyclotron frequency for a vanishing trapping potential. The mea-
sured frequencies show deviations from the theoretical lines due to systematic frequency
shifts which are discussed in detail in Section 5.6.
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Figure 5.5: Measurement of the modified cyclotron frequency ν˜+, the magnetron side-
band frequencies (ν˜+± ν˜−) and the second harmonic 2ν˜+ of 7Li+ ions as a function of
the trapping potential V0. The Fourier amplitudes were detected with the dipolar and the
single-phase quadrupolar method [67]. The error bars are about 1.5ppm and not visible
in the plot. The lines show the theoretical behaviour of the various frequencies.
5.2 Sideband coupling with azimuthal quadrupolar exci-
tation fields
The determination of the cyclotron frequency νc = qB/(2pim) is the key for mass de-
termination of ions in a Penning trap. The ideal way to determine νc is to use the invari-
ance theorem [8], when all three eigenfrequencies can be measured. The eigenfrequencies
ν+(θ ,ε), ν−(θ ,ε) and νz(θ ,ε) are derived for an ion moving in a misaligned magnetic
field and a harmonic distorted trapping potential, as explained in Section 2.1.2. However,
when the nuclei are short-lived and created with a low production rate, the cyclotron fre-
quency is determined in a direct way, which is well-known as the sideband frequency
determination. The true cyclotron frequency νc differs by a systematic frequency shift
∆ν˜c from the measured frequency, i.e. ν˜c = νc+∆ν˜c [26]. In sideband mass spectrometry,
the ion detection is either done with the TOF-ICR detection technique [68] or with the
FT-ICR detection technique [14]. The latter one is reported in this thesis.
The sideband frequency can be determined from a frequency scan using an azimuthal
quadrupolar electric field. The application of such a quadrupolar electric field at ν˜c leads
to an interconversion between the radial motional modes. The one- and two-pulse quadrupo-
lar fields have been probed using 7Li+ ions. The two-pulse excitation scheme is com-
monly known as the Ramsey excitation scheme. The FT-ICR signal was investigated by
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varying the parameters of the quadrupolar rf field. These parameters are the excitation
frequency νexc, i.e. the detuning δ = 2pi(νexc− ν˜c), the excitation time τ1 and the exci-
tation amplitude. The dipolar signal allows to observe the cyclotron radius expressed by
R+(τ1,δ ,g) (see Eq. (2.52)), which depends on the parameters of the quadrupolar rf field.
The following results can also be found in [17].
5.2.1 General remarks and technical details
For the studies reported here, a Penning trap with an eight-fold segmented ring elec-
trode was used. The setup was baked out so that a final pressure of < 5.0× 10−9 mbar
was achieved, which leads to a coherence time of the moving ion cloud of 160ms. The
timing scheme of the measurement cycle is shown in Fig. 4.1. After the ion injection, a
dipolar excitation field at ν˜− was applied. The magnetron excitation established an initial
magnetron radius defined as R−(0). With a trapping potential V0 of 55V, the magnetron
frequency ν˜− is 664Hz, using the method described in Fig. 5.2. In the next step, either a
one- or a two-pulse quadrupolar excitation field was applied, which leads to an intercon-
version of the modes. The two-pulse scheme was generated by using an external rf-switch
connected to a function generator. The excitation frequency νexc was scanned ±500Hz
around the cyclotron frequency ν˜c using a step size of 5Hz. At each frequency step the
amplified ion signals induced on the four detection segments were recorded for 100ms
with a sampling rate of 42MHz. After this, the dipolar FT-ICR Fourier amplitude W dν˜+
was measured from the frequency spectra. Finally, the ions were ejected from the trap and
the next measurement cycle started again with the ion injection.
In this section, the resonance scans show the square of the dipolar Fourier amplitude
(W dν˜+)
2 as a function of the excitation frequency. The (W dν˜+)
2 defines the signal intensity
which is proportional to the square of the cyclotron radius R2+ and thus the kinetic energy
in cyclotron mode could be determined. The stability of the dipolar Fourier amplitude has
been determined from a long term measurement. The resulting standard deviation of the
mean value is about 5% due to fluctuations of the ion current emitted from the ion source.
For the signal intensities plotted in the resonance curves, the error bars were calculated
using this statistical error.
The measured resonance scans are fit with the theoretical functions of the one- and two-
pulse conversion profile (see Section 2.2.2). Here, the Levenberg-Marquardt χ2 minimiza-
tion method is used, which is a standard technique for a least square curve-fitting [69]. For
the comparison of the theory with the data, the so-called R-squared value is used [70]. This
value gives information about the minimization of the sum of squares of residuals. The
coefficient of determination R-squared can be a number between 0 and 1. An R-squared
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value close to one indicates that the regression fits well to the data, while an R-squared
value near 0 indicates that the regression does not fit to the data.
For the interpretation of the results it is assumed that the trapped ions are guided
centered into the trap, so that only a negligible initial magnetron motion occurs. This
is verified by the application of a dipolar excitation field. If no quadrupolar signal at
ν˜c is detectable the initial magnetron motion is negligible. It is assumed that the ions
are injected at the same position in the trap for each measurement cycle. The ions have
some axial motion due to the in-flight capturing process but no effect on the Fourier
amplitude could be observed. The origin of these initial motions is explained in detail in
Section 5.6.1.
5.2.2 One-pulse excitation: variation of the excitation amplitude
When applying a quadrupolar rf field, the coupling strength g determines the strength of
the interaction of the field with the ions. The coupling strength g depends on the trap
geometry and is proportional to the applied excitation amplitude. The interconversion
frequency, the so-called Rabi frequency depends on this coupling strength. Figure 5.6
shows the conversion time τc as a function of the rf excitation amplitude at a constant
excitation time τ1 = 9.2ms. It is observed that τc is smaller when the excitation amplitude
is stronger. The data are fit with the conversion time function, given by τc = pi/(2g) which
depends inversely on the excitation amplitude.
Figure 5.7 shows the FT-ICR signal intensity (W dν˜+)
2 as a function of the detuning
δ = 2pi(νexc−νc) for a constant excitation time τ1 = 9.2ms. Three different rf amplitudes,
namely Uexc,PP = 1.7V in (a), 3.4V in (b) and 5.0V in (c) were applied. In general, the
rf amplitude can be chosen such that the excitation time is equal to (2n+ 1)τc with n an
integer. In this case and at νexc = ν˜c, the initial magnetron motion is fully converted into
the cyclotron motion, i.e. R2+(τc) = R2−(0) in (a) and R2+(3τc) = R2−(0) in (c). This leads
to a maximum cyclotron radius, i.e. a maximum signal intensity as seen in panels (a) and
(c).
When a detuning is applied, the interconversion is not complete, thus the ion motion is
a superposition of a magnetron and cyclotron motion, i.e. R2+(τ1)+R2−(τ1) = R2−(0) . In
consequence the Fourier amplitude decreases.
The comparison of the resonance scans in the panels (a) and (c) show that the line-width
increases with larger rf amplitudes. This is due to a larger coupling strength g of the
quadrupolar rf-field to the ions which decreases the conversion time. This effect can be
explained by considering the phase φ = ωRτ1/2 of the one-pulse profile function F1, as
seen in Eq. (2.54). The phase depends non-linearly on the detuning δ = 2pi(νexc− νc),
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Figure 5.6: Conversion time τc as a function of the rf excitation amplitude Uexc,PP. The
solid line is a fit of the conversion time function to the data, given by τc = pi/(2g) ∝
Uexc,PP. The coupling strength g is directly proportional to the excitation amplitude.
which is due to the relation ωR =
√
4g2+δ 2. The derivative of the phase with respect to
the detuning, dφ/dδ = τ1δ/ωR, describes the variation of the phase with the detuning.
For a large coupling strength g, the variation of the phase φ near νexc = ν˜c is smooth. This
leads to a broadening of the line-width of the central peak. For a lower g, the variation of
the phase with the detuning is large, so that the line-width is reduced. In the special case
when the detuning is much larger than the coupling strength, the slope of the derivative
depends mainly on the excitation time τ1. The profile function is then approximately the
Fourier transform of a scalar wave train since the sinusoidal oscillations are independent
of g.
Figure 5.7 (b) shows a resonance scan for an rf amplitude of 3.4V. This amplitude
corresponds to a conversion time of 4.6ms which is twice the excitation time τ1. The
Fourier signal vanishes exactly on resonance because the cyclotron motion is converted
back to the initial magnetron motion, i.e. R2+(2τc) = 0 in (b).
The theoretical profile function given in Eq. (2.54) is fit to the data. From the fits result
the parameters like the coupling constant g, the center-frequency ν˜c and the amplitude.
The R-squared value is between 0.93 to 0.96 for all fits. Thus we can conclude that the
experimental data and the theoretical predictions agree very well.
Figure 5.7 (d) shows the measured signal intensity and Fig. 5.7 (e) is the expected
function F1 in color-coded contour plots as a function of the detuning and rf amplitude.
Since the coupling strength scales linearly with the rf amplitude, the theoretical function
is shown in units of the coupling strength. The color represents in both cases the degree
of conversion. In Fig. 5.7 (d) three successive conversions from the magnetron motion to
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Figure 5.7: Resonance scans for a one-pulse quadrupolar excitation field measured for
several excitation amplitudes: The FT-ICR signal intensity (W dν˜+)
2 for a constant pulse
duration τ1 = 9.2ms as a function of the detuning νexc−νc is shown for three different rf
excitation amplitudes Uexc,PP = 1.7V in (a), 3.4V in (b), and 5.0V in (c). The solid lines
are fits of the theoretical one-pulse profile function F1 (see Eq. (2.54)). (d) Square of the
experimental FT-ICR amplitude as a function of the excitation amplitude Uexc,PP and the
detuning δ . (e) Contour plot of the theoretical profile function for one-pulse quadrupolar
excitation as a function of the coupling strength g and the detuning δ .
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the cyclotron motion are observed. The line-width broadening for larger rf amplitudes ap-
pears due to the stronger coupling of the quadrupolar rf-field to the ions. Nice agreement
between the data and the theory can be observed.
5.2.3 One-pulse excitation: variation of the excitation time
In this section, results with a one-pulse quadrupolar excitation field applied for several
excitation times τ1 are presented. A constant rf excitation amplitude of 5.0V was used.
Figure 5.8 shows the measured resonance scans for excitation times of τ1 =3.20ms in (a),
6.13ms in (b) and 9.24ms in (c), which correspond to roughly one, two and three times the
conversion time τc of 3.18(3)ms. Theoretical fits are given by the black lines. For δ = 0Hz
and a pulse duration of τc (panel (a)) a maximum signal intensity was measured. This is
interpreted as a conversion of the initial magnetron motion into a pure cyclotron motion.
After a pulse duration of 2τc, which is equal to the Rabi period τR a minimum signal was
measured at δ = 0Hz, i.e. a back conversion from the cyclotron to the magnetron motion
at the measured cyclotron frequency was observed. At τ1 = 3τc, the measured cyclotron
radius is again maximized.
The intensity of the fringes increases with the excitation time and the line-width of the
central peak decreases, which is expected if we consider the zeros of the theoretical profile
function F1: For an excitation time τ1 = (2n+1)τc, where n is an integer, a full conversion
to only cyclotron motion occurs. In this case, the position of the zeros of the F1-function
next to the central peak are given by δ0/(2pi) =±
√
4n+3/((2n+1)2τc). This equation
implies that in terms of frequencies the detuning δ0 at the position of the first zero obeys
to a sort of time-energy uncertainty relation: h¯δ0 · τc(2n+ 1) = h
√
4n+3/2. The line-
width of the central peak decreases when the excitation time is longer and is equal to
(2n+1)τc. From the resonance scans in the panels (a) and (c) the first zero was measured
to be 270Hz and 140Hz, respectively, which deviates from the theoretical values 272Hz
and 138Hz due to the excitation time, which is not exactly one and three times τc.
Figure 5.8 (d) and (e) show the signal intensity (W dν˜+)
2 as a function of the detuning
and the excitation time. During an excitation time of 18ms, three full conversions occur at
the resonance frequency νexc = νc. For a larger detuning more conversions are observed
since the the Rabi frequency increases. However, for a non-zero detuning the ion motion
is converted from a pure magnetron motion into a mixed motional mode.
5.2.4 Two-pulse excitation: variation of the excitation time
In this and the following subsections, the results from the measurements with the two-
pulse Ramsey excitation scheme are presented. The two-pulse scheme uses two phase
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Figure 5.8: Resonance scans for a one-pulse quadrupolar excitation field measured for
several excitation times: Experimental FT-ICR signal intensity (W dν˜+)
2 for the pulse du-
rations τ1 =3.2ms in (a), 6.13ms in (b), and 9.24ms in (c) using a constant rf excitation
amplitude Uexc,PP = 5.0V. The solid lines are fits of the theoretical one-pulse profile func-
tion F1 (see Eq. (2.54)). (d) FT-ICR signal intensity as a function of the excitation time τ1
and the detuning δ . (e) Contour plot of the theoretical profile for a one-pulse quadrupolar
excitation as a function of τ1 and δ .
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coherent excitation pulses, which are separated by a waiting time τ0. The interaction of
the ions with the two-pulse quadrupolar field was studied for several excitation times τ1 at
a constant waiting time τ0 = 7.5ms and a constant rf amplitude of 2.9V. Figure 5.9 shows
the signal intensity (W dν˜+)
2 for three different excitation times. The conversion time τc has
been determined to be 7.5(2)ms and panels (a) and (c) show complete conversions from
the magnetron mode into the cyclotron mode after the two resonant pulses with a duration
of 2τ1 = τc and 2τ1 = 3τc, respectively. In panel (b), a back conversion to the magnetron
motion occurs after the resonant two-pulse excitation with a duration of 2τ1 = 2τc.
Figure 5.9 (d) and (e) serve as a comparison of the data and the two-pulse profile func-
tion depending on the excitation time and the detuning. A full conversion to a cyclotron
motion occurs at an excitation time of 4ms and 11ms where the line-width ∆ν of the
central peak was determined to be 40Hz and 64Hz, respectively. Thus the line-width in-
creases when increasing the excitation time from 2τ1 = τc to 2τ1 = 3τc. The narrow line-
width reappears periodically at excitation times 2τ1 = (4n+ 1)τc, with n = 0,1,2,3...,
while the broaden line-width reappears periodically at excitation times 2τ1 = (4n+3)τc.
This process happens periodically with the Rabi period τR = 2τc = 4τ1 which is here
15ms. This is an interesting result since a longer excitation time doesn’t result necessary
in a narrower line-width for a two-pulse quadrupolar excitation field.
5.2.5 Two-pulse excitation: variation of the waiting time
In this section, the two-pulse Ramsey excitation scheme is investigated by varying the
waiting time. Figure 5.10 shows the FT-ICR signal intensity (W dν˜+)
2 for a constant exci-
tation time τ1 = 3.4ms and for three different waiting times τ0 =6.8ms in (a), 17.0ms
in (b), and 23.8ms in (c). The excitation time τ1 was set to be the half of the conversion
time. For a resonant excitation at ν˜c, a full conversion to the cyclotron motion occurs.
The envelopes are identical for all waiting times. It is described by the first sin2(ωRτ1/2)-
term, which appears as, as seen in Eq. (2.56). As discussed in Section 2.2.2, the number
of sidebands increases due to the longer total time τtot. Analytically, it can be described




































constant waiting time. The distance between the zeros is given by ∆δ · τ0/2 = pi , i.e.
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Figure 5.9: Resonance scans for a two-pulse Ramsey excitation field measured for various
excitation times: Experimental FT-ICR signal intensity (W dν˜+)
2 for three excitation times
τ1 =4ms in (a), 8ms in (b), and 11ms in (c) with a constant waiting time τ0 = 7.5ms. The
rf amplitude is Uexc,PP = 2.9V. The solid lines are fits of the theoretical two-pulse profile
function F2 (see Eq. (2.56)). (d) FT-ICR signal intensity as a function of the excitation time
τ1 and the detuning δ . (e) Theoretical contour profile for a two-pulse Ramsey excitation
as a function of τ1 and δ .
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∆ν = 1/τ0. Thus, a longer waiting time increases drastically the resolving power due to a
longer total time τtot = 2τ1+ τ0.
Theoretically the waiting time and the coupling strength can be chosen such that a de-
tuning interval exists where the magnetron motion can be converted to a pure cyclotron
motion. This effect occurs if the condition (δ/2g)2 ≤ 1 is satisfied [32]. For the measure-
ments presented here, a constant rf amplitude of Uexc,PP = 2.9V was used. The coupling
strength g of 198Hz could be extracted from the fits to the data. In our case this condition
is written as |(νexc− νc)| ≤ 63Hz. From the resonance scan shown in Fig. 5.10 (c), the
first sideband is measured at a detuning of δ/(2pi) ≈ ±36Hz beside the center peak. At
this off-resonant frequency the ion motion is converted from a pure magnetron motion
into a pure cyclotron motion.
After the first rf excitation pulse at the sideband frequency with a duration of τc the
ion motion is a superposition of a magnetron and a cyclotron motion and the radii of both
motions are equal. During the waiting time τ0 the phase of the motional modes of the ions
evolves in time. If a second excitation pulse is applied exactly at the sideband frequency,
no phase shift between the oscillating field and the ion motion occurs. The interaction of
the ions with the field leads to a full conversion to a pure cyclotron motion. For an off-
resonant excitation, νexc 6= ν˜c with a duration of τc, the conversion is incomplete and the
magnetron radius is larger than the cyclotron radius. When the phase between the rotating
field and the ion motion is changed to pi then a back conversion to the magnetron motion
occurs. This leads to an oscillating behaviour between the magnetron and cyclotron mo-
tion with the detuning. In the case when the phase is between 0 and pi , the ion motion is a
superposition of a magnetron motion and a cyclotron motion. A longer waiting time leads
to a faster oscillation with the detuning as seen from Eq. (5.2).
The R-squared value for the fits of the theoretical profile function is determined to
be between 0.94 and 0.96. Again a nice agreement between the theoretical predictions
and the experimental data is observed. From the fits to the resonance scans the sideband
frequency is determined with a certain statistical uncertainty. It is observed that the statis-
tical uncertainty decreases from 0.6Hz to 0.1Hz when increasing the waiting time from
τ0 = 1.7ms to τ0 = 23.8ms, respectively. The decrease of the statistical uncertainty was
also observed by studies presented by S. George et al. in Ref. [35].
Figure 5.10 (d) shows (W dν˜+)
2 as a function of the detuning δ for different waiting
times τ0. The intensity of the central peak and the n-th order sideband decreases strongly
with the waiting time. As mentioned in Section 5.2.1, this is due to collisions of the
ion cloud with rest gas particles, which limits the coherence time. The collisions damp
the cyclotron radius and lead to a randomization of the phase of the cyclotron motion.
Additional mechanisms like ion-ion interactions as well as trap anharmonicity lead to
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Figure 5.10: Resonance scans for a two-pulse Ramsey excitation field measured for sev-
eral waiting times: Experimental FT-ICR signal intensity (W dν˜+)
2 for the waiting times
τ0 =6.8ms in (a), 17.0ms in (b), and 23.8ms in (c) with a constant pulse duration
τ1 = 3.4ms and constant rf amplitude Uexc,PP = 2.9V. The solid lines are fits of the the-
oretical two-pulse profile function F2 (see Eq. (2.56)). (d) FT-ICR signal intensity as a
function of the waiting time τ0 and the detuning δ . (e) Theoretical contour profile for a
two-pulse Ramsey excitation as a function of τ0 and δ .
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a further dephasing of the ion cloud and thus to a decrease of the Fourier signal at ν˜+
[71, 72].
5.2.6 Two-pulse excitation: constant total time
Lastly, two-pulse Ramsey measurements were performed with a constant total time τtot =
2τ1+τ0 = 15ms. Here the ratio τ1/τ0 of the pulse duration to the waiting time is changed
for each measurement cycle. A constant rf amplitude of Uexc,PP = 2.9V was used which
is equivalent to a conversion time τc = 7.5(3)ms. Thus for an excitation time of 1τc a
full conversion to a cyclotron motion and a back conversion to the magnetron motion is
observed. Figure 5.11 shows the FT-ICR signal intensity (W dν˜+)
2 for the ratios of τ1/τ0 =
0.30 in (a), 0.60 in (b), and 3.25 in (c). It is observed that a longer waiting time causes
more sidebands. The envelope of all peaks, described by the phase ωRτ1 increases when
the excitation time is shorter. In addition, the line-width of the central peak decreases from
(a) to (c). The larger the waiting time the more sidebands occur around the center peak,
when comparing panel (a) and (c). This is again due to the fact that the phase φ = δτ0 of
the conversion probability F2 oscillates much faster than the phase of the envelope. Panel
(c) shows that the central peak vanishes if the excitation time τ1 of 6.5ms reaches the
conversion time τc = 7.5ms. The R-squared value of the fits from the theoretical profile
function F2 given in Eq. (2.56) is between 0.93 and 0.97. As seen, the theory agrees very
nicely with the data.
Panel (d) and (e) of Fig. 5.11 show the data and the theoretical two-pulse profile
function as a function of the waiting time and the detuning. For a waiting time τ0 from 5
to 7 ms and a detuning of ±80Hz, it is observed that the first sideband is converted to a
full cyclotron motion, as confirmed by the theory.
5.3 Space charge effects in a Penning trap
In FT-ICR MS, typically 103 up to 105 ions are stored, excited and detected simulta-
neously. When storing many particles in a Penning trap, deviations from the single ion
description occur. The Coulomb interaction between the particles is not negligible. The
stored ion cloud can form a plasma which can shield applied rf fields and modify the
trapping potential. Additionally, Coulomb effects between two or more ion clouds lead to
frequency shifts and a line broadening of the spectral Fourier amplitude.
In this section, a short introduction into nonneutral plasma is presented. The physical
basics of a non-neutral plasma are described in detail in Refs. [73, 74]. Furthermore, ex-
perimental results concerning the shielding of dipolar and quadrupolar excitation fields
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Figure 5.11: Resonance scans for a two-pulse Ramsey excitation field for a constant total
time τtot = 2τ1+ τ0 = 15ms: Experimental FT-ICR signal intensity (W dν˜+)
2 for the ratios
τ1/τ0 = 0.30 in (a), 0.60 in (b), and 3.25 in (c). A constant rf amplitude Uexc,PP = 2.9V
is applied. The solid lines are fits of the theoretical two-pulse profile function F2 (see Eq.
(2.56)). (d) FT-ICR signal intensity as a function of the waiting time τ0 and the detuning
δ . (e) Theoretical contour profile for a two-pulse Ramsey excitation as a function of τ0
and δ .
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by the charges stored in a Penning trap are presented and discussed.
5.3.1 The nonneutral plasma in a Penning trap: a short introduction
The plasma is defined as a collection of charged particles that show a collective behaviour







where T and n are the temperature and the density of the charges q, respectively. kB is
the Boltzmann constant and ε0 is the vacuum permittivity. The charge density is nearly
constant inside the plasma and drops to zero on the surface on the scale of the Debye
length λD.
One important consequence of the collection of charges is that they create a space charge
potential which can substantially modify an external electric field. This feature is known
as Debye shielding (Debye and Hückel [75]). The charges in a plasma arrange their posi-
tions so that any applied electric field is Debye shielded out.
Let’s consider a spheroidal plasma shape in a Penning trap. The charges create a radially





The ion cloud rotates as a rigid rotator about the direction of the magnetic field with the
rotation frequency
2ωr(ωc−ωr) = ω2p , (5.5)
which depends on the cyclotron frequency and on the ion density. The rigid rotator has










where the lower branch describes the rotation from the ~E×~B drift about its own center
and the upper branch describes the rotation of the cyclotron motion which is modified by
the electric field created by the charges. Equation (5.6) is similar to Eq. (2.10) derived for
the ion’s eigenfrequencies in a trap. Here, the axial frequency is replaced by the plasma
frequency. The upper branch has no apparent application in FT-ICR MS and is not con-
sidered in this thesis. The lower branch is important since the ions perform a slow circular
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motion around the center of mass of the ion cloud. The shape of the ion cloud can be ma-
nipulated using a rotating wall excitation at the lower rotating frequency. A rotating wall
excitation is a circular polarized dipolar field which is rotating in the same direction as
the ion cloud. With a positive or negative detuning with respect to the rotating frequency,
the ion cloud can be either compressed or expanded [76].
Equation (5.6) has to be real and sets the maximum density nmax = B2ε0/(2m) that can
be confined in a Penning trap, which is called the Brillouin limit. In this limit, the rotating
frequency of the rigid rotator is equal to the half of the cyclotron frequency [52]. For ex-
ample, the Brillouin limit for 7Li+ ions in a magnetic field of 4.7T is 8.3×106 ions/mm3
and the plasma frequency is ωp = ωc/
√
2. For a cloud with a temperature of 300K at the
Brillouin limit, the Debye length is about 13µm.
5.3.2 Influence of space charges on the interaction of ions with a
dipolar rf field
When many ions are stored in a Penning trap, the charges can create a plasma and shield
the external excitation field. Here, the influence of space charges on the interaction of ions
with a dipolar rf field has been investigated using a total number of about 4 ·105 trapped
ions, with 93% of 7Li+ ions and 7% of 6Li+ ions.
The measurement cycle of an excitation amplitude scan: The measurements were
performed with the trap having an eight-fold segmented ring electrode. The measurement
cycle is similar to the timing scheme showed in Fig. 4.1. After the injection, a dipolar
excitation field at ν˜+ of 7Li+ was applied for 4.1ms. Then, a dipolar excitation field at ν˜+
of 6Li+ for 3.5ms was used. The excitation amplitude of the 7Li+ ions was scanned from
0.05 to 4V with a step size of 0.05V while the excitation amplitude the 6Li+ ions was
kept constant, once at 1.5V and once at 2.5V. The discrete-time signals were recorded
for 100ms and 20-times averaged, and the dipolar spectrum was computed. From this
spectrum the center frequency ν˜+ and the Fourier amplitude were measured. Averaging
the discrete-time signals n-times increases the SNR by
√
n. Finally the ions were ejected
and the measurement cycle with a period of 400ms starts again.
The amplitude scan was 20-times repeated. Thus a mean value and a statistical error could
be calculated, which was used for the error propagation. The amplitude scans were done
for four different trapping voltages V0 from 25V to 35V in 5V steps. Figure 5.12 shows
the results as a function of the 7Li+ excitation amplitude for two fixed 6Li+ excitation
amplitudes of 1.5V (black data points) and 2.5V (blue data points).
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Results for a dipolar rf field: Figure 5.12 (a) shows the modified cyclotron frequency
ν˜+ of 7Li+ as a function of the excitation amplitude. The frequency decreases by 60Hz
over the whole excitation amplitude interval which is due to field imperfections, where
the ion’s eigenfrequency shifts with the cyclotron radius. Additionally, the line-width of
the Fourier peak in the frequency spectra increases from 16Hz to 26Hz. The statistical
error also increases with the excitation amplitude. This can be explained as follows. The
ion cloud has a spatial extension in the radial direction. As a consequence of the field
imperfections, an ion with a smaller R+ has a larger frequency compared to an ion with
a larger R+. When the ion cloud evolves in time, a phase difference between these ions
in the cloud occurs and increases over time. This phase difference leads to a spread of
the ion cloud and thus the ions will not stay phase locked. More details are described in
Section 5.6.1. Note that the frequency ν˜+ of 7Li+ is not influenced by the excitation of
the 6Li+ ions.
Figure 5.12 (b) shows that the 7Li+ Fourier amplitude W dν˜+ increases linearly with the ex-
citation amplitude for an excitation amplitude interval from 0V to 0.6V and then saturates
for an excitation amplitude of 1-2V. Above this value, the Fourier amplitude decreases.
The reason is that the ions don’t stay phase locked, as explained above.
Figure 5.12 (c) shows the frequency ν˜+ of the 6Li+ ions as a function of the 7Li+
excitation amplitude. The measured frequency does not stay constant, as one expects for
an excitation field with constant parameters. The frequency depends on the cyclotron ra-
dius of the 7Li+ ions. For the 6Li+ ions with an excitation amplitude of 1.5V (black data
points), the measured frequency ν˜+ jumps from 11997200Hz to 11997280Hz by 80Hz
at Uexc = 0.3V. Then the frequency stays constant up to Uexc = 1.9V and then changes by
−80Hz. In an excitation amplitude interval from 2.15V to 4.0V the frequency increases
slowly by 30Hz. A similar behaviour is observed when 6Li+ ions are excited with an am-
plitude of 2.5V (blue data points).
Figure 5.12 (d) shows the Fourier amplitude W dν˜+ of the
6Li+ ions as a function of the
7Li+ excitation amplitude. Without a pre-excitation of 7Li+ no Fourier amplitude of 6Li+
is observed. The Fourier amplitude increases abruptly at Uexc = 0.3V for the 6Li+ exci-
tation amplitude of 1.5V. Then the Fourier amplitude fluctuates about a value of 50µV
and drops to a local minimum for a 7Li+ excitation amplitude of 2.15V. After that the
amplitude increases and reaches a stable value of 65µV. A similar trend is observed for
the 2.5V data curve.
One can see a correlation in the trend when comparing the 6Li+ frequency ν˜+ and W dν˜+ .
For these effects the following explanation can be given. The ion cloud forms a plasma,
which shields the rf excitation field. For a low cyclotron radius of 7Li+ the rf field for
exciting 6Li+ is shielded by the plasma, thus a low cyclotron radius is measured. The
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space charge potential additionally modifies the trapping potential [73] and in conse-
quence changes the eigenfrequency for 6Li+. When the 7Li+ ions are excited to a larger
radius, the 6Li+ radius increases rapidly. In this case the two ion clouds are separated and
the Debye shielding is absent. In consequence, the Fourier amplitude is maximized and
the frequency stays constant, as seen by the measurements. When the cyclotron radii of
both species are equal the space charges shield again the rf field. The frequency drops
again and the Fourier amplitude shows a local minimum.
Figure 5.12 (e) shows the dependence of the modified cyclotron frequency of the
6Li+ ions as a function of the 7Li+ excitation amplitude for trapping potentials from
20V to 35V in 5V steps. The frequency ν˜+ depends linearly on the trapping potential,
as described by Eq. (5.1). For the trapping potential of 20V the frequency jump is less
pronounced than compared to higher potentials. For a trapping potential of 20V, a fre-
quency jump of 37Hz at an excitation amplitude of Uexc = 0.3V occurs. For a trapping
potential of 35V, a frequency shift of 45Hz is measured at an excitation amplitude of
Uexc = 0.55V. An explanation might be that due to the higher trapping potential, the ion
cloud is stronger compressed. The resulting axial amplitude is lower and the ion density
increases which leads to a shorter Debye length. In consequence, the created space charge
potential increases and thus the shielding of the external field is stronger for a larger trap-
ping potential. Thus a larger excitation amplitude is needed to separate the 6Li+ and 7Li+
ions. The increase of the frequency jump with the trapping potential results from the mod-
ification of this potential by the space charge potential.
The frequency drops down for all trapping potentials at an excitation amplitude Uexc = 2V.
Here is assumed that the cyclotron radii of both ion species are equal.
5.3.3 Influence of space charges on the interconversion of modes
The interconversion of the radial modes by means of a quadrupolar excitation field is
influenced by the Coulomb effects. In order to observe an interconversion of modes of the
6Li+ ions, both ion species have to be spatially separated.
For this measurement, the higher abundant 7Li+ ions were first excited with a dipolar
excitation field at ν˜+ which allowed to separate the two species. Then, a quadrupolar rf
field was applied for which the frequency was scanned around the cyclotron frequency ν˜c
of the lower abundant 6Li+ species. Figure 5.13 shows four quadrupolar resonance scans
of the 6Li+ ions for different pre-excitation amplitudes of the 7Li+ ions, i.e. for differ-
ent 7Li+ cyclotron radii. Without pre-excitation of 7Li+, the quadrupolar excitation field
was shielded and thus no quadrupolar conversion for 6Li+ was observed. This case is not
shown here. For an increased excitation amplitude, the shielding effect is lowered and a
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Figure 5.12: Shielding of a dipolar rf field presented for 6Li+ and 7Li+ ions as a function
of the excitation amplitude for 7Li+ ions, respectively. The results are shown for excitation
amplitudes of 1.5V and 2.5V for the 6Li+ ions. Panels (a) and (b) show the modified
cyclotron frequency and the dipolar Fourier amplitude of the 7Li+ ions. Panels (c) and
(d) show the modified cyclotron frequency and the dipolar Fourier amplitude of the 6Li+
ions. Panel (e) shows the measured frequency ν˜+ of 6Li+ for four trapping potentials V0
as a function of the excitation amplitude. For the explanations see text.
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resonance occurs.
Panels (a) and (b) of Fig. 5.13 show the resonance scan for an excitation amplitude of the
7Li+ ions of 0.3V of and 0.4V. The central peak splits up in two peaks, with a larger am-
plitude for the one at higher frequency. Additionally, no sidebands on the high frequency
side of the resonance are observed, while an asymmetric and broad sideband occurs at the
low frequency side. In panel (c), the largest resolving power is reached for a pre-excitation
amplitude of 0.75V. For this case no sidebands are observed. In panel (d), the 7Li+ ions
are excited to a large cyclotron radius by using an amplitude of 40V. The resonance scan
shows sidebands resulting from the interconversion of motional modes. At this moment
the two ion species are spatially separated and the influence of the space charge poten-
tial between both ion species is reduced. But notice that the amplitude of the center peak
is too low. A possible explanation can be that the conversion from the magnetron to the
cyclotron motion is incomplete. During the conversion process the ion can be driven to a
maximum radius given by (R++R−)/
√
2, due to the superposition of the magnetron and
cyclotron radii. At this maximum radius the space charge potential created by the 7Li+
ions and field inhomogeneities can lead to an incomplete conversion.
The effects observed in the resonance scans, like peak-splitting, no sidebands and
variation of the resolving power are not yet understood. A line-width broadening and
a double peak structure without sidebands have also been observed experimentally at
REXTRAP [77, 78], where buffer gas cooling was used. In simulation studies shown in
Ref. [79] these effects were investigated using a particle number up to 105.
5.4 Coulomb effects: SIMBUCA simulations
The motion of Coulomb interacting particles in a Penning trap has been simulated using
the open source program SIMBUCA from S. van Gorp [79]. This program evaluates the
equation of motion for many Coulomb interacting particles in any kind of electromagnetic
fields. The program includes Coulomb interactions, several excitation schemes and buffer
gas cooling. The calculation of the Coulomb forces are performed on a graphic card using
an optimized algorithm for N-body simulations [80].
As seen in Section 5.3, space charges can shield the rf field, leading to a peak broadening
and to a suppression of the sidebands in the resonance scan. The simulations with SIM-
BUCA have been carried out in order to study the Debye shielding of the dipolar and the
quadrupolar excitation fields.
Note that other programs for simulating Coulomb interacting particles have been de-
veloped where the particle-in-cell model [81] is used. More details about the results can
be found in the references from D.E. Mitchell [71] and E.N. Nikolaev et al. [72]. These
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Figure 5.13: Quadrupolar conversion profile for 6Li+ under the influence of the space
charge of the 7Li+ ions. The dipolar Fourier amplitude of 6Li+ is shown as a function of
the excitation frequency around ν˜c for a one-pulse quadrupolar excitation scheme. The
conversion profile was recorded for various excitation amplitudes of 7Li+ of 0.3V in (a),
0.4V in (b), 0.75V in (c) and 40V (d).
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programs include image charge interactions.
5.4.1 Debye shielding of a dipolar excitation field
As already mentioned in Section 5.3.1, the space charge potential created by the ions can
shield the excitation field. To confirm this effect, an ion cloud with 4096 particles was
simulated with a scale factor of 30, resulting in 122880 particles [79, 66]. The ion cloud
consists of 93% of 7Li+ and 7% of 6Li+ ions. The initial distribution of the ions is a Gaus-
sian shape around the center of the Penning trap with a standard deviation of 0.25mm in
the x,y plane and 0.5mm in the z direction. The electric and magnetic fields were assumed
to be ideal, using an electrostatic coefficient C2/d2 of 783m−2 and a trapping voltage of
60V, according to the parameters from the Penning trap used in this setup. Instead of a
magnetic field of 4.7T a field of 1T was used, which reduces the cyclotron frequency of
the lithium ions. This decreases significantly the simulation time since larger time steps
can be used for integrating the equation of motion with the fourth order Runge-Kutta
integrator method [82]. The number of arithmetical operation is drastically decreased.
Figure 5.14 shows the simulation results of a dipolar excitation of 6Li+ ions and 7Li+
ions for four cases. The timing scheme of the excitations used for the simulations and
their corresponding amplitudes is shown in the left column, the cyclotron radius R+ as a
function of time is shown in the second column. The red points represent the 7Li+ ions
and the black points represent the 6Li+ ions. The distribution of the cyclotron radius after
the excitations is shown in the third column and the ion position in the x− y-plane after
the excitations is shown in the last column.
In panel (a) only a dipolar excitation at ν+ for the 6Li+ ions was applied. As seen, the
space charges shield the rf field. The 6Li+ ions stay near the trap center and satellite ions
are formed which means a broader distribution of the cyclotron radius occurs. In panel
(b), the 7Li+ ions were excited to a cyclotron radius of 1mm. The 6Li+ ions were excited
to a radius R+ up to 30mm, but satellite ions appear also at lower radii R+. The ion dis-
tribution is spread over the cyclotron radius range from 24mm to 32mm. In both cases a
fraction of the ions stay at the trap center. Due to the space charge of both lithium species,
the ions created in the center of the Gaussian distribution are harder to excite than the ions
created in the wings.
Figure 5.14 (c) is similar as case (b) but the 7Li+ ions are excited to a larger cyclotron
radius. As seen the ion species can be clearly separated. The clouds of both ion species
show a phase coherent motion and form a condensed part [72]. Thus a narrow ion distri-
bution around R+ = 32mm is observed.
In panel (d), both species were excited to the same cyclotron radii. As in the case of (c)
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Figure 5.14: SIMBUCA simulations of an ion cloud of 4096×30 ions with 93% of 7Li+
ions (red points) and 7% of 6Li+ ions (black points). The left column shows the timing
scheme of the excitations used for the simulations and their corresponding amplitudes.
The ions were excited with a dipolar rf field at their eigenfrequency ν+. The second col-
umn shows the cyclotron radius R+ as a function of time, the third column the distribution
of the cyclotron radii after excitations and the right column shows the position of the ions
in the x− y-plane after excitations. One can see that a low excitation amplitude for 7Li+
like in panel (a) and (b) leads to a lower cyclotron radius of 6Li+ ions compared to the
panels (c) and (d).
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both species can be separated. Here the ions form only a condensed part which moves
phase coherent in the Penning trap. This is reflected by the narrow ion distribution.
The phenomena observed in the simulations can be compared to the experimental data
described in Section 5.3.3. First, the Fourier amplitude of the 6Li+ ions is observed only
if the 7Li+ ions are pre-excited with a dipolar field at ν˜+. The excitation field for the
6Li+ ions is shielded by the charges, as seen from the simulations (panel (a) and panel
(b)). Secondly, in the measurement a maximum Fourier signal for 6Li+ is observed (see
Fig. 5.12 (d)). The simulation shows that the 6Li+ ions stay phase locked when both ion
species are spatially separated (panel(c)). Third, when the ions have the same cyclotron
radius, no Coulomb interaction between the two ion clouds is observed in the simulation.
This is different to the experimental observation. The difference can arise from the fact
that we assumed an ideal trap and the image charge interaction are neglected. All together,
the phenomena could be nicely described by the simulations.
5.4.2 Debye shielding of a quadrupolar excitation field
When many particles are stored in a Penning trap space charges influence the interaction
of the ions with the quadrupolar excitation field. In consequence the interconversion of
modes shows deviations from the single particle behaviour. The experimental results were
presented in Section 5.3.3. It was observed that a conversion from the magnetron mode
into the cyclotron mode for 6Li+ ions is impossible if the 7Li+ ions are not pre-excited at
ν˜+ with the dipolar rf field. A SIMBUCA simulation using 4096 particles with a scaling
factor of 30, i.e. in total 1.2·105 ions, has been performed. The electric and magnetic fields
and the initial conditions of the cloud are the same as in Section 5.4.1. In these studies, a
quadrupolar excitation at νc for 6Li+ ions was investigated for various cyclotron radii of
7Li+ ions.
Figure 5.15 shows the timing scheme of the excitation in the left column, the mag-
netron radius R− as a function of time is shown in the middle column and the cyclotron
radius R+ as a function of time is shown in the right column. The red points represent the
7Li+ ions and the black points represent the 6Li+ ions.
Panel (a) shows a simulation where the Coulomb force between the particles was disabled.
Application of a resonant quadrupolar rf field leads to a conversion of the initial mag-
netron motion into a pure cyclotron motion. The interconversion between the motional
modes follows the theoretical description. Panel (b) shows a simulation using exactly the
same excitation scheme as in panel (a) but the Coulomb force between the particles is
enabled. In this case the space charge lead to a complete different behaviour during the
application of the quadrupolar rf field. The ion cloud shields the quadrupolar excitation
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field. In this simulation no interconversion could be observed.
In order to reflect the experimental results described in Section 5.3.3, an additional
dipolar pre-excitation field at the modified cyclotron frequency of the 7Li+ ions is applied
as shown in panels (c) and (d). In case of (c), the cyclotron radius of the 7Li+ ions is
about 1.3mm. The charges still shield the quadrupolar excitation field at νc of the 6Li+
ions and influence the interconversion of modes. One can see that the interconversion is
not complete and, additionally, the cyclotron radius of the 7Li+ ions is spread.
In case of (d), the 7Li+ ions were excited to a large radius (13.3 times larger than in
(c)), so that both species are spatially separated from each other. The Coulomb interaction
between the 6Li+ ions and the 7Li+ ions is negligible and the quadrupolar excitation field
leads to the desired conversion from the initial magnetron to the cyclotron motion. The
conversion time τc is equal to 1.1ms as in the case without the Coulomb force shown in
(a). These results are in agreement with the effects observed in the measurements (see
Fig. 5.13).
As shown in the experimental results (see Section 5.3.3), a convenient way to avoid
this Debye shielding is to separate the ion species using a dipolar excitation field at the
modified cyclotron frequency of the higher abundant species.
5.5 Determination of the magnetic field imperfections
The sideband frequency ν˜c is proportional to the magnetic field B = B0+B2z2, where B2
describes the magnetic bottle term. Therefore, the measurement of ν˜c at different axial
positions can be used to determine the term B2. In this measurement, the Penning trap
was moved along the z-axis by ±15(1)mm. Figure 5.16 shows the normalized sideband
frequency as a function of the axial position of the Penning trap. The data are fit with a
quadratic function, resulting in a magnetic bottle term B2 of −42(5)mTm−2.
The measured value can be compared with the one from the NMR probe measure-
ment (see Section 3.7) where a B2 of−65(2)mTm−2 has been determined. The magnetic
bottle term derived from the ion measurement deviates by 4σ from the NRM probe mea-
surement. Two reasons can cause this deviation. First, the magnetization of the materials
has an impact on the B2 value. While the measurement with the NMR probe is only sur-
rounded by the stainless steel tube, the ions feel additionally the magnetization of the
Penning trap. Secondly, the position of the probe in the magnetic field changed the B2
value since the magnetic field is tilted and shifted. The NMR probe was adjusted to the
magnet bore axis, while the ions perform a cyclotron motion and a magnetron motion,
thus they probe the magnetic field far off-center. For further considerations the measured
value with the ions will be used to calculate frequency shifts since the magnetic field was
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Figure 5.15: SIMBUCA simulations of an ion cloud with 4096× 30 ions, with 93% of
7Li+ ions (red points) and 7% of 6Li+ ions (black points). In panel (a), the Coulomb
interaction between the particles was not taken into account while in the panels (b), (c)
and (d) the Coulomb interaction was enabled. The left column show the timing scheme,
the middle column the magnetron radius R−(t) and the right column the cyclotron radius
R+(t). For each result the same initial conditions were used. For details see text.
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Figure 5.16: The sideband frequency ν˜c was measured and normalized to its maximum
value determined with 7Li+ ions. The position of the Penning trap was shifted along the
axial direction. The black curve is a quadratic fit to yield the magnetic bottle term.
probed off-center.
5.6 Frequency ratio measurements
For the determination of the accuracy of a mass measurement with the FT-ICR mass spec-
trometer, frequency ratio measurements have been carried out. The accuracy limit studies
are of special importance for the KATRIN experiment since the 3He+ and T+ ions need
to be resolved in order to determine the relative abundance. For resolving these two ion
peaks in the dipolar frequency spectrum, a resolving power better than 104 is needed.
For the frequency ratio measurements presented here, the 6,7Li+ ion species were chosen
because they are in a similar mass range as the ions expected in the KATRIN beam line.
Here, three methods for a frequency ratio determination are presented.
The masses of both lithium isotopes are used in high-precision experiments as reference
ions because both mass values are well known. The mass of 7Li+ has been determined at
SMILETRAP as m1 = 7.0160034256(45)u [83] with a relative uncertainty of 0.63ppb,
and the 6Li+ mass has been measured at TITAN as m2 = 6.015122889(26)u with a
relative uncertainty of 4.3ppb [84]. The frequency ratio is given by Rlit = νc,1/νc,2 =
q1m2/(q2m1) = 0.8573320536(37) [84]. Throughout this section, the determined fre-
quency ratio values are compared with the literature value.
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5.6.1 Frequency shifts measurements
To determine the frequency ratio for the various methods presented here, the frequen-
cies ν˜+ and ν˜c of both lithium isotopes have to be measured. As already mentioned in
Section 2.1.2, the frequencies of the ions in a real Penning trap depend on the motional
amplitudes. This is due to field imperfections, image charge effects and relativistic effects.
Distortion of fields leads to a magnetron frequency dependent frequency shift. Therefore,
the frequencies were measured as a function of the cyclotron radius. First, the amplitude
scan method is described. These data are fit with a model describing the frequency shift.
From this model the frequency at vanishing cyclotron radius is extrapolated, which was
later on used for the frequency ratio determination.
The measurement method: The measurement method is similar as the one already de-
scribed in Section 5.3.2. The timing scheme is exactly the same but in this section the
excitation amplitude was scanned for both ion species. When scanning the 6Li+ ampli-
tude, the excitation amplitude for 7Li+ is 4.5V in order to reduce the effects due to space
charges. Here, the dipolar and the quadrupolar spectra are computed, in order to measure
the frequencies ν˜+ and ν˜c.
For the 7Li+ ions the measurement of ν˜+ and the Fourier amplitude W dν˜+ has already
been presented in Fig. 5.12 for a trapping potential of 35V. For the 6Li+ ions a similar
excitation amplitude scan is shown in Figure 5.17 (a). The frequencies ν˜+ and ν˜c were
measured as a function of the 6Li+ excitation amplitude at a trapping potential of 35V. For
an excitation amplitude range from 0.3V to 2.5V, the frequency decreases by 23Hz for ν˜+
and by 13Hz for ν˜c. Panel (a) shows the expected quadratic decrease of the frequencies
with the excitation amplitude according to Eq. (2.25). The frequency shift of ν˜c is lower
compared to ν˜+, which is due to the fact that no magnetic bottle term appears for the
cyclotron radius dependent part of the ∆ν˜c shift.
Fit model: The measured frequency shifts of ν˜+ and ν˜c are fit with a quadratic function.
In this section only the first order frequency shifts are regarded, which depend quadrati-
cally on the motional amplitude, according to Eq. (2.25). Here higher order corrections to







where i is the index of the ion species (i= 1 for 7Li+ and i= 2 for 6Li+), a+/c,i is the slope
in units [Hz/V2] and ν¯+/c,i is the extrapolated frequency at R+ = 0mm. Equation (5.7)
is only true if the cyclotron radius R+ is proportional to the applied excitation amplitude.
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Therefore, for the fit to the data, only an excitation amplitude interval is chosen where the
Fourier signal increases linearly with the excitation amplitude.
The extrapolated frequencies ν¯+/c,i for a cyclotron radius R+ equal to zero result from
Eq. (5.7). These frequencies will be used to evaluate the various frequency ratios given
later in this section. These frequencies still include additional frequency shifts which
arise from the magnetron radius R−, the axial amplitude Rz, the image charge shifts, the
Coulomb effects and the distortion of fields which are given in detail in the following
sections.
For the interpretation of the measurement results it is assumed that the trajectory of the
ion beam does not change in time. The ions were always injected at the same trap position.
But notice that the ions were injected off-center which causes an initial magnetron radius.
The magnetron motion couldn’t be avoided since the ions were guided by the magnetic
field which is shifted and tilted at the trap position (see Section 3.7 for the magnetic field
map). The magnetron radius R− is equal to the distance of the position of the ions to the
trap center.
The axial oscillation rises up from the axial kinetic energy of the ions. To study sys-
tematic frequency shifts it is important to know the amplitude of the axial motion. For
this a simulation with the program SIMION has been performed. This program calculates
the trajectory of an ion in an electromagnetic field. The model implements the geometry
of the current cylindrical Penning trap using a trapping voltage of 35V and a magnetic
field of 4.699T. The ions are equally distributed over an area of a circle with a radius of
1mm before they are guided into the Penning trap. The ions move parallel to the magnetic
field vector, so that no cyclotron motion occurs (R+ = 0mm). The axial kinetic energy is
20eV. The injection endcap is switched within a time of 100µs from 0V to 35V. After
the trapping, the ions perform a magnetron motion and an axial oscillation. The x,y and
z coordinates of the trapped ions are recorded every µs for a duration of 2ms, in order
to observe a full magnetron period. Figure 5.18 shows the probability of presence of the
ions along the trap axis. One can see that the probability is maximum at the turnaround
point at zmax =±16mm, which is well below the length of the ring electrode zr = 56mm.
As expected, the probability follows exactly the classical harmonic oscillator, which is
described by A/
√
1− (z/zmax)2. For further systematic calculations presented in this sec-
tion an axial amplitude of 16mm will be used.
Figure 5.17 (b) shows the frequencies ν¯+,1 extrapolated to R+ = 0mm for 7Li+ as a
function of the trapping potential V0. As expected the modified cyclotron frequency de-
creases linearly with V0. The data are fit with Eq. (5.1) and two fit parameters are deducted:
The magnetic field B and the coefficient C2/d2. Using this method for both lithium iso-
topes, a mean value of C2/d2 = 812(30)m−2 is derived.
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Figure 5.17: (a) Measured frequencies ν˜+,2 and ν˜c,2 of 6Li+ from the dipolar and
quadrupolar detections as a function of the excitation amplitude for 6Li+ at a trapping
potential of 35V. The excitation amplitude for 7Li+ was kept constant. The black lines are
fits of Eq. (5.7) to the data. Both frequencies were simultaneously measured. (b) Modified
cyclotron frequency ν¯+,1 of 7Li+ as a function of the trapping potential. The black line is
a fit of Eq. (5.1) to the data.
The electrostatic coefficient C2/d2 was also determined by an analytical model as ex-
plained in Section 3.5.1. With a d parameter of 26.6mm one obtains C2 = 860m−2. The
measured value deviates by about 1.5 standard deviations from this value. This can be
explained by the fact that for a cylindrical trap the C2 value depends on the radius. Since
the ions perform a cyclotron and magnetron motion, they probe the electrostatic trapping
field off-axis.
5.6.2 Frequency ratio determination using the dipolar detection method
The frequency ratio was determined from the measurement of the modified cyclotron fre-
quencies ν˜+1 and ν˜+2 from the dipolar frequency spectra (see Fig. 5.3 (a)). The frequency
ratio R1 is calculated using the modified cyclotron frequencies ν¯+,i which are extrapolated





Figure 5.19 (a) shows the deviation of the frequency ratio from the literature value R1−Rlit
as a function of the trapping potential V0. The error bars in the plot include statistical and
systematic errors. The deviation from the literature value decreases when the trapping po-
tential decreases. This is a direct consequence of neglecting the magnetron frequency
ν˜− in Eq. (5.8) because the modified cyclotron frequency for 6Li+ is larger than for
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Figure 5.18: SIMION simulation of confined ions in a Penning trap for a trapping potential
of 35V and an ion energy of 20eV. The trap center is at z = 0mm. The ion trajectory is
recorded every 1µs. The probability of presence along the trap axis follows exactly the
classical harmonic oscillator. The turning point at z =±16mm is inside the length of the
ring electrode.
7Li+. For a trapping potential of 20V the deviation from the literature value R1−Rlit
is −2.19(3)stat(148)sys ·10−6.
The main contribution to the systematic error arises from the finite magnetron radius
and the axial amplitude, which lead to a frequency shift according to Eq. (2.25). As dis-
cussed in Section 5.6.1, the conservative values for these motions are R− = 5mm and
Rz = 16mm, leading to a frequency shift of 1.3ppm for 7Li+ and of 1.3ppm for 6Li+ for
a trapping potential of 20V. The interaction of the ions with its induced charges on the
ring electrode leads to a frequency shift. Here, for roughly 105 particles, the frequency
shift is 40ppt, calculated with Eq. (2.26). Referring to [8], the frequency ν+ of an ideal
trap is equal to ν+(θ ,ε) when only regarding misalignment and distortion of the fields.
During the measurement time tmeas of 60min, the decay rate and fluctuations of the mag-
netic field (see Section 3.7) lead to a frequency shift of 0.1ppb. This value is negligible,
since it is much below the resolving power of the mass spectrometer. The total systematic
uncertainty results from the quadratically sum of the uncertainties mentioned before.
For further systematic studies, the measurements have to be performed with only one
trapped ion species. Moreover, the initial magnetron radius and the axial amplitude have
to be reduced.
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5.6.3 Frequency ratio determination using the dipolar and the quadrupo-
lar detection method
The frequency ratio is determined by using the dipolar and the quadrupolar detection
method. The frequency ratio is derived when the modified cyclotron frequency was mea-
sured from the dipolar frequency spectra and the magnetron frequency ν˜− was determined
by the method described in Section 5.1.3. Here, ν˜− is determined by ν¯−,1 = ν¯c,1− ν¯+,1





where ν¯+,i are the same frequencies as in the previous section. Figure 5.19 (b) shows the
deviation of the frequency ratio from the literature value R2−Rlit as a function of the
trapping potential. Since the magnetron frequency is taken into account, a better accuracy
is achieved compared to the method presented in the previous section. For a trapping
potential of 20V a value of 0.84(4)stat(148)sys · 10−6 is determined. The accuracy gets
slightly better compared to the method described in the previous section when decreasing
the trapping potential. The systematic uncertainty decreases, since the frequency shifts
depend on the magnetron frequency.
The systematic error on the modified cyclotron frequency is the same as described in the
previous section. Additionally, the systematic error on the magnetron frequency has to
be considered. Using Eq. (2.25) the difference ∆νc−∆ν+ results in a relative shift of
0.2ppm.
5.6.4 Frequency ratio determination using the quadrupolar detec-
tion method
The detection of the sideband frequency ν˜c with the quadrupolar detection method is very
important since it is a direct way for mass determination. As explained in Section 5.1.3,
the measured cyclotron frequency is accessible if the ions perform simultaneously a mag-





Figure 5.20 shows the deviation of the frequency ratio from the literature value as a func-
tion of the trapping voltage. The frequency ratio is closer to the literature value when
the trapping potential is smaller. At a trapping potential of 20V the deviation of the fre-
quency ratio from the literature value R−Rlit is 2.65(2)(131) · 10−6, which is 2σ away
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Figure 5.19: (a) Deviation of the frequency ratio from the literature value R−Rlit at four
different trapping potentials V0. (a) The modified cyclotron frequency ν¯+/c,i was used to
calculate the ratio R1. In panel (b) the frequency ratio R2 is derived by using the sum of
the modified cyclotron frequency ν¯+/c,i and the magnetron frequency. For details see the
text.
from the literature value. The deviation arises from the measured frequency ν˜c of 6Li+,
which shifts 6 times stronger with the trapping potential than the 7Li+ data. A possible
explanation can be that a larger trapping potential increases the ion density. Thus, the
created space charge potential is stronger and the trapping potential is modified by the
charges of the higher abundant 7Li+ ions.
The main contribution of the systematic error arises from the frequency shift due to the
magnetron and axial motions. This is calculated with Eq. (2.25) and results in 0.93ppm.
Additionally, a frequency shift of 48ppt due to distortion of fields and misalignment is
taken into account.
5.6.5 Comparison of the frequency ratio measurements
The results of the deviation of the frequency ratio from the literature for the three meth-
ods are listed in Table 5.1. All three methods show nearly the same relative uncertainty.
The highest accuracy is reached with the dipolar detection method when the magnetron
frequency is known. For this method, an accuracy (R−Rlit)/Rlit ≈ 0.98 ·10−6 and a rela-
tive uncertainty ∆R/R≈ 1.73 ·10−6 are achieved when using a trapping potential of 20V.
The determined value is within the literature value. The advantage of this method is that
the modified cyclotron and the magnetron frequencies can be measured separately. This
is useful when the quadrupolar Fourier amplitude is not detectable but only the dipolar
Fourier amplitude. This can happen when measuring ion species with a low abundance.
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Figure 5.20: Deviation of the frequency ratio from the literature value R3−Rlit as a func-
tion of the trapping potential V0. Here, the sideband frequency at ν¯c,i was measured with
the quadrupolar detection.
For all presented methods, the accuracy can be improved by cleaning the ion beam
from contaminants and measuring only one ion specie. The accuracy can be further im-
proved when low trapping potentials are used.
To reduce the systematic uncertainties the following solutions can be applied to the
setup: Experimentally, different techniques have to be applied to reduce the magnetron
radius and the axial amplitude. Most commonly the buffer gas cooling technique is used,
which is described in Section 2.2.3. With this technique, the cyclotron and axial radii are
damped exponentially by the collisions with the buffer gas molecules, thus the ions are
centered in the trap.
The frequency shifts due to electrostatic imperfections might also be decreased by
using a lower trapping potential and using a compensated Penning trap. Such a trap with
correction electrodes can minimize the coefficients C4 and C6. A cleaning mechanism of
the unwanted ion species would reduce the Coulomb interaction between ion clouds of
different species.
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Frequency ratio method Ri−Rlit
R1 from dipolar detection at ν¯+,i −2.19(3)stat(148)sys ·10−6
R2 from dipolar detection at ν¯+,i with ν˜−-determination 0.84(4)stat(148)sys ·10−6
R3 from quadrupolar sideband detection at ν¯c,i 2.65(2)(131) ·10−6
Table 5.1: Comparison of the deviation of the frequency ratio to the literature value for
the three presented methods. The values were taken for a trapping potential of 20V. For
more details see the text.
Chapter 6
Conclusion and Outlook
6.1 Conclusion and final achievements
The goal of this thesis was to build up and characterize a broad-band FT-ICR detection
system. Such a system was successfully developed and used to investigate several excita-
tion and detection schemes.
The broad-band amplifier system, used for converting the induced image currents
into a voltage, was characterized. The pre-amplifier shows a white noise behaviour of
1nV/
√
Hz and a voltage amplification of about 6.5 in a broad frequency range from
0.2MHz up to 30MHz. Thus an ion detection with this pre-amplifier is possible in a
mass-to-charge m/q range from 2 to 400u/e.
The cylindrical Penning trap, developed for the KATRIN experiment, was character-
ized. In particular the deviations from an ideal quadrupolar potential were determined near
the trap center by using an analytical model of an open-endcap cylindrical Penning trap.
The harmonic term C2/d2 of 820(20)m−2 was experimentally determined from the de-
pendency of the modified cyclotron frequency on the trapping potential. Good agreement
between the measurements and the model has been reported.
An FT-ICR control system has been developed to provide a flexible and stable con-
trol of the experiment. This system includes the control of the function generators for
generating the excitation signals, the transient recorder for recording the ion signals and
computing the dipolar and the quadrupolar detection schemes. This makes the possibility
to combine easily several excitation schemes with several detection schemes.
A theoretical study describing the induced ion image charges on the detection plates
of a cylindrical Penning trap was developed and adapted for both detection schemes to
the experiment presented here. Time dependent image charges are derived in a form of a
Fourier series whose coefficients depend on the magnetron and cyclotron amplitudes of
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the ion motion. Therefore, the experimentally observed Fourier amplitudes at the combi-
nations of interest of eigenfrequencies can be analyzed.
The FT-ICR dipolar detection scheme was used for the first time to investigate az-
imuthal one- and two-pulse (Ramsey) quadrupolar excitation schemes at the sideband
frequency (ν++ν−), using 7Li+ ions. The FT-ICR dipolar signal was studied by varying
important parameters such as excitation frequency, excitation time and waiting time. The
two-pulse Ramsey excitation scheme shows that a longer total time reduces the statistic
uncertainty for the determination of the cyclotron frequency. When varying the excitation
time and using a constant waiting time the narrowest line-width reappears periodically at
the Rabi period τR, which is twice the conversion time τc. A quantum mechanical model
was built to understand the interconversion of the motional modes due to the interaction
of a quadrupolar rf field with an ion. A general solution for the one- and two-pulse conver-
sion profile functions was found. The measurements with the FT-ICR detection method
demonstrated the validity of the derived profile function for both excitation schemes.
Coulomb effects between the ions were experimentally investigated using 105 lithium
ions with their natural abundance, i.e. 93% of 7Li+ ions and 7% of 6Li+ ions. Due to the
space charge, frequency shifts and a variation of the cyclotron radius of the ions were ob-
served. When exciting the ion species at their modified cyclotron frequency with a dipolar
excitation field, the higher abundant ion species is easier to excite than the lower abun-
dant ion species. This is due to the Debye shielding of the applied dipolar field by the ion
cloud. When the higher abundant species is first excited by a strong dipolar rf field then
the lower abundant species could be excited for both excitation schemes. Thus, the Debye
shielding could be avoided. For a quadrupolar excitation field two phenomena were ob-
served in the resonance scans of the lower abundant species. The resonance shape depend
on the dipolar excitation amplitude of the higher abundant species. Here a suppression
of sidebands and a decrease of the frequency resolving power was observed. These are
important results for future studies when for example two isobaric species with a high
abundance have to be resolved.
In order to understand the observed shielding effects, N Coulomb interacting particles
in a Penning trap were studied numerically with the open source software SIMBUCA.
A total number of 1.2 · 105 Coulomb interacting particles was simulated by exciting the
two lithium ion species with a dipolar or a quadrupolar excitation field. The simulations
confirm that many stored ions shield any applied rf field as observed in the experiment.
The simulation as well as the experiment showed that the two ion species have to be
spatially separated in order to perform a manipulation of the motional mode.
The Penning trap will be installed in the beam line of the KATRIN experiment to
identify ion species and ion clusters. Therefore, accuracy and precision limit studies were
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carried out to determine the frequency ratio of 7Li+ to 6Li+ ions with three methods. The
ions were excited with a dipolar rf field and detected with the dipolar and the quadrupolar
method. The three methods showed comparable results on the evaluated frequency ratio.
The highest accuracy (R−Rlit)/Rlit of approximately 0.98 · 10−6 with a relative uncer-
tainty of 1.73 ·10−6 was reached by detecting the modified cyclotron frequency and mea-
suring the magnetron frequency separately. The systematic uncertainties are mainly due
the trap field imperfections, which lead to frequency shifts due to the initial magnetron
radius and the axial amplitude. This initial magnetron motion results from the shifted and
tilted magnetic field which leads to an unavoidable off-center trapping since the ions are
guided by the magnetic field. Avoiding this motion was not possible since it was found
that the superconducting magnet has two out of three broken shim-coils. The magnetic
field in an axial direction was improved by loading the z-shim-coil with a different shim
current. But x,y-shim coils could not be loaded with any shim current since probably the
heater units are broken. It is almost impossible to perform experiments where well-defined
initial conditions require centered ions, like in the case of an octupolar excitation scheme.
Finally the FT-ICR Penning trap mass spectrometer for the KATRIN project was suc-
cesfully completed and delivered. The cryogenic amplifiers were tested and fulfill the
requirements of a low-noise behaviour of 1nV/
√
Hz for frequencies higher than 1MHz.
Also the required sensitivity limit, resolving power and accuracy as explained above, is
sufficient to resolve the 3He+ and T+ ions.
6.2 Outlook, the PIPERADE project
After the KATRIN project, the FT-ICR setup in Heidelberg will be used in the context of
the PIPERADE (PIège de PEnning pour des ions RAdioactifs à DEsir) project [85]. The
Piperade setup will be located in DESIR (Désintégration Excitation et Stockage d’Ions
Radioactifs), the low-energy part of the future SPIRAL2 facility (Système de Production
d’Ions RAdioactifs en Ligne de 2eme génération). SPIRAL2 is an extension to the existing
GANIL (Grand Accélérateur National d’Ions Lourds) accelerator located in Caen, France.
The PIPERADE setup will be used to purify the radioactive beam from undesired ion
species.
When producing the ion of interest by nuclear reactions a huge amount of isobaric
contaminants is created at the same time. In order to remove these isobaric ion species
a system with a high resolving power is needed. The ions will be first separated by a
High Resolution Separator (HRS). Since higher resolving power and further separation
are needed, the ions will be guided after the HRS into the PIPERADE setup, located at
the entrance of the DESIR hall. The requirements for this system are the following:
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• A large trapping capacity up to 107 ions due to the ratio between the contaminants
and the ions of interest.
• A high mass resolving power of m/∆m > 105 in order to separate isobaric species.
• A short separation time of a few 100ms to a few 10s due to the limit of the half-life
of the nuclei.
The project needs to find new ways to purify and accumulate exotic nuclei. To reach this
goal two solutions are discussed so far: (i) A setup consisting of two Penning traps. The
first one can be used for mass selection with a high-resolving power and the second one is
used to store, accumulate and cool the ions. (ii) A system consisting of a Multi-Reflection
Time-Of-Flight (MR-TOF) mass spectrometer which is used to clean and purify the ion
beam [86] and behind a Penning trap for accumulating and cooling the ions.
In addition, since up to 107 ions will be stored one has to regard the nonneutral plasma
physics. Here, another excitation scheme like the rotating wall, which is a circular polar-
ized dipolar excitation, provides a way to compress or expand the ion cloud when excit-
ing at the rotating frequency of the ion cloud [76]. Also combinations of a dipolar and
quadrupolar excitation field are possible to purify a sample. For example, one can use
simultaneously a dipolar excitation at the magnetron frequency and a quadrupolar field at
the sideband frequency in order to obtain a centering of the ions without buffer-gas [87].
Also a dipolar excitation at the modified cyclotron frequency and an axial quadrupolar
field which couples the cyclotron motion to the axial motion can be chosen to separate
ion species. The first simulations with SIMBUCA and experimental tests concerning the
separation of ion species for the PIPERADE project have already been started in Heidel-
berg.
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