In this paper, via a variational approach, we study the existence of periodic traveling waves for the rotation Kadomtsev-Petviashvili equation. We show that those periodic solutions are characterized as critical points of some functional, for which the existence of critical points follows as a consequence of the Mountain Pass Theorem and Arzela-Ascoli Theorem.
Introduction
The aim of this work is to use the direct method of the calculus of variations to prove, under the restriction of the positiveness of parameters, the existence of 2D and 1D periodic traveling waves for the rotation Kadomtsev-Petviashvili equation u t − βu xxx + u 2 x x + u yy − γu = 0.
Equation (1) describes (see [7] , [8] ) small-amplitude, long internal waves in a rotating fluid propagating in one dominant direction with slow transverse effects, where the effects of rotation balance with weakly nonlinear and dispersive effects. The function u(x, y, t) represents the wave displacement, t ∈ R + is a time-like variable, x ∈ R is a spatial variable in the dominant direction of wave propagation and y ∈ R is a spatial variable in a direction transverse to the x-direction. The parameter β determines the type of dispersion; in the case β < 0 (negative dispersion), the equation models gravity surface waves in a shallow water channel and internal waves in the ocean, while in the case β > 0 (positive dispersion), it models capillary surface waves or oblique magnetoacoustic waves in plasma. The constant γ measures the effects of rotation and is proportional to the Coriolis force. In the case γ = 0, namely in the absence of rotation effects, equation (1) reduces to the Kadomtsev-Petviashvili equation u t − βu xxx + u 2 x x + u yy = 0, and in the absence of y-dependence (by removing the u yy term of (1)), it reduces to the Ostrovsky equation
− γu = 0.
Reciprocally, equation (1) may be viewed as modified from the KadomtsevPetviashvili equation to accommodate the effects of rotation, on one hand, or an extension of the Ostrovsky equation with allowance for weak transverse effects. To our knowledge, in many of earth's lakes, sea straits and coastal regions, the transverse scale is not negligible when compared with the Rossby radius (see [10] ), indicating that the weak transverse effects may not be ignored. For equations that model the evolution of nonlinear waves, it is very important to determine the well-posedness for the associated Cauchy problem, and the existence of special solutions as the traveling waves. For instance, traveling wave solutions are important in the study of dynamics of wave propagation in many applied models such as fluid dynamics, acoustic, oceanography, and weather forecasting. An important application is the use of solitons (traveling waves in the energy space) as an efficient means of long-distance communication.
In the work [5] , R. M. Chen, V. M. Hur and Y. Liu showed the global well-posedness for the Cauchy problem associated to the equation (1) in the space X(R 2 ) equipped with the norm
where ∂ −1
x u y is defined via the Fourier transformation as
In addition, for β, γ > 0, they established the existence of 2D-solitons, i.e. the existence of solutions of the form
which propagate with speed of wave c. Note that if u is a solution of the equation (1) of type (2) , then the traveling wave profile v should satisfy the equation
where
R. M. Chen et al showed, using the Concentration-Compactness Theorem, the existence of solutions for the equation (3) in the space X(R 2 ) for the speed of wave satisfying c < 2 √ βγ. In this paper we consider instead of (3) the following equation on the infinite strip
with u 2k-periodic in x and
Using the Mountain Pass Theorem we will show the existence of solutions for the equation (4) in the space X k (R 2 ) equipped with the norm
, where
. Also, in this work, we show the existence of 1D periodic traveling waves for the equation (1) . This is, the existence of 2k−periodic solutions of the form
where c denotes the speed of wave. Then, one sees that φ must satisfy
In this case, using the Arzela-Ascoli, we will show the existence of solutions for the equation (5) in the space X k (R) equipped with the norm
We will see that the 2D and 1D periodic traveling waves are characterized as critical points of some action functional. It is straightforward to write the action functional associated to the equations (4) and (5), and for the equation (4) is relatively standard to establish that this functional has a minimun in a suitable set of periodic functions. For the equation (5) we follow the approach by H. Brezis and J. Mawhin (see [4] ) in a recent work related with the existence of periodic classical solutions for a differential equation
where φ : (−a, a) → R is an increasing homeomorphism, g is a Charatéodory function k-periodic with respect to x, 2π-periodic with respect to u, of mean value zero on [0, k], and h ∈ L loc (R) is k-periodic and has mean value zero. A special case of this interesting model is the relativistic forced pendulum differential equation
Other results on the the Rotation Kadomtsev-Petviashvili equation, including decay properties of the 2D-solitons and numerical computations, have been studied in [1] , [6] , [7] , [9] . Throughout this work, if not specified, we denote by C a generic constant varying line by line.
Two-Dimensional Periodic Traveling Waves
In this section we will establish the existence of x-periodic solutions with period 2k for the equation (4) . To do this we use a variational approach based on the Mountain Pass Theorem without the Palais-Smale condition together with the existence of a compact embedding result.
First, formally we define the natural space in order to look at x-periodic solutions. Denote by C ∞ k (R 2 ) the space of smooth functions which are xperiodic with period 2k and have compact support in y and define
We define X k (R 2 ) as the completion of Y k (R 2 ) with respect to the norm given by
and the inner product
From the local version of the embedding theorem for anisotropic Sobolev spaces (see [3] , p. 187), for any compact Ω ⊂ R 2 and 2 ≤ q ≤ 6, we have that
Then it is not hard to prove the following embedding results. For the proof we see details in the work [11] in the case of x−periodic traveling waves for the generalized Kadomtsev-Petviashvili equation.
, where the embedding constants are uniformly bounded with respect to k, and
is compact for 2 ≤ q < 6. The existence of solutions for the equation (4) in the space X k (R 2 ) is a consequence of a variational approach which apply a minimax type result, since solutions v of (4) are critical points of the functional J k given by
where the functionals I k and G k are defined on the space X k (R 2 ) by
First we have that
, R) and its derivatives in v in the direction of V are given by
As a consequence of this, after integration by parts, we conclude that
meaning that critical points of the functional J k satisfy the traveling wave equation (4) . Hereafter, we will say that solutions for (4) are critical points of the functional J k . In particular, we have that
Thus, on any critical point v we have that
Using that the embedding
. In particular we have that
Moreover, Lemma 2.2. If β, γ > 0 and c < 2 √ βγ then there are positive constants C 1 (c, β, γ) < C 2 (c, β, γ) such that
Proof. First we note that
In fact,
Now, in the case 0 < c < 2 √ βγ we have that
On the other hand,
Then, for some C 2 > 0, we obtain that
Our approach to show the existence of a non trivial critical point for J k is to use the Mountain Pass Theorem without the Palais-Smale condition (see M. Willem [13] , A. Ambrosetti et al. [2] ) to build a Palais-Smale sequence for J k for a minimax value and use a local embedding result to obtain a critical point for J k as a weak limit of such Palais-Smale sequence. Theorem 2.3. Let X be a Hilbert space, J ∈ C 1 (X, R), e ∈ X and r > 0 such that e X > r and
Then, given n ∈ N, there is u n ∈ X such that ϕ(π(t)), and Γ = {π ∈ C([0, 1], X) : π(0) = 0, π(1) = e} .
Before we go further, we establish an important result for our analysis, which is related with the characterization of "vanishing" sequences in X k (R 2 ). Define for ζ ∈ R 2 and r > 0 the rectangle
Lemma 2.4. Let 2 ≤ p ≤ 4. If {v n } n is a bounded sequence in X k (R 2 ) and there is a positive constant r > 0 such that
then we have that lim
Proof. From Hölder inequality and the local embedding (6) we see that
Covering Q k by a countable number of rectangles such that every point in Q k is contained in at most 3 rectangles R r,k (ζ), we obtain that
We conclude using the condition (11) and that {v n } n is a bounded sequence in
Now, we want to verify the Mountain Pass Theorem hypotheses given in Theorem 2.3 and to build a Palais-Smale sequence for J k . 
2. There is e ∈ X k (R 2 ) with e X k ≥ ρ such that J k (e) ≤ 0.
If d(c) is defined as
Proof. From inequalities (9)- (10), we have for any v ∈ X k (R 2 ) that
Then for ρ > 0 small enough such that
we conclude for ρ = v X k that
In particular, we also have that
Now, it is not hard to prove that there exist
As a consequence of this, we have that
and so, there is t 0 > 0 such that e = t 0 v 0 ∈ X k (R 2 ) satisfies that t 0 v 0 X k = e X k > ρ and that J k (e) ≤ J k (0) = 0. The third part follows by applying Theorem 2.3. Theorem 2.6. For β, γ > 0 and c < 2 √ βγ, the equation (4) has a nontrivial solution in X k (R 2 ).
Proof. We will see that d(c) is in fact a critical value of J k . Let {v n } n ⊂ X k (R 2 ) be the sequence given by previous lemma. First note from (13) that d(c) ≥ b(c) ≥ δ. Using the definition of J k and (15) we have that
But from (10) we conclude for n large enough that
Then we have shown that {v n } n is a bounded sequence in X k . We claim that
If we suppose that
Hence from Lemma 2.4 we conclude that
Now, using (13) , (15) and (9) we have that
But this is a contradiction. Thus, there is a subsequence of {v n } n , denoted by the same symbol, and a sequence ζ n ∈ Q k such that
We define the sequenceṽ n (x, y) = v n (x, y + ζ n ). For this sequence we have that
Then {ṽ n } n is a bounded sequence in X k (R 2 ). Thus, for some subsequence of {ṽ n } n , denoted by the same symbol, and for some v ∈ X k (R 2 ) we have that
Since the embedding
Then v = 0 because using (14) we have that
In other words, we have shown that
and also that
Thus we have already established that J k (v) = 0. In other words, v is a nontrivial solution for equation (4).
One-Dimensional Periodic Traveling Waves
In this section we show the existence of 1D periodic traveling waves of period 2k for the Rotation Kadomtsev-Petviashvili equation (1) . The result will be a direct consequence of the coerciveness of the associated functional to the equation (5) and that such functional is (sequentially) weakly lower semi-continuous.
We can see that solutions φ of the equation (5) are critical points of the functional J k , in this case, given by
where the functionals I k and G k are defined by
A direct computation shows that
As a consequence of this we conclude that
meaning that a critical point φ of the functional J k satisfies the traveling wave equation (5) . Hereafter, we will say that weak solutions for (5) are critical points of the functional J k . In particular, we have that
In order to state the main result of this section we define the appropriate space. Denote by C ∞ k (R) the space of smooth functions which are periodic with period 2k and have compact support and define
Then any function φ ∈ Y k (R) satisfies the mean zero property
We define X k (R) as the completion of Y k (R) with respect to the norm given by
Note that
denotes the usual Sobolev space of 2k-periodic functions with the mean zero property. Then, following the same way as in (9)- (10) we have some properties of I k and G k , Lemma 3.1. For β, γ > 0 and c < 2 √ βγ + 1, we have that I k (φ) ≥ 0. Moreover, there is a positive constant C 1 = C 1 (c, β, γ) such that
Lemma 3.2. There is C 2 > 0 such that
Next, we show the following result on J k .
Lemma 3.3. Assume that the sequence (φ n ) n ⊂ X k (R) converges weakly to φ 0 ∈ X k (R). If {φ n } n converges uniformly to φ 0 on [−k, k], then we have that
Proof. Recall that J k = I k + G k . Now, from (10) we have that I k is like a norm in X k (R), so is convex. More exactly, for λ ∈ (0, 1) we have that
Using the formula of I k we have that
Since the sequence {φ n } n converges weakly to φ 0 in X k (R) we conclude that
In other words, we have that
Proof. 1. From inequalities (16)-(17), there are positive constants C 1 and C 2 such that
Our goal now is to show the existence of a non trivial critical point for J k . The result will be a direct consequence of the coerciveness of J k and that J k is (sequentially) weakly lower semi-continuous on X k,α for 0 < α < α 0 . We will use the Arzela-Ascoli Theorem and the following result (see Theorem 1.2 in [12] ). Theorem 3.5. Let X be a Hilbert space and let M ⊂ X be a weakly closed subset of X. Suppose that E : M → R ∪ {+∞} is coercive and that is (sequentially) weakly lower semi-continuous on M with respect to X, that is, suppose the following conditions are fulfilled:
1. E(u) → ∞ as u → ∞, with u ∈ M .
2. For any u ∈ M , any sequence (u n ) n in M such that u n u (weakly) in X there holds:
Then E is bounded below on M and attains its minimum in M .
Theorem 3.6. If β, γ > 0 and c < 2 √ βγ + 1 then for 0 < α < α 0 , J k has a minimum over X α,k . Therefore, the equation (5) has a nontrivial solution in X k (R).
Proof. We will verify that J k satisfies the hypotheses in Theorem 3.5. It is straightforward to check that X α,k is weakly closed subset of X k (R). In fact, let {φ n } n ⊂ X α,k be a sequence that converges weakly to φ 0 . Then we have that the sequence {φ n } n is bounded in X α,k . Now, we see that |φ n (x) − φ n (y)| ≤ In other words {φ n } n is equicontinuous, then by using the Arzela-Ascoli Theorem we have for some subsequence (which we denote by the same symbol) that (φ n ) n converges uniformly to φ 0 on [−k, k], since we have that |φ n (x)| ≤ α for a. e. x ∈ R and for all n ∈ N. From this fact and the uniform convergence of {φ n } n we conclude that |φ 0 (x)| ≤ α for a. e. x ∈ R. Then φ 0 ∈ X α,k , meaning that X α,k is weakly closed subset of X k (R). Now note that the coerciveness property of J k and condition (1) in Theorem 3.5 are obtained using the inequality (22) in previous lemma. We need now to verify condition (2) . Let φ 0 ∈ X α,k and let {φ n } n ⊂ X k (R) such that φ n φ 0 (weakly) in X α,k . This sequence {φ n } n is bounded X k (R) and the same type of arguments show that{φ n } n converges uniformly to φ 0 on [−k, k] (up to a subsequence), so by Lemma 3.3 we conclude that lim inf
Then, from Theorem 3.5 we conclude that J k attains a minimum over X α,k .
