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1. INTRODUCTION 
Oscillators can be found in a wide variety of electronic equipment. They perform a 
number of different functions spanning from highly stable frequency standards to 
voltage controlled oscillators, which may be used to achieve frequency modulation. The 
noise characteristics of these oscillators often limit the capabilities of many electronic 
systems, including radar systems, electronic location systems, radio communication 
equipment, and electronic test equipment. The need for more accurate radar systems and 
improved performance in other electronic equipment has generated considerable interest 
in analyzing the noise performance of oscillators. However, many of the current 
oscillator noise analyses are based on greatly simplified assumptions such as treating the 
oscillator as a linear circuit [1, 2]. Even the more in depth oscillator analyses ignore 
other significant effects such as the modulation of the noise sources within the oscillator 
[3,4]. Accordingly, these analyses are often inaccurate in predicting the noise 
performance of microwave oscillators [5J. Thus, a better understanding of the 
mechanisms which affect the noise characteristics of oscillators is needed to improve the 
design of many microwave oscillators. 
1.1. Statement of Purpose 
The primary purpose of this paper is to present an analysis procedure which 
accurately models the noise characteristics of microwave oscillators. This procedure 
accounts for the significant mechanisms which determine oscillator noise performance 
including the frequency conversion of noise through both circuit nonllnearlties and 
noise source modulation. It can also be used to determine the significance of each of the 
individual noise sources on the overall oscillator noise characteristics. In addition, the 
proposed approach is suitable for possible integration into modem microwave computer 
aided design applications such as LIBRA.™, HARMONICA™, or MDS™ and could 
potentially allow the output noise spectrum of an oscillator circuit to be optimized 
numerically. 
While the vast majority of the work contained in this paper applies to a wide variety 
of oscillator circuits, the main emphasis is on oscillators which contain heterojunction 
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bipolar transistors (HBTs). Recently considerable interest has been given to HBTs in the 
development of high quality microwave oscillators due to the excellent flicker noise 
performance of these devices 16]. They are also expected to gain wide spread use in future 
MMIC applications. Since bipolar transistors are basically a simplified form of HBTs. 
this research is also applicable to bipolar transistor oscillators. Many of the 
characteristics of MESFET oscillators have previously been analyzed by the author [7], 
The most significant limitation of this previous analysis is associated with ignoring the 
effects of noise source modulation. Much of the analysis presented in this research may 
also be used to analyze noise source modulation in MESFET oscillators, when applied in 
conjunction with Rizzoli's analysis of MESFET mixers [81. Finally, it should be noted 
that the research presented in this paper has limited application for oscillators which 
incorporate transferred electron devices. This is due to the quasi-static modelling 
technique which is implemented in the analysis and is likely to be the most significant 
limitation of the analysis presented in this paper. 
In order to demonstrate specific details of the procedure, the analysis of a particular 
HBT oscillator is discussed. It should be noted, however, that the procedure which is 
presented in this paper may be used to analyze nearly any oscillator topology and is not 
limited to the particular topology discussed in the paper. In addition, it should be noted 
that the research presented in this paper can be applied to nearly any nonlinear 
periodically driven circuit, including mixers, frequency multipliers, frequency dividers, 
and limiters. 
1.2. General Overview 
A review of the literature which is relevant to the research presented in this paper is 
given in Section 1.3. This review covers topics related to the analysis of noise in 
oscillators and microwave mixers. The review of noise modulation in microwave mixers 
is shown to be particularly significant for this paper since the modulation of noise in 
oscillators has not previously been discussed in literature. 
A review of numerous topics which are related to the the noise characteristics of 
HBT oscillators is given in Section 2. This section is intended to provide a review of basic 
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background information. Any reader who has no understanding of the basic operation of 
oscillators may find it useful to read Section 2 before reading Section 1.3 of this paper. 
Section 3 contains a discussion of the analysis approach which has been developed 
in this research. This approach is contrasted with other possible approaches and it is 
Justified in terms of its numerical efficiency and compatibility with existing CAD 
programs. 
Large-signal models, which are required for the analysis procedure, are developed in 
Section 4. In Section 4.1, a large signal HBT model is developed based primarily on the 
popular Gummel-Poon transistor model. However, it is shown that some modifications 
to the Gummel-Poon model are required in order to accurately describe the 
characteristics of HBTs. The HBT model is then implemented in a large signal oscillator 
model in Section 4.2. This large signal model is used to establish the nonlinear 
characteristics of the oscillator. 
In Section 5, a linear model of the oscillator is developed. This linear model is 
generated from the large signal oscillator modeled which is developed in Section 4. It 
accurately accounts for the conversion of noise between the various harmonics of the 
oscillator due to device nonlinearities. 
Noise models of the HBT device are developed in Section 6. In Section 6.1, a 
microwave frequency noise model is generated. It is found that a standard transistor 
noise model can be used to model the noise characteristics of an HBT at microwave 
frequencies.. A low frequency HBT flicker noise model is developed in Section 6.2. Both 
the microwave frequency noise model and low frequency flicker noise model are 
expressed as a function of the bias conditions within the HBT and thus can be used to 
describe the large signal noise characteristics of the HBT. 
In Section 7, the modulation of the noise sources within the oscillator are discussed. 
The analysis of noise source modulation in oscillators has not previously been reported 
in literature. The results of the analyses in Sections 4 through 7 are then combined, and 
the overall noise characteristics of the oscillator are modelled. Both the amplitude and 
phase spectrums are generated, and the significance of the individual noise sources in 
determining the overall spectrum of the oscillator is discussed. 
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1.3. Review of Relevant Literature 
A number of oscillator phase noise models have been reported in literature. Most 
are based on very specific oscillator topologies and make drastic simplifying 
assumptions. Several of the more popular oscillator analyses are reviewed in this 
section. A review is also given of several mixer noise analyses which may be applied to 
the analysis of noise source modulation in oscillators. 
One of the most popular models which is commonly used to explain the qualitative 
characteristics of oscillator noise was first developed by Leeson [4]. He analyzed 
oscillator phase noise using the feedback topology shown In Figure 1.1. The oscillator in 
this figure is modelled as an amplifier with a frequency independent voltage gain. Ay, and 
a feedback circuit with a bandpass frequency response. Using heuristic arguments in 
conjunction with this model, Lesson found that the output spectrum of an oscillator will 
be effected by low frequency flicker noise, which is upconverted to the oscillator 
sidebands through circuit nonllnearities. Leeson's model has also been used as a basis for 
several other oscillator analyses [9, 10, 11]. Several qualitative conclusions were reached 
as a result of these other oscillator analyses: (1) Oscillations will occur at any frequency 
where the open loop gain. AY HQ , is equal to one and the open loop phase shift is an integer 
multiple of 360°. (2) Any practical oscillator will be a nonlinear circuit where the 
nonllnearities are required to limit the amplitude of oscillation such that the open loop 
gain is one. (3) The nonllnearities in the circuit will cause any flicker noise which is 
present in the oscillator to be upconverted to the oscillator sidebands. (4) The phase noise 
Ho^^s 
Figure 1.1. Leeson's Oscillator Model 
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performance of the oscillator can be improved by Increasing the loaded Q of the feedback 
circuit, maximizing the power which is available from the oscillator, minimizing the 
amplifier noise figure, reducing the flicker noise sources in the oscillator, and 
minimizing the losses in the feedback circuit. 
While the analyses which are based on Leeson's model are useful for qualitatively 
explaining many of the noise characteristics of feedback oscillators, several significant 
simplifications are required. Impedance mismatch effects which tend to degrade 
oscillator noise characteristics are ignored. In addition, it is assumed that the oscillator 
operates at the center frequency of the resonator. In nearly all microwave oscillators, 
this condition will not be met and this simplification tends to make the model overly 
optimistic. Probably the most significant simplification is in modeling the effects of the 
noise conversion between the various sidebands of the oscillator. An "effective 
upconverted flicker noise figure" is typically defined to account for these noise 
conversion effects. There is no practical method to determine a value for this parameter 
or how much flicker noise is upconverted due to nonlinearltles. In addition, the 
microwave frequency noise figure of the active devices In the oscillator will also be 
degraded under large-signal conditions. This is not accounted for in these analyses. 
Many of the more recent oscillator analyses have concentrated on circuits 
containing MESFETs. Siwerls and Schiek [3] studied the flicker noise upconversion 
mechanisms which determine the phase noise levels in oscillators. The analysis was 
applied to oscillator topologies which contain a single MESFET. The nonlinearltles in 
the gate-to-source capacitance, transconductance, and output conductance of the MESFET 
were considered. All other elements in the oscillator were assumed to be linear. The 
Impact of the low frequency flicker noise on the oscillator phase noise was then 
evaluated. In order to simplify the analysis it was assumed that (1) the linear network 
provides a low input impedance at all of the harmonic frequencies of the oscillator, (2) the 
frequency response of the linear network is symmetrical with respect to the frequency of 
oscillation, (3) the impedance loading the drain of the MESFET Is real at the frequency of 
oscillation, and (4) the nonlinear components can be described by polynomials of second 
order or less. From this analysis, Siwerls and Schiek concluded that amplitude 
fluctuations in MESFET oscillators depend only on nonlinearltles in the 
transconductance and drain-to-source resistance of the MESFET and that the 
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nonlinearitles in the gate-to-source capacitance have no effect on the amplitude 
fluctuations. While the phase noise level was found to be dependent on all three 
nonlinear components, it was a null level only when the gate-to-source capacitance was 
linear. As a result, is was concluded that the phase noise performance was primarily 
determined by the gate-to-source capacitance nonlinearitles. 
As previously discussed by the author [7], it appears that the conclusions obtained 
by Siweris and Schiek were a result of the simplifying assumptions which were made 
during the analysis. Specifically, it was shown that if the second and third assumptions 
which are mentioned above are not satisfied, then the amplitude and phase fluctuations 
in the oscillator will depend on all of the nonlinear components. These assumptions will 
not be valid in most microwave oscillators. In addition, the gate-to-drain capacitance is 
usually considered to be a nonlinear component in most MESFET models and should be 
considered in any general MESFET oscillator analysis. However, despite these 
shortcomings, the general approach which was Implemented by Siweris and Schiek was 
one of the first reported attempts to model noise conversion due to circuit nonlinearitles 
in a detailed manner. 
Debney and Joshi [12] also analyzed the relationship between the oscillator phase 
noise performance and the nonlinear behavior of GaAs MESFETs. By using the results of 
a general oscillator analysis performed by Kurokawa [131, Debney and Joshi were able to 
derive an expression for the power spectral density of phase noise in terms of the 
oscillator circuit parameters and flicker noise levels. Kurokawa's analysis gives an 
expression for the phase noise of an oscillator In terms of the noise generated at the 
frequency of oscillation. Debney and Joshi extended this theory to include the effect of 
flicker noise upconversion due to mixing in the circuit nonlinearitles. From this 
analysis, Debney and Joshi concluded that the amplitude and phase fluctuations in 
MESFET oscillators are dependent on all of the nonlinear MESFET elements, and that no 
single nonlinear element plays a dominant role in the flicker noise upconversion 
process. 
While the simplifying assumptions required for the analysis presented by Siweris 
and Schiek were not used by Debney and Joshi, the nonlinearitles in the gate-to-source 
capacitance of the MESFET were ignored. This capacitance is typically considered to be 
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one of the dominant MESFET nonllneairlties in the generation of oscillator phase noise. 
Siweris and Schick also determined that Kurokawa's oscillator theory was Improperly 
applied by Debney and Joshi. As pointed out by Siweris and Schick [3], the flicker noise 
which is upconverted to both sidebands will be correlated while Kurokawa's oscillator 
analysis is based on the assumption that the noise at both sidebands is uncorrelated. 
This effect was not accounted for by Debney and Joshi. 
Several authors have analyzed various circuit topologies in an attempt to minimize 
the flicker noise upconversion process. Riddle and Trew [5] proposed that a source 
coupled differential pair, as shown in Figure 1.2a, could be used to reduce the amount of 
flicker noise which is upconverted. The upconversion process was analyzed by modeling 
the flicker noise as a voltage source in series with each MESFET gate and then modelling 
the MESFET differential pair using the equivalent circuit shown in Figure 1.2b. It was 
postulated that any small variation in either flicker noise source, Vni or Vn2. would 
result in half of this voltage increasing the gate-to-source voltage in one MESFET, and the 
other half reducing the gate-to-source voltage of the other MESFET. The gate-to-source 
capacitance of one MESFET would then increase and the gate-to-source capacitance of the 
other MESFET would decrease by the same amount. Accordingly, no net change in the 
input impedance of the differential pair would result and the flicker noise upconversion 
process would be defeated. However, the experimental results, which were reported by 
Riddle and Trew, did not show the expected improvement in oscillator phase noise. This 
discrepancy was attributed to the phase delay associated with the physical separation of 
the MESFETs which were in discrete packages. 
Several other factors could also be responsible for degrading the phase noise of the 
V+ Vnl 
(a) Oscillator Topology (b) Differential MESFET Pair Model 
Figure 1.2. Oscillator Topology Proposed by Riddle and Trew 
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oscillator. The simplified analysis, which was presented by the authors, did not account 
for the nonlinearities in the drain-to-source conductance, transconductance, or the gate-
to-drain capacitance in the MESFETs. A more detailed analysis of the oscillator 
indicates that the drain-to-source conductance will have a significant Impact on the 
upconversion of flicker noise [7], In addition, if any flicker noise is present in the current 
source which biases the differential pair, it will modulate the gate-to-source capacitance 
of both MESFETs. As a result, this flicker noise will be upconverted and degrade the 
phase noise performance of the oscillator. 
Chen et al. 114] have also analyzed the circuit requirements for reducing the 
upconversion of flicker noise. By studying a general oscillator model, Chen et al. 
determined that the upconversion of flicker noise would be eliminated if all of the 
nonlinear devices could be described by polynomials which contained only odd ordered 
terms. This type of nonlinear device is referred to in literature as an odd-symmetrical 
device. The result of Chen's analysis was verified experimentally by realizing an odd-
symmetrical oscillator which operated in the 10 kHz frequency range. By injecting a 50 
Hz signal into the osciUator and observing the output spectrum, Chen was able to tune the 
biasing of the oscillator until it was odd symmetrical. When the oscillator was tuned to 
this point, the 50 Hz sidebands were eliminated from the oscillator output. However, no 
reduction in the oscillator phase noise was achieved since the level of flicker noise in the 
oscillator was insignificant regardless of the oscillator tuning. 
A paper published by Heam [15] includes a discussion of the experimental procedure 
and conclusions of Chen's analysis. Heam contended that an odd symmetrical oscillator 
will only defeat the flicker noise upconversion process if the flicker noise and carrier 
signal are combined prior to odd symmetrical limiting. In many odd symmetrical 
circuits, such as back-to-back limiter diodes, the flicker noise associated with the 
internal circuit components will still be upconverted. It was also noted that the 
experimental technique used by Chen et al. did not ascertain whether the sidebands of the 
oscillator output were due to amplitude or phase fluctuations. A more complete 
measurement technique is required in order to verify Chen's et al. theory for both 
amplitude and phase fluctuations. 
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Takaoka and Ura [16] have developed a method for analyzing the process by which 
amplitude fluctuations may be converted to phase fluctuations. While this work is not 
capable of analyzing the upconversion of flicker noise, it is useful for determining the 
level of AM-to-PM conversion at the frequency of oscillation. This analysis may be used 
to calculate the output spectrum of an oscillator from the characteristics of the feedback 
circuit, the noise figure, the describing function of the amplifier, and the AM-to-PM 
conversion coefficient of the amplifier. Due to the complexity of the calculations 
required for this analysis, it is probably most useful in a computer program format. In 
addition, many of the parameters required for this analysis must be determined 
experimentally, such as the AM-to-PM conversion coefficient and the noise figure of the 
amplifier. These parameters are very difficult to measure under large signal conditions. 
While many oscillator analyses have been completed, no widely accepted procedure 
exists for analyzing the noise characteristics of oscillators. The analyses discussed in 
this section indicate that the simplified approaches to analyzing the noise 
characteristics of oscillators are inadequate. The reported conclusions are often in 
conflict. (Such as the conclusions reported by Siweris and Schiek versus those reported 
by Debney and Joshi.) In addition, most of these analyses, contain empirical parameters 
which cannot be determined by analysis or measurement and apply only to specific 
topologies. More significantly, these analyses neglect the effects of the modulation of 
noise sources on the oscillator characteristics. Any noise source which varies as a 
function of bias will be modulated by the large-signal characteristics of the oscillator. 
This effect is ignored in all of these oscillator analyses even though it has been found to 
have a significant impact on the noise performance of other nonlinear periodically 
driven circuits (171. One of the major purposes of the research presented In this paper is to 
demonstrate a procedure for analyzing the effects of noise source modulation. In 
addition, the effects of noise source modulation are shown in this research to invalidate 
many of the models which have been discussed previously in this chapter. For example, it 
is shown that an odd symmetrical oscillator will not defeat the upconversion of flicker 
noise since it is upconverted through noise source modulation. 
Noise modulation effects were perhaps best summed up by Maas [181 in a discussion 
regarding diode mixers: 
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The history of mixer noise analysis is remarkable in that the 
properties of noise in mixers were well understood early in their histoiy, 
but a workable, accurate noise model was not generated until the mid-
1970s 
The key to understanding mixer noise is not simply to understand 
the shot and thermal noise processes, which are relatively simple, but to 
appreciate the more subtle correlation properties of the noise, and the 
effect of the time-varying elements, particularly the junction capacitance, 
upon them. For the dc-biased diode, the correlation properties are simply 
those of any white noise process: components at different frequencies are 
not correlated. For the pumped diode, however, the components down-
converted to the IF from different mixing frequencies - including 
unwanted mixing products - are partially correlated, and their correlation 
raises the noise level. . . . 
These same comments also apply to any nonlinear periodically excited circuit 
including oscillators. Consider, for example, any oscillator which contains an arbitrary 
number of nonlinear devices. Any noise which is present in the oscillator components 
will be converted to all of the oscillator sidebands through the circuit nonlinearities. A 
second mechanism by which the noise can be frequency converted is through noise source 
modulation, ff any noise source is a function of a voltage or current within the oscillator, 
it wlU be modulated in a periodic manner. This modulation will also cause the noise to be 
frequency converted to all of the oscillator sidebands. Thus, the noise at any oscillator 
sideband will be partially correlated with the noise at all of the other sidebands. It is the 
analysis of these frequency conversion and noise correlation effects which is crucial to 
achieving an accurate analysis of oscillator noise properties. 
Conversion matrix techniques, which may be used to analyze frequency conversion 
effects due to circuit nonlinearities, are well established [131 In the analysis of microwave 
mixers. These techniques may also be applied to oscillator analyses 111, 19]. However, 
the analysis of noise source modulation in microwave oscillators has all but been ignored 
in reported literature. (See, for example, the references cited In Rlzzoli's review paper on 
microwave CAD [20].) One analysis which considers noise modulation in microwave 
oscillators, in a very simplified manner, has been reported by Slweris and Schick [21]. 
Siweris and Schick analyzed a MESFET oscillator. The large-signal operation of 
the oscillator was simulated using a harmonic balance algorithm and conversion matrix 
techniques were used to represent the oscillator as a linear circuit. (Harmonic balance 
algorithms and conversion matrices are discussed in Appendix A and Section 5 of this 
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paper.) Only the baseband frequency and the sideband frequencies at the first harmonic 
of the oscillator were considered In the conversion matrix analysis. All other harmonics 
were ignored. A linear flicker noise source was Inserted into the model, and the output 
phase noise was modelled. It was found to be in poor agreement with the measured 
results. The flicker noise source was then scaled In magnitude in an attempt to account 
for noise source modulation. The magnitude of scaling was selected as an empirical 
factor to make the modeled results match the measured values. This scaling factor will be 
different for different oscillator designs. No attempt was made in the analysis to model 
the frequency conversion of the flicker noise due to noise source modulation or to 
represent the noise source modulation as a set of partially correlated noise sources at 
each of the oscillator sidebands. 
While little information has been reported regarding noise source modulation 
effects in oscillators, these effects have been analyzed in diode and MESFET mixers and 
many of the results of these mixer analyses may also be applied to oscillators. An 
analysis which has been performed by Held and Kerr (17] is usually referenced as the most 
advanced treatment of noise source modulation. 
Held and Kerr made use of the results reported by Dragone [22| to correctly model the 
noise modulation and correlation effects In diode mixers. The dominant sources of noise 
in diode mixers were found to be shot and thermal noise. Thermal noise sources are not 
functions of bias and thus were modeled as simple linear noise sources. The shot noise 
levels are dependent on the diffusion current in the diodes, and as a result, these noise 
sources are modulated. This modulation results in a partial correlation of the noise at 
the various sidebands of the LO signal. Dragone had previously analyzed the modulation 
of shot noise and determined that the correlation between these sidebands is given by, 
where Ij-k is a Fourier coefficient of the diffusion current which generates the shot noise 
and tsj Is the amount of shot noise current present at the upper sideband of harmonic j. 
Thus, the average value of the diffusion current through a diode determines the magnitude 
of the shot noise while the harmonics of this current determine the amount of correlation 
(1 .1)  
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between the sidebands. It should be noted that modulation of flicker noise in diode 
mixers was not analyzed by Held and Kerr. 
An analysis of noise source modulation in MESFET mixers has been performed by 
Rizzoli (6, 20]. Rizzoli used the results of a FET noise analysis, which was performed by 
Statz et al. [23], to establish the correlation matrix of the noise sources within MESFETs. 
A quasi-static assumption was used to convert this noise correlation matrix into a time 
varying matrix. This time varying matrix was then used to model the noise modulation 
within the MESFET. However, the use of this correlation matrix under large-signal 
conditions is of questionable validity since it was derived under the assumption of linear 
operation. Statz's FET noise model has also been found to be in poor agreement with 
noise measurements on modem microwave MESFETs [24]. In addition, it is implicitly 
implied in Rizzoli's analysis that all of the noise sources within MESFEH's are amplitude 
modulated and that no phase modulation occurs. A more in-depth analysis is required to 
verify this assumption. The modulation of flicker noise was not considered in Rizzoli's 
analysis. 
It appears that no analysis of noise source modulation in homoj unction bipolar 
transistors or HBTs has ever been reported. This is not really surprising since it is well 
known that MESFETTs may be used to achieve superior mixer performance by virtue of 
their square law properties. A general approach which may be used to analyze noise 
source modulation in transistors and HBTs is developed in Section 7 of this paper. 
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2. REVIEW OF RELATED TOPICS 
2.1. Statistical Properties of Noise 
Every current or voltage within a given electrical circuit can be viewed as consisting 
of a deterministic signal and of noise. Electrical noise is a random process, and as such 
cannot be described in a deterministic sense. Thus, a mathematical expression cannot be 
written which gives an exact future value of a noisy electrical signal even if all of the 
properties of the signal are known. However, a given noisy signal can be described in 
terms of statistical parameters. These statistical parameters have physical significance 
and can be used to describe the electrical properties of noise. In this section, some of the 
more significant statistical parameters of noise are reviewed. The parameters are 
discussed in terms of a noisy current signal. However, this discussion is also valid for 
voltage signals. The three most common types of electronic noise are thermal noise, shot 
noise, and flicker noise. Each of these types of noise is discussed in subsequent sections. 
One of the most significant expressions which can be used to describe a noisy 
current, i, is the probability density function, p(i). This function gives the probability 
that the current will lie in an interval between i and i+di. From its definition, it is 
obvious, that the probability density function must be nonnegative and, since a given 
current must have some real value, its integral over all values of current must equal 
unity. 
In simple terms, the probability density function is greatest for values which the current, 
1, is most likely to have. 
The most common sources of electrical noise have a probability density function 
which is Gaussian. This means that the probability density function of nearly all 
electrical currents can be described by Equation 2.2 [25]. 
|p(i) di= 1. (2.1) 
1 (i - i)^ (2.2) 
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In Equation 2.2, i is the average current, and o is the standard deviation at which 
the actual current varies from this nominal value. When a current or voltage in an 
electronic circuit is being described, what is usually being referred to is Its nominal value. 
The standard deviation, a, gives a measure of how noisy a given signal is and is equal to 
the rms value of the noise. Therefore, the current described by Equation 2.2 has a 
nominal value of 1 and the noise associated with this current, in, has an rms value of a. 
Several other parameters associated with a given noisy signal can also be 
determined from the probability density function. For example, the expectation value of 
a given function, f(i), can be calculated from the probability density function. The 
expectation value of a function gives the average value of that function and can be 
calculated from Equation 2.3 125). 
EMD] = /f(i) p(l) di (2.3) 
From Equations 2.2 and 2.3, the expectation values given below can be derived. 
E[i]=T (2.4a) 
EIi2 1=12+02 (2.4b) 
E[(i-T)2] = a2 (2.4c) 
The above results all have physical interpretations. For example. Equation 2.4b 
indicates that the total power dissipated In a 1 Ï2 resistor is equal to the power dissipated 
by the average current through the resistor plus the power dissipated due to the noise 
current through the resistor. 
Probably the most significant expectation value for circuit analysis is the 
autocorrelation function, RI(T), of a signal. The autocorrelation function of a given 
current noise is defined as [26] : 
Ri('t) = Eli(t) l(t +1)]. (2.5) 
The autocorrelation function gives an indication of how closely related a random signal 
Is to its value at some future point in time. For example, if a noise source has an 
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autocorrelation function which is nearly equal to for values of x less than 1 second, 
then the noise will typically not vary significantly over a period of 1 second. Thus, the 
probability density function of a random signal determines the probability that the 
signal will have given value, while the autocorrelation function indicates how quickly 
the signal can vary from this value. 
Since the autocorrelation function indicates how quickly a random signal can vary, 
it seems likely that it should also contain information about the frequency spectrum of 
the signal. (Any signal which varies quickly with time must contain high frequency 
components while those signals which vary slowly consist primarily of low frequency 
components.) This is indeed the case. The autocorrelation function of a current, i, and its 
power spectral density, Si(f), are related by the Fourier transform [26]. 
Si(fl = J^ÎRiW} (2.6) 
The power spectral density of a given current noise is defined as the expectation 
value of the square of the current noise per unit frequency and has units of A^/Hz. Thus, 
this parameter represents a measure of how much power would be supplied by a given 
noise source per unit frequency to a 1 Q resistor. While there are many other statistical 
parameters associated with a given noise source, the power spectral density and rms value 
of the noise source are the parameters which are most often of use in circuit analysis. 
2.2. Thermal Noise 
Thermal noise can be visualized as free electrons interacting with thermally 
agitated molecules in a resistive material. (Thermal noise is also referred to in literature 
as Johnson or Brownian noise.) As an electron interacts with thermally agitated 
molecules it will accelerate and generate time varying electric and magnetic fields. The 
time varying fields affect the motion of the other electrons resulting in a chaotic motion 
of all of the electrons in the material. This random motion of electrons results in a 
random time varying potential at the terminals of the conductor. 
The effect of thermal noise in electronic circuits was first observed in a vacuum tube 
amplifier by J. B. Johnson at Bell Telephone Laboratories in 1927. One year later, H. 
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Nyquist published a quantitative theoretical treatment of thermal noise [27]. This 
theoretical work of Nyquist may be combined with Plank's expression for black body 
radiation to give the rms value of the thermal noise current appearing across an open 
circuit resistor as [25], 
In the above expression, h is Plank's constant, k is Boltzman's constant, T is the 
absolute temperature, g is the conductance of the resistor, f is the frequency, and Af is the 
bandwidth. By applying a infinite series expansion to the exponential term in the above 
equation, it can be shown that if f/T is less that 1 GHz/°K then Equation 2.7 may be 
approximated as. 
Since for most practical circuits, f/T will be less than 1 GHz/°K, Equation 2.8 will be used 
throughout the rest of this paper. Equation 2.7 is of important theoretical significance, 
however, since Equation 2.8 would indicate that the total thermal noise power which is 
available from a resistor is infinite. This result is obviously invalid and Equation 2.7 
may be used to prove that that the total thermal noise power which is available from a 
resistor is finite [25]. Equation 2.8 indicates that the power spectral density of a thermal 
current noise source may be expressed as. 
For an arbitrary linear n-port network, all of the noise sources within the network 
may be modeled as a current source in parallel with each port as shown in Figure 2.1. In 
general, these noise sources will be partially correlated. If the linear network is passive, 
and all of the noise sources are due to thermal noise, then the correlation between any two 
noise sources at the external ports is given by [28] 
(2.7) 
VfJ =  V 4 k T g A f .  (2.8) 
Si(f) = 4kTg. (2.9) 
(ijifc) = 4 kTRe(yjk) (2.10) 
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Figure 2.1. Equivalent circuit for a Passive Linear One-Port Network 
where ifc is the current noise across port k, and yjk is a y-parameter of the passive n-port 
network. Using this representation, the thermal noise within any passive linear network 
can be modelled. 
2.3. Shot Noise 
Shot noise is generated when current flows across a potential barrier such as a space 
charge region in a semiconductor. Current flow is created by a sequence of electrons or 
holes traveling across a region at random points in time. Each electron or hole generates 
a pulse of current as it travels across the potential barrier. This may be described 
mathematically by the expression 
Ut) = ^ am f(t-tm) (2.11) 
where am is the amplitude of the mth pulse, tm is the point in time when the mth pulse 
occurs, and f is a function which describes the shape of the current pulse due to the 
transition of a single carrier. The power spectral density of this random sequence of 
current pulses may be determined by applying Carson's theorem [29) to Equation 2.11. 
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Carson's theorem applies to any pulse train where each pulse occurs at a random 
point in time and is independent of when any other pulse occurs. Carson's theorem is 
given by Equation 2.12. 
Si((0) = 2v^|J<J(0)|2 (2.12) 
In Equation 2.12, Si(o)) is the power spectral density of the current, v is the average 
rate of the pulses, a^ is the mean square of the pulse amplitudes, and -5^co) is the Fourier 
transform of the pulse waveshape. For the case of current across a space charge region, 
the average rate of the current pulses is given by, 
v = ^ (2.13) 
and the mean square of the pulse amplitudes is given by, 
a2 =q2 (2.14) 
where q is the charge of an electron and I is the dc current flowing across the potential 
barrier. If the current pulses are short, then the shape of the pulses can be approximated 
by an impulse function. The Fourier transform of an impulse function is given by, 
J^m) = 1. (2.15) 
Combining Equations 2.12 through 2.15, the power spectral density of shot noise 
may be expressed as, 
Si(f) = 2Iq. (2.16) 
Integrating the above equation across all frequencies indicates that an infinite 
amount of noise power is available from any device exhibiting shot noise. This Is 
obviously nonphysical. Equation 2.16 was derived by using an Impulse function to 
describe the shape of a current pulse. In an actual device, such as a diode, the width of the 
current pulse is limited by the transit time of an electron across the junction. As a result. 
Equation 2.16 is only valid for frequencies whose period is significantly greater than the 
transit time. The power spectral density of the shot noise will roll off for frequencies 
whose period is much less than the transit time. 
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2.4. Flicker Noise 
At low frequencies, flicker noise is the dominant type of noise generated in many 
devices. This type of noise is also referred to in literature by various other names 
including 1/f noise (pronounced "one-over-f noise"), excess noise, current noise, 
semiconductor noise, or contact noise, van der Ziel [30] found that in many devices, the 
power spectral density of flicker noise may be expressed as, 
•m 
S(f) = C^. (2.17) 
In the above equation C is a constant which depends on the characteristics of the 
conductor, iy is the current through the device, f is the frequency, m is a constant which is 
usually very close to 2, and n is a constant which can range from .6 to 1.5 for various 
devices. In general, it is found that the constant C will vary inversely with the size of the 
device. Field effect devices tend to exhibit some of the the highest levels of flicker noise 
[29]. Bipolar transistors also exhibit moderate levels of flicker noise with typical comer 
frequencies around 10 kHz. Flicker noise can also be found in most conductors and 
resistors, but at much lower levels than in active devices. 
The physical origin of flicker noise is poorly understood. Both Buckingham [29] 
and van der Ziel [31] have provided detailed reviews of the theories associated with flicker 
noise. However, it is found that no single theory explains the cause of flicker noise in 
every device. As noted by Buckingham [29]: 
1/f noise is an enigmatic phenomenon. In electronic devices it is almost 
invariably present, as has been Imown for many years, and yet its physical origin 
remains as obscure today as it has ever been. Numerous experimental and 
theoretical studies of 1/f noise have revealed its many-faceted and intractable 
character: and after all the effort that has been expended, there are few categorical 
statements that may be said about it. 
Despite the large controversy surrounding flicker noise, it is generally accepted that 
flicker noise may be viewed as the modulation of current through a given device [31]. For 
example, consider a resistor which is driven by a dc current source as shown in Figure 2.2. 
The voltage across the resistor will vary as a function of time due to flicker noise. Since 
the current through the resistor is a constant, the only way in which the voltage across 
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V+v(t) ^R+r(t) 
Figure 2.2. Resistor Connected to a Constant Current Source 
the device can be time varying is if the resistance itself is time varying. This can be 
expressed mathematically from ohms law. 
V + v(t) = I[R + r(t)l. (2.18) 
Since the time varying components of Equation 2.18 must be equal, 
v(t) = Ir(t). (2.19) 
Equation 2.19 requires that the power spectral density of the voltage and resistance 
fluctuations must be related by, 
Sv(f) = l2 Sr(f). (2.20) 
From the above equation, since the voltage across the resistor has a flicker noise 
spectrum, the resistance fluctuations must also have a spectrum which is inversely 
proportional to frequency. This observation is supported by several experimental 
analyses [29]. One of the most novel and convincing analyses was performed by Voss and 
Clark [32]. In their analysis, the thermal noise voltage across a resistor was measured for 
a long period of time. It was found that the square of the thermal noise voltage varied 
with a flicker noise spectrum. Since the square of the thermal noise voltage is equal to a 
constant times the resistance, R, the only way it can vary with a flicker noise type of 
spectrum Is if the resistance itself varies with a spectrum which is inversely proportional 
to frequency. 
Equation 2.20 also leads to another interesting observation. If the power spectral 
density of the voltage across the resistor is proportional to the square of the current as 
indicated by Equation 2.17, the power spectral density of the resistance fluctuations must 
be Independent of current. In other words, the fluctuations In the resistance modulate the 
voltage and the mechanism which causes these fluctuations is not a function of bias. 
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While the above approach is generally accepted as a valid analysis of flicker noise, 
there is a large amount of controversy regarding the mechanism which modulates the 
resistance. Two areas which are often debated are whether flicker noise is due to 
mechanisms associated with the surface or bulk of the semiconductor device, and 
whether it is a result of the modulation in the number of carriers, or in the mobility of the 
carriers in a given material. Flicker noise has been attributed to a wide range of 
mechanisms including thermal modulation effects, diffusivity fluctuations, trapping 
mechanisms with distributed time constants, and variations in surface recombination 
velocity [29]. In many devices, flicker noise is attributed to a combination of these 
mechanisms. 
2.5. Basic Oscillator Theory 
An ideal oscillator can be defined as an electronic circuit which produces a periodic 
output signal with no Input or driving signal. Thus, when designing an oscillator, the 
goal is to produce an unstable circuit such that the poles of the circuit are in the right 
hand plane. For such a circuit, the output voltage will be an exponentially increasing 
oscillatory function. After the oscillations have built up to a sufficient level, the 
nonllnearitles in the oscillator components will limit the amplitude and cause the 
oscillations to stabilize at a given level. Ideally, at this point the output of the oscillator 
would be perfectly periodic. However, a number of noise sources will exist in the 
components of the oscillator, and these noise sources will modulate both the amplitude 
and frequency of the output signal. A simplified analysis of these modulation effects is 
given in this section. 
A block diagram of a feedback oscillator is shown in Figure 2.3. This type of 
oscillator consists of a forward gain stage with voltage gain G((D) and a feedback circuit 
whose frequency response is given by P(co). The voltage source, en, accounts for the noise 
sources which exist in the oscillator. In most feedback oscillators, the forward gain stage 
will be an amplifier with approximately constant gain near the frequency of oscillation 
and the feedback circuit will have a bandpass response. If the parameters of the amplifier 
and feedback circuit are chosen correctly, oscillations will build up in the circuit. Ideally, 
the signal out of the oscillator would be periodic. However, every real oscillator will be 
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p((û) 
Figure 2.3. Feedback Oscillator Block Diagram 
amplitude modulated and phase modulated by the noise sources which exist in the 
oscillator. The goal in most oscillator designs is to minimize this modulation. 
In order to simplify the analysis of the oscillator in Figure 2.3, the circuitry is 
approximated as being linear and it Is assumed that no Impedance mismatches exist 
between the amplifier and feedback circuit. The voltage out of the oscillator is then equal 
to the voltage at the input of the amplifier stage times the gain of this stage. 
When oscillations occur, the output voltage will be many orders of magnitude 
greater than the noise source, en- Therefore, the ratio on the right hand side of Equation 
2.22 must be extremely large at the frequency of oscillation, and the denominator of this 
ratio must be approximately zero. As a result. 
Vout((0) = G(co) Vx(cû) = G(m) [en + Vout(Cû) P(cû)l. (2.21) 
Equation 2.21 can be simplified to 
Vputto) G((o) (2.22) Sn 1 - G((i)) P{(o) ' 
(2.23) 
/G((o) pf(o) = 2 Tin (2.24) 
Equations 2.23 and 2.24 are known as the Barkhausen or Nyqulst criteria of 
oscillation [331. Oscillations will occur at any frequency where the Barkhausen criteria 
are satisfied. In practice, the product of G(s) and p(s) is set to be greater than one under 
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small signal conditions in order to guarantee that oscillations will occur. Under this 
condition, oscillations will continually increase in magnitude until the nonUnearities of 
the oscillator limit the amplitude of the output signal. The amplitude of the oscillations 
will stabilize at the point where the large signal gain of the oscillator is equal to one. 
If the amplifier stage Is assumed to have a constant gain and the feedback circuit has 
a bandpass response then, 
G(co) = Av (2.25) 
COQ 
HQ-Q JW 
p(co) = (2.26) 
o ^0 , 9 
+ -g-jm - 0)-^ 
From the above two Equations, it can be seen that in order to satisfy the Barkhausen 
criteria for oscillation, the frequency of oscillation must be (ÛQ and 
AvHo=l. (2.27) 
Combining Equations 2.22, 2.25, and 2.26, the ratio of the output voltage to the input 
noise voltage is given by 
Vout((0)_ Av AvWo^ + ^jm-
HQ-^JCÛ cûq^ - 0)2 +(I - AV HO) J(Û 
, mo, , {OQ-^ + -g-jm- CO-' 
Since (Oq is the frequency of oscillation, if com is the offset frequency from the 
carrier then, 
(0 = (Û0 + (Om (2.29) 
Combining Equations 2.27 through 2.29, 
Vout(w) (-2(00 (Om - (Om^ +j ^ ((ûQ + (Om) I 
en ~ -2(ûo (Om - (Om^ 
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For frequencies near the carrier such that com Is much less than CÛQ, 
Vout(co) - enAv ^1 -J ^ - J g (2.31) 
Equation 2.31 gives the noise voltage at the output of the oscillator as a function of 
offset frequency. Note that this voltage will have a random phase angle with respect to 
the carrier. As a result, half of the sideband noise power will result in amplitude 
fluctuations and half will result in phase fluctuations. (See Figure 2.4.) The phase noise 
of a oscillator is often described quantitatively as single sideband phase noise, l(fni). 
This quantity is defined as the ratio of the power spectral density in one phase modulated 
sideband to the power in the carrier [9]. From the above definition and Equation 2.31, 
where Rout is the output impedance of the amplifier stage, and C is the carrier power. 
The value of can be expressed in terms of the noise figure, F, of the amplifier stage. 
From the definition of noise figure, the equivalent noise voltage at the input of the 
amplifier is equal to the thermal noise of the source Impedance times the square root of 
the noise figure. Since the impedance of the amplifier and the feedback circuit are 
matched, half of this noise voltage will appear across the amplifier. As a result. 
1 I Vout(fm) en^Av^ 
C 2 Rout 2 Rout C (2.32) 
en2 = (.5)^ F (4 kTRm) = kT F Rm (2.33) 
(2.34) 
/ 
/ / / / 
r 
(a) Both AM and PM (b) AM (c) PM 
Figure 2.4. Modulation of a Carrier Signal by an Uncorrelated Noise Source 
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Note that the first quantity on the right hand side of Equation 2.34 is simply the 
power gain, G, of the amplifier. Accordingly, 
Equation 2.35 gives the single sideband phase noise of the oscillator as a function of 
offset frequency. This equation will only be accurate if the parameters are valid under 
large signal conditions. The noise figure, F, is one of these parameters which must be 
valid under large signal conditions. The amplitude of the oscillations will affect the 
noise figure of the amplifier at the carrier frequency. In addition, any flicker noise which 
is present in the oscillator will tend to be converted to the frequency of oscillation due to 
circuit nonlinearities. The total noise figure is the sum of these two components as given 
by Equation 2.36. 
Fc is defined as the noise figure of the amplifier at the frequency of oscillation, and 
the second term accounts for the effects of flicker noise. The prime is used on the second 
term to Indicate that it refers to the upconverted flicker noise at the frequency of 
oscillation rather than the low frequency flicker noise. 
Combining Equations 2.35 and 2.36, 
Equation 2.37 shows the various effects which create oscillator phase noise and is 
essentially identical to the results given by Gerber and Ballato [9]. The last term in the 
quantity on the right side of Equation 2.37 refers to the phase noise which is generated by 
the addition of tlie ainpUfler noise to the carrier power. The feedback circuit has no effect 
on this term. Since the spectrum generated by this term is equivalent to the output 
spectrum of an oscillator phase modulated by white noise, this portion of the spectrum is 
referred to as white PM as shown in Figure 2.5. The second-to-last term is generated in an 
Identical manner to white PM noise except that the added noise originates from the 
upconverted flicker noise. As a result, this portion of the spectrum is referred to as flicker 
(2.35) 
(2.36) 
(2.37) 
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Figure 2.5. Oscillator Single Sideband Phase Noise Spectrum 
PM and has a 3 dB-per-octave slope. The first two terms on the right side of Equation 2.37 
refer to the portions of the output spectrum which are increased in power by the feedback 
effects of the oscillator. The first term originates from upconverted flicker noise which is 
within the bandwidth of the feedback network. Since the output spectrum associated with 
this term is identical to an oscillator output which is frequency modulated by flicker 
noise, this portion of the spectrum is referred to as flicker FM. The second term accounts 
for the effect of noise generated near the frequency of oscillation which is within the 
feedback bandwidth of the oscillator. This component is referred to as white FM. Many 
oscillators also contain a phase noise spectral component which exhibits a 12 dB-per-
octave slope at frequencies very close to the frequency of oscillation. This spectral 
component is referred to as random walk FM. The physical cause of this type of noise is 
poorly understood. 
Equation 2.37 indicates several methods for reducing the phase noise of an 
oscillator. The saturation level of the amplifier should be kept at the highest possible 
level thus maximizing the carrier power, C. The power gain of the amplifier, G, can be 
reduced by keeping the losses in the feedback circuit to a minimum. These two effect will 
reduce all of the spectral components shown in Figure 2.5. The white FM and flicker FM 
components may also be reduced by increasing the loaded Q of the oscillator. A more 
general expression of this quantity for any feedback oscillator is given by Equation 2.38 
[341. The spectral components associated with the flicker noise may also be reduced by 
minimizing the amount of flicker noise which is upconverted. This may be accomplished 
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by using de biasing techniques which keep the amplitude of the low frequency flicker 
noise to a minimum. Selecting large active devices generally tends to reduce the level of 
flicker noise present. The flicker noise upconverslon process should also be minimized. 
(Details on how to analyze the upconversion process are also given in Sections 5 and 7.) 
__ib S/Gfsl B(s) 
^"2 5f f=fo (2.38) 
2.6. Heterojunction Bipolar Transistors 
Significant interest in heterojunction bipolar transistors has been shown in recent 
years. They have achieved cutoff frequencies as high as 165 GHz [35] and show a 
significant Improvement in high frequency noise performance over conventional bipolar 
transistors. In addition, these devices show much lower levels of flicker noise than field 
effect transistor devices. As a result of their high cutoff frequencies and low flicker noise 
levels, HBTs have found increasing applications in oscillator design. Accordingly, the 
basic operation of a conventional GaAs/AlOaAs single heterojunction HBT is discussed 
in this section. (This device is based on the the results reported by Asbeck [36].) Double 
heterojunction HBTs have been produced, but they typically show no improvement in 
performance levels, and are more costly to fabricate. HBTs on InP and Si substrates are 
also of current interest, but are not considered here. 
A cross sectional view of a GaAs/AlGaAs HBT is shown in Figure 2.6. The device in 
this figure is representative of a typical HBT. It consists of several semiconductor layers 
which are normally grown using MBE or MOCVD. Typical doping levels and layer 
thicknesses for this structure are given in Table 2.1. The first layer which is grown on a 
semi-insulating GaAs substrate is the collector contact layer. This GaAs layer is heavily 
doped n-type and is used to minimize the collector contact resistance and spreading 
resistance. The ohmic contacts for the collector are formed directly on this layer. On top 
of the collector contact layer is the collector layer. This GaAs layer is more lightly doped 
than the collector contact layer. A very thin base layer is then grown on the collector 
layer and is very heavily doped. In most HBTs, this base layer is doped more heavily than 
the emitter which is in sharp contrast to a conventional transistor. The base layer also 
consists of GaAs material and the ohmic contacts for the base are fabricated directly on 
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Figure 2.6. Cross Sectional View of a GaAlAs/GaAs HBT [361 
this layer. An AlGaAs emitter layer is then grown on top of the base layer to form a 
heterojunction at the base-emitter interface. It is this heterojunction which is used to 
produce the increased performance of the HBT device. The mechanisms which allow for 
this increased performance are discussed in the latter portion of this section. Finally, an 
n+ contact layer is formed on top of the emitter layer. As the name implies, this layer is 
used to allow the formation of a low resistance ohmic contact to the emitter region. 
The cause of the increased performance of HBTs as compared to conventional BJTs 
can be understood by considering the energy band diagram in Figure 2.7. This energy 
band diagram is valid for HBTs with graded base-emitter junctions. As shown in the 
figure, the bandgap of AlGaAs is wider than that of GaAs. For a typical Al mole fraction of 
0.3, the bandgap of the emitter is 0.374 eV greater than the bandgap of the base (36). Thus, 
the potential barrier which the electrons have to overcome to diffuse into the base is 0.374 
eV less than the potential barrier which the holes must overcome to diffuse from the base 
Table 2.1. Layer structure and doping levels for a AlGaAs/GaAs HBT 
Layer Composition Thickness (Â) 
Doping 
(cm-3) 
Contact n+ GaAs 750 1 X 10^9 
Emitter n' Al.3Ga.7As 2500 5 X 10l7 
Base p+ GaAs 500-1000 5x1018 _ ixl020 
Collector n" GaAs 5000 3 X IOI6 
Contact n+ GaAs 6000 4x IOI8 
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into the emitter. As a result, the diffusion of holes from the base into the emitter is 
negligible. For GaAs/AlGaAs HBTs the ratio of electron diffusion current to hole 
diffusion current, which is defined as the diffusion current gain, is given approximately 
by Equation 2.39 [37]. 
In the above equation. NE is the dopant level in the emitter, and Ng is the dopant 
level in the base. Thus, for a bandgap difference of .374 eV, the heterojunction enhances 
the diffusion current gain by roughly 10®. This dramatic increase is due to the fact that 
the diffusion of holes from the base is blocked by the heteroj unction. Since the diffusion 
current is blocked, various forms of recombination current dominate the base current. 
The various components of the currents in transistors and HBTs are shown in 
Figure 2.8 [37]. The base current is a result of holes injected from the base towards the 
emitter region. As the holes leave the base region, some recombine with the electrons in 
the base-emitter depletion region giving rise to the recombination current Ird- The 
remaining holes diffuse into the emitter resulting in the current Ipe- In a conventional 
transistor diffusion current is the dominant portion of the base current for most bias 
conditions in the active region. However, in HBTs, the diffusion current is blocked and 
the recombination current is the dominant component of the base current. As a result, 
the overall current gain of a HBT is usually limited by the recombination current in the 
base-emitter depletion region and the current gain will normally not improve by more 
(2.39) 
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Figure 2.7. Energy Band Diagram of a AlGaAs/GaAs HBT 
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Figure 2.8. Components of Current flow in a GaAlAs/GaAs HBT 
than a factor of 10 over a conventional BJT. However, by making some design tradeoffs, 
the high frequency performance of HBTs can be dramatically improved. 
As indicated by Equation 2.39, a tradeoff can be made between the doping levels of 
the base and emitter regions and the bandgap of the HBT. Due to the effects of the 
exponential term in this equation, the base can actually be doped more heavily than the 
emitter region while maintaining a high diffusion current gain. Heavy doping of the base 
region has several advantages. The base resistance is minimized which increases the 
cutoff frequency and reduces the noise figure of the device. In addition, current crowding 
effects in the base region are normally reduced to a negligible level. Since the base 
resistance is greatly reduced, the thickness of the base region can also be reduced. 
Reducing the thickness of this layer greatly reduces the forward transit time in the base 
region. This reduction in the forward transit time is the most significant factor in 
increasing the cutoff frequency of HBTs as compared to conventional BJTs. Thus by 
increasing the doping in the base region and reducing the thickness of this region, the 
high frequency performance and noise characteristics of HBTs can be greatly improved 
over those of BJTs. 
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3. DISCUSSION OF ANALYSIS APPROACH 
In Section 2.5, a simplified oscillator analysis was given. In this analysis, some of 
the mechanisms which effect the noise characteristics of oscillators were discussed. It 
was shown that the nonlinear!ties of the circuit effect the upconversion of flicker noise. 
Several other phenomenon should also be modelled in an accurate oscillator analysis. 
The mechanisms which create AM-to-PM and PM-to-AM effects in oscillators should be 
considered. Any general analysis approach should not require assumptions regarding 
the topology of the circuit, or the sinusoidal nature of the waveforms within the circuit. 
In addition, a general approach should allow for more elaborate oscillator designs such 
as the incorporation of automatic gain control or limiters in the circuit as well as 
nonlinear load impedances. Perhaps one of the most significant considerations in an 
oscillator model is the analysis of noise source modulation. This has been found to be a 
very significant effect in microwave mixers [17). However, to the authors knowledge, no 
in-depth analysis of this phenomenon in oscillators has previously been reported. In 
this paper, an oscillator analysis is given which can be used to model all of the 
mechanisms discussed above. An overview of this analysis is given in this section, and a 
discussion of the advantages of this approach as compared to more straight forward 
techniques is also provided. 
The analysis approach selected for this research has significant advantages over 
those discussed in Section 1.3. Many of the analyses reviewed in this section require 
assumptions regarding the topology of the circuit. Only a few of these implement an in-
depth analysis of the frequency conversion effects which are due to circuit nonlinearities. 
Most of these analyses are not compatible with numerical optimization techniques. Even 
more significantly, the modulation of noise sources is ignored in all of these analyses. 
The approach considered in this paper overcomes these disadvantages. 
Another approach to analyzing the noise characteristics of oscillators, which has 
been suggested to the author on numerous occasion, is to use a time domain simulator, 
such as a transient analysis in SPICE. The noise sources within the oscillator could be 
included in the simulation and the time domain waveform out of the oscillator generated. 
By applying a Fourier transform to the output waveform the noise spectrum of the 
oscillator could be observed. This analysis approach was actually attempted by Bunting 
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et al. [38]. However, this approach has several limitations which render it impractical. 
For example, consider a 1 GHz oscUlator which has flicker noise sources present. In order 
to observe the oscillator output spectrum at offset frequencies of 1 kHz or greater, the 
oscillator must be simulated for roughly 1 ms which corresponds to a simulation over 
1,000.000 cycles of oscillation. This obviously requires very long simulation times. 
Bunting et al. also found that several difficulties were also associated with performing a 
discrete Fourier transform on the simulated data. Finally, it should be noted that an 
optimization of the noise performance of the oscillator is not possible with this approach 
since the long transient analysis and discrete Fourier transform would have to be 
performed for each optimization step. 
An overview of the analysis approach discussed in this paper is shown in Figure 3.1. 
This approach could potentially be used to perform a numerical optimization of the noise 
performance of oscillators. It can be viewed as two interrelated analyses. One of these 
analyses is associated with the nonlinear circuit characteristics of the oscillator and is 
shown in the left column of Figure 3.1. The other accounts for noise source modulation 
effects and is shown in the right column of Figure 3.1. The results of these two analyses 
may be combined to determine the overall noise characteristics of the oscillator. 
The first step in analyzing the nonlinear circuit characteristics is to generate a large 
signal model for each of the components in the oscillator. In this research, the only 
nonlinear component which is considered is a HBT. The HBT model which is developed is 
based largely on the Gummel-Poon transistor model. However, it is shown that the 
Gummel-Poon model does not accurately characterize the base-emitter diffusion 
capacitance in HBTs. A new model for the base-emitter diffusion capacitance has been 
developed by the author [39] and is discussed in Section 4.1. 
Once a large signal model for each component has been generated, a large signal 
oscillator simulation can be performed. This simulation is used to model the voltage and 
current waveforms that would occur in the oscillator in the absence of any noise sources. 
Thus, it models the nominal (average) waveforms which exist in the actual oscillator 
circuit. This simulation can be Implemented using a time domain simulator such as 
SPICE or a harmonic balance simulator such as LIBRA. However, the use of a harmonic 
balance simulator would be required if the noise characteristics of the oscillator were to 
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Figure 3.1. Block Diagram of the Proposed Approach 
be optimized. The basic operation of harmonic balance simulators is discussed in 
Appendix A. 
The results of the large signal simulation can be used to generate an equivalent 
linear circuit representation of the oscillator. This equivalent circuit is based on 
conversion network theory and is discussed in Section 5. It models the frequency 
conversion of all of the noise within the oscillator which results from circuit 
nonlinearities. Basically, the large signal simulation models the noise-free 
characteristics of the oscillator, and the conversion matrix representation models how 
the noise sources perturb the oscillations from this ideal noise free condition. 
In addition to analyzing the circuit nonlinearities, the noise characteristics of each 
of the components within the oscillator must be considered. This is represented by the 
box in the upper right-hand comer of Figure 3.1. In this research, the noise sources 
within HBT's and those due to losses in the resonator circuit are considered. These noise 
sources are due to shot noise, thermal noise, and flicker noise. The models for these noise 
sources, which must be valid under large signal conditions, are developed In Section 6. 
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Once the noise source models have been developed, the modulation of these noise 
sources can be analyzed. This analysis is performed in Section 7. The noise sources 
within a given oscillator, which are functions of currents or voltages, will vary as a 
periodic function of time. This periodic variation contributes to the frequency 
conversion of noise between the various oscillator sidebands. No rigorous analysis of 
frequency conversion due to noise source modulation in an oscillator has been reported. 
Some work has been completed in regard to noise source modulation in diode and 
MESFET mixers [17, 23]. However, these analyses do not include the effects of 1/f noise 
source modulation. The theory required to analyze the modulation of 1/f noise sources is 
also developed in Section 7.1. 
The results of the noise source modulation analysis are then combined with results 
of the conversion matrix analysis and the overall noise characteristics of the oscillator 
can determined. Both the amplitude and phase noise spectrums can be modelled from 
this analysis. In addition, the significance of the individual noise sources in the 
oscillator can be determined. These results are presented in Sections 7.2 and 7.3. 
There are numerous advantages to the analysis approach discussed above. It 
accounts for all of the dominant mechanisms which effect the noise characteristics of 
oscillators. No assumptions are required in terms of the circuit topology, and any 
number of nonlinear devices can be Included in the circuit. Thus, more complex 
topologies which incorporate automatic gain control or limiters in the circuit can be 
analyzed. No assumptions are required in regard to the sinusiodal nature of the 
waveforms or the termination of the signals at higher frequencies. The modulation of 
noise sources within the oscillator are also considered in this approach. No previously 
reported oscillator analysis accounts for these complex modulation effects. Finally, the 
analysis discussed here is compatible with current harmonic balance algorithms. As a 
result, this approach could potentially be used to numerically optimize the noise 
characteristics of oscillators. 
One approach which could be used to optimize the noise characteristics of an 
oscillator is shown in Figure 3.2. The large signal characteristics of the oscillator are 
first established by using an harmonic balance algorithm. The conversion matrix 
representation of the oscillator is established from the large signal results. Noise source 
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modulation effects can then be analyzed and the overall noise characteristics of the 
oscillator can be modelled. If the noise characteristics meet the required performance 
levels, the the optimization is complete. Otherwise, various circuit pareimeters in the 
oscillator can be adjusted and the optimization process repeated. 
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Parameters No 
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Figure 3.2. Block Diagram for Optimization of Oscillator Noise Characteristics 
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4. LARGE SIGNAL MODELS 
4.1. Large Signal HBT Model 
In this research the noise characteristics of HBT oscillators are considered. In order 
to accurately analyze the frequency conversion of noise due to circuit nonlinearities, a 
large signal HBT model must be generated. The HBT model which has been generated for 
this research is based on the Gummel-Poon transistor model [40]. This model was 
originally derived by analyzing homojunction transistors. However, the use of the 
Gummel-Poon model for HBTs is supported by both theoretical analyses [41, 42] and 
experimental results [43, 44, 45]. Accordingly, the Gummel-Poon model as implemented 
in SPICE [46] and other circuit simulators, is used in this research with one significant 
exception. As a result of the variation in forward transit time with respect to collector 
current in HBTs, the base-emitter diffusion capacitance cannot be accurately modeled by 
the Gummel-Poon model as implemented in SPICE. A new model for this diffusion 
capacitance was developed in this research. Details of this new base-emitter diffusion 
capacitance model have previously been documented by the author [39] and are also 
discussed in a latter portion of this section. 
The theoretical derivation of the Gummel-Poon model heis previously been reported 
in detail [40, 47] and accordingly, is not discussed in this paper. Rather, the extraction of 
the various Gummel-Poon model parameter values from experimental measurements is 
discussed. The relationships between these parameter values and the physical 
mechanisms which determine current flow in HBTs are also discussed. In order to 
demonstrate the parameter extraction process, a single HBT device which has been 
fabricated on a 25 mil thick GaAs substrate is characterized. The HBT device is connected 
to bondpads such that cascade probes can be used to make electrical connection in a 50 Q 
system. 
The generation of the large-signal HBT model was initiated by measuring the 
thermal resistance of the GaAs substrate based on a procedure developed by Adlersteln 
[48]. The steps which were used to measure the thermal Impedance are summarized as 
follows: (1) The HBT MMIC was mounted on a Cascade-Mlcrotech Model 42 probe station. 
This probe station was modified such that the backside temperature of the MMIC could be 
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Figure 4.1. Measured Base-Emitter Voltage as a Function of Back-Plate Temperature 
adjusted. (2) The values of VBE required to maintain IC at 3 mA with VQE set to 4.85 V 
were recorded for various back-plate temperatures. These data are plotted in Figure 4.1. 
(3) A function generator, 50 n load resistor, and oscilloscope were connected to the HBT 
as shown in Figure 4.2a. Ferrite beads were placed at the ends of the scope probes in order 
to keep the HBT from oscillating at higher frequencies. (4) The back-plate temperature 
was then held at 20 °C and a pulsed voltage was applied across the base-emitter Junction as 
indicated by Figure 4.2b. The width of the pulsed signal was kept much shorter than the 
thermal time constant of the MMIC substrate. For a typical HBT device, the thermal time 
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Figure 4.2. Circuit Topology and Signal Waveforms for Thermal Impedance Measurement 
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constant of the GaAs substrate is on the order of 1 |is {48). Accordingly, the pulse width 
was set to 20 ns for this research. (5) The collector current for the test setup in Figure 4.2 
was monitored by measuring the voltage across the 50 Q load resistor and the base-
emitter voltage was adjusted to achieve a collector current of 3 mA during the narrow 
portion of the pulse. (6) The HBT terminal voltages and currents were then measured 
during both the narrow and wide portions of the pulsed signal. This data set was then 
used to determine the thermal impedance of the MMIC substrate as discussed below. 
Note that the values of Ic and VQE during the narrow portion of the pulse are 
identical to those which were used when Figure 4.1 was generated. Thus the value ofVsE 
during the narrow portion of the pulse can be used in conjunction with Figure 4.1 to 
determine the average temperature of the HBT. Since the average power dissipated in the 
HBT can be calculated from the measured currents and voltages, the thermal impedance 
of the MMIC substrate can be determined from this data set [48|. 
The procedure described above was used to generate a plot of the device to back-plate 
temperature as a function of power dissipation as shown in Figure 4.3. The open circle 
symbols in this figure represent measured data points and the curve represents a second 
order polynomial curve fit of these data which is given by Equation 4.1. 
AT = 507.9 Pcjiss + 2130 Pdiss (4.1) 
In the above equation, AT is given in °K and Pdiss is given in watts. Equation 4.1 
demonstrates that the temperature change across the substrate is not a linear function of 
power dissipation. This occurs because the thermal impedance of GaAs increases with 
temperature. It is also significant to note that the general characteristics of the curves in 
Figures 4.1 and 4.3 are in good agreement with those obtained by Adlerstein [48]. 
Equation 4.1 was used throughout this research to estimate the temperature change 
across the MMIC substrate. All of the subsequent measurements reported in this section 
were taken with the back-plate temperature adjusted such that the HBT device 
temperature was maintained at 40 °C. By maintaining a constant HBT device 
temperature, the accuracy of the Gummel-Poon parameter extraction process is 
improved. 
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Figure 4.3. HBT-to-Back-Plate Temperature Change Versus Device Power Dissipation 
Once the thermal impedance of the HBT substrate is measured, the Gummel-Poon 
model parameters may be extracted. A schematic diagram of the Gummel-Poon model is 
shown in Figure 4.4. This diagram also includes elements which model the interconnect 
parasitics associated with the metalization on the top surface of the MMIC. The standard 
Gummel-Poon model consists of the elements which are inside of the dashed box. The 
remaining parasitic element values were extracted based on layout geometries using the 
the microwave simulation program LIBRA.tm [49). 
Equations 4.2 through 4.13 are the nonlinear expressions which constitute the 
Gummel-Poon model for an NPN transistor as implemented in SPICE [46]. It should be 
noted that the bias dependence of the base resistance and forward transit time are not 
modelled by these equations. The base resistance in HBTs may be accurately modelled as 
a constant resistance. The current crowding effects which cause the base resistance of 
conventional transistors to be bias dependant, are negligible in HBTs due to the heavy 
base doping [44]. It is also shown in this research, that the Gummel-Poon model as 
implemented in SPICE does not accurately characterize the forward transit time in HBTs. 
Accordingly, a new model is described in the latter portions of this section which 
accurately characterizes the forward transit time in HBTs. Equations 4.2 through 4.12 
may be used to accurately model the characteristics of HBTs and will be used in the 
remainder of this paper. (Equation 4.13 does not accurately describe the base-emitter 
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Figure 4.4. Gummel-Poon Transistor Model Including Interconnect ParasiUcs 
diffusion capacitance in HBTs. A new base-emitter diffusion capacitance model which is 
valid for HBTs is developed in this section.) The physical mechanisms which Equations 
4.2 through 4.13 describe are summarized in the following paragraphs. The model 
parameters given in these equations are summarized in Table 4.1. 
At this point, a few comments regarding the notation which has been used in Figure 
4.4 and Equations 4.2 through 4.13 is in order. Any variable which is a SPICE model 
parameter is given in bold font for easy identification. The variables Vbe and VBC refer 
to the voltages across the intrinsic HBT device, while the variables VBE and Vgc refer to 
the terminal voltages. (1. e. VBE refers to the voltage across CDE and VBC refers to the 
voltage across CDC-) This notation for the HBT junction voltages is used throughout this 
paper. With this notation in mind, the physical mechanisms associated with each 
equation is described below. 
Equations 4.3 and 4.4 describe the current which flows from the collector to the 
emitter due to the diffusion of electrons across the base-emitter and base-collector 
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junctions respectively. These equations are related to the current source ICT shown in 
Figure 4.4 through Equation 4.2. The current sources lEC/Pr and Icc/Pf model the 
ICT = Icc - IBC 
Icc = ^|e(qWNFkT).i) 
'cc qb I ' 
lEC = ^ (e(qWNRkT).i) 
lRF = IsE|e(9^BE/NBkT)_^} 
lRR = lsc(e(q^Bc/NckT).ij 
qg = (e(q WNf kT). j) + is.{e(q Vbc/Nr kT). ^ ) 
IEF W 
BUC 
Cc-Cjcoj l -^ j  
CDC = TR-^ 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
qb  =  ^ [ l  +VI  +4q2]  
^ (4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
CDE = TF^^ 
dVffi (4.13) 
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Table 4.1. Gummel-Poon Model Parameters 
Symbol SPICE 2G 
Keyword 
Parameter Name Value 
(A. V, n, F) 
Is IS Saturation current 5.45202x10-23 
ISE ISE Base-emitter leakage saturation current 5.82688x10-19 
isc ISC Base-collector leakage saturation current 6.9094x10-12 
IKF IKF High injection forward current 12.74578x10-3 
IKR IKR High injection reverse current 
NF NF Forward emission coefficient 1.093442 
NR NR Reverse emission coefficient 1 
NE NE Base-emitter leakage emission coefficient 1.57668 
NE NC Base-collector leakage emission coefficient 1.88121 
pf BF Ideal forward current gain 10^ 
Pr BR Ideal reverse current gain 1 
VA VAF Forward Early voltage 480 
VB VAR Reverse Early voltage 
RB RB Base resistance 8.2 
RE RE Emitter resistance 3.9 
Rc RC Collector resistance 10.8 
TF TF Forward transit time 0 
TR TR Reverse transit time 0 
CjEO CJE Zero bias base-emitter depletion capacitance 19.03x10-15 
Cjco CJC Zero bias base-collector depletion capacitance 89.09x10-15 
VjE VJE Base-emitter built in potential 1.55262 
Vjc VJC Base-collector built in potential 0.87401 
MJE MJE Base-emitter grading coefficient 0.56467 
MJC MJC Base-collector grading coefficient 0.18321 
XCJC XCJC Fraction of Cjc connected to the internal nodes 0.24096 
PC FC Depletion capacitance parameter [46] .99 
T T Temperature at which parameters are measured 40 "C 
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Table 4.2. Gummel-Poon Model Parameters Set at Default Values 
Symbol SPICE 2G Parameter Name Default Value 
Keyword (A, V, n, F, eV) 
RBM RBM Minimum base resistance at high current RB 
IRB ISE Base resistance high current level 
XTF XTF Coefficient for bias dependence of tp 0 
V-cF VTF Voltage describing Vgc dependence of xf 
I-cF ITF High current parameter for effect on tf 0 
P-cF PTE Excess phase at f=l/(2 nxf) 0 
Cjs CJS Zero bias collector-substrate capacitance 0 
Vjs VJS Substrate junction built in potential .75 
MJS MJS Substrate junction grading coefficient 0 
Xxp XTB Forward and reverse P temperature coefficient 0 
XTI XTI Saturation current temperature exponent 3 
EG EG Energy gap for temperature effect on Is 1.11 
kf KF Flicker noise coefficient 0 
af AF Flicker noise exponent 1 
current flowing from the base to emitter and base to collector due to the diffusion of holes 
from the base region. In typical HBTs, the base-emitter heterojunction will block the 
diffusion of holes from the base to emitter and will normally make the Icc/Pf current 
source negligible. Equations 4.5 and 4.6 are used to model the current flowing from the 
base to the emitter and from the base to the collector due to the recombination of carriers 
in the respective depletion regions, and at the surface of these regions. Equations 4.7 
through 4.9 describe the impact of the Early voltages and high level injection effects on 
the current flow through the transistor. Equation 4.8 is used to model Early voltage 
effects, while Equation 4.9 models high level injection effects, such as the Kirk effect. 
These effects are combined in Equation 4.7. This equation also indicates that high level 
Injection effects become significant when q2 is on the order of 0.25. Equations 4.10 
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through 4.13 are used to model the nonlinear capacitances within the transistor model. 
Equations 4.10 and 4.11 model the junction capacitances while Equations 4.12 and 4.13 
model the diffusion capacitances within BJTs. 
The first step in extracting the HBT model parameters is to determine the values of 
the parasitic terminal resistances RE, and Rg. Surprisingly, these parameters are some of 
the most difficult to extract and a number of methods have been proposed for the 
measurement of each of these resistances. One of the most popular methods which has 
been used to measure the emitter resistance in BJTs is the open collector method [47, 50]. 
This method is implemented by plotting the variation in the collector-to-emitter voltage 
as a function of base current with the collector current set to zero. As indicated by Getrue, 
the slope of this curve may be used to extract RE in bipolar transistors. However, when 
this method was applied to the HBT, negative emitter resistance values were obtained. 
The accuracy of the open collector method for the measurement of RE has also been called 
into question by other authors (44, 51]. Thus the open collector method was considered 
invalid for the measurement of RE in HBTs. 
An alternative method of extracting information about RE and RB is based on the I-
V characteristics of HBTs. Equations 4.3 through 4.6 indicate that if Vgc Is maintained 
at zero volts, the base current is a result of the diffusion of holes over the base-emitter 
junction (Icc/Pf). and due to recombination in the base-emitter depletion region (IRF). As 
discussed in Section 2.5, the heterojunction in a HBT effectively blocks the diffusion of 
holes from the base region, and accordingly the Icc/Pf term may be neglected. Thus in 
HBTs, the base current is given by IRF when Vgc Is less than or equal to zero volts. From 
Equation 4.5, when Vbe Is significantly greater than q/NR K T (this quantity Is typically 
on the order of 25 mV) then the exponential term will be much greater than 1 and the base 
current can be expressed as, 
IB = ^BE/NE kT) Q VGE> .2 V • (4.14) 
Thus, a plot of IB on a logarithmic scale as a function of Vgg will yield a straight line plot. 
If Ib Is plotted on a logarithmic scale as a function of the extrinsic base to emitter voltage, 
VBE. then any deviation of this curve from a straight line is a result of voltage drops 
across the base and emitter resistance. A plot of IB as a function of VBE Is shown in Figure 
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Figure 4.5. Guinmel Plot of the HBT Base Current 
4.5 along with a straight-line projection of Ig as a function of Vgg. The plot shown in this 
figure is referred to in literature as a Gummel plot. Using the schematic in Figure 4.4, it 
can be seen that the dllference in voltage between the two curves in Figure 4.5 is given by. 
Theoretically, Equation 4.15 could be used at two different bias conditions to 
determine the values of RE and Rg. However, In order to obtain an appreciable difference 
between VBE and VBE the base and emitter currents must be relatively large. 
Measurements of the HBT indicated that if VBE Is greater than 1.35 V, the emitter current 
is more than 100 times larger than the base current. Accordingly, under these high bias 
conditions, the voltage drop across the emitter resistance is dominant. (It will be shown 
shortly that the base resistance is about twice the emitter resistance.) Thus, the base 
resistance cannot be measured effectively by using Equation 4.15. Equation 4.15 was used 
at a base current of 70 |aA and an emitter current of 12.926 mA to establish a relationship 
between RE and Rg. 
A second method which which may be used to extract information about the Rg and 
RE is known as the circle method [47]. This measurement technique is based on a small-
signal measurement of an HBT over a broad frequency range. The input Impedance of the 
transistor is determined over this frequency range with the collector and emitter 
Vbe - VBE = % % + % is - (4.15) 
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grounded. The Input impedance of the HBT is then plotted over this frequency range with 
the real part of the Impedance plotted as the abscissa and the imaginary part plotted as 
the ordinate. In theory, this locus of points should form a circle [52]. In addition, at high 
frequencies, the input impedance will approach RE + RB- This can be seen from the 
simplified schematic in Figure 4.6. This schematic is a small-signal equivalent circuit of 
the Gummel-Poon model shown in Figure 4.5, with the interconnect parasitics removed 
and the collector shorted to ground. At high frequencies, the base-emitter capacitance 
will tend to short out the base emitter Junction. This will cause the base resistance, Rg, to 
essentially be shorted to the emitter resistance, Rg. When the transistor is biased in the 
normal active region, the value of the base-emitter capacitance will be several orders of 
magnitude greater than the base-collector capacitance. As a result, at moderately high 
frequencies, the base-emitter capacitance will be a relatively low impedance while the 
base-collector capacitance will have a impedance much greater than RE and Rg. 
Accordingly, at these moderately high frequencies, the input impedance of the circuit 
approaches RE + RB- AS noted by Sansen, as the frequency increases such that the 
impedance of the base-collector capacitance approaches RB, a second circle locus is 
generated and at infinite frequency, the input impedance approaches RE-
In order to perform this measurement, the S-parameters of the HBT were measured 
over a frequency range of. 14 to 14 GHz. The S-parameter data set was then loaded into the 
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Figure 4.6. Simplified Small-Signal Gummel-Poon Model 
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software program LIBRA^*^ and the parasitic Interconnect components shown in Figure 
4.5 were deembedded from the measurements. Libra was then used to determine the input 
impedance of the transistor with the output shorted. A circle plot of the resulting data is 
shown in Figure 4.7. The data was then curve fit to a circle using the software program 
Kaliedagraph [53] and the result is shown as the solid curve in this figure. (Nearly all of 
the curve fits discussed in this section were performed using the program Kaliedagraph.) 
From this curve fit, the high frequency intersection was found to be 12.44 O. Thus, 
From Equation 4.15 at the bias condition mentioned previously, and Equation 4.16, 
the values of RE and RG were determined simultaneously. The value of RE was found to be 
4.24 Q. and Rg was found to be 8.2 O. 
It should be noted that the circle method can be prone to a number of inaccuracies. If 
the parasitic emitter lead Inductance has an error of ALE then the value of RE + RFI will be 
in error by (cor ALE). where COT IS the cutoff frequency of the transistor in radians [54]. In 
addition, if the values of the parasitic capacitances across the HBT terminals are in error, 
then this can also effect the results of the circle technique [52]. However, the relative 
amount of error is proportional to the ratio of the error in the parasitic capacitances to 
RE + RB = 12.44 a (4.16) 
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Figure 4.7. Circle Plot of HBT Input Impedance 
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CBE- Since CBE will be shown to be about two orders of magnitudes greater than the 
parasitic capacitances, it is likely that any error due to this effect is minimal. Finally, if 
the value of Cecext is very large with respect to CBE this will also effect the circle 
measurement. This error increases with increasing value of Rc and gm [52]. Thus, to 
minimize the error associated with the circle method, it is best to select a bias condition 
where MR is minimized. CBC IS minimized, gm is minimized, RC is minimized, and CBE IS 
maximized. Obviously some of these goals are in conflict. For the purposes of this 
research, a bias condition was selected where VCE was .5 V, and the collector current was 1 
mA. The bias condition was selected to be in the saturated region which has the 
advantage of reducing COT. gm, and Rc, but has the disadvantage of increasing CBC-
Unwin and Knott [55] have also analyzed several methods of extracting parasitic 
transistor resistances. They suggest using noise figure measurements to determine the 
parasitic resistance values. Accordingly, noise figure measurements were used to verify 
the above resistance measurements. The noise parameters of the HBT were measured at a 
bias current of .5 mA and a collector voltage of 5 V. (Noise parameters and measurements 
are discussed in detail in Section 6.) The modelled and measured noise parameters of the 
HBT were then compared. It was found that the value of RB was in good agreement with 
the results given above. However, the value of RE which was obtained was slightly less at 
3.6 i'2. Thus an average value of 3.9 O was used for RE. 
% = 3.9 n (4.17) 
RB = 8.2 n (4.18) 
More recently. Park and Neugroschel have proposed a method for extracting the 
values of Re and Rb [51]. The method which they propose Is similar to the circle method 
discussed above, except that the transistor is measured in the common base 
configuration. While the method does appear to be valid, a number of simplifying 
assumptions are required in its derivation. It appears that the method proposed by Park 
and Neugroschel can achieve roughly the same level of accuracy as the circle method, and 
that there is no real advantage of disadvantage of using their method over the circle 
method. 
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Figure 4.8. HBT Gummel Plots of Ig and Ic 
Once the values of RB and RE have been extracted, a number of other SPICE 
parameters can easily be extracted using Gummel plots [47]. Gummel plots of Ig and Ic 
are shown in Figure 4.8. This figure gives the base and collector currents of the HBT as a 
function of the intrinsic base-emitter voltage, Vgg, while holding Vgc at zero volts. Vgg 
was calculated from VBE at each bias condition using Equations 4.15, 4.17, and 4.18. 
Since Vbe IS related to VBE through the values of RE and RB, it is important that these 
values are extracted accurately, or the Gummel plots will be in error. 
The measured Gummel data points are given by the symbols in Figure 4.8. By curve 
fitting these data points to the appropriate Gummel-Poon model expressions, a number of 
parameter values can be extracted. Consider, for example, the Gummel plot of the base 
current. As discussed previously in this section, when VBC is set to zero the base current 
is dominated by the forward recombination current, IRF, and may be modelled by 
Equation 4.5. By curve fitting the measured data to Equation 4.5, the Gummel-Poon 
parameters ISE arid NE were extracted. The resulting curve is given by the solid line in 
Figure 4.8. The extracted values for ISE and NE were 20.251 fA. and 2.3587 respectively. 
Note that the plot of the base current is essentially a straight line. This is characteristic 
of HBTs since the base current is dominated by recombination. In homqjunction BJTs, 
this curve would consist of two distinct slopes. At lower currents, the slope would be a 
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result of recombination while at higher currents, the slope would be a associated with the 
diifusion current. 
The collector current data points shown in Figure 4.8 can be used to extract other 
Gummel-Poon parameters in a similar manner. If Vbc is set to zero. Equations 4.2 
through 4.4 show that Ic is equal to Icc- Thus, the Gummel data given in Figure 4.8 can be 
curve fit to Equations 4.3, 4.7, 4.8, and 4.9. As discussed below, the reverse Early voltage, 
Vg, was set to a default value of infinity, and thus for the Gummel data curve fit, qi was set 
equal to unity. Using the afore mentioned equations, the parameters Is. Np, and IRE were 
curve fit to the measured data. The values obtained for the parameters were 7.3467x10 ^3 
A, 1.0825, and 5.2631 mA respectively. Note in this case, that the Gummel plot of the 
collector current is not a straight-line plot, but has a curvature associated with it. This 
curvature is a result of high level injection effects such as the Kirk effect [56]. At low 
collector current levels, such that Ic is much less than IKF. the value of q2 in Equation 4.9 
will be much less than unity, and the value of qy will be very close to unity. As a result, at 
low current levels, the collector current is set by the parameters Is and Np. Accordingly, 
at low collector current levels, the curve in Figure 8.6 is nearly a straight line. At higher 
current levels, high level injection effects take place which reduce the current gain of the 
transistor. The parameter IKF models the current level where these high level injection 
effects take place. Thus, at collector currents approaching 5.3 mA, the slope of the 
collector current curve starts to roll off. 
A Gummel plot, which is similar to those shown previously is given in Figure 4.9. 
However, this Gummel plot applies to the HBT biased In the Inverted region. In this case, 
Vbe was set to zero, and the base current was measured as a function of VBC- Since the 
current flowing out of the collector terminal was essentially equal to the base current and 
very small, the value of VBC was approximated as being equal to VBC- For base currents 
of less than 80 |iA, as shown in Figure 4.9, this approximation is valid to within 1 mV. 
From the schematic in Figure 4.4 and Equations 4.3 through 4.6, with Vbe set to zero, the 
base current is made up of two components, IEC/P and IRR. In this research, this current 
was modelled as being entirely a result of recombination current, IRR, for reasons which 
are explained below. Accordingly, the data in the figure below was fit to Equation 4.6 and 
the parameters Isc and Nc were extracted as 6.9094 pA and 1.8812 respectively. The 
resulting fit is shown as the solid curve. 
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Figure 4.9. Gummel Plot of Ig with the HBT Biased in the Inverted Region 
Note, that the data plotted in this figure tends to roll off slightly at higher currents. 
If this current were made up of a combination of recombination current and diffusion 
current, then the data should curve upward at higher currents rather than roll off 147). 
Thus, the data in the figure is either a result of lEc/Pr or IRR. If the fitted data discussed 
above were a result of diffusion current, then the resulting reverse current gain, Pr, would 
be l.le-7. However, Asbeck [37] Indicated that for a GaAs junction the diffusion current 
gain should roughly be given by, 
= = (4.19) 
This large discrepancy indicates that the data Is due primarily to recombination 
current. In addition, the base-collector ideality factor, Nc. was found to be fairly close to 
2 which is characteristic of recombination current. Whereas, if the current was due to 
diffusion current, this factor should be closer to 1. Thus, the base current is most likely a 
result of recombination. 
As noted previously, when the reverse Gummel data was taken, with Vbe set to zero, 
the current flowing from the collector terminal was essentially equal to the base current. 
This indicates that the current due to the diffusion of the electrons from the collector to 
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the base, IEC. IS essentially negligible. This is expected since the base is much more 
heavily doped than the collector. Accordingly, the parameters associated with IEC ki 
Equation 4.4, may be set such that this current is negligible. It was found that by setting 
IKR and NR to the SPICE default values, that IEC was negligible for any reasonable base-
collector voltage. Thus IRR was set of infinity, and NR was set to unity. 
Also, as discussed above, the currents due to the diffusion of holes from the base to 
emitter, Icc/Pf. and due to diffusion from the base to collector, lEc/Pr are negligible for 
any reasonable bias condition. Thus, the values of Pf and Pr must be selected to satisfy this 
condition. By setting Pr to the SPICE default value of unity, the reverse diffusion current 
was found to be negligible. The value of Pf was estimated using Equation 2.39 to be on the 
rough order of 10^. The use of this value of Pf results in a negligible level of forward base 
diffusion current. It should be emphasized the the selection of the parameter values for 
IKR. NR. Pf. and Pr are not necessarily accurate values for these parameters: but rather are 
values which are sufficient to make the corresponding components of current negligible 
in the Gummel-Poon model. Since the components of currents which these parameters 
represent are negligible in the actual HBT, extracting these parameters is not necessary or 
practical. 
Two other Gummel-Poon model parameters which are required to describe the dc 
characteristics of the HBT are the Early voltages VA and VG. Since the current due to the 
diffusion of electrons from the collector to the base, IEC. was found to be negligible, the 
Early voltage in the reverse direction will not have a significant impact on the 
characteristics of the HBT. Accordingly, it was set to the SPICE default value of infinity. 
The Early voltage in the forward direction. VA. is more difficult to determine. 
Theoretically, the Early voltage could be extracted from the dc I-V curve in the active 
region. However, due to thermal effects, this technique yields a negative Early voltage. 
Rather, the Early voltage was extracted by fitting measured HBT S-parameters to the 
equivalent circuit model shown in Figure 4.10 at a relativety high bias current of 8.5 mA 
at several values of VCE- The Early voltage can then be extracted from the output 
conductance of the equivalent circuit model using the equation, 
YA = ^  - Vce • (4.20) 
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Figure 4.10. Small-Signal HBT Model Including Interconnect Parasltlcs 
Using this method. VA was found to be 480 V. It should be noted that this 
measurement technique is only moderately accurate since the value of the output 
conductance was 18.3 [xmhos which is a difficult level to measure in a 50 O S-parameter 
system. However, the value of the Early voltage does not have a significant impact on the 
characteristics of the HBT since it is so large. In addition, the value obtained is within the 
range of typical values for Early voltages in HBTs. (The Early voltage of HBTs usually 
range from 150 V to 1200 V 145].) This extraordinarily high early voltage is a direct result 
of the heavy base doping In HBT devices. As a result of this heavy base doping, the 
variation in the base width with respect to base-collector voltage is minimal, and thus the 
Early voltage is very large. 
The one remaining Gummel-Poon parameter which must be extracted to define the 
dc characteristics of the HBT is the parasitic collector resistance, Rc- This can be quite 
difficult since the value of Rc actually varies with collector current, even though It is 
modelled in SPICE as a constant [47]. The value of Rc will be smallest when the device is 
biased in the saturated region, and Increases as the devices is biased in the active region. 
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As noted by Getreu, the use of the open emitter method may not be used to accurately 
extract the value of Rc due to changes in the effective Junction areas [47]. (The open 
emitter method Is analogous to the open collector method of measuring Rg discussed on 
page 43.) One approach which was selected to extract the value of Rc for this research is 
an extension of an approach suggested by Getrue to determine the limiting values of the 
collector resistance. Since all of the dc Gummel-Poon parameter values other than Rc 
have been extracted, the value of Rc can be selected to match the Gummel-Poon model to 
the measured dc I-V curves. It should be noted that this approach will tend to model Rc at 
Its value in the saturated region, but will partially take into account its value in the active 
region. 
The dc I-V curves of the HBT are shown in Figure 4.11. The symbols represent 
measured data points, while the solid curves represent the Gummel-Poon model results. 
To extract Rc, its value was simply varied until the modeled data matched the measured 
data. For example, if the value of Rc were increased by 5 Î2, then the dc I-V curves would 
shift to the right by 30 mV at a collector current of 6 mA. This effect would be noticeable 
in the saturated region of the I-V curves. Based on this approach, the collector resistance 
was extracted as, 10.8 12. 
A second approach which was used to determined the value of Rc was to fit the 
small-signal Gummel-Poon model to a set of measured S-parameters at several bias 
conditions. The accuracy of the fit was not heavily dependent on the value of Rc-
However, a good fit was obtained with a collector resistance of 10.8 n. 
The dc I-V curves shown in Figure 4.11 demonstrate the accuracy of the extracted dc 
Gummel-Poon parameters. In general, the measured and modelled data points match 
quite well. However, note that the measured I-V data points do decrease slightly with 
increasing VcE In the active region of operation. This indicates that the measurement on 
the thermal impedance of the substrate are slightly too low. The downward slope of the I-
V curves is a thermal effect that is common in HBTs. As the device is heated, the collector 
current will drop for a given base current. The drop In Ic is a direct result in the difference 
in Ideality factors for the base and collector currents. The ideality factor for the base 
current is given by NE and is equal to 2.3587 while the ideality factor for the collector 
current is Np and is given by 1.0825. As a result, for an increase in temperature the ratio 
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Figure 4.11. Modeled and Measured HBTI-V Curves 
of Ice to IRP will decrease. This indicates that an increase in temperature of the HBT 
device will cause a decrease in collector current for a given base current. As discussed at 
the beginning of this section, the back-plate temperature of the HBT was adjusted to 
maintain the device at 40 °C. The data in Figure 4.11 indicate that the amount that the 
temperature was adjusted was not quite enough, and the downward slope in the data 
resulted. However, the adjustment of the back-plate temperature was useful since the 
downward slope is about 5 times more pronounced when the back-plate temperature is 
held constant. 
The remaining Gummel-Poon parameters, which have not yet been extracted are all 
associated with the ac characteristics of the device. These parameters are used to describe 
the capacitors shown in the Gummel-Poon model. Each of these ac parameters was 
extracted by fitting the equivalent small-signal HBT model shown in Figure 4.10 to 
measured S-parameter data over a wide frequency range. This fitting procedure was 
performed using the software program LIBRA. [49] and was repeated over a wide range of 
HBT bias conditions. By modelling the bias dependence of each of the capacitors in the 
Gummel-Poon model, the parameter values were extracted. 
The parameter XCJC, which is associated with the base-collector capacitance, was 
extracted by fitting the measured data to the small-signal model at four different bias 
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conditions simultaneously. This parameter determines the percentage of the total base-
collector depletion capacitance which is modelled as being across the intrinsic base-
collector Junction. (See Figure 4.4.) By fitting the HBT at four bias conditions in the 
active and cutoff regions simultaneously, the capacitance across the base-collector 
Junction was limited to depletion capacitance. The extracted value for XCJC was .24096. 
Thus, the majority of the base-collector depletion capacitance was modelled as being 
connected to the external base node. This indicates that a significant portion of the area 
associated with base collector junction is not in the active region of the device but is 
associated with the regions covered by the base ohmlc contacts. (See Figure 2.6.) 
Accordingly, the base-collector capacitance could potentially be reduced by reducing the 
surface area of this region. 
The S-parameters of the HBT were measured at aJl of the bias conditions shown in 
Figure 4.11 and 30 additional bias conditions in the cutoff and inverted regions of 
operation. The measured S-parameters were fit to the equivalent circuit model shown in 
Figure 4.10 using the software program LIBRA [49]. The circuit file which was used to 
perform this curve-fit is given in Appendix B. It was found that a good fit could be 
obtained at all of the bias conditions by allowing the value of Cecext to be 3.15 Cecint-
Thus, the base-collector capacitance was modelled as depletion capacitance. This 
capacitance is plotted as a function of bias in Figure 4.12. The base-collector capacitance 
was found to be essentially independent of VBE as expected and could be accurately 
modelled by the depletion capacitance equation. By fitting Equation 4.10 to the data 
points in Figure 4.12 the extracted parameter values of 89.09 fF, .87401 V, and 0.18321 for 
Cjco. Vjc, and MJC respectively were obtained. The resulting fit is shown by the solid 
curve in Figure 4.12. 
When the base-collector junction is forward biased, it is possible that some of Cecint 
actually comes from diffusion capacitance. However, estimating the amount of diffusion 
capacitance is very difficult without specific information regarding the GaAs material in 
the collector region. Since the base is much more heavily doped than the collector, the 
diffusion capacitance for this junction is similar to that for a p+-n diode and is given by 
157], 
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In the above equation, tp is the minority carrier lifetime of holes in the collector 
region and the above equation is only valid for frequencies less than 1/tp. For intrinsic 
GaAs, tp is on the order of 10 ns [58]. For GaAs which is doped, this value will decrease by 
several orders of magnitude. In addition, the dominant component of current across the 
base-collector junctiOD is due to recombination. This indicates that the minority carrier 
lifetime is very small. If Xp is assumed to be 1 ps, then the diffusion capacitance for base 
currents less than 80 |xA. will be less than 1.5 fF. Thus, the data in Figure 4.12 Indicates 
that the diffusion capacitance is negligible for any bias condition of interest. Thus, TR 
was set to zero in Equation 4.12. 
The parameters associated with the base-emitter capacitance were also extracted 
from measured S-parameters. This capacitance is a result of both depletion capacitance, 
and diffusion capacitance. The depletion capacitance is the dominate capacitance when 
the base emitter Junction in reverse biased, or only slightly forward biased. However, 
under large forward bias conditions, the diffusion capacitance is the dominant form of 
capacitance. The diffusion capacitance, as modelled in SPICE, is given by Equation 4.13. 
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However, this expression Is found to be invalid for the diffusion capacitance in HBTs. The 
values of CBE which were extracted from the small signal HBT model are shown in Figure 
4.13. The data points were extracted from the measurements where the HBT was biased in 
the normal active region or saturation region. Note from the figure that the base-emitter 
capacitance is not only a function of the collector current, but is also a heavy function of 
the base-collector voltage. This is not in agreement with Equations 4.11 and 4.13 which 
indicate that CBE should be nearly independent of Vgc when the HBT is biased in the 
normal active region. This error is a direct result of a simpliiying assumption which was 
made during the implementation of the Gummel-Poon model in SPICE. 
Based on the charge control theory used to derive the Gummel-Poon model, the base-
emitter diffusion capacitance may be expressed as [471, 
CoE = gm Tp = gm (^E + ^EBD + % + TcBo) (4.22) 
where TP is the forward transit time, XG is the emitter delay, TEBD is the emitter-base 
depletion region transit time, TB is the base transit time, and TCBD is the base-collector 
depletion region transit time. In most conventional transistors, TCBD is relatively small 
because the electrons are swept through the base-collector depletion region by the electric 
field which is present. In the base region, the electrons are transported as a result of 
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4.13 Modelled Values of Cbe (Symbols and bias conditions correspond to Fig. 4.11.) 
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diffusion and move much more slowly. Accordingly, the base transit time is usually the 
dominate transit time. The other transit times TE and TEBD are associated with holes 
stored in the emitter and in the emitter-base depletion region. These components are 
typically much smaller than the base transit time. As a result, the forward transit time 
in most transistors can be modelled as the base transit time. This transit time is nearly 
independent of bias and is effected primarily by base width modulation effects. 
Accordingly, the base-emitter diffusion capacitance model as implemented in SPICE 
models the forward transit time primarily as a constant, but based on empirical 
measurements, does allow the forward transit time to be varied when the collector 
current is greater than IRF- This allows the forward transit time to increase as a result of 
the Kirk eflfect. However, as discussed below, this base-emitter diffusion capacitance 
model is not valid for HBTs. 
In HBTs, the base width is very narrow, and the time required for an electron to 
diffuse across the base is relatively small. As a result, to accurately model the forward 
transit time in HBTs, all of the components of Tp given in Equation 4.22 must be 
considered. 
In HBT devices, the diffusion capacitance which results from TE IS small and may be 
neglected [36]. This is due to the fact that the heteroj unction blocks the diffusion of holes 
and thus very few holes are stored in the emitter region. 
The diffusion capacitance which is associated with TEBD Is given by [36] 
5VBE 
Combining Equations 4.3. 4.5. and 4.23 under low forward bias conditions where qy 
= 1 and gm = ôIcc/5Vbe. 
CEBD = êmTEBD = 
gmC)E (4.23) 8(ICC+IRF) 
(4.24) 
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Since the above equation involves depletion capacitance, it was used in conjunction 
with Equation 4.11 to extract the parameters associated with CJE- The resulting curve fit 
and measured data points are shown In Figure 4.14. 
The remaining components of dilfusion capacitance are associated with the transit 
times TB and XCBD- These transit times are difficult to separate without detailed 
knowledge of the HBT device structure. However, the strong base-to-collector voltage 
dependence of CBE IN Figure 4.13, suggests that TCBD IS the dominant component. This is 
in agreement with reported numerical analyses of the current flow in HBTs [59, 60]. For 
GaAlAs/GaAs HBTs, TB is on the order of .6 ps [36], which at a collector current of 4 mA, 
corresponds to a diffusion capacitance of 54 fF. Thus, the data in Fig. 4.13 indicates that 
TB is dominated by tceo. 
For a given carrier velocity in the base-collector depletion region, v(x), TCBD can be 
calculated from the expression [36] 
'k:BD = ^  
Wc 
dx 
v(x) (4.25) 
where Wc is the width of the base-collector depletion region. The carrier velocity in the 
base-collector depletion region is determined by several physical phenomenon and is a 
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Figure 4.14. CJE and CEBD AS a Function of VBE 
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function of both Vbe and Vgc- As discussed by Katoh and Kurata [59], a significant 
mechanism which effects the carrier velocity is associated with the initial onset of the 
Kirk effect. As the density of mobile carriers in the depletion region increases, the 
electric field intensity decreases, allowing a greater percentage of the carriers to remain 
in the F-valley of the conduction band. Accordingly, the average carrier velocity 
increases and TCBD decreases with increasing current density. The change in TCBD as a 
function of Vjgc has been attributed to the variation in the width of the base-collector 
depletion region [60]. However, a second mechanism will also effect this variation. As 
the base-collector Junction is reversed biased, the electric field intensity within the 
depletion region increases. This causes a greater percentage of carriers to be excited out of 
the r-valley into the L- and X-valleys resulting in a lower average carrier velocity and a 
larger TCBD- - ^ t high collector currents, numerical analyses indicate that the onset of the 
Kirk effect causes the collector region to be completely depleted out to the ohmic contact 
[59]. Since Wc is essentially constant under this condition, the variation in the electric 
field intensity within the depletion region will be the dominant mechanism effecting 
TCBD-
The complexity of the physical phenomenon involved in carrier transport render 
an analytical analysis of the base-collector transit time impractical. Rather, a quasi-
static capacitor model has been developed based on measured results and the results of 
numerical analyses. A numerical analysis performed by Katoh and Kurata [61] indicates 
that TCBD varies roughly as the inverse of the square root of collector current. The 
measured diffusion capacitance data in this work was found to vary in a similar manner. 
Since gm is approximately proportional to the collector current. Equation 4.22 indicates 
that the capacitance due to TCBD should vary as the square root of collector current. This 
suggests an exponential dependence with respect to Vbe- The data in Fig. 4.13 also 
indicates that CBE varies linearly with respect to VBC- Accordingly, the author proposes 
the empirical expression 
CcBD = Co 11 - e{q Wn kT) (4.26) 
where Co, (]), and n are model parameters. This expression was used to perform a curve fit 
on the measured diffusion capacitance which was not accounted for by TEBD- This resulted 
in the parameter values 1.178(10'2l) F, 2.203 V, and 2.707 for Co, <t). and n respectively. 
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The capacitance model of Cbe. which is given by the sum of Equations 4.11, 4.24, and 
4.26, is shown as the solid curve in Fig. 4.13. The model curves show good agreement with 
the measured data. The data in Fig. 4.13 Indicates that improved accuracy could be 
achieved by changing the parameter (J) in Equation 4.26 to a function which is inversely 
related to the collector current. However, it is questionable whether the increased 
complexity is Justified. It should also be noted that this HBT base-emitter capacitance 
model is likely to have limited application for HBTs which have p-type collectors since 
the carrier transport mechanisms in these devices are different from those discussed 
here. 
Since the base-emitter diffusion capacitance cannot be modelled by the standard 
SPICE model, the value of Tp was set to zero, and a different circuit was developed to 
model this nonlinear capacitance. This circuit is based on the generalized impedance 
converter (GIC) (62] and is shown in Figure 4.15. Using basic circuit theory, the impedance 
across the terminals of this circuit can be shown to be equal to that of a capacitor whose 
capacitance in pF is equal to the current leap. (See Figure 4.15.) Thus, this circuit can be 
used to model the nonlinear diffusion capacitance if a current leap Is generated which Is 
equal to the sum of Equations 4.24 and 4.26. A current which may be used to represent the 
capacitance given by Equation 4.26 may be generated very easily using a transistor. The 
100 n 
Figure 4.15. Generalized Impedance Converter which Models Cbe 
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collector current of a transistor will be Identical to Equation 4.26 if the parameters of the 
transistor are set such that Is is equal to Co in pF, Np is set equal to n and VA is set equal 
to (|). Specific details on how this is implemented in a SPICE file are given in the circuit 
file listed in Appendix C. 
The circuit required to model the capacitance due to the charge stored in the base-
emitter space charge region, CEBD. IS much more difficult to realize. Note that CJE in 
Equation 4.24 is not a constant, but rather is also a function Vbe- This greatly 
complicates the expression. While a circuit could have been realized to exactly model this 
equation, to simplify the analysis, the equation was approximated by using a diode with a 
series ohmic contact resistance. The value of CEBD AS given by Equation 4.24 is plotted as 
the dashed curve in Figure 4.16. The diode model which was used to approximate this 
function is shown as the solid curve in this figure. The error between the actual and 
approximate curves Is less than 4 fF for all bias conditions of Interest. Figure 4.13 
indicates that this error is very small relative to the overall base-emitter capacitance. 
In order to demonstrate the accuracy of the entire HBT model developed in this 
section, the modelled and measured S-parameters of the HBT are plotted in Figures 4.17 
through 4.21. These plots compare the modelled and measured S-parameters over a 
frequency range of 200 MHz to 10 GHz in all four regions of transistor operation. In 
Figure 4.16. Cebd as a Function of Vbe 
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Figure 4.17. Modeled and Measured HBT S-Parameters (Vce=4 V, Ic=8niA) 
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Figure 4.19. Modeled and Measured HBT S-Parameters (VCE=0.6V, IC=2. 16 mA) 
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Figure 4.21. Modeled and Measured HBT S-Parameters (VcE=-l V, Ib=50 mA) 
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general, these plots. Indicate that the HBT model is very accurate. The most significant 
discrepancy between the modelled and measured data is in the magnitude of S21 when the 
transistor is biased in the forward active region. The modelled value for the magnitude of 
S21 is typically about 1 dB greater than the measured value. However, the overall 
agreement between the measured and modelled S-parameters is quite good, especially 
considering the broad frequency range and wide range in bias conditions shown in the 
figures. 
Approximately six months after the HBT model discussed in this section was 
completed, it was found that the HBTs had an inherent long term reliability problem. The 
failure mechanism which occurs in the HBT device is associated with leakage current 
across the base-emitter heterojunctlon. At some point after a long period of time, the base 
current of the HBT increases significantly. All of the other characteristics of the device 
appear to remain unaltered. The leakage across the base-emitter junction occurs even at 
low forward bias conditions where the Junction would normally not conduct. This 
increase in base current significantly degrades the current gain of the HBT. While it is 
believed that most vendors have some ideas as to the cause of this failure mechanism, 
these theories are generally treated as proprletaiy and not available in literature. 
At the time of this research, the long term reliability of the HBTs is in question. 
However, at present, many of the vendors of these devices feel they have the reliability 
issues associated with HBTs resolved. It should also be noted that essentially all of the 
vendors of HBT devices have had similar problems. This is demonstrated by the fact that 
a recent IEEE microwave symposium dedicated a rump session to the reliability of HBT 
devices [63]. 
Due to the failure of the HBT devices, new devices were obtained from the HBT 
vendor. The vendor indicated that these devices were similar to those modelled in this 
section with the only modifications being those required to eliminate the long term 
failure mechanism. Thus, It is likely that the only modifications to the HBT structure are 
associated with the base-emitter heterojunctlon since this is where the failure 
mechanism occurred. Accordingly, the Gummel-Poon parameters associated with this 
junction were extracted again. Gummel plots of a new HBT with Vgc held at zero volts are 
shown in Figure 4.22 along with the previously modelled Gummel plots. The previously 
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Figure 4.22. Gummel Plots of New HBT Devices 
modelled Gummel plots are shown as dashed curves in this figure while the new model is 
given by the solid curves. The new model curves were generated by fitting Equations 4.3, 
4.5, and 4.7 through 4.9 to the measured data in the same manner as discussed previously 
in this section. Note that the collector current shown in this figure is similar to that of 
the previous HBT structure. The two modelled curves have a similar slope and shape and 
differ in the voltage required to achieve a given current by roughly 23 mV. The base 
current on the other hand differs significantly between the old and new HBT designs. The 
new design has a steeper slope and less leakage current at low bias currents. This 
indicates that the alterations which were made to the HBT device structure to eliminate 
the failure mechanism primarily effect the base-emitter junction; especially those 
characteristics of the junction which effect base recombination current. The final 
Gummel-Poon model parameters which were extracted in this research are listed in Table 
4.1. 
The Gummel-Poon parameters which were extracted from Figure 4.22 were used in 
the HBT model. With the exception of one parameter the base-emitter diffusion 
capacitance model, all of the other parameters were unchanged. The base-emitter 
capacitance was adjusted by scaling the value of CQ to account for the 23 mV shift the the 
Ic curve in Figure 4.22. By scaling the value of CQ. the new diffusion capacitance at a given 
collector current should be nearly equal to that obtained in the original HBT model. The 
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Figure 4.23. Modeled and Measured HBT S-Parameters (VCE=4.0 V, Ic=8 mA) 
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Figure 4.24. Modeled and Measured HBT S-Parameters {VCE=2 V, Ic=2 mA) 
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new HBT model was compared to measured S-parameter data on the new device. The 
results are shown in Figures 4.23 and 4.24. These figures Indicate that the new HBT model 
is about as accurate as the original HBT model. 
The oscillator analyzed in this research is shown in Figure 4.25. This topology is 
known as the Colpitis oscillator, and is commonly used in microwave design. It was 
selected as being representative of a typical microwave oscillator. In comparing the 
Colpitis to the Clapp and Pierce oscillators Parzen [33] noted that the Colpitis is of "... 
considerable popularity and of greatest difficulty to design." The Colpitis topology also 
provides for low cost construction of the circuit. The frequency of oscillation for this 
particular design is roughly 1 GHz. It should be noted, that the HBT used in this research 
is capable of achieving much higher frequencies of oscillation. However, the oscillator 
was constructed in hybrid form using bondwires for the interconnect between the 
components. In order to keep the parasitic effects associated with the bondwires from 
having a severe impact on the oscillator, the frequency of oscillation was set relatively 
low at 1 GHz. 
The oscillator was constructed In hybrid form on a test fixture with the various 
components epoxled to the test fixture and bonded together. Care was taken to keep the 
lengths of the bondwires to a minimum. (Typically on the order of 40 mils.) The positive 
supply voltage was bypassed with a 39 pF and a 4.7 |aF capacitor. The negative supply 
4.2 Large Signal Oscillator Model 
2V 
-3.5 V 
Figure 4.25. HBT Colpitts Oscillator Schematic 
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voltage was fed through a SMA connector. A bias tee was then used to apply the negative 
supply voltage, and simultaneously detect the oscillator signal. 
With the completion of the large signal HBT model, the characteristics of the 
oscillator can be simulated with relative ease. However, the parasitic elements associated 
with the oscillator interconnect must be accounted for. An oscillator schematic which 
contains these parasitic elements is shown in Figure 4.26. The four inductors LBWI 
through LBW4 model the effects of the bondwire interconnects between the components. 
These parameter values were extracted using the "WIRE" model in the software program 
LIBERA [491. The capacitors in Figure 4.25 were modelled as series R-L-C circuits. These 
equivalent circuit models were generated using information provided by the capacitor 
manufacturer [64]. The capacitors were selected as chip components to minimize the 
parasitic effects. The inductor shown In the above figure was a 3 turn air wound 
component. Its equivalent circuit model was generated by mounting an identical 
inductor on a SMA connector. (The inductor equivalent circuit is given by the 
components inside of the dashed box on the left side of the figure.) The reflection 
coefficient of the inductor was measured using a HP8753 network analyzer. The 
LBWI = 89 nH 
LbW2 = 89 nH 
LBW3 = 1.1 nH 
LBW4 = 45 nH 
I^SJEG = 3 ko 
Cl = 20pF 
Lci = 31 pH 
Rci = .3 Q 
C2 = 1.6pF 
Lc2 = 280 pH 
Rc2 = 62 
LI = 10.7 nH 
LLI = .992 nH 
Rli= .3744 O 
CLI = .277 pF 
RLib = 2523 Q 
2V 
HBT 
CI 
•CI 
LI 
•C2 
-3.5 V 
Figure 4.26. Oscillator Schematic Including Interconnect Parasitic Elements 
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measured data was then loaded into the software program LIBRA, to generate the 
equivalent circuit model shown in Figure 4.26. The measured and modelled inductor data 
sets are shown in Figure 4.27. (There are actually two curves in this figure.) In the 
equivalent circuit model, inductor LLI accounts for the interconnect lead and bondwire 
inductance, LI accounts for the inductor itself, CLI models the interwinding capacitance, 
and the resistors RLI and Rub account for the loss associated with the inductor. A more 
conventional inductor model might account for the losses with a single series resistance. 
However, the configuration shown in Figure 4.26 allows the inductor losses to increase 
with frequency. Accordingly, this configuration can be used to account for phenomenon 
such as the skin effect. 
The Colpitts oscillator topology used in this research has previously been analyzed 
by Parzen [33]. Extending his work to the oscillator shown in Figure 4.26 gives a loaded Q 
of, 
1 + 1 
PW (O(CI+CEE) (O(C2 + CŒ) 
iî^ + Rci+Rc2 + ^ 2 + ^ 2 ' 
C;) F(NEG((I) CG) 
Applying Equation 4.27, to the oscillator analyzed in this work, yields a QL of 
approximately 17. This is a typical QL for oscillators which employ a lumped element 
tank circuit. It should be noted that Equation 4.27 was derived using small signal 
parameters. Thus, it is only approximate under the true large signal conditions of the 
• Modelled Data 
+ Measured Data 
Frequency Range: 
.1 GHz-6 GHz 
Figure 4.27. Modelled and Measured Inductor Refection Coefficient 
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oscillator. 
The oscillator model shown in Figure 4.26 was analyzed in both SPICE [63) and 
LIBRA (491. The circuit file listings are given in Appendix C. The SPICE file listing used 
the HBT model discussed in Section 4.1. However, the software program LIBRA does not 
contain nonlinear controlled sources, and thus is not capable of implementing the base-
emitter diffusion capacitance model developed in this work. The diffusion capacitance 
model in LIBRA was developed using the standard Gummel-Poon diffusion capacitance 
model and a parallel constant capacitance. It should be noted that the value of xf used in 
this model was selected to match the bias condition of the oscillator. Thus, the LIBRA 
model is only accurate for HBT bias conditions near those of the oscillator. The SPICE 
simulation was implemented by performing a transient analysis over a period of 1 us and 
a frequency of oscillation of 1.0825 GHz was obtained. By comparison, the LIBRA 
simulation indicated that the frequency of oscillation was 1.0824 GHz. Thus, the two 
simulations are in excellent agreement. This indicates that the SPICE transient analysis 
was carried out long enough to essentially reach a steady state condition. (As discussed in 
Appendix A, the only results produced by the LIBRA simulation are steady state.) The 
primary purpose of performing the LIBRA simulation was to verify the steady state 
condition of the SPICE simulation, and to demonstrate the use of harmonic balance 
algorithms in analyzing oscillators. Since the SPICE simulation was performed with a 
more accurate base-emitter diffusion capacitance model, the results of this simulation 
are used throughout the rest of this paper. The results of the SPICE simulation were also 
found to be in good agreement with the measured results. The simulated frequency of 
oscillation was found to be 1.0825 GHz versus a measured value of 1.0575 GHz. In 
addition, the simulated positive and negative supply currents were simulated to be .7439 
mA and .7535 mA versus measured values of .776 mA and .784 mA respectively. These 
results indicate that the large signal oscillator model is quite accurate. 
The voltage waveforms at the intrinsic base and emitter terminals of the HBT are 
shown in Figure 4.31. The voltage swing at the base and emitter terminals is roughly 3 V 
peak-to-peak, and very sinusoidal. This sinusoidal waveshape Is very desirable as it 
indicates that the nonllnearlties required to limit the amplitude of the oscillator are 
minimal. Accordingly, the amount of flicker noise which is upconverted to the oscillator 
sidebands is reduced. In addition, note that the base voltage does not exceed 2 V and thus 
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the base-collector voltage is not forward biased during any portion of the sinusoidal 
oscillation. This is also a favorable result. In many Colpitis oscillators, limiting occurs 
as a result of forward bias across the base-collector terminals. This produces a low 
resistance across the base-collector Junction which is effectively in parallel with the 
resonator circuit in the oscillator. Accordingly, the QL of the oscillator can be severely 
degraded if the base-collector junction becomes forward biased. However, it is also 
undesirable to limit the signal swing to a very low level. As discussed in Section 2.5, the 
phase noise of the oscillator is inversely proportional to the available power. 
Accordingly, it is desirable to make the signal swing as large as possible. The 3 V signal 
swing obtained represents a reasonable compromise between keeping the base-collector 
junction reverse biased, and maximizing the signal swing. 
The base-emitter voltage waveform is also plotted in Figure 4.31. This waveform is 
also nearly sinusoidal, and only varies by a few tenths of a volt. It is also desirable to 
keep this signal swing to a minimum. A small "Vbe signal swing reduces the modulation 
of CBE and RBE and thus tends to reduce the amount of flicker noise which is upconverted. 
However, the amount of voltage swing across the base-emitter junction also determines 
the loop gain of the oscillator. If the loop gain is set too small, then no oscillations will 
occur. Thus, a compromise exists between the amount of oscillator loop gain and the 
upconversion of flicker noise. 
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Fig 4.31. Simulated Oscillator Voltage Waveforms 
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The current waveforms which exist in the HBT are shown in Figure 4.32. The base 
current is roughly sinusoidal and 90° out of phase with the voltage waveforms. This 
indicates that the base current is largely a result of the current through a capacitance in 
the HBT. The waveforms IE and Ic indicate that the base current is primarily associated 
with the base-collector capacitance. As shown in Figure 4.31, Vgc has a signal swing 
roughly an order of magnitude greater than VQE- As a result, even though CBE IS greater 
than CBC. the current through the base-collector capacitance is much larger. The IE 
waveform appears to consist primarily of current "pulses" when Vgg is at its peak value. 
This indicates that the emitter current is primarily a result of diffusion current and does 
not have a large component of displacement current through CBE- The collector current 
waveform equals the difference between IE and Ie as required by Kirchhoff s current law. 
The current waveforms in the resonator components of the oscillator are shown in 
Figure 4.33. Note that all of these waveforms are nearly sinusoidal which indicates that 
the oscillator is not operating in a heavily nonlinear manner. All of the resonator 
currents are much larger than the HBT emitter current. This is expected and very 
desirable since the ratio of the emitter current to the current in the resonator gives an 
indication of the loaded Q of the oscillator under large signal conditions. The current 
which is supplied by the HBT compensates for the power dissipated in the resonator. 
Thus, the energy supplied by the HBT during each cycle, at the frequency of oscillation, is 
equal to the energy dissipated in the resonator, and load resistor. The loaded Q of the 
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Fig 4.32. Simulated HBT Current Waveforms 
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5. CONVERSION NETTWORKS 
In order to determine how much amplitude and phase noise is present in an 
oscillator, it is necessary to analyze the conversion of noise between the various 
sidebands of the oscillator. The flicker noise sources in the oscillator, for example, will 
be upconverted to both of the oscillator sidebands at all of the harmonic frequencies. 
These sidebands may then be reconverted to other harmonics of the oscillator. The 
conversion of noise between the different harmonic frequencies is caused by two different 
mechanisms: the modulation of the nonlinear noise sources, and the mixing action 
which occurs in the circuit nonlinearities. The latter mechanism is considered in this 
section. 
5.1. Large-Signal-Small-Signal Analysis 
In order to determine how much noise is upconverted and downconverted between 
the various sidebands of an oscillator, it is necessary to derive a set of equations which 
govern the relationships between incremental changes in oscillator voltages and 
currents. This approach to modeling nonlinear circuits is known as a large-signal-
small-signal analysis or conversion matrix theory. It was developed primarily for the 
purpose of analyzing microwave mixers [20, 67]. As a result, this theory has been applied 
primarily to MESFETT circuits since these devices offer superior mixer performance. It 
appears that the experimental analysis of microwave oscillators based on conversion 
matrix theory has been reported on only a few occasions [7, 19, 21]. 
The basic premise of a large-signal-small-signal analysis is that a nonlinear circuit 
is excited by two signals: a large periodic signal and a vanlshlngly small signal. In the 
case of an oscillator, the large signal is the steady state nominal oscillation, and the 
small signal is the noise which perturbs the oscillation from this nominal condition. 
The small signal level is assumed to be low enough that any higher order products of this 
signal, which are generated within the oscillator nonlinearities, are negligible. For 
example, if a 1 V sinusoid and a 1 mV sinusoid are applied to an ideal nonlinear square 
law amplifier, then the output voltage is given by. 
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Vout(t) = [sin(cûot) + .001 slnlcomt)]^ (5.1) 
Vout(t) = sln2{(0ot) + .002 sln(cûot) sin{03mt) + 10'® (5.2) 
1 - cos(2c0ot) 10'® 
Vout(t) = 2 + .001 (COSDCOO - COMLT) - COS({(ÛO + «MIT)) + [1 - COS(2C0MT)L. (5.3) 
In a large-signal-small-signal analysis, the last term on the right side of Equation 
5.3 would be ignored. This term is associated with the square of the small-signal 
sinusoid, and is considered to be negligible with respect to the amplitude of the other 
terms. In general, if the small-signal is several orders of magnitude lower than the large 
signal, then the higher order terms associated with the small signal may be ignored. In 
the case of oscillators, the small signal Is noise which will be very small in comparison to 
the amplitude of oscillation. It should also be noted that this same approximation is 
made when a small-signal model of any nonlinear component Is generated. (The hybrid-
pi transistor model is an example of this.) The only difference is that in the case of large-
signal-small-signal analyses, the nominal bias condition is time varying. Figure 5.1 
shows the frequency components which are considered in a large-signal-small-signal 
analysis. From the diagram, it can be seen that no frequencies which are multiples of the 
small signal frequency, cOm, are considered. 
The nonlinearitles of the oscillator may be modelled by first analyzing the large 
signal characteristics of the oscillator with no noise present. This analysis was 
performed in Section 4. A perturbing noise source is then injected into the oscillator 
model and its Impact on the oscillator may be analyzed. The theory which is required to 
perform this analysis will now be derived. 
Consider the simple case of a nonlinear resistor which is excited by a large periodic 
i i L 
i 1 t t 4 i t t t t i T T 
-2(00 -Û30 0 Om WQ 2(0o 
Figure 5.1. Frequency Components Considered in a Large-Signal-Small-Signal Analysis 
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>VR 
(b) Nonlinear Resistor I-V Curve 
Figure 5.2. Nonlinear Resistor Driven by a Large and a Small-Signal Voltage Source 
voltage source, VL(t), and a vanishingly small voltage source, Vs(t). This circuit is shown 
in Figure 5.2 along with the I-V characteristic of the nonlinear resistance. (This I-V 
characteristic Is arbitrary.) Since Vgft) is veiy small, the voltage and current through the 
resistor are established by V^tt). The small signal voltage may be viewed as simply 
perturbing the resistor bias from this large signal condition. Consider the bias across the 
resistor at a given instant in time, t, which is established by the large signal voltage 
source. This bias condition is labelled as point a in Figure 5.2b. The small signal 
incremental voltage, Vglt), will perturb the bias from this point a and will create an 
incremental current, is(t), given by. 
ls(t) = g(t) Vs(t). (5.4) 
where g(t), the incremental conductance of the nonlinear resistor at time t, is given by 
8I[VR(t)l g(t) =-
5VR(t) • (5.5) 
In other words, g{t) is the slope of the curve given in Figure 5.2b at point a. Note that 
Equations 5.4 and 5.5 are Identical to those which are used to generate a small signal 
model of any nonlinear resistance such as a diode. The only difference is that in this case 
the bias condition of the component is set by a time varying large-signal voltage. Since 
the bias condition of the nonlinear resistor varies in a periodic manner, the incremental 
conductance, g(t), will also vary as a periodic function of time. Accordingly, it may be 
represented by a Fourier series as given by Equation 5.6. 
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g(t)= X GkeJk^t 
k=-'" (5.6) 
In Equation 5.6, (ûq IS the radian frequency of the large signal voltage. 
It is now necessary to develop a function which describes the small signal voltage 
source, Vg(t). It is desirable to make this function as general as possible so that it may be 
applied to a wide variety of nonlinear circuits such as mixers or oscillators. If a small 
voltage is applied to an oscillator, for example, at a frequency coni away from any 
harmonic of the oscillator, then spurious signals will be generated in the oscillator at all 
of the sidebands as shown in Figure 5.1. Thus the small level signal will have 
components at any frequency which Is (Om above and below each harmonic of the 
oscillator. Thus, a general expression for Vs(t) must contain all of the small-signal 
frequency components which are shown in Figure 5.1. Noting that these components are 
at frequencies given by p(oo± tOm. 
Vs(t) = ;^X [Vpe-f('^+P"o)'^ + VpeJ(''^'P"o)'] = V2 |Vp|cos[(ci)n,+pcoo)t+e'^p] (5 7) 
P=-oo pss-oo 
The A/2 in the above equation is included so that Vp is an rms value. The 
incremental current which results from Vs(t) will in general also have all of the same 
frequency components. 
is(t)=^ X + = X |lp|cos[(co„+pcDo)t + e) t] {5.8) 
n=-oo p=-co 
Equations 5.4 and 5.6 through 5.8 may be combined to yield, 
2 2 GkeJkokt ^ +VpeJ(-">m-pcao)t] 
nsS-00 p=-00 
(5.9) 
The above equation must hold for each discrete frequency component. Equating the 
components at radian frequencies of ncoo + com. 
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I^EJ((Om+nWt^ I Gn.pVpeJ(^+"^)t (g^iQa) 
ps=-oo 
or, In= X Gn-pVp 
P=-~ (5.10b) 
Equating the components of Equation 5.9 at the radian frequencies of -ncoo - (Om. 
i Gp.„VpeJl-""-"»»." glial 
P=-oo 
$ — $ 
In= 2. Gp-nVp (5.11b) or, 
p=-oo 
Taking the complex conjugate of Equation 5.11b and noting that Gp-n equals Gn-p, 
demonstrates that Equations 5.10b and 5.11b are redundant. Equation 5.10b may be 
written for various values of n to yield matrix Equation 5.12. This matrix equation has 
been truncated at N harmonics in order to prevent the occurrence of an infinite 
dimension matrix. The incremental currents and voltages are assumed to be negligible 
for harmonics greater than N. The number of harmonics, N, which must be considered in 
a given analysis is dependent on the nonlinear circuit. However, the incremental 
currents and voltages will always be negligible at frequencies higher than some harmonic 
L-N Go G-l G.2 G-2N V-N 
I-N+1 Gi Go G-i G-2N+1 V-N+1 
I-N+2 G2 Gl Go G-2N+2 V-N+2 
I-l GN-1 GN-2 GN-3 G-N-1 V-i 
lo = GN GN-1 GN-2 G-N Vo 
II GN+1 GN GN-1 G-N+1 VI 
IN-1 G2N-1 G2N-2 G2N-3 • • • G-l VN-1 
_G2N G2N-1 G2N-2 • • • Go _ V N _  
since every practical circuit has a finite bandwidth. 
The significance of Equation 5.12 should not be underestimated. It describes a 
linear relationship between the various frequency components of the incremental 
voltages and currents in the nonlinear resistor shown in Figure 5.2. However, the 
derivation of this matrix equation is general enough that it may be applied to any 
nonlinear resistance in a given circuit. The center matrix in Equation 5.12 is referred to 
in literature as a conversion matrix [17]. It may be used to determine the level of 
frequency conversion which occurs in a nonlinear circuit. For example, suppose the 
small voltage source in Figure 5.2 contains only a single frequency component at a 
frequency which is com radians-per-second above the first harmonic. Then Equation 5.7 
could be used to describe this voltage source which would only consist of the components 
Vi and Vj. The value of Vi could be substituted into Equation 5.12 to determine the small 
signal current components, I-N . .. IN. at all of the sidebands of the large signal 
harmonics. The current components could then be substituted into Equation 5.8 to 
generate an expression for the small-signal time varying current. 
A conversion matrix equation for a nonlinear capacitor may be derived in a similar 
manner to yield [17], 
I-N Co j (0-iV C-i J (0-jv C-2 J w-iv C-2Nj W-iV V-N 
I-N+1 Cl J CD-JV+i CoJ œ-jv+j C-iJco-jv+i C-2N+1 J M-JV+1 V-N+I 
I-N+2 C2J (O-N+2 Cl J (Û-JV+2 Coj CO-jv+2 ••• C-2N+2 J û)-iV+2 V-N+2 
I-l CN-1 j (O-i CN-2j (0-1 CN-3j CO-i C-N-1 J û).j V-l 
lo = CNJ 0)0 CN-1 J wo CN-2jwo C-Nj (00 VQ 
II CN+1j Wi CNJ WJ CN-IJCÛI C-N+1 j (01 Vi 
IN-1 C2N-1 j m-i C2N-2 j wjv-i C2N-3j û)JV-I ••• C-I j û)iV-2 VN-I 
__ IN _ ^2NJ m C2N-I J C2N-2jû)jV Coj WiV 
(5.13) 
where each frequency in the above equation is given by. 
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®n = ®in + n cuq. (5.14) 
At this point, a word of caution about the notation which has been used is 
appropriate. Each of the subscripts of the frequency variable given in Equation 5.13 are 
in italics. This was done to avoid confusion between the frequency of oscillator, COQ. and 
the frequency given by Equation 5.14 when the subscript n is equal to zero. These two 
frequencies are not identical. The variable COQ refers to the fundamental frequency of the 
large signal, while the variable coq is equal to the frequency offset of the small signal, com. 
It should also be noted that the conventions used to describe the conversion matrices in 
Equations 5.12 and 5.13 are not uniform throughout literature. The convention used in 
this paper is believed to be the most widely accepted and is identical to that used by Held 
and Kerr [17]. This convention is different than that used by Maas [18, 67]. 
A conversion matrix may also be generated for any linear component. For example, 
if the resistor in Figure 5.2 were modelled as a linear device, then it would not vary as a 
function of time under large signal conditions. Since the resistance would not be time 
dependent, the conductance, g(t) in Equation 5.6 would be equal to the constant, GQ. All of 
the other Fourier coefficients in Equation 5.6 would be equal to zero. Thus, the 
conversion matrix in Equation 5.12 would be a diagonal matrix. In a similar manner, for 
a linear capacitor, the conversion matrix in Equation 5.13 would also be a diagonal 
matrix since the capacitance would not be time varying. In general, the conversion 
matrix of any linear device may be expressed as, 
I-N Y((0.jv) 0 0 0 V-N 
I-N+1 0 Y { ( Û . N + I )  0 0 V-N+1 
I-N+2 0 0 0 0 V-N+2 
I-l 0 0 0 0 V-l 
lo = 0 0 Y((ûo) 0 Vo 
0 0 0 0 Vi 
IN-I 0 0 0 0 VN-1 
_ IN _ __ 0 0 0 Y(CÛA^) _ - VN _ 
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Thus, for a linear component, the small signal voltage and current at any harmonic 
sideband is related by the admittance of the component at the sideband frequency. In a 
similar manner, the small signal voltages and currents associated with a linear 
multlport network are related by the multiport parameters of the linear network at any 
given sideband frequency. This same result can be obtained using the concept of 
superposition. If a given network is linear, no frequency conversion will occur between 
any signals. Accordingly, superposition can be applied to describe the relationships 
between the small signal voltages and currents at each sideband frequency. These 
relationships are defined by the multiport parameters of the given linear circuit. 
The above approach shows the basis for analyzing the frequency conversion of 
noise between the various sidebands of the oscillator. A conversion matrix analysis may 
be applied to an oscillator by first considering the waveforms to be perfectly periodic with 
no noise sidebands. This is the purpose of the large-signal oscillator analysis which is 
discussed in Section 4.2. This large-signal ansdysis establishes the amplitude of the 
oscillations and the time variation of all of the incremental conductances within the 
oscillator. A conversion matrix analysis may be applied to this oscillator by 
representing each component in the oscillator by an equivalent linear conversion 
network. This analysis is presented in Section 5.2. 
5.2. Conversion Network Representation of the Oscillator 
The conversion matrices discussed in Section 5.1, can be used to model the 
conversion of noise between the various harmonics of an oscillator. This model is 
generated by first simulating the large signal characteristics of the oscillator assuming 
that no noise is present. This simulation is used to establish the large signal waveforms 
within the oscillator. The large signal waveforms may then be used to establish the time 
variation in the incremental admittances of the nonlinear components within the 
oscillator model. The resulting time varying Incremental admittances can then be used 
to establish the conversion matrix for the nonlinear element. As an example, consider to 
the base-emitter resistance of the HBT. This nonlinear resistance is a result of the two 
current sources, Icc/Pf and Irf. shown in Figure 4.4. As discussed in Section 4.1, the 
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Figure 5.3. Time Variation of gbe 
heteroj unction In the HBT makes current source Icc/Pf negligible in comparison to IRF. 
Therefore, from Equation 4.5, the incremental base-emitter conductance can be expressed 
as. 
Using the above equation, the parameter values given In Table 4.1, and the V b e  
waveform given In Figure 4.31, gbe can be plotted as a function of time as shown in Figure 
5.3. The Fourier transform of the data in Figure 5.3 can then be combined with Equation 
5.12 to generate the conversion matrix of gbe-
Using a similar approach, the Fourier series and conversion matrices of all of the 
nonlinear components in the oscillator can be generated. Expressions for the 
Incremental values of all on the nonlinear components in the Gummel-Poon model have 
prevlousfy been reported by Antognetti and Massobrla [46]. These expressions were used 
to generate waveforms for gm. gbe. gbe go. cbcmf waveform for cbe was 
generated using Equations 4.11, 4.26. and the data associated with the solid curve in 
Figure 4.16. The Fourier coefficients associated with these waveforms are given In Table 
5.1. The Fourier series associated with the data in this table Is of the form given by 
Equation 5.6. Note that the Fourier coefficients of gbe are not given in Table 5.1. As 
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Table 5.1. Fourier Coefficients of the Nonlinear Elements in the HBT Oscillator Model 
Element Magnitude Angle Element Magnitude Angle 
(nU.fF) (°) (HU.fF) (°) 
gmo 22070 0.0 gbeo 219.2 0.0 
ëmi 18130 -93.08 ëbei 169.3 -92.46 
âng 10060 170.2 ëbe2 83.30 170.0 
ëma 3603 61.91 êbea 27.05 57.34 
ëni4 975.4 -89.06 gbe4 8.039 -92.75 
&115 609.6 106.9 ëbes 4.000 109.4 
&o 1.545 0.0 Cbeo 124.3 0.0 
goi 1.284 -93.38 Cbei 27.55 -89.39 
ê02 0.7422 169.9 Cbe2 3.546 153.0 
êo3 0.2926 63.44 Cbea 1.4775 -29.62 
ë04 0.08372 -72.34 Cbe4 0.8960 -159.8 
ë05 0.03942 122.3 Cbes 0.4070 51.74 
^bcinto 17.61 0.0 ^bcexto 55.48 0.0 
•^bCintl 0.9941 -90.58 •^bcextl 3.131 -90.66 
0.1841 173.4 ^bCext2 0.5795 173.2 
^bc,nt3 0.04381 77.24 0.1377 76.96 
Cbcint4 0.01184 -19.41 ^bCext4 0.03712 -19.61 
^bcintS 0.003426 -127.4 ^bCextS 0.01077 -127.3 
demonstrated by Figure 4.31, the base-collector junction of the HBT is reverse biased over 
the entire oscillation cycle. As a result, gbc never exceeds 10"^^ mhos. This small level of 
conductance was considered negligible, and gbc was eliminated from the linearized 
oscillator model. (This linearized model is discussed in the later portions of this section.) 
The Fourier coefficients in the above table provide some indication of the dominant 
nonlinearitles in converting noise between the sidebands of the oscillator. For example. 
Equations 5.12 and 5.13 demonstrate that the amount of 1/f noise which is upconverted 
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to both oscillator sidebands Is determined by the Fourier coefficient associated with the 
first harmonic. Thus, the ratio of the Fourier coefficient associated with the first 
harmonic to that associated with the average value gives an indication of how much 1/f 
noise the nonlinear element upconverts. The data in Table 5.1 indicate that the 
nonlinear conductances will be dominant in upconverting the 1/f noise. However, the 
impedances of the elements also play a role in determining how much 1/f noise they will 
upconvert. Since the transconductance, gm. has the largest impact of all the conductances 
on the terminal impedances of the HBT, it is likely that this nonlinear element is 
dominant in upconverting 1/f noise in the HBT. 
The conversion matrices and the data given in Table 5.1 can also be used to model 
the characteristics of the oscillator in a much more in-depth manner. The conversion 
matrices can be used to describe the linear relationships between the small signal 
voltages and currents at all of the oscillator sidebands. These matrices can be 
manipulated to analyze the characteristics of the oscillator. However, a much more 
insightful approach is to represent each conversion matrix as a linear circuit which has 
the same relationships between the voltages and currents as the conversion matrix. Such 
a linear circuit may be referred to as a conversion network. This approach yields a linear 
circuit which models the conversion of noise between all of the harmonics of the 
oscillator. As an example, consider the conversion matrix for a nonlinear conductance 
as given by Equation 5.12. If the number of harmonics, N, which are considered in the 
analysis is set to 2, then the equivalent conversion network is given as shown in Figure 
Port 2 1-2^ Port -2 
Port 1 (T)Ii I-l<^ Port -1 
lo 
Figure 5.4. Conversion Network for a Nonlinear Conductance 
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5.4. Each of the current sources In this figure are defined In Equation 5.12. By using 
voltage controlled current sources to generate these currents, the voltages and currents 
produced by the conversion network satisfy this equation. 
A similar technique can be used to generate conversion networks for a nonlinear 
transconductance and nonlinear capacitance. This may be accomplished using the 
software program LIBRA™. Circuit file listings which which can be used to create a 
conversion network for any of the nonlinear components mentioned above are given in 
Appendix D. These circuit file listings can be used to generate a conversion network for 
any nonlinear element by entering the Fourier coefficients of the element in the variable 
block. The resulting parameters of the conversion network are automatically stored in 
an output file. This output data set is essentially equivalent to the conversion matrix of 
the element-stored in S-parameter form. The conversion matrices given in Equations 
5.12, 5.13, and 5.15 are in Y-parameter form. It is Interesting to note that conversion 
matrices can also be expressed in any other N-port form such as Z-parameters or H-
parameters [67]. 
A conversion network for a linear circuit can be generated in a very simple manner. 
As mentioned in Section 5.1, the conversion network of a linear circuit is identical to the 
circuit Itself analyzed at each sideband frequency. This is also indicated by Equation 
5.13. Thus, the conversion network of any linear circuit can be generated by simply 
analyzing the circuit Itself. 
The techniques discussed above were used to generate a conversion network model 
of the oscillator. A diagram of the overall conversion network of the oscillator Is shown 
in Figure 5.5. The model accounts for the baseband firequency and two harmonics of the 
oscillator. This results in a total of five sideband frequencies: one for the baseband 
frequency, the two sidebands of the first harmonic, and the two sidebands of the second 
harmonic. (The tradeoffs in selecting the number of harmonic frequencies is discussed in 
the latter portions of this section.) 
A conversion network for each of the nonlinear conductances, gbe and go, was 
chEiracterlzed using the second circuit file listing in Appendix D. As indicated by 
Equation 5.12, since the conductances are nonlinear, a small signal at any sideband 
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Oth Harmonic 
1st Harmonic 
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Linear 2-Port 
Figure 5.5. Conversion Network Representation of the HBT Oscillator 
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frequency will effect the small signal level at all of the other sideband frequencies. Thus, 
all of the sideband frequencies must be considered in the same network. Since a total of 
five sideband frequencies are considered in this analysis, and each nonlinear 
conductance has two terminals associated with it, a 10-port network is required to 
describe each nonlinear conductance as shown in Figure 5.5. 
The conversion network for the nonlinear transconductance was characterized 
using the third circuit file listing in Appendix D. This nonlinear device requires a 15-port 
network to describe it. Again in this case, since the transconductance is a nonlinear 
device, the small signal currents and voltages at all five sideband frequencies interact. 
The transconductance has three terminals associated with it. The Intrinsic base and 
emitter terminals are the controlling nodes, and the collector and emitter terminals are 
the nodes which the current flows across. The three terminals multiplied by the five 
harmonic frequencies results in a 15-port conversion network as shown in Figure 5.5. 
The conversion networks for the nonlinear capacitors are somewhat similar to the 
nonlinear resistors. The nonlinear capacitors are two terminal elements which must be 
analyzed at five sideband frequencies. Thus, the conversions networks are 10-port 
circuits as shown in Figure 5.5. The circuit file which was used to characterize the 
nonlinear capacitors is given in the fourth listing in Appendix D. 
All of the other elements in the oscillator model are linear components. These 
include the elements associated with the resonator circuitry shown in Figure 4.26, and 
the parasitic HBT interconnect elements shown in Figure 4.4. Since all of these 
components are linear, no frequency conversion will occur between the oscillator 
sidebands. As a result, the linear elements may be analyzed in a much more efficient 
manner. Note from Figure 5.5, that each individual nonlinear element requires a large 
multlport network to characterize it. However, the linear elements can all be analyzed as 
a network Instead of as individual elements. In addition, since no frequency conversion 
occurs In the linear elements, these devices can be modelled by a set of networks with 
much smaller dimensions. (Typically one or two port networks.) This is shown by the set 
of networks at the top and bottom of Figure 5.5, and the base resistors, rb, shown on the 
left side of Figure 5.5. Each of these linear circuits is modelled by a set of five networks-
one for each sideband frequency. 
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Consider the set of networks shown on the bottom of Figure 5.5. This set of 2-port 
networks models all of the linear components shown in Figure 4.26, with the exception of 
LBWI- In addition, some of the Interconnect parasltlcs shown in Figure 4.4 are Included 
in the 2-port network. These interconnect parasltlcs Include the 20.2 fF capacitor, the 
47.4 pH inductor, the 3.8 fF capacitor, the emitter resistance, and the 70.3 pH inductor. 
The first of these networks, shown in front in Figure 5.5, represents the characteristics of 
the 2-port at the upper sideband of the second harmonic. The second 2-port network 
represents the characteristics of the network at the upper sideband of the first harmonic. 
The last 2-port network represents the characteristics of the 2-port network at the 
frequency oijn - 2 Wq which also corresponds to the lower sideband of the second 
harmonic. 
In a similar manner, the characteristics of the 1-port networks shown at the top of 
Figure 5.5 can be characterized. This 1-port linear network consists of Lgwi shown in 
Figure 4.26, the 22.6 fF capacitor shown In Figure 4.4, and the 41.2 pH Inductor shown in 
Figure 4.4. Note that the positive and negative supply voltages which are cormected to the 
1-port and 2-port networks are shown as ac grounds in the conversion matrix model. The 
fifth and sixth LIBRA circuit file listings given in Appendix D were used to model the 
linear network at the baseband frequency, com. and at the first harmonic. These files 
store the characteristics of both the 1-port and 2-port networks. Note that the 1.5 fF and 5 
fF capacitors in Figure 4.4 were not Included in the conversion matrix model. These 
capacitors were considered to be of small enough value to have a negligible effect of the 
conversion matrix model. The only remaining linear component Is the base resistance, 
ry. This element is not frequency dependent, and accordingly It was simply Inserted as a 
resistor in the oscillator conversion network model. 
Each of the multlport networks described above was analyzed in LIBRA and stored 
in a separate data file. Each block In Figure 5.5 represents a separate data file. All of these 
data files were then loaded into a main circuit file to generate an overall conversion 
network of the entire oscillator. The LIBRA circuit file which Is a conversion network 
representation of the entire oscillator, is the first circuit file listed In Appendix D. Using 
this circuit file, the conversion of noise within the oscillator to the sidebands at the 
oscillator output can be modelled. For example, consider the thermal noise at the upper 
sideband of the second harmonic associated with the base resistance ry. As discussed in 
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Section 2.2, this noise may be modelled by a current source In parallel with ry. The 
conversion of this noise to the output can be determined by placing a current source in 
parallel with ry at the second harmonic frequency and measuring the voltages which are 
produced at the upper and lower sidebands of the oscillator, Vout.i and Vputi- (See Figure 
5.5.) Since the output is a voltage and the input noise source is modelled as a current, the 
conversion of the noise source to the output can be characterized by a transimpedance. 
This transimpedance Is used in Section 7 to analyze the amplitude and phase noise 
characteristics of the oscillator which result from each noise source. 
A typical oscillator transimpedance plot is shown in Figure 5.6. The lower curve in 
this figure shows the magnitude of the transimpedance of a current source from the 
collector to the emitter at the upper sideband of the first harmonic, to the upper sideband 
of the output voltage. Note that the transimpedance tends to be roughly inversely 
proportional to frequency for sideband frequencies greater than 1 MHz. For lower 
sideband frequencies, the transimpedance tends to have a flat response. Theoretically, 
the transimpedance should be roughly Inversely proportional to offset frequency for all 
sideband frequencies close to the carrier. The flat response in the transimpedance is a 
result of a small error in the open loop response of the conversion network model of the 
oscillator. This can be seen from Equation 2.22. If a small error, e, is introduced into the 
open loop response of the oscillator, then Equation 2.22 becomes (Any small error 
Introduced into the numerator of the term on the right side of this equation will have an 
insignificant effect on the transfer function.), 
VOUT(M) G((O) .P. . 
en " 1 - G(o3) P(co) + e • 
As the frequency of the sidebands approaches the frequency of oscillator, the open 
loop transfer function, G(o)) P((o), will approach one. Therefore, the error term, e, will tend 
to dominate the denominator on the right side of Equation 5.17 as the offset frequency 
approaches zero. This causes the flat response in Figure 5.6 at low offset frequencies. 
The error in the open loop response of the oscillator is a result of two factors; 
numerical round off error, and the truncation of the conversion matrices which were used 
to generate the conversion network model of the oscillator. The error associated with the 
truncation of the conversion matrices will be considered first. 
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Figure 5.6. Oscillator Transimpedance Plot 
As shown in Figure 5.5, the conversion network model of the oscillator considers 
frequencies up through the second harmonic of the oscillator. In reality, every harmonic 
of the oscillator will have some impact on the frequency conversion of noise. For 
example, some very small amount of 1/f noise will be upconverted to the tenth harmonic 
of the oscillator and this noise can in turn be reconverted down to the first harmonic of 
the oscillator. In order to account for these interaction effects, the higher order 
harmonics of COQ would have to be considered in the conversion matrix model. However, 
as the number of harmonics which are considered in the model is increased, the size of 
the conversion network model increases significantly. If N harmonics of the oscillator 
are considered, then the number of sideband frequencies which must be included in the 
model is 2N+1. This is also the number of unique frequencies which the linear 
components must be modelled at. For example, the number of harmonics considered in 
the oscillator conversion network model was two and accordingly five sideband 
frequencies had to be analyzed for the linear components as shown in Figure 5.5. If three 
harmonics were considered then the number of sidebands frequencies would increase to 
seven, or by 40%. The situation is even more severe for the nonlinear components. The 
conversion matrices given in Equations 5.12 and 5.13 have dimensions of 2N+1 by 2N+1. 
As a result the size of a model which is required to characterize a nonlinear component is 
proportional to (2N+1)2. If the number of harmonics which are considered in the analysis 
was increased from two to three, the size of the models for the nonlinear components 
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would nearly double. Thus, the selection of the number of harmonics represents a 
tradeoff between model accuracy and complexity. 
The error associated with the truncation of the conversion networks may be 
compensated for by enforcing a condition of oscillation on the overall conversion 
network model. One such condition of oscillation which applies to the 2-port S-
parameters of an open loop oscillator is given by Bahl [681 as 
(S21 - l)(Si2 - 1) - Sii S22 = 0 . (5.18) 
This condition of oscillation was derived on an oscillator model similar to that shown in 
Figure 2.3. The oscillator loop is broken at either the input or output of the amplifier, and 
the S-parameters of the resulting 2-port network must satisfy Equation 5.18 in order for 
the conditions of oscillation to be met. Equation 5.18 is essentially the same as the 
Barkhausen criteria for oscillation. However, the derivation of Equation 5.18 accounts 
for any Impedance mismatches between the oscillator and the feedback circuit. The only 
assumption which is used in the derivation of Equation 5.18 is that the oscillator 
circuitry is modelled as being linear. In most oscillator analyses, this assumption is an 
approximation. However, in the linearized conversion network model, this assumption 
is satisfied. Thus, by enforcing Equation 5.18 on the oscillator conversion network, the 
error associated with the truncation of the conversion networks may be compensated for. 
The oscillator loop was broken at the first harmonic between the linear resonator 
network and the intrinsic base and the S-parameters of the resulting 2-port network were 
simulated in LIBRA. These S-parameters were entered into the left side of Equation 5.18 
and the magnitude of the resulting error was 0.016. A series Impedance was then entered 
into the oscillator loop at the positive and negative first harmonics. The Impedance at 
the negative first harmonic was set to the complex conjugate of the Impedance at the 
positive first harmonic as Indicated by Equation 5.15. This series Impedance was 
adjusted to enforce Equation 5.18. The magnitude of the error which was ultimately 
achieved was 0.00077. The translmpedance response which was obtained after this error 
correction was made is shown as the upper curve in Figure 5.6. Note that this curve is 
improved however, it still has a flat response for offset frequencies below 100 kHz. This 
flat response is a result of numerical round off error in LIBRA which is discussed on the 
following page. It is significant to note that the error given by Equation 5.18 can be 
reduced further. However, it results in a significant peaking of the upper curve in Figure 
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5.6 at frequencies near 30 kHz. This peaking is also a result of the numerical round off 
error. Due to this error, the conversion network model cannot accurately be used for 
frequencies below 100 kHz. However, the spectrum of the oscillator for offset frequencies 
below 100 kHz can be extrapolated from the higher offset frequency data. The 
transimpedance response of each noise source was extrapolated for offset frequencies 
below 100 kHz. 
The numerical round off associated with the conversion networks can be observed 
in Table 5.2. This table gives the 2-port S-parameters of the linear resonator network for 
various offset frequencies at the upper sideband of the first harmonic. This is the second 
2-port network shown at the bottom of Figure 5.5. The data in this table are identical to 
that listed in the data file which was called into the main oscillator conversion network 
file. Note that the data file typically only stores numbers to five of six significant figures. 
As a result, the data set in this table does not change significantly for offset frequencies 
below 100 kHz. This was typical off all of the data files which were called by the oscillator 
Table 5.2. S-Parameters of the Oscillator Resonator Circuit 
foffset ISllI /Sll IS21I /S21 IS12I /S12 IS22I /S22 
(Hz) (degl (deg) (deg) (deg) 
1.0000 0.98265 179.241 0.02007 36.3791 0.02007 36.3791 0.98501 179.364 
3.1623 0.98265 179.241 0.02007 36.3791 0.02007 36.3791 0.98501 179.364 
10.000 0.98265 179.241 0.02007 36.3791 0.02007 36.3791 0.98501 179.364 
31.623 0.98265 179.241 0.02007 36.3791 0.02007 36.3791 0.98501 179.364 
100.00 0.98265 179.241 0.02007 36.379 0.02007 36.379 0.98501 179.364 
316.23 0.98265 179.241 0.02007 36.3788 0.02007 36.3788 0.98501 179.364 
1000.0 0.98265 179.241 0.02007 36.378 0.02007 36.378 0.98501 179.364 
3162.3 0.98265 179.241 0.02007 36.3755 0.02007 36.3755 0.98501 179.364 
10000. 0.98264 179.241 0.02007 36.3675 0.02007 36.3675 0.985 179.364 
31623 0.98263 179.242 0.02008 36.3423 0.02008 36.3423 0.98499 179.364 
100000 0.98259 179.242 0.0201 36.2626 0.0201 36.2626 0.98496 179.365 
316230 0.98248 179.244 0.02016 36.0095 0.02016 36.0095 0.98487 179.366 
1000000 0.98212 179.251 0.02036 35.1989 0.02036 35.1989 0.98456 179.372 
3200000 0.98097 179.278 0.021 32.5313 0.021 32.5313 0.98357 179.396 
10000000 0.97731 179.423 0.02288 23.049 0.02288 23.049 0.98045 179.52 
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conversion network circuit file. Since the data do not vary for offset frequencies below 
100 kHz, obviously the transimpedances will not vary for frequencies below 100 kHz. 
This is a limitation of LIBRA, which can be resolved by storing the data with more 
significant figures of accuracy. 
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6. BIAS DEPENDENT HBT NOISE MODELS 
In the previous two sections, a process was described which may be used to model the 
nonlinear characteristics of HBT oscillators. In this section, the characteristics of the 
noise sources within HBT oscillators are discussed. The results of the analyses presented 
In Sections 4, 5, and this section may be combined to describe the overall noise 
characteristics of HBT oscillators. This is presented In Section 7. 
6.1 HBT Bias Dependent High Frequency Noise Model 
Relatively little Information has been reported regarding the high frequency noise 
characteristics of HBTs. Chen et al. [69] have reported on the minimum noise figure of an 
InP/InGaAs HBT over a range of bias currents. The minimum noise figure of 
AlGaAs/GaAs HBTs at a single bias condition, has also been reported by Asbeck et al. [6] 
and Kim et al. [70]. It appears that no comprehensive analysis of the high frequency noise 
characteristics of HBTs has been reported. It is found in this work that the noise model 
which Is usually used for conventional BJTs may also be used for HBTs. 
A noise model which Is commonly used for BJTs is shown In Figure 6.1 [71]. This 
noise model Is implem. ited in the more popular circuit simulators such as SPICE, and 
LIBRA [46]. All of the noise sources shown in Figure 6.1 are a result of thermal noise or 
shot noise. The mean square values of these noise sources are given by Equations 6.1 
through 6.6. The parameters used in these equations are defined In Table 4.1 and 
Equations 4.2 through 4.9. The current noise sources ifc, itb and ite are thermal noise 
sources associated with the parasitic contact resistances of the HBT. These noise sources 
correspond to separate resistances, and are thus uncorrelated. The three remaining 
current noise sources in Figure 6.1 are shot noise sources. The current noise source isec 
represents the shot noise associated with the current source ICT shown in Figure 4.4. One 
component of IQT IS associated with the majority carriers In the emitter which overcome 
the base-emitter potential barrier, diffuse across the base region, and are swept across the 
base-collector potential. The carriers Involved in this process travel from the base to the 
collector at Independent random points In time, and thus ICT shows full shot noise. The 
current noise source isbe Is a result of the current sources Icc/Pf and IRF. These 
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Figure 6.1. HBT High Frequency Noise Equivalent Circuit 
components of current are associated with the injection of carriers from the base to the 
emitter and the recombination in the base-emitter depletion region. These processes 
effectively create current pulses at random points in time, and thus show full shot noise. 
The current noise source isbc is analogous to igbe except that it is associated with the 
base-collector junction. It should be noted that the individual processes which create all 
three shot noise sources are independent of each other, and thus all of the noise sources 
shown in Figure 6.1 are uncorrelated [71). 
; 2  _ 4 k T A f  
( 2 = 4 k T A f  
% 
j  
Rc 
isbe — 2 q 1"^ 
isbc = 2 q + tej Af 
isec = 2 q IcT Af 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
(6.5) 
(6.6) 
101 
The similarities between homojunction and heterojunction transistors indicate 
that the noise model shown in Figure 6.1 is also valid for HBTs. For an NPN HBT, the 
heterojunction has the effect of reducing the number of holes which are injected from the 
base into the emitter. However, the shot noise associated with all of the components of 
current which exist in a HBT are accounted for in the noise model shown in Figure 6.1. 
The noise model also accounts for the thermal noise associated with the ohmic contacts 
of the HBT. This, indicates that the noise model shown in Figure 6.1 can be used to 
characterize an HBT. In order to verily the use of this noise model, it was compared with 
noise figure measurements taken on an HBT. The device on which the noise 
measurements were made was fabricated on the same wafer as the HBT characterized in 
Section 4. 
The noise figure of any linear 2-port device can be measured to determine the 
amount of noise which the device adds to a system. The IEEE definition of noise figure for 
a linear system is [72], The ratio of (A) the total noise power per unit bandwidth (at a 
corresponding output frequency) delivered by the system into an output termination to (B) 
the portion thereof engendered at the input frequency by the input termination whose 
noise temperature is standard (290 °K at all frequencies)." In other words, it is the ratio of 
the amount of noise power per unit bandwidth at the output of a given system to that 
which would exist at the output if the system did not add any noise of its own. (If the 
system does not add any of its own noise power, then the noise power at the output would 
be entirely due to the thermal noise of the input termination.) It can be shown that the 
noise figure of any linear 2-port network is given by (66), 
In the above equation, Fg is the reflection coefficient of the source termination and 
Fmin. «"n. and FQ are noise parameters which characterize the 2-port network. The 
parameter Fmin Is the minimum noise figure which can be achieved for any source 
impedance. FQ is the source reflection coefficient at which this minimum noise figure is 
achieved. The parameter rn is referred to in literature as the normalized noise resistance 
and determines how significantly the noise figure of the linear 2-port is degraded as Fg is 
changed from the optimal value, FQ. 
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The parameters Fmin. and FQ can be used to completely characterize the noise 
characteristics of any linear 2-port network at a given set of operating conditions. If 
these 2-port noise parameters are known, then this is all the information which may be 
obtained about the noise characteristics of a given linear circuit as long as the 
measurements are limited to the 2-port terminals. For a device such as a HBT, the 
extrinsic 2-port terminals of the device are the only terminals available for 
measurement. (Measurements cannot be made across the intrinsic base-emitter junction 
for example.) Thus, the most effective approach to verify the noise model in Figure 6.1 is 
to measure the HBT 2-port noise parameters at several bias conditions, and compare 
them with the with those of the noise model. Several systems have been developed 
commercially to perform 2-port noise parameter measurements. These measurement 
systems determine the noise parameters by first measuring the noise figure of a given 
device at numerous source impedances. This noise figure data set is then fit to Equation 
6.7 to extract the noise parameters of the 2-port device. A great deal of work has been done 
in this area to improve the accuracy of the extraction technique. It should be noted that 
the measurement of these parameters is very susceptible to errors and to the accuracy of 
the curve fitting technique. A detailed discussion of these errors and techniques for 
reducing them is beyond the intended scope of this work. For more information 
regarding these errors and curve fitting techniques, the reader is referred to [73-77], 
In this research, an ATN NP5 noise parameter measurement system was used to 
characterize the HBT. A block diagram of this system is shown in Figure 6.2. The HBT 
device shown in this block diagram was measured directly on chip using a coplanar 
waveguide probe station. 
The system is calibrated by first removing the HBT and placing the coplanar 
waveguide probes on various termination standards throughout the calibration sequence. 
The two switches shown in Figure 6.2 are first set to the upward position. (The switches, 
network analyzer, dc power supply, and noise figure meter in this system are all computer 
controlled through an HP-IB bus not shown in the figure.) S-parameters associated with 
the cable interconnect, bias tees, switches, and electronic 2-port tuner are then measured 
for various coplanar waveguide probe termination impedances using the HP 851 OB 
network analyzer. These measurements are used to calibrate out the cable intercormects, 
bias tees, switches, and coplanar waveguide probes and to characterize the electronic 2-
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Figure 6.2. Basic Block Diagram of the ATN Noise Parameter Measurement System 
port tuner. The 2-port tuner is characterized at each of its source impedance settings. The 
switch on the left side in the figure is then set to the lower position, and the source 
impedances of the hot and cold noise sources are measured by the network analyzer. This 
provides sufficient information to calculate the source impedance and losses of the 
measurement system for each setting of the electronic tuner and thus complete the 
calibration process. The use of the electronic tuner in this measurement system allows 
for much more accurate and consistent measurements. This type of tuner provides more 
repeatable settings than do mechanical tuners resulting in improved measurement 
accuracy. 
With the calibration process complete, the noise figure measurements on the HBT 
may be performed. The coplanar waveguide probes are placed on the HBT bondpads, and 
bias is applied through the bias tees. At each of the electronic 2-port tuner impedance 
settings, S-parameter measurements and noise measurements are performed on the HBT. 
(The S-parameter measurements are required for the technique used by ATN [73].) These 
measurements are then fit automatically to determine the 2-port noise parameters of the 
HBT. This process was repeated over a series of HBT bias conditions to characterize the 
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device. This entire measurement and fitting process is performed automatically by the 
computer controlled system. 
In order to determine the accuracy of the model in Figure 6.1. its noise parameters 
were calculated using the software program NAOP [79]. A comparison of the modelled and 
measured 2-port noise parameters over a wide range of bias conditions is given in Tables 
6.1 through 6.4. These tables indicate that the HBT noise model is reasonably accurate. 
However, it is somewhat difficult to estimate the nominal error in noise figure based upon 
these data. To display the data in Tables 6.1 through 6.4 in a more insightful manner. 
Figures 6.3 through 6.6 were generated. As indicated by Equation 6.7, the noise figure of a 
linear network is a function of the source admittance. If the noise figure, F, in Equation 
6.7 is set to a constant value, Fi, then only a locus of source reflection coefficients will 
satisfy the resulting equation. If this locus of reflection coefficients is plotted on a Smith 
Chart, then it will form a circle commonly known as a noise figure circle [78]. Measured 
and modelled noise figure circles for the HBT at various bias conditions are shown in 
Figures 6.3 through 6.7. The measured data in each these figures are shown as the solid 
curve, while the modelled data are given by the dashed curve. 
In order to evaluate the accuracy of the noise parameter measurements, the noise 
parameters of two different HBTs were measured at the same bias condition. Both of these 
HBTs were fabricated on the same wafer. However, the measurements were performed on 
two separate occasions with two different calibration sequences of the measurement 
system. The resulting 2-port noise parameters and noise figure circles are given in Table 
6.5 and Figure 6.7. The agreement between these two measurements gives an indication of 
the accuracy of the noise measurements. (The noise measurements were performed on a 
HBT off of the same wafer as the HBT used to develop the equivalent circuit model.) 
In general, the agreement between the measured and modelled data is quite good. 
The best accuracy is achieved at relatively low frequencies near 1 GHz and tends to 
degrade slightly at higher frequencies. The data in Tables 6.1 through 6.4 show that the 
measured and modelled noise parameters tend to follow the same trends and are in 
reasonable agreement. The data in Figures 6.3 through 6.6 Indicate that the measured and 
modelled noise figure data typically differ by about .5 dB. In some cases, it appears that 
the model data may be more accurate than the measured data. For example, in Tables 6.1 
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Figure 6.3. HBT 3 and 5 dB Noise Figure Circles (Vce= 9V, Ic=.651niA) 
Table 6.1. Measured and Modelled HBT 2-Port Noise Parameters (Vce=-9V, Ic=.651mA) 
Freq Fmin Fmin rn rn |ro| |ro 
meas model meas model meas model meas model 
(GHz) (dB) (dB) (deg) (deg) 
1 .34 .84 0.882 0.861 0.81 0.798 8.9 7.69 
3 .95 .99 1.063 0.840 0.77 0.766 21.4 22.7 
5 1.18 1.21 0.915 0.802 0.72 0.720 37.3 37.5 
7 1.49 1.46 0.932 0.749 0.72 0.674 51.2 51.7 
9 1.87 1.71 0.925 0.687 0.67 0.636 62.3 65.3 
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Figure 6.4. HBT 3 and 5 dB Noise Figure Circles (VCE=5 V, Ic=.71 
Table 6.2. Measured and Modelled HBT 2-Port Noise Parameters (VCE=5 V, Ic=.71 mA) 
Freq Fmln F"min Tn Tn |ro| |ro| 
meas model meas model meas model meas model 
(GHz) (dB) (dB) (deg) (deg) 
1 .33 .84 0.818 0.800 0.77 0.785 8.1 7.7 
3 .98 1.01 1.004 0.785 0.72 0.747 17.8 23.0 
5 1.09 1.28 0.898 0.756 0.72 0.693 31.2 38.0 
7 1.08 1.58 0.999 0.716 0.73 0.643 42.1 52.9 
9 1.55 1.88 0.912 0.666 0.70 0.601 56.1 67.1 
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Figure 6.5. HBT 3 and 5 dB Noise Figure Circles (VCE=5 V, Ic=3.3 mA) 
Table 6.3. Measured and Modelled HBT 2-Port Noise Parameters (VCE=5 V, Ic=3.3 mA) 
Freq 
(GHz) 
Fmin 
meas 
(dB) 
Fmin 
model 
(dB) 
rn 
meas 
rn 
model 
|ro| 
meas 
|ro| 
model meas 
(deg) 
model 
(deg) 
1 .97 1.07 0.526 0.418 0.60 0.542 5.5 7.2 
3 1.41 1.16 0.602 0.413 0.56 0.518 12.1 21.5 
5 1.00 1.31 0.559 0.403 0.66 0.480 26.2 36.2 
7 1.10 1.50 0.545 0.389 0.75 0.440 43.1 51.2 
9 1.49 1.72 0.559 0.371 0.60 0.407 54.1 66.5 
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Figure 6.6. HBT 3 and 5 dB Noise Figure Circles {VcE=2 V, Ic= 7.2 mA) 
Table 6.4. Measured and Modelled HBT 2-Port Noise Parameters (VCE=2 V, Ic= 7.2 mA) 
Freq 
(GHz) 
Fmln 
meas 
(dB) 
Fmin 
model 
(dB) 
rn 
meas 
rn 
model 
|ro| 
meas 
|ro| 
model meas 
(deg) 
model 
(deg) 
1 1.49 1.41 0.475 0.373 0.47 0.388 4.3 6.9 
3 1.65 1.45 0.537 0.369 0.43 0.380 9.1 20.9 
5 1.28 1.52 0.487 0.361 0.56 0.367 27.6 34.9 
7 1.52 1.62 0.443 0.350 0.62 0.353 46.6 49.1 
9 1.85 1.73 0.490 0.335 0.46 0.339 55.1 63.2 
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Figure 6.7. HBT 3 and 5 dB Noise Figure Circles (VCE = 2.0V, Ic=10 mA, Both Measured) 
Table 6.5. Measured HBT 2-Port Noise Parameters (VCE = 2.0V, Ic=10 mA) 
Freq 
(GHZ) 
Fmin 
measl 
(dB) 
Fmin 
meas2 
(dB) 
rn 
measl 
rn 
meas2 
|ro| 
measl 
|ro| 
meas2 measl 
(deg) 
meas2 
(deg) 
1 1.81 1.61 0.498 0.447 0.39 0.42 2.9 3.1 
3 1.96 1.79 0.544 0.467 0.38 0.48 9.9 12.2 
5 1.70 1.73 0.504 0.452 0.44 0.39 28.0 22.3 
7 1.88 1.76 0.460 .0488 0.50 0.35 45.5 32.6 
9 2.14 2.00 0.493 0.478 0.40 0.36 56.4 45.4 
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and 6.2 the measured minimum noise figure appears to be unrealistlcally low and the 
measured normalized noise resistance is slightly higher than the modelled data to 
compensate. Generally, one would tend to expect minimum noise figures closer to the 
modelled values. (Some of the measured values rival the most optimal state-of-the-art 
HEMTs.) Note that the modelled normalized noise resistance tends to be lower than the 
measured values. This may be partially be a result of the HBT equivalent circuit model 
developed in Section 4. As shown in Figure 4.23 and 4.24, the modelled gain of the HBT is 
higher than the measured gain. This would have the effect of making the shot noise 
associated with the collector current less significant in the noise model, and thus reduce 
the value of rn. However, the agreement between the modelled and measured noise data in 
Figures 6.3 through 6.6 is nearly as good as the agreement between two measured HBTs in 
Figure 6.7. This indicates that the noise model in Figure 6.1 is indeed valid for HBTs. 
6.2 HBT Bias Dependent Flicker Noise Model 
At frequencies close to the frequency of oscillation, the phase noise of an oscillator 
is often effected by low frequency flicker noise sources. The low frequency noise is 
upconverted to the oscillator sidebands through the circuit nonlinearities and through 
the modulation of these noise sources by the periodic currents which exist in the 
oscillator. Accordingly, a low frequency flicker noise model is required for this research 
in order to analyze these upconversion effects. 
At present, there is a large amount of controversy regarding the physical cause of 
flicker noise in HBT's. As noted by Raman et al. [80]: "No unified theory exists for the 
low-frequency (l/f) noise behavior, even for conventional homojunction bipolar 
transistors (BJT's) The results published so far indicate that there is no clear 
understanding of the exact physical origin of the noise for the conventional BJT's. The 
situation is worse for the complex HBT's." The lack of a unified theory is also 
demonstrated by the fact that the flicker transistor noise model which is used in most 
circuit simulators such as SPICE has been developed empirically (461. 
A number of BJT flicker noise models have been proposed by various authors. 
Kleinpenning [81, 82] and Kilmer et al. [83) have presented models based on diffusivity 
fluctuations in the bipolar transistor. Flicker noise in transistors has also been 
I l l  
attributed to trapping and recombination effects in the base-emitter depletion region or 
at the surface of this region (84. 85, 86). The use of McWhorter's model which attributes 
flicker noise to traps in the surface oxide layer has also been proposed for bipolar 
transistors. However, the use of this model for bipolar transistors has been discounted by 
Stoisiek and Wolf [87]. A more recent analysis by van der Zlel et al. [88] assumed that the 
flicker noise in bipolar transistors and HBT's is due to diffusivity fluctuations, 
recombination at the base surface, and recombination in the base-emitter depletion 
region. 
Theories relating to the cause of flicker noise in HBT's are much less mature. 
Raman et al. [80] have measured the flicker noise collector current in HBT's at room 
temperature and at 80 °K. They found that the power spectral density of this flicker noise 
current was proportional to the square of the emitter current, and proposed that the 
flicker noise might be due to trapping effects at the heterointerface. Jue et al. [89] also 
measured the flicker noise current which was present in a double heteroj unction HBT. 
Jue et al. proposed that the flicker noise could be modelled as recombination at the 
heterointerface or as contact noise in the emitter. A more recent analysis by Costa and 
Harris [90] indicated that a portion of the flicker noise could be attributed to 
recombination at the extrinsic base surface. 
In this research, all of the mechanisms which have been reported as being 
significant in HBT's are considered. These mechanisms include diffusivity fluctuations, 
recombination at the base surface, and recombination in the base-emitter depletion 
region. (This includes recombination at the heterointerface and at the depletion region 
surface.) All of these flicker noise mechanisms can be modelled by using the equivalent 
circuit shown in Figure 6.8 (88). This equivalent circuit models the flicker noise in HBT's 
using three current noise sources. The current noise source ijbc is connected between the 
base and collector nodes, and is used to model recombination effects at the surface of the 
base region (88). Fogner (91) found that the surface recombination velocity in the base 
region fluctuates with a 1/f noise spectrum and modulates the recombination current. 
This noise mechanism is a partition type of noise source which modulates both the 
collector and base current and could be modelled as two fully correlated noise sources; one 
across the base-emitter Junction and the other from the emitter to the collector. However, 
the use of the equivalent circuit shown in Figure 6.8 allows it to be modelled as a single 
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Figure 6.8. HBT flicker Noise Equivalent Circuit Model 
independent noise source. Fogner [91] determined that the power spectral density of this 
noise source is proportional to the base recombination current squared. For the case of 
HBT's, the base current is nearly all recombination current since the diffusion of holes 
from the base into the emitter will be blocked by the heterojunction. Thus, 
Sijbc = kbc (6.8) 
where kbc is a constant which is determined by the magnitude of the noise source, a is a 
constant which may vary from .6 to 1.4 and is determined by the slope of the flicker noise 
spectrum, and IRF is given by Equation 4.5. 
A second flicker noise current source, (/be. models the effects of recombination 
within the base-emitter depletion region and at the heterointerface. The power spectral 
density of this noise source Is also proportional to the base recombination current 
squared (92]. Therefore, 
(6.9) 
where Kbe and a are constants similar to those described above. 
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The final noise source shown In Figure 6.8, ijec, models the effects of diffusivity 
fluctuations and other flicker noise mechanisms. As noted by van der Ziel {921, the power 
spectral density of this noise source, which is associated with diffusion fluctuations, is 
proportional to IcT- However, measurements on some HBT devices have shown that the 
flicker noise which is associated with the collector-to-emitter current varies as the 
collector emitter squared. Relatively little work has been performed to determine the 
exact physical cause of this noise source. Raman [80] found that this noise source may be 
caused by traps at the heterointerface. However, no in depth analysis of the physical 
cause of this noise source in HBTs has been reported. The overall power spectral density of 
the noise current ijec can be expressed as, 
where kecd Is a constant which determines the magnitude of the noise associated with 
variations in the diffusivity, kect is a constant which determines the magnitude of the 
noise associated with collector-to-emitter current squared, and a Is a constant which 
determines the slope of the flicker noise spectrum. 
As noted by van der Ziel [88], all of the noise mechanisms which are modelled in 
Figure 6.8 are a result of independent processes and accordingly, all of these noise sources 
are uncorrelated. For a theoretical derivation of Equations 6.9 through 6.11 the reader is 
referred to the cited references. It should be noted that these equations are typically 
derived by using many simplifying assumptions, and are often based on heuristic 
expressions such as the Hooge model for flicker noise. Buckingham found that [29] ; 
"Several theories (relating to the physical cause of 1/f noise) have been proposed, the most 
widely discussed being surface trapping and equilibrium thermal energy exchange with 
the environment. Although these theories may Individually account for certain specific 
manifestations of the phenomenon, no general theory of 1/f noise exists at present." 
Detailed discussions of some of the specific theories associated with physical causes of 
flicker noise are given in [29, 31, 93, 94]. 
In order to determine the relative magnitudes of the flicker noise sources ijbe< ijbc' 
and ijec, measurements of the equivalent HBT collector noise current are required. The 
test circuit should in Figure 6.9 was developed to perform this measurement. This test 
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Figure 6.9. Test set up for measuring HBT flicker noise 
circuit amplifies the noise current at the collector to the HBT and the amplified noise 
level is then measured using an HP3561H spectrum analyzer. The first of the two op amp 
stages in this test circuit is a transimpedance amplifier which converts a current at its 
input to a voltage. The second op amp stage provides additional voltage amplification 
such that the measured noise level is above the noise floor of the spectrum analyzer. The 
overall transimpedance of these two amplifier stages can be calculated to be 332 kQ and 
was measured to be 345 kiî. 
Batteries were used for the supply voltages in this test circuit in order to eliminate 
the spurious signals which were found to be present in conventional dc power supplies. 
The two voltages which were used to set the HBT bias levels, Vg and Vc, were then 
regulated down from these power supplies using LM317T variable voltage regulators. The 
7.5 kI2 and 2.4 k£2 resistors shown in Figure 6.9 were used in conjunction with the 330 (iF 
and 47 pF capacitors to decouple any flicker noise which might be present at the output of 
these voltage regulators from the test circuit. The op amp supplies were connected directly 
to the batteries and did not require any additional noise filtering since they have a large 
amount of inherent supply rejection. The op amps themselves were also selected to have 
low flicker noise levels so that they would not mask out the HBT flicker noise current. 
The noise floor of the measurement system was measured to be more than 25 dB below the 
lowest HBT noise current measurement. 
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In order to prevent the HBT from oscillating at microwave frequencies during the 
measurements, both the base and collector terminals must be properly terminated at high 
frequencies. The 10 pF capacitors, 50 O resistors, and 1 inductor were included in the 
circuit for this purpose. These components have a negligible effect on the test circuit 
characteristics at frequencies below 1 MHz. 
The dc bias conditions within the HBT are set by the voltages Vc and Vg. HBT 
collector voltage is forced to be equal to Vc by the virtual short between the input 
terminals of the first op amp. The HBT collector current is then provided by the first op 
amp through the 6.19 kI2 resistor. This collector current is set by adjusting the base bias 
voltage VB-
By measuring the signal level at the spectrum analyzer and knowing the 
transimpedance of the amplifier, the equivalent HBT collector noise current can be 
determined. This equivalent output noise current was measured under various bias 
conditions and with several source resistances. The source resistance at the base of the 
HBT, is determined by resistors Rsi and Rgg. Figure 6.10 shows the measured collector 
noise current spectrum which was obtained for various emitter-collector voltages. The 
collector current was held at 2.15 mA and the source resistance was maintained at 1882 CI 
for all of the measurements shown in this figure. The data in this figure indicate that the 
S|(f) (dBA/Hz/\.5| 
1.51 V 
VCE= 3.15 V 
165--
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185--
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Figure 6.10. Flicker Noise Power Spectral Densities for Various Values of VCE 
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flicker noise which is present in the HBT is not significantly dependent on the base-
collector voltage. This is in agreement with HBT flicker noise measurements reported by 
Costa and Harris [90] and Raman et al. [80]. The data in Figure 6.10 indicate that the 
mechanisms which cause flicker noise in HBT's are not associated with the base-collector 
Junction. 
The measured HBT collector noise current power spectral density is plotted as a 
function of collector current in Figure 6.11. These measurements were taken with a 
source resistance of 1882 f2 and a emitter-collector voltage of 1.51 V. The data indicate 
that the flicker noise power which is present is approximately proportional to the square 
of the collector current through the device. This is also in agreement with the 
experimental results which have been reported elsewhere [80, 88, 89]. This indicates that 
the flicker noise which is associated with diffusivity fluctuations in the HBT is relatively 
small and thus the first term on the right side of Equation 6.10 may be neglected. 
To determine the significance of the other noise mechanisms in the HBT, the 
collector noise current was measured at various bias currents and source resistances. The 
results of these measurements are shown in Figure 6.12. The emitter-collector voltage 
was held at 1.5 V for all of the measurements shown in this figure. The plots show a 
characteristic flicker noise slope for frequencies less than about 1 kHz. At frequencies 
S,(fl (dBA/Hz'^.B) 
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Figure 6.11. Flicker Noise Power Spectral Densities as a Function of Collector Current 
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above about 10 kHz, the noise spectrum is nearly flat which indicates that it is dominated 
by white noise sources such as thermal noise or shot noise. These white noise sources are 
discussed in Sections 2.4, 2.5, and 6.1 of this paper. Note that the slope of these curves at 
low frequencies corresponds to the values of a in Equations 6.8 through 6.10. Thus to 
determine the value of a, the average slope of the curves between 2.5 Hz and 1 kHz was 
calculated. This slope was found to be 10.07 decibels per decade. Thus, a was 
approximated as being equal to 1. 
In order to determine the values of Kbe. Kbc. and Kect. and complete the flicker noise 
model, the data in Figure 6.12 were curve fit. To accomplish this, the HBT circuit model 
which was discussed in Section 4.1 of this paper was used to determine the current gains 
from the location of the noise sources shown in Figure 6.8 to the collector terminal. 
These current gains are defined as Gbe. Gbc. and Gee- Since the noise sources shown in 
Figure 6.8 are uncorrelated, the power spectral density of the current noise at the collector 
output, Si(f), is given by the sum of the power spectral densities due to each of the 
individual noise sources. In other words. 
Combining Equations 6.8 through 6.11, and noting that a equals 1, 
Once the current gains Gbe. Gbc> and Gee are calculated at each bias condition for the 
source resistances shown in Figure 6.12, the data in this figure can be curve fit. However, 
if the device is biased in the normal active region then, the values of Gbe and Gbe will be 
approximately equal. Accordingly, it is very difficult to distinguish between the values of 
kbe and kbe. The experimental results given by Costa and Harris (90) and the preliminary 
results discussed by van der Ziel [88] both indicate that the noise due to recombination in 
the base region will dominate over the noise which is due to recombination at the base-
emitter depletion region near the heterointerface. Costa and Harris were able to 
demonstrate this experimentally by using an AlGaAs surface passivation ledge to reduce 
the base surface recombination velocity. This is a strong Indication that the first term on 
the right side of Equation 6.12 will be negligible in comparison to the second term and 
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Figure 6.12. Measured and Modelled HBT Flicker Noise Power Spectral Densities 
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thus the first term was ignored in the curve fit. The values of Kbc and kect were then 
determined by curve fitting the data in Figure 6.12. The modelled curves, which were 
produced from this curve fit, are given by the dashed Unes in this figure. The rms error 
associated with this curve fit was 1.85 dB. The resulting expressions for the power 
spectral densities of the noise sources are given by Equations 6.13 through 6.15. It is 
significant to note that when the noise due to ijbc is eliminated from the model, the rms 
error is increased by only 1.4 dB. However, when the noise due to ijec is eliminated, the 
rms error is increased by 5.9 dB. This indicates that the ijec is dominant. Equations 6.13 
through 6.15 can be used in conjunction with Figure 6.10 to model the flicker noise 
characteristics of the HBT device. 
S, = 1.82 X 10'^ ° I 
2 
RF 
f 
(6.13) 
S( = 1.24 X 10 L/ÊC 
-^IO(LCRR+ 
f 
(6.14) 
(6.15) 
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7. OSCILLATOR NOISE SOURCE MODULATION AND NOISE SPECTRUMS 
With the information developed in Sections 4 through 6, it is possible to model the 
noise spectrum of the oscillator. However, the effects of frequency conversion due to the 
modulation of noise sources must first be considered. These effects are analyzed in 
Section 7.1. This work represents the first time that these modulations effects have been 
considered in microwave oscillators. The noise spectrums of the oscillator are then 
calculated and discussed in the remaining portions of Section 7. 
7.1. Modulation of Noise Sources 
The noise models developed in Section 6 indicate that the significant noise sources 
which are present in a HBT are thermal noise, shot noise, and flicker noise. As Indicated 
by Equation 2.9, the thermal noise sources which are present in an oscillator are not bias 
dependent. As a result, these components can only be modulated through temperature 
variations in the components of the oscillator. Since the thermal time constant of the 
HBT substrate was found in Section 4 to be approximately 1 usee, which corresponds to a 
frequency much less than the frequency of oscillation of most oscillators, the thermal 
noise sources will normally not be modulated. Even for low frequency oscillators where 
the temperature of the components can vary as a periodic function of time, the level of 
these variations is normally small in comparison to the absolute temperature of the 
components, and thus the modulation effects associated with the thermal noise sources 
will be minor. However, as indicated by Equations 6.4 through 6.6 and Equation 6.12, the 
shot and flicker noise sources in HBTs will be modulated as a periodic function of time. 
The modulation of these noise sources is analyzed in this section. 
7.1.1. Modulation of shot noise sources 
The shot noise sources which are present in a given oscillator will all be modulated 
by the periodic variations in the oscillator currents. The modulation of shot noise in 
periodically driven diodes has previously been analyzed by Dragone [221. The results 
developed in Dragone's analysis have been used by Held and Kerr to analyze shot noise 
modulation effects in diode mixers [17). It is believed that this is the first time that the 
results presented by Dragone have been applied to a bipolar transistor of any type and the 
first time they have been used in an oscillator analysis. Dragone's work was reported 25 
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years ago, and the standard convention used in conversion matrix analyses was quite 
different at that point in time. The analysis presented here is an extension of the work 
presented by Dragone. It is cast in the notation most commonly used for conversion 
matrix analyses. 
Consider a solid state device which is dc biased such that one or more junctions are 
forward biased. The power spectral density of any shot noise sources which are present is 
given by Equation 2.16. 
Si(fl = 2Iq (7.1) 
Note that the power spectral density is not frequency dependent and thus represents white 
noise. Accordingly, any shot noise current may be expressed as a function of time as, 
i(t) = A/S1 x(t) (7.2) 
where x(t) is a white noise source with unit spectral density. Equation 7.2 simply states 
that a shot noise source is white noise whose rms amplitude is equal to the square root of 
the power spectral density of the noise source. This follows directly from the definition of 
power spectral density. Also note that the frequency dependence of Si(f) has been dropped 
since in the case of shot noise, the power spectral density is independent of frequency. 
Now consider the dynamic case where the bias condition of the solid state device 
varies as a periodic function of time. As discussed in Section 2.3, shot noise is generated 
by the transition of carriers across a potential barrier at independent points in time. If 
the frequencies of interest in the shot noise source correspond to periods which are much 
less than the transit time of a carrier across the barrier, then the statistical properties of 
the noise source will vary essentially as an instantaneous function of bias. If the 
frequencies of interest correspond to periods which are near the transit time, then the 
carriers which are in transit across the junction at any Instant In time will be functions 
of the bias conditions during previous points in time. It is assumed in this analysis that 
the statistical properties of each shot noise source varies as an instantaneous function of 
time. For the case of the HBT modelled in Section 4, the intrinsic transit time is typically 
about 100 GHz. Thus, this assumption should be valid for frequencies below roughly 20 
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GHz. Under this assumption, the instantaneous power spectral density of the shot noise 
can be expressed as, 
Si(t) = 2 I(t) q. (7.3) 
If a function h(t) is defined as the square root of the power spectral density of the 
shot noise current, 
h(t)= VSP = V2 I(t) q , (7.4) 
then combining Equations 7.2 and 7.4, the instantaneous shot noise current is given by, 
i(t)=h(t) x(t). (7.5) 
Note in the above equation that x(t) is still a white noise source with unit spectral 
density whose statistical properties are not functions of time. In Equations 7.3 and 7.4, 
the functions I(t) and thus Si(t) and h(t) are deterministic functions which vary in a 
periodic manner. Thus, they can be expressed as Fourier series. 
I(t)= X (7.6) 
ks-oo 
h(t)= X HkeJk^t 
k=-< 
S((t) = X SkeJk^t 
ks-oo 
(7.7) 
(7.8) 
From Equations 7.4, 7.7, and 7.8 Sk and Hk can be found to be related by, 
Sk= S 
(7.9) 
At this point, it is desirable to express the white noise source, x(t), In terms of Its spot 
noise. As discussed by Rice [95], any noise source can be described as a continuous 
spectrum of sinusoidal signals. This follows directly from the concept of spectral density. 
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Any noise source can be thought of as the summation of an infinite number of sinusoids 
with random phase angles and average rms amplitudes equal to the square root of the 
spectral density function. As noted by Rice, a noise source can be expressed as, 
x(t) = lim X ^ 2 Sx(fn) Af cos(2nfnt + (|)n) . (7.10) 
AF-^ O N=O 
where fn = n Af (7.11) 
In Equation 7.10, (t)n is a random phase angle which is uniformly distributed 
between ±7r. The function Sx(fn) is the power spectral density of x(t) and is equal to unity. 
It has units of 1/Hz. In other words, the function Sx(fn) determines the strength of the 
white noise source at a given frequency. The 2 under the radical in Equation 7.10 
accounts for the fact that the square root of Sx(fn) is an rms value, while the entire 
function under the radical is the peak value of the cosine function. At this point, it is 
useful to consider the spot noise of x(t). Spot noise refers to a single frequency spectral 
component of a noise source. Thus the spot noise of x(t) in Equation 7.10 at 10 Hz is 
•\J2 Sx(lO) Af cos(20 7t t + <t)). A spectrum of x(t) can be constructed from its spot noise by 
sweeping the spot noise over a span of frequencies. Accordingly, to simplify the analysis, 
only the spot noise of x(t) will be considered at radian frequencies of n COQ ± cOm- The 
spectrum of noise which is due to x(t) can be obtained by varying com across a span of 
frequencies. Accordingly, x(t) in Equation 7.10 is redefined as, 
x(t) = y" V2 Af cos[((Om + n C0o)t + «ni • (7.12) 
n=-oo 
In the above equation, advantage has been taken of the fact that cos(-a) is equal to 
cos{a) to represent x(t) in a more compact form. In addition, an is a random phase angle 
uniformly distributed between ±7t. 
In a similar maimer, the spot noise associated with the shot noise source, i(t), can be 
described in the same form as Equation 7.12. 
W = A/2 Si(com + r COO) Af cosKoim + r (Oo)t + 0rl • (7.13) 
r=-oo 
124 
Equation 7.13 can also be expressed as 
i(t) = = -p % {isr e J (r % + t e j (-r 0)0 - oW t} (7.14) 
v2 J-—_oo 
where Ig^ = V + r COG) Af eJ (7.15) 
Expressing the spot noise of i(t) in the form of Equation 7.14 has the advantage that 
it is directly compatible with the conversion matrix analysis in Section 5. In comparing 
Equation 7.14 with 5.8, it can be seen that the equations are essentially identical. In the 
form given by Equation 7.14, Ig^ is a phasor which has an rms amplitude equal to the rms 
amplitude of the spot noise source i(t). Thus, Isp has units of amperes and is equal to the 
rms amplitude of the modulated shot noise source at each sideband frequency. The phase 
angle associated with Isr is randomly distributed between ±7t. 
Combining Equations 7.5, 7.7, and 7.12, 
i(t)= X ^ V2 Af cos[(n co^ + cOnJ t + ocj (7.16) 
i(t)= % X y^Hk(eJKk + "^'^ot + ûvt + aJ^ej[(k-n)co„t-cû^t-aJj 
K=-<» 
n=-co fS-CO 
Comparing Equations 7.14 and 7.18, 
ISr= VÂT X"r-neJ«". (7.19) 
n=-<» 
In order to determine the amount of correlation which exists between the noise 
currents at the different sideband frequencies it is useful to calculate the expectation 
value given by Equation 7.20. Using Equation 7.19, 
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(ls„Is„> = (Af 1 % H;.ke-i»k) |7.20| 
k=-<» 
The <> brackets in the above equation indicate that expectation value or ensemble 
average is being taken. Since «r and ak in Equation 7.20 are random phase angles 
uniformly distributed between ±n, 
(ej«re-J°k) = p ^=^^1 (7.21) 
10 R?IK) 
Combining Equations 7.20 and 7.21 and noting from the properties of Fourier series 
that Hn is equal to H-n, 
(LO IÔ \ " 
I (7.22) 
r=-oo r=-oo 
Combining Equations 7.9 and 7.22, 
(^ SN S^IN ) _ O 
Af (7.23) 
However, from Equations 7.3, 7.6, and 7.8, 
S k = 2 q l k  ( 7 . 2 4 )  
(is Is ) 
Thus, \ " y = 2 q In.n, (7.25) 
Af 
where, as defined by Equation 7.6, In-m is a Fourier coefficient of the current which 
generates the shot noise. Equation 7.25 is a very significant equation. It can be used to 
determine the amount of correlation which exists between the sidebands of a periodically 
modulated shot noise source. As indicated by the equation, the more significantly the 
current is varied, the greater the correlation between the noise at the various sideband 
frequencies. This indicates that as the current varies more significantly, more noise is 
frequency converted between the sidebands due to noise source modulation. 
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7.1.2. Modulation of flicker noise sources 
The flicker noise sources which are present within an oscillator will also be 
modulated by the periodic variations in the oscillator currents. The modulation of 
flicker noise in periodically driven circuits has not previously been analyzed. To the 
author's knowledge, the analysis presented here is the first such analysis of flicker noise 
source modulation. This phenomenon has a very significant impact on the noise 
characteristics of oscillators, since the upconversion of flicker noise to the sideband 
frequencies can be a dominant effect in many oscillators. 
Consider an electrical component which is dc biased and generates flicker noise. 
For convenience, it is assumed in this derivation that this flicker noise may be modelled 
as a current source in parallel with the component. However, this analysis is equally 
valid for flicker noise voltage sources. (A flicker noise current source was chosen simply 
because this type of source is used in the HBT flicker noise model given in Figure 6.8.) The 
power spectral density of this flicker noise current source is given by Equation 2.17. 
ym S,(f) = CL_ 
f" (7.26) 
where C is a constant, I is the current flowing through the device, f is the frequency, m is a 
constant which is usually very close to 2, and n is a constant which can range from .6 to 
1.5. Equation 7.26 is a generalized form of the well known Hooge equation [961 which is 
commonly sighted in the analysis of 1/f noise. (The Hooge equation is similar to 
Equation 7.26 except that m is set equal to 2 and n is set equal to 1.) 
A flicker noise current source, i(t), may be expressed as a function of time in a 
manner analogous to Equation 7.2. 
i(t) = VSi(f} F x(t) (7.27) 
where x(t) is a bias independent flicker noise source with unity spectral density at 1 Hz 
and has units of 1/Hz. Equation 7.27 follows directly from the definition of power 
spectral density. It simply states that ((t) is a flicker noise source whose rms amplitude at 
any frequency is equal to the square root of its power spectral density at the same 
frequency. 
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To express the power spectral density of a flicker noise current source as a function 
of time, it is necessary to understand how its statistical properties vary as a function of 
time. As discussed in Section 2.4, flicker noise is widely believed to be a result of the 
modulation of current through a device. In Section 2.4, an example was given of a resistor 
which is biased by a constant current source. In this case, it was found that resistance 
fluctuations modulate the current through the resistor resulting in flicker voltage 
fluctuations across the resistor. The spectral density of the voltage fluctuations was 
found to be related to the spectral density of the resistance fluctuations through the 
expression 
In any given device, flicker noise is believed to be a result of the modulation of the 
current through the device by some mechanism. For example, as discussed by Fogner [91] 
the flicker noise current source, ijbc in Figure 6.8, is a result of fluctuations in the base 
surface recombination velocity [91]. These fluctuations were found to modulate the base 
recombination current resulting in a flicker noise current source. As another example, 
Hsu [97] found that flicker noise in Schottky barrier diodes was the result of "the 
modulation of the barrier height, This modulation in the barrier height in turn 
modulates the current through the device. In FETs, flicker noise has been attributed to 
the modulation of the device channel by the trapping and detrapping of carriers in the 
depletion region and device substrate [71]. Figure 7.1 may be used to analyze flicker noise 
in a given device. Flicker noise current is generated by the modulation of the current 
through the device by some physical mechanism. This may be expressed as. 
where m(t) represents the mechanism which generates flicker noise. Since the time 
varying components of the above equation must be equal. 
Sv(f) = l2 Sr(f). (7.28) 
I + i(t) = I [1 + m(t)| (7.29) 
i(t) = I m(t) (7.30) 
Equation 7.30 requires that the spectral densities of the flicker noise current and 
the modulation mechanism must be related by. 
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Figure 7.1. Generation of Flicker Noise Through the Modulation of Bias Current 
Si(f) = l2 Sin(f). (7.31) 
Since the flicker noise current source has a 1/f noise spectrum, the fluctuations in 
the modulation mechanism must also have a spectrum which is inversely proportional to 
frequency. In addition, by comparing Equations 7.26 and 7.31, it can be seen that since m 
is nearly equal to 2 in Equation 7.26, the fluctuations in the modulation mechanism, 
m(t), must be nearly Independent of bias current. Thus, Equations 7.26, 7.30, and 7.31 
indicate that the flicker noise current through a component is a result of the modulation 
of the bias current by a physical mechanism in the component. In addition the physical 
mechanism which creates the fluctuation in the bias current is essentially independent of 
bias. 
Many others also view flicker noise as the modulation of current by device 
fluctuations [29-32, 71, 93]. As noted by Hooge, "One of the few statements about 1/f noise 
that has not raised controversy is that 1/f noise is a fluctuation in the conductivity. A 
current through the sample does not generate the noise, by turbulence or so, but only 
serves to measure it." There is also significant experimental evidence to support this 
physical view of flicker noise. Voss and Clark (32] measured the thermal noise across a 
resistor for a long period of time. It was found that the square of the thermal noise varied 
with a 1/f noise spectrum even with no bias current applied. A similar observation has 
been made by Beck and Spruit [98]. As indicated by Equation 2.9, this type of spectrum 
could only be a result of conductance variations. Additional experimental evidence that 
1/f noise is due to conductance variations has been provided by Jones and Francis (99). 
They applied an ac signal to a resistor which exhibited flicker noise. By measuring the 
correlation between the upconverted noise, and the flicker noise, they determined that 
the flicker noise upconversion was due to fluctuations in the conductance. Note that these 
analyses and the derivation given on the previous page do not make any restrictions on 
what physical mechanism causes the fluctuations in conductivity. They only 
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demonstrate that flicker noise current and voltage sources are due to the modulation of 
the bias condition within components. However, this provides sufficient information to 
analyze the modulation of flicker noise sources. 
An expression may now be developed which expresses flicker noise current as a 
function of time. As mentioned previously, the value of m in Equation 2.26 is nearly 
equal to 2. Any deviation from this value is usually believed to be a result of temperature 
effects [29]. As the bias which is applied to a device is varied, the temperature of the device 
also varies. If these temperature variations affect the physical mechanisms which 
modulate the bias current in Equation 7.29, then exponent of the current dependence in 
Equation 7.31 will not be measured as being exactly equal to 2. For a periodically varying 
current, where the period of the frequency is much shorter than the thermal time 
constant, the temperature of the component will not change over a cycle. Thus, under this 
condition, m in Equation 7.26 will be equal to 2. If m is taken to be equal to 2, then from 
Equations 7.26 and 7.31, the spectral density of the mechanism which modulates the bias 
current, Smlf). is given by, 
The transition from a dc steady state case to a dynamic condition in Equation 7.33 
can be made since Smlf) is not a function of the applied bias condition and accordingly 
Sni(f) does not vaiy with time. This is indicated by Equation 7.32. Thus, Si(f, t) varies as 
an instantaneous function of I(t). It is convenient to define a function h(t) as. 
(7.32) 
From Equations 7.31 and 7.32, 
(7.33) 
h(t) = VS,(f, t)f" = VC I(t). (7.34) 
Combining Equations 7.27 and 7.34, the instantaneous flicker noise current is 
given by. 
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m = h(t) x(t) (7.35) 
Note in the above equation that x(t) is still a bias independent flicker noise source 
with unit spectral density at 1 Hz whose statistical properties are not time dependent. In 
Equation 3.34. the functions I(t) and thus h(t) are deterministic functions which vary in a 
periodic manner. Thus, they can be expressed as Fourier series. 
I(t)= X (7.36) 
k=-«o 
h(t)= % (7.37) 
K=-oo 
In a manner similar to that discussed for shot noise, x(t) can be described in terms of 
its spot noise. As discussed by Rice [95], the full spectrum of x(t) can be expressed as, 
x(t) = lim % V2~S^cÛrïrÂf~:os(2 jtfn t + <|)n). (7.38) 
Af-*0 n=0 
where fn = n Af (7.39) 
Again in the above equation, (|)n is a random phase angle which is uniformly 
distributed between ±7i. The function Sx(fn) is the power spectral density of x(t) and is 
equal to 1/f. It has units of 1/Hz. To simplify the analysis, only the spot noise of x(t) will 
be considered at a baseband radian frequency of com- The noise which is due to the entire 
spectrum of x(t) can be obtained by sweeping this spot noise source across a span of 
frequencies. Note that only the baseband frequency of x(t) is considered in this case. This 
is in contrast to the shot noise source in Equation 7.12 where the spot noise at all of the 
sideband frequencies were considered. Recall that x{t) is a bias independent flicker noise 
source. Since It is a flicker noise source, it will only produce a significant amount of 
noise at baseband frequencies. (The flicker noise at higher frequencies will be much 
lower than the shot and thermal noise present.) Thus only the baseband frequency 
component of x(t) must be considered. Accordingly, x(t) In Equation 7.38 Is redefined as. 
x(t) = 'y^^ cos[cùmt + al. (7.40) 
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In Equation 7.40, a Is a random phase angle uniformly distributed between ±7T. 
The spot noise associated with the modulated flicker noise source, i(t), can be 
described by Equation 7.41. Note that in this equation i(t) contains frequency 
components at all of the sideband frequencies. Since it is a periodically modulated 
flicker noise source, the flicker noise is upconverted to all of the sideband frequencies. 
Thus, Equation 7.41 accounts for the flicker noise at all of these frequencies. 
i(t) = ^ V 2 Si(fn) Af cosKcom + n (ûo)t + Gn] . (7.41) 
n=-oo 
Equation 7.41 can also be expressed in the form 
i(t) = -^X +I^eJ(7.42) 
r=-oo 
where Ifr = V Si(fn) Af eJ (7.43) 
Just as in the case of shot noise modulation, expressing the spot noise of i(t) in the 
form of Equation 7.42 has the advantage that It is directly compatible with the 
conversion matrix analysis in Section 4. The physical significance of Ifj. should not be 
over looked. This phasor represents the rms amplitude of the modulated flicker noise 
source. Thus, Ifj is the rms amplitude of the modulated spot flicker noise source at the 
upper sideband of the first harmonic. 
Combining Equations 7.35, 7.37, and 7.40, 
W= Z cos[mnit + a] (7.44) 
k=-« ^ 
i(t)= ^ /3LH^{eJ[kco„t + (ûmt + a] + eJ[kcû„t-(û„t-a]j 
y Z lyyy 
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Comparing Equations 7.42 and 7.46 
m 
(7.47) 
In order to determine the amount of correlation between the noise currents at the 
different sideband frequencies, it is useful to calculate the expectation value given below. 
From Equation 7.47, 
Recalling from the properties of Fourier series that Hn is equal to H-n, and from 
Equation 7.34, 
Equation 7.49 is analogous to Equation 7.25. The above equation can be used to 
determine the amount of correlation which exists between the sideband frequencies of a 
periodically modulated flicker noise source. It indicates that as the Fourier coeff'icients of 
the periodically varying bias current increase, more flicker noise is upconverted to the 
sidebands due to noise source modulation. 
In the previous section, equations were derived which Indicate how much noise 
exists at each of the oscillator sidebands and the correlation between the noise at these 
different sideband frequencies due to noise source modulation. With this Information, 
and the results of the conversion matrix analysis presented in Section 5, it is now 
possible to calculate how much noise exists at each of the output sidebands of the 
oscillator. In order to clarily the procedure presented in this section, the analysis of the 
shot noise source isec shown in Figure 6.1 is discussed in detail. The calculations 
required to analyze the other noise sources within the oscillator are also given. 
(7.48) 
(7.49) 
7.2. Conversion of Modulated Noise Sources to the Oscillator Output 
In order to model AM and PM noise spectrums of the oscillator, it is necessary to 
determine how much noise exists at the oscillator output sidebands, and to determine the 
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correlation between the noise at these sidebands. To summarize the work which has been 
discussed to this point, the large signal characteristics of the HBT and oscillator were 
modelled in Section 4. Based on the large signal HBT and oscillator models, a conversion 
network model was generated which characterizes the relationships between 
incrementally small voltages and currents within the oscillator. In other words, the 
conversion network model can be used to analyze how a small signal voltage or current 
which is injected into the oscillator will be converted to other frequencies within the 
oscillator due to circuit nonlinearities. This conversion network model is discussed in 
Section 5. In Section 6, the noise characteristics of the HBT are modelled. These noise 
characteristics are required to determine magnitude and location of each noise source 
within the HBT device. The theory required to account for the periodic modulation of 
these noise sources is presented in Section 7.1. This theory will now be combined with the 
results of Sections 4 through 6 to determine the AM and PM noise spectrums of the 
oscillator. 
Consider the shot noise source isec in Figure 6.1. This shot noise will be converted 
to all of the sideband frequencies of the oscillator due to both the circuit nonlinearities 
and noise source modulation. Due to noise source modulation alone, the noise at all of 
the sideband frequencies of the oscillator will be partially correlated. From Equation 
7.25, the correlation between the sideband frequencies is given by. 
where In-m Is a Fourier coefficient of the periodically varying current which creates the 
shot noise. Isn Is defined by Equations 7.14 and 7.15. It is a phasor whose magnitude is 
equal to the rms value of the spot noise of the shot noise source at the frequency n COQ + 
lOm. A spectrum of the noise at any sideband may be determined by sweeping this spot 
noise source through a span of frequencies. As Indicated by Equation 6.6, the current 
associated with the shot noise source, isec . is ICT- Using Equations 4.2 through 4.4 and 
the results of the large signal simulation results in Section 4, ICT MAY be calculated and 
plotted as shown in Figure 7.2, The Fourier coefficients associated with the waveform in 
Figure 7.2 are given In Table 7.1. These Fourier coefficients can be used in conjunction 
with Equation 7.50 to determine the power spectral density and the correlation properties 
(7.50) 
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Figure 7.2. IcT as a Function of Time. 
of the noise at the oscillator sidebands. For example, using Equation 7.50 and the data in 
Table 7.1, the power spectral density of the shot noise source at each sideband frequency 
is given by. 
S,(F) = KIHNL = 2 q LO = 2.38 X 10'^  (A^ /HZ). (7.51) 
Af 
Note that the power spectral density of the periodically modulated shot noise source 
is identical to that of an unmodulated shot noise source and is not a function of 
frequency. However, the noise at the various sidebands is partially correlated as 
indicated by Equation 7.50. This is not the case with an unmodulated shot noise where 
the noise at every frequency is uncorrelated with the noise at every other frequency. 
Equation 7.50 also indicates how much noise a given shot noise source injects into a 
periodically driven circuit at each sideband frequency. However, in the case of the 
oscillator, it is desirable to determine how much noise voltage a given source creates at 
the oscillator output. This can be accomplished through the use of the conversion 
network model generated in Section 5. To determine how much the noise voltage is 
generated at the oscillator output from <sec. five separate current sources must be placed 
in the conversion network shown in Figure 5.5. For example, to determine the amount of 
noise voltage which is created at the oscillator output from the shot noise at the upper 
sideband of the second harmonic, a current source is be placed in parallel with go at the 
two terminals which are the farthest forward in Figure 5.5. The transimpedances from 
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Table 7.1. Fourier Coefficients of Significant Noise Source Modulation Currents 
Fourier Magnitude Angle Fourier Magnitude Angle 
Coef. of IcT (mA) n Coef. of Irf (MA) (°) 
lo 0.7426 0 lo 9.322 0 
II 0.6173 -93.38 II 7.201 -92.46 
l2 0.3565 169.86 l2 3.542 170.00 
l3 0.1404 63.40 l3 1.150 57.34 
l4 0.04017 -72.53 l4 0.3418 -92.78 
this current source to the voltages at the outputs, Vout-i Vouti. are then calculated. (See 
Figure 5.5.) These transimpedances are then multiplied by the rms value of the shot noise 
current at the upper-sideband of the second harmonic to determine the amount of output 
noise voltage which is generated at the upper and lower sidebands of the first harmonic. 
This process is repeated for each of the sideband frequencies. Thus, to determine how 
much noise voltage is generated at the output due to the shot noise at the baseband 
frequency, a current source would be placed in parallel with go at the pair of terminals 
which are the third from the front In Figure 5.5. Throughout the rest of this paper, the 
transimpedances from the upper sideband of harmonic n (i.e. at a frequency of n CÙQ + com) 
to the oscillator outputs are defined by Zi,n and Z.i,n- Thus, the conversion impedance 
from the -2nd harmonic to the upper-sideband of the fundamental frequency at the 
oscillator output is defined as (The -2nd harmonic corresponds to the lower 
sideband of the second harmonic.) A typical transimpedance plot is shown in Figure 5.6. 
Since the voltages at the oscillator output, Vout-i and Vouti. are due to the sum of the shot 
noise currents at each of the sideband frequencies, they can be expressed as, 
Vout,= i (7.52) 
n^2 
Vout.i= i Is„Z-l.n (7.53) 
rt=-2 
The limits from -2 to 2 are used in Equations 7.52 and 7.53 since the only 2 
harmonics of the oscillator are considered in this analysis. In general, these limits 
would be equal to the number of harmonics considered in a given oscillator analysis. 
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Equations 7.52 and 7.53 may be used to calculate the amount of spot noise voltage which 
is present at the oscillator output as well as the AM and PM noise spectrums. As derived 
in Appendix E, the AM and PM noise spectrums are given by, 
(^ OUTI VOUT-- 2 REJ^ VGYTJ  ^/ 2 (|)Q } 
SSBPM = — — -|F-72 — (7.54) 
4 VX 
(^ OUT 1 + V^qui-I VOUT-1^  + 2 REL^ VPUTI Vout.j ^  j-l (|)O } 
SSBAM = — — — (7.55) 
I X| 
where the large signal voltage at the output of the oscillator at the first harmonic is given 
by. 
Vout(t) = Vx cos((Oo t + (fto)' (7.56) 
In order to apply Equations 7.54 and 7.55, it is necessary to calculate several 
expectation values. From Equations 7.52 and 7.53, 
(XJUTJ YJUTJ)-/S S X % L^,N^ L,M(^ S„(7.57) 
* ' \m=-2 n=-2 / m=-2 n=-2 ' 
/ 2 2 \ 2 2 
(^out.i^out.i)~( X X X X (7.58) 
\m=-2 rt»-2 / m=-2 tt=-2 
(Vou,,v„'„,,,)=(i i zi,„z:,,„is t \= i z z,,.z.imk'L) (7.59, 
W-2N=-2 / M=-2N=-2 
Combining Equation 7.50 with 7.57 through 7.59, the above expectation values for a 
shot noise source are given by, 
(VoutjVoutj) = 2 q Af ^ % Zi,nZinjln-m (shot noise) (7.60) 
m=-2 n=>-2 
(^out.) ^ouLi ) = 2 q Af ^ % Z.i_nZ.i_ni^n-ni (shot noise) (7.61) 
m=-2 n=-2 
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(XjutiVq u Li )~ 2 q Af ^ % ^i.n^-i,m^n-m (shot noise) (7.62) 
m=-2 n=-2 
In a similar manner. Equation 7.49 may be combined with expressions analogous to 
Equations 7.57 through 7.59 to determine the same expectation values for flicker noise 
sources. 
(VfjutiVouti) = ^ ^  % X Zi nZinjInl-m (flicker nolse) (7.63) 
' m m=-2 n=-2 
(VQULI VouLi) = ^  Z-I,nZ.Ijnin I-m (flicker nolse) (7.64) 
m m=-2 n=-2 
(VoutiVouLi) = j^ ^ % Zi nZ-i.niln I-m (flicker noise) (7.65) 
'm m=-2 n=-2 
where C is the constant which determines the magnitude of the flicker noise source, and is 
defined by Equation 7.26. Equations 7.60 through 7.65 were used to determine the noise 
spectrums of the oscillator which result from each of the individual shot and flicker 
noise sources present in the oscillator. These spectrums are shown in Figures 7.3 through 
7.6. 
The remaining noise sources within the oscillator are all due to thermal noise 
sources. The thermal noise sources may be handled in a somewhat more simplified 
manner since they are not modulated. Consider first the thermal noise associated with 
the base contact resistance, Rg, and the l-port networks in Figure 5.5 which contain the 
collector contact resistance, Rc. As discussed in Section 2.2, the thermal noise associated 
with these circuits may be represented by a current source in parallel with each of the 
networks. Thus the noise voltage which these current sources create at the oscillator 
output can be calculated using Equations 7.57 through 7.59. However, the thermal noise 
sources are unmodulated and thus the spot noise at each sideband frequency is 
uncorrelated with the spot noise at every other sideband frequency. As a result, 
(lnO = 0 (m/n) (7.66) 
Combining Equations 7.57 through 7.59 with Equation 7.66, 
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(VOUTI VOUTI ) - X 2L.NZI,N(LNIN) (7.67) 
rt=-2 
(VouLiVout_i)= % Z.i,nZ.i_n(lnIn) (7.68) 
Tfs-2 
(VOUT] V,3IITI )= X L^,NZ-I.N(LN''N) (7.69) 
n=-2 
However, from Equation 2.10, 
(lnIn) = 4kTAfRe[YnJ (7.70) 
where Yun the admittance of the 1 port network at the spot noise frequency of the nth 
harmonic. Combining Equations 7.67 through 7.70, 
2 
(VoutiVoutj) = 4kTAf X Zi,nZi,nRe[YnJ (7.71) 
n=-2 
(%)uti XduLi  ) = 4 kT Af Z.i_nZ.i_nRe[Yii J (7.72) 
n=-2 
2 
(VoutiVout.i)= 4kTAf X Z]nZ.i_nRe[YiiJ (7.73) 
n=-2 
Equations 7.71 through 7.73 were used in conjunction with Equations 7.54 and 7.55 
to calculate the noise spectrums due to the thermal noise associated with Rg and Rc- The 
resulting spectrums are shown in Figures 7.7 and 7.8. 
The remaining noise sources in the oscillator are the thermal noise sources 
associated with the resonator circuit in Figure 4.26 and the thermal noise associated with 
RE- These are the noise sources associated with the linear 2-port networks in Figure 5.5. 
Again, since the thermal noise sources are not modulated, the noise voltages at the 
different sideband frequencies are uncorrelated. As discussed in Section 2.2, all of the 
thermal noise sources within the linear resonator circuit may be modelled by placing a 
current noise source in parallel each of the external ports of the network. These current 
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noise sources will in general be partially correlated. Defining the current noise source 
across the base-to-ground terminal pair as ii and the current noise source across the 
emitter-to-ground terminal pair as 12, the noise voltage at the oscillator outputs due to 
these two current sources is given by, 
Vout,= i + 
n=-2 
and = i , + 
n=-2 
where Z.'J,n is the transimpedance from the nth port of the location of current source û to 
the lower sideband of the first harmonic at the output. ly is the spot noise of the current 
source ii at the nth harmonic. The other transimpedances in these equations have 
corresponding definitions. From the above equations, and Equation 7.66, 
(VoutiVout,)= i + 2(7.76) 
n=-2 
(Vout.1 VouLi ) = i Iz'-l/ilX'! + |z.'?./tei«2*) + 2 Re(z.'fnZ.%n (7.77) 
n=-2 
(Vouti VouLi ) = i zilnZXnilX') + Z{^<2*) + z{\,Z.'f.n 'fel.?') + Z.'f„ 'felnO 
n=-2 
(7.78) 
Combining the above equations with Equation 2.10, 
(Vout,Voutj)= 4kTAfI |z{}j^Re[Yn]^++ 2Re{z{l^z|^'Re(7.79) 
(%,UL/ÔUT.J = 4KTAF% |Z.^ I/L^ [Y„]„ + |Z.'?./RE[Y22]„ + 2RE{Z.V.NZ.'?.„*RE[Y,2]N) (7.80) 
n=-2 
(Vouti<ut.J= i + + + 
' n=-2 
(7.81) 
(7.74) 
(7.75) 
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Equations 7.79 through 7.81 were used in conjunction with Equations 7.54 and 7.55 
to calculate the noise spectrums of the oscillator due to the thermal noise in the resonator 
network. The AM and PM noise spectrums which resulted from these calculations are 
shown in Figure 7.9. 
It is also significant to note that the noise sources associated with each of the 
spectrum plots shown in this section are uncorrelated. Thus, the spectral densities of 
these noise plots may simply be added to determine the overall noise spectrums of the 
oscillator. These noise spectrums are shown in Figure 7.10. The noise spectrums which 
have been generated in this section are discussed in Section 7.3. In addition, 
measurements of the overall phase noise spectrum of the oscillator are presented in 
Section 7.3 which are in good agreement with the modelled results. 
7.3. Discussion of Modelled Results 
The plots in Figures 7.3 through 7.10 provide a great deal of insight into the noise 
characteristics of the oscillator. Note that in all of the plots the AM noise level is below 
the PM noise level. This is primarily a result of the mechanisms which cause limiting in 
the oscillator. These limiting mechanisms tend to maintain the amplitude of oscillation 
at the same level. Thus, the effectiveness of any noise sources which modulates the 
amplitude of oscillation will be reduced by these limiting mechanisms. This is analogous 
to the operation of a limiter. Once a limiter is driven into a limiting mode, any increase 
in the drive level will only cause a slight increase in the level at the limiter. It should be 
noted that there is no similar limiting mechanism for the PM noise spectrum. Figure 
7.10 indicates that the AM noise spectrum of the overall oscillator is 10 to 15 dB below the 
PM noise spectrum. However, at frequencies greater than roughly 1 MHz, the AM and PM 
noise spectrums tend to converge to the same levels. This indicates that for offset 
frequencies greater than roughly 1 MHz, some noise sources are simply adding with the 
oscillator output and are not effected by the oscillator limiting. 
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Figure 7.7. Single Sideband Spectrums Due to Thermal Noise in Rc 
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Figure 7.9. Single Sideband Spectrums Due to Thermal Noise in the Resonator 
Components and the HBT Contact Resistance RE 
SSB Noise (dBc/Hz) 
A 
6-ssBpM(n 
80.0--
110-r 
140--
-170-r 
-200 uuj 1 I  I  l l l l l j  1 I I I  liiij 1 I  i i l i l i j  1 I  I  iiiiij 1 I  I  i i i r i j  1 I  I  M i l l  f (Hz) 
Figure 7.10. Total Single Sideband Spectrums Due to All Noise Sources 
145 
As Indicated by Figures 7.7 through 7.9, the most significant thermal noise sources 
are associated with Rg. RE, and the resonator circuitry. The thermal noise associated 
with Rc has a minimal impact on the oscillator spectrum. This is most likely a result of 
the fact that the collector resistance is not directly in the feedback path of the oscillator. 
Accordingly, the translmpedance from Rc to the oscillator output is much lower than the 
translmpedances associated with the other thermal noise sources. Note that the thermal 
noise due to Rg is nearly as significant as the thermal noise due to RE and the resonator 
components combined. Thus, no individual component within the oscillator is a 
dominant source of thermal noise. 
The noise spectrums in Figures 7.3 and 7.4 indicate that the impact of the shot noise 
associated with the base current Is negligible in comparison with that of the collector 
current. This is not surprising since the base current is much less than the collector 
current. Thus, the only Impact which the base current has on the overall noise 
performance of the oscillator is associated with how it degrades the loaded Q of the 
oscillator. If the base current were to Increase, the base-emitter resistance would drop 
which could degrade the loaded Q of the oscillator and thus increase the overall noise 
spectrum. However, the added shot noise, which an increase in base current would create, 
would not contribute significantly to the overall noise performance of the oscillator. 
In comparing Figures 7.4, 7.8, and 7.9, it can be seen that the shot noise sources and 
the thermal noise sources have nearly equal impact on the overall noise performance of 
the oscillator. Thus, the overall noise performance of the oscillator cannot be 
significantly Improved by lowering the contribution of any one noise source. If the shot 
noise associated with the collector current were to be reduced by 10 dB for example, then 
the output phase noise spectrum would only be reduced by about 2.5 dB. The most effective 
method of improving the noise performance of the oscillator, is to increase the loaded Q 
of the oscillator. Increasing the loaded Q of the oscillator would reduce the 
translmpedance from each noise source to the oscillator output. Thus, increasing the 
loaded Q would simultaneously reduce the noise at the output of the oscillator due to each 
individual noise source. 
In comparing the plots in Figures 7.5 and 7.6, it is obvious that the most significant 
source of flicker noise is associated with the collector-to-emitter flicker current source 
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ifec- While the exact physical cause of this flicker noise source is not known, it has been 
speculated that this noise source is associated with traps near the base-emitter 
heterojunctlon, or at the surface of this region [80. 88]. Note that the slopes of the curves 
associated with the flicker noise current sources tend to follow a 30 dB-per-decade slope 
as compared to a 20 dB-per-decade slope for the shot and thermal noise sources. This is a 
result of the fact that the flicker noise sources add a 10 dB-per-decade slope. A 20 dB-per-
decade slope is associated with the feedback effects of the oscillator, as discussed in 
Section 2.5. 
The entire noise spectrums due to all of the noise sources can be observed in Figure 
7.10. From this figure it can be seen that for offset frequencies above about 100 Hz the 
curves have a 20 dB-per-decade slope and thus represents a white FM spectrum. For offset 
frequencies less than roughly 100 Hz, the spectrums have a 30 dB-per-decade slope, and 
the spectrums are result of flicker noise. Thus, the spectrum below 100 Hz of offset 
frequency is referred to as flicker FM. 
Some insight into the significant mechanisms in the flicker noise upconversion 
process can be obtained form the analysis given in this paper. From Equation 7.49 it can 
be seen that the ratio of the amount of flicker noise current which exists at the first 
harmonic to that which exists at base band frequencies is equal to the ratio ofli to IQ. 
The data in Table 7.1 indicate that for the two flicker noise sources discussed in this 
research, this ratio is roughly 0.8. This gives some Indication of the amount of low 
frequency flicker noise which is upconverted to the oscillator sidebands due to noise 
source modulation. By comparison, an indication of the amount of flicker noise which is 
upconverted due to circuit nonlinearltles can be determined from the conversion matrix 
analysis presented in Section 5. Equations 5.12 and 5.13 indicate that the ratio of flicker 
noise at the first harmonic to that at baseband frequencies across a given nonlinear 
component Is equal to the ratio of the Fourier coefficients of the first harmonic to that at 
the dc Fourier coefficient. In other words, the ratio of the flicker noise at the first 
harmonic to that at the baseband frequencies due to circuit nonlinearltles is equal to 
Gi/Go for Equation 5.12, and Ci/Co for Equation 5.13. Thus, the data in Table 5.1 
indicate that the dominant nonlinear components in upconvertlng flicker noise are the 
transconductance and base-emitter resistance. The ratio of Gi to Go for both of these 
components is also roughly 0.8. Thus, this indicates that the circuit nonlinearltles and 
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noise source modulation mechanisms are about equally significant in upconverting 
flicker noise. It should be noted that the actual upconversion of flicker noise involves the 
interaction of noise source modulation and circuit nonlinearities and that the overall 
process is quite complex. However, the approach discussed above can be used to give an 
indication of the dominant upconversion processes. 
Note that the amount of flicker noise which is upconverted to the first harmonic due 
to noise source modulation is determined by the Fourier coefficient 1%. Thus, the 
upconversion of flicker noise due to noise source modulation can be reduced by reducing 
the amount of collector current which exists at the fundamental frequency. This 
collector current is used to supply energy to the resonator circuit to compensate for the 
energy lost during each cycle. Accordingly, the amount of current at the first harmonic 
can be reduced by Increasing the loaded Q of the oscillator. Thus, increasing the loaded Q 
of the oscillator will not only reduce the amount of flicker noise which is upconverted due 
to circuit nonlinearities, but it will also reduce the amount of flicker noise which is 
upconverted due to noise source modulation. 
In order to determine the accuracy of the modelled spectrums, the phase noise 
spectrum of the HBT oscillator was measured. Equipment to measure the amplitude noise 
spectrum is not widely available since the AM noise spectrums are normally not of 
interest. This Is a result of the fact that the phase noise levels are typically of more 
interest in electronic systems, and the amplitude noise spectrums can be reduced to 
nearly any desired level by the use of limiters. For offset frequencies below 100 kHz, the 
phase noise spectrum was measured using the quadrature method on a HP3048 phase 
noise measurement system. The basic theory behind the quadrature measurement 
system is described in Appendix F. For specific details on the quadrature method and 
how to use the HP3048 phase noise measurement system to Implement this measurement 
the reader is referred to (100, 101]. To verify that the noise floor of the system was 
sufficiently low to measure the HBT oscillator, the phase noise of an HP8662 signal 
generator was also measured. It was found that the system noise floor or the phase noise 
of the signal generator was at least 20 dB below the phase noise level of the HBT oscillator 
for offset frequencies below 100 kHz. However, for offset frequencies greater than 100 
kHz, the system noise floor was no longer low enough, so the direct spectrum method was 
used to measure the noise spectrum of the oscillator for offset frequencies between 100 
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kHz and 1 MHz. The direct spectrum measurement technique is also discussed in 
Appendix F. The measured phase noise spectrum is shown with the modelled spectrums 
in Figure 7.11. Note that the measured curve in Figure 7.11 is at roughly -21 dBc at 30 Hz 
of offset frequency. If the curve is plotted to lower offset frequencies, the measured single-
sideband phase noise exceeds 0 dBc at roughly 7 Hz which from the definition of single-
sideband phase noise is obviously not valid. The measurement of single-sideband phase 
noise using the quadrature system is based on the assumption that the phase noise power 
level must be much less than the carrier power [100]. Accordingly, the curve in Figure 
7.11, and all of the noise spectrums given in this section were plotted down to 30 Hz of 
offset frequency. 
In comparing the measured and modelled data, it can be seen that excellent 
agreement is obtained for offset frequencies greater than 1 kHz. the measured spectrum 
takes on a 20 dB-per-decade slope, and is within a few dB of the modelled phase noise 
level. However, for offset frequencies below 1 kHz, the error between the modelled and 
measured data increases to about 10 dB. This is still in reasonable agreement for a phase 
noise measurement. However, it does indicate that the modelled flicker noise 
upconversion is less than what occurs in the actual oscillator. One possible cause of this 
is associated with the fact that the transimpedance data discussed in Section 5 had to be 
extrapolated for frequencies below 100 kHz due to numerical round off error. This data 
set was extrapolated at a 20 db-per-decade slope, which is predicted by classical theory. If 
the actual slope should have been slightly higher than this (such as 22 dB per decade) then 
the agreement between the measured and modelled curves below 1 kHz would have been 
greatly improved. Since the data which were used to generate the conversion networks 
discussed in Section 5 were only saved to five or six significant figures (see Table 5.2) in 
most numerical simulators. It should be possible to eliminate this numerical round off 
error by increasing the numerical accuracy of this data set. However, it is uncertain 
whether this would provide improved agreement between the measured and modelled data 
in Figure 7.11. In any case, the agreement between the measured and modelled noise 
spectrums is generally quite good, and supports the validity of the analysis procedure 
discussed in this paper. 
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8. CONCLUSIONS 
8.1. Summaiy of Work 
The goal of this work was to develop an accurate technique for analyzing the noise 
characteristics of HBT oscillators. The procedure presented in this paper accounts for all 
of the known significant physical mechanisms which effect oscillator noise performance 
including the effects of circuit nonlinearities and noise source modulation. Most of the 
previous oscillator analyses which have been completed in this area apply only to 
specific oscillator configurations, and often lead to conflicting results [3, 12]. It is 
believed that much of the reason which previous analyses lead to conflicting results is 
that they neglect the effects of noise source modulation. The results presented in this 
work indicate that noise source modulation is as significant as circuit nonlinearities in 
causing the frequency conversion of noise and the upconversion of flicker noise, this 
work represents the first time which these effects have been taken into account. In 
addition, the technique presented in this paper may be applied to nearly any oscillator 
topology. 
The early portions of this paper provide a review of the relevant work which has 
previously been completed on oscillator noise characteristics. The work which was 
reviewed provides some details on the flicker noise upconversion process, and general 
ideas on how to reduce the impact of flicker noise on oscillator phase noise. However, 
these analyses require a number of simplifying assumptions which will not hold in 
general, and only apply to specific oscillator topologies. Various topics which are 
relevant to the analysis of oscillator noise characteristics were also reviewed. 
In Section 3, an overall discussion of the analysis approach used in this paper was 
given. This discussion provides a justification for the reason why the analysis approach 
was chosen. In addition, the analysis approach was described in context with present 
state-of-the-art CAD programs. As discussed, the approach is compatible with present 
harmonic balance algorithms and could potentially be used to numerically optimize the 
noise performance of a given oscillator. 
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In order to determine how much noise is frequency converted between the various 
sidebands due to circuit nonlinearities, it is necessary to model the large signal 
characteristics of the oscillator. This model was generated in Section 4. A large signal 
HBT model was first developed based primarily on the Gummel-Poon transistor model 
[40]. However, it was shown in Section 4 that the base-emitter diffusion capacitance 
model which is normally used in conventional transistor models cannot accurately 
model this capacitance in HBTs. Accordingly a new base-emitter diffusion capacitance 
model was developed in Section 4. The large signal characteristics of the oscillator were 
then simulated using the large signal HBT model. 
The results of the large signal oscillator model were used in Section 5 to develop a 
conversion matrix representation of the oscillator. This representation characterizes 
the relationship between the incremental changes in the voltage and current waveforms 
within the oscillator. Thus, the frequency conversion of noise due to circuit 
nonlinearities can be modelled using this representation. Conversion matrix 
representations have previously been used to model the mixers [8, 17]. However, it is 
believed that this work represents the first time that conversion matrices have been used 
to represent the overall characteristics of an oscillator with no simplifying assumptions. 
In addition, it appears that conversion matrix theory has not previously been applied to a 
HBT circuit. 
With the nonlinearities within the oscillator characterized, it was then necessary to 
model the noise levels within the oscillator components. This work was presented in 
Section 5. The measurements presented in Section 5.1 Indicate that the high frequency 
noise model of a conventional homojunction transistor may also be applied to an HBT. 
As a result, it was determined that dominant source of noise in HBTs at high frequencies 
are shot noise and thermal noise. At low frequencies (typically less than about 10 kHz) 
these shot and thermal noise sources are dominated by flicker noise sources. A HBT 
flicker noise model was developed in Section 5.2 which consists of two flicker noise 
sources-one in parallel with the base-collector Junction and the other from the collector 
to emitter terminals. Measurements were also given in Section 6 which demonstrate that 
both the high frequency and low frequency HBT noise models are accurate. 
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Since the shot noise and flicker noise sources within the HBT are functions of bias, 
both of these noise sources are modulated in a periodic manner. The frequency 
conversion which occurs as a result of this noise source modulation was analyzed In 
Section 7.1. The work of Dragon [22] was extended to analyze the modulation of shot 
noise in HBT devices in section 7.7.1. An analysis of flicker noise source modulation has 
not previously been reported. This type of noise source modulation was analyzed in 
Section 7.1.2. The theory developed in Section 7.1 was then combined with the results of 
the conversion matrix analysis to analyze the calculate the noise spectrums of the 
oscillator due to each of the individual noise sources. The resulting noise spectrums were 
presented in Section 7.2. The overall noise characteristics of the HBT oscillator were 
discussed in Section 7.3 and compared with measured results. It was found that the 
measured and modelled results developed in this work are in quite good agreement. 
8.2. Original Contributions 
The work presented in this paper has resulted in a number of significant 
contributions relating to the analysis of noise in HBT oscillators. In the area of HBT 
modeling under large signal conditions, it has been shown that the base-emitter diffusion 
capacitance of HBTs carmot be accurately modeled by the expressions which are typically 
used for bipolar transistors. While the physical phenomenon which determine the 
diffusion capacitance have been analyzed based on theoretical numerical simulations 
[59, 60, 61], previously reported HBT large-signal circuit models [43, 44, 45] ignore these 
effects. In this work, a more accurate diffusion capacitance model has been generated 
using quasi-static modeling techniques. 
Some original contributions were also made in the analysis of the high frequency 
HBT noise characteristics. Little information has been published regarding the high 
frequency noise characteristics of HBT devices. Chen et al. [69] have reported on the 
minimum noise figure of a InP/InGaAs HBT over a range of bias currents. The minimum 
noise figure, at a single bias condition, has also been reported by Asbeck et al. [6] and Kim 
et al. [70]. However, the overall high frequency noise characteristics of HBTs have not 
previously been described in detail. In this work it has been demonstrated that the high 
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frequency noise characteristics of HBTs can be modelled by using a popular BJT bias 
dependent noise model. 
One of the most significant original contributions presented in this paper Is in the 
area of noise source modulation. While some work has been done to model shot noise 
source modulation in diode and MESFET mixers [17, 22, 23], shot noise source 
modulation in bipolar transistors or HBTs has not been analyzed. In this work, Held's 
[17] and Dragone's [22] work on shot noise modulation in diodes was extended to the 
analysis of shot noise source modulation in HBTs. 
More significantly, this work represents the first in-depth analysis of flicker noise 
modulation in any device. This is especially significant in the analysis of the noise 
characteristics of oscillators where the upconversion of flicker noise is often the 
dominant noise source. The analysis presented in this paper indicates that noise source 
modulation is roughly as significant as circuit nonllnearities In upconverting flicker 
noise. The analysis of flicker noise modulation demonstrates that odd symmetrical 
oscillators such as those presented by Riddle and Trew [5], and Chen et al. [14] are 
ineffective in eliminating the upconversion of flicker noise. Odd-symmetrical 
oscillators may be capable of eliminating flicker noise upconversion due to device 
nonllnearities, but not due to noise source modulation. It is for this reason, that the 
results presented by Riddle did not cause a significant reduction in flicker noise 
upconversion and as discussed by Heam [15] the results of Chen et al. did not demonstrate 
that flicker noise upconversion is eliminated by using odd symmetrical topologies. 
This research also represents the first analysis of a HBT or bipolar transistor 
oscillator through the use of conversion matrix techniques. A number of diode and 
MESFET mixer circuits have been analyzed using conversion matrix techniques. 
However, to the authors knowledge, conversion matrix techniques have not previously 
been applied to HBT or BJT devices. In addition, this research represents the first in-
depth oscillator analysis which includes the effects of noise source modulation. The 
analysis of this phenomenon is expected to significantly Improve the understanding of 
noise frequency conversion effects in oscillators. This research may also be applied to a 
wide variety of other periodically driven nonlinear circuits such as mixers, limiters, 
frequency multipliers, phase detectors, and digital divider chains. 
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Finally, this research has achieved its ultimate goal of improving the accuracy of 
modeling and analyzing the noise characteristics of oscillators. The approach presented 
in this paper allows the noise contributions of individual noise sources in an oscillator to 
be isolated. This information cannot be obtained from measurement, and allows the 
circuit designer to more effectively reduce the noise levels within an oscillator. In 
addition, the approach is suitable for CAD applications and could potentially be used in 
numerical optimization appHcatlons. 
8.3. Direction of Future Work 
The work presented in this paper leads to several possible areas of future 
development. One very significant application for this work is the development of a CAD 
program to implement the analysis approach presented in this paper in an automated 
manner. Some of the state-of-the-art CAD programs such as LIBRA^M, are capable of 
implementing a harmonic balance algorithm with a conversion matrix analysis for the 
characterization of mixers. However, these CAD programs are not capable of combining a 
harmonic balance analysis of an oscillator with a conversion matrix analysis. In 
additions, these programs are not capable of analyzing the modulation of noise sources in 
any nonlinear periodically driven circuit. As a first step, noise source modulation, which 
was discussed in Section 7.1 could be accounted for in an existing CAD program. 
Ultimately, it would be desirable to develop a CAD program which would be capable of 
performing the entire procedure discussed in this paper as outlined in Section 3. 
Another obvious extension of this work is in the analysis of other types of 
oscillators, such as MESFET oscillators, or oscillators which contain crystal resonators. 
While the author has previously studied the noise characteristics of MESFEÎT oscillators 
(7], the modulation of noise sources within this type of oscillator has not been analyzed. 
Since MESFETs exhibit a very high level of flicker noise, the upconversion of flicker 
noise through noise source modulation in MESFET oscillators is of significant Interest. 
In addition, oscillators containing crystal resonators are often used for frequency 
standards where the phase noise performance is of critical Interest. Thus, the extension 
of this work to the analysis of crystal oscillators is also of significant interest. 
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The analysis of flicker noise modulation in mixers Is another area of significant 
interest. For mixers which have low intermediate frequencies, the noise performance of 
the mixer can be dominated by flicker noise. While the modulation of shot noise in diode 
mixers has been considered [17], the analysis of flicker noise modulation has not. The 
work presented in Section 7.1 could potentially be extended to analyze these effects. 
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APPENDIX A; OVERVIEW OF HARMONIC BALANCE ALGORITHMS 
A procedure which could potentially be used to optimize the noise characteristics of 
oscillators is discussed in Section 3. As part of this procedure a harmonic balance 
algorithm is required to perform a large signal simulation of the oscillator. A basic 
overview harmonic balance algorithms is given here. 
As shown in Figure A. 1, harmonic balance algorithms are implemented by 
separating a given circuit into linear and nonlinear sections. Interconnects are placed 
between these two sections to represent the topology of the circuit. Source and load ports 
are also connected. Initial estimates of the voltages Vi through VN, at the interface 
between the linear and nonlinear network, are made. Using these estimated voltages, the 
linear subcircuit is analyzed in the frequency domain and the currents Ii through IN 
which would be produced are determined. The nonlinear circuit is analyzed in the time 
domain using the estimated set of voltages and the currents which would be produced in 
the nonlinear network are calculated. The currents produced by the linear and nonlinear 
networks are then compared and used to produce an error function. Numerical 
techniques are used to iteratively converge to a set of voltages Vi through VN such that the 
currents produced by the linear and nonlinear networks are equal [13, 14). 
Linear 
Subcircult 
+ ^ 
YI pNLi 
l2 
+ 
Y2 pNL2 
• 
• 
• 
• 
Nonlinear 
Subcircuit 
+ ^ 
YN QNLN 
Figure A.1. Harmonic Balance Approach to Analyzing Nonlinear Circuits 
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The harmonic balance analysis technique results in several unique characteristics. 
The linear network can be represented as a multlport linear matrix; such as a Y-
parameter matrix. As a result, the linear network may be analyzed once, and the 
multlport matrix representation can be used on subsequent Iterations resulting in 
Improved numerical efficiency. However, since the linear network is analyzed in the 
frequency domain, only a finite number of frequencies can be analyzed. As the number of 
nonharmonically related frequencies in the circuit increases, the number mixing product 
frequencies increases rapidly. Accordingly, in most commercially available simulators 
the number of nonharmonically related frequencies is limited to three or less. 
For the analysis approach discussed in this research, harmonic balance algorithms 
have several advantages over time domain methods. Since the linear portion of the 
circuit is analyzed in the frequency domain, linear devices can be characterized by using 
S-parameters. This is extremely useful in modeling a number of linear and distributed 
components commonly used In oscillator circuits such as dielectric resonators or 
microstrip transmission lines. Equivalent circuit representations of these components 
are normally required In time domain simulators; most of which are only valid over a 
limited frequency range. A harmonic balance analysis is also compatible with the 
conversion matrix technique of analyzing circuits. (Conversion matrices are discussed 
in Section 5.) Many of the parameters which are required to generate conversion 
matrices are already determined in the harmonic balance algorithms. In addition, the 
frequency of oscillation in a harmonic balance analysis is known implicitly. If a time 
domain analysis is used, the frequency of oscillation must be calculated. 
While harmonic balance algorithms have some significant advantages, they also 
have some difficulty analyzing oscillators. These algorithms were Initially developed to 
analyze mixers and other periodically driven circuits. Accordingly, harmonic balance 
simulators are based on the assumption that the frequency of the Input signal Is known. 
In oscillators, the frequency of oscillation Is not predetermined and this can cause 
convergence problems. As noted by Mass (1301, "Because of this extra complexity, very 
few technical papers have addressed the harmonic-balance analysis of transistor 
oscillators." At present most commercially available harmonic balance simulators 
contain special algorithms and circuit elements which allow them to analyze oscillators. 
However, the analysis process in these simulators Is not completely automated. Is 
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somewhat cumbersome to use, and convergence problems are common. These problems 
are expected to be reduced as harmonic balance algorithms mature. 
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APPENDIX B: HBT SMALL SIGNAL LIBRA SIMULATION FILE 
The LIBRA circuit file which was used to simulate the small signal characteristics of 
the HBT is listed below. 
! DESCRIPTION: FIT A SMALL SIGNAL MODEL TO MEASURED HBT S-PARAMETERS 
! PURPOSE: DISSERTATION 
! AUTHOR: BRAD KRAMER 
DIM 
FREQGHZ 
RES OH 
IND PH 
CAP FF 
LNG UM 
TIME PS 
COND/OH 
ANG DEG 
VAR 
CCE1#0 19.29159 11000 
EQN 
CTCE1=CCE1*3.15 
CKT 
! gm 
VCCS 4 6 5 5 M=.05404361 A=0 R1=0 R2=0 F=0T=0 
! Rbe 
RES 4 5 R=3202.31339 
! Ro 
RES 6 5 R=231575.218 
! Rbc 
RES 4 6 R=8.6156E10 
CAP 4 5 cm 235.8494 1000 
IND 1 2 L=47.4 
IND 7 8 U41.2 
IND 9 0 L=70.3 
RES 5 9 R^.9 
RES 6 7 R^IO.8 
RES 2 3 R=3.2 
RES 3 4 R=5 
CAP 1 0 C=20.2 
CAP 2 7 C=1.5 
CAP 2 6 C^CTCEl 
CAP 3 6 C/^CEl 
CAP 6 0 C=15.3 
CAP 2 9 C=3.8 
CAP 7 9 C=5 
CAP 8 0 C=22.6 
DEF2P 1 8 HBTl 
S2PE 1 2 0 E2_2.S2P 
DEF2P 1 2 MEASl 
TERM 
ZOlOO 
PROC 
A=HBT1/MEASl 
OUT 
MEASl DB[S211 GRl 
HBTl DB[S211 GRl 
MEASl DB[S12I GR2 
HBTl DB[S121 GR2 
MEASl ANG[S21J GR3 
HBTl ANG[S211 GR3 
MEASl ANGIS12] GR3 
HBTl ANGIS12] GR3 
MEASl Sll SC2 
HBTl Sll SC2 
MEASl S22 SC2 
HBTl S22 SC2 
FREQ 
SWEEP 1 8 1 
SWEEP .5 4 .5 
OPT 
A DB[S211=0 10 
A ANG[S21]=0 
RANGE 1 8 
A DBIS 121=0 20 
A ANG[S121=0 
RANGE .15 4 
A DB[S221=0 100 
A ANG(S22J=0 
A DB[S111=0 100 
A ANG(S11]=0 
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APPENDIX C: OSCILLATOR LARGE SIGNAL SIMULATION FILES 
The circuit file listings which were used to simulate the large signal characteristics 
of the oscillator are given in this appendix. The SPICE circuit file listing is given below, 
followed by the listing which was used to simulate the oscillator in LIBRA. 
SPICE LISTING 
HBT OSCILLATOR MODEL 
* CIRCUIT FILE TO SIMULATE A HBT OSCILLATOR 
* BRAD KRAMER 
* DISSERTATION 
* 1/13/91 
» POWER SUPPLIES AND BIAS RESISTOR 
VPOS 1 0 PULSEd.S 2 .2E-9.2E-9 lE-9 9E-6 lOE-6) 
VNEG 4 0 DC -3.5 
RNEG 3 4 3000 
* FEEDBACK CAPACITANCE MODEL 
CI 2 9 20E-12 
LCI 16 9 .031E-9 
RCl 16 8 .3 
* SHUNT CAP PLUS PARASITIC COUPLING BETWEEN THE SHUNT CAP AND THE 
BYPASS CAP. 
C2 8 6 1.6E-12 
LC2 6 15 .28E-9 
RC2 15 0 .62 
* INDUCTOR MODEL. 
LLl 2 5 .992E-9 
RLIB 5 0 2523 
LI 5 0 10.7E-9 
CLl 5 7 .277E-12 
RLl 7 0 .3744 
• BONDWIRE INDUCTANCES 
LBWl 11 1 .89E-9 
LBW2 12 2 .89E-9 
LBW3 13 3 l.lE-9 
LBW4 13 8 .45E-9 
* HBT MODEL 
XI 11 12 13 HBT 
* HBT SUBCKT NC NB 
.SUBCKT HBT 4 1 
•INTERCONNECT PARASITICS 
LBP 1 2 47.4E-12 
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LCP 4 
LE? 8 
CBP 1 
CCP 4 
CBEP 2 
5 41.2E-12 
9 70.3E-12 
0 20.2E-15 
0 22.6E-15 
8 3.8E-15 
*HBT MODEL 
RB 
RC 
RE 
Q1 6 3 7 QHBT 
DCJC 
2 3 8.2 
5 6 10.8 
7 8 3.9 
2 6 DCBC 
* EMITTER CAPACITANCE MODEL 
EBE 10 0 3 7 1 
EBC 11 10 6 3 1 
VXl 11 12 DCO 
QC 12 10 0 QCGS 
VX2 10 13 DCO 
DTE 13 0 DCTE 
RGICl 3 14 100 
RGIC2 14 15 10000 
RGIC3 15 16 100 
VGICl 16 17 DCO 
HGIC 17 18 P0LY(3) VGICl VXl VX2 
CGIC 18 7 lE-12 
EGICl 16 7 3 15 1E12 
EGIC2 14 7 18 15 1E12 
.ENDS HBT 
.MODEL QHBT NPN(IS=5.452022380E-23 BF=100000 BR=1 NF=1.09344194 NR=1 
+ IKF=12.745778972E-3 VAF=480 ISE=5.826882581E-19 NE= 1.57667896496 
+ ISC=6.9093503746E-12 NC=1.88121031404TF=0 CJE=19.03E-15 VJE=1.55262 
+ MJE=.564668 CJC=21.46689E-15 VJC=.8740064 MJC=. 1832081 XCJC=1 FC=.99) 
.MODEL DCBCD(IS=0 CJO=67.622E-15 VJ=.87400639057 M=. 18320810795 FC=.99) 
.MODEL QCGS NPN(IS=5.041E-10 BF=1E6 BR=1E6 NF=2.707398 NR=2.739614 
VAF=2.20319) 
.MODEL DCTE D(IS=.7E-16 RS=6.6 N=l) 
.OPTIONS TNOM=40 
.OPTIONS NUMDGT=5 
.TEMP 40 
.TRAN .003N lOOON 996N .003N 
.OPTIONS ITL5=50000 
.OPTIONS ITL1=3000 
.PROBE V(l) V(2) V(3) I(LLl) I(Xl.RC) I(VPOS) I(VNEG) I(C2) I(C1) V(ll) V(12) V{13) 
+ KXl.VXl) KXl.RC) KX1.RB) KXl.RE) V(X1.8) V(X1.10) KXl.RGICl) IC(X1.QC) V(X1.10) 
+ V(X1.12) I(X1.VX2) 
.PRINTTRAN VCXl.3^1.7) V(X1.3^1.6) V(X1.3) V(X1.6) V(X1.7) V(X1.2) V(3) KXl.RB) 
+ KXl.VXl) KX1.VX2) 
.END 
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LIBRA LISTING 
! DESCRIPTION: HBT OSCILLATOR MODEL 
! PURPOSE: DISSERTATION 
! AUTHOR: BRAD KRAMER 
! DATE: 10/27/92 
DIM 
FREQ GHZ 
RES OH 
IND PH 
CAP FF 
LNG UM 
TIME NS 
COND /OH 
ANG DEC 
PWR DBM 
VOL V 
CUR A 
CKT 
RES R1 3 51 R=3000 
CAP 2 9 C=20000 
IND 16 8 L=31 
RES 16 9 R=.3 
CAP 8 6 C=1600 
IND 15 0 L=280 
RES 15 6 R=.62 
! INDUCTOR MODEL 
IND 2 5 L=992 
RES 5 0 R=2523 
IND 5 0 L=10700 
CAP 5 7 C=277 
RES 7 0 R=.3744 
! BONDWIRE INDUCTANCES 
IND 11 50 L=890 
IND 12 2 L=890 
IND 13 3 L=1100 
IND 13 8 L=450 
HBT MODEL 
INTERCONNECT PARASITICS 
IND 12 14 L=47.4 
IND 11 15 L=41.2 
IND 30 16 L=70.3 
CAP 12 0 C=20.2 
CAP 11 0 C=22.6 
CAP 14 16 C=3.8 
CONTACT RESISTANCES 
RES 14 17 R=8.2 
176 
I 
RES 
RES 
15 
16 
18 
19 
R=10.8 
R=3.9 
! ADD CAPACITANCE FOR THE BASE-EMITTER DIFFUSION CAPACITANCE 
CAP 17 19 C=54 
GUMMEL-POON TRANSISTORS MODEL 
S2PA_QHBT 
S1PA_DCBC 
OSCTEST 30 
DEFIP 101 
17 
14 
13 
VTO 
18 
18 
101 
19 
102 
[MODEL=HBTI 
IMODEL=DCBCl 
MODEL 
HBT 
DCBC 
SOURCE 
NPN IS=5.45202E-23 BF=100000 BR=1 NF= 1.093442 NR=1 & 
IKF=12.745779E-3 VAF=480 ISE=5.82688E-19 NE= 1.576679 & 
ISC=6.90935E-12 NC=1.88121 CJE=19.030FF VJE=1.55262 & 
MJE=.564668 CJC=21.4669FF VJC=.87401 MJC=. 18321 XCJC=1 & 
FC=.99 TF=.79E-12 
D IS=0 CJO=67.622FF VJ=.87401 M=. 18321 FC=.99 
VTO VS VPOS 50 0 DC=2.0 
VTO VS_VNEG 51 0 DC=-3.5 
VTO P PIN 103 0 P^PWR 
VTO RES RIN 103 101 R=50 
VTO RES RSAMP 102 0 R=50 
F/\F1 R/\RES RIN 
FREQ 
STEP 
NH=7 
1.08 
POWER 
STEP 7.0 
OUTVAR 
VIN=VrO VFC 101 0 Hl=l 
VFB=VTO VFC 102 0 Hl=l 
OUTEQN 
R=VFB/VIN 
OUT 
OUTEQN 
OUTEQN 
VTO 
VTO 
VTO 
MAGIR] 
ANGIR] 
V_VOUT 
PS_PSPEC 
PS PSPEC 
GR2 
GR2A 
30 0 
30 0 
30 0 
GR3 
R=RES R1 
R=RES R1 
SCN 
GR4 
GRID 
POWER 
GR2 
GR2A 
TIME 
5 10 1 
0 4 1 
-2 2 .5 
0 1 .1 
GR3 -3 
FREQ 0 
GR4 -80 
HBCNTL 
SAMPLE=2 
OSCNODE=30 
OSCVOLT=-l.l 
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APPENDIX D: LIBRA CONVERSION NETWORK CIRCUIT FILES 
The LIBRA circuit files which were used to generate a conversion matrix 
representation of the oscillator are given in this appendix. The first circuit file which is 
listed is the main circuit file which represents the overall oscillator. It was used to 
determine the conversion Impedance of a given noise source from the location of the 
noise source in the oscillator to the oscillator output. This main circuit file calls up 
numerous data files which contain the conversion matrix representation of each of the 
oscillator elements in S-parameter form. The circuit files which were used to generate the 
conversion matrix data files are then listed after the main circuit file. Only one circuit 
file for each type of nonlinear component is listed since these files are very similar. For 
example, the only file given to generate the conversion matrix for a nonlinear capacitor 
is that for Cbe. However, the circuit files for the other nonlinear capacitors may easily be 
generated by simply changing the Fourier coefficients in the variable block. 
LIBRA Circuit File Listing for the Overall Oscillator 
! FILE NAME: HBTOSC.CKT 
! DESCRIPTION; THIS CIRCUIT IS USED TO REPRESENT THE OVERALL OSCILLATOR 
! AUTHOR; BRAD KRAMER 
DIM 
FREQHZ 
RES OH 
BMD PH 
CAP FF 
LNG UM 
TIME PS 
COND /OH 
ANG DEG . 
VAR 
! MEET THE OSCILLATOR CONDITON BY USING A VARIABLE IMPEDANCE 
XM#0.10097 100 
XA#-180 59.16304 180 
EQN 
MXA=-XA 
CKT 
S10P_CBCE 11 13 21 23 31 33 41 43 51 53 CBCE 
SlOP CBCI 12 13 22 23 32 33 42 43 52 53 CBCI 
RES 11 12R=8.2 
RES 2122R=8.2 
RES 3132RP8.2 
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RES 4142R=8.2 
RES 5152R?=8.2 
SIOP.GBE 12 14 22 24 32 34 42 44 52 54 QBE 
S10P_CBE 12 14 22 24 32 34 42 44 52 54 CBE 
S 15P_GM 12 14 13 22 24 23 32 34 33 42 44 43 52 54 53 GM 
S10P_GO 13 14 23 24 33 34 43 44 53 54 GO 
S1P_CTM2 13 0 CTM2B 
SlP.CTMl 23 0 CTMIB 
SIP.CTO 33 0 CTOB 
SlP.CTl 43 0 CTIB 
S1P_CT2 53 0 CT2B 
S2P_RNM2B 11 14 0 RNM2B 
S2P_RNM1B 61 24 0 RNMIB 
S2P_RN0B 31 34 0 RNOB 
S2P_RN1B 81 44 0 RNIB 
S2P_RN2B 51 54 0 RN2B 
! THE FOLLOWING ELEMENTS ARE USED TO DETERMINE THE TRANSINPEADANCE 
! OF A GIVEN NOISE SOURCE. 
VCCS 41 41 81 81 M'^XM A^XA R1=0 R2=0 F=0 T=0 
VCCS 21216161 M'^XMA^MXAR1=0R2=0F=0T=0 
CCCS 90 52 0 51 M=1 A=180 R1=0 R2=0 F=0 T=0 
CCCS 91 12 0 11 M=1 A=180R1=0R2=0F=0T=0 
DEF4P 90 44 91 24 CN 
TERM 
! SET ZO TO BE ON THE ORDER OF THE COMPONENT IMPEDANCES. 
Z0=1000 
OUTVAR 
! X11=CN Sll 
! X12=CN S12 
! X21=CN S21 
! X22=CN S22 
OUTEQN 
! ERR=(X12-1)*{X21-1)-X11*X22 
OUT 1 
! OUTEQN MAG[ERR1 
! CN MAGISll] 
! CN ANGlSll] 
! CN MAGIS121 
! CN ANGIS121 
! CN MAGIS211 
! CN ANG(S211 
! CN MAGIS221 
! CN ANGIS221 
CN MAG(Z111 
CN ANGlZll] 
CN MAGIZ121 
CN ANGIZ12) 
CN MAGIZ211 GRl 
CN ANGIZ211 
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CN MAG[Z221 
CN ANGIZ22] 
FREQ 
ESWEEP 1 1E8 33 
OPT 
! RANGE 1 1 1 
! OUTEQN MAG[ERRI=0 
LIBRA Circuit File Listing for a Time Varying Conductance 
! FILE NAME: CNGBE.CKT 
! DESCRIPTION: GENERATES A CONVERSION NETWORK FOR A TIME VARYING 
! CONDUCTANCE 
! AUTHOR: BRAD KRAMER 
DIM 
FREQ HZ 
RES OH 
IND PH 
CAP FF 
LNG UM 
TIME PS 
COND/OH 
ANG DEG 
VAR 
! ENTER THE FOURIER COEFFICIENTS OF THE TIME VARYING CONDUCTANCE BELOW. 
G0=.219187E-3 
Gl=.169314E-3 
G2=.083303E-3 
G3=.0270486E-3 
G4=.00803887E-3 
Al=-92.4625 
A2=170.002 
A3=57.3441 
A4=-92.7523 
EQN 
R0=1/G0 
MA1=-A1 
MA2=-A2 
MA3=-A3 
MA4=-A4 
CKT 
! GENERATE CURRENT THROUGH THE-2 PORT 
RES 1 11 R^RO 
VCCS 2 1 12 11 M^Gl A-^MAl R1=0 R2=0 F=0 T=0 
VCCS 3 1 13 11 MAG2 A'^MA2 R1=0 R2=0 F=0 T=0 
VCCS 4 1 14 11 M-^GS A^MA3 R1=0 R2=0 F=0 T=0 
VCCS 5 1 15 11 M/X34 AAMA4 R1=0 R2=0 F=0 T=0 
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! GENERATE CURRENT THROUGH THE -1 PORT 
VCCS 1 2 11 12 M^l A^Al R1=0 R2=0 F=0 T=0 
RES 2 12 R/\RO 
VCCS 3 2 13 12 M^Gl A^MAl R1=0 R2=0 F=0 T=0 
VCCS 4 2 14 12 M^G2 A/\MA2 R1=0 R2=0 F=0 T=0 
VCCS 5 2 15 12 M/\G3 A^MA3 R1=0 R2=0 F=0 T=0 
GENERATE CURRENT THROUGH THE 0 PORT 
VCCS 1 3 11 13 M/X32 A^A2 R1=0 R2=0 F=0 T=0 
VCCS 2 3 12 13 M^l A'^Al R1=0 R2=0 F=0 T=0 
RES 3 13 R/\RO 
VCCS 4 3 14 13 M/\G1 A'^MAl R1=0 R2=0 F=0 T=0 
VCCS 5 3 15 13 M^G2 A/\MA2 R1=0 R2=0 F=0 T=0 
GENERATE CURRENT THROUGH THE 1 PORT 
VCCS 1 4 11 14 M-XjS A^A3 R1=0 R2=0 F=0 T=0 
VCCS 2 4 12 14 M^2 A^A2 R1=0 R2=0 F=0 T=0 
VCCS 3 4 13 14 M/X31 A^Al R1=0 R2=0 F=0 T=0 
RES 4 14 R-^RO 
VCCS 5 4 15 14 M/\G1 A^MAl R1=0 R2=0 F=0 T=0 
GENERATE CURRENT THROUGH THE 2 PORT 
VCCS 1 5 11 15 MAG4 A^A4 R1=0 R2=0 F=0 T=0 
VCCS 2 5 12 15 M/X)3 A^A3 R1=0 R2=0 F=0 T=0 
VCCS 3 5 13 15 M/X32 A^A2 R1=0 R2=0 F=0 T=0 
VCCS 4 5 14 15 M^l A-^Al R1=0 R2=0 F=0 T=0 
RES 5 15 R/\RO 
DEFIOP 111 2 12 3 13 4 14 5 15 CM GBE 
TERM 
Z0=1000 
OUT 
CM Sll 
CM S21 
CM S12 
CM S31 
FREQ 
ESWEEP.l 1E8 2 
LIBRA Circuit File Listing for a Time Varying Transconductance 
! FILE NAME: CNGM.CKT 
! DESCRIPTION: GENERATE CONVERSION NETWORK FOR A TIME VARYING 
! TRANSCONDUCTANCE 
! AUTHOR: BRAD KRAMER 
DIM 
FREQHZ 
RES OH 
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IND PH 
CAP FF 
LNG UM 
TIME PS 
COND /OH 
ANG DEG 
VAR 
! ENTER THE FOURIER COEFF. OF THE TIME VARYING TRANSCONDUCTANCE BELOW. 
G0=.0220662 
Gl=.0181321 
G2=.0100597 
G3=.00360251 
G4=.000975367 
Al=-93.0831 
A2=170.231 
A3=61.9119 
A4=-89.0565 
EQN 
MA1=-A1 
MA2=-A2 
MA3=-A3 
MA4=-A4 
CKT 
! GENERATE CURRENT THROUGH THE -2 PORT 
M/X30 R1=0 R2=0 F=0 T=0 
M^Gl A-^MAl R1=0 R2=0 F=0 T=0 
M/\G2 A^MA2 R1=0 R2=0 F=0 T=0 
M^G3 A^MA3 R1=0 R2=0 F=0 T=0 
MAG4 A^MA4 R1=0 R2=0 F=0 T=0 
VCCS 1 101 11 11 
VCCS 2 101 12 11 
VCCS 3 101 13 11 
VCCS 4 101 14 11 
VCCS 5 101 15 11 
! GENERATE CURRENT THROUGH THE -1 PORT 
M-^Gl A^Al R1=0 R2=0 F=0 T=0 
M/X30 A=0 R1=0 R2=0 F=0 T=0 
M^Gl A-^MAl R1=0 R2=0 F=0 T=0 
M^G2 A'^MA2 R1=0 R2=0 F=0 T=0 
M^G3 A'^MAS R1=0 R2=0 F=0 T=0 
VCCS 1 202 11 12 
VCCS 2 202 12 12 
VCCS 3 202 13 12 
VCCS 4 202 14 12 
VCCS 5 202 15 12 
! GENERATE CURRENTTHROUGH THEO PORT 
M^G2 A'^A2 R1=0 R2=0 F=0 T=0 
M/^Gl A^Al R1=0 R2=0 F=0 T=0 
M^ ApK) R1=0 R2=0 F=0 T=0 
M'^Gl A^MAl R1=0 R2=0 F=0 T=0 
M^G2 A'^MA2 R1=0 R2=0 F=0 T=0 
VCCS 1 303 11 13 
VCCS 2 303 12 13 
VCCS 3 303 13 13 
VCCS 4 303 14 13 
VCCS 5 303 15 13 
! GENERATE CURRENT THROUGH THE 1 PORT 
VCCS 1 404 11 14 M-^GS A^A3 R1=0 R2=0 F=0 T=0 
VCCS 2 404 12 14 M^G2 A^A2 R1=0 R2=0 F=0 T=0 
VCCS 3 404 13 14 M-^Gl A^Al R1=0 R2=0 F=0 T=0 
VCCS 4 404 14 14 A=0 R1=0 R2=0 F=0 T=0 
VCCS 5 404 15 14 M^Gl A-^MAl R1=0 R2=0 F=0 T=0 
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! GENERATE CURRENT THROUGH THE 2 PORT 
VCCS 1 505 11 15 M^G4 A'^A4 R1=0 R2=0 F=0 T=0 
VCCS 2 505 12 15 M'^Ga A^A3 R1=0 R2=0 F=0 T=0 
VCCS 3 505 13 15 M^G2 A^A2 R1=0 R2=0 F=0 T=0 
VCCS 4 505 14 15 M^Gl A^Al R1=0 R2=0 F=0 T=0 
VCCS 5 505 15 15 M^X^O A=0 R1=0 R2=0 F=0 T=0 
DEF15P 1 11 101 2 12 202 3 13 303 4 14 404 5 15 505 CM GM 
TERM 
Z0=1000 
OUT 
CM Sll 
CM S21 
CM S12 
CM S31 
FREQ 
ESWEEP.l 1E8 2 
LIBRA Circuit File Listing for a Time Varying Capacitance 
! FILE NAME: CNCBE.CKT 
! DESCRIPTION: GENERATE CONVERSION NETWORK FOR A TIME VARYING 
! CAPACITANCE 
! AUTHOR; BRAD KRAMER 
DIM 
FREQ HZ 
RES OH 
IND PH 
CAP FF 
LNG UM 
TIME PS 
COND /OH 
ANG DEG 
VAR 
! ENTER THE FOURIER COEFF. OF THE TIME VARYING CAPACITANCE BELOW (PF). 
C0=. 124329 
Cl=.0275469 
C2=.00354617 
C3=.00147748 
C4=.000895998 
Al=-89.3928 
A2= 152.969 
A3=-29.6182 
A4=-159.816 
! SET FO TO THE FUNDAMENTAL HARMONIC OF THE LARGE SIGNAL (THZ) 
F0=.001082477523 
EQN 
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MA1=-A1 
MA2=-A2 
MA3=-A3 
MA4=-A4 
Wl=2*3.14159265359*F0 
W2=4*3.14159265359»F0 
CKT 
! GENERATE CURRENT THROUGH THE -2 PORT 
VCCS 1 101 11 111 M-XTO A?:0 R1=0 R2=0 F=0 T=0 
VCCS 2 101 12 111 M'^Cl A/\MA1 R1=0 R2=0 F=0 T=0 
VCCS 3 101 13 111 M^C2 A^MA2 R1=0 R2=0 F=0 T=0 
VCCS 4 101 14 111 M^C3 A^MA3 R1=0 R2=0 F=0 T=0 
VCCS 5 101 15 111 MAC4 A^MA4 R1=0 R2=0 F=0 T=0 
CCCS 151 1 101 11 M'^W2 A=-90 R1=0 R2=0 F=0 T=0 
IND 151 111 L=1 
VCCS 111 1 151 11 M=1 A=0 R1=0 R2=0 F=0 T=0 
! GENERATE CURRENT THROUGH THE -1 PORT 
112 M-^Cl A'^Al R1=0 R2=0 F=0 T=0 
112 A=0 R1=0 R2=0 F=0 T=0 
112 M^Cl A'^MAl R1=0 R2=0 F=0 T=0 
112 M/^C2 A^MA2 R1=0 R2=0 F=0 T=0 
112 M^C3 A^MA3 R1=0 R2=0 F=0 T=0 
12 M'^Wl A=-90 R1=0 R2=0 F=0 T=0 
L=1 
12 M=1 A=0 R1=0 R2=0 F=0 T=0 
VCCS 1 102 11 
VCCS 2 102 12 
VCCS 3 102 13 
VCCS 4 102 14 
VCCS 5 102 15 
CCCS 152 2 102 
IND 152 112 
VCCS 112 2 152 
! GENEIRATE CURRENT THROUGH THE 0 PORT 
VCCS 1 103 11 113 M^C2 A^A2 R1=0 R2=0 F=0 T=0 
VCCS 2 103 12 113 M^Cl A'^Al R1=0 R2=0 F=0 T=0 
VCCS 3 103 13 113 M^O A=0 R1=0 R2=0 F=0 T=0 
VCCS 4 103 14 113 M^Cl A^MAl R1=0 R2=0 F=0 T=0 
VCCS 5 103 15 113 M'^C2 A'^MA2 R1=0 R2=0 F=0 T=0 
IND 103 113 L=1 
VCCS 113 3 103 13 M=1 A=0 R1=0 R2=0 F=0 T=0 
! GENERATE CURRENT THROUGH THE 1 PORT 
VCCS 1 104 11 114 M^C3 A^A3 R1=0 R2=0 F=0 T=0 
VCCS 2 104 12 114 M/\C2 A^A2 R1=0 R2=0 F=0 T=0 
VCCS 3 104 13 114 M^Cl A'^Al R1=0 R2=0 F=0 T=0 
VCCS 4 104 14 114 M^O A=0 R1=0 R2=0 F=0 T=0 
VCCS 5 104 15 114 M/^Cl A^MAl R1=0 R2=0 F=0 T=0 
CCCS 154 4 104 14 M^Wl A=90 R1=0 R2=0 F=0 T=0 
IND 154 114 1^1 
VCCS 114 4 154 14 M=1 A=0 R1=0 R2=0 F=0 T=0 
! GENERATE CURRENT THROUGH THE 2 PORT 
115 M^C4 A/\A4 R1=0 R2=0 F=0 T=0 
115 M^C3 A'^AS R1=0 R2=0 F=0 T=0 
115 M/\C2 A^A2 R1=0 R2=0 F=0 T=0 
115 M/\C1 A/\A1 R1=0 R2=0 F=0 T=0 
115 M^O A=0 R1=0 R2=0 F=0 T=0 
15 M'^W2 A=90 R1=0 R2=0 F=0 T=0 
VCCS 1 105 11 
VCCS 2 105 12 
VCCS 3 105 13 
VCCS 4 105 14 
VCCS 5 105 15 
CCCS 155 5 105 
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IND 155 115 L=1 
VCCS 115 5 155 15 M=1 A^O R1=0 R2=0 F=0 T=0 
DEFIOP 111 2 12 3 13 4 14 5 15 CM CBE 
TERM 
Z0=1000 
OUT 
CM Sll 
CM S21 
CM S12 
CM S31 
FREQ 
ESWEEP.l 1E8 37 
Linear Network Listings at the Baseband Sideband Frequency 
! DESCRIPTION: GERNATE CONVERSION MATRICIES FOR THE LINEAR 
! COMPONENTS AT THE BASE BAND FREQUENCY. 
! AUTHOR: BRAD KRAMER 
DIM 
FREQ HZ 
RES OH 
IND PH 
CAP FF 
LNG UM 
TIMENS 
COND /OH 
ANC DEG 
PWR DBM 
VOL V 
CURA 
CKT 
RES 18 0 R?=3000 
CAP 10 13 C=20000 
RES 13 14 R=.3 
IND 14 15 L=31 
CAP 15 16 C=1600 
RES 16 17 R=.62 
Esro 17 0 L=280 
! INDUCTOR MODEL 
IND 10 11 L=992 
RES 11 0 Rp2523 
IND 11 0 L=10700 
CAP 11 12 C=277 
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RES 12 0 R=.3744 
! BONDWIRE INDUCTANCES 
IND 9 10 L=890 
IND 19 18 I^llOO 
IND 15 19 D=450 
! INTERCONNECT PARASITICS 
IND 9 6 L=47.4 
IND 19 8 L=70.3 
CAP 9 0 C=20.2 
CAP 6 8 C=3.8 
! EMITTER CONTACT RESISTANCE 
RES 8 7 R=3.9 
DEF2P 6 7 RN RNO 
! COLLECTOR TERMINATION IMPEDANCE 
IND 1 0 L=890 
IND 1 2 U41.2 
CAP 1 0 C=22.6 
RES 2 3 R=10.8 
DEFIP 3 CT CrO 
TERM 
20=1000 
FREQ 
ESWEEP.l 1E8 37 
OUT 
RN Zll 
RN Z12 
RN Z21 
RN Z22 
Linear Network Listings at the First Harmonic Sideband Frequency 
! DESCRIPTION: GERNATER CONVERSION MATRICIES FOR THE LINEAR 
! COMPONENTS AT THE FIRST HARMONIC. 
! AUTHOR: BRAD KRAMER 
DIM 
FREQ HZ 
RES OH 
IND PH 
CAP FF 
LNG UM 
TIME NS 
COND /OH 
ANG DEG 
PWR DBM 
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VOLV 
CURA 
CKT 
RES 18 0 R=30{X) 
CAP 10 13 C=20000 
RES 13 14 R=.3 
IND 14 15 L=31 
CAP 15 16 C=1600 
RES 16 17 R=.62 
IND 17 0 L=280 
! INDUCTOR MODEL 
IND 10 11 L=992 
RES 11 0 R=2523 
IND 11 0 L=10700 
CAP 11 12 C=277 
RES 12 0 F^.3744 
! BONDWIRE INDUCTANCES 
IND 9 10 L=890 
IND 19 18 L=1100 
IND 15 19 L=450 
! INTERCONNECT PARASITICS 
IND 9 6 1^47.4 
IND 19 8 L=70.3 
CAP 9 0 0=20.2 
CAP 6 8 C=3.8 
! EMITTER CONTACT RESISTANCE 
RES 8 7 R=3.9 
DEF2P 6 7 RN RNl 
! COLLECTOR TERMINATION IMPEDANCE 
IND 1 0 b=890 
IND 1 2 1^41.2 
CAP 1 0 C=22.6 
RES 2 3 R=10.8 
DEFIP 3 CT Cri 
TERM 
20=1000 
FREQ 
! NOTE - FREQUENCIES MUST BE CHANGED BACK TO BASE BAND FREQUENCIES IN 
! THE DATA FILES. 
STEP 1082477523.1 1082477523.18 1082477523.32 1082477523.56 
STEP 1082477524 1082477524.78 1082477526.16 1082477528.62 
STEP 1082477533 1082477540.78 1082477554.62 1082477579.23 
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STEP 1082477623 
STOP 1082478523 
STEP 1082487523 
STEP 1082577523 
STEP 1083477523 
STEP 1092477523 
STEP 1182477523 
OUT 
RN Sll 
RN S21 
RN S12 
RN S22 
1082477700.83 
1082479301.28 
1082495305.79 
1082655350.94 
1084255802.41 
1100260317.10 
1082477839.23 
1082480685.28 
1082509145.78 
1082793750.77 
1085639800.66 
1114100299.60 
1082478085.34 
1082483146.41 
1082533757.13 
1083039864.33 
1088100936.25 
1138711655.52 
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APPENDIX E; EXPRESSIONS FOR AM AND PM NOISE SPECTRUMS 
When discussing the output spectrum of an oscillator, it is customary to describe it 
in terms of it amplitude modulated (AM) and phase modulated (PM) spectrum. The AM 
spectrum is the part of the spectrum which effects the amplitude of a signal. For example, 
if a sinusiodal signal, cosfcoo t + (t)o], is amplitude modulated, it can be described as, 
fAM(t) = C (1 + a coslcom t + <^a]} cos[cOo t + (|)o) (E. 1) 
fAM(t) = C COS[COO t + (|)ol + ^ cosKcOo + WiTi)t + <t)o + «l'ai + ^ cos[(ci)o - oWt + (|)o - (E.2) 
In the above equation, a is referred to as the amplitude modulation index. If the 
same sinusiodal signal is phase modulated Instead, it can be described as, 
fpM(t) = C {cos[cOo t + (j>o + P cos((Om t + <t»p)l} (E.3) 
fPM(t) = C {cos[û3o t + (|)ol cos[pcos((Oni t + (j)p)l - slnfcjot + (()ol sinfp cos(cOnit + <l>p)l) (E.4) 
In the above equation, p is referred to as the phase modulation index. If the value of 
P is much less than 1, then the approximations given by Equations E.5 and E.6 may be 
applied. 
cos[pcos(ci)in t + (t>p)l = 1 (E.5) 
slnip cos((Oint + <|)p)] = p cos{(Dnit + (t>p) (E.6) 
Combining Equations E.4 through E.6, the output spectrum of a phase modulated 
signal may be approximated as, 
fpM(t) = C (coslcoo t + (t)ol - sin[coot + W P C0s((0int + <))p)). (E.7) 
fpM(t) = C cos[(Oo t + (j)ol + ^ cos[((Oo + C0ni)t + <t>o + <l>p + COSKcOQ - CùnJt + (|)o - <t)p - |l 
(E.8) 
Equations E.2 and E.8 demonstrate that for small modulation indexes, the output 
spectrums of the AM and PM signals will be similar with the exception of a 180° phase 
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shift between the upper and lower sidebands. For example, if (|)o and (])& are set to zero and 
(t)p is set to -ir/2, then the AM and PM output spectrums which result from Equations E.2 
and E.8 are shown in phasor form below. Note that the upper and lower sidebands of the 
phase modulated signal are 180° out of phase. If the values of <|)o. <l)a. and (tip are adjusted, 
then nearly any phase relationship between the amplitude and phase modulated signals 
may be obtained. In addition, if a signal is simultaneously amplitude and phase 
modulated, then it is possible to get any relationship between both the amplitude and 
phase of the output sidebands. For example, if the modulation indexes a and p are equal, 
and the spectrums shown in Figure E. 1 are summed, then the upper sideband of the output 
will double in amplitude and the lower sideband will be zero. 
i • 
1-#. f(Hz) ^ f(Hz) 
(a) AM Signal (b) PM Signal 
Figure E. 1. Spectral Components of an Amplitude and Phase Modulated Signal 
Note that the signal in Equations E.2 and E.8 is modulated by a sinusiodal function. 
However, these equations can also be used to describe a signal which is modulated by 
noise. As discussed by Rice [115] any noise source can be described as a continuous 
spectrum of sinusiods. This follows directly from the concept of spectral density. Any 
noise source can be thought of as the summation of an infinite number of sinusiods with 
random phase angles and rms amplitudes equal to the spectral density function. Or as 
expressed by Rice, a given noise voltage source can be expressed as, 
u(t) = lim % V2 Sv(fn) Af cos(2 Ttfn t - (t)n). (E.9) 
n=0 
where fn = nAf (E.IO) 
In Equation E.9, is a random phase angle which Is uniformly distributed between 
±71. The function Sv(fn) is the power spectral density of the noise voltage as a function of 
frequency and has units of V^/Hz. In other words, the function Sv(fn) determines strength 
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of the noise source at a given frequency. The 2 under the radical in Equation E.9 accounts 
for the fact that the square root of Sv(fn) is an rras value, while the entire function under 
the radical is the peak value of the cosine function. Often in describing a noise source it is 
useful to consider its spot noise. The spot noise refers to a noise signal at a single 
frequency per unit frequency. Thus the spot noise of the signal given in Equation E.9 at 
10 Hz is ^2 Sv{10) Af cos(20 TI t + (j)). 
Equations E.2, E.8, and the above discussion can be used to describe a signal which 
is simultaneously amplitude and phase modulated by a noise source. For simplicity, only 
the spot noise at an arbitrary modulation frequency will be analyzed. This provides all of 
the required information since the spot noise source can be swept through a span of 
frequencies to generate an entire oscillator spectrum. Thus, a signal which is 
simultaneously amplitude and phase modulated by a spot noise source may be expressed 
as, 
Itt) = Vs Vx cos[coo t + (t)ol + V2 ea cos[mut + «k + «tbl + Vz cos[cûit + (l)o - <t>a) 
+ >/2 ep cos[cout + (t»o + <l>p + |l - V2 gp cos(£oi t + ((>0 - (j)p (E.l 1) 
In the above equation, Ca and ep are positive real ramdom variables which are equal 
to V Sv(f) Af and have units of V . Cq represents the rms value of the spot noise voltage at 
the upper and lower sidebands which results from amplitude modulation, ep represents 
the rms value of the spot noise voltage at the upper and lower sidebands which results 
from phase modulation. In other words, the noise voltage associated with Ca amplitude 
modulates the signal while that associated with ep phase modulates the signal. 
Note that Equation E. 11 Implies that the phase modulation index is much less than 
1, which as Indicated by Equation E.8, Implies that the sideband signals are much less 
than 0.5 of the carrier signal. This will be satisfied in any oscillator for significant offset 
frequencies since the sideband noise will be much less than the carrier power. For noise 
extremely close to the carrier frequency, this approximation may not be valid. 
Equation E. 11 may be used to calculate the rms spot noise levels at the upper and 
lower sidebands given the levels of the AM and PM noise voltages. However, this Is not 
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what Is desired. Instead, it is desirable to express the AM and PM voltages in terms of the 
voltages at the upper and lower sidebands. These expressions will now be derived. 
Equation E. 11 demonstrates that if a signal is amplitude and phase modulated, 
upper and lower sidebands result. From this equation, the voltages at the upper and lower 
sidebands may be expressed in phasor form as, 
gg/t'u = %/|)o + 4)a + Gp/"^o + 4)p + § (E-12) 
Gf = eg - (|)a ' gp / ttio ~ 't'p " 9 • (E.13) 
multiplying both sides of Equations E.12 and E.13 by 1 /-ifp , 
gg/^u '4*0 = %/4)a gp /'I'p 9 (E.14) 
q /In - 4)0 = eg /-(|)a - Bp /-(tip - f (E.15) 
Adding and subtracting the complex conjugate of Equation E.15 from E.14, the 
spectral densities of the noise voltages which create AM and PM noise are given by, 
eg/4ia = (gg Au - 'l>o +ei/i^o- (j)! }/2 (E.16) 
Bp/^p = {gg/4)u - 4)0 - 9 - g[/ 4)o - 4)1 " 9 }/2 (E.17) 
Equations E. 16 and E. 17 give the AM and PM noise voltage levels as a function of the 
noise voltage which is present at the upper and lower sidebands. The voltages at the upper 
and lower sidebands can be related to the large-signal-small signal analysis which was 
developed in Section 5. From Equation 5.7, the amount of noise voltage which is present 
at the upper sideband of the first harmonic is given by, 
v(t) = ^ [Vn el +Vn e'J 
V 2  
v{t) = V^|Vn| cos[cOut+/Vn ]. (E.19) 
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Equation E.18 was obtained from the analysis in Section 5. In this analysis, the 
relationships between the incremental currents and voltages within nonlinear 
components were described. Accordingly, Vn represents the rrns value of a phasor at a 
given oscillator sideband. In Section 7 phasors of the spot noise voltages within the 
oscillator are used for the phasors Vn. Thus, by definition. 
gu/l>u =Vl (E.20) 
ei/<^\ =V.i (E.21) 
or, taking the complex conjugate of the above equation, 
eiU[ =V-i (E.22) 
In Equations E.20 through E.22 Vi and V-i are phasors of the rms values of the spot 
noise voltage sinusoids at the oscillator output. Combining Equations E.16, E.17, E.20, 
and E.22, 
eg/^a = (Vl/-(|)o + V.l/4)o }/2 (E.23) 
and, epAp ={Vl/-'l'o-j -V-l/<i)o-j 1/2 (E.24) 
The above expressions be used to describe the single-sideband phase noise and 
amplitude noise of the modulated signal. The single sideband phase noise of a signal can 
be defined as (34] "the ratio of the power in one phase modulated sideband (at an offset fm 
away from the carrier) to the total signal power." Thus, from this definition and 
Equations E. 11, E.23, and E.24, the single sideband phase noise at the output of the 
oscillator is given by, 
(I ^ out 11 + I Veut. 11 " 2 Re[Vouti Vout-i/-2 (t)o 
SSBpM = =— ! ' (E.25) 
I Vx| 4 ] V x |  
(Vouti + ^Vqum " 2 Re{^Vouti Vput-i ) /•2 i|)o } 
SSBpM = — ^ I 1^ (E.26) 
4 Vx 
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where Vputi and Vout-i are defined as the values of Vi and V-i at the output of the 
oscillator. In other words, Vouti and Vout-i the values of the spot noise voltages at the 
upper and lower sidebands of the oscillator output. (See Figure 5.5.) 
In a similar manner, the amplitude modulation spectrum and cross correlation 
spectrum between the AM and PM noise can be derived. 
In Equations E.25 through E.28, Vouti and Vout-i are phasors of the rms values of the 
spot noise voltage sinusoids at the oscillator output and Vx is the rms value of the carrier 
sinusoid at the first harmonic. Equations E.25 through E.27 are very useful in 
characterizing the spectrum of any signal which has been developed through the use of a 
conversion network analysis. The results of the analysis can be used to determine the 
values of Vouti and Vout-i and the cross correlation between these two variables across a 
given pair of nodes. In addition, Vx is simply the rms amplitude of the voltage which 
exists across the the same pair of nodes under large signal conditions. This amplitude 
can be obtained from the results of a large signal simulation such as that described in 
Section 4. Thus, by combining the results of a conversion matrix analysis with 
Equations E.25 through E.28, the spectrums of a signal within a nonlinear circuit can be 
determined. 
SSBAM = (E.27) 
SSBAM-PM = 
{Sa^) J 1 Vouti^ " J ^Vout-i Yjut-i^ ^ Vout-i ) /-2 (j)o } 
"i—r?" = i—pT 
Vx p 4 Vx P 
(E.28) 
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APPENDIX F: QUADRATURE METHOD OF PHASE NOISE MEASUREMENT 
The phase noise performance of the microwave characterized in this research was 
measured using both the quadrature method and the direct spectrum method. The basic 
theory behind the quadrature method is described in this appendix. This derivation is 
based on the results presented in [34] and [101]. The direct spectrum method is also briefly 
discussed at the end of this section. However, the main emphasis of this section is related 
to the quadrature method of measuring phase noise. 
A block diagram of the measurement system which is used to implement the 
quadrature method is shown in Figure F. 1. The oscillator signal which is to be 
characterized is fed into a splitter. One of the signals out of the splitter is fed through a 
long delay line into a double balanced mixer, while the other signal out of the splitter is 
fed directly into the double balanced mixer. If the length of the delay line is selected such 
that the two signals which are fed into the double balanced mixer are 90° out of phase, 
then the signal out of the double balanced mixer at baseband frequencies will be 
proportional to the phase noise of the oscillator. (This result is derived in the latter 
portions of this section.) Higher frequency harmonics are also produced at the output of 
the mixer. However, these higher order harmonics are rejected by a low pass filter. The 
signal out of the lowpass filter, which is proportional to the phase noise level of the 
oscillator is then fed into a spectrum analyzer to display the phase noise level of the 
oscillator. 
A general expression for a phase modulated signal is given by Equation E.3. If this 
function is used to represent the signal out of an oscillator, then the two signals into the 
td 
Vi(t) 
Splitter 
DUT 
Spectrum 
Analyzer 
Low Pass 
Filter 
Figure F. 1. Block Diagram of the Quadrature Method Measurement System 
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double balanced mixer in Figure F. 1 are given by, 
Vi(t) = Ci coslcoo (t-td) + 4b + P cos[(Oin (t-Td) + <t)pl) (F. 1) 
and V2(t) = C2 cos{c£)o t + ())o + P cos[a)m t+(t)p]) (F.2) 
where td is the delay through the delay line. The signal out of the double balanced mixer 
will be proportional to the product of the voltage waveforms given above. The low 
frequency component of the signal out of the mixer is then be given by, 
ViF(t) = K(t) C coslcoo Td + P Icosltom t + (jip) - cos(cOni(t-Tdl + (t>p))] , (F.3) 
where K(j, is the mixer conversion gain [34]. There will also be a high frequency 
component produced at the output of the mixer. However, this component will be rejected 
by the low pass filter. If the delay line is selected to be an odd multiple of 90°, then the 
double balanced mixer will act as a phase detector as shown below. In this case the phase 
delay must be set such that, 
(Qo Td — 2 ^ ' (F. 4) 
Combining Equations F.3 and F.4. 
ViF(t) = ±K0 C sinip |cos(ci)m t + (jjp) - cos(cOni[t-Tdl + <t)p)l] (F.5) 
Note, in the above equation, that p is determined by the amplitude of the phase noise 
out of the oscillator. In most practical oscillators, p will be very small, and thus Equation 
F.5 may be approximated as, 
ViiKt) s + K^Cp (cos(cOni t + (t>p) - cosCcDmlt-tdl + <t>p)ll- (F.6) 
ViF(t) = ±2 K,j, C Psin((Om t + (t)p - Td (Om/2) sln(Td CDjn/2) (F.7) 
If the length of the delay line in Figure F. 1 Is selected to be a reasonable length such 
that Td (0m/2 is small, then Equation F.7 may be approximated as, 
ViF(t) = + K(j) C P Td Cûm sin((Oni t + <t)p - Td ci)m/2) (F.8) 
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Vipit) = ± KK), Cxd Cûm IP cos((Om t + 4>p - Kd («m + 7t)/2) ] (F.9) 
or. ViF(t) = ± Kd COm (p cos((Om t + (t)p - (td tOm + n)/2) ] (F.IO) 
where the frequency discriminator constant, Kd, is given by. 
Kd — K(]) C Td' OF. 11) 
Note term inside of the square brackets in Equation F.IO is equal to the spot noise 
voltage associated with a single sideband spectrum of the oscillator, with an arbitrary 
phase shift added. (Compare this term with the second and third terms in Equation 15.8 
for example.) This term is multiplied by a constant, Kd, and the modulation frequency, 
(Oixi. Thus, the power spectral density of the signal out of the low pass filter is 
proportional to the power spectral density of the phase noise in a single sideband of the 
oscillator, multiplied by com^- This plot is known as the power spectral density of 
frequency fluctuations, SAftf) [34]. This spectrum can also be displayed as a single 
sideband phase noise spectrum of the oscillator by passing the signal out of the lowpass 
filter through an integrator. This is performed automatically by the HP 3048 phase noise 
measurement system. Thus, the phase noise spectrum of the oscillator can be displayed 
by the measurement system shown in Figure F. 1. 
As noted in Section 7, the phase noise of the oscillator was also measured over a 
frequency range of 100 kHz to 1 MHz using the direct spectrum method. This method is 
very straight forward and follows almost directly from the definition of single sideband 
phase noise. Single sideband phase noise may be defined as the ratio of noise power in 
one phase modulated sideband (at an offset fm away from the carrier) to the total signal 
power [341. Thus, by simply displaying the spectrum of the oscillator on a spectrum 
analyzer, the phase noise of the oscillator may be measured directly. If the noise power in 
a given sideband is assumed to be entirely due to phase noise. Figure 7.10 Indicates that 
this is a good assumption. While the direct spectrum method is a very straight froward 
measurement method, it does have some limitations. The oscillator cannot drift in 
frequency significantly during a sweep cycle of the spectrum analyzer. As a result, the 
direct spectrum method is most useful for measurements with relatively large offset 
frequencies where the oscillator drift will be relatively small in comparison to the offset 
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frequency itself. Accordingly, the direct spectrum method was only used in this research 
for relatively high offset frequencies. 
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APPENDIX G: BASE-EMITTER DIFFUSION CAPACITANCE IN HBTS 
The article given in this appendix was written by the author and his major 
professor. It is sighted as reference (39] and is reprinted with the permission of the 
Institute of Electrical Engineers. 
BASE-EMITTER DIFFUSION CAPACITANCE IN GaAlAs/GaAs HBTs 
Abstract - The voltage dépendance of the base-emitter diffusion capacitance in a 
single heterojunction GaAlAs/GaAs HBT is discussed. It is found that conventional 
transistor capacitance models are not accurate for these devices. An empirical 
expression is given which may be used to model this diffusion capacitance. 
Introduction; HeterojuncUon bipolar transistors (HBTs) are gaining considerable 
interest in a number of analog, microwave, and digital applications by virtue of their 
high cut off frequencies, high early voltages, and low 1/f noise levels. The use of HBTs in 
these applications has given rise to the need for a more accurate device model in order to 
minimize design and fabrication costs. In this correspondence, the voltage dependence of 
the base-emitter diffusion capacitance of a GaAlAs/GaAs HBT is discussed. It is found 
that this diffusion capacitance is a strong function of base-collector voltage and cannot 
accurately be characterized by conventional transistor models. However, this voltage 
dependence is in agreement with numerical analyses which have been performed on 
HBTs ^ '2. The mechanisms which determine the voltage dépendance of this diffusion 
capacitance are discussed, and an empirical expression is given which may be used to 
model this diffusion capacitance. 
Determination of base-emitter diffusion capacitance; A single heterojunction 
GaAlAs/GaAs HBT with a conventional n-type collector structure was characterized 
based on measured Gummel data and a series of S-parameter measurements taken at a 
different terminal voltages. The dc parameters of the Gummel-Poon model as 
implemented In SPICE^ were extracted using techniques similar to those described by 
Getreu^ and Hafizl^ and the differential conductances in the Gummel-Poon model were 
calculated based on these parameter values. The resulting modeled and measured dc I-V 
curves are shown in Figure G.I. 
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Figure G.I. Measured and Modeled HBT I-V Curves ( •, A,0,a Measured Data, - Modeled 
Curves) 
The base-emitter and base-collector capacitances were then extracted at each bias 
point by fitting the small signal Gummel-Poon model to the measured S-parameters 
usip^ the calculated differential conductances in the model. The voltage dependence of 
base-collector capacitance was in good agreement with the Gummel-Poon expression for 
depletion capacitance. However, in the normal active region of operation, the base-
emitter capacitance, CBE. was found to be a strong function of both the base-emitter 
voltage, Vbe. and the base-collector voltage, Vgc. as shown in Figure G.2. The base-
emitter depletion capacitance, was estimated by fitting CBE to Equation G.l for intrinsic 
base-emitter voltages of less than .7 volts. At the bias conditions shown in Figure G.2, 
with the HBT biased in the normal active region, the depletion capacitance was found to 
range from 45 to 60 fF. The remaining portion of CBE was attributed to diffusion 
capacitance. 
Cje(VflE) = Cje(0)|l-^ 
m 
(G.l) 
Base-emitter diffusion capacitance: Based on charge control theory, the base 
emitter diffusion capacitance may be expressed as^. 
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Figure G.2. Base-Emltter Capacitance for Various Bias Conditions (Symbols and Bias ( 
Correspond to Figure G.l) 
where tp is the forward transit time, tp Is the emitter delay, TEBD is the emitter-base 
depletion region transit time. TB Is the base transit time, and XCBD Is the base-collector 
depletion region transit time. In many conventional transistors, TB Is the dominant 
component of xp. Since XB Is nearly independent of the transistor bias, xp is often treated 
as a constant. In many transistor models. However, HBTs have very narrow base widths, 
and as a result, XB is not the dominant component and Xp cannot be treated as a constant. 
To accurately model the forward transit time in HBTs, all of the components of xp 
must be considered. The diffusion capacitance which is associated with XEBD Is given by 
where r^ is the differential emitter resistance and Cje Is the emitter-base depletion 
capacitance given by Equation G.l. For bias conditions In the normal active region, this 
diffusion capacitance, which is approximately equal to Cje, was found to range from 45 to 
CDE = gm = &n ks + Xebd + XB + XCBD) (G.2) 
CEBD = gmTEBD = gm C|e (G.3) 
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60 fF. In HBT devices, the diffusion capacitance which results from TE is small and may 
be neglected®. The remaining components of the forward transit time, tg and XCBD. are 
difficult to separate without detailed knowledge of the HBT device structure. However, the 
strong base-to-collector voltage dependence of CBE. suggests that XCBD IS the dominant 
component. This is in agreement with numerical analyses of HBTs^-^. For GaAlAs/GaAs 
HBTs, TB is on the order of .6 ps®, which at a collector current of 4 mA, corresponds to a 
diffusion capacitance of 54 fF. Thus, the data in Figure G.2 indicates that tg is dominated 
by "CCBD. 
For a given carrier velocity in the base-collector depletion region, v(x), XCBD can be 
calculated from the expression® 
%BD = ^ 
Wc 
dx 
v(x) (G.4) 
where Wc is the width of the base-collector depletion region. The carrier velocity in the 
base-collector depletion region is determined by several physical phenomenon and is a 
function of both Vgg and VBC- As discussed by Katoh and Kurata^, a significant 
mechanism which determines carrier velocity is associated with the initial onset of the 
Kirk effect. As the density of mobile carriers in the depletion region increases, the 
electric field intensity decreases, allowing a greater percentage of the carriers to remain 
in the F-valley of the conduction band. Accordingly, the average carrier velocity 
increases and TCBD decreases with increasing current density. The change in TCBD as a 
function of VBC has been attributed to the variation in the width of the base-collector 
depletion region^. However, a second mechanism will also effect this variation. As the 
base-collector junction is reversed biased, the electric field intensity within the depletion 
region increases. This causes a greater percentage of carriers to be excited out of the f-
valley into the L- and X-valleys resulting in a lower average carrier velocity and a larger 
TCBD- At high collector currents numerical analyses^indicate that the onset of the Kirk 
effect causes the collector to be completely depleted. Since Wc is nearly constant under 
this condition, the variation In the electric field intensity within the depletion region 
will be the dominant mechanism under this condition. 
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The complexity of the physical phenomenon involving carrier transport render an 
analytical analysis of the base-collector transit time impractical. Rather, a quasi-static 
capacitor model is proposed based on measured results and the results of numerical 
analyses. A numerical analysis performed by Katoh and Kurata^ indicates that TCBD 
varies roughly as the inverse of the square root of collector current. The measured 
diffusion capacitance data in this work was found to vary in a similar manner. Since gm 
is approximately proportional to the collector current, the capacitance due to TCBD, CCBD. 
should vary as the square root of collector current. This suggests an exponential 
dependence with respect to VBE- The data in Fig. 2 also indicates that CBE varies linearly 
with respect to VBC- Accordingly, we propose the expression 
CcBD = Co 11 - e('l^':e/nkT) (Q.S) 
where Co, <1), and n are model parameters. This expression was used to perform a curve fit 
on the measured diffusion capacitance which was not accounted for by TEBD- This resulted 
in the parameter values 1.178(10"2H F, 2.203 V, and 2.707 for Co, <t), and n respectively. 
The capacitance model of Cbe. which is given by the sum of Equations G.l, G.3, and G.5, is 
plotted in Figure 2. The model curves show good agreement with the measured data. The 
data in Fig. 2 indicates that improved accuracy could be achieved by changing the 
parameter (]) in Equation 0.5 to a function which is inversely related to the collector 
current. However, it is questionable whether the increased complexity is justified. It 
should also be noted that this model is likely to have limited application for HBTs which 
have p-type collectors since the carrier transport mechanisms in these devices are 
different from those discussed in this work. 
B. A. KRAMER 17th March 1992 
R J. WEBER 
Microelectronics Research Center 
Applied Sciences Complex #1 
Iowa State University 
Ames, lA 50010, USA 
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