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Abstract. We say that a subset X quasi-isometrically boundedly generates a finitely
generated group Γ if each element γ of a finite-index subgroup of Γ can be written as a
product γ = x1x2 · · ·xr of a bounded number of elements of X, such that the word length
of each xi is bounded by a constant times the word length of γ. A. Lubotzky, S. Mozes,
and M. S. Raghunathan observed in 1993 that SL(n,Z) is quasi-isometrically boundedly
generated by the elements of its natural SL(2,Z) subgroups. We generalize (a slightly
weakened version of) this by showing that every S-arithmetic subgroup of an isotropic,
almost-simple Q-group is quasi-isometrically boundedly generated by standard Q-rank-1
subgroups.
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1 Introduction
A subset X “boundedly generates” a group Γ if every element γ of Γ can be written as a
product γ = x1x2 · · ·xr of a bounded number of elements of X (cf. [8, p. 203]). This is a very
powerful notion in abstract group theory, but geometric group theorists may need the bounded
generation to be “quasi-isometric,” which means that the word length of every xi is bounded by a
constant times the word length of γ (after passing to a finite-index subgroup). Lubotzky, Mozes,
and Raghunathan [5, Cor. 3] observed in 1993 that SL(n,Z) is quasi-isometrically boundedly
generated by the elements of its natural SL(2,Z) subgroups (but did not use this terminology).
This implies that every finite-index subgroup Γ of SL(n,Z) is quasi-isometrically boundedly
generated by finitely many subgroups, each of which is the intersection of Γ with a conjugate of
a natural SL(2,Z) subgroup of SL(n,Z).
We generalize this by showing that every arithmetic subgroup of an isotropic, almost-simple
Q-group is quasi-isometrically boundedly generated by standard Q-rank-1 subgroups. The proof
is a minor modification of an argument of Lubotzky, Mozes, and Raghunathan [6, §4] that
establishes a slightly weaker statement. (One could describe their result by saying that it omits
the word “boundedly” from the conclusion.)
Definition 1.1. Let Γ be an arithmetic subgroup of a semisimple algebraic Q-group G. (So
Γ is commensurable with G(Z).) We say that Γ is quasi-isometrically boundedly generated by
standard Q-rank-1 subgroups if there is a constant r = r(G,Γ) ∈ N, a finite subset Γ0 = Γ0(G,Γ)
of Γ, and a finite collection L = L(G,Γ) of Zariski closed subgroups of G, such that:
1. Every element γ of Γ can be written in the form γ = x1x2 · · ·xr, where, for each i, we have
either:
(a) xi ∈ L ∩ Γ, for some L ∈ L, and log ‖xi‖ ≤ r log ‖γ‖, or
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(b) xi ∈ Γ0.
2. Each L ∈ L is a standard Q-rank-1 subgroup of G. This means that L is a connected,
almost Q-simple subgroup of G, with rankQ L = 1, and that there is a root α of some
maximal Q-split torus T of G, such that the Lie algebra of L is generated by the root
spaces gβ for β ∈ {±α,±2α,±12α}.
Theorem 1.2. Every arithmetic subgroup of an isotropic, almost-simple Q-group is quasi-
isometrically boundedly generated by standard Q-rank-1 subgroups.
Remarks 1.3.
1. In the special case where the arithmetic subgroup is SL(n,Z), the Comptes Rendus note
of Lubotzky, Mozes, and Raghunathan [5, Cor. 3] not only proves the full strength of
our theorem, but also provides the much more explicit conclusion that the collection L of
standard Q-rank-1 subgroups can be taken to be the set of natural copies of SL(2,Z) in
SL(n,Z), that the length r of the word can be taken to be n2 − n, and that no additional
finite set Γ0 is required. (See Proposition 2.3 below.)
2. Assuming that rankRG ≥ 2 (which is the only nontrivial case of Definition 1.1), a famous
theorem of Lubotzky, Mozes, and Raghunathan [6, Thm. A] tells us that the word length
`Γ(γ) is within a bounded multiplicative constant of log ‖γ‖. Therefore, the bound on
log ‖xi‖ in Definition 1.1(1a) tells us that
∑r
i=1 `Γ(xi) ≤ C `Γ(γ), for some constant C.
This is the motivation for the use of the term “quasi-isometric” in Definition 1.1.
3. See Section 5 for extensions of Theorem 1.2 to the setting of S-arithmetic subgroups.
The Margulis Arithmeticity Theorem (cf. [7, Thm. 5.2.1, p. 90]) implies that Theorem 1.2
can also be stated in the language of Lie groups:
Corollary 1.4. Let Γ be a noncocompact, irreducible lattice in a connected, semisimple Lie
group G with finite center. Then Γ is quasi-isometrically boundedly generated by Q-rank-1
subgroups. More precisely, there is a constant r = r(G,Γ) ∈ N, a finite subset Γ0 = Γ0(G,Γ)
of Γ, and a finite collection L = L(G,Γ) of closed, connected, semisimple subgroups of G, such
that:
1. Every element γ of Γ can be written in the form γ = x1x2 · · ·xr, where, for each i, we
have either:
(a) xi ∈ L ∩ Γ, for some L ∈ L, and log ‖xi‖ ≤ r log ‖γ‖, or
(b) xi ∈ Γ0.
2. For each L ∈ L, the intersection L∩Γ is an irreducible lattice in L, with rankQ(L∩Γ) = 1.
Remark 1.5. In the statement of the corollary:
1. The notion of Q-rank is the natural extension that applies to all lattices in semisimple
Lie groups, not only the arithmetic ones: non-arithmetic irreducible lattices arise only in
real rank one, where the Q-rank is defined to be 0 for cocompact lattices, and to be 1 for
non-cocompact lattices (see [7, Defn. 9.1.8, pp. 193–194]).
2. ‖x‖ can be taken to be the norm of x in a finite-dimensional matrix representation of G
that has finite kernel, or log ‖x‖ could be replaced with either the word length `Γ(x), or
the distance from the identity to x, with respect to a left-invariant Riemannian metric
on G.
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3. Each subgroup in L(G,Γ) may be assumed to be “standard,” as in Definition 1.1(2). This
condition is a bit complicated to state in Lie-theoretic terms, but see Definition 6.1.
4. The assumption that G has finite center can be eliminated (see Corollary 6.2).
Acknowledgments. I thank A. Brown, D. Fisher, and S. Hurtado for suggesting this problem,
and for their encouragement as I worked toward a solution. Extra thanks are due to D. Fisher
for suggesting the generalization to groups with infinite center that is presented in Section 6.
2 Idea of the proof: the example of SL(n,Z)
This section is purely expository, and may therefore be passed over. It presents the proof in
the (known) easy special case where Γ = SL(n,Z), and then describes the main issues that are
involved in generalizing the argument.
Notation 2.1. For s, t ∈ R+, we write s ≺ t if s is bounded by a polynomial function of t:
s ≤ tC + C for some constant C > 0. (The constant must be independent of s and t, but
may depend on the parameter n in SL(n,Z).) Equivalently, log s ≤ max{C ′ log t, C ′}, for some
constant C ′ > 0.
Notation 2.2. Let Lk,` be the copy of SL(2,Z) in SL(n,Z) that is supported on the matrix
entries (k, k), (k, `), (`, k), and (`, `).
Proposition 2.3 (Lubotzky-Mozes-Raghunathan [5, Cor. 3]). Let r = n2 − n. For all
γ ∈ SL(n,Z), there exist x1, . . . , xr ∈ SL(n,Z), such that:
1. γ = x1 x2 · · ·xr,
2. for each i, there exist k, `, such that xi ∈ Lk,`, and
3. ‖xi‖ ≺ ‖γ‖ for all i.
Proof (Lubotzky-Mozes-Raghunathan). For each nonzero v ∈ Z2, it is easy to find x ∈ SL(2,Z),
such that xv =
[
+
0
]
, and ‖x‖ ≺ ‖v‖. This implies there is x2,1 ∈ L2,1, such that (x2,1γ)2,1 = 0.
Then, similarly, there is x3,1 ∈ L3,1, such that (x3,1x2,1γ)3,1 = 0. It is important to note that
multiplying on the left by x3,1 does not affect the second row (indeed, it only affects the 1st row
and the 3rd row), so we have (x3,1x2,1γ)2,1 = (x2,1γ)2,1 = 0. Continuing in this way, we have
x4,1, x5,1, . . . , xn,1, so that if we let
γ(1) = xn,1xn−1,1 · · ·x2,1γ,
then γ
(1)
i,1 = 0 for i = 2, 3, . . . , n. (We may also assume γ
(1)
1,1 > 0. Since γ
(1) ∈ SL(n,Z), it is easy
to see that this implies γ
(1)
1,1 = 1.)
Next, we work on the second column: for i = 3, 4, . . . , n, there exists xi,2 ∈ Li,2, such that if
γ(2) = xn,2xn−1,2 · · ·x3,2γ(1), then γ(2)i,2 = 0 for i = 3, 4, . . . , n. (Also, γ(2)2,2 = 1.) Continuing in
this way, column-after-column, we obtain γ(n−1), such that γ(n−1)i,j = 0 for i > j. Also, γ
(n−1)
i,i = 1
for all i.
So γ(n−1) is a unipotent upper-triangular matrix. It is then easy to reduce to the identity
matrix by multiplying by unipotent upper-triangular elements of the various Lk,`. 
Extending these ideas to a proof of Theorem 1.2 encounters a few complications. All but the
first are dealt with by the argument of Lubotzky, Mozes, and Raghunathan in [6, §4].
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The first complication
In order to retain the progress that has been made in earlier steps, the matrix entries need to
be annihilated in a carefully chosen order. For example, suppose we have γ2,1 = 0. There exists
x ∈ L2,3, such that (xγ)3,2 = 0. However, it will probably not be the case that (xγ)2,1 = 0. So
we should not annihilate the (3, 2)-entry until after the (3, 1)-entry has been annihilated.
Also, there may not be a convenient matrix representation of Γ. However, the off-diagonal
entries of matrices in SL(n,Z) correspond to roots of the algebraic group, so, instead of
annihilating “matrix entries,” we will instead write a (generic) element of Γ in the form
γ =
(∏
α∈Φ+ uα
) · p, where uα is in the root subgroup of G corresponding to the positive
root α, and p is in a minimal parabolic Q-subgroup. The product is taking with respect to an
appropriately chosen order of the positive roots, and we will annihilate each uα one-by-one, in
this order, by multiplying by an element of the standard Q-rank-1 subgroup Lα that corresponds
to α.
When rankQG = 2, the root system is in R2, and we will use the clockwise ordering of the
positive roots (or, in other words, left-to-right, if the positive roots are in the upper half-plane).
For higher rank, we project the root system to a generic 2-dimensional plane, and then use the
clockwise order in this 2-dimensional representation.
Remark 2.4. The argument of Lubotzky, Mozes, and Raghunathan in [6, §4] annihilates the
root elements in a different order; it allows the annihilation of a particular uα to have side effects
that undermine some of the previous work. Thus, the inductive argument re-annihilates some
roots an unbounded number of times. The only new idea in the present paper is the observation
that the roots can be annihilated in an order that never requires a root to annihilated more than
once.
The second complication
A general arithmetic subgroup of Q-rank one may have more than one cusp. This means that
multiplying by an element of Lα ∩ Γ might not be able to annihilate uα. But there are only
finitely many cusps, which means that uα can be moved into a finite set. It turns out that each
element of this set simply applies a conjugation to the calculations. Therefore, to deal with this
issue, it suffices to allow (finitely many) conjugates of the Q-rank-one subgroups that we started
with.
The third complication
The above arguments reduce to the case where γ is in a minimal parabolic Q-subgroup P. In
SL(n,Z), this implies (up to finite index) that γ is in the unipotent radical of P, and it is easy
to finish the proof from there. In general, however, the anisotropic part M of the reductive Levi
factor of P may have infinitely many integer points.
Fortunately, this is a very minor issue. To deal with it, Lemma 3.7 points out that if
rankQG ≥ 2, then there are finitely many standard Q-subgroups L1, . . . ,Lk of G, such that
rankQ Li < rankQG for all i, and (up to finite index) every element of M(Z) can be efficiently
written as the product of a bounded number of elements of L1(Z) ∪ L2(Z) ∪ · · · ∪ Lk(Z). By
induction on rankQG, we may assume that each Li is quasi-isometrically boundedly generated
by Q-rank-1 subgroups. It is then easy to complete the proof.
3 Preliminaries
We assume familiarity with the basic theory of algebraic groups over Q.
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Notation 3.1. The symbol G always denotes a simply connected, Q-isotropic, almost Q-simple
algebraic group (except that G is not assumed to be simply connected in Lemma 3.4, and Q is
replaced by a more general number field in Proposition 5.2).
Although Definition 1.1 refers to a subgroup Γ of G, the following observation shows that it
is actually a property of the Q-group G, rather than a property of the arithmetic group Γ (or
the pair (G,Γ)).
Lemma 3.2. Quasi-isometric bounded generation by Q-rank-1 subgroups is invariant under
commensurability: if Γ1 is quasi-isometrically boundedly generated by Q-rank-1 subgroups, and
Γ2 is a subgroup of G that is commensurable to Γ1, then Γ2 also has this property (but perhaps
with a different choice of the constant r, the finite set Γ0, and the collection L).
Proof. We may assume that Γ2 is either a finite-index subgroup of Γ1, or a finite-index
supergroup of Γ1. We apply standard arguments from geometric group theory to each of these
cases.
If Γ2 is a finite-index supergroup of Γ1, let Λ0 be a set of coset representatives of Γ2/Γ1. Then
every element of Γ2 is of the form λx1x2 · · ·xr, with λ ∈ Λ0 ⊆ Γ0(G,Γ2), and either xi ∈ Γ0(G,Γ1)
or xi ∈ L ∩ Γ1 ⊆ L ∩ Γ2, with L ∈ L(G,Γ1). Therefore, we may let Γ0(G,Γ2) = Γ0(G,Γ1) ∪ Λ0,
L(G,Γ2) = L(G,Γ1) and r(G,Γ2) = r(G,Γ1) + 1.
We now consider the possibility that Γ2 is a finite-index subgroup of Γ1. By passing to a
further subgroup, we may assume that Γ2 is normal in Γ1. Let Λ0 be a symmetric finite subset
of Γ1 that contains a set of coset representatives of Γ1/Γ2 (and also contains the identity element).
We know that every element γ of Γ2 is of the form γ = x1x2 · · ·xr, with each xi either in some
L ∩ Γ1 or in Γ0(G,Γ1). By enlarging Γ0(G,Γ1) to include a set of coset representatives of each
(L∩Γ1)/(L∩Γ2) (and doubling r), we may assume each xi is either in some L∩Γ2 or in Γ0(G,Γ1).
Let
Γ0(G,Γ2) =
(
Λ0 · Γ0(G,Γ1) · Λ0
) ∩ Γ2 and L(G,Γ2) = {λLλ−1 | L ∈ L(G,Γ1), λ ∈ Λ0 }.
For each i, there exists λi ∈ Λ0, such that x1x2 · · ·xi λi ∈ Γ2. Note that if xi /∈ Γ0(G,Γ1), then
we have
x1x2 · · ·xi λi−1 = x1x2 · · ·xi−1 λi−1 · λ−1i−1xiλi−1 ∈ Γ2 · λ−1i−1Γ2λi−1 = Γ2
(since Γ2 / Γ1). Therefore, we may assume λi = λi−1 whenever xi /∈ Γ0(G,Γ1). We may also
assume λr = 1, since x1x2 · · ·xr = γ ∈ Γ2. Define
x′i = λ
−1
i−1xiλi (where λ0 = 1).
Then each x′i is either in L ∩ Γ2 for some L ∈ L(G,Γ2), or in Γ0(G,Γ2), and we have
γ = x1x2 · · ·xr = (λ−10 x1λ1)(λ−11 x1λ2) · · · (λ−1r−1xrλr)λ−1r = x′1x′2 · · ·x′r
since λr = 1. 
Remark 3.3. The above proof shows that we may choose every element of L(G,Γ2) to be
Γ1-conjugate to an element of L(G,Γ1).
Since the image of an arithmetic subgroup under an isogeny is an arithmetic subgroup of the
image, a similar argument yields the following result (which explains why we may assume that
G is simply connected in Notation 3.1):
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Lemma 3.4. Quasi-isometric bounded generation by Q-rank-1 subgroups is invariant under
isogeny: the arithmetic subgroups of G are quasi-isometrically boundedly generated by Q-rank-1
subgroups if and only if the arithmetic subgroups of the universal cover G˜ are quasi-isometrically
boundedly generated by Q-rank-1 subgroups.
Let Γ be an arithmetic subgroup of G. In order to prove Theorem 1.2, we wish to show that
Γ is quasi-isometrically boundedly generated by standard Q-rank-1 subgroups.
Notation 3.5.
1. We assume Γ = G(Z) (see Lemma 3.2).
2. Let T be a maximal Q-split torus of G. We may assume dim T ≥ 2 (in other words,
rankQG ≥ 2), for otherwise it is obvious that Γ has the desired property (by letting
L = {G}, r = 1, and Γ0 = ∅).
3. Let Φ be the Q-root system of G corresponding to T. (So Φ is a subset of the character
group T∗.)
4. Let η : T∗⊗R→ C be an R-linear map, such that η(Φ) is disjoint from R, and η is injective
on the set RΦ, which is a finite union of lines through the origin. (These conditions hold
for a generic choice of η.)
5. Let Φ+ = Φ ∩ η−1(H), where H ⊂ C is the (open) upper half-plane. Since η−1(H) is an
open half-space in T∗⊗R (and its boundary η−1(R) is disjoint from Φ), we know that Φ+
is a choice of positive roots for Φ.
6. Let Φ+1 ,Φ
+
2 , . . . ,Φ
+
k be a list of the equivalence classes of positive roots, where two positive
roots are equivalent if they are scalar multiples of each other. We specify the ordering of
this list by requiring that
the rays R+η(Φ+1 ), R
+η(Φ+2 ), . . ., R
+η(Φ+k ) are in clockwise order
in the upper half-plane. (By convention, we let R+η(Φ+0 ) = R− and R+η(Φ
+
k+1) = R
+, so
Φ+0 = Φ
+
k+1 = ∅.) Let Φi = Φ+i ∪ −Φ+i for 0 ≤ i ≤ k + 1.
7. For each i ∈ {0, 1, 2, . . . , k + 1}, the difference C r R η(Φ+i ) is the union of two open
half-planes.
• The half-plane on the right of η(Φ+i ) contains η(Φ+j ) for j > i (unless i = 0 and
j = k + 1), whereas
• the half-plane on the left contains η(Φ+j ) for j < i (unless i = k + 1 and j = 0).
We say that a root φ is to the left of Φi if η(φ) is in the half-plane that is on the left of
η(Φ+i ); conversely, φ is to the right of Φi if η(φ) is in the half-plane that is on the right of
η(Φ+i ).
−→
Φi = {φ ∈ Φ | φ is to the right of Φ+i },
−→
Φ+i =
−→
Φi ∩ Φ+,
←−
Φi = {φ ∈ Φ | φ is to the left of Φ+i },
←−
Φ+i =
←−
Φi ∩ Φ+.
Note that each of these is a closed set of roots. (That is, if α and β are elements of one of
these sets, and α+ β ∈ Φ, then α+ β is also in that same set.) Furthermore, Φ+i ∪
−→
Φi is a
choice of positive roots for Φ, for 1 ≤ i ≤ k.
Also note that
←−−
Φ+i+1 is the disjoint union of
←−
Φ+i and Φ
+
i , for 1 ≤ i ≤ k, and that←−
Φ+1 =
−→
Φ+k = ∅ and
−→
Φ+0 =
←−−−
Φ+k+1 = Φ
+.
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8. For i = 1, 2, . . . , k, let
←−
U+i , U
+
i ,
−→
U+i , and
−→
Ui be the (unipotent) Q-subgroups of G whose
Lie algebras are spanned by the root spaces corresponding to the roots in
←−
Φ+i , Φ
+
i ,
−→
Φ+i ,
and
−→
Φi, respectively.
9. Let U+ be the maximal unipotent Q-subgroup of G that corresponds to Φ+, so we have
U+ =
−→
U+i U
+
i
←−
U+i , and the corresponding product map
−→
U+i × U+i ×
←−
U+i → U+ is an
isomorphism of varieties, for 1 ≤ i ≤ k [2, Prop. 3.11, pp. 77–78].
10. Let P− be the minimal parabolic Q-subgroup of G that contains T and is opposite to U+
(so its unipotent radical unip P− is spanned by the roots in −Φ+).
11. For i ∈ {1, 2, . . . , k}, we let Gi be the standard Q-rank-one subgroup whose Lie algebra is
generated by the root spaces corresponding to roots in Φi. Note that Gi has a parabolic
Q-subgroup Pi− = P− ∩Gi that is opposite to U+i .
12. Let Ω = U+ P−, so Ω is a Zariski-open, dense subset of G, and the natural product map
U+ ×P− → Ω is an isomorphism of varieties [2, Prop. 4.10(d), pp. 88–89]. For g ∈ Ω(Q),
we may write
g = u+(g) p−(g) with u+(g) ∈ U+(Q) and p−(g) ∈ P−(Q).
Furthermore, we write
u+(g) =
←−
u+i (g)u
+
i (g)
−→
u+i (g), with
←−
u+i (g) ∈
←−
U+i , u
+
i (g) ∈ U+i , and
−→
u+i (g) ∈
−→
U+i .
13. As mentioned in Notation 2.1, for s, t ∈ R+, we write s ≺ t when there is a constant C, such
that log s ≤ max{C,C log t}. The constant C may depend on G, and may also depend on
the choices made above (such as the Q-split torus T and the R-linear map η), and may also
depend on choices made the course of the proofs below (such as the dominant weight λα
in Definition 3.8 and the finite-index subgroup Γi and finite set Fi+1 in Lemma 4.1). Of
course, however, C cannot depend on s and t.
Assumption 3.6. Theorem 1.2 may be of interest to non-algebraists, so, to eliminate some
algebraic technicalities, we will henceforth assume that G is absolutely almost simple. This
means we are assuming that the Lie group G = G(R) is almost simple and is not a complex Lie
group. For example, G can be SL(n,R) or SO(p, q) (with p+ q ≥ 5) or SU(p, q) or Sp(2n,R) or
Sp(p, q) (but G cannot be a group such as SL(n,R) × SL(n,R) that has more than one simple
factor, and cannot be a complex group, such as SL(n,C) or SO(n,C)). (Actually, SO(p, q) it is
not simply connected as an algebraic group, so, although the theorem applies to it, the proof
needs to consider the corresponding spin group, which is a double cover.) See Remark 4.4 for
minor modifications of the proof that remove this restriction.
To prove Theorem 1.2, we need to show that each γ ∈ Γ can be written as an appropriate
product γ = x1x2 · · ·xr. The upshot of the following easy lemma (combined with induction on
rankQG) is that it will suffice to write γ = x1x2 · · ·xrm, where m is in a Levi factor of some
member of a finite collection of proper parabolic Q-subgroups of G.
Lemma 3.7. Recall that rankQG ≥ 2 (see Notation 3.5(2)). Let M be a (reductive) Levi factor
of some proper parabolic Q-subgroup of G. Then there is a finite set L of subgroups of G, a
finite subset Γ0 of M(Z), and r ∈ N, such that
1. each L ∈ L is an isotropic almost-simple factor of a Levi factor of a parabolic Q-subgroup
of G, such that 1 ≤ rankQ L < rankQG, and
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2. every element γ of M(Z) can be written in the form γ = x1x2 · · ·xr, where, for each i, we
have either:
• xi ∈ Γ0, or
• xi ∈ L(Z), for some L ∈ L, and ‖xi‖ ≺ ‖γ‖.
Proof. Let S be a maximal Q-torus of M that contains a maximal Q-split torus T of M, and
let L be the set of all subgroups that are an isotropic almost Q-simple factor of the Levi factor
of a maximal parabolic Q-subgroup of G that contains S. (The Levi factor is also required to
contain S.) Note that L is finite, since each element of L is generated by root subgroups of the
maximal torus S.
By assumption, M is a Levi factor of some parabolic Q-subgroup P of G. By enlarging M,
we may assume P is maximal, so P corresponds to some circled vertex in the Tits index D of G.
(More precisely, it corresponds to the orbit of this circled vertex under the ∗-action of the Galois
group.) This circled vertex represents a simple root β of S that is nontrivial on the maximal
Q-split torus T. Since rankQG > 1, there is some other circled simple root φ (that is not in the
same orbit of the ∗-action of the Galois group).
We can write M as an almost-direct product M = S0 M1 M2 · · ·Mk, where S0 is the central
torus, and each Mi is almost Q-simple. Then the subgroup S0(Z) M1(Z) M2(Z) · · ·Mk(Z) has
finite index in M(Z), so there is no harm in assuming that γ is in either S0 or some Mi.
Consider first the case where γ ∈Mi. Let D be the quotient of D in which two vertices are
identified if they are in the same orbit of the ∗-action. Then the simple factor Mi is generated
by the roots corresponding to the vertices in some component C of Dr β (cf. [11, 2.5.4, p. 41]).
And we may assume Mi is anisotropic. (Otherwise, we have Mi ∈ L, so the desired conclusion is
obvious.) This means that C has no circled vertices, so, in particular, the circled vertex φ cannot
be in C. Therefore C ∪ {β} is contained in a single connected component C1 of D r {φ}. Note
that C1 corresponds to an almost-simple factor of the Levi factor of the maximal parabolic that
corresponds to (the ∗-orbit of) the circled root φ. This simple factor contains Mi (because C1
contains C). And this simple factor is isotropic (because C1 contains a circled vertex, namely β),
so it is in L.
We may now assume γ ∈ S0, so γ is in the maximal torus S. For each root α in a base Σ of
the root system Φ(T,G), let
Sα =
(〈Uα,U−α〉 ∩ S)◦,
so Sα is a subtorus of S that is defined over Q. Since G has no anisotropic factors (indeed, G is
Q-simple and isotropic), it is not difficult to see that 〈Sα | α ∈ Σ 〉 = S, so 〈Saα | α ∈ Σ 〉 = Sa,
where Ra denotes the anisotropic part of a Q-torus R. This implies that 〈Saα(Z) | α ∈ Σ 〉 is a
finite-index subgroup of Sa(Z). Since Sa(Z) is a finitely generated abelian group, we conclude
that each γ in a certain finite-index subgroup of Sa(Z) can be written in the form γ =
∏
α∈Σ γα,
with γα ∈ Saα(Z) and `(γα) < C `(γ), where `(γ) denotes the word-length of γ in Sa(Z) and C is
a constant. Since S is a torus, it is clear that `(γ) is coarsely Lipschitz equivalent to log ‖γ‖. And
we know (for example, from the above argument for the case where γ ∈Mi) that 〈Uα,U−α〉 is
contained in some element of L. This completes the proof. 
Definition 3.8 (cf. [6, p. 44]). For each simple root α of Φ+, let λα be a nonzero, dominant,
integral Q-weight of G that is orthogonal to all of the simple roots of Φ+, other than α. (This
determines λα up to a positive multiple: the condition determines λα on T, up to a positive
multiple, and λα must be trivial on the anisotropic part of a chosen maximal Q-torus that
contains T, because λα is defined over Q.) After replacing λα by a positive integral multiple,
we may assume there is a finite-dimensional irreducible Q-representation Vα of G whose lowest
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weight is −λα, and such that the lowest weight space V −λαα is 1-dimensional. (Indeed, λα is
a fixed point of the ∗-action of the Galois group, so [12, Thm. 3.3] implies that it suffices to
have λα be in the root lattice.) Let V
∗
α be the dual of Vα. Choose nonzero Q-vectors vα in the
lowest weight space of Vα, and and v
∗
α in the highest weight space of V
∗
α , and define a regular
function ωα on G by
ωα(g) = v
∗
α(gvα).
Since Vα is a Q-representation, and Γ = G(Z), we may assume, by passing to an integral multiple
of vα, that
ωα(Γ) ⊆ Z. (3.9)
The following result must be well known, but we do not know of a reference for the statement
in this generality.
Lemma 3.10 (cf. [6, Lem. 4.11(i)]). We have Ω = { g ∈ G | ωα(g) 6= 0 for all α }.
The following easy consequence must also be well known. It relies on our assumption in
Notation 3.1 that G is simply connected.
Corollary 3.11 (cf. [6, Lem. 4.11(ii)]). We have
Q[Ω] = Q[G]
[
1∏
α ωα
]
.
Proof. Since G is semisimple and simply connected, it is well known that Q[G] is a Unique
Factorization Domain (cf. [10, Prop. 3.4], or see [9, Cor. on p. 303] for an explicit statement in
the case where Q is replaced with an algebraically closed field). Therefore, the desired conclusion
is an immediate consequence of Lemma 3.10. 
Corollary 3.12 (cf. proof of [6, Lem. 4.11(iii)]). For γ ∈ Γ ∩ Ω, we have ‖p−(γ)‖ ≺ ‖γ‖ and
‖u+i (γ)‖ ≺ ‖γ‖ (for all i).
Proof. Since g 7→ p−(g) and g 7→ u+i (g) are regular functions on Ω, and ωα(Γ) ⊆ Z (for all α),
the desired bounds are immediate from Corollary 3.11 (and Lemma 3.10). 
4 Proof of the main result
We will see that Theorem 1.2 is an easy consequence of the following lemma, which is a slight
modification of a result of Lubotzky-Mozes-Raghunathan (and is proved by essentially the same
argument).
Lemma 4.1 (cf. [6, (4.19), (4.21), and (4.22)]). Let i ∈ {1, 2, . . . , k}, and let Fi be a finite subset
of U+(Q). There is a finite subset Fi+1 of U+(Q), such that if γ ∈ Ω(Z), and
←−
u+i (γ) ∈ Fi, then
there exists xi ∈
←−
u+i (γ)Gi ∩G(Z), such that
1.
←−−
u+i+1(xiγ) ∈ Fi+1, and
2. ‖xi‖ ≺ ‖γ‖.
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Proof. For convenience, let
u = u+(γ), ←−u =←−u+i (γ), û = u+i (γ), −→u =
−→
u+i (γ), and p = p
−(γ).
Since ←−u ∈ G(Q), we may fix a finite-index subgroup Γi of Gi(Z), such that ←−u Γi ⊆ G(Z).
We claim there is a finite subset F 0 of U+i (Q), such that Gi(Q) = Γi F 0 Pi−(Q). (This is
implicit in the proof of [6, Lem. 4.19], but, for completeness, we record the argument.) It
is well known that there is a finite subset F 0 of Gi(Q), such that Gi(Q) = Γi F 0 Pi−(Q) [1,
Prop. 15.6]. There is no harm in multiplying elements of F 0 on the left by elements of Γi and
on the right by elements of Pi
−(Q); we show that, by doing this, we may assume F 0 ⊆ U+i (Q).
Note that the set U+i Pi
− is Zariski open in Gi (“big cell”). Also, for any f ∈ F 0, the Borel
Density Theorem [8, Thm. 4.10, p. 205] implies that the set Γi f is Zariski dense in Gi (because
Gi(R)/Γi has finite volume [8, Thm. 4.13, p. 213]). These two sets must therefore intersect.
Since the map U+i × Pi− → U+i Pi− is a biregular Q-isomorphism [2, Prop. 3.24, p. 84], this
implies (Γi f) ∩
(
U+i (Q) Pi−(Q)
) 6= ∅. Hence, after multiplying f on the left by an appropriate
element of Γi and on the right by an appropriate element of Pi
−(Q), we may assume f ∈ U+i .
This completes the proof of the claim.
Now, the claim tells us that we may write
û = x f q with x ∈ Γi, f ∈ F 0 ⊂ U+i (Q), and q ∈ Pi−(Q).
Note that
←−ux−1 u =
←−ux−1←−u û−→u =←−u x−1 (xfq)−→u =←−u f q−→u q.
It follows from the definitions that
−→
Ui is normalized by Pi
− (indeed, it it normalized by Gi), so
we have
q−→u ∈ −→Ui =
−→
U+i (
−→
Ui ∩ unip P−) ⊆
−→
U+i P
−. (4.2)
We also know q ∈ Pi− ⊆ P−. Therefore
←−ux−1 γ =
←−ux−1 (u p) = (
←−ux−1 u) p = (←−u f q−→u q) p ∈ ←−u f (−→U+i P−) P−P− =←−u f
−→
U+i P
−.
(4.3)
Since ←−u f ∈ ←−U+i (Q) ·U+i (Q) =
←−−−
U+i+1(Q), this implies
←−−
u+i+1(
←−ux−1 γ) =←−u f.
Now, let xi =
←−ux−1 and Fi+1 = Fi F 0, so we have
←−−
u+i+1(xi γ) =
←−−
u+i+1(
←−ux−1 γ) =←−u f ∈ Fi F 0 = Fi+1.
This establishes (1).
All that remains is to show we can choose x so that (2) holds. To this end, let
ÛZ =
←−u U+i ∩ G(Z), so ÛZ is a cocompact lattice in
←−u U+i (R) [8, Thm. 4.12, p. 210]. Then
Corollary 3.12 implies that we may assume ‖u+i (γ)‖ = O(1), after multiplying γ on the left by
an element v̂ of ÛZ, such that ‖v̂‖ ≺ ‖γ‖. This means ‖û‖ = O(1).
Let Pi
− = MiAiNi be the Langlands decomposition (with Ai = (T ∩Gi)◦), and write
q = ma, with m ∈ (MiNi)(Q) and a ∈ Ai(Q).
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Note that MiNi has no nontrivial Q-characters, so f
−1
Γi ∩ (MiNi) is a cocompact lattice in
(MiNi)(R) [8, Thm. 4.12, p. 210]. Therefore, after multiplying m on the left by an appropriate
element of f
−1
Γi ∩ (MiNi) (and multiplying x on the right by the f -conjugate of the inverse
of this element), we may assume ‖m‖ = O(1) (and we still have û = x f q). Choose a simple
Q-root α that is not orthogonal to Φi (so the restriction of λα to Ai has finite kernel). Then
‖x‖ = ‖û q−1f−1‖ = ‖û a−1m−1f−1‖
≤ O(1) · ‖a−1‖ ·O(1) ·O(1) ≺ ‖a‖ ≺ max(|ωα(a)|, |ωα(a−1)|).
Furthermore, we have
|ωα(a−1)| = |ωα(q−1)| (a−1 = q−1m ∈ q−1MiNi, and MiNi fixes vα)
= |ωα(û q−1)| (û ∈ U+ fixes v∗α)
= |ωα(xf)| (û = xfq ⇒ û q−1 = xf)
>
1
O(1)
,
because the denominator of ωα(xf) is bounded, since f is in a finite subset of G(Q) and x ∈ G(Z)
(and ωα(xf) 6= 0, since xf = û q−1 ∈ U+ P− = Ω). So
max
(|ωα(a)|, |ωα(a−1)|) = max(|ωα(a−1)|−1, |ωα(a−1)|) = max(O(1), |ωα(a−1)|).
However, we also have
|ωα(
←−ux−1 γ)| = ∣∣ωα(←−u f q−→u q p)∣∣ (delete last two parts of (4.3))
∈ ∣∣ωα(←−u f (U+ unip P−) q p)∣∣ (see (4.2))
=
∣∣ωα(U+ (unip P−)map)∣∣ (←−u , f ∈ U+ and q = ma)
=
∣∣ωα(a)∣∣ · ∣∣ωα(p)∣∣ ( U+ fixes v∗α, andωα|P− is a homomorphism
)
.
Since this is obviously nonzero, and
←−ux−1 γ ∈ Γ, we conclude from (3.9) that ∣∣ωα(a)∣∣·∣∣ωα(p)∣∣ ≥ 1.
Therefore
|ωα(a−1)| = 1|ωα(a)| ≤
∣∣ωα(p)∣∣ ≺ ‖p‖ ≺ ‖γ‖.
By stringing some of these inequalities together (and noting that O(1) ≺ ‖γ‖), we see that
‖x‖ ≺ max(|ωα(a)|, |ωα(a−1)|) = max(O(1), |ωα(a−1)|) ≺ ‖γ‖,
which establishes (2). 
It is now easy to prove the main theorem by using the argument (due to Lubotzky-Mozes-
Raghunathan [6, §4]) that is described in Section 2:
Proof of Theorem 1.2. Recall that we may assume Γ = G(Z) (see Notation 3.5(1)). Thus,
given γ ∈ G(Z), we wish to show that γ can be written as an appropriate product γ = x1x2 · · ·xr.
Since G(Z) is Zariski dense in G [8, Thm. 4.10, p. 205] and Ω is Zariski open in G, we know
that Ω(Z) Ω(Z) = G(Z); therefore, we may assume that γ ∈ Ω(Z).
Let F1 = {e} ⊂ U+(Q). Repeated application of Lemma 4.1 yields elements x1, x2, . . . , xk of
G(Z) and finite subsets F2, F3, . . . , Fk+1 of U+(Q), such that, for each i = 1, 2, . . . , k, we have
1.
←−−
u+k+1(xi xi−1 · · ·x1γ) ∈ Fi+1,
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2. xi ∈ fGi ∩G(Z), for some f ∈ Fi, and
3. ‖xi‖ ≺ γ for all i.
Letting γ1 = xk xk−1 · · ·x1 γ, we see (from the case where i = k) that u+(γ1) = u+k+1(γ1) is in
a finite set, so there exists x in a finite subset Γ0 of G(Z), such that u+(xγ1) is trivial, which
means xγ1 ∈ P−.
Write P− = NMA (Langlands decomposition). Multiplying xγ1 on the left by an element
of N(Z) (and an element of a finite set) yields γ2 ∈M(Z). (Note that any element of N(Z) is
the product of a bounded number of root elements of controlled norm, and each root element is
contained in a standard Q-rank-one subgroup.) Then Lemma 3.7 (and induction on rankQG)
completes the proof (under the assumption (3.6) that G is absolutely almost simple). 
Remark 4.4. To eliminate the simplifying assumption (3.6) that G is absolutely almost simple,
one should modify the above argument to adhere a bit more closely to [6], where there is no
such assumption. Begin by noting that G is the restriction of scalars of some absolutely almost-
simple group over a number field K [2, 6.21(ii), p. 113]. Then replace Q and Z with K and O
(the ring of integers of K), and replace the norm ‖γ‖ with
‖γ‖∞ = max
v∈S∞
‖γ‖v, where S∞ is the set of all archimedean places of K.
Also, as in [6, p. 35], let |t|∗ = ∏v∈S∞ |t|v, for t ∈ K. (When v is a complex place, |t|v denotes
t · t, not
√
t · t.) Thus, |t|∗ ∈ Z for t ∈ O.
In the proof of Corollary 3.12, note that ωα(γ) ∈ O (and ωα(γ) 6= 0), so |ωα(γ)|∗ ≥ 1; this
implies maxv∈S∞ |1/ωα(γ)|v ≺ maxv∈S∞ |ωα(γ)|v.
In the proof of Lemma 4.1, instead of cocompact lattices in
←−u U+i (R) and (MiNi)(R), we
have cocompact lattices in
∏
v∈S∞
←−u U+i (Kv) and (Pi
−)(1)S∞ (see [8, Thm. 5.7(2), p. 268] and cf. [8,
Thm. 5.7, p. 264]). With this in mind, we write a decomposition q = ma, where m ∈ (Pi−)(1)S∞ and
where, after identifying the 1-dimensional K-split torus Ai with Gm, we have a ∈ Gm(Q) = Q×.
Note that ωα(a) ∈ Q (because every character of Gm is defined over Q), so |ωα(a)|  |ωα(a)|∗.
Therefore, the above arguments show:
‖x‖∞ ≺ ‖a‖ ≺ max
(|ωα(a)|, |ωα(a−1)|),
|ωα(a−1)|  |ωα(a−1)|∗ = |ωα(xf)|∗ > 1
O(1)
,
max
(|ωα(a)|, |ωα(a−1)|) = max(O(1), |ωα(a−1)|),
|ωα(a−1)| ≺ |ωα(a−1)|∗ ≺ ‖γ‖∞.
These yield the required bound ‖x‖∞ ≺ ‖γ‖∞. 
5 Generalization to S-arithmetic groups
Theorem 1.2 is stated only for arithmetic subgroups of G, but it generalizes in a natural way to
the S-arithmetic setting:
Proposition 5.1. Let G be an isotropic, almost-simple algebraic group over Q, let S be a
finite set of valuations of Q that includes the archimedean valuation ∞, and let Γ be an S-
arithmetic subgroup of G. Then Γ is quasi-isometrically boundedly generated by standard Q-
rank-1 subgroups.
In fact, the methods of Lubotzky-Mozes-Raghunathan [6] also apply in the following more
general situation:
Quasi-isometric bounded generation by Q-rank-one subgroups 13
Proposition 5.2. Let G be an isotropic, absolutely almost-simple algebraic group over a number
field K, let S be a finite set of valuations of K that includes all of the archimedean valuations,
and let Γ be an S-arithmetic subgroup of G. Then Γ is quasi-isometrically boundedly generated
by standard K-rank-1 subgroups.
The statement of this proposition assumes that Definition 1.1 has been adapted to this
situation by replacing Q with K, replacing G(Z) with G(OS), where OS is the ring of S-integers
of K, and replacing ‖γ‖ with ‖γ‖S = maxv∈S ‖γ‖v.
Sketch of the proof of Proposition 5.2. The argument is essentially the same as the
modification described in Remark 4.4, except that it uses S and the ring OS of S-integers
of K, in the place of S∞ and O. In particular, we let |t|∗ =
∏
v∈S |t|v, so |t|∗ ∈ Z for t ∈ OS .
However, x is taken to be an element of G(O); this is a crucial instance where O is not
replaced with OS . This implies that ‖x‖v and ‖x−1‖v are bounded, for all nonarchimedean
v ∈ S. Hence, although the goal is to show ‖x‖S ≺ ‖γ‖S , it suffices to show ‖x‖∞ ≺ ‖γ‖S .
Note that, after multiplying a by an element of Ai(OS) = (OS)× (and multiplying m
by the inverse of this element), we may assume that ‖a‖v and ‖a−1‖v are bounded, for
all nonarchimedean v ∈ S. Also, since a ∈ Q×, we have |ωα(a)|v1 = |ωα(a)|v2 for all
archimedean v1, v2. Therefore, we may write |ωα(a)|, omitting the subscript. And then we
have |ωα(a)|  |ωα(a)|∗. It is now easy to generalize the argument in the final paragraph of
Remark 4.4. 
Remark 5.3. The results of Lubotzky-Mozes-Raghunathan [6] are proved over all global fields,
not only those of characteristic zero, but I do not have the expertise to speculate on whether
there is a similar generalization of Proposition 5.2.
6 Semisimple Lie groups with infinite center
Definition 6.1. Let Γ˜ be a noncocompact, irreducible lattice in a connected, semisimple Lie
group G˜ that has no compact factors. (The center of G˜ may be infinite, but it is a well-known
and easy consequence of the Borel Density Theorem that Γ˜ contains a finite-index subgroup of
Z(G˜), so Ad
G˜
Γ˜ is a lattice in Ad G˜.)
1. If rankR G˜ = 1, then G˜ is the only standard Q-rank-1 subgroup of G˜.
2. If rankR G˜ ≥ 2, then the Margulis Arithmeticity Theorem implies that (up to finite index)
Ad G˜ can be viewed as the real points of an algebraic group over Q, in such a way that
Ad
G˜
Γ˜ is commensurable to (Ad G˜)Z. Therefore, we can speak of standard Q-rank-1
subgroups of Ad G˜. For any such subgroup L of Ad G˜, the identity component of the
inverse image Ad−1
G˜
L is a standard Q-rank-1 subgroup of G˜.
The main theorem (1.2) has the following consequence:
Corollary 6.2. If Γ˜ is a noncocompact, irreducible lattice in a connected, semisimple Lie
group G˜ that has no compact factors, then Γ˜ is quasi-isometrically boundedly generated by
standard Q-rank-1 subgroups.
More precisely, there is a constant r = r(G˜, Γ˜) ∈ N, a finite subset Γ˜0 = Γ˜0(G˜, Γ˜) of Γ˜, and
a finite collection L = L(G˜, Γ˜) of standard Q-rank-1 subgroups of G˜, such that every element γ
of Γ˜ can be written in the form γ = x1x2 · · ·xr, where, for each i, we have either:
1. xi ∈ L ∩ Γ˜, for some L ∈ L, and `Γ˜(xi) ≤ r `Γ˜(γ), or
2. xi ∈ Γ˜0.
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If the center of G˜ is finite, then this is simply Corollary 1.4 (and is immediate from
Theorem 1.2). In the case where the center is infinite, the proof is completed by the following
observation:
Lemma 6.3. There is a finite set L of standard Q-rank-1 subgroups of G˜, such that∏
L∈L
(
L ∩ Z(G˜)) has finite index in Z(G˜).
To prove this lemma, let us first make another definition:
Definition 6.4. A closed, connected, almost-simple subgroup L of a connected, semisimple Lie
group G˜ is a standard R-rank-1 subgroup if there is a root α of some maximal R-split torus S
of G, such that the Lie algebra of L is generated by the root spaces uβ for β ∈ {±α,±2α,±12α}.
(This implies that rankR L = 1.)
If we choose a maximal R-split torus that contains a maximal Q-split torus, then every real
root space is contained in either a Q-root space or the Q-anisotropic kernel. Since all maximal
R-split tori are conjugate, we conclude that every standard R-rank-1 subgroup is contained in a
conjugate of a standard Q-rank-1 subgroup. Hence, it suffices to establish the following result
(which is probably known, but we do not have a reference):
Lemma 6.5. There is a finite set L of standard R-rank-1 subgroups of G˜, such that∏
L∈L
(
L ∩ Z(G˜)) has finite index in Z(G˜).
Proof. There is nothing to prove unless Z(G˜) is infinite. By treating each simple factor of G˜
individually, we may assume that G˜ is simple modulo its center. Then it is well known (and can
also be seen from Table 6A) that Z(G˜) is virtually cyclic, so:
It suffices to show that some standard R-rank-1 subgroup of G˜ has infinite center.
Obviously, we may assume rankR G˜ ≥ 2. It is well known that (after passing to a finite cover)
G˜ is the universal cover of one of the groups G listed in Table 6A.
G maximal compact subgroup K restrictions
Sp(2n,R) U(n) n ≥ 2
SO(2, n)◦ SO(2)× SO(n) n ≥ 4
SU(m,n) S
(
U(m)×U(n)) n ≥ m ≥ 2
SO∗(2n) = SO(n,H) U(n) n ≥ 4
E III = E−146 =
2E16
′
6,2 SO(2)× SO(10)
E VII = E−257 = E
28
7,3 SO(2)× E6
Table 6A. Simple Lie groups with infinite fundamental group and real rank at least two. (The group
SU(1, n) of real rank one is deleted from the well-known list in [3, p. 518] and [4, (7.147), p. 513].)
From Table 6A, we see that rankK = rankG, so G has a compact maximal torus T . Consider
the root system of gC with respect to this maximal torus. For each root α, the values of α on
the Lie algebra of T are purely imaginary (because T is compact), so complex conjugation
sends α to −α. This implies (as is well known) that the subgroup generated by α and −α is
invariant under complex conjugation, and is therefore defined over R. We let Gα be the resulting
connected subgroup of G, so Gα is locally isomorphic to either SL(2,R) or SU(2).
Fix a maximal compact subgroup K that contains T . The Vogan diagram of G is listed in
Table 6B. (The black root is the unique simple root β, such that Gβ is not compact, i.e., such
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G Vogan diagram (and minimal root µ)
SO(2, n)
(n even)
· · ·
µ
SO(2, n)
(n odd) · · ·
µ
Sp(2n,R) · · ·µ
SU(m,n)
m=1 m=2 m=3
· · ·
µ
SO(n,H) · · ·
µ
E III
µ
E VII µ
Table 6B. Vogan diagram [4, Figs. 6.1 and 6.2, pp. 414 and 416] and minimal root µ [11, Table I, p. 53]
of each simple Lie group with infinite fundamental group. For SU(m,n), the mth vertex from the left is
black.
that Gβ 6⊆ K. Because it will be useful later in the proof, the minimal root µ has been added to
each picture, even though it is not a simple root and is therefore not actually part of the Vogan
diagram.) The white roots form a Dynkin diagram whose rank is one less than rankCG; more
precisely, they form the Dynkin diagram of the semisimple part of K. Hence (as is well known),
〈Gω | ω is a white simple root 〉
is the entire semisimple part of K. Therefore, any root α that is not in the subalgebra generated
by the white simple roots must be noncompact. (This means θ(x) = −x for all x in uCα, where
θ is the Cartan involution determined by K.) In particular, since the minimal root µ is not a
simple root, we know that Gµ is noncompact, and therefore contains a nontrivial R-split torus Sµ
[4, pp. 390–391].
A quick look at Table 6B shows that the black root β is not joined by an edge to the minimal
root µ. (For SU(m,n), note that m ≤ n, so the black vertex is in the left half, but m > 1,
so the black vertex is not the vertex at far left.) Therefore Gβ is centralized by Gµ, so it is
centralized by a nontrivial R-split torus (namely Sµ). This implies there is a proper parabolic
R-subgroup P of G, with Langlands decomposition P = MAN , such that Gβ ⊆M . Let M ′ be
the almost simple factor of M◦ that contains Gβ.
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Let ∆ be the set of simple roots. (So ∆ is the set of nodes of the Vogan diagram.) It is clear
that T = 〈 (Gδ ∩ T )◦ | δ ∈ ∆ 〉. Also, since Z(K)◦ ⊂ T , we know that the lift of T to G˜ contains
an infinite subgroup of Z(G˜). Therefore, this must also be true of (Gδ ∩ T )◦, for some δ ∈ ∆.
However, if δ is a white root, then Gδ is a compact simple group, so its universal cover has
finite center. Hence, the lift of Gβ (where β is the black simple root) must contain an infinite
subgroup of Z(G˜). Since Gβ ⊂M ′, we conclude that the lift of M ′ contains a subgroup of Z(G˜)
that is infinite, and therefore has finite index.
By induction on dimG, there is a standard R-rank-1 subgroup L of M ′, such that the lift
of L to the universal cover M˜ ′ of M ′ contains a finite-index subgroup of Z(M˜ ′). Then the lift
of L to G˜ contains a finite-index subgroup of Z(G˜). Furthermore, it is easy to see that L is a
standard R-rank-1 subgroup of G. (If A′ is a maximal R-split torus of M , then each root space
of A′ in the Lie algebra of M is also a root space of the maximal R-split torus AA′ of G.) 
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