Introduction ('The Diffusion Game' -the original classroom activity):
To play the classic version of the diffusion game, you need several students and an equal number of six-sided dice. The students are initially divided unequally between two sides of the room using one of the following schemes: (1) all students are placed on one side, or (2) all but a few students are placed on one side of the room (you might suggest that all students who like liver-and-onions initially go to one side of the room). Each student then rolls their die and crosses the room to join the opposing population if a one is obtained (the outcome of 'one' is arbitrarily selected here as our 'probability criterion'). This processes is continued iteratively while the instructor records the populations of each side of the room after each round. Several discussion questions should be posed to the class prior to playing the game:
1. What is the expected outcome of the game (i.e. What will a graph of population of one side of the room as a function of number of steps look like)? 2. Will the populations on each side of the room eventually approach a constant value or will they endlessly fluctuate in some manner?
Once the class consensus realizes that the populations will ultimately approach a 'steady-state', much like a real diffusion process, additional questions can be posed:
3. On average, how many steps will be required before a steady-state population is achieved? How is this related to the probability criterion? 4. How is the final, steady-state population expected to change as more (or less) players take part in the game? 5. How is the final, steady-state population affected by the probability criterion (what if we were flipping a coin instead of rolling a six-sided die)?
Difficulties with 'The Diffusion Game':
While the classic version of the diffusion game certainly makes for an effective thought experiment, the actual classroom activity can be a bit chaotic to carry out and can often lead to vague results. The source of difficulty lies in the fact that a large number of students must be involved in the game to achieve a well-behaved statistical evolution of the system. Twenty or more players should be involved, which necessitates a lot of dice rolling and counting of populations after each step. Furthermore, there is much to learn from the diffusion game by repeating it several times and changing the parameters of the game.
To overcome these difficulties, we will instead play the game within a mathematics software environment, using a random number generator in place of the die. The simulation is designed so that the number of players, the number of steps in the simulation, and the probability criterion (the number of faces on the die) are variable.
1. use statistical arguments to explain the difference between non-equilibrium and equilibrium states; 2. demonstrate that the approach to equilibrium is consistent with the maximization of entropy in the system; 3. use the results of a simulation to demonstrate Fick's law of diffusion; 4. call random numbers, define and use matrices, and define and use a 'program' within Mathcad; 5. Advanced Topic: calculate the time correlation function of the statistical fluctuations around equilibrium.
Table of
Contents: Part 1 of this document provides all the necessary background development for simulating the diffusion game. Parts 2-4 are intended as stand-alone supplements that each illustrate a different application of the diffusion simulation to common undergraduate level problems (not all of these supplements need be carried out). Part 5 is an additional supplement that deals with a more advanced topic in statistical mechanics (appropriate for advanced undergraduate or graduate level students). 
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Likewise, a matrix can be used to keep track of how particle locations change (or remain the same) during each step. For example, a system of 3 particles that evolves for 4 steps can be characterized using a 3 x 4 matrix as follows:
Corresponding system with three particles on left and two on the right <---particle #5 is on the right side <---particle #4 is on the right side <---particle #3 is on the left side
is on the left side <---particle #1 is on the left side
The location of 5 particles can be illustrated with a 5 element array
To keep track of a particle's location, a number of 0 or 1 will be assigned (0 will represent occupation of the left side of a container and 1 will represent the right side). Furthermore, we will use arrays to keep track of each particles current position. For example ...
Arrays and Matrices
Here comes the hard part. How do we initially define a system where each particle can be in one of two possible locations (analogous to a quantum two-level system 1 ) and subsequently allow those particles to potentially switch locations during each step with a probability of 1/F? Index numbers that will be used to keep track of the individual steps during the simulation; 't' is an array of number 0, 1, 2, 3 ... M-1. Each step can be imagined as a step forward in time (thus the use of 't' here).
Index numbers that will be used to keep track of individual particles; 'i' is an array of numbers 0, 1, 2, 3 ... N-1.
The number of faces on the die (the probability criterion is defined as 1/F) To get started, we will need to define a few parameters, such as the number of players (which we will assume are 'particles' from now on), the ultimate number of steps in the simulation, and the probability that a particle will diffuse to the other side of the container during a given step.
A Few Parameters
1. The Diffusion Game -setting up the simulation
The act of rolling a die with F faces can be simulated using the ceil(rnd(F)) command.
Alternative way of combining the commands in one statement. All mathematics software environments have several commands for generating random numbers. The one that we will use here is called rnd(x), which generates a random, real number between zero and x with uniform probability over this range. Here are some examples:
Random Numbers -how to generate them Next, we want to generate the next column in the matrix 'Location' by rolling a die for each particle and switching sides if a certain die roll is achieved. Before doing this, we need to talk about random number generation.
This statement sets all the elements in the first column of our matrix 'Location' equal to 0, thereby indicating all the particles are on the left (note how we have used the array 'i' to index each particle's corresponding element in the matrix. At the conclusion of our simulation of N particles for M steps, we will have generated an N x M matrix which we will call 'Location.' <---particle #3 starts on the right side and alternates switching back and forth during each subsequent step. We will need to roll the die many times for each of our N particles before we are done, so we might as well get this task out of the way now. The following statement rolls the die M times for each particle and stores the result in an N x M matrix called 'Random.' Random is a large matrix and is displayed to the right for reference.
Programming -how to perform a nontrivial, repetitive task as efficiently as possible
And now we are ready for the final piece of the simulation. For each particle during each step, we will use an arbitrary rule whereby we switch the particle to the other side if a 1 is rolled. The information that will be needed is the current position of the particle during that step (which is located in the matrix 'Location' and the corresponding random integer from the matrix 'Random.' The simplest way to carry out this iterative process is to define a 'Program' within Mathcad. Some training and experience is necessary to attain a comfort level in writing your own programs. And since this is most likely a new topic for many users, we will simple define the needed program below and explain how it works.
It is important to realize that all Mathcad commands are actually built-in programs. The commands that we used above, such as rnd(x) and ceil(x), are programs that take as input the value x and subsequently returns some other value based upon the rules of the program. Often, you will need to carry out a task for which there are no built-in commands available. For this reason, Mathcad allow the user to define their own programs (a programming toolbar can be accessed from the menu for this purpose).
The program that we will use for our diffusion game simulation is called Step(A,B), and it consists of only three lines (shown below).
Step A B , Step.'
Step 1 1 ,
And Finally, The Simulation
Combining everything together, we are now ready to run the simulation. The program Step(A,B) will be used along with the matrix of random numbers to generate the remaining columns of 'Location.' This can be accomplished in one simple Mathcad statement.
Location i t 1 + ,
Step Location i t ,
Note how this statement works. The elements in the previous column of 'Location' and it's corresponding random numbers (indexed by 'i' and 't') are used in conjunction with our program, '
Step' to produce the next column of 'Location' (indexed by 'i' and 't+1'). The statement given above performs this operation over all values of 'i' and 't'.
To get the population of one side of our box during a given step, we can simply add together all the elements in the corresponding column of 'Location' (the sum of all the zeros and ones will add up to the population of the right side of the box).
'RightPop' is an array corresponding to the sum of the elements in each column of 'Location,' yielding the population of the right side of the box during each step 
Summary
This simulation was performed with a fairly small number of particles (N=20). The above graph most likely looks somewhat noisy in nature. Nonetheless, you should observe that the left-side population decreases from it's initial value of 20 down to about half this value (N/2). And since our box only has two sides, the trends in the corresponding population of the right-hand side of the box are always exactly opposite that of the left-hand side. By the end of the simulation, the particles are distributed somewhat uniformly between the two sides of the box, as one would expect for a diffusion process. However, significant fluctuations in population occur away from N/2. Step Location i t ,
Step A B , The above graph should illustrate the difficulty in carrying out the diffusion game with real players; even with 20 players, significant statistical fluctuations usually occur away from the average predicted behavior. Armed with our simulation, we are now free to increase the number of particles in an attempt to improve the statistics. And we can also address other interesting questions about the effects of our probability criterion (What happens when the value of F is changed? What is the physical interpretation of F as it relates to diffusion?).
All of the mathematical statements from above for our simulation have been listed again below, along with new graph (note how few mathematical statements are required to carry out this simulation in Mathcad, demonstrating the great utility of symbolic mathematics software). You will now use this summary page to manipulate various parameters and answer the questions in the exercise given below.
Exercise A
Make sure that the parameters are set to N = 20, M = 30 and F = 6 above. Using the 1.
mouse, click-on the '20' in the statement 'N := 20'. The '20' should now be highlighted.
Then press the F9 button on your keyboard (this will tell Mathcad to recompute the simulation). Press the F9 button several times and watch the graph. Comment about the reproducibility in the population trends for successive simulations at these settings (How are they similar and dissimilar?).
2. Change the maximum number of steps to M = 500. This will run a simulation where the system spends the bulk of it's time at equilibrium. Highlight the 500 and press F9 a few times while watching the graph. Use the results to estimate the magnitude of the fluctuations away from equilibrium (express this fluctuation as a percentage of N/2). Use your results to estimate both a typical 'maximum' percent fluctuation per 500 steps AND an 'average' percent fluctuation.
3. Change M back to 30. Now, investigate the effects of increasing the number of particles by carrying out simulations with N equal to 5, 10, 50, 100, 1000 and 5000. Highlight and press the F9 button a few times at each setting to get a feel for the variability of the outcome of the simulation. Continue adjusting the value of N and estimate the minimum value that is required to decrease the fluctuations from equilibrium to less than 10% of N/2.
4. Set N = 1000 and M = 30. You will now investigate the effects of altering F, the number of faces on the die, which is related to the probability that a particle switches sides during one step (probability = 1/F). Carry out simulations with F equal to 3, 8, 15, 23, 30 and 40, and in each case write down the time when the 'RightPop' line crosses through 300 on the y-axis of the graph above (make sure you press F9 a few times for each case and estimate the average time). Open a blank Mathcad worksheet and make an x-y plot of the 'Population = 300 Crossover Time' versus F. Comment on the trend that is observed; is the relationship linear or nonlinear? In your own words, describe the physical significance of F as it might relate to gas particles diffusing in a real system.
A theoretical expression for the variation in '
LeftPop' is derived in the appendix below. The result is given here (as it would be entered in Mathcad format).
Verify that this expression accurately represents the real data by entering it and plotting it with the real data. Based upon the arguments given in the appendix below, under what set of conditions might this theoretical expression NOT accurately represent the data?
Appendix: derivation of a phenomenological expression for the decay of a 2-level population to equilibrium.
Let p 1 and p 2 represent the total 'average' populations of each of two states of the system, such that p 1 + p 2 = N. The 'average' designation means that these are the expected average populations that would be observed if the results of the above simulation were averaged over many runs. Furthermore, we will assume that the total population is large and varies slowly enough so that p 1 and p 2 can be approximated as continuous variables that have well behaved derivatives, dp 1 /dt and dp 2 /dt.
Under these circumstances, the equation of motion for one of the populations, p 1 , can be written as
where the first term on the right-hand side accounts for the decrease in population due to particles departing this side with 1/F probability and the second term accounts for the increase in population due to particles returning from the other side (with 1/F probability). Since p 2 = N -p 1 , the above can be written as 
This approximation works well for large large values of x (just how well it works will be tested in exercise B below).
Calculating Ω for our system when N is on the order of 1000 will lead to numbers so incredibly large that Mathcad cannot express them. Fortunately, there is an approximation that we can utilize that allows one to calculate ln(N!), a smaller number, which is what we will ultimately need for the evaluation of where N is the total number of particles, a is the population of the left-hand side, b is the population of the right-hand side, and the '!' denotes the factorial of a number (i.e. N! = N*(N-1)*(N-2)*(N-3) ... 1).
The weight, Ω, corresponds to the number of ways that particles can be rearranged in a system to achieve a particular state. As an example, suppose our system from above only contained 3 particles, with 2 particles on the left-hand side and 1 particle on the right-hand side (which we will refer to as a 2-1 configuration). Assuming that we can distinguish between particles (numbering them 1, 2, and 3), there are 3 ways that a 2-1 configuration is possible; either the 1st particle is on the right-hand side, or the 2nd, or the 3rd. Calculating Ω for configurations containing large numbers of particles can be more difficult. For example, even a relatively small system of 11 particles in a 7-4 configuration can occur 330 different ways (Ω = 330). Fortunately, there is a handy formula 4 for calculating the weight of a 2-level system given by where Ω is called the 'weight' of a configuration of particles and k is the Boltzmann constant (equal to 1.38 x 10 -23 J/K)
Ludwig Boltzmann is credited with providing a way to calculate the absolute entropy of a collection of particles that are undergoing some type of statistical fluctuations. The formula, which is printed on his tombstone, is 3
Statistical Entropy -how to define
The 2nd law of thermodynamics implies that the ultimate driving force for spontaneous change is the maximization of entropy (S) in a system 2 . Stated another way, the system will evolve toward a state of maximum dispersal of matter and energy. Can we illustrate this principle from the outcome of the above simulation?
Entropy Maximization
The plot of S versus time step ( t) reveals that indeed entropy is trending toward a maximum in our system and fluctuations away from this maximum beyond equilibrium are relatively small. Equation 5 can be used to calculate the entropy during each step of our simulation. Care must be taken to avoid the use of equation 5 when either N, a, or b equals zero; otherwise, you will be evaluating the natural logarithm of zero which is mathematically meaningless (and our calculation will crash). For example, the initial state of our system corresponds to all the population residing on the left-hand side of the box, and therefore a = N and b = 0. 
Back to our entropy calculation

Exercise B
Copy and paste the summary simulation from page 8 of this document into a blank Mathcad worksheet (along with the graph showing the population trends). Also, copy and paste the relevant entropy expressions and graph from above into this new sheet so that you can graphically observe the trends in entropy in your system. In our simulation, J corresponds to the net flow of particles from one side of the box to the other during a given step (i.e. the total change in population arising from particles leaving and particles entering from the other side). Focusing on the left-hand side of the box, we can obtain an array of fluxes by subtracting successive 'RightPop' populations (and we can perform this calculation M-2 times). Step Location i t ,
LeftPop t N RightPop
Random i t ,, ( ) :=
Random integer matrix
Step A B ,
Chemical Equilibrium
Many chemical reactions can be modeled as a 2-level system. Kinetic (thermal) agitation will move particles along a multi-dimenstional free energy (G) surface in which they spend virtually all of their time on either the reactant side or the product side. However, chemical reactions differ from simple diffusion because the two states normally correspond to different energies. In the example illustrated below, the products lie higher in energy than the reactants, which means the particles on the reactant side have to overcome a higher activation energy to get to the product side in comparison to the reverse reaction. From a statistical standpoint, this means that it is less likely for reactant particles to transition to the product side than for product particles to transition to the reactant side.
G Reaction Progress reactants products
This asymmetry in probabilities can be accounted for in our simulation by establishing separate probability criterion for the forward and reverse reactions. The simplest way to incorporate this asymmetry into the simulation is to use two dice that have a different number of faces; one die will be used by reactant particles and the other die will be used by product particles. We will also need to alter our ' Step' program to account for the use of two die. For clarity, the critical Mathcad expressions that will be needed for this simulation are listed below, along with the necessary changes. The number of faces on the 1st die (1/F1 is the probability that a particle switches from reactant to product side during a given step)
F2 5 := The number of faces on the 1st die (1/F2 is the probability that a particle switches from product to reactant side during a given step) 2) B=1 and C=1 are now the criterion for switch to the right-side and left-side, respectively, thus allowing one to define different probability criteria for the two processes.
New Switching Program : Notice two key differences in comparison to the previous 'Step' program.
Random integer matrix #2. Elements from this matrix will be used if a particle is on the product (right-hand) side during a given step.
Random2 ii tt
, ceil rnd F2 ( ) ( ) := Random integer matrix #1. Elements from this matrix will be used if a particle is on the reactant (left-hand) side during a given step.
Random1 ii tt
, ceil rnd F1 ( ) ( ) :=
