A conceptual model of the MIU site in central Japan, was developed to predict the groundwater system response to pumping. The study area consisted of a fairly large three-dimensional domain, having the size 4.24 x 6 x 3 km 3 with three different geological units, upper and lower fractured zones and a single fault unit. The resulting computational model comprised of 702,204 finite difference cells with variable grid spacing. Both steady-state and transient simulations were completed to evaluate the influence of two different surface boundary conditions: fixed head and no flow. Steady state results were used for particle tracking and also serving as the initial conditions (i.e., starting heads) for the transient simulations. Results of the steady state simulations indicate the significance of the choice of surface (i.e., upper) boundary conditions and its effect on the groundwater flow patterns along the base of the upper fractured zone. Steady state particle tracking results illustrate that all particles exit the top of the model in areas where groundwater discharges to the Hiyoshi and Toki rivers. Particle travel times range from 3.6x10 7 sec (i.e., ~1.1 years) to 4.4 x 10 10 sec (i.e., ~1394 years). For the transient simulations, two pumping zones one above and another one below the fault are considered. For both cases, the pumping period extends for 14 days followed by an additional 36 days of recovery. For the pumping rates used, the maximum drawdown is quite small (ranging from a few centimeters to a few meters) and thus, pumping does not severely impact the groundwater flow system. The range of drawdown values produced by pumping below the fault are generally much less sensitive to the choice of the boundary condition than are the drawdowns resulted from the pumping zone above the fault.
Figure 20. Typical backward particle tracking for a number of particles released from the pumping zone above the fault, for the no flow top boundary condition. Note that the maximum lengths of the path lines are consistent with the maximum zone of influence for the draw down (i.e., 10-20 m). Note that the figure is zoomed to near the pumping location to better illustrate the path lines . Figure 21 . Close up views of the backward particle tracking started from the pumping zone below the fault, illustrating the effect of porosity reduction: a) baseline porosity value results path lengths on the order of 10-20 m, b) an order of magnitude reduction increases the path lines to roughly 150 m, and c) two orders of magnitude reduction in porosity increases the maximum path length to ~400 m. Note that for each case, as the baseline porosity is decreased, the figure is further zoomed out, which can be clearly seen through the thinning of the fault widths. 
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Introduction
The Japan Nuclear Cycle Development Institute (JNC) has been conducting a series of pumping tests at the MIU site, located near the town of Mizunami in the Gifu Prefecture northeast of Nagoya City, Japan. It is noted that the MIU site, as discussed in this report, is now known as the Shobasama Site and is not to be confused with the new MIU site that began operations in late 2001. Sandia National Laboratories (SNL), as a member of five independent modeling groups, is responsible for developing conceptual hydrogeological models of the MIU site to numerically simulate the groundwater response to the pumping tests. However, detailed site geological information is not well known. In particular, in light of various fault zones that are not fully characterized, uncertainty analysis has become a major theme of the numerical modeling studies.
During the FY 2000 (also known as H-12), our focus was primarily on exploring the effects of five different conceptual fault models on steady state groundwater flow and the subsequent particle tracking. For the H-12 work, we considered PorSalsa, a three-dimensional (3D), finiteelement (FE) based, nonisothermal flow and transport model, specifically developed for fast parallel computing (Martinez et al., 2001 ). The 3D model developed for the H-12 used nearly 10 6 FE nodes and the simulations were conducted on 20 nodes of a 36-node Linux-based cluster, with each simulation taking roughly six minutes to complete. Details of H-12 work are documented in McKenna et al. (2001) .
For FY 2001 (i.e., H-13) modeling activities, we considered the Groundwater Modeling System (GMS) software package (GMS v3.1, 2000) . GMS is a highly versatile graphically oriented package and is specially suited for developing and studying site-specific conceptual models. One of the groundwater flow simulators within GMS is MODFLOW, a modular 3D finite difference (FD) based model for simulating groundwater flow (e.g., see McDonald and Harbaugh, 1988) . We also use MODPATH (Pollock, 1994) to track particles and compute the 3D path lines, for either steady-state or transient MODFLOW simulations.
The H-13 activities are essentially a continuation of the steady-state flow models that were conducted during the H-12 tasks. However, the main objective of H-13 work is to numerically predict the long-term pumping tests (LTPT) that are planned to be conducted at the MIU site. To accomplish this, we extend the H-12 model and use the GMS package to develop a fairly detailed 3D regional scale model. We first perform a series of steady-state simulations (without pumping) and examine the groundwater response by tracking the travel times and velocity of 24 different particles. We then use the simulated steady-state head fields as the initial condition and simulate the effects of pumping wells on the groundwater response. The resulting LTPT predictions will be discussed as drawdown maps and head values as a function of time, at certain piezometer locations.
Theory
The mathematical model describing the 3D transient groundwater flow can be stated as (e.g., see McDonald and Harbaugh, 1988) as:
where Naturally, when considering steady-state cases the left-hand side of (1) is identically zero, and we assume that there are no source/sink term (i.e., Q=0). For the transient cases, we evaluate the specific storage, S s , using (Domenico and Schwartz, 1990) as:
2 ) is acceleration due to gravity, β p (LT 2 /M) is the rock compressibility, φ is the rock porosity, and β w (LT 2 /M) refers to the compressibility of water.
We note that the partial differential equation, (1), in combination with a set of initial and boundary conditions comprise the mathematical representation of groundwater flow. Moreover, S s , K xx , K yy , K zz , and Q may be functions of position (i.e., x, y, and z), with Q also varying with time, which makes (1) inherently nonlinear. Since under nonlinear conditions, an analytical solution for (1) is not generally available, this equation must be solved numerically. In this work, we use MODFLOW as our numerical simulator. The details of numerical approach used in MODFLOW can be found in McDonald and Harbaugh (1988) .
Conceptual Model Development
For the H-13 work, the study area consists of a 4.25 x 6 x 3 km 3 domain in the X-, Y-, and Zdirections, respectively. Figure 1 depicts the plan view of the conceptual model in the East-West (E-W) (i.e., X-direction) and North-South (N-S) (i.e., Y-direction) coordinates. The third dimension (i.e., Z-direction) is simply generated by extruding the X-Y plane in the Z-direction. The pumping well used in this study is located at the MIU site (i.e., X=5433.3 m and Y=-68455.29 m). One of the pumping zones is located above and another below the Tsukiyoshi fault (see also Figure 2 ). With respect to the ground level, the well screen above the fault extends approximately from -541.745 m to -641.745 m in the Z-direction and the pumping zone below the fault roughly extends from -747.845 to -776.245 m. 
Model Geology and Hydraulic Properties
The model considered here consists of three different geological units. Figure 2 illustrates a cross-sectional view of these three units in Y-Z plane. The first unit is the upper fractured domain/sedimentary unit, where we have grouped the upper fractured zone and the sedimentary units together as a single hydrogeologic unit. The second unit is the lower fractured unit with lower hydraulic conductivity (K) and porosity (φ) than those of the upper unit. We should note that, the contact between the upper and lower fracture units is at an elevation of -120 m. Finally, the third geological unit is a fault zone (i.e., Tsukiyoshi fault) and is comprised of fairly low K and φ materials. Table 1 lists the baseline hydraulic property values used in this study.
Figure 2.
Cross-sectional view in the Y-Z plane illustrating the three different geological units used for the H-13 model. The colors represent the hydraulic conductivity values used for each unit where, orange is the upper unit, blue is the lower unit, and green is the fault. The yellow boxes also represent the two pumping well locations above and below the fault to be used for transient simulations. 4.91x10
0.004
The hydraulic conductivity values, listed in Table 1 , are approximate values based on packer tests done in the MIU boreholes over 100 meter intervals. The K values used here are slightly higher than the hydraulic test results. This increase is based on an assumption of non-radial flow to the well (flow dimension less than 2.0) where the actual K being tested is higher than the average K that is assigned for a hydraulic test with an assumption of radial flow. At this time, there are no available data on fracture porosity for the MIU site and the assumed values are also approximate values taken from published results for other fractured rocks. To find the rock compressibility, β p of the lower sedimentary and fault units, we use the midrange value for fissured rocks (Domenico and Schwartz, 1990, pg. 111) . For the upper sedimentary unit β p listed in Table 1 is based on the midrange value for dense sandy gravel (Domenico and Schwartz, 1990, pg. 111) . Thus, to calculate specific storage, S s , we use (2) and choose ρ w =997 kg/m 3 , g=9.81 m/sec 2 , and β w =4.8x10 -10 m 2 /N, where the β w value is for water at 25 degrees C (see, Domenico and Schwartz, 1990, pg. 105) . Finally, we simply assume the specific yield, S y , to be 80% of the porosity for each geological unit.
Effective Hydraulic Conductivity of the Tsukioshi Fault
The hydraulic conductivity value assigned to the Tsukiohsi Fault is a constant value of 4.9x10 -10 m/s. However, the discretization of the fault within the MODFLOW grid causes the thickness of the fault to vary from one layer of the model to the next. In order to determine the effect of this varying width on the general behavior of the fault, the effective hydraulic conductivity of the fault is calculated for each layer. These calculations are done on a Y-Z cross-section at the X coordinate of the MIU-2 borehole. The effective hydraulic conductivity, K eff , of a given layer is determined by:
where W (L) is the width of either the region being examined, the fault, or the background (nonfault) material within each layer of the model and K is the hydraulic conductivity of the corresponding material. Keep in mind that the effective K is a calculation of the effective or average K of a region and that this region includes both fault and non-fault material.
The effective hydraulic conductivity calculation is made in two different ways. First, the effective K for each layer as extended across the entire model domain (W region = 6000 m) is calculated. The second calculation is done for just the region of the model that contains the fault. This region extends from a Y coordinate of -69,221.0 m to -68,238.9 m, or a total width for this region of 982.1 m (Figure 2 ). The results of these calculations are shown in Figure 3 . In this figure, the effective hydraulic conductivity of every layer containing a fault cell is calculated even though some of these layers are above the ground surface (see dashed green line). The average thickness of the fault in the model is 74.4 meters.
The results in this figure also show that the effective hydraulic conductivity of the region is quite sensitive to the discretization of the fault. From one layer to the next, the effective hydraulic conductivity of the region containing the fault can change by almost one-half of an order of magnitude. The reason for these abrupt changes is the stair-step nature of the fault discretization in the model. For some layers, the fault is 2 grid blocks thick and in the next layer, the fault is only a single grid block thick. These changes in the number of grid blocks defining the fault have a significant impact on the K eff of the fault region. The figure also shows that the highest effective hydraulic conductivity of the fault occurs near an elevation of -762 m. This elevation corresponds to the elevation of a pumping zone in MIU-2 and therefore the grid is finely discretized in this region and the thin fault discretization leads to an increase in the effective hydraulic conductivity of the region.
The effective hydraulic conductivity of the fault region is several orders of magnitude less than the background hydraulic conductivities of the upper fractured/sedimentary zone and the lower fractured zone (4.9x10 -4 and 4.9x10 -6 m/s, respectively). These results hold for both methods of the calculation with the fault region effective hydraulic conductivity being approximately a factor of 7 less than the effective hydraulic conductivity of the model domain. 
Numerical Mesh
The study area shown in Figure 1 is first digitized and then discretized using GMS software package. The FD discretization uses structured, orthogonal grids with variable grid spacing in all directions. Figure 4a presents a typical plan view of the mesh (i.e., one of the layers), where each layer (i.e., Z-direction) is comprised of 112 cells in the E-W coordinate (i.e., X-direction) and 114 cells in the N-S coordinate (i.e., Y-direction). Thus each layer consists of 12,768 FD cells. This figure also illustrates the finer grid distribution near the MIU-2 well. The minimum and maximum cell sizes in N-S direction are 10 m and 59 m, respectively. The minimum and maximum cell sizes considered in the E-W directions are 11 m and 39.8 m, respectively. Additionally, the Z-direction is divided into 55 layers with non-uniform thickness, using a minimum layer thickness of 24 m and a maximum layer thickness of 200 m (e.g., see 
(a) (b)
for a typical transect in the YZ-plane). Finally, while the upper pumping zone includes four-25 m thick cells, the lower pumping zone involves a single 32 m thick cell. In all, the computational model consists of 702,240 cells.
Initial and Boundary Conditions
For the steady-state simulations the starting head values are simply set to be 5 m below the ground surface (i.e., the water table is -5 m below the ground surface) as was specified by JNC in the H-13 Technical Specifications. However, in order to incorporate the effect of site topography into the model, starting from the first (i.e., uppermost) layer, any cell that has an elevation greater than the ground surface, are simply considered as inactive. Here, the word inactive is a MODFLOW terminology and indicates that such a cell simply does not contribute to the numerical solution process. For instance, Figure 5 illustrates a typical map of all active zones (i.e., the gridded portions of the map) for layer 4 (this layer lies between elevations 250 to 290 m). The white region indicates the inactive cells that fall above the ground surface. Additionally, Figure 6 shows a plan view example of the fairly complex starting (i.e., initial) head field that is incorporated into the model. During the pumping phase of the simulations, the converged steady-state heads will serve as the initial condition. The top boundary condition is treated as a fixed (i.e., constant) head boundary, with no areal recharge. The three sides forming the north, east, and west sides (i.e. ridge part) boundaries are also considered to be fixed head.
The head values for all constant head boundaries vary spatially and are the same as the starting head values. Finally the south side, where the Toki river flows, as well as the bottom boundary (i.e., layer 55) are set to no-flow boundaries. 
Results of Steady-State and Transient Simulations
Steady-state Simulations Figure 7 illustrates the calculated steady-state head contours along the Y-Z transect at X=5,433.3 (m) (i.e., near the pumping well locations). As a contrast, the hydraulic conductivity field is also plotted in the background. It is clear that the fault (i.e., the regional effect) has a great influence on the head field distribution. However, the local topography, especially closer to the surface, tends to dominate the shape of the head contours. In fact, the contours near the surface are similar to those discussed by Freeze and Cherry (1979, pg. 195) , where a series of small independent flow cells are present. It is also important to note that, although we do not explicitly consider recharge in this simulation, imposition of elevation dependent head boundary condition is akin to creating an implicit recharge along the base of the higher conductivity unit. That is because the gradient in head near the surface results in a flux into the system. This point will become clearer when we discuss the particle tracking results. However, when the boundary condition for the upper boundary is changed to the no flow condition (still without any recharge), the head contours, away from the fault, across the lower and upper units show little to no gradient. For example, Figure 8 shows the head field, for the same YZ-plane as in Figure 7 , except the top boundary is now a no flow condition. Even though the fault still plays a significant role, the shape of the contours near the surface is no longer controlled by the regional topography and the head gradient across the high and low K units is negligible. The cell-to-cell fluxes (i.e., Darcy velocity) vectors can also be used to illustrate the differences between the choice of constant head and no-flow top boundary condition. Figure 9 shows the vector plots for the constant head (Figure 9a ) and no-flow (Figure 9b ) boundary conditions, for the same YZ-plane as in Figures 7 and 8. While for both types of boundary conditions the fluxes in the lower unit and the fault are negligibly small, the fluxes within the upper unit (i.e., the high K zone) are significantly larger. The vectors in Figure 9a basically follow the same trend as their corresponding head contours, i.e., where at the base of high K zone the vectors run parallel along the base, and clearly show the local discharge and recharge zones. However, the vectors in Figure 9b are much smaller than those in Figure 9a , even at the base of the high K unit, indicating again there is no implicit recharge when the top boundary condition is no-flow. Next, we calculated several statistical measures of the volumetric fluxes. These include the minimum, maximum, mean, and standard deviation of the fluxes for all FD nodes. The arithmetic mean of the absolute value of the net volumetric flux (i.e., sum of the fluxes in and out of each face of the volume surrounding a node) is ~0.01 m 3 /sec and the sample standard deviation is found to be ~0.038 m 3 /sec. Additionally, the maximum net volumetric flux of 1.14 m 3 /sec (which actually has a negative sign) occurs at the upper unit in the coordinates X=6,523.7 m, Y=-65,971 m, and Z=190 m. The minimum net flux of zero is found to be along the bottom no-flow boundary (note that, there are many control volumes with zero flux in the lower geological unit). 
Surface Boundary Fluxes
The amount of flux into and out of the model along the top surface boundary of the domain has been calculated for the steady-state case. The fluxes are summarized in Table 2 . The surface flux values are calculated as negative for flux into the model and positive for flux out of the model. Table 2 shows that there is slightly more flow into the model than out -a difference of 0.093 m/sec. The majority of the flux calculations are centered around zero with a median value of -5.45E-10 m/sec, or nearly zero. The flux distribution is skewed to the negative (inflow) side with a mean of -1.01E-05 m/sec. The spatial locations of the flux in and out of the model are shown in Figure 10 . Flow into the model, negative values shown by the blue colors, occurs mainly along the edges of the river valleys and in the higher elevations. The brown colors in Figure 10 indicate areas of model discharge. These areas are generally in the southern portion of the model, along the Toki River, and along the smaller drainages in the model, such as the southern reaches of the Hiyoshi River. There is not a simple correlation between elevation and recharge. This complex relationship is due to the varying hydraulic conductivity values in the model and localized flow cells within the model caused by the local topographic highs and lows. These factors create dischasrge zones that are a combination of local flow cells and more regional groundwater flow. Additionally, the relationship between the elevation and the recharge or discharge is complicated by the coarse vertical discretization of the model. 
Particle Tracking for Baseline Steady-state Case
To evaluate the groundwater flow paths, particle tracking was performed for 24 particles, which were released from predetermined locations. Table 3 lists the starting coordinates assigned by JNC for each particle along with model coordinates, the corresponding geological unit, hydraulic conductivity, and porosity. The model coordinates were chosen to be as close as possible to the JNC assigned values. Typical steady-state particle tracks, at the same transect as Figure 7 , are shown in Figure 11 . Also, to contrast the particles travel path with the steady-state head values, head contours are also included in the background. As the figure depicts, particles released from the north side of the fault (i.e., the left side in the figure), immediately move up toward the surface. This is also the case for most particles released from the fault's south side, with the exception of two particles that tend to move downward and then exit the model at the southern boundary. Another interesting feature of this figure is the horizontal flow that occurs at the base of the high K layer. This is another way of illustrating of the previously described implicit recharge that arises from imposing constant head on the top boundary. Although not immediately obvious, particles generally discharge into zones with lower simulated head values, such as the Hiyoshi and Toki rivers, and this is the case for both the upper and lower units. Figure 11 . Path lines for the steady-state particle tracks for the same transect as Figure 7 , with the steady-state head values also plotted in the background. In general, particles released from both sides of the fault move up toward the surface. The horizontal flow occurring at the base of the high K layer also shows the implicit recharge arising from imposing constant head on the top boundary. Table 4 lists complete path traversed by each particle (i.e., the coordinates in the XYZ directions), along with the corresponding FD node, the travel distance, travel time, and Darcy velocities. To graphically represent the particle path lines discussed in this table, Figure 12 shows three-dimensional views of the particle tracks. The color scale in the upper image indicates the log10 travel time in years and clearly shows the distinction between long travel times for particles released south of the fault and for shorter travel times for the particles release on the north side of the fault. The color-scale in the middle image of shows the log 10 Darcy velocity in m/s along each path. This image shows that up to two orders of magnitude variation in Darcy velocity can occur along a single pathway. The color scale in the bottom image indicates the log 10 pore velocity in m/s and shows the changes in velocity due to the porosity differences in the different geologic layers. Finally, Figure 13 summarizes the total travel length and Darcy time as a function of particle number. Note that while particle 13 (located at top, north, left) travels the longest distance (i.e., 3232 m), particle 15 only travels 501 m and thus has the minimum travel distance. Particle 15 also has the shortest travel time of 3.57x10 7 sec while particle 22 has the longest travel time of 4.38x10 10 sec. 
Long-term Pumping Test Simulations
Next, we extend the steady-state simulations and consider the groundwater response due to pumping. To do this, the pumping rate of each well is set to a constant value of 20 L/min (i.e., 28.8 m 3 /day). The wells are pumped for a period of 14 days, followed by an additional 36 days of recovery, making the total stress period to be 50 days. Also, to isolate the influences of the pumping above and below the fault, separate simulations are conducted. For the pumping above the fault, the flux is equally distributed across the four FD cells in the pumping zone (i.e., 7.2 m 3 /day/cell). However, since for the pumping below the fault there is only one FD cell, the entire pumping rate of 28.8 m 3 /day is applied to that node. Figure 14 shows the head contours after 14 days of pumping the upper well in the YZ-plane crossing the wells. Comparing this figure to Figure 7 (i.e., the head contours for the steady-state solution), we see little to no difference between the two results. This indicates that this pumping rate influences the groundwater response only slightly. This is interesting, because the near proximity of the pumping wells to the fault should result in significant contribution to the drawdown around the fault. However, the drawdown contours, presented in Figure 15 along the same YZ-plane, illustrate a maximum drawdown of ~6 cm around the well location. Even though the zone of influence covers several hundred meters, the drawdown quickly becomes negligible away from the wells. Moreover, the drawdown response is not too different when the pumping well below the fault is considered. Figure 16 presents the drawdown contours at three different planes (i.e., YZ, XZ, and XY), after 14 days of pumping the lower well. As in the case pumping the upper well, the highest drawdown is confined to a zone near or at the well location, even though the maximum drawdown in this case is ~2.5 m. To better represent the drawdown behavior, at the two well locations, next we discuss the temporal variations of drawdown for these two cases as well as several other cases. However, we must first correct the calculated drawdown values for the actual wellbore diameters. Figure 14 . Contour lines for the head field after 14 days of pumping the well above the fault, with the hydraulic conductivity for the three geological units included in the background. Contrasting these results with the steady-state results (i.e., Figure 7 ), pumping appears to minimally impact the groundwater response. 
Wellbore correction
In numerical groundwater simulations, the grid blocks where wells are located are generally larger than the physical borehole diameter. Since it is seldom practical to resolve the grid fine enough to have the same size as the physical well diameter, wellbore corrections are often applied to the wellbore grid blocks (e.g., see Prichett and Garg, 1980) . Anderson and Woessner (1992, pg. 148) suggest the following to correct the calculated head values at the well locations:
where h w and h i,j,k (m) respectively refer to the corrected and computed (i.e., at node i, j, k) head values, Q WT (m 3 /day) is the total pumping rate, K (m/day) is the conductivity, H (m) is the thickness of the layer where the well resides, r e (m) is the effective well block radius, and r w (m) is the physical well radius. For uniform grid spacing (as is our case at the well locations), Anderson and Woessner (1992, pg. 149 ) derive a simple form for the effective radius as:
here a=∆x=∆y (m) is the grid spacing in the x and y directions. Prichett and Garg (1980) also present other relationships for r e when the grid spacing is not uniform. Here, we set r w =0.05 m and since both pumping wells are in the same lower geological unit, we let K=0.423 m/day (i.e., 4.9x10 -6 m/sec), a=10 m (i.e., r e =2.08 m). The layer thickness, H, is 25 m and 26 m, respectively, for the well above and below the fault. As previously noted, the pumping rate, Q WT , is 28.8 m 3 /day. However, when applying (4) to the well above the fault, we set Q WT =7.2 m 3 /day, as there are four nodes representing that well zone. Figure 17 shows the corrected drawdown, using (4) and (5), versus time for the two pumping locations. For both pumping zones the end of pumping period is distinctly visible since following that period the drawdown sharply drops to low drawdown values, indicating the groundwater system immediately recovers. We can notice the maximum drawdown below the fault, is generally higher than each of the well screens above the fault, although adding the drawdown for the four screens above yields roughly the same drawdown as below the fault. However, given the small drawdown values (generally several meters), pumping does not appear to severely stress the groundwater system. Figure 17 . Corrected drawdown versus time, using fixed head top boundary condition, for the single well zone below and the four well zones above the fault. While the well zone above the fault yields a maximum drawdown of ~3.5 m, the maximum drawdown for each of the well zones above the fault are ~1 m. The sharp drop after 14 days indicates the end of pumping period, followed by the nearly full recovery at the end of 50-day period. Note that, during the recovery phase, the well zone below the fault shows a shallower drop off in slope Next, to evaluate the effect of the top boundary condition on the drawdown, we also consider the drawdown when the top boundary is changed to a no flow condition. The corrected drawdown, as a function of time, for these cases are shown in Figure 18 . For the case of pumping the upper well (Figure 18a) , when the top boundary condition is changed to a no flow and all layers are treated as all confined (AC), the drawdown response is identical to that of constant head boundary condition case. However, when the various layers are treated as confined-unconfined (CU), after 14 days the maximum drawdown is slightly larger than the AC layer type (see below for a description of layer types CU and AC). In order to test the sensitivity of the drawdown to the specific storage of the upper layer, an S s value of 10 -7 (1/m) was also run subject to no flow top boundary condition and using the CU layers option. These results are also shown in Figure  18 . We certainly see similar behavior for the reduced S s case, even though before the end of pumping period the reduced S s case has higher drawdown than the other two cases considered. In addition, for the cases that use AC layers the maximum drawdown is achieved within one day, but for the other two cases the drawdown continues to increase. Yet, when pumping the lower well (Figure 18b) , for all cases the temporal variations of drawdown appear to be roughly similar, i.e., the maximum drawdown as well as the drawdown during the recovery period. Here, the bottom line is that, pumping below the fault appears to be less sensitive to the choice of the boundary condition and aquifer type.
Drawdown as a measure of groundwater performance
.
Figure 18.
Corrected drawdown versus time for 14 days of pumping, illustrating the effects of top boundary condition (i.e., fixed head versus no flow), choice of layer's confinement, and reduced specific storage for: a) pumping above the fault and b) pumping zone below the fault. Note that in both figures, drawdown for constant head and no flow with all confining layers are not only identical, they also reach a constant value within ~2 days of pumping. However, the drawdown for the no flow case where the layers are treated as confined-unconfined is an increasing function of time.
Within the MODFLOW parlance, the choice of layer type (e.g., AC and/or CU stated above) is controlled through the parameter LAYCON in (see McDonald and Harbaugh, 1988; Harbaugh and Mcdonald, 1996) . In general, LAYCON accounts for the manner in which the transmissivity (T) and storage coefficient (S) are treated within the model. As Table 5 indicates the first layer is generally treated as unconfined (i.e., LAYCON=1). In this work, for both steady-state and transient simulations the first layer is always set as unconfined.
For the steady-state simulation (for both cases where the top boundary condition was constant head or no flow), all other layers (i.e., 2 through 55) are treated as confined (i.e., LAYCON=0). For the transient simulations, since pumping can potentially result in aquifer desaturation, we used the CU2 option (i.e., LAYCON=3) for layers 2 through 55. While this option worked well for no flow top boundary condition cases, when using a fixed head top boundary condition, the CU2 option resulted in certain computational cells becoming dry. As Table 5 indicates, when LAYCON=3 and if the aquifer desaturates, vertical flow from above is not allowed. For this reason, we resorted back to the way layers were treated in steady-state simulations. That is, we assumed all layers, but the first, are all confined. While we were able to model constant head cases using LAYCON=0, it may not be the most physically sound way of simulating pumping events. Especially when, as Figure 18 illustrates, there is more drawdown under unconfined than the confined conditions. This is either an artifact of the choice of top boundary condition or CU2 allows the aquifer to relax more naturally. Nevertheless, the results imply that a more systematic study of consequences of layer type on the drawdown is warranted.
Another way to represent the groundwater response to pumping is to use several performance measures, as defined by JNC. Such performance measures could be the maximum corrected drawdown (DD max ), maximum time at which drawdown occurs (T DD , max ), and finally the time at which the first derivative of drawdown, with respect to time, yields its maximum value (∆T DD,max ). Table 6 tabulates such performance measures at various observation and pumping well locations. Clearly, the DD max values occur at the pumping well locations, with the drawdown at other locations always being negligibly small. However, for the case of pumping above fault, the shallower MIU-1 (i.e., Z=-245, -490, and -762 m) and Z=-656 m of MIU-2 locations display DD max values that are on the order of a few centimeters. Moreover, we see more significant drawdown for MUI-2 and MUI-3 (e.g., Z=-490, -762, and -1025 m) , for the case of pumping below the fault. Also, note that at Z=-762 m of MIU-2 well, DD max is as high as 3.4 m, since this is actually the pumping well location below the fault. As the table indicates, T DD , max and ∆T DD,max are generally near the end of the pumping period. This is specially the case when DD max values are significant (e.g., more than a few centimeters).
Figure 19 compares corrected drawdown for the pumping zone below the fault (e.g., similar to those shown in Figure 17 ) with the | t DD ∂ ∂ / | as a function of time. Here, | t DD ∂ ∂ / | refers to absolute values of the drawdown derivative with respect to time, DD is the drawdown, and t is time. Figure 19 is focused near the end of pumping period, where there is sudden a change in the drawdown and thus | t DD ∂ ∂ / |. While the drawdown appears to be constant as the end of pumping cycle is approached, the oscillation in | t DD ∂ ∂ / | enhance the small variations in drawdown. At the end of pumping period (i.e., t=14 days) | t DD ∂ ∂ / | yield its maximum value (note that, at t=14 days t DD ∂ ∂ / is actually a negative number and thus, t DD ∂ ∂ / has a negative minimum at that time). We note that, this time is consistent with T DD , max =14 days listed in Table  6 . However, ∆T DD,max =0.063 days, in the table, refers to the early stages of the pumping where the drawdown gradually increases, before it yields DD max . Finally, during the recovery period (t>14 days) both drawdown and t DD ∂ ∂ / approach zero Figure 19 . Temporal variation of the corrected drawdown and its comparison to its derivative with respect to time for the pumping zone below the fault. The figure is focused near the end of the pumping period (i.e., t=14) and the onset of the recovery period to illustrate where the derivative experiences its largest change.
Illustrative Particle Tracking for LTPT
In order to determine the control volume affected by 14 days of pumping, we also conducted a series of forward and backward particle tracks. Figure 20 shows backward tracking, for the simulation with no-flow top boundary condition, and pumping at the well zone above the fault. The figure indicates that the extent of the pumping influence is only within 10-20 m, which is consistent with the extent of the calculated drawdown. In general, however, particle velocity, travel time, and thus the distance traveled by particles are directly affected by the media porosity.
As an illustration, we uniformly changed the porosity by one and then two orders of magnitude and performed both forward and backward particle tracking. Figure 21 depicts the backward particle tracks, originating from the pump below the fault for three different porosity values. It is clear that reduction in porosity increases the particles' path lengths (note that we have varied the scale in the figures for each case). For instance, considering that the upper pumping zone is 100 m long, the particles for the baseline porosity value only move 10-20 m. However, a 10% porosity reduction increases the maximum path length to ~150 m, and finally a 100% porosity reduction raises the path line lengths by roughly 4 folds (i.e., ~400 m). These simulations demonstrate that the water being supplied to the lower pumping interval is being pulled vertically down along the north side of the fault.
Figure 20. Typical backward particle tracking for a number of particles released from the pumping zone above the fault, for the no flow top boundary condition. Note that the maximum lengths of the path lines are consistent with the maximum zone of influence for the draw down (i.e., 10-20 m). Note that the figure is zoomed to near the pumping location to better illustrate the path lines Figure 21 . Close up views of the backward particle tracking started from the pumping zone below the fault, illustrating the effect of porosity reduction: a) baseline porosity value results path lengths on the order of 10-20 m, b) an order of magnitude reduction increases the path lines to roughly 150 m, and c) two orders of magnitude reduction in porosity increases the maximum path length to ~400 m. Note that for each case, as the baseline porosity is decreased, the figure is further zoomed out, which can be clearly seen through the thinning of the fault widths. 
Conclusions
A conceptual model of MIU site, located near the town of Mizunami City in the Gifu Prefecture northeast of Nagoya City, Japan, was developed to predict the groundwater system response to pumping. The study area consisted of a fairly large three-dimensional domain, having the size 4.25 x 6 x 3 km 3 . The model also consisted of three different geological units, upper and lower fractured zones and a single fault unit. The resulting computational model comprised of 702,204 finite difference cells with variable grid spacing, where the underlying mesh was generated using the GMS software (GMS, v3.1, 2000) . GMS was also used to build the entire model including the pumping well locations and assignment the various aquifer properties (e.g., hydraulic conductivity, storage coefficient, specific storage, and porosity (for particle tracking)).
The resulting flow field, which was obtained using MODFLOW (McDonald and Harbaugh, 1988) package, included both a series of steady state and transient simulations. In general, while the steady state simulations required less than 20 minutes of CPU time on a 450 MHz PC, the transient simulations depending upon the extent of the pumping and recovery period, required more CPU time. Nevertheless, the total simulation time never exceeded 2 hrs on a 450 MHz PC. For both steady state and transient simulations, the influence of the surface boundary condition, subject to a fixed head and no flow conditions, were considered and recharge was not considered in this work. Steady state results were used for particle tracking and also serving as the initial conditions (i.e., starting heads) for the transient simulations.
Results of the steady state simulations clearly indicate the significance of the choice of surface (i.e., upper) boundary conditions. For instance, when the upper boundary is a fixed head condition, the pressure gradient near the surface that varies with the elevation, results in a net flux into the system. This is quite similar to imposing an implicit recharge and is clearly seen in the flow patterns at the base of the upper fractured zone. However, when the upper boundary is changed to a no condition, the head fields are continuous across the upper and lower fractured zones, indicating negligible gradient and thus little to no flux crossing the two geological units.
Steady state particle tracking results clearly illustrate that all particles released, from the points defined by JNC, exit the top of the model in areas where groundwater discharge is along the Shoba and Toki rivers. These particles all reach the top of the model well north of the southern no-flow boundary. Only two of the particles (13 and 19) exit the model far enough to the south to experience any effect of the southern no-flow boundary. In addition, the steady state particle travel times range from 3.6x10 7 sec (i.e., ~1.1 years) for particle 15 to 4.4 x 10 10 sec (i.e., ~1394 years) for particle number 22. Meanwhile, particle 13, which was located at the top north left, had the longest travel distance of 3232 m, and particle 15 only traversed a distance of 501 m -the shortest distance traveled. For the transient simulations (i.e., pumping), two pumping zone one above and another one below the fault are considered. For both cases (i.e., pumping above and below) the fault, the pumping period extends for 14 days followed by an additional 36 days of recovery. Separate cases for the pumping above and below the fault are also considered. We find, in general, for the pumping rates used, the maximum drawdown is quite small (ranging from a few centimeters to a few meters) and thus, pumping does not severely impact the groundwater response. We also found, the range of drawdown values produced by pumping below the fault are generally much less sensitive to the choice of the boundary condition than are the drawdowns resulted from the pumping zone above the fault. However, we found the choice of boundary condition for the top of the model to also influence predicted drawdowns. The effect of the boundary conditions under the transient situation deserves a closer look and probably needs more exploration.
