Abstract-To find an efficient and valid alternative of polysomnography (PSG), this paper investigates real-time sleep apnea and hypopnea syndrome (SAHS) detection based on electrocardiograph (ECG) and saturation of peripheral oxygen (SpO 2 ) signals, individually and in combination. We include ten machinelearning algorithms in our classification experiment. It is shown that our proposed SpO 2 features outperform the ECG features in terms of diagnostic ability. More importantly, we propose classifier combination to further enhance the classification performance by harnessing the complementary information provided by individual classifiers. With our selected SpO 2 and ECG features, the classifier combination using AdaBoost with Decision Stump, Bagging with REPTree, and either kNN or Decision Table achieves sensitivity, specificity, and accuracy all around 82% for a minute-based realtime SAHS detection over 25 sleep-disordered-breathing suspects' full overnight recordings.
I. INTRODUCTION

S
LEEP apnea and hypopnea syndrome (SAHS) is a common sleep disorder which is characterized by abnormal breath pause or reduction during sleep. It is estimated to affect 2% of middle-aged women and 4% of middle-aged men [1] . Sleep apnea is treatable; however, about 90% of sufferers go unidentified and hence untreated [2] . They experience daytime sleepiness and fatigue which can escalate to traffic accidents, depression, and memory loss. Moreover, untreated SAHS can also relate to ischemic heart disease, cardiovascular disfunction, and stroke [3] , [4] . A common definition of apnea involves a cessation of airflow for at least 10 s while hypopnea is defined as a minimum 10-s airflow reduction with either a blood oxygen desaturation of 4% or a neurological arousal [5] . Currently, polysomnography (PSG) is considered as the standard method for SAHS diagnosis. Nevertheless, PSG requires SAHS suspects to sleep in a sleep laboratory over one or two nights, with attended technicians. During the overnight sleep, a variety of sensors and wires are attached to the suspect's body. The recorded signals are then analyzed by sleep specialists for final diagnosis. The discomfort, inconvenience, and expensiveness of PSG set a barrier from its prevalence among public. Therefore, a readily available, relatively inexpensive, and reliable diagnosis alternative is desirable for public use.
In the past decade, several methods have been proposed as PSG alternatives for SAHS detection. For instance, detections have been developed based on questionnaires [6] , snoring [7] , electrocardiograph (ECG) [8] - [12] , and pulse oximetry [5] , [12] - [21] . Among them, ECG and saturation of oxygen measured by pulse oximeter (SpO 2 ) are the two most extensively studied signals.
Specifically, based on the ECG signal alone, various frequency and time domains as well as ECG morphology features have been developed. For example, McNames and Fraser [8] found that the heart rate (HR), the S-pulse amplitude, and the pulse energy of the ECG signal are informative for SAHS detection. Raymond et al. [9] analyzed the power spectral features of the ECG-derived respiration (EDR) signal via wavelet transform in addition to other features from the RR interval tachogram. Shinar et al. [10] extracted features from the changes of ECG signal's QRS complex and spectral abnormalities of heart rate variability (HRV).
SpO 2 is the percentage (%) of hemoglobin in the blood that is saturated with oxygen recorded by a pulse oximeter. Some commonly used SpO 2 features are the accumulative time (TSA) spent below a certain saturation level [5] , [14] , the oxygen desaturation index (ODI, the number of oxyhemoglobin desaturation below a certain threshold) [15] , and the saturation variability index (Delta index) [5] , [13] , [14] . Later on, several nonlinear parameters such as approximate entropy (ApEnt) [16] , central tendency measure (CTM), and Lempel-Ziv complexity (LZCom) [17] were also applied to sleep apnea detection. In the realm of spectral-domain features, Zamarrón et al. [18] studied the periodogram of the SpO 2 signal and selected four indices related to the period 30-70 s for detection purpose. However, all the aforementioned methods rely on the entire overnight SpO 2 records, resulting in a delayed offline analysis and diagnosis.
In order to obtain a real-time SAHS monitoring and diagnosis, some pioneering works have emerged. Oliver and Flores-Mangas [19] implemented a real-time detection system with oximetry but unfortunately lacked a performance comparison with the standard PSG. Heneghan et al. [12] adopted both ECG and SpO 2 signals to estimate the apnea plus hypopnea index (AHI) based on an epoch-by-epoch detection. Most recently, Burgos et al. [20] and Bsoul et al. [11] have implemented a systematic real-time SAHS detection based on SpO 2 alone and ECG alone, respectively.
In this paper, we focus on real-time sleep apnea/hypopnea detection based on 1-min segments of ECG and SpO 2 signals. While following the comprehensive ECG features set in [11] , we develop an SpO 2 feature set of 39 features. The different strategies of SAHS detection that we explore can be found in Fig. 1 . To begin with, investigations of individual diagnostic abilities of the ECG and SpO 2 features are carried out and compared via an experiment of ten different machine-learning algorithms. Costsensitive classification is included to enhance the sensitivity. Additionally, the classification experiment extends to involving a full set of 150 features fused by both ECG and SpO 2 features. In contrast to feature selection based on individual evaluation of each feature as used in existing works [11] , [20] , [21] , we utilize a subset feature selection strategy that accounts not only the prediction ability of each feature, but also the redundancy among features. The idea of cost-sensitive weighting is also incorporated in the feature selection process to favor highly predictive features. Most importantly, with investigation of the performances of individual classifiers, we introduce classifier combination to further enhance detection performance by harnessing the potentially complementary information provided by individual classifiers.
The rest of this paper is organized as follows. In Section II, we describe the database and the methods used in our experiment, including signal processing, feature extraction, feature selection, and classifier combination. Section III shows the results of different classification strategies. In Section IV, we discuss the performances among different feature sets and classification schemes, and compare our results with those of other research groups. Finally, Section V concludes this paper.
II. MATERIALS AND METHODS
A. Database
Throughout this paper, we use the St. Vincent's University Hospital/University College Dublin Sleep Apnea Database (UCD database) [22] available online from PhysioNet [23] which provides a variety of physiological signals for biomedical research. The availability of the UCD database offers easy validation and assessment of our approach. Twenty-five (21 males and 4 females) sleep-disordered-breathing suspects' full overnight PSG recordings are recorded in the database. Each recording contains 5.9-to 7.7-h ECG and SpO 2 signals as well as an annotation file with detailed onset time and duration of every apnea/hypopnea event. Polysomnograms were obtained using the Jaeger-Toennies system (Erich Jaeger GmbH, Germany). In particular, the ECG signal was recorded via a modified lead V2 and the SpO 2 signal was recorded using a finger pulse oximeter. General physiological properties of the subjects are listed in Table I while a more detailed description can be found online [22] .
B. Signal Processing and Feature Extraction
The ECG and SpO 2 signals in the database are originally sampled by 128 and 8 Hz, respectively. In our experiment, both signals are segmented into 1-min episodes for signal processing and the detection/classification results are returned minute by minute. Accordingly, the annotations need to be modified to give minute-based references. Given that the apnea/hypopnea happens with a minimum of 10-s airflow change, in case the events are across two adjacent segments, we label a single minute as "Apnea" (apneic) if it contains at least 5 consecutive seconds of apnea/hypopnea events; otherwise, this minute is annotated as "No apnea" (normal). We use MATLAB for signal processing and feature extraction.
Recently, Bsoul et al. [11] have proposed a quite comprehensive ECG feature set which contains 111 HRV-and EDR-based features in both time and spectral domains. In this paper, we employ this feature set for the ECG signal and mainly focus on feature designs of the SpO 2 signal due to its strong reflection of arterial oxygen saturation on the airflow fluctuation.
To begin with, the SpO 2 signal is downsampled at 1 Hz. Any SpO 2 values less than 50 are considered as artifacts and hence removed from analysis (totally about 137 min; 1.3% of data are removed).
Basic statistics such as the minimum, mean, variance, and correlation coefficient of SpO 2 samples within each segment are first calculated and denoted as Smini, Smean, Svari, and CorreC, respectively. Then using Smean as a baseline, the number of zero crossing points of each segment is counted as feature NumZC. Within each segment, via linear regression, a regression line is fitted. The Slope, its absolute value (AbSlope), and Bias of the regression line are measured as three additional features.
Delta index is viewed as a valid parameter for overnight SAHS detection [5] , [13] , [14] . In our real-time processing, the mean value of the SpO 2 signal over every 12-s interval is first computed and the Delta index (Dmean) is derived as the one-min average of the absolute differences between two successive mean values.
The nonlinear methods such as ApEnt, CTM, and LZCom, which measure the regularity, variability, and complexity of a time series, have been applied to SAHS detection based on overnight SpO 2 signals [16] , [17] . These three features can also be easily calculated segmentwise. In particular, for ApEnt, we choose the optimal run length of 1 and tolerance window of 0.25 times the standard deviation of each epoch data, as suggested in [16] . The CTM is calculated by selecting a radius with respect to (w.r.t.) the origin of a second-order difference plot and counting the number of points which fall within the radius [17] . We choose radii of 0.25, 0.5, 0.75, and 1, corresponding to features CTM25, CTM50, CTM75, and CTM100, respectively.
Besides three ODI indices (odi2, odi3, odi4) in [20] , we adopt a more general definition of ODI indices as in [15] . We set the baseline as the mean of the top 20% of the SpO 2 data within 1 min. The ODI index ODIxy counts the occurrences that SpO 2 samples drop at least x below the baseline and last at least y s. In our experiment, x ∈ {2, 3, 4, 5} and y ∈ {1, 3, 5}. For example, ODI21 presents the number of times when the SpO 2 level declines at least 2 below the baseline and lasts at least 1 s. Additionally, we count the total number of SpO 2 samples which fall at least 2, 3, 4, and 5 below the baseline, contributing another four features: ODIS2, ODIS3, ODIS4, and ODIS5.
Finally, we consider five TSA indices (tsa95, tsa90, tsa85, tsa80, tsa70) indicating the accumulative time that the SpO 2 level stays below 95, 90, 85, 80, and 70, respectively.
As a result, totally, a set of 39 SpO 2 features is built. 1 The aforementioned SpO 2 features and their descriptions are summarized in Table II for ease of reference.
C. Classification
In the classification phase, we employ an open-source machine-learning software, WEKA [24] , as the major tool to assess the performances of the aforesaid feature sets. Ten classifiers are included in our experiments. Specifically, support vector machine (SVM) [25] maps data into a high-dimensional space and constructs a hyperplane to separate them. k-nearest [26] assigns the data the most common class among their k closest neighbors. Decision Table classifier [27] builds a simple hypothesis space represented by a decision table and uses it for classification. Multilayer perceptron (MLP) [28] is an artificial neural network consisting of multiple layers of nodes; it models data pattern during training and follows the pattern to classify the testing data. Decision tree partitions data into different groups recursively. Several popular decision trees and their evolved versions are included, such as C4.5 tree [29] , reduced-error pruning tree (REPTree), and functional trees (FT trees) [30] . We also take into consideration several meta-algorithms which are used in conjunction with other (simple) classifiers to reduce prediction errors. In particular, Adaptive Boosting (AdaBoost) with Decision Stump [31] , Bagging with REPTree [32] , and Bagging with Alternating Decision Tree (ADTree) [33] are included in our experiment.
Throughout the experiment, the default parameter settings of each classifier are kept, except that for SVM; we normalize all the features into the [0, 1] region since SVM is sensitive to the dynamic ranges of the features. And for kNN classifier, we choose k = 5 and apply an inverse distance weight function.
To assess the classification performance, we use sensitivity, specificity, and accuracy as evaluation metrics. Their definitions are as follows:
where true positive (TP) and true negative (TN) refer to the number of correctly detected apneic epochs and normal epochs, respectively, whereas false positive (FP) and false negative (FN) stand for the number of miss-identified apneic and normal epochs, respectively. P/N represents the total number of epochs with/without apneic events. In other words, the sensitivity reflects the ability to correctly detect the apneic epochs; specificity conveys the ability to distinguish the normal epochs. A tradeoff between the two usually exists in practice. In terms of SAHS detection problem, we are more interested in high sensitivity algorithms which reduce the risk of missing the apnea/hypopnea events that do pose threats to the patients. Therefore, we also carry out cost-sensitive classifications by imposing a cost matrix on the above ten classifiers, to penalize the FN errors more than the FP errors, and aim for a higher sensitivity.
As can be seen in Fig. 1 , we first carry out experiments to assess and compare the individual diagnostic abilities of ECG and SpO 2 features. The 111 ECG features and 39 SpO 2 features are fed into the ten classifiers, respectively [see Fig. 1 Note that all the experiment results are based on tenfold cross validation of the entire database. In particular, the entire dataset is evenly divided into ten folds; each time, one fold is left out for testing while the other nine folds are used for training. The testing results are averaged over ten folds and then returned as the final cross-validation results.
D. Feature Selection
Feature selection is regarded as a classic method to prevent overfitting by eliminating redundant or even detrimental features. In a real-time detection scenario, it is also an effective way to reduce the computational load by requiring less signal processing in feature extraction, to lower the rate of data transmission and energy consumption, and more importantly, to shorten the time required for model building during the training process.
Feature selection can be done by either investigating the value of each features, as done in [11] , [20] , and [21] , or using a subset evaluator to assess the merit of a group of features. With the former method, no interinformation among features can be concluded, whereas the latter strategy can explore the correlation among features. Therefore, we employ the latter subset feature selection to further reduce redundancy.
In the interest of high sensitivity, we also use a cost-sensitive subset evaluator for feature selection. Cost-sensitive subset evaluator is a meta subset evaluator which requires a base subset evaluator and a cost matrix. In our case, the same cost matrix used in cost-sensitive classification is applied, and thus, the features with higher sensitivity are preferred. In terms of the base subset evaluator, correlation-based feature subset selection (CfsSubsetEval) [34] is employed independently of classifiers. CfsSubsetEval evaluates the merit of a subset of features by considering the individual predictive ability of each feature as well as the redundancy among them. To be specific, the merit of a subset S is calculated as [34] 
where k is the number of features in S; r cf is the average classfeature correlation while r ff is the average feature-feature intercorrelation. As a result, a subset of features which are highly correlated with the class (apneic or normal) while having low intercorrelation among the features is preferred. In our experiment, feature selection is performed on the full feature set which consists of 111 ECG and 39 SpO 2 features.
E. Classifier Combination
Naturally, one would want satisfactory results in all sensitivity, specificity, and accuracy. However, this ideal result does not always happen given a single classifier. Some classifiers provide high sensitivity but low specificity while others perform the opposite way. The gap between the two metrics can be large. To strike a balance, classifier combination is proposed as a potential solution.
Classifier combination has been proved to be a powerful method to improve the classification performance in many fields [35] . Inspired by the fact that the misclassified instances of individual classifiers do not necessarily overlap, different classifiers may offer different perspectives in decision making. Making use of those complementary information by classifier combination could further improve the performance.
In our combination experiment, we choose three individual classifiers to form a group of experts. Each member classifier predicts the class of every epoch and records the probabilities associated with both classes (apneic and normal). Since the prior class distribution of a database is usually unaware beforehand, an equiprobable prior is a common assumption. Based on the predicted classes and their corresponding probabilities, we explore four classifier combination schemes as described next.
1) Max Probability (MP):
This scheme assigns the predicted class as the one with the maximum probability among all classifiers and classes:
where C p is the final predicted class after combination and i is the classifier index. P i (C+) and P i (C−) are the probabilities that classifier i predicts the epoch to be positive (apneic) and negative (normal), respectively.
2) Average Probability (AP):
In this rule, the probabilities of the positive/negative class are summed over all classifiers (can be viewed as the arithmetic mean criterion). The class with larger summed probability is returned as the final prediction:
3) Product of Probability (PP):
Similar to the aforementioned approach, this scheme chooses the class with the larger product of positive/negative probabilities (can be viewed as the geometric mean criterion):
4) Majority Voting (MV):
The last approach chooses the class to which the majority of the classifiers agree. Let C i (C+) = 1 if classifier i predicts the current epoch to be positive; otherwise, C i (C+) = 0 and apply a similar rule to C i (C−). Then, the final prediction is determined as
In other words, it compares the numbers of classifiers which give positive/negative predictions, and picks the class with the larger number of votes.
III. RESULTS
A. Results of Individual Classifiers 1) Using Either ECG or SpO 2 Feature Set:
The classification results of using either ECG or SpO 2 feature set are first tabulated in Table III . For the case of Even Cost, among all classifiers, the sensitivity, specificity, and accuracy are around 40%, 90%, and 70% with the ECG feature set, whereas they are 60%, 90%, and 80% with the SpO 2 feature set, respectively. To enhance the sensitivity, via testing different penalty weights, we choose a cost matrix to penalize the FN three times that of the FP (i.e., Cost Sensitive 3), at the expense of specificity but still maintaining an acceptable accuracy (around 70-80%). Under the Cost Sensitive 3 section of Table III , the sensitivity of the ECG feature set now ranges from 53.91% to 72.47% and that of the SpO 2 feature set spans over [70.31%, 87.63%]. The accuracies of using these two feature sets remain around 70% and 80%, respectively.
2) Using Combined ECG and SpO 2 Feature Set: Table IV provides both the even cost and cost-sensitive classification results based on the combined feature set. Given the Cost Sensitive 3 result in Table IV , among ten classifiers, AdaBoost with Decision Stump achieves the highest sensitivity of 87.03% but the lowest specificity (74.82%) and accuracy (77.79%). Bagging with REPTree enjoys both the highest specificity (85.89%) and accuracy (84.40%) but a relatively low sensitivity (79.75%).
In addition, we record in Table IV the CPU time 2 spent on training and testing of each classifier during the tenfold cross validation. As can be seen, MLP, Bagging with ADTree, and SVM are the most computationally intensive classifiers based on the CPU time spent on training: from about 33 to 886 s, whereas the remaining classifiers require no more than 15 s in training. 
B. Feature Selection
Applying the feature selection strategy described in Section II-D, 39 out of 150 features are selected as a reduced feature set (FS39) which consists of 8 ECG features and 31 SpO 2 features. In particular, the eight ECG features [11] are the second-order serial correlation coefficient (SCrC2), the third, fourth, fifth, and sixth discrete Fourier transform (DFT) points of RR intervals (rrff3, rrff4, rrff5, rrff6) , the spectral variances of second and ninth levels of decimated wavelet transform of EDR series (edrw2, edrw9), and the fifth DFT point of EDR series (edrf5). All the selected 39 features are listed in Table V. Cost-sensitive classifications are carried out to assess the performance of the reduced feature set FS39 and the results are shown in Table VI. Compared with Table IV , using FS39, the computational load shrinks to around only 1/5 of the one using the full combined feature set, for almost all classifiers, with less than 1% decrease in sensitivity, specificity, and accuracy. AdaBoost with Decision Stump still achieves the highest sensitivity of 86.81% while Bagging with REPTree retains the highest specificity of 84.62% and the accuracy of 83.26% among ten classifiers. In terms of computational efficiency, SVM, Bagging with ADTree, and MLP still consume the longest CPU time (11-71 s on training) while other classifiers only spend less than 3.7 s on training in 1tenfold cross validation.
C. Classifier Combination
The result in the previous section (see Table VI ) also shows that although AdaBoost with Decision Stump achieves the highest sensitivity, its specificity is the lowest among ten classifiers; Bagging with REPTree attains the highest specificity but its sensitivity is below 80%. In the interest of a well-rounded classification result, we apply classifier combination proposed in Section II-E to balance the performances in both sensitivity and specificity, and hence the accuracy.
Since AdaBoost with Decision Stump and Bagging with REPTree achieve highest sensitivity and specificity, respectively, we choose them as two permanent member classifiers in our combination experiment. On the other hand, to avoid too much computation, three most computationally intensive classifiers: SVM, Bagging with ADTree, and MLP are excluded. As a result, an additional classifier is drawn from the remaining five classifiers sequentially to form a group of three experts. The reduced feature set FS39 and the SpO 2 feature set are both considered in the classifier combination experiment.
Via a thorough experiment with five different choices of the third member classifier, it is found that kNN (k = 5) and Decision Table collaborate Tables VII and VIII , respectively. As we can see, the sensitivity, specificity, and accuracy are all around 82% and 81% for the FS39 feature set and the SpO 2 feature set, respectively, for all four combination schemes.
IV. DISCUSSION
A. Comparison Among Different Feature Sets
Recall that in Section III-A1, if we compare the individual signals, the proposed SpO 2 feature set achieves a much better performance than the ECG feature set in both even cost and cost-sensitive cases: averagely, about 25% and 12% advantage in sensitivity and 6% and 8% advantage in accuracy for Even Cost and Cost Sensitive 3, respectively. Besides, in the selected feature set FS39, the majority existence of SpO 2 features (31 SpO 2 features versus 8 ECG features) also implies the higher diagnostic ability of SpO 2 features than the ECG features. The reason could be explained as follows. Since the SpO 2 signal is a direct reflection of the amount of oxygen that one inhales, it could directly capture the oxygen variation due to the pause/reduction of breath when sleep apnea/hypopnea happens. On the other hand, the ECG signal records the electrical activity of the heart where not only apnea/hypopnea, but also many other metabolic processes as well as, highly possibly, other heart-related disorders are taking place. In this sense, the ECG signal is more complicated and the most sleep-apnea/hypopnea-relevant information might be buried in other signals. Hence, to unveil and extract the most indicative features from ECG for SAHS detection is very challenging. Consequently, if only one sensor is allowed for SAHS detection, oximeter is preferable over ECG sensor.
Moreover, if both ECG and SpO 2 signals are available, using the combined full feature set (see Table IV ) can largely improve the performance of using ECG features alone (see Table III ): about 15%, 6%, and 7% increases in maximum sensitivity, specificity, and accuracy among ten classifiers, respectively. The reduced feature set FS39, obtained by our proposed cost-sensitive subset feature selection, achieves approximately the same good classification result but only requires about 1/5 of the computational load of the full feature set. Comparing FS39 and the SpO 2 feature set, from Tables VII and VIII, for every combination scheme, FS39 shows advantage (about 1%) over the SpO 2 feature set in sensitivity and accuracy while most of the time in specificity as well. In other words, the incorporation of ECG features complements SpO 2 features by providing additional useful information for SAHS detection. Therefore, with access to both signals, such as in hospital, classifier combination with feature set FS39 serves as a good candidate for real-time SAHS detection. However, given a home-based setting with consideration of the cost of extra sensor, classifier combination based on the SpO 2 signal alone also suffices to offer a decent performance.
B. Comparison Among Different Classification Strategies
Among the ten individual classifiers, AdaBoost with Decision Stump achieves the highest sensitivity and Bagging with REPTree attains the highest specificity and accuracy almost for all feature sets.
With classifier combination (see Tables VII and VIII) , almost all three metrics improve if compared with the results of individual classifiers for both FS39 and SpO 2 feature sets (Tables  VI and III) : the sensitivity increases at least 2% compared with Bagging with REPTree while about 7-8% improvement in specificity and 4-5% increase in accuracy compared with AdaBoost with Decision Stump. Conclusively, better and more balanced detection results are achieved with the proposed classifier combination.
Among four different classifier combination schemes, Majority Voting always wins the highest sensitivity. Because each member classifier is already in favor of positive class due to the cost-sensitive setting, the final prediction of Majority Voting further emphasizes the sensitivity by its "hard decision" nature: based on the classes instead of the associated probabilities.
Given a real-time detection problem, the computational complexity is of concern. AdaBoost with Decision Stump and Bagging with REPTree are computationally efficient compared to other algorithms such as SVM and MLP, in addition to their good detection performances. With the two being permanent members for classifier combination, choosing either kNN or Decision Table as the third member gives comparable classification results as shown in Tables VII and VIII. The difference mainly lies in the computational loads of training and testing. In general, the total training/testing time for the combination approach is the sum of those for individual classifiers. Note that kNN is a lazy classifier that requires no time on training; thus, the total training time for the combination approach with kNN stays around 2.9 s versus 5.3 s for the combination approach with Decision Table. However, since kNN offloads the complexity to testing phase, the corresponding testing time of the former is about 2 s, while the latter requires much less, around 3 ms. As a result, the former combination is more suitable for a subjectdependent (SD) application where testing is conducted based on the model trained by the same subject's historical data. In this case, trainings need to be carried out or updated on a subject basis. The latter combination with Decision Table fits better for a subject-independent (SI) application where training is already done based on some (large) database before distributing to users who are only responsible for testing.
Regarding the memory requirement of our proposed classifier combination for real-time SAHS detection, both training and testing programs run freely within the default maximum allocated memory (455 MB) which is less than the memory size of iPhone 4 (512 MB RAM). The memory usage for the testing phase of our proposed algorithm is much less since each time only 1 min of data are processed. In addition, for the training process which generally requires more memory, current technology allows large amount of computations to be offloaded to servers via Internet (cloud computing) [11] . As a result, the memory issues can be effectively solved.
Finally, it is interesting to note that performances of algorithms such as SVM and MLP also depend on parameter settings. However, it is usually unknown beforehand which parameter setting is the best for a given problem. Locating the optimal parameter setting is often done by cross validation and grid search [36] . It is also highly probable that the best parameter setting for one database fails to cater for another database.
Therefore, reoptimization of parameters is required for these algorithms. To avoid such tedious and database-dependent parameter optimization processes, we consider and mainly focus on some other classifiers that require few, if any, parameter adjustments, especially the algorithms chosen for our proposed combination scheme: decision-tree-based algorithms, Decision Table, and lazy classifier kNN. The relief from parameter optimization also potentially extends the applicability of our proposed scheme to other databases.
C. Comparison With Other Related Works
As mentioned before, most precedent SAHS detection approaches gave overall diagnoses on whether a suspect is with or without SAHS based on the whole overnight signals [5] - [10] , [13] - [18] . Several works also developed techniques to detect SAHS on an epoch basis [8] - [12] , [19] - [21] . In general, the specific classification results are database-dependent. Some works used their own clinical data [12] , [15] - [18] . For instance, Heneghan et al. [12] applied linear discriminant analysis for classification with eight ECG features and five SpO 2 features and obtained epoch-wise sensitivity and specificity of 51.4% and 87.3%, respectively. Others [8] - [11] , [20] utilized some free online databases from PhysioNet, for example, Apnea-ECG database [37] which is the database used in Computers in Cardiology 2000 Challenge of sleep apnea detection based on ECG. Two top teams [8] , [9] in this challenge achieved above 90% accuracy on an epoch basis where manual inspection was used to identify the apneic episodes in [8] while [9] also relied on manual editing to improve the performances.
Among the most recent automated real-time SAHS detection approaches, Bsoul et al. [11] employed SVM for classification based on a very comprehensive ECG feature set. A sensitivity of 96% was attained in the SD experiment while an accuracy of 86% was reported for the SI experiment based on Apnea-ECG database. However, as can be seen from Table III, the sensitivity, specificity, and accuracy of the SI experiment are around 67%, 73%, and 71% using SVM with the ECG features proposed by Bsouls et al. in UCD database. Burgos et al. [20] considered data mining techniques and used eight SpO 2 features for real-time SAHS detection. An accuracy of 93% is obtained on Apnea-ECG database but it contains only eight subjects' overnight SpO 2 recordings. Applying Burgos' method on UCD database, only about 34% sensitivity is returned [21] .
Our real-time SAHS detection is carried out on UCD database where 25 sleep-disordered-breathing suspects' ECG and SpO 2 signals are both available. We investigate the diagnostic abilities of these two signals individually and in combination. According to our results, our proposed SpO 2 features demonstrate a better detection ability of SAHS than the ECG features. In addition, instead of evaluating the features separately [11] , [20] , [21] , we apply subset feature evaluation in a cost-sensitive manner for feature selection. The selected feature set FS39 is not only of high sensitivity but also of low redundancy among features. More importantly, based on investigations of ten machine-learning algorithms, we propose classifier combination to harness the advantages of individual classifiers and further improve and balance the classification performance, achieving sensitivity, specificity, and accuracy all around 82%.
V. CONCLUSION
This paper studies the real-time SAHS detection based on ECG and SpO 2 signals, both alone and in combination. According to the tenfold cross-validation result based on ten individual classifiers, our proposed SpO 2 features demonstrated a better diagnostic ability than ECG features. Through a cost-sensitive subset feature selection, a reduced feature set (FS39) of 8 ECG features and 31 SpO 2 features is obtained. Classifier combination is proposed to balance and further improve the performance. It is found that two groups of classifier collaboration stand out among others. Classifier combination based on SpO 2 features only is able to provide a satisfactory detection performance. Nevertheless, given the available ECG signal, adding certain ECG features (as those in FS39) is beneficial to the detection performance.
