ABSTRACT: Dye-sensitized solar cells (DSCs) represent a means for harvesting solar energy to produce electrical power. Though a number of light harvesting dyes are in use, the search continues for more efficient and effective compounds to make commercially viable DSCs a reality. Computational methods have been increasingly applied to understand the dyes currently in use and to aid in the search for improved light harvesting compounds. Semiempirical quantum chemistry methods have a well-deserved reputation for giving good quality results in a very short amount of computer time. The most recent semiempirical models such as PM6 and PM7 are parametrized for a wide variety of molecule types, including organometallic complexes similar to DSC chromophores. In this article, the performance of PM6 is tested against a set of 20 molecules whose geometries were optimized using a density functional theory (DFT) method. It is found that PM6 gives geometries that are in good agreement with the optimized DFT structures. In order to reduce the differences between geometries optimized using PM6 and geometries optimized using DFT, the PM6 basis set parameters have been optimized for a subset of the molecules. It is found that it is sufficient to optimize the basis set for Ru alone to improve the agreement between the PM6 results and the DFT results. When this optimized Ru basis set is used, the mean unsigned error in Ru−ligand bond lengths is reduced from 0.043 to 0.017 Å in the set of 20 test molecules. Though the magnitude of these differences is small, the effect on the calculated UV/vis spectra is significant. These results clearly demonstrate the value of using PM6 to screen DSC chromophores as well as the value of optimizing PM6 basis set parameters for a specific set of molecules.
■ INTRODUCTION
Harvesting energy from solar sources is prominent and enticing in the spectrum of renewable energy sources currently being used, developed, and investigated because of solar energy's high flux in many locations.
1 Dye-sensitized solar cells (DSCs) represent a promising area of current investigation due to their well-defined chemistry and stability. 2 However, current state-ofthe-art light-harvesting dyes are too costly per unit energy output, leading to a hunt for chromophores with higher efficiency. Metal-centered dye complexes, such as Ru(II)-or Fe(II)-containing compounds, or metal porphyrins, provide high DSC efficiencies due to their highly favorable excited state properties. Ligand field theory states that the coordination geometry and electron density on the metal center control the redox and excited state properties of metal-centered chromophores. Ru(II)−polypyridyl complexes have led to some of the highest measured DSC efficiencies to date 3 due to the alignment of their excited states with the titania conduction band and favorable redox properties.
Much attention over the past few decades has been focused on finding polypyridyl tris-bidentate and bis-tridentate Ru(II) complexes to improve solar conversion efficiencies. 4−9 Trisbidentate complexes like [Ru (BPy) 3 ] 2+ (BPy = 2,2′-bipyridine) showed early promise having long (ns) room-temperature excited state lifetimes. 10 However, the C 2 axis in meridional bistridentate complexes like [Ru(TPy) 2 ] 2+ (TPy = 2,2′:6′,2″-terpyridine) 11, 12 allow for ordered packing of structures and more rigid coordination geometry, leading to more stable structures. An advantage of these polypyridyl ligands is that they can be tuned through the addition of substituents to the ligand backbone. 10 Ligand field theory predicts that the electron donating or withdrawing nature of these substituents and their location affects the electronic density on the metal, 13−16 where greater electron density leads to larger ligand field splitting and therefore to higher energy excited states. Predictably, every promising ligand backbone has led to many substituted structures. Substitutions in the 4 and 4′ positions 10, 17 are most common due to the steric hindrance at 3 and 3′ positions 18 that make these complexes hard to synthesize and due to the bad performance observed for many 5 and 5′ substitutions. 19 While carboxyl groups are the most commonly used substituents as they provide linker points to attach molecules to oxide surfaces like titania, many substituents have been proposed, e.g., amines, furans, ketones, and hydroxyl. While the electronic effects of substituents often provide fine-tuning, the electron density on the metal can be increased by replacing the pyridyl coordination with cyclometalated groups or carbenes. 16,20−25 In addition, changes in the coordination geometry have a much larger effect on lifetimes due to changes in the relative energies of the metal-toligand charge transfer (MLCT) state and the metal-centered state (MC) in the triplet excited-state manifold. Ligand field theory predicts favorable properties with more octahedral geometries, driving exploration of expanded chelate rings, particularly 6-membered Ru−ligand chelates. The most striking example of this was the introduction of two 8-quinolinyl groups with a pyridine ring to form the tridentate ligand 2,6-di(8-quinolin-8-yl)pyridine (DQP), 23 . These expanded coordination cage structures are often driven through the incorporation of heterocycles into the backbone, 22, 26 like that of 8-quinolines 23 or pyrazoles. 27 The resulting active space of thousands of possible molecules has led to many promising results and many more complexes left to explore.
Computational approaches have considerable value in screening candidate dye molecules that may be difficult or time-consuming to synthesize and test for efficacy. Additionally, knowledge of the fundamental physics and chemistry that determines dye performance can aid in the in silico design of new dye molecules. Owing to the particularly good match between density functional theory (DFT) and time-dependent DFT (TD-DFT) calculations and the crystal structures and absorption spectra for a wide range of molecular systems, 28−31 DFT is frequently used to explain differences in measured DSC performance. 25, 26, 32 Typically, these calculations focus on the ground state geometry and vertical excited states from this geometry. 26 The optimized ground state minimum energy geometry allows us to study the ligand binding motif, coordination geometry, and electronic structure, all of which are related to the ligand field splitting and can provide insight into the photochemical properties of a complex in relation to well-studied chromophores. After confirming favorable ground state structures, the UV/vis spectrum (vertical excited states) of the molecule and optimization of multiple spin multiplicities provide valuable information about the interplay between excited states, complementing experimental studies. 23, [25] [26] [27] 33 These calculations, particularly when relaxed higher spin states are included, can be very time-consuming and therefore should be saved for molecules that already show particular promise. In contrast, in order to screen many light harvesting molecules for applications like DSCs, a fast and robust computational method is desirable, pointing to semiempirical alternatives.
Performing coputations with accuracy and efficiency is of key importance in screening large sets of molecules a priori. Traditional semiempirical quantum chemistry methods (e.g., AM1, 34 PM3, 35 PM6, 36 PM7 37 ) are widely used throughout the chemical community. These methods provide results that can be remarkably accurate and are produced with very low computational cost versus ab initio and DFT methods. Among the approximations used in semiempirical methods are the use of minimal basis sets and the neglect of certain classes of integrals. The loss of accuracy due to these approximations is typically recovered through parametrization against experimental data, leading to a method that is robust across a wide range of chemistries. However, if the training set is incomplete, certain interactions may not be well represented in the semiempirical model. It may also be possible to achieve improved results for a family of molecules by optimizing the PM6 basis set parameters for that family.
Here we employ PM6, which was parametrized with a number of group VIII metal complexes, including porphyrin structures. 36 The performance of PM6 in predicting the optimized structures of Ru-containing DSC molecules is studied by comparing PM6-optimized structures to DFToptimized structures, which have been shown to accurately reproduce the observed crystal structures of rigid octahedral Ru(II) complexes. 10, 11, 23 While it is expected that PM6 optimizations of Ru(II)−polypyridyl complexes should be quite reasonable, since the metal porphyrins in the training set are also composed of metal−N or −C bonds, small differences in metal−ligand bond distances and in the octahedricity around the metal center (as measured by the metal−ligand inner-sphere bond angles) are known to affect the ligand field splitting in these types of chromophores. Therefore, it is desirable to explore optimization of specialized parameter sets for specific classes of compounds in a systematic manner, possibly improving the agreement between PM6-optimized structures and DFT-optimized structures, by a reparametrization of the PM6 basis set parameters. In this article, a set of Ru(II) DSC complexes is screened for favorable octahedricity, a Ru basis set for PM6 is optimized, and a universal method for PM6 basis set reparametrization for a specified set of molecules is reported. Significant improvements to the electronic structure (e.g., HOMO−LUMO gaps, UV/vis spectra) when using an optimized basis set are demonstrated. 3, 39 The tridentate N3 derivative black dye 40 (tris(thiocyanato)-2,2′:6′,2″-terpyridine-4,4′,4″-tricarboxylatoruthenium(II)) was also included; these both use conjugated polypyridyl ligands in conjunction with thiocyano (NCS) monodentate ligands. In addition, homoleptic meridional bistridentate complexes incorporated are Ru(TPy) 2 , 41 Ru-(PzPyPz) 2 (PzPyPz = 2,6-di(pyrazol-1-yl)pyridine, sometimes called bpp), 42 Ru(DBPzP) 2 (DBPzP = 2,6-dibenzopyrazolylpyridine), 43 Ru(DQP) 2 , 23 and its 4-substituted analogues Ru(DQPCOOH) 2 , 44 Ru(DQPFur) 2 , and Ru(DQPNH 2 ) 2 . 44 These are combined with other expanded cage compounds that employ both saturated, Ru(PzbPybPz) 2 (PzbPybPz = 2,6-di(pyrazol-1-ylmethyl)pyridine) 45 and Ru(DCpP) 2 (DCpP = 6-bis(2-carboxypyridyl)pyridine), 46 and aromatic, Ru(DNinP) 2 (DQinP = 2,6-di(N-7-azaindol-1-yl)pyridine), 26 extensions between the central and terminal rings. In addition, the strain in ligands can be reduced by reducing some of the aromatic rings from six-membered rings to five like in Ru(DQxP) 2 (DQxP = 2,6-di(quinoxalin-5-yl)pyridine), 26 Ru(DQPz) 2 (DQPz = 1,3-bis(8-quinolinyl)pyrazole), 47 and Ru(DQPl) 2 (DQPl = 1,3-bis(8-quinolinyl)pyrrole). This extensive set of complexes gives a broad representation of ligands incorporating Ru−N bonding. In addition, Ru−C bound complexes were chosen including cyclometalated derivatives of TPy and DQP, Ru(NCN) 2 (NCN = dipyridylbenzene) 48 and Ru(DQB) 2 (DQB = 1,3-diquinolin-8-ylbenzene), 49 respectively. Finally, carbene homoleptic Ru(DQIm) 2 (DQIm = 1,3-bis(8-quinolinyl)-imidazole), and heteroleptic Ru(CPyC) (TPy) (CPyC = 2′,6′-bis(1-mesityl-3-methyl-1,2,3-triazol-4-yl-5-idene)-pyridine) 20 complexes are also represented. This set of 20 DSC molecules was created to serve as a testing set. For each of the molecules, a set of important internal coordinates was defined. These coordinates included bond lengths and bond angles in the inner-sphere Ru−ligand bonding that best describe the critical structure of the DSC chromophore that determines its performance. From this set of 20 molecules, a subset of six molecules (the "training set") was selected for use in optimizing the basis set parameters. This subset was chosen to represent some of the different types of chemical bonding seen in the testing set, especially featuring molecules for which the DFT geometries are known to match their experimental crystal structure well. Even though no compounds containing Ru−C bonds were included in the training set, the optimized PM6 was able to improve the match to the DFT for these structures. The list of molecules is presented in Table 1 .
DFT Calculations. DFT geometries are known to reproduce the crystal structures of polypyridyl−Ru(II) complexes well, 26, 30, 39, 41, 44, 46, 50 and PBE0 has been found to give the best match to the crystal structure for the Ru(II) complexes of interest. 51 For consistency across complexes, we compare to the DFT-optimized geometries. Geometry optimizations of the 20 DSC molecules were carried out using the PBE0 functional 52, 53 with the 6-31G(d,p) basis set for all light atoms (H, C, N, O, and S), and the Stuttgart/Dresden (SDD) effective core potential (ECP) basis set 54 on Ru, with a polarizable continuum model (PCM) of acetonitrile (CH 3 CN) as the solvent. 55 Benchmarking has shown that this level of theory reproduces the crystal geometry well and that other levels of theory do not further improve agreement with the experimental geometry. 56 Geometries were fully optimized at the stated level of theory, and all structures were verified to be minima on their respective potential energy surfaces by ensuring that all of the vibrational frequencies were real valued.
UV/vis spectra were calculated using time-dependent DFT (TD-DFT), which is known to give good agreement with the experimental spectra. 26, 44 Calculations are made based on PM6 and DFT optimized geometries. The calculated spectra are broadened using Lorentzian line shapes with widths of 0.2 eV. All calculations were carried out using the Gaussian 09 computational chemistry package. 57 Basis Set Reparametrization. The process of producing new PM6 basis set parameters is based on optimization of the published PM6 parameters and hence is termed "reparametrization". The Broyden−Fletcher−Goldfarb−Shanno (BFGS) method 58 was used to optimize the PM6 basis set parameters with respect to the set of selected coordinates for the molecules in the training set. The objective function (ϵ) is the normalized, weighted, mean of the squared values of the deviation of the PM6-optimized internal coordinate value from the DFToptimized value of the coordinate
where n is the number of coordinates, i represents a particular coordinate, w i is a weight factor for coordinate i, N i is a coordinate-type specific normalization factor, and v i α is the value of a particular internal coordinate (α = PM6, DFT). The internal coordinates used were the inner-sphere bond lengths and bond angles around the Ru center. For each complex, the set of 6 Ru−ligand bond lengths and 12 octahedral bond angles (in an ideal octahedron 90°) form the optimization set for each complex. This is thus a redundant set of coordinates, not unlike those used in geometry optimization. In particular, it is overdetermined in bond angles, some of which are correlated depending on the ligand binding.
The BFGS method requires first derivatives to be computed. In the present case, these are derivatives of the objective function with respect to a change in the value of an internal coordinate taken from a PM6-optimized geometry. The derivatives were computed numerically using a two-point finite difference formula. Each time the objective function was evaluated, an optimization of the geometry of each molecule in the training set was performed using the PM6 method with a trial set of basis set parameters. Each time the gradient was evaluated, the objective function was evaluated for two small displacements of each of the basis set parameters that were being optimized. As basis set parameters were modified, it was not uncommon for a PM6 calculation to fail, typically due to problems with SCF convergence. When this occurred, a penalty value was used in place of the coordinate value and the optimization was allowed to proceed. This approach allowed optimizations to continue even when the BFGS optimizer was exploring unphysical basis set parameter values. This problem was predominantly present in early optimization cycles, The Journal of Physical Chemistry A Article diminishing or disappearing in later cycles when the parameter set was closer to an optimized value.
All calculations were carried out using the Gaussian 09 a computational chemistry package. 57 Calculations were made using the semiempirical PM6 method in vacuum. 36 As this method is relatively inexpensive to evaluate, the optimizations proceeded rather quickly. The code to conduct the optimization was written in Python and used the BFGS optimizer from the SciPy package. 58, 59 The code was written to perform Gaussian calculations in parallel to improve efficiency on a multicore computer. The default basis set parameters for the PM6 method were used as initial parameters for all optimization runs. Optimizations were typically completed after a significant reduction in the objective function value, but before an optimization convergence criterion was reached. This happened because the objective function became increasingly insensitive to changes in the parameters as its value decreased.
■ RESULTS AND DISCUSSION
Optimization of PM6 Basis Set Parameters. Optimization of the basis set parameters for Ru was performed in the manner described above. Weight factors were assigned for each molecule in the fitting set such that errors in bond lengths (Å) were weighted 10 times more than errors in bond angles (deg). This was done to minimize the error due to bond lengths since the error in bond angles was already small and considered acceptable and because correcting small errors in geometry can yield a noticeable improvement in the electronic structure. In most runs (and in the final results), only the basis set for Ru was optimized. It was found that optimizing additional basis sets (e.g., those for H, C, N, O, and S) did not improve the results significantly. The optimization was completed in 17 steps, requiring 85 function and 75 gradient evaluations. Over the course of the optimizations, the value of the objective function decreased by a factor of 4. The optimization was terminated when it was determined that further adjustment of the parameters was not reducing the value of the objective function.
Optimized basis set parameters for the Ru atom using the PM6 Hamiltonian produced using the procedure described in the previous section are presented in Table 2 (atomic  parameters) and Table 3 (diatomic parameters). In some cases, the parameter values change very little from the default PM6 basis set, while other parameters changed significantly. Typically, the optimized parameters varied from the default PM6 basis set parameters by 10% or less. Larger changes were observed in the F, G, and R parameters.
Evaluation of PM6 Optimizations. Optimized geometries were found using the PM6 method with the default basis set parameters for Ru (and all other atoms) for each molecule in the full set of 20 molecules. The overall mean unsigned error of these results versus the optimized DFT geometries is 0.0433 Å for bond lengths and 0.96°for bond angles over the set of inner-sphere coordinates examined (see above and Supporting Information for full details of which coordinates were used). The results show a range of deviations, from a minimum of 0.0165 Å to a maximum of 0.1009 Å in bond lengths, with errors of ca. 0.05 Å being common. Deviations in bond angle are typically around 1°, but span a range of 0.13°−3.08°. The PM6 basis set produces geometries whose average error is within the tolerance expected for computational results for these types of transition metal complexes. However, it seems to treat all Ru−N and Ru−C bonds the same regardless of the ligand and bonding group, i.e., 8-quinolines vs pyridines or cyclomethylated vs carbene ligands.
To improve the optimized structures, find better matches to optimized DFT structure, and therefore represent the bonding chemistry more accurately, we reparametrized the PM6 Ru basis set. When the optimized basis set parameters for Ru developed in this work are used with the PM6 method, the mean unsigned error versus the DFT values is 0.0170 Å in bond lengths and 0.91°in bond angles for the set of coordinates examined. Deviations in bond lengths range from 0.0026 to 0.0737 Å, with typical values around 0.01−0.02 Å. Bond angle Table 4 it can be seen that the optimized PM6 basis set for Ru improves agreement with the optimized DFT geometries, particularly for bond lengths (a factor of 2.5 improvement), while the performance for bond angles is essentially the same. This is not surprising as the optimization was biased toward minimization of bond length errors. The ≈2.5× reduction in bond distance error with the optimized parameter set is important since as it improves the agreement between PM6 calculated structures and known crystal structures and because the improved bond lengths have a significant effect on the UV/vis spectra. The training set includes a range of Ru−N bonding including pyridine, pyrazole, quinoline, and thiocyano motifs. However, the optimized parameters based on this set improved agreement with Ru−C bond distances and with imidazole, pyrrole, and bridging motifs as well. While these results show that significant improvement can be obtained by generating specific parameters for a family of molecules, the performance of the default PM6 basis set for Ru is nevertheless commendable.
Practical Implications. Since we have demonstrated that PM6 with either set of basis set parameters yields optimized geometries for Ru(II) compounds in good agreement with optimized DFT geometries, we now discuss practical uses for PM6 in studying DSC compounds. We first examine the usefulness of PM6-optimized geometries as starting geometries for DFT optimizations.
To test the PM6 method for preliminary optimization of DSC compounds, we optimized three representative structures with the default PM6 basis set parameters, with our optimized The efficacy of the starting structure is judged by the number of steps the subsequent DFT optimization takes to reach a minimum energy geometry. The number of optimization steps required (Table 5) for each of the three structures varied from 12 steps to 233 steps across PM6 and DFT methods. The Ru(TPy) 2 optimized geometry has planar ligands whose bond lengths are dominated by steric effects. In contrast, while the ligands of Ru(DBPzP) 2 are also planar, the bond distances, especially around the Ru center, are dominated by electronic effects. Finally, Ru(DQP) 2 has a significant ligand backbone twist. The steps needed to optimize each of these depends on both how different the minimum is from the starting geometry and the geometric or electronic effects that influence the final minimum.
By starting with an optimized geometry computed using PM6, the number of DFT steps required to find a minimum was reduced from 70 to 8 for Ru(DQP) 2 and from 13 to 4 for Ru(TPy) 2 . For Ru(DBPzP) 2 , whose interactions depend less on structural factors and instead are driven by electronic factors, 77 DFT optimization steps were needed to converge, providing only a modest improvement. The discrepancy in the number of DFT optimization steps noted above may be explained by noting that the preoptimized structure for Ru(DBPzP) 2 is significantly "farther" from the minimum energy structure than that of Ru(DQP) 2 or Ru(TPy) 2 (Table 6 ). The performance of the optimized basis set parameters versus the default basis set parameters was identical for the first two compounds and was slightly better for the final compound when using the optimized structures produced using these basis sets to start DFT optimizations.
While the numbers of steps to achieve a final DFT optimized structure are similar for the two PM6 methods, the optimized PM6 method provides consistently lower energy structures versus the default parameters, which range from ≈60 to ≈180 kJ mol −1 higher, even though energetics were not considered in the basis set reparametrization. While the geometries are very similar, each of the optimized PM6 structures is still at least 35 kJ mol −1 higher in energy than the optimized DFT minima. In contrast, all of the DFT optimized structures were found to have identical geometries within the convergence tolerance. 
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In general, it is clear that preoptimization using PM6 with either the default basis set or the optimized basis set presented in this work can significantly reduce the amount of computer time required to find a DFT optimized structure. The simple reason for this is that a full optimization with PM6 will take much less time that one DFT optimization cycle for the molecules considered here. Thus, PM6 preoptimization is recommended for studies in which optimized structures of DSC molecules are desired. This is not a surprising result, as it has long been known that the use of a lower level method or a smaller basis set (or both) can produce good results in a fraction of the time otherwise required. Nevertheless, this work validates the use of PM6 for this purpose for DSC compounds. Furthermore, when an initial structure needs to be refined, the use of the PM6 method can significantly reduce the time required to achieve acceptable results. This is not only useful in its own right but also suggests that PM6 calculations may be useful for screening large numbers of candidate structures. Screening sets of structures requires evaluating the critical physics and chemistry of a complex in a cost-effective manner.
As these chromophores are excited by light, the alignment of the excited states is critical to their performance. TD-DFT often reproduces the absorption spectra of Ru dyes quite well at this level of theory when using a PCM solvent. 26, 56 However, calculating excited states is always more computationally expensive and needs to be done more carefully. Ru parameters for the semiempirical alternative ZINDO method are not readily available in most quantum codes. Thus, a common method used to evaluate Ru-based dyes for DSCs, explored by De Angelis and Fantacci, 60 has been to compare the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) gaps of molecular candidates. This relies on the assumption that electrons are injected from an excited state that is well described as a simple HOMO−LUMO excitation, which is true for most Ru(II) complexes where the HOMO is composed of Ru d orbitals and the LUMOs are ligand centered, leading to the common MLCT (singlet and triplet) excitations. This description of the electronic structure and UV/vis spectrum are both highly dependent on the underlying ground state structure.
The main interaction where improvement over PM6 is most noticeable in these complexes is in shortening the Ru−N and Ru−C bonds when the binding group strongly donates electron density to the Ru center. PM6 treats all Ru−N (and Ru−C) bonds as equivalent, leading to slightly unrealistic inner-sphere coordination structure. In particular, strongly electron-donating equatorial groups on tridentate ligands (e.g., the Ru−quinoline bonds in Ru(DQP) 2 ) are known to increase the stability of the light harvester during excitation, since the strong Ru−ligand bonds reduce the risk of ligand loss. 20, 51 These stronger Ru− ligand bonds are shorter in the crystal structures of such complexes (Table 7) (Table 7) . In complexes like Ru(TPy) 2 where equatorial and axial groups are equivalent, optimization of the PM6 parameters reduces these bond lengths, bringing them closer to those found by DFT. In systems like Ru(DQP) 2 , however, the optimized PM6 parameters not only improve agreement with DFT but also predict the differences in equatorial and axial bond lengths (Table 7) .
Studying the electronic structure using HOMO−LUMO gaps, we examined the differences between PM6 methods and the DFT optimized structure. The shifts in molecular orbital energies are larger ( Figure S1 ) and the HOMO−LUMO gaps smaller (Table S1 ) for the DFT optimized structures than for the optimized PM6 structures, as it is well-known that DFT tends to underestimate HOMO−LUMO gaps. While the magnitudes of energies and energy levels, octahedricity, and HOMO−LUMO gaps in the two sets of optimized structures differs, good structural matches achieved with the optimized PM6 method mean that the overall trends are consistent with the DFT results (Figure 1) .
Small changes in geometry produced by the optimized PM6 parameters have a significant effect on the UV/vis spectra. This is illustrated by calculating TD-DFT spectra from each of the DFT, PM6, and optimized PM6 relaxed geometries (Figure 2 ) c Average axial bond length. d Octahedricity, i.e., the deviation of angles from a perfect octahedron, calculated as the root-mean-square of the angles from an ideal octahedron, 90°.
The Journal of Physical Chemistry A Article and shows that the optimized PM6 structures provide a closer match to the spectra computed from the DFT structures. In particular, for Ru(DQP) 2 , the excitations from the PM6 geometry are missing a distinct MLCT shoulder at ≈400 nm.
In the DFT results, this is a Ru−t 2g to quinoline−π* excitation. In the PM6 spectrum, the longer Ru−quinoline bonds reduce the intensity of this tranistion, shifting it to longer wavelengths and making it merely broaden the stronger MLCT peak at ≈450 nm seen in the TD-DFT spectra of all of the structures. The shorter Ru−quinoline bonds in the optimized PM6 correctly recover this shoulder. Clearly, the small changes in inner-sphere Ru−N and Ru−C bond lengths make a noticeable difference in the UV/vis spectra.
■ CONCLUSION
In this article, the use of semiempirical methods for studying the structures of transition metal centered molecules is studied. In particular, Ru-containing dye-sensitized solar cell chromophore molecules were considered. The semiempirical PM6 Hamiltonian provides reasonable structural matches to welloptimized DFT structures at the PBE0/6-31g(d, p)-SDD/PCM level of theory. In order to improve the agreement between the PM6 and PBE0 results, the default PM6 basis set for Ru was optimized using a set of six Ru-containing molecules. Testing was done using a set of 20 molecules that included the six molecules used in training. Optimization of the PM6 basis set for Ru improves agreement with the PBE0 optimized structures with a reduction in the mean unsigned error in bond lengths from 0.0433 Å using the default basis set to 0.0170 Å using the optimized basis set. The mean unsigned error in bond angles was reduced from 0.96°to 0.91°. The results of this study suggest that further improvement in the agreement with the PBE0 results will be difficult to obtain without a change to the PM6 Hamiltonian itself. Nevertheless, these relatively small geometric changes are important in correctly capturing features of the electronic structure and thus the UV/vis spectrum.
Geometry optimization of large metal centered compounds can be a time-consuming process. The results of the present study indicate that the semiempirical PM6 method, particularly using an optimized basis set such as that presented here, is valuable for refining candidate structures and for generating high-quality initial structures for further geometric optimization using more expensive quantum chemistry methods. Generally good agreement for geometry and electronic structure indicates that the PM6 method, particularly with the optimized basis set parameters developed in this article, will be of considerable use in rapidly screening a large number of candidate molecules for use in dye-sensitized solar cell applications. The Journal of Physical Chemistry A Article ■ ADDITIONAL NOTE a Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best available for the purpose. 
