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Abstract
In this paper, we study the well-posedness of boundary layer problems for the inhomogeneous in-
compressible magnetohydrodynamics(MHD) equations, which are derived from the two-dimensional
density-dependent incompressible MHD equations. Under the assumption that initial tangential mag-
netic field is not zero and density is a small perturbation of the outer constant flow in supernorm, the
local-in-time existence and uniqueness of inhomogeneous incompressible MHD boundary layer equation
are established in weighted Conormal Sobolev spaces by energy method. As a byproduct, the local-
in-time well-posedness of homogeneous incompressible MHD boundary layer equations with any large
initial data can be obtained.
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1 Introduction and Main Result
In this paper, we consider the boundary layer problems in the small viscosity and resistivity limit for
the two-dimensional inhomogeneous incompressible Magnetohydrodynamics(MHD) equation in a period
domain Ω =: {(x, y) : x ∈ T, y ∈ R+}:

∂tρ
ε + div(ρεuε) = 0,
ρε∂tu
ε + ρε(uε · ∇)uε − µε∆uε +∇pε = (hε · ∇)hε,
∂th
ε −∇× (uε × hε)− κε∆hε = 0,
divuε = 0, divhε = 0.
(1.1)
Here, we assume the viscosity and resistivity coefficients have the same order of a small parameter ε. The
unknown functions ρε denotes the density of fluid, uε = (uε1, u
ε
2) denotes the velocity vector, h
ε = (hε1, h
ε
2)
denotes the magnetic field, and pε = p˜ε + |h
ε|2
2 represents the total pressure with p˜
ε the pressure of
fluid. This system (1.1) can be used as model to descritbe a viscous fluid that is incompressible but has
nonconstant density, and hence, it is much more complex than the classical incompressible MHD equation
with constant density. To complete the system (1.1), the boundary conditions are given by
uε1|y=0 = uε2|y=0 = 0, ∂yhε1|y=0 = hε2|y=0 = 0. (1.2)
As the parameter ε tends to zero in the system (1.1), we obtain the following system formally

∂tρ
0 + div(ρ0u0) = 0,
ρ0∂tu
0 + ρ0(u0 · ∇)u0 +∇p0 = (h0 · ∇)h0,
∂th
0 −∇× (u0 × h0) = 0,
divu0 = 0, divh0 = 0.
which is the inhomogeneous incomrpessible ideal MHD system with the unknown function (ρ0,u0,h0).
To find out the terms in (1.1) whose contributions are essential for the boundary layer, we use the same
scaling as the one used in [1, 2]
t = t, x = x, y˜ = ε−
1
2 y,
and set
ρ(t, x, y˜) = ρε(t, x, y), p(t, x, y˜) = pε(t, x, y),
u1(t, x, y˜) = u
ε
1(t, x, y), u2(t, x, y˜) = ε
− 1
2uε2(t, x, y),
h1(t, x, y˜) = h
ε
1(t, x, y), h2(t, x, y˜) = ε
− 1
2hε2(t, x, y),
then the system (1.1), after taking the leading order, is reduced to

∂tρ+ u1∂xρ+ u2∂yρ = 0,
ρ∂tu1 + ρu1∂xu1 + ρu2∂yu1 − µ∂2yu1 + ∂xp = h1∂xh1 + h2∂yh1,
∂yp = 0,
∂th1 + ∂y(u2h1 − u1h2) = κ∂2yh1,
∂th2 − ∂x(u2h1 − u1h2) = κ∂2yh2,
∂xu1 + ∂yu2 = 0, ∂xh1 + ∂yh2 = 0,
(1.3)
where (t, x, y) ∈ [0, T ]×Ω, here we have replaced y˜ by y for simplicity of notations. Indeed, the nonlinear
boundary layer system (1.3) becomes the classical well-known unsteady boundary layer system if the
density becomes constant and magnetic field vanishes(cf.[3]).
2
Existence and Uniqueness to Boundary Layer System
The third equation of system (1.3) implies that the leading order of boundary layers for the total
pressure pε(t, x, y) is invariant across the boundary layer, and should be matched to the outflow pressure
P (t, x) on top of boundary layer, that is, the trace of pressure of idea MHD flow. Hence, we obtain
p(t, x, y) ≡ P (t, x).
Furthermore, the density ρ(t, x, y), tangential component u1(t, x, y) of velocity flied, h1(t, x, y) of magnetic
field, should match the outflow density θ(t, x), tangential velocity U(t, x) and tangential magnetic field
H(t, x), on the top of boundary layer, that is
ρ(t, x, y)→ θ(t, x), u1(t, x, y)→ U(t, x), h1(t, x, y)→ H(t, x), as y → +∞,
where θ(t, x), U(t, x) and H(t, x) are the trace of density, tangential velocity and tangential magnetic field
respectively. Then, we have the following matching conditions:
∂tθ + U∂xθ = 0, θ∂tU + θU∂xU + ∂xP = H∂xH, ∂tH + U∂xH −H∂xU = 0. (1.4)
Moreover, by virtue of the boundary condition (1.2), one attains the following boundary condition
u1|y=0 = u2|y=0 = ∂yh1|y=0 = h2|y=0 = 0. (1.5)
In this paper, we consider the outer flow (θ, U,H) = (1, 1, 1), which implies the pressure p being a
constant. On the other hand, it is noted that the fifth equation of (1.3) is a direct consequences of the
fourth equation of (1.3). Hence, we only need to study the following initial boundary value problem for
the inhomogeneous incompressible MHD boundary layer equation

∂tρ+ u1∂xρ+ u2∂yρ = 0,
ρ∂tu1 + ρu1∂xu1 + ρu2∂yu1 − µ∂2yu1 = h1∂xh1 + h2∂yh1,
∂th1 + ∂y(u2h1 − u1h2)− κ∂2yh1 = 0,
∂xu1 + ∂yu2 = 0, ∂xh1 + ∂yh2 = 0,
(1.6)
where the density ρ := ρ(t, x, y), velocity field (u1, u2) := (u1(t, x, y), u2(t, x, y)), the magnetic field
(h1, h2) := (h1(t, x, y), h2(t, x, y)) are unknown functions. The boundary conditions for equation (1.6) are
given by 

u1|y=0 = u2|y=0 = ∂yh1|y=0 = h2|y=0 = 0,
lim
y→+∞ ρ(t, x, y) = limy→+∞u1(t, x, y) = limy→+∞h1(t, x, y) = 1.
(1.7)
Let us first introduce some weighted Sobolev spaces for later use. For any l ∈ R, denote by L2l (Ω) the
weighted Lebesgue space with respect to the spatial variables:
L2l (Ω) := {f(x, y) : Ω→ R, ‖f‖2L2
l
(Ω) :=
∫
Ω
〈y〉2l|f(x, y)|2dxdy < +∞, 〈y〉 , 1 + y},
and denote the weighted L∞l (Ω) Lebesgue space by
L∞l (Ω) := {f(x, y) : Ω→ R, ‖f‖L∞l (Ω) := esssup
(x,y)∈Ω
|〈y〉lf(x, y)| < +∞, 〈y〉 , 1 + y}.
To define the conormal Sobolev spaces, we will use the notation: Z1 = ∂x, Z2 = ϕ(y)∂y , where the function
ϕ(y) , y1+y . Then, we can define the conormal Sobolev spaces as follows:
Hm,lco , {f ∈ L2l (Ω)| ZIf ∈ L2l (Ω), |I| ≤ m},
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where I = (I1, I2) and Z
I = ZI11 Z
I2
2 . We also use the notation
‖u‖2m,l =
∑
|α|≤m
‖Zαu‖2
L2
l
(Ω), ‖u‖2m,l,∞ =
∑
|α|≤m
‖Zαu‖2L∞
l
(Ω).
It is easy to check that
ZiZj = ZjZi, j, k = 1, 2,
and
∂yZ1 = Z1∂y, ∂yZ2 6= Z2∂y.
For later use and notational convenience, set Zτ = (∂t, Z1) and Zα = Zα1τ Zα22 = ∂α11t Zα121 Zα22 , where
α,α1, α2 are the differential multi-indices with α = (α1, α2), α1 = (α11, α12), and we also use the notation
‖f(t)‖2Hm
l
=
∑
|α|≤m
‖Zαf(t)‖2
L2
l
(Ω), ‖f(t)‖2Hm,∞l =
∑
|α|≤m
‖Zαf(t)‖2L∞
l
(Ω)
for smooth space-time function f(x, t). We also use
‖f(t)‖2Hm
l,tan
=
∑
|α1|≤m
‖Zα1τ f(t)‖2L2
l
(Ω), ‖f(t)‖2Hm,∞l,tan =
∑
|α1|≤m
‖Zα1τ f(t)‖2L∞
l
(Ω).
Finally, we define the functional space Bml (T ) for a pair of function (ρ, u1, h1) = (ρ, u1, h1)(x, y, t) as
follows:
Bml (T ) = {(ρ− 1, u1 − 1, h1 − 1) ∈ L∞([0, T ];L2l (Ω)) : esssup
0≤t≤T
‖(ρ, u1, h1)(t)‖Bm
l
< +∞}, (1.8)
where the norm ‖ · ‖Bm
l
= ‖ · ‖Bml + ‖ · ‖B̂ml is given by
‖(ρ, u1, h1)(t)‖Bml := ‖(ρ− 1, u1 − 1, h1 − 1)(t)‖
2
Hm
l
+ ‖∂y(ρ, u1, h1)(t)‖2Hm−1
l
+ ‖∂yρ(t)‖2H1,∞
1
, (1.9)
and
‖(ρ, u1, h1)(t)‖B̂m
l
:=
m−1∑
i=0
‖∂it(∂xρ, ∂yρ, ∂xu1, ∂xh1)(t)‖2Hm
l
+
m−1∑
i=0
‖∂it∂y(∂2xρ, ∂2yρ)(t)‖2H1,∞
0
+
m−1∑
i=0
‖∂it∂y(∂xρ, ∂yρ, ∂xu1, ∂xh1)(t)‖2Hm−1
l
.
(1.10)
In the present article, we supplement the MHD boundary layer equation (1.6) with the initial data
(ρ, u1, h1)(0, x, y) = (ρ0, u10, h10)(x, y), (1.11)
satisfying
0 < m0 ≤ ρ0 ≤M0 < +∞, (1.12)
and
‖(ρ0, u10, h10)‖Bm
l
≤ C0 < +∞, (1.13)
where m0,M0, C0 > 0 are positive constants and the time derivatives of initial data in (1.13) are
defined through the MHD boundary layer equations (1.6). Hence, we set
Bm,lBL,ap = {(ρ− 1, u1 − 1, h1 − 1) ∈ H4ml |∂t(ρ, u1, h1), k = 1, ...,m are defined throgh Eq. (1.6)} (1.14)
and
Bm,lBL = the closure of Bm,lBL,ap in the norm ‖ · ‖Bml . (1.15)
Now, we can state the main results with respect to the well-posedness theory for the inhomogeneous
incompressible MHD boundary layer equations (1.6)-(1.7) in this paper as follows.
4
Existence and Uniqueness to Boundary Layer System
Theorem 1.1 (Main Thoerem). Let m ≥ 5 be an integer and l ≥ 2 be a real number. Assume the initial
data (ρ0, u10, h10) ∈ Bm,lBL given in (1.15) and satisfying (1.12) and (1.13). Moreover, there exists a small
constant δ0 > 0 such that
h10(x, y) ≥ 2δ0, for all (x, y) ∈ Ω, (1.16)
and
‖ρ0 − 1‖L∞
0
(Ω) ≤
2l − 1
16
δ20 , ‖∂yu10‖L∞1 (Ω) ≤ (2δ0)−1. (1.17)
Then, there exist a positive time 0 < T0 = T0(µ, κ,m, l, δ0, ‖(ρ0, u10, h10)‖Bml , ‖(ρ0, u10, h10)‖B̂ml ) and a
unique solution (ρ, u1, u2, h1, h2) to the initial boundary value problem (1.6)-(1.7), such that
sup
0≤t≤T0
{‖(ρ − 1, u1 − 1, h1 − 1)(t)‖2Hm
l
+ ‖∂y(ρ, u1, h1)(t)‖2Hm−1
l
+ ‖∂yρ(t)‖2H1,∞
1
}
+
∫ T0
0
‖∂y(√µu1,
√
κh1)(t)‖2Hm
l
dt+
∫ T0
0
‖∂2y(
√
µu1,
√
κh1)(t)‖2Hm−1
l
dt ≤ Ĉ0 < +∞,
(1.18)
where Ĉ0 depends only on l, δ0, and ‖(ρ0, u10, h10)‖Bml .
Remark 1.1. Note that we choose the initial data with higher regularity and Conormal Sobolev space as
our basic space since we construct the approximation system (2.1) to establish the well-posedness for the
MHD boundary layer system (1.6).
Remark 1.2. Note that the approach for the well-posedness result in Theorem 1.1 can be generalized to
study the nonlinear problem (1.6) with a non-trivial Euler outflow (1, U,H) satisfying the equation (1.4).
Remark 1.3. We should point out that the initial condition (1.17) is not required when the incompressible
magnetohydrodynamics flows are the case of homogeneous (cf. Remark 3.2). In other words, the local-in-
time well-posedness of boundary layer system (1.6) with any large initial data can be obtained only under
the condition (1.16) when the density is constant. This will improve the recent interesting result [2].
We now review some related works to the problem studied in this paper. The MHD system (1.1)
is a combination of the inhomogeneous incompressible Navier-Stokes equations of fluid dynamics and
Maxwell’s equations of electromagnetism. Since the study for MHD system has been along with that
for Navier-Stokes one, let us recall some results about the inhomogeneous incompressible Navier-Stokes
equations. If the initial density is bounded away from zero, Kazhikov [5] proved that: the inhomogeneous
incompressible Navier-Stokes equations have at least one global weak solutions in the energy space. This
result can be generalized to case of initial data with vacuum(cf.[6, 7]). Choe and Kim [8] proved the ex-
istence and uniqueness of local strong solutions to the initial value problem or the initial boundary value
problem even though the initial vacuum exists. Recently, the large-time decay and stability to any given
global smooth solutions of the 3D incompressible inhomogeneous Navier-Stokes equations were obtained
[9]. Let’s go back to the MHD system (1.1), it is known that Gerbeau and Le Bris[10] (see also Desjardins
and Le Bris [11]) established the global existence of weak solutions of finite energy in the whole space
or in the torus. The global existence of strong solution with small initial data in some Besov spaces was
considered by Abidi and Paicu [12]. Recently, Gui [13] has shown that the 2D incompressible inhomoge-
neous magnetohydrodynamics system with a constant viscosity is globally well-posed for a generic family
of the variations of the initial data and an inhomogeneous electrical conductivity.
When magnetic field vanishes, the MHD system (1.1) turns to be the classical well-known incom-
pressible Navier-Stokes equations if the density being constant. As the viscosity ε tends to zero, the
Navier-Stokes equations will become the Euler equations. There are lots of literatures on the uniform
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bounds and the vanishing viscosity limit for the Navier-Stokes equations without boundaries [14–17]. The
time of existence T ε always depend on the viscosity coefficient when the boundary appears. It is difficult
to prove that the existence of time stays bounded away from zero. However, for the domain with some
special types of Navier-slip boundary conditions, some uniform H3 (or W 2,p, with p large enough) esti-
mates and a uniform time of existence have recently been established [18–20]. This uniform control in
some limited regularity Sobolev spaces can be obtained because these special boundary conditions gives
arise to the main part of the boundary layer vanishes. For the three dimensional domain with smooth
boundary, Masmoudi and Rousset [21] recently obtained conormal uniform estimates for the incompress-
ible Navier-Stokes equations with Naiver-slip type boundary condition. Furthermore, they also applied
the compact argument to establish the convergence of the viscous solution to the inviscid ones. This result
was generalized to the compressible flow [22], which also shown that the boundary layers for density must
be weaker than the one for the velocity.
The vanishing viscosity limit of the incompressible Navier-Stokes equations that, in a bounded domain
with Dirichlet boundary condition, is an important problem in both physics and mathematics. This is
due to the formation of a boundary layer, where the solution undergoes a sharp transition from a solution
of the Euler system to the zero non-slip boundary condition on boundary of the Navier-Stokes system.
This boundary layer satisfies the Prandtl system formally. Indeed, Prandtl [23] derived the Prandtl
equations for boundary layer from the incompressible Navier-Stokes equations with non-slip boundary
condition. The first systematic work in rigorous mathematics was obtained by Oleinik [24, 25], in which
she established the local in time well-posedness of the Prandtl equations in dimension two by applying
the Crocco transformation under the monotonicity condition on the tangential velocity field in the normal
direction to the boundary. For more extensional mathematical results, the interested readers can refer
to the classical book finished by Oleinik and Samokhin [1]. By taking care of the cancelation in the
convection term to overcome the loss of derivative in the tangential direction of velocity, the researchers
in [26] and [27] independently used the simply energy method to establish well-posedness theory for the
two-dimensional Prandtl equations in the framework of Sobolev spaces. For more results in this direction,
the interested readers can refer to [28–30] and references therein.
Under the influence of electro-magnetic field, the system of magnetohydrodynamics(denoted by MHD)
is a fundamental system to describe the movement of electrically conducting fluid, for example plasmas
and liquid metals(cf.[31]). On one hand, Ge´rard-Varet and Prestipino [4] provided a systematic derivation
of boundary layer models in magnetohydrodynamics, through an asymptotic analysis of the incompressible
MHD system. Furthermore, they also performed some stability analysis for the boundary layer system,
and emphasized the stabilizing effect of the magnetic field. On the other hand, if both the hydrodynamic
Reynolds numbers and magnetic Reynolds numbers tend to infinity at the same rate, the local in time
well-posedness of the boundary layer system was obtained [2] if there exists a small constant δ0 such that
|〈y〉l+1∂iy(u10, h10)(x, y)| ≤ (2δ0)−1, for i = 1, 2, (x, y) ∈ Ω, (1.19)
and (1.16) hold on. In other words, the local in time well-posedness of MHD boundary layer system holds
on under the condition on the initial tangential magnetic field is not zero instead of the monotonicity
condition on the tangential velocity field.
Finally, we point out that it is an outstanding open problem to rigorously justify the validity of
expansion in the inviscid limit. On one hand, Sammartino and Caflisch [32, 33] obtained the well-posedness
in the framework of analytic functions without the monotonicity condition on the velocity field and justified
the boundary layer expansion for the unsteady incompressible Navier-Stokes equations. Furthermore, Guo
and Nguyen [34] concerned nonlinear ill-posedness of the Prandtl equation and an invalidity of asymptotic
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boundary layer expansion of incompressible fluid flow near a solid boundary. Furthermore, they also shown
that the asymptotic boundary layer expansion was not valid for nonmonotonic shear layer flow in Sobolev
spaces and verified that Oleinik’s monotonic solutions were well-posed. For the incompressible steady
Navier-Stokes equations, Guo and Nguyen[35] justified the boundary layer expansion for the flow with
a non-slip boundary condition on a moving plate. As the magnetic field appears, the Prandtl ansatz
boundary layer expansion for the unsteady MHD system was justified [36] when no-slip boundary and
perfect conducting boundary conditions are imposed on velocity field and magnetic field respectively.
The rest of this paper is organized as follows. In section 2, we explain the main difficulty and
our approach to establish the local-in-time well-posedness theory for the Prandtl type equation (1.6).
In Section 3, one establishes the a priori estimates for the nonlinear problem (3.2). The local-in-time
existence and uniqueness of equation (1.6) in Weighted Conormal Sobolev space are given in Section 4.
Finally, some useful inequalities and important equivalent relations will be stated in Appendixs A and B.
Before we proceed, let us comment on our notation. Throughout this paper, all constants C may
be different in different lines. Subscript(s) of a constant illustrates the dependence of the constant,
for example, Cs is a constant depending on s only. Denote by ∂
−1
y the inverse of the derivative ∂y, i.e.,
(∂−1y f)(y) :=
∫ y
0 f(z)dz. Moreover, we also use the notation [A,B] = AB−BA, to denote the commutator
between A and B. Finally, Pi(·, ·) stands for a polynomial function independent of ǫ, and the index i
denote it changing from line to line.
2 Difficulties and Outline of Our Approach
The main of this section is to explain main difficulties of proving Theorem 1.1 as well as our strategies for
overcoming them. In order to solve the Prandtl type equation (1.6) in certain Hm Sobolev space, the main
difficulty comes from the vertical velocity u2 = −∂−1y ∂xu1 (and vertical magnetic field h2 = −∂−1y ∂xh1)
creates a loss of x−derivative, so the standard energy estimates can not apply directly.
The main idea of establishing the well-posedness of inhomogeneous incompressible MHD boundary
layer equations (1.6)-(1.7) is to apply the so-called vanishing viscosity and nonlinear cancelation methods.
To this end, we consider the following approximate problem:

∂tρ
ǫ + uǫ1∂xρ
ǫ + uǫ2∂yρ
ǫ − ǫ∂2xρǫ − ǫ∂2yρǫ = −ǫ∂xr1 − ǫ∂yr2,
ρǫ∂tu
ǫ
1 + ρ
ǫuǫ1∂xu
ǫ
1 + ρ
ǫuǫ2∂yu
ǫ
1 − ǫ∂2xuǫ1 − µ∂2yuǫ1 = hǫ1∂xhǫ1 + hǫ2∂yhǫ1 − ǫ∂xru,
∂th
ǫ
1 + ∂y(u
ǫ
2h
ǫ
1 − uǫ1hǫ2)− ǫ∂2xhǫ1 − κ∂2yhǫ1 = −ǫ∂xrh,
∂xu
ǫ
1 + ∂yu
ǫ
2 = 0, ∂xh
ǫ
1 + ∂yh
ǫ
2 = 0,
(2.1)
for any parameter ǫ > 0. Here the functions r1, r2, ru and rh are defined by
(r1, r2, ru, rh)(t, x, y) =
m−1∑
i=0
ti
i!
∂it(∂xρ, ∂yρ, ∂xu1, ∂xh1)(0, x, y), (2.2)
which gives that by direct calculation
∂it(ρ
ǫ, uǫ1, h
ǫ
1)(0, x, y) = ∂
i
t(ρ, u1, h1)(0, x, y), 0 ≤ i ≤ m. (2.3)
To complete the system (2.1), the boundary conditions are given by

∂yρ
ǫ|y=0 = uǫ1|y=0 = uǫ2|y=0 = ∂yhǫ1|y=0 = hǫ2|y=0 = 0,
lim
y→+∞ ρ
ǫ(t, x, y) = lim
y→+∞u
ǫ
1(t, x, y) = lim
y→+∞h
ǫ
1(t, x, y) = 1.
(2.4)
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Since the local-in-time existence and uniqueness of regularized Eqs.(2.1)-(2.4) can be obtained easily in
Hm Sobolev space for any ǫ > 0, we hope that the solution (ρǫ, uǫ1, u
ǫ
2, h
ǫ
1, h
ǫ
2) of regularized equation (2.1)
will converge to the solution (ρ, u1, u2, h1, h2) of original Prandtl type equation (1.6) as ǫ tends to zero. To
this end, we need to get the uniform a priori estimates of solution (ρǫ, uǫ1, u
ǫ
2, h
ǫ
1, h
ǫ
2) in an existence time
independent of ǫ. Although the idea of local-in-times well-posedness of MHD boundary layer equation,
which only needs that the background tangential magnetic field has a lower positive bound instead of
monotonicity assumption on the tangential velocity, comes from the recent result [2], we have to overcome
some essential difficulties when the density of fluid changes from a constant to unknown quantity.
First of all, we should work on the Conormal Sobolev space to obtain some energy estimates indepen-
dent of small coefficient ǫ since there is boundary condition for the first equation of (2.1). To control the
vertical velocity uǫ2 = −∂−1y ∂xuǫ1 by the horizontal velocity uǫ1, we need to apply the Hardy type inequality
by adding a weight (1 + y)1. Since the conormal derivative Z2 = ϕ(y)∂y does not communicate with the
normal derivative ∂y, we need to choose the Sobolev space with suitable weight(actually taking l ≥ 2) to
close the energy estimate, which is the first novelty in our paper.
Similar to the Prandtl equation, the main difficulty in the analysis on the system (2.1) in the Sobolev
framework is the loss of x−derivative in the vertical components uǫ2 and hǫ2 appearing in the terms
uǫ2∂yρ
ǫ, ρǫuǫ2∂yu
ǫ
1−hǫ2∂yhǫ1 and uǫ2∂yhǫ1−hǫ2∂yuǫ1 in the first, second and third equations of (2.1), respectively.
Motivated by the recent result [2], we construct some quantities (̺ǫm, u
ǫ
m, h
ǫ
m) (see the definitions (3.51),
(3.54), (3.48) respectively) to avoid the loss of x derivative and obtain the estimate for (̺ǫm, u
ǫ
m, h
ǫ
m)
in L2l−norm independent of ǫ by the energy method. To establish the relation between the quantities
(̺ǫm, u
ǫ
m, h
ǫ
m) and ∂
m
x (ρ
ǫ, uǫ1, h
ǫ
1), we need to control the quantity ∂y(ρ
ǫ, uǫ1, h
ǫ
1) in L
∞
1 −norm. To this
end, we apply the low order tangential derivative estimate Em,l(t)(see the definition (3.11)) to control the
quantity ∂y(u
ǫ
1, h
ǫ
1) in L
∞
1 −norm, which can be achieved by the Sobolev embedding inequality. Then, it
is easy to get the almost equivalent relation Xm,l(t) ∼ Ym,l(t) (see the definitions in (3.56) and (B.10)
respectively). This is the second novelty in our paper, and avoid the important condition (1.19) required
in [2] for the MHD boundary layer equation with constant density .
3 A Priori Estimates
In this section, we will establish a priori estimates(independent of ǫ), which are crucial to prove the
Theorem 1.1. First of all, let us define
̺ǫ := ρǫ − 1, uǫ := uǫ1 − 1 + e−y, vǫ = uǫ2, hǫ := hǫ1 − 1, gǫ = hǫ2, (3.1)
then it follows from equation (2.1) that

∂t̺
ǫ + (uǫ + 1− e−y)∂x̺ǫ + vǫ∂y̺ǫ − ǫ∂2x̺ǫ − ǫ∂2y̺ǫ = −ǫ∂xr1 − ǫ∂yr2,
ρǫ∂tu
ǫ + ρǫ(uǫ + 1− e−y)∂xuǫ + ρǫvǫ∂yuǫ + ρǫvǫe−y
= ǫ∂2xu
ǫ + µ∂2yu
ǫ + (hǫ + 1)∂xh
ǫ + gǫ∂yh
ǫ − ǫ∂xru − µe−y,
∂th
ǫ + (uǫ + 1− e−y)∂xhǫ + vǫ∂yhǫ − ǫ∂2xhǫ − κ∂2yhǫ = (hǫ + 1)∂xuǫ + gǫ∂y(uǫ − e−y)− ǫ∂xrh,
∂xu
ǫ + ∂yv
ǫ = 0, ∂xh
ǫ + ∂yg
ǫ = 0,
(̺ǫ, uǫ, hǫ)|t=0 := (̺ǫ0, uǫ0, hǫ0),
(3.2)
with the boundary conditions

∂y̺
ǫ|y=0 = uǫ|y=0 = vǫ|y=0 = ∂yhǫ|y=0 = gǫ|y=0 = 0,
lim
y→+∞̺
ǫ = lim
y→+∞u
ǫ = lim
y→+∞h
ǫ = 0,
(3.3)
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Due to the relation (3.1), we can get the relation between two initial data as follow:
̺ǫ0 = ρ0 − 1, uǫ0 = u10 − 1 + e−y, hǫ0 = h10 − 1, (3.4)
and hence, we have the estimates:
‖(̺ǫ0, uǫ0, hǫ0)‖2Hm
l
+ ‖∂y(̺ǫ0, uǫ0, hǫ0)‖2Hm−1
l
+ ‖∂y̺ǫ0‖2H1,∞
1
≤ C(1 + ‖(ρ0, u10, h10)‖Bml ),
and
‖(r1, r2, ru, rh)(t)‖2Hm
l
+ ‖∂y(r1, r2, ru, rh)(t)‖2Hm−1
l
+ ‖∂y(∂xr1, ∂yr2)(t)‖2H1,∞
0
≤ C‖(ρ0, u10, h10)‖B̂m
l
.
Here the norms ‖ · ‖Bml and ‖ · ‖B̂ml are defined by (1.9) and (1.10) respectively, and the time derivatives
of initial data are defined through the MHD boundary layer equation (1.6).
Let us define
Θm,l(̺
ǫ, uǫ, hǫ)(t) := sup
0≤s≤t
{1 + ‖(̺ǫ, uǫ, hǫ)(s)‖2Hm
l
+ ‖∂y(̺ǫ, uǫ, hǫ)(s)‖2Hm−1
l
+ ‖∂y̺ǫ(s)‖2H1,∞
1
}
+ ǫ
∫ t
0
‖∂x(̺ǫ, uǫ, hǫ)‖2Hm
l
dτ +
∫ t
0
‖∂y(
√
ǫ̺ǫ,
√
µuǫ,
√
κhǫ)‖2Hm
l
dτ
+ ǫ
∫ t
0
‖∂xy(̺ǫ, uǫ, hǫ)‖2Hm−1
l
dτ +
∫ t
0
‖∂2y(
√
ǫ̺ǫ,
√
µuǫ,
√
κhǫ)‖2Hm−1
l
dτ.
(3.5)
Next, we will prove the following a priori estimates independent of ǫ for the regularized MHD boundary
layer equations (3.2)-(3.3).
Theorem 3.1 (a priori estimates). Let m ≥ 5 be an integer, l ≥ 2 be a real number and ǫ ∈ (0, 1], and
(̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the regularized MHD boundary layer
equations (3.2)-(3.3). The initial data (̺ǫ0, u
ǫ
0, h
ǫ
0) is defined by (ρ0, u10, h10) given in Theorem 1.1 through
the relation (3.4). Then, there exists a time Ta = Ta(µ, κ,m, l, δ0, ‖(ρ0, u10, h10)‖Bml , ‖(ρ0, u10, h10)‖B̂ml ) >
0 independent of ǫ such the following a priori estimates hold for all t ∈ [0,min(Ta, T ǫ)]:
Θm,l(̺
ǫ, uǫ, hǫ)(t) ≤ 2ClP0(δ−10 , ‖(ρ0, u10, h10)‖Bml ), (3.6)
and
‖∂y(uǫ − e−y)(t)‖L∞
1
(Ω) ≤ δ−10 , ‖̺ǫ(t)‖L∞0 (Ω) ≤
3(2l − 1)
32
δ20 , h
ǫ(t, x, y) + 1 ≥ δ0, (3.7)
for all (t, x, y) ∈ [0,min(Ta, T ǫ)]× Ω.
Remark 3.1. When the parameter ǫ = 0, the regularized Prandtl type equations (3.2) become the original
Prandtl type equation (1.6), and hence Theorem 3.1 also provides a priori estimates for the original MHD
boundary layer equation (1.6).
Throughout this section, for any small constant δ, we assume that the following a priori assumptions:
hǫ(t, x, y) + 1 ≥ δ, (3.8)
and
‖̺ǫ(t)‖L∞
0
(Ω) ≤
2l − 1
2
δ2, ‖∂y(uǫ − e−y)(t)‖L∞
1
(Ω) ≤ δ−1, (3.9)
hold on for any (t, x, y) ∈ [0, T ǫ]× Ω. Thanks to the smallness of δ, we find
1
2
≤ ρǫ(t, x, y) ≤ 3
2
(3.10)
for (t, x, y) ∈ [0, T ǫ]× Ω.
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3.1. Weighted Hml −Estimates with Conormal Derivative
In this subsection, we will derive the weighted estimates for the quantities Zα1τ Z
α2
2 (̺
ǫ, uǫ, hǫ) with |α1|+
|α2| = m, |α1| ≤ m − 1. This goal is easy to reach by the standard energy method because one order
tangential derivative loss is allowed. For notational convenience, we denote
Em,l(t) :=
∑
|α|≤m
|α1|≤m−1
‖Zα(̺ǫ, uǫ, hǫ)(t)‖2
L2
l
(Ω), (3.11)
and
Q(t) := sup
0≤s≤t
{‖Zτ̺ǫ(s)‖2L∞
0
(Ω) + ‖(uǫ, hǫ)(s)‖2H1,∞
0,tan
+ ‖(vǫ, gǫ)(s)‖2H1,∞
1,tan
+ ‖(∂y̺ǫ, ∂yuǫ, ∂yhǫ, v
ǫ
ϕ
)(s)‖2H1,∞
1
}.
(3.12)
Proposition 3.2. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2)-(3.3). Then, it holds on
sup
0≤τ≤t
Em,l(τ) +
∑
0≤|α|≤m
|α1|≤m−1
ǫ
∫ t
0
‖∂xZα(̺ǫ, uǫ, hǫ)‖2L2
l
(Ω)dτ
+
∑
0≤|α|≤m
|α1|≤m−1
∫ t
0
‖(√ǫ∂yZα̺ǫ,√µ∂yZαuǫ,
√
κ∂yZαhǫ)‖2L2
l
(Ω)dτ
≤C‖(̺ǫ0, uǫ0, hǫ0)‖2Hm
l
+ Ct‖(ρ0, u10, h10)‖B̂m
l
+ Cµ,κ,m,l(1 +Q
2(t))
∫ t
0
(1 + ‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖∂y(̺ǫ, uǫ, hǫ)‖2Hm−1
l
)dτ.
The Proposition 3.2 will be proved in Lemma 3.4. Now, we give the proof for the case m = 0.
Lemma 3.3. For smooth solution (̺ǫ, uǫ, vǫ, hǫ, gǫ) of the equations (3.2)-(3.3), then it holds on
sup
τ∈[0,t]
‖(̺ǫ, uǫ, hǫ)(τ)‖2
L2
l
(Ω) + ǫ
∫ t
0
‖∂x(̺ǫ, uǫ, hǫ)‖2L2
l
(Ω)dτ +
∫ t
0
‖∂y(
√
ǫ̺ǫ,
√
µuǫ,
√
κhǫ)‖2
L2
l
(Ω)dτ
≤ C‖(̺ǫ0, uǫ0, hǫ0)‖2L2
l
(Ω) +C
∫ t
0
‖(r1, r2, ru, rh)‖2L2
l
(Ω)dτ +Cµ,κ,l(1 +Q(t))
∫ t
0
(1 + ‖(̺ǫ, uǫ, hǫ)‖2H1
l
)dτ.
(3.13)
Proof. First of all, multiplying (3.2)2 by 〈y〉2luǫ, integrating over Ω and integrating by parts, we find
d
dt
1
2
∫
Ω
〈y〉2lρǫ|uǫ|2dxdy + ǫ
∫
Ω
〈y〉2l|∂xuǫ|2dxdy + µ
∫
Ω
〈y〉2l|∂yuǫ|2dxdy
=
1
2
∫
Ω
〈y〉2l|uǫ|2(∂tρǫ + (uǫ + 1− e−y)∂xρǫ + vǫ∂yρǫ)dxdy
+ l
∫
Ω
〈y〉2l−1ρǫvǫ|uǫ|2dxdy − 2lµ
∫
Ω
〈y〉2l−1uǫ · ∂yuǫdxdy
−
∫
Ω
ρǫvǫe−y · 〈y〉2luǫdxdy +
∫
Ω
[(hǫ + 1)∂xh
ǫ + gǫ∂yh
ǫ] · 〈y〉2luǫdxdy
+
∫
Ω
(−ǫ∂xru − µe−y) · 〈y〉2luǫdxdy,
(3.14)
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where we have used the boundary condition (3.3) and the divergence free condition (3.2)4. By routine
checking, we have, after using the definition of Q(t) in (3.12),
|
∫
Ω
〈y〉2l|uǫ|2(∂tρǫ + (uǫ + 1− e−y)∂xρǫ + vǫ∂yρǫ)dxdy| ≤ C(1 +Q(t))‖uǫ‖2L2
l
(Ω),
By virtue of estimate for density (3.10), we get
|
∫
Ω
〈y〉2l−1ρǫvǫ|uǫ|2dxdy| ≤ C‖〈y〉−1vǫ‖L∞
0
(Ω)‖uǫ‖2L2
l
(Ω).
Using the Ho¨lder and Cauchy-Schartz inequalities, it follows
|µ
∫
Ω
〈y〉2l−1uǫ · ∂yuǫdxdy| ≤ µ
4
∫
Ω
〈y〉2l|∂yuǫ|2dxdy + Cµ
∫
Ω
〈y〉2(l−1)|uǫ|2dxdy.
and
|
∫
Ω
(−ǫ∂xru − µe−y) · 〈y〉2luǫdxdy| ≤ 1
2
ǫ‖∂xuǫ‖2L2
l
(Ω) + C(1 + ‖ru‖2L2
l
(Ω) + ‖uǫ‖2L2
l
(Ω)).
Applying the divergence-free condition (3.2)4, Ho¨lder and Hardy inequalities, we get
|
∫
Ω
ρǫvǫe−y · 〈y〉2luǫdxdy| ≤ C‖vǫ‖L2
l−1(Ω)
‖uǫ‖L2
l
(Ω) ≤ Cl‖∂yvǫ‖L2
l
(Ω)‖uǫ‖L2
l
(Ω) ≤ Cl‖uǫ‖2H1
l
.
Integrating by part and applying the divergence-free condition (3.2)4, we find∫
Ω
[(hǫ + 1)∂xh
ǫ + gǫ∂yh
ǫ] · 〈y〉2luǫdxdy
=−
∫
Ω
〈y〉2l∂xhǫuǫhǫdxdy −
∫
〈y〉2lhǫ(hǫ + 1)∂xuǫdxdy
−
∫
Ω
〈y〉2l∂ygǫuǫhǫdxdy − 2l
∫
〈y〉2l−1gǫuǫhǫdxdy
−
∫
Ω
〈y〉2lhǫgǫ∂yuǫdxdy
≤−
∫
Ω
〈y〉2lhǫ(hǫ + 1)∂xuǫdxdy −
∫
〈y〉2lhǫgǫ∂yuǫdxdy
+ C‖〈y〉−1gǫ‖L∞
0
(Ω)‖uǫ‖L2
l
(Ω)‖hǫ‖L2
l
(Ω).
Substituting the above estimates into (3.14), and integrating the resulting inequality over [0, t], we obtain
‖√ρǫuǫ(t)‖2
L2
l
(Ω) + ǫ
∫ t
0
‖∂xuǫ‖2L2
l
(Ω)dτ + µ
∫ t
0
‖∂yuǫ‖2L2
l
(Ω)dτ
+
∫ t
0
∫
Ω
〈y〉2lhǫ · ((hǫ + 1)∂xuǫ + gǫ∂yuǫ)dxdydτ
≤ ‖√ρǫ0uǫ0‖2L2
l
(Ω) + C
∫ t
0
‖ru‖2L2
l
(Ω)dτ + Cµ,l(1 +Q(t))
∫ t
0
(1 + ‖uǫ‖2H1
l
+ ‖hǫ‖2
L2
l
(Ω))dτ.
Similarly, based on the equations (3.2)3 and (3.2)1, it follows directly
‖hǫ(t)‖2
L2
l
(Ω) + ǫ
∫ t
0
‖∂xhǫ‖2L2
l
(Ω)dτ + κ
∫ t
0
‖∂yhǫ‖2L2
l
(Ω)dτ
−
∫ t
0
∫
Ω
〈y〉2lhǫ · [(hǫ + 1)∂xuǫ + gǫ∂yuǫ]dxdydτ
≤ ‖hǫ0‖2L2
l
(Ω) + C
∫ t
0
‖rh‖2L2
l
(Ω)dτ + Cκ,l(1 +Q(t))
∫ t
0
(1 + ‖hǫ‖2H1
l
)dτ.
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and
‖̺ǫ‖2
L2
l
(Ω)+ ǫ
∫ t
0
‖(∂x̺ǫ, ∂y̺ǫ)‖2L2
l
(Ω)dτ ≤ ‖̺ǫ0‖2L2
l
(Ω) + C
∫ t
0
‖(r1, r2)‖2L2
l
(Ω)dτ+ C(1 +Q(t))
∫ t
0
‖̺ǫ‖2
L2
l
(Ω)dτ.
Therefore, we collect above estimates to complete the proof of Lemma 3.3.
Now, we establish the following estiamte:
Lemma 3.4. For smooth solution (̺ǫ, uǫ, vǫ, hǫ, gǫ) of the equations (3.2)-(3.3), then it holds on
sup
0≤τ≤t
Em,l(τ) +
∑
|α|≤m
|α1|≤m−1
ǫ
∫ t
0
‖∂xZα(̺ǫ, uǫ, hǫ)‖2L2
l
(Ω)dτ
+
∑
|α|≤m
|α1|≤m−1
∫ t
0
‖(√ǫ∂yZα̺ǫ,√µ∂yZαuǫ,
√
κ∂yZαhǫ)‖2L2
l
(Ω)dτ
≤C‖(̺ǫ0, uǫ0, hǫ0)‖2Hm
l
+ C
∫ t
0
‖(r1, r2, ru, rh)‖2Hm
l
dτ
+ Cµ,κ,m,l(1 +Q
2(t))
∫ t
0
(1 + ‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖∂y(̺ǫ, uǫ, hǫ)‖2Hm−1
l
)dτ.
(3.15)
Proof. The case m = 0 has been proved in the Lemma 3.3. Then, we give the proof for the case m ≥ 1.
Step 1: Applying the differential operator Zα(1 ≤ |α| ≤ m, |α1| ≤ m − 1) to the equation (3.2)2, we
can obtain the evolution equation for Zαuǫ:
ρǫ∂tZαuǫ + ρǫ(uǫ + 1− e−y)∂xZαuǫ + ρǫvǫ∂yZαuǫ − ǫ∂2xZαuǫ − µZα∂2yuǫ
=(hǫ + 1)∂xZαhǫ + gǫ∂yZαhǫ + Zα(−ǫ∂xru − µe−y) + Cα11 + Cα12 + Cα13 + Cα14 + Cα15 + Cα16.
(3.16)
where Cα1i(i = 1, ..., 6) are defined by
Cα11 = −[Zα, ρǫ∂t]uǫ, Cα12 = −[Zα, ρǫ(uǫ + 1− e−y)∂x]uǫ, Cα13 = −[Zα, ρǫvǫ∂y]uǫ,
Cα14 = [Zα, (hǫ + 1)∂x]hǫ, Cα15 = [Zα, gǫ∂y]hǫ, Cα16 = −Zα(ρǫvǫe−y).
Multiplying the equation (3.16) by 〈y〉2lZαuǫ, integrating over Ω and applying the boundary condition
(3.3), we have
d
dt
1
2
∫
Ω
〈y〉2lρǫ|Zαuǫ|2dxdy + ǫ
∫
Ω
〈y〉2l|∂xZαuǫ|2dxdy
=
1
2
∫
Ω
〈y〉2l|Zαuǫ|2(∂tρǫ + (uǫ + 1− e−y)∂xρǫ + vǫ∂yρǫ)dxdy
+ l
∫
Ω
〈y〉2l−1ρǫvǫ|Zαuǫ|2dxdy + µ
∫
Ω
Zα∂2yuǫ · 〈y〉2lZαuǫdxdy
+
∫
Ω
{(hǫ + 1)∂xZαhǫ + gǫ∂yZαhǫ} · 〈y〉2lZαuǫdxdy
+
∫
Ω
Zα(−ǫ∂xru − µe−y) · 〈y〉2lZαuǫdxdy +
6∑
i=1
∫
Ω
Cα1i · 〈y〉2lZαuǫdxdy.
(3.17)
By routine checking, it follows that
|
∫
Ω
〈y〉2l|Zαuǫ|2(∂tρǫ + (uǫ + 1− e−y)∂xρǫ + vǫ∂yρǫ)dxdy| ≤ C(1 +Q(t))‖Zαuǫ‖2L2
l
(Ω), (3.18)
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and
|
∫
Ω
〈y〉2l−1ρǫvǫ|Zαuǫ|2dxdy| ≤ C‖〈y〉−1vǫ‖L∞
0
(Ω)‖Zαuǫ‖2L2
l
(Ω). (3.19)
The integration by part with respect to y variable yields directly∫
Ω
Zα∂2yuǫ · 〈y〉2lZαuǫdxdy
=
∫
T
Zα∂yuǫ · Zαuǫ|y=0dx− 2l
∫
Ω
Zα∂yuǫ · 〈y〉2l−1Zαuǫdxdy
−
∫
Ω
Zα∂yuǫ · 〈y〉2l∂yZαuǫdxdy +
∫
Ω
[Zα, ∂y]∂yuǫ · 〈y〉2lZαuǫdxdy
=
∫
T
Zα∂yuǫ · Zαuǫ|y=0dx− 2l
∫
Ω
Zα∂yuǫ · 〈y〉2l−1Zαuǫdxdy
−
∫
Ω
〈y〉2l|∂yZαuǫ|2dxdy −
∫
Ω
[Zα, ∂y]uǫ · 〈y〉2l∂yZαuǫdxdy
+
∫
Ω
[Zα, ∂y]∂yuǫ · 〈y〉2lZαuǫdxdy.
(3.20)
If α2 = 0, the boundary condition (3.3) implies Zαuǫ|y=0 = 0. If α2 6= 0, we apply the property of ϕ,
which vanishes on the boundary, to get Zαuǫ|y=0, and hence∫
T
Zα∂yuǫ · Zαuǫ|y=0dx = 0. (3.21)
Next, we deal with term involving [Zα, ∂y]. It is worth noting that the operator Zτ = (∂t, ∂x) communi-
cates with ∂y, we obtain [Zα, ∂y]uǫ = 0 for α2 = 0. By direct computation, we find for α2 6= 0
[Zα22 , ∂y]u
ǫ = −
∑
1≤k≤α2
Cα2,k∂yZ
k−1
2 ϕ · Zα2−k2 ∂yuǫ.
This and the Ho¨lder inequality yield directly
|
∫
[Zα, ∂y]uǫ · 〈y〉2l∂yZαuǫdxdy| ≤ 1
4
‖∂yZαuǫ‖2L2
l
(Ω) + Cm‖∂yuǫ‖2Hm−1
l
. (3.22)
Using the relation (3.1) and Cauchy-Schwartz inequality, we obtain
2l|
∫
Ω
Zα∂yuǫ · 〈y〉2l−1Zαuǫdxdy|
=2l|
∫
Ω
([Zα, ∂y]uǫ + ∂yZαuǫ) · 〈y〉2l−1Zαuǫdxdy|
≤1
4
‖∂yZαuǫ‖2L2
l
(Ω) + Cm,l(‖[Zα, ∂y]uǫ‖2L2
l
(Ω) + ‖Zαuǫ‖2L2
l
(Ω))
≤1
4
‖∂yZαuǫ‖2L2
l
(Ω) + Cm,l(‖uǫ‖2Hml + ‖∂yu
ǫ‖2Hm−1
l
).
(3.23)
Next, we deal with the term
∫
Ω[Zα, ∂y]∂yuǫ · 〈y〉2lZαuǫdxdy. For a smooth function f , it follows
[Zα, ∂y]f =
∑
β2 6=0,β2+γ2=α2
Cβ2,γ2ϕZ
β2
2 (
1
ϕ
)∂yZ
γ2
2 Z
α1
τ f. (3.24)
By virtue of the definition of ϕ, it holds on by computating directly
|ϕZβ22 (
1
ϕ
)| ≤ C, |∂y{ϕZβ22 (
1
ϕ
)}| ≤ C. (3.25)
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For β2 6= 0 and β2 + γ2 = α2, the integration by part yields immediately∫
Ω
ϕZ
β2
2 (
1
ϕ
)∂yZ
γ2
2 Z
α1
τ ∂yu
ǫ · 〈y〉2lZαuǫdxdy
=−
∫
Ω
ϕZ
β2
2 (
1
ϕ
)Zγ22 Z
α1
τ ∂yu
ǫ · 〈y〉2l∂yZαuǫdxdy
− 2l
∫
Ω
ϕZ
β2
2 (
1
ϕ
)Zγ22 Z
α1
τ ∂yu
ǫ · 〈y〉2l−1Zαuǫdxdy
−
∫
Ω
∂y{ϕZβ22 (
1
ϕ
)}Zγ22 Zα1τ ∂yuǫ · 〈y〉2lZαuǫdxdy,
(3.26)
where the boundary term in the above equality vanishes since the quantity Zαuǫ|y=0 = 0. Then, applying
the relation (3.24), estimate (3.25), Ho¨lder and Cauchy inequalities, we obtain
∫
Ω
ϕZ
β2
2 (
1
ϕ
)∂yZ
γ2
2 Z
α1
τ ∂yu
ǫ · 〈y〉2lZαuǫdxdy ≤ 1
4
∫
〈y〉2l|∂yZαuǫ|2dxdy + Cm,l(‖uǫ‖2Hm
l
+ ‖∂yuǫ‖2Hm−1
l
),
and hence
|
∫
Ω
[Zα, ∂y]∂yuǫ · 〈y〉2lZαuǫdxdy| ≤ 1
4
∫
〈y〉2l|∂yZαuǫ|2dxdy + Cm,l(‖uǫ‖2Hm
l
+ ‖∂yuǫ‖2Hm−1
l−1
). (3.27)
Plugging the estimates (3.21), (3.22), (3.23) and (3.27) into (3.20), we conclude
µ
∫
Ω
Zα∂2yuǫ · 〈y〉2lZαuǫdxdy ≤ −
1
2
µ‖∂yZαuǫ‖2L2
l
(Ω) + Cµ,m,l(‖uǫ‖2Hml + ‖∂yu
ǫ‖2Hm−1
l
). (3.28)
Integrating by part, applying the boundary condition (3.3) and divergence-free condition (3.2)4, we find
∫
Ω
{(hǫ + 1)∂xZαhǫ + gǫ∂yZαhǫ} · 〈y〉2lZαuǫdxdy
=−
∫
Ω
〈y〉2l(∂xhǫ + ∂ygǫ)Zαuǫ · Zαhǫdxdy
−
∫
Ω
((hǫ + 1)∂xZαuǫ + gǫ∂yZαuǫ) · 〈y〉2lZαhǫdxdy
− 2l
∫
Ω
〈y〉2l−1gǫZαuǫ · Zαhǫdxdy
≤−
∫
Ω
((hǫ + 1)∂xZαuǫ + gǫ∂yZαuǫ) · 〈y〉2lZαhǫdxdy
+ Cl‖〈y〉−1gǫ‖L∞
0
(Ω)‖Zαuǫ‖L2
l
(Ω)‖Zαhǫ‖L2
l
(Ω).
(3.29)
Using the Ho¨lder and Cauchy inequalities, it follows
|
∫
Ω
Zα(−ǫ∂xru − µe−y) · 〈y〉2lZαuǫdxdy|
≤ 1
2
ǫ‖∂xZαuǫ‖2L2
l
(Ω) + C(1 + ‖Zαru‖2L2
l
(Ω) + ‖Zαuǫ‖2L2
l
(Ω)).
(3.30)
Substituting the estimates (3.18), (3.19), (3.20), (3.28), (3.29) and (3.30) into the equality (3.17), and
14
Existence and Uniqueness to Boundary Layer System
integrating over [0, t], we conclude∫
Ω
〈y〉2lρǫ|Zαuǫ|2dxdy +
∫ t
0
∫
Ω
〈y〉2l(ǫ|∂xZαuǫ|2 + µ|∂yZαuǫ|2)dxdy
+
∫ t
0
∫
Ω
((hǫ + 1)∂xZαuǫ + gǫ∂yZαuǫ) · 〈y〉2lZαhǫdxdydτ
≤
∫
Ω
〈y〉2lρǫ0|Zαuǫ0|2dxdy + C
∫ t
0
‖Zαru‖2L2
l
(Ω)dτ +
6∑
i=1
∫ t
0
‖Cα1i‖2L2
l
(Ω)dτ
+ Cµ,m,l(1 +Q(t))
∫ t
0
(1 + ‖(uǫ, hǫ)‖2Hm
l
+ ‖∂yuǫ‖2Hm
l
)dτ.
(3.31)
Now, we claim the following estimate, which will be shown later:
6∑
i=1
∫ t
0
‖Cα1i‖2L2
l
(Ω)dτ ≤ Cm,l(1 +Q2(t))
∫ t
0
(‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ. (3.32)
For the moment we can substitute the estimate (3.32) into inequality (3.31), and hence∫
Ω
〈y〉2lρǫ|Zαuǫ|2dxdy +
∫ t
0
∫
Ω
〈y〉2l(ǫ|∂xZαuǫ|2 + µ|∂yZαuǫ|2)dxdy
+
∫ t
0
∫
Ω
((hǫ + 1)∂xZαuǫ + gǫ∂yZαuǫ) · 〈y〉2lZαhǫdxdydτ
≤
∫
Ω
〈y〉2lρǫ0|Zαuǫ0|2dxdy + C
∫ t
0
‖Zαru‖2L2
l
(Ω)dτ
+Cµ,m,l(1 +Q
2(t))
∫ t
0
(1 + ‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ.
(3.33)
Step 2: Applying operator Zα to the first equation of (3.2), multiplying by 〈y〉2lZα̺ǫ and integrating
over Ω, we find
1
2
d
dt
∫
Ω
〈y〉2l|Zα̺ǫ|2dxdy + ǫ
∫
Ω
〈y〉2l|∂xZα̺ǫ|2dxdy
=ǫ
∫
Ω
Zα∂2y̺ǫ · 〈y〉2lZα̺ǫdxdy + l
∫
Ω
〈y〉2l−1vǫ|Zα̺ǫ|2dxdy
+
∫
Ω
(Cα21 + Cα22) · 〈y〉2lZα̺ǫdxdy − ǫ
∫
Ω
Zα(∂xr1 + ∂yr2) · 〈y〉2lZα̺ǫdxdy,
(3.34)
where Cα21 and Cα22 are defined by
Cα21 = −[Zα, (uǫ + 1− e−y)∂x]̺ǫ, Cα22 = −[Zα, vǫ∂y]̺ǫ.
Similar to the equality (3.20), the integration by part gives
ǫ
∫
Ω
Zα∂2y̺ǫ · 〈y〉2lZα̺ǫdxdy
=ǫ
∫
T
Zα∂y̺ǫ · Zα̺ǫ|y=0dx− ǫ
∫
Ω
〈y〉2l[Zα, ∂y]̺ǫ · ∂yZα̺ǫdxdy
− ǫ
∫
Ω
〈y〉2l|∂yZα̺ǫ|2dxdy − 2lǫ
∫
Ω
〈y〉2l−1Zα∂y̺ǫ · Zα̺ǫdxdy
+ ǫ
∫
Ω
[Zα, ∂y]∂y̺ǫ · 〈y〉2lZα̺ǫdxdy.
(3.35)
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If α2 = 0, the boundary condition ∂y̺
ǫ|y=0 = 0 implies Zα∂y̺ǫ|y=0 = 0. If α2 6= 0, we get from the
definition of Z2 = ϕ(y)∂y =
y
y+1∂y that Zα∂y̺ǫ|y=0 = 0, and hence∫
T
Zα∂y̺ǫ · Zα̺ǫ|y=0dx = 0.
The other terms on the right hand side of (3.35) can take the idea as estimate (3.27), we conclude
ǫ
∫
Ω
Zα∂2y̺ǫ · 〈y〉2lZα̺ǫdxdy ≤ −
3
4
ǫ
∫
Ω
〈y〉2l|∂yZα̺ǫ|2dxdy + Cm,l(‖̺ǫ‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
). (3.36)
By routine checking, it follows
|
∫
Ω
〈y〉2l−1vǫ|Zα̺ǫ|2dxdy| ≤ C‖〈y〉−1vǫ‖L∞
0
(Ω)‖Zα̺ǫ‖2L2
l
(Ω). (3.37)
Applying the integration by part and Cauchy inequality, we obtain
|ǫ
∫
Ω
Zα(∂xr1 + ∂yr2) · 〈y〉2lZα̺ǫdxdy|
≤ ǫ
2
‖(∂xZα̺ǫ, ∂yZα̺ǫ)‖2L2
l
(Ω) + C(‖Zαr1‖2L2
l
(Ω) + ‖r2‖2Hml ) + Cl‖Z
α̺ǫ‖2
L2
l
(Ω).
(3.38)
Substituting estimates (3.36) and (3.37) into (3.34), integrating the resulting inequality over [0, t], we get
∫
Ω
〈y〉2l|Zα̺ǫ|2dxdy + ǫ
∫ t
0
∫
Ω
〈y〉2l(|∂xZα̺ǫ|2 + |∂yZα̺ǫ|2)dxdydτ
≤
∫
Ω
〈y〉2l|Zα̺ǫ0|2dxdy + C
∫ t
0
‖(r1, r2)‖2Hm
l
dτ +
∫ t
0
‖(Cα21, Cα22)‖2L2
l
(Ω)dτ
+ Cm,l(1 + ‖〈y〉−1vǫ‖L∞
0
(Ω))
∫ t
0
(‖̺ǫ‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
)dτ.
(3.39)
Similar to the claim estimates (3.32), we can justify the estimate
|
∫ t
0
‖(Cα21, Cα22)‖2L2
l
(Ω)dτ | ≤ Cm,l(1 +Q(t))
∫ t
0
(‖(̺ǫ, uǫ)‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
)dτ.
This and inequality (3.39) yield directly∫
Ω
〈y〉2l|Zα̺ǫ|2dxdy + ǫ
∫ t
0
∫
Ω
〈y〉2l(|∂xZα̺ǫ|2 + |∂yZα̺ǫ|2)dxdydτ
≤
∫
Ω
〈y〉2l|Zα̺ǫ0|2dxdy + C
∫ t
0
‖(r1, r2)‖2Hm
l
dτ +Cm,l(1 +Q(t))
∫ t
0
(‖(̺ǫ, uǫ)‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
)dτ.
(3.40)
Step 3: Applying operator Zα to the third equation of (3.2) multiplying by 〈y〉2lZαhǫ and integrating
over Ω, it follows
1
2
d
dt
∫
Ω
〈y〉2l|Zαhǫ|2dxdy + ǫ
∫
〈y〉2l|∂xZαhǫ|2dxdy − κ
∫
Ω
Zα∂2yhǫ · 〈y〉2lZαhǫdxdy
=l
∫
Ω
〈y〉2l−1vǫ|Zαhǫ|2dxdy +
∫
Ω
{(hǫ + 1)∂xZαuǫ + gǫ∂yZαuǫ} · 〈y〉2lZαhǫdxdy
+
∫
Ω
Zα(gǫe−y − ǫ∂xrh) · 〈y〉2lZαhǫdxdy +
∫
Ω
(Cα31 + Cα32 + Cα33 + Cα34) · 〈y〉2lZαhǫdxdy,
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where Cα3i(i = 1, 2, 3, 4) are defined by
Cα31 = −[Zα, (uǫ + 1− e−y)∂x]hǫ, Cα32 = −[Zα, vǫ∂y]hǫ,
Cα33 = [Zα, (hǫ + 1)∂x]uǫ, Cα34 = [Zα, gǫ∂y](uǫ − e−y).
Following the idea as the estimate (3.40), we can verify the following estimate∫
Ω
〈y〉2l|Zαhǫ|2dxdy +
∫ t
0
∫
Ω
〈y〉2l(ǫ|∂xZαhǫ|2 + κ|∂yZαhǫ|2)dxdydτ
−
∫ t
0
∫
Ω
{(hǫ + 1)∂xZαuǫ + gǫ∂yZαuǫ} · 〈y〉2lZαhǫdxdydτ
≤
∫
Ω
〈y〉2l|Zαhǫ0|2dxdy + C
∫ t
0
‖Zαrh‖2L2
l
(Ω)dτ + Cκ,m,l(1 +Q(t))
∫ t
0
(‖(uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm
l
)dτ,
which, together with the estimates (3.33) and (3.40) completes the proof of lemma after taking the
summation over all |α| ≤ m and |α1| ≤ m− 1 .
Proof of claim estimate (3.32) Now we give the estimate for
∫ t
0 ‖Cα1i‖2L2
l
(Ω)
dτ(i = 1, ..., 6). By virtue
of the Moser type inequality (A.6), we find∫ t
0
‖Cα11‖2L2
l
(Ω)dτ ≤ Cm
∑
|β|≥1,β+γ=α
∫ t
0
‖Zβ̺ǫ · Zγ∂tuǫ‖2L2
l
(Ω)dτ
≤ Cm‖ZEi̺ǫ‖2L∞
0
(Ω)
∫ t
0
‖∂tuǫ‖2Hm−1
l
dτ + Cm‖∂tuǫ‖2L∞
0
(Ω)
∫ t
0
‖ZEi̺ǫ‖2Hm−1
l
dτ
≤ Cm‖(ZEi̺ǫ, ∂tuǫ)‖2L∞
0
(Ω)
∫ t
0
‖(̺ǫ, uǫ)‖2Hm
l
dτ.
Similarly, we conclude the following estimate∫ t
0
‖Cα12‖2L2
l
(Ω)dτ ≤ Cm(1 + ‖(uǫ,ZEi̺ǫ,ZEiuǫ)‖4L∞0 (Ω))
∫ t
0
(1 + ‖(̺ǫ, uǫ)‖2Hm
l
)dτ,
and ∫ t
0
‖Cα14‖2L2
l
(Ω)dτ ≤ Cm‖ZEihǫ‖2L∞0 (Ω)
∫ t
0
‖hǫ‖2Hm
l
dτ.
Finally, we deal with the term
∫ t
0 ‖Cα13‖2L2
l
(Ω)
dτ . By direct computation, it is easy to check that
Cα13 =
∑
|β|≥1, β+γ=α
Cβ,γZβ(ρǫvǫ)Zγ∂yuǫ + ρǫvǫ[Zα, ∂y]uǫ.
Using the estimate (3.10), we get∫ t
0
‖ρǫvǫ[Zα, ∂y]uǫ‖2L2
l
(Ω)dτ ≤ Cm‖vǫ‖2L∞0 (Ω)
∫ t
0
‖∂yuǫ‖2Hm−1
l
dτ. (3.41)
In order to control the velocity vǫ, the idea is to apply the Hardy inequality and divergence-free condition
to transform into the velocity ∂xu
ǫ in some weighted Sobolev norm. By virtue of |α1| ≤ m − 1 and
|α1|+ α2 = m, it follows α2 ≥ 1, and hence we can get γ2 ≥ 1 if β2 = 0. Thus it follows from the Moser
type inequality (A.6) that∑
|β|≥1, β+γ=α
∫ t
0
‖Zβ(ρǫvǫ)Zγ∂yuǫ‖2L2
l
(Ω)dτ
≤Cm‖Zeiτ (ρǫvǫ)‖2L∞
1
(Ω)
∫ t
0
‖Z2∂yuǫ‖2Hm−2
l−1
dτ + Cm‖Z2∂yuǫ‖2L∞
1
(Ω)
∫ t
0
‖Zeiτ (ρǫvǫ)‖2Hm−2
l−1
dτ.
(3.42)
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Using the divergence-free condition, Hardy and Moser type inequalities (A.6), we get
∫ t
0
‖Zeiτ (ρǫvǫ)‖2Hm−2
l−1
dτ ≤Cm‖ρǫ‖2L∞
0
(Ω)
∫ t
0
‖vǫ‖2Hm−1
l−1
dτ + Cm‖vǫ‖2L∞
0
(Ω)
∫ t
0
‖̺ǫ‖2Hm−1
l−1
dτ
≤Cm,l
∫ t
0
‖∂yvǫ‖2Hm−1
l
dτ + Cm‖vǫ‖2L∞
0
(Ω)
∫ t
0
‖̺ǫ‖2Hm−1
l−1
dτ
≤Cm,l(1 + ‖vǫ‖2L∞
0
(Ω))
∫ t
0
‖(̺ǫ, uǫ)‖2Hm
l
dτ.
This and the inequality (3.42) yield directly
∑
|β|≥1, β+γ=α
∫ t
0
‖Zβ(ρǫvǫ)Zγ∂yuǫ‖2L2
l
(Ω)dτ ≤ Cm,l(1 +Q2(t))
∫ t
0
(‖(̺ǫ, uǫ)‖2Hm
l
+ ‖∂yuǫ‖2Hm−1
l
)dτ. (3.43)
If β2 ≥ 1, we get after using the Moser type inequality (A.6) that
∑
|β|≥1, β+γ=α
∫ t
0
‖Zβ(ρǫvǫ)Zγ∂yuǫ‖2L2
l
(Ω)dτ
≤Cm‖Z2(ρǫvǫ)‖2L∞
1
(Ω)
∫ t
0
‖∂yuǫ‖2Hm−1
l−1
dτ + Cm‖∂yuǫ‖2L∞
1
(Ω)
∫ t
0
‖Z2(ρǫvǫ)‖2Hm−1
l−1
dτ.
(3.44)
In view of the fact Z2(ρ
ǫvǫ) = Z2ρ
ǫvǫ+ρǫZ2v
ǫ, we apply divergence-free condition, Hardy and Moser type
inequalities to get
∫ t
0
‖Z2(ρǫvǫ)‖2Hm−1
l−1
dτ ≤Cm‖(Z2ρǫ, vǫ)‖2L∞
0
(Ω)
∫ t
0
(‖∂yvǫ‖2Hm−1
l
+ ‖̺ǫ‖2Hm
l−1
)dτ
+ Cm(1 + ‖Z2vǫ‖2L∞
0
(Ω))
∫ t
0
(‖uǫ‖2Hm
l−1
+ ‖̺ǫ‖2Hm−1
l−1
)dτ
≤Cm,l(1 + ‖(vǫ, ∂xuǫ, Z2ρǫ)‖2L∞
0
(Ω))
∫ t
0
‖(̺ǫ, uǫ)‖2Hm
l
dτ.
which, along with (3.44), gives directly
∑
|β|≥1, β+γ=α
∫ t
0
‖Zβ(ρǫvǫ)Zγ∂yuǫ‖2L2
l
(Ω)dτ ≤ Cm,l(1 +Q2(t))
∫ t
0
(‖(̺ǫ, uǫ)‖2Hm
l
+ ‖∂yuǫ‖2Hm−1
l
)dτ. (3.45)
The combination of the estimates (3.41), (3.43) and (3.45) yields directly
∫ t
0
‖Cα13‖2L2
l
(Ω)dτ ≤ Cm,l(1 +Q2(t))
∫ t
0
(‖(̺ǫ, uǫ)‖2Hm
l
+ ‖∂yuǫ‖2Hm−1
l
)dτ.
Similarly, by routine checking, we may conclude that
∫ t
0
(‖Cα14‖2L2
l
(Ω) + ‖Cα15‖2L2
l
(Ω) + ‖Cα16‖2L2
l
(Ω))dτ ≤ Cm,l(1 +Q(t))
∫ t
0
(‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖∂yhǫ‖2Hm−1
l
)dτ.
Therefore, we complete the proof of the claim estimate (3.32).
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3.2. Weighted Hml −Estimates only on Tangential Derivative
In this subsection, we hope to establish the estimate for the quantity Zα1τ (̺
ǫ, uǫ, hǫ) with |α1| = m.
However, there is an essential difficulty to achieve this goal since the terms vǫ∂y̺
ǫ, ρǫvǫ∂y(u
ǫ−e−y)−gǫ∂yhǫ
and vǫ∂yh
ǫ−gǫ∂y(uǫ−e−y) will create the loss of one derivative in the tangential variable x. In other words,
vǫ = −∂−1y ∂xu and gǫ = −∂−1y ∂xhǫ, by the divergence-free condition (3.2)4, create a loss of x−derivative
that prevents us to apply the standard energy estimates. To overcome this essential difficulty, we take
the strategy of the recent interesting result [2] that only needs that the background tangential magnetic
field has a lower positive bound instead of monotonicity assumption on the tangential velocity. However,
due to the density being a unknown function instead of a constant, we need to take some new ideas to
deal with the terms vǫ∂y̺
ǫ and ρǫvǫ∂y(u
ǫ − e−y).
First of all, applying Zα1τ (|α1| = m) differential operator to the equation (3.2)3, we find
{∂t + (uǫ + 1− e−y)∂x + vǫ∂y − ǫ∂2x − κ∂2y}(Zα1τ hǫ) + Zα1τ vǫ∂yhǫ
= (hǫ + 1)∂xZ
α1
τ u
ǫ + gǫ∂yZ
α1
τ u
ǫ + Zα1τ g
ǫ∂y(u
ǫ − e−y)− ǫZα1τ ∂xrh + fh,
(3.46)
where the function fh is defined by
fh =− [Zα1τ , (uǫ + 1− e−y)∂x]hǫ + [Zα1τ , (hǫ + 1)∂x]uǫ
−
∑
β1+γ1=α1
β1 6=0,β1 6=α1
Cβ1,γ1Z
β1
τ v
ǫZγ1τ ∂yh
ǫ +
∑
β1+γ1=α1
β1 6=0,β1 6=α1
Cβ1,γ1Z
β1
τ g
ǫZγ1τ ∂yu
ǫ.
To eliminate to difficult term Zα1τ v
ǫ∂yh
ǫ, following the idea as in [2], we introduce the stream function
ψǫ satisfying
∂yψ
ǫ = hǫ, ∂xψ
ǫ = −gǫ, ψǫ|y=0 = 0.
Then, we can deduce from the equation (3.2)3 and boundary condition (3.3) that
∂tψ
ǫ + (uǫ + 1− e−y)∂xψǫ + vǫ(∂yψǫ + 1)− ǫ∂2xψǫ − κ∂2yψǫ = −ǫ∂−1y ∂xrh.
Applying Zα1τ (|α1| = m) differential operator to above equation, it follows
{∂t + (uǫ + 1− e−y)∂x + vǫ∂y − ǫ∂2x − κ∂2y}Zα1τ ψǫ + Zα1τ vǫ(hǫ + 1) = −ǫ∂−1y Zα1τ ∂xrh + fψ, (3.47)
where the function fψ is defined by
fψ = −[Zα1τ , (uǫ + 1− e−y)∂x]ψǫ −
∑
β1+γ1=α1
β1 6=0,β1 6=α1
Cβ1,γ1Z
β1
τ v
ǫZγ1τ ∂yψ
ǫ.
Set ηh :=
∂yh
ǫ
hǫ+1 and define the quantity
hǫm := Z
α1
τ h
ǫ − ηhZα1τ ψǫ, (3.48)
then multiplying the equation (3.47) by ηh and substituting the equation (3.46), the difficult term
Zα1τ v
ǫ∂yh
ǫ in (3.46) can be eliminated. Hence, we get the evolution equation for the quantity hǫm as
∂th
ǫ
m + (u
ǫ + 1− e−y)∂xhǫm + vǫ∂yhǫm − ǫ∂2xhǫm − κ∂2yhǫm
− (hǫ + 1)∂xZα1τ uǫ − gǫ∂yZα1τ uǫ − Zα1τ gǫ∂y(uǫ − e−y)
=− ǫZα1τ ∂xrh + ǫηh∂−1y Zα1τ ∂xrh + fh − ηhfψ + 2ǫ∂xηh∂xZα1τ ψǫ + 2κ∂yηh∂yZα1τ ψǫ
+ Zα1τ ψ
ǫ(∂t + (u
ǫ + 1− e−y)∂x + vǫ∂y − ǫ∂2x − κ∂2y)ηh.
(3.49)
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Similarly, after applying Zα1τ (|α1| = m) operator to the first equation of (3.2), we get
{∂t + (uǫ + 1− e−y)∂x + vǫ∂y − ǫ∂2x − ǫ∂2y}(Zα1τ ̺ǫ) + Zα1τ vǫ∂y̺ǫ = −ǫZα1τ ∂xr1 − ǫZα1τ ∂yr2 + fρ, (3.50)
where the function fρ is defined by
fρ = −[Zα1τ , (uǫ + 1− e−y)∂x]̺ǫ −
∑
β1+γ1=α1
β1 6=0,β1 6=α1
Cβ1,γ1Z
β1
τ v
ǫZγ1τ ∂y̺
ǫ.
Set ηρ =
∂y̺
ǫ
hǫ+1 and define
̺ǫm := Z
α1
τ ̺
ǫ − ηρZα1τ ψǫ, (3.51)
we multiply the equation (3.47) by ηρ and substitute to the equation (3.50), and hence, the evolution for
the quantity ̺ǫm as follows
∂t̺
ǫ
m + (u
ǫ + 1− e−y)∂x̺ǫm + vǫ∂y̺ǫm − ǫ∂2x̺ǫm − ǫ∂2y̺ǫm
=fρ − ηρfψ + 2ǫ∂xηρ∂xZα1τ ψǫ − κηρ∂2yZα1τ ψǫ + ǫ∂2y(ηρZα1τ ψǫ)
+ Zα1τ ψ
ǫ(∂t + (u
ǫ + 1− e−y)∂x + vǫ∂y − ǫ∂2x)ηρ − ǫZα1τ (∂xr1 + ∂yr2) + ǫηρ∂−1y Zα1τ ∂xrh.
(3.52)
Finally, applying Zα1τ (|α1| = m) differential operator to the equation (3.2)2, we get
{ρǫ∂t + ρǫ(uǫ + 1− e−y)∂x + ρǫvǫ∂y − ǫ∂2x − µ∂2y}(Zα1τ uǫ) + ρǫZα1τ vǫ∂y(uǫ − e−y)
= (hǫ + 1)∂xZ
α1
τ h
ǫ + gǫ∂yZ
α1
τ h
ǫ + Zα1τ g
ǫ∂yh
ǫ − ǫZα1τ ∂xru + fu,
(3.53)
where the function fu is defined by
fu =− [Zα1τ , ρǫ∂t]uǫ − [Zα1τ , ρǫ(uǫ + 1− e−y)∂x]uǫ + [Zα1τ , (hǫ + 1)∂x]hǫ
−
∑
β1+γ1=α1
β1 6=0
Cβ1,γ1Z
β1
τ ρ
ǫZγ1τ v
ǫ∂y(u
ǫ − e−y)−
∑
β1+γ1=α1
β1 6=0,β1 6=α1
Cβ1,γ1Z
β1
τ (ρ
ǫvǫ)Zγ1τ ∂yu
ǫ
+
∑
β1+γ1=α1
β1 6=0,β1 6=α1
Cβ1,γ1Z
β1
τ g
ǫZγ1τ ∂yh
ǫ.
Set ηu =
∂y(uǫ−e−y)
hǫ+1 , multiplying the equation (3.47) by ρ
ǫηu and substituting to the equation (3.53), we
find for the quantity
uǫm := Z
α1
τ u
ǫ − ηuZα1τ ψǫ (3.54)
satisfying the evolution as follows
ρǫ∂tu
ǫ
m + ρ
ǫ(uǫ + 1− e−y)∂xuǫm + ρǫvǫ∂yuǫm − ǫ∂2xuǫm − µ∂2yuǫm
− (hǫ + 1)∂xZα1τ hǫ − gǫ∂yZα1τ hǫ − Zα1τ gǫ∂yhǫ
= fu − ρǫηufψ − Zα1τ ψǫ(ρǫ∂t + ρǫ(uǫ + 1− e−y)∂x + ρǫvǫ∂y)ηu
− ǫ(ρǫ − 1)ηu∂2xZα1τ ψǫ − κρǫηu∂2yZα1τ ψǫ + 2ǫ∂xηu∂xZα1τ ψǫ
+ ǫ∂2xηuZ
α1
τ ψ
ǫ + µ∂2y(ηuZ
α1
τ ψ
ǫ)− ǫZα1τ ∂xru + ǫρǫηu∂−1y Zα1τ ∂xrh.
(3.55)
Let us define the functional:
Xm,l(t) := 1 + Em,l(t) + ‖(̺ǫm, uǫm, hǫm)(t)‖2L2
l
(Ω) + ‖∂y(̺ǫ, uǫ, hǫ)(t)‖2Hm−1
l
+ ‖∂y̺ǫ(t)‖2H1,∞
1
, (3.56)
where Em,l(τ) is defined by (3.11). Then, we will establish the following estimate in this subsection.
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Proposition 3.5. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2)-(3.3). Under the assumptions of conditions (3.8) and (3.9), it holds on
sup
τ∈[0,t]
‖(̺ǫm, uǫm, hǫm)(τ)‖2L2
l
(Ω) + ǫ
∫ t
0
‖(∂x̺ǫm, ∂xuǫm, ∂xhǫm)(τ)‖2L2
l
(Ω)dτ
+
∫ t
0
(ǫ‖∂y̺ǫm(τ)‖2L2
l
(Ω) + µ‖∂yuǫm(τ)‖2L2
l
(Ω) + κ‖∂yhǫm(τ)‖2L2
l
(Ω))dτ
≤C‖(̺ǫm, uǫm, hǫm)(0)‖2L2
l
(Ω) + Ct‖(ρ0, u10, h10)‖2B̂m
l
+ Cµ,κ,m,lδ
−6(1 +Q3(t))
∫ t
0
Xm,l(τ)dτ.
First of all, we establish the weighted L2−estimate for the quantity ̺ǫm.
Lemma 3.6. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2). Under the assumption of condition (3.8), then we have the following estimate for 0 < δ1 < 1:
sup
τ∈[0,t]
‖̺ǫm(τ)‖2L2
l
(Ω) + ǫ
∫ t
0
(‖∂x̺ǫm‖2L2
l
(Ω) + ‖∂y̺ǫm‖2L2
l
(Ω))dτ
≤C‖̺ǫm(0)‖2L2
l
(Ω) +C
∫ t
0
‖(r1, r2, rh)‖4Hm
l,tan
dτ + Cδ1
∫ t
0
(ǫ‖∂xhǫm‖2L2
l
(Ω) +κ‖∂yhǫm‖2L2
l
(Ω))dτ
+ Cκ,m,lδ
−4(1 +Q2(t))
∫ t
0
(Em,l(τ) + ‖(̺ǫm, uǫm, hǫm)(τ)‖2L2
l
(Ω) + ‖∂y̺ǫ(τ)‖2Hm−1
l
)dτ.
Proof. Due to the fact ∂y̺
ǫ|y=0 and ψǫ|y=0 = 0, it follows ∂yηρ|y=0 = 0. Then, multiplying the equation
(3.52) by 〈y〉2l̺ǫm, integrating over [0, t] × Ω and integrating by part, we get
d
dt
∫
Ω
〈y〉2l|̺ǫm|2dxdy + ǫ
∫
Ω
〈y〉2l|∂x̺ǫm|2dxdydτ + ǫ
∫
Ω
〈y〉2l|∂y̺ǫm|2dxdydτ
=l
∫
Ω
〈y〉2l−1vǫ|̺ǫm|2dxdy − 2lǫ
∫
Ω
〈y〉2l∂y̺ǫm · ̺ǫmdxdy + 2ǫ
∫
Ω
∂xηρ∂xZ
α1
τ ψ
ǫ · 〈y〉2l̺ǫmdxdy
+
∫
Ω
[−κηρ∂2yZα1τ ψǫ + ǫ∂2y(ηρZα1τ ψǫ)− ǫ∂2xηρZα1τ ψǫ] · 〈y〉2l̺ǫmdxdy
+
∫
Ω
Zα1τ ψ
ǫ(∂t + (u
ǫ + 1− e−y)∂x + vǫ∂y)ηρ · 〈y〉2l̺ǫmdxdy
+
∫
Ω
(fρ − ηρfψ − ǫZα1τ (∂xr1 + ∂yr2) + ǫηρ∂−1y Zα1τ ∂xrh) · 〈y〉2l̺ǫmdxdy.
(3.57)
Using the Ho¨lder and Cauchy inequalities, it follows
|l
∫
Ω
〈y〉2l−1vǫ|̺ǫm|2dxdy − 2lǫ
∫
Ω
〈y〉2l∂y̺ǫm · ̺ǫmdxdy|
≤Cl‖vǫ‖L∞−1(Ω)‖̺ǫm‖2L2l (Ω) + 2lǫ‖∂y̺
ǫ
m‖L2
l
(Ω)‖̺ǫm‖L2
l
(Ω)
≤1
8
ǫ‖∂y̺ǫm‖2L2
l
(Ω) + Cl(1 + ‖vǫ‖2L∞−1(Ω))‖̺
ǫ
m‖2L2
l
(Ω),
and
|ǫ
∫
Ω
∂xηρ∂xZ
α1
τ ψ
ǫ · 〈y〉2l̺ǫmdxdy| ≤ ǫ‖∂xηρ∂xZα1τ ψǫ‖L2
l
(Ω)‖̺ǫm‖L2
l
(Ω). (3.58)
By virtue of the fact ∂xηρ =
1
hǫ+1{∂2xy̺ǫ − ∂y̺
ǫ∂xh
ǫ
hǫ+1 }, we get
‖∂xηρ∂xZα1τ ψǫ‖L2
l
(Ω) ≤ (‖∂2xy̺ǫ‖L∞1 (Ω) + δ−1‖∂y̺ǫ‖L∞1 ‖∂xhǫ‖L∞0 (Ω))‖
∂xZ
α1
τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
,
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where we have used the fact hǫ + 1 ≥ δ. This and inequalities (B.3) and (3.58) give
|ǫ
∫
Ω
∂xηρ∂xZ
α1
τ ψ
ǫ · 〈y〉2l̺ǫmdxdy| ≤ δ1ǫ‖∂xhǫm‖2L2
l
(Ω) + Clδ
−4(1 +Q2(t))‖(̺ǫm, hǫm)‖2L2
l
(Ω).
Using the Ho¨lder and Cauchy inequalities, it follows
|κ
∫
Ω
ηρ∂
2
yZ
α1
τ ψ
ǫ · 〈y〉2l̺ǫmdxdy| ≤ δ1κ‖∂yZα1τ hǫ‖2L2
l
(Ω) + Cκ‖ηρ‖2L∞0 (Ω)‖̺
ǫ
m‖2L2
l
(Ω),
which, together with the estimate (B.4), yields directly
|κ
∫
Ω
ηρ∂
2
yZ
α1
τ ψ
ǫ · 〈y〉2l̺ǫmdxdy| ≤ δ1κ‖∂yhǫm‖2L2
l
(Ω) + Cκ,lδ
−2Q(t)‖(̺ǫm, hǫm)‖2L2
l
(Ω).
In view of ∂y̺
ǫ|y=0 = 0 and ψǫ|y=0 = 0, it is easy to justify the fact ∂y(ηρZα1τ ψǫ)|y=0 = 0, and hence, we
integrating by part to get directly
ǫ
∫
Ω
∂2y(ηρZ
α1
τ ψ
ǫ) · 〈y〉2l̺ǫmdxdy
=− ǫ
∫
Ω
∂yηρZ
α1
τ ψ
ǫ · (2l〈y〉2l−1̺ǫm + 〈y〉2l∂y̺ǫm)dxdy
− ǫ
∫
Ω
ηρZ
α1
τ h
ǫ · (2l〈y〉2l−1̺ǫm + 〈y〉2l∂y̺ǫm)dxdy.
It follows from the Ho¨lder inequality that
|ǫ
∫
Ω
∂yηρZ
α1
τ ψ
ǫ · (2l〈y〉2l−1̺ǫm + 〈y〉2l∂y̺ǫm)dxdy|
≤‖∂yηρZα1τ ψǫ‖L2
l−1(Ω)
‖̺ǫm‖L2
l
(Ω) + ‖∂yηρZα1τ ψǫ‖L2
l
(Ω)‖∂y̺ǫm‖L2
l
(Ω).
(3.59)
Thanks to the relation ∂yηρ =
1
hǫ+1{∂2y̺ǫ − ∂y̺
ǫ∂yh
ǫ
hǫ+1 }, we get
‖∂yηρZα1τ ψǫ‖L2
l
(Ω) ≤(‖Z2∂y̺ǫ‖L∞1 (Ω) + δ−1‖Z2̺ǫ‖L∞1 (Ω)‖∂yhǫ‖L∞0 (Ω))‖
1
ϕ(y)
Zα1τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤Clδ−2(‖Z2∂y̺ǫ‖L∞
1
(Ω) + ‖Z2̺ǫ‖L∞
1
(Ω)‖∂yhǫ‖L∞
0
(Ω))‖hǫm‖L2
l
(Ω),
(3.60)
where, in the last inequality, we have used the following estimate
‖ 1
ϕ(y)
Zα1τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤ Clδ−1‖hǫm‖L2
l
(Ω).
Combining (3.59) with (3.60), we conclude that
|ǫ
∫
Ω
∂yηρZ
α1
τ ψ
ǫ · (2l〈y〉2l−1̺ǫm + 〈y〉2l∂y̺ǫm)dxdy| ≤
1
8
ǫ‖∂y̺ǫm‖2L2
l
(Ω) +Clδ
−4Q2(t)‖(̺ǫm, hǫm)‖2L2
l
(Ω). (3.61)
Using the Cauchy inequality and the estimate (B.2), we show
|ǫ
∫
Ω
ηρZ
α1
τ h
ǫ · (2l〈y〉2l−1̺ǫm + 〈y〉2l∂y̺ǫm)dxdy
≤1
8
ǫ‖∂y̺ǫm‖2L2
l
(Ω) + Clδ
−4(1 + ‖∂y̺ǫ‖4L∞
0
(Ω) + ‖∂yhǫ‖4L∞
1
(Ω))‖(̺ǫm, hǫm)‖2L2
l
(Ω).
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This and the inequality (3.61) give
|ǫ
∫
Ω
∂2y(ηρZ
α1
τ ψ
ǫ) · 〈y〉2l̺ǫmdxdy| ≤
1
4
ǫ‖∂y̺ǫm‖2L2
l
(Ω) +Clδ
−4(1 +Q2(t))‖(̺ǫm, hǫm)‖2L2
l
(Ω). (3.62)
The integration by part with respect to x variable yields immediately
ǫ
∫
Ω
Zα1τ ψ
ǫ∂2xηρ · 〈y〉2l̺ǫmdxdy = ǫ
∫
Ω
〈y〉2l∂xηρ(Zα1τ ψǫ∂x̺ǫm + ∂xZα1τ ψǫ̺ǫm)dxdy.
By virtue of the Holder inequality, we get
|ǫ
∫
Ω
〈y〉2l∂xηρZα1τ ψǫ∂x̺ǫmdxdy| ≤ ǫ‖∂xηρZα1τ ψǫ‖L2
l
(Ω)‖∂x̺ǫm‖L2
l
(Ω). (3.63)
Due to the fact ∂xηρ =
1
hǫ+1{∂2xy̺ǫ − ∂y̺
ǫ∂xh
ǫ
hǫ+1 }, it follows
‖∂xηρZα1τ ψǫ‖L2
l
(Ω) ≤ (‖∂2xy̺ǫ‖L∞1 (Ω) + δ−1‖∂y̺ǫ‖L∞1 (Ω)‖∂xhǫ‖L∞0 (Ω))‖
Zα1τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤ Clδ−2(‖∂2xy̺ǫ‖L∞1 (Ω) + ‖∂y̺ǫ‖L∞1 (Ω)‖∂xhǫ‖L∞0 (Ω))‖hǫm‖L2l (Ω),
where we have used the estimate (B.1) in the last inequality. This and inequality (3.63) yield directly
|ǫ
∫
Ω
〈y〉2l∂xηρZα1τ ψǫ∂x̺ǫmdxdy| ≤
1
8
ǫ‖∂x̺ǫm‖2L2
l
(Ω) + Clδ
−4(1 +Q2(t))‖hǫm‖2L2
l
(Ω). (3.64)
Similarly, it is easy to justify that
|ǫ
∫
Ω
〈y〉2l∂xηρ∂xZα1τ ψǫ̺ǫmdxdy| ≤ δ1ǫ‖∂xhǫm‖2L2
l
(Ω) + Clδ
−4(1 +Q2(t))‖(̺ǫm, hǫm)‖2L2
l
(Ω).
which, along with (3.64), yields directly
|ǫ
∫
Ω
Zα1τ ψ
ǫ∂2xηρ · 〈y〉2l̺ǫmdxdy|
≤ ǫ(1
8
‖∂x̺ǫm‖2L2
l
(Ω) + δ1‖∂xhǫm‖2L2
l
(Ω)) + Clδ
−4(1 +Q2(t))‖(̺ǫm, hǫm)‖2L2
l
(Ω).
(3.65)
Using the Ho¨lder inequality and estimate (B.1), we get
|
∫
Ω
Zα1τ ψ
ǫ(∂t + (u
ǫ + 1− e−y)∂x + vǫ∂y)ηρ · 〈y〉2l̺ǫmdxdy| ≤ Clδ−2(1 +Q(t))‖(̺ǫm, hǫm)‖2L2
l
(Ω).
The application of Ho¨lder and Cauchy inequalities gives directly
|
∫
Ω
(fρ − ηρfψ) · 〈y〉2l̺ǫmdxdy| ≤ C(‖fρ‖2L2
l
(Ω) + ‖fψ‖2L2
l−1(Ω)
) + C(1 + ‖ηρ‖2L∞
1
(Ω))‖̺ǫm‖2L2
l
(Ω).
Integrating by part and applying the Cauchy inequality, it follows
|
∫
Ω
(−ǫZα1τ (∂xr1 + ∂yr2) + ǫηρ∂−1y Zα1τ ∂xrh) · 〈y〉2l̺ǫmdxdy|
≤ ǫ
8
‖(∂x̺ǫm, ∂y̺ǫm)‖2L2
l
(Ω) + ‖Zα1τ (r1, r2, rh)‖4L2
l
(Ω) + Clδ
−4(1 +Q2(t))(1 + ‖̺ǫm‖2L2
l
(Ω)).
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Combining the above estimates of terms for the righthand side of (3.57), and integrating the resulting
inequality over [0, t], we get
‖̺ǫm(t)‖2L2
l
(Ω) +
1
2
ǫ
∫ t
0
(‖∂x̺ǫm‖2L2
l
(Ω) + ‖∂y̺ǫm‖2L2
l
(Ω))dτ
≤‖̺ǫm(0)‖2L2
l
(Ω) + δ1
∫ t
0
(ǫ‖∂xhǫm‖2L2
l
(Ω) + κ‖∂yhǫm‖2L2
l
(Ω))dτ +
∫ t
0
‖Zα1τ (r1, r2, rh)‖4L2
l
(Ω)dδ
+ C
∫ t
0
(‖fρ‖2L2
l
(Ω) + ‖fψ‖2L2
l−1(Ω)
)dτ + Cκ,lδ
−4(1 +Q2(t))
∫ t
0
(1 + ‖(̺ǫm, hǫm)‖2L2
l
(Ω))dτ.
On the other hand, we applying the Moser type inequality (A.6) to get
∫ t
0
(‖fρ‖2L2
l
(Ω) + ‖fψ‖2L2
l−1(Ω)
)dτ ≤ Cm,lQ(t)
∫ t
0
(‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
)dτ,
which along with the estimate (B.13) completes the proof of lemma.
Next, we establish the estimate for the quantities uǫm and h
ǫ
m. Indeed, it is easy to check that
− (hǫ + 1)∂xZα1τ hǫ − gǫ∂yZα1τ hǫ − Zα1τ gǫ∂yhǫ
=− (hǫ + 1)∂xhǫm − gǫ∂yhǫm − (hǫ + 1)∂xηhZα1τ ψǫ − gǫ∂yηhZα1τ ψǫ − gǫηhZα1τ hǫ,
and
− (hǫ + 1)∂xZα1τ uǫ − gǫ∂yZα1τ uǫ − Zα1τ gǫ∂y(uǫ − e−y)
=− (hǫ + 1)∂xuǫm − gǫ∂yuǫm − (hǫ + 1)∂xηuZα1τ ψǫ − gǫ∂yηuZα1τ ψǫ − gǫηuZα1τ hǫ,
which were first observed in [2]. Then, we will have the following estimates:
Lemma 3.7. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2). Under the assumption of conditions (3.8) and (3.9), it holds on
sup
0≤τ≤t
‖(uǫm, hǫm)(τ)‖2L2
l
(Ω) +
∫ t
0
‖√ǫ∂x(uǫm, hǫm)‖2L2
l
(Ω)dτ +
∫ t
0
‖∂y(√µuǫm,
√
κhǫm)‖2L2
l
(Ω)dτ
≤C‖(uǫm, hǫm)(0)‖2L2
l
(Ω) + C
∫ t
0
‖(ru, rh)‖4Hm
l,tan
dτ + Cµ,κ,m,lδ
−6(1 +Q3(t))
∫ t
0
Em,l(τ)dτ.
+ Cµ,κ,m,lδ
−6(1 +Q3(t))
∫ t
0
(‖(̺ǫm, uǫm, hǫm)‖2L2
l
(Ω) + ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ.
Proof. Multiplying the equation (3.55) by 〈y〉2luǫm, integrating over Ω and integrating by part, we find
1
2
d
dt
∫
Ω
〈y〉2lρǫ|uǫm|2dxdy + ǫ
∫
Ω
〈y〉2l|∂xuǫm|2dxdy + µ
∫
Ω
〈y〉2l|∂yuǫm|2dxdy
+
∫
Ω
〈y〉2l(hǫ + 1)∂xuǫm · hǫmdxdy +
∫
Ω
〈y〉2lgǫ∂yuǫm · hǫmdxdy =
9∑
i=1
Ii,
(3.66)
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where Ii(i = 1, ..., 9) are defined by
I1 =
1
2
∫
Ω
〈y〉2l|uǫm|2(∂tρǫ + (uǫ + 1− e−y)∂xρǫ + vǫ∂yρǫ)dxdy,
I2 = l
∫
Ω
〈y〉2l−1ρǫvǫ|uǫm|2dxdy, I3 = −2l
∫
Ω
〈y〉2l−1(µ∂yuǫm + gǫhǫm) · uǫmdxdy,
I4 =
∫
Ω
(−(hǫ + 1)∂xηhZα1τ ψǫ − gǫ∂yηhZα1τ ψǫ − gǫηhZα1τ hǫ) · 〈y〉2luǫmdxdy,
I5 =
∫
Ω
[−Zα1τ ψǫ(ρǫ∂t + ρǫ(uǫ + 1− e−y)∂x + ρǫvǫ∂y)ηu] · 〈y〉2luǫmdxdy,
I6 =
∫
Ω
(fu − ρǫηufψ − κρǫηu∂2yZα1τ ψǫ + 2ǫ∂xηu∂xZα1τ ψǫ) · 〈y〉2luǫmdxdy,
I7 =
∫
Ω
(ǫ∂2xηuZ
α1
τ ψ
ǫ + µ∂2y(ηuZ
α1
τ ψ
ǫ) · 〈y〉2luǫmdxdy, I8 = ǫ
∫
Ω
(1− ρǫ)ηu∂2xZα1τ ψǫ · 〈y〉2luǫmdxdy,
I9 =
∫
Ω
(−ǫZα1τ ∂xru + ǫρǫηρ∂−1y Zα1τ ∂xrh) · 〈y〉2luǫmdxdy.
By routine checking, we may show that
|I1|+ |I2| ≤ Cl(1 + ‖(uǫ, vǫ, ∂t̺ǫ, ∂x̺ǫ, ∂y̺ǫ)‖2L∞
0
(Ω))‖uǫm‖2L2
l
(Ω).
By virtue of the Holder and Cauchy inequalities, we find
|I3| ≤ 1
8
µ‖∂yuǫm‖2L2
l
(Ω) + Cµ,l(1 + ‖gǫ‖2L∞−1(Ω))(‖u
ǫ
m‖2L2
l
(Ω) + ‖hǫm‖2L2
l
(Ω)).
Deal with the term I4. By virtue of h
ǫ + 1 ≥ δ and estimate (B.2), we apply the Ho¨lder inequality to get
|
∫
Ω
gǫηhZ
α1
τ h
ǫ · 〈y〉2luǫmdxdy|
≤δ−1‖gǫ‖L∞−1(Ω)‖∂yhǫ‖L∞1 (Ω)‖Zα1τ hǫ‖L2l (Ω)‖u
ǫ
m‖L2
l
(Ω)
≤Clδ−2(‖gǫ‖2L∞−1(Ω) + ‖∂yh
ǫ‖2L∞
1
(Ω))(‖uǫm‖2L2
l
(Ω) + ‖hǫm‖2L2
l
(Ω)).
(3.67)
Due to the fact (hǫ+1)∂xηh = ∂xyh
ǫ− ∂yhǫ∂xhǫ
hǫ+1 , we apply the estimate (B.1) and Ho¨lder inequality to get
|
∫
Ω
(hǫ + 1)∂xηhZ
α1
τ ψ
ǫ · 〈y〉2luǫmdxdy|
≤(1 + ‖hǫ‖L∞
0
(Ω))‖(hǫ + 1)∂xηh‖L∞
1
(Ω)‖
Zα1τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
‖uǫm‖L2
l
(Ω)
≤Clδ−2(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω).
(3.68)
Similarly, we also have
|
∫
Ω
gǫ∂yηhZ
α1
τ ψ
ǫ · 〈y〉2luǫmdxdy| ≤ Clδ−2(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω).
This, along with inequalities (3.67) and (3.68), yields directly
|I4| ≤ Clδ−2(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω),
Similarly, we also get that
|I5| ≤ Clδ−2(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω).
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Deal with the term I6. By virtue of the Ho¨lder and Cauchy inequalities, we get
|
∫
Ω
(fu − ρǫηufψ) · 〈y〉2luǫmdxdy| ≤ C(‖fu‖2L2
l
(Ω) + ‖fψ‖2L2
l−1(Ω)
) +C(1 + ‖ηu‖2L∞
1
(Ω))‖uǫm‖2L2
l
(Ω). (3.69)
Similar to the estimate (3.67), it is easy to check that
|κ
∫
Ω
ρǫηu∂
2
yZ
α1
τ ψ
ǫ · 〈y〉2luǫmdxdy|
≤Cκδ−1‖∂yuǫ‖L∞
0
(Ω)‖∂yZα1τ hǫ‖L2
l
(Ω)‖uǫm‖L2
l
(Ω)
≤δ2κ‖∂yhǫm‖2L2
l
(Ω) + Cκ,lδ
−2(‖Z2∂yhǫ‖2L∞
1
(Ω) + ‖(∂yuǫ, ∂yhǫ)‖2L∞
0
(Ω))‖(uǫm, hǫm)‖2L2
l
(Ω),
(3.70)
where we have used the estimate (B.4) in the last inequality. Similarly, we also have
|2ǫ
∫
Ω
∂xηu∂xZ
α1
τ ψ
ǫ · 〈y〉2luǫmdxdy|
≤2ǫ(‖∂2xyuǫ‖L∞1 (Ω) + ‖∂yuǫ‖L∞1 (Ω)‖∂xhǫ‖L∞0 (Ω))‖
∂xZ
α1
τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
‖uǫm‖L2
l
(Ω)
≤δ1ǫ‖∂xhǫm‖2L2
l
(Ω) + Clδ
−4(1 + ‖(∂xyuǫ, ∂yuǫ)‖4L∞
1
(Ω) + ‖∂xhǫ‖4L∞
0
(Ω))‖(uǫm, hǫm)‖2L2
l
(Ω).
This, along with inequalities (3.69) and (3.70), yields directly
|I6| ≤δ2κ‖∂xhǫm‖2L2
l
(Ω) + δ2ǫ‖∂yhǫm‖2L2
l
(Ω) + C(‖fu‖2L2
l
(Ω) + ‖fψ‖2L2
l−1(Ω)
)
+ Cκ,lδ
−4(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω).
Now, we give the estimate for the term I7. Similar to the estimates (3.62) and (3.65), we can obtain
|ǫ
∫
Ω
∂2xηuZ
α1
τ ψ
ǫ · 〈y〉2luǫmdxdy| ≤
1
8
ǫ‖∂xuǫm‖2L2
l
(Ω) + Clδ
−4(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω),
and
|ǫ
∫
Ω
∂2y(ηuZ
α1
τ ψ
ǫ) · 〈y〉2luǫmdxdy| ≤
1
8
µ‖∂yuǫm‖2L2
l
(Ω) + Cµ,lδ
−4(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω),
and hence, it follows
|I7| ≤ 1
8
(ǫ‖∂xuǫm‖2L2
l
(Ω) + µ‖∂yuǫm‖2L2
l
(Ω)) + Cµ,lδ
−4(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω).
Finally, we deal with the term I8. Indeed, the integration by part with respect to x yields directly
I8 =ǫ
∫
Ω
〈y〉2l∂x̺ǫηuuǫm · ∂xZα1τ ψǫdxdy
+ ǫ
∫
Ω
〈y〉2l̺ǫηu∂xuǫm · ∂xZα1τ ψǫdxdy
+ ǫ
∫
Ω
〈y〉2l̺ǫ∂xηuuǫm · ∂xZα1τ ψǫdxdy
=I81 + I82 + I83.
(3.71)
By virtue of the estimate (B.3), Holder and Cauchy equalities, we find
I81 ≤ ǫ‖∂x̺ǫ‖L∞
0
(Ω)‖∂y(uǫ − e−y)‖L∞
1
(Ω)‖uǫm‖L2
l
(Ω)‖
∂xZ
α1
τ ψ
ǫ
h+ 1
‖L2
l−1(Ω)
≤ δ2ǫ‖∂xhǫm‖2L2
l
(Ω) + Clδ
−4(1 + ‖∂yuǫ‖4L∞
1
(Ω) + ‖(∂x̺ǫ, ∂xhǫ)‖4L∞
0
(Ω))‖(uǫm, hǫm)‖2L2
l
(Ω).
(3.72)
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Similar to the estimate (3.2), it is easy to justify
I83 ≤ δ2ǫ‖∂xhǫm‖2L2
l
(Ω) + Clδ
−4(1 + ‖(∂2xyuǫ, ∂yuǫ)‖4L∞
1
(Ω) + ‖∂xhǫ‖4L∞
0
(Ω))‖(uǫm, hǫm)‖2L2
l
(Ω). (3.73)
Using the Ho¨lder inequality and the estimate (B.3), it follows
I82 ≤ǫ‖̺ǫ‖L∞
0
(Ω)‖∂y(uǫ − e−y)‖L∞
1
(Ω)‖∂xuǫm‖L2
l
(Ω)‖
∂xZ
α1
τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤ 4ǫδ
−1
2l − 1‖̺
ǫ‖L∞
0
(Ω)‖∂xhǫ‖L∞
0
(Ω)‖∂y(uǫ − e−y)‖L∞
1
(Ω)‖∂xuǫm‖L2
l
(Ω)‖hǫm‖2L2
l
(Ω)
+
2ǫδ−1
2l − 1‖̺
ǫ‖L∞
0
(Ω)‖∂y(uǫ − e−y)‖L∞
1
(Ω)‖∂xuǫm‖L2
l
(Ω)‖∂xhǫm‖L2
l
(Ω)
≤2ǫ‖∂xhǫ‖L∞
0
(Ω)‖∂xuǫm‖L2
l
(Ω)‖hǫm‖L2
l
(Ω) + ǫ‖∂xuǫm‖L2
l
(Ω)‖∂xhǫm‖L2
l
(Ω),
where we have used the condition ‖∂y(uǫ − e−y)‖L∞
1
(Ω) ≤ δ−1 and ‖̺ǫ‖L∞
0
(Ω) ≤ (l − 12)δ2 in the last
inequality. and hence, it follows
I82 ≤ (1
2
+ δ2)ǫ‖∂xhǫm‖2L2
l
(Ω) +
1
2
ǫ‖∂xuǫm‖2L2
l
(Ω) +C‖∂xhǫ‖2L∞0 (Ω)‖h
ǫ
m‖2L2
l
(Ω), (3.74)
Then, substituting the estimates (3.72), (3.73) and (3.74) into (3.71), we get
|I8| ≤ (1
2
+ 3δ2)ǫ‖∂xhǫm‖2L2
l
(Ω) +
1
2
ǫ‖∂xuǫm‖2L2
l
(Ω) + Clδ
−4(1 +Q2(t))‖(uǫm, hǫm)‖2L2
l
(Ω).
Finally, integrating by part and applying the Cauchy inequality, we get
|I9| ≤ ǫ
8
‖∂xuǫm‖2L2
l
(Ω) + ‖Zα1τ (ru, rh)‖4L2
l
(Ω) + Clδ
−4(1 +Q2(t))‖uǫm‖2L2
l
(Ω).
Then, substituting the estimates of I1 through I9 into the equality (3.66), and integrating the resulting
inequality over [0, t], we get that
‖√̺ǫuǫm(t)‖2L2
l
(Ω) +
ǫ
2
∫ t
0
‖∂xuǫm‖2L2
l
(Ω)dτ +
µ
2
∫ t
0
‖∂yuǫm‖2L2
l
(Ω)dτ
+
∫ t
0
∫
Ω
〈y〉2l[(hǫ + 1)∂xuǫm · hǫm + gǫ∂yuǫm · hǫm]dxdydτ
≤‖(√̺ǫuǫm)(0)‖2L2
l
(Ω) + (
1
2
+ 3δ2)ǫ
∫ t
0
‖∂xhǫm‖2L2
l
(Ω)dτ + δ2κ
∫ t
0
‖∂yhǫm‖2L2
l
(Ω)dτ
+ C
∫ t
0
‖Zα1τ (ru, rh)‖4L2
l
(Ω)dτ + C
∫ t
0
(‖fu‖2L2
l
(Ω) + ‖fψ‖2L2
l−1(Ω)
)dτ
+ Cµ,κ,lδ
−4(1 +Q2(t))
∫ t
0
‖(uǫm, hǫm)‖2L2
l
(Ω)dτ.
(3.75)
Applying the Moser type inequality (A.6), it is easy to justify∫ t
0
‖fu‖2L2
l
(Ω)dτ ≤ Cm,l(1 +Q2(t))
∫ t
0
(‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ. (3.76)
Similarly, thanks to the equation (3.49), it is easy to obtain the estimate
‖hǫm(t)‖2L2
l
(Ω) +
3
4
ǫ
∫ t
0
‖∂xhǫm‖2L2
l
(Ω)dτ +
3
4
κ
∫ t
0
‖∂yhǫm‖2L2
l
(Ω)dτ
−
∫ t
0
∫
Ω
〈y〉2l[(hǫ + 1)∂xuǫm · hǫm + gǫ∂yuǫm · hǫm]dxdydτ
≤‖hǫm(0)‖2L2
l
(Ω) + C
∫ t
0
‖Zα1τ rh‖4L2
l
(Ω)dτ + Cκ,m,lδ
−6(1 +Q3(t))
∫ t
0
Em,l(τ)dτ
+ Cκ,m,lδ
−6(1 +Q3(t))
∫ t
0
(‖(uǫm, hǫm)‖2L2
l
(Ω) + ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ.
(3.77)
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Therefore, combining the estimates (3.75)-(3.77) with (B.13), and choosing δ2 small enough, we complete
the proof of lemma.
Therefore, combining the estimates in Lemmas 3.6 and 3.7 and choosing the constant δ1 small enough,
then we complete the proof of Proposition 3.5.
Remark 3.2. To deal with the term ǫ
∫
Ω(1− ρǫ)ηu∂2xZα1τ ψǫ · 〈y〉2luǫmdxdy (i.e., the term I8 on the right
handside of equality (3.66)), we require the assumption of condition (3.9). In other words, the condition
(3.9) is not needed for the homogeneous flow(ρǫ ≡ 1) since this difficult term will disappear.
3.3. Weighted Hm−1l −Estimates for Normal Derivative
In this subsection, we shall provide an estimate for ‖(∂y̺ǫ, ∂yuǫ, ∂yhǫ)‖Hm−1
l
, which will be given as follows:
Proposition 3.8. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2)-(3.3). Under the assumption of condition (3.8), it holds on
sup
0≤τ≤t
‖(∂y̺ǫ, ∂yuǫ, ∂yhǫ)(τ)‖2Hm−1
l
+ ǫ
∫ t
0
‖∂x(∂y̺ǫ, ∂yuǫ, ∂yhǫ)‖2Hm−1
l
dτ
+
∫ t
0
(ǫ‖∂2y̺ǫ‖2Hm−1
l
+ µ‖∂2yuǫ‖2Hm−1
l
+ κ‖∂2yhǫ‖2Hm−1
l
)dτ
≤C‖(∂y̺ǫ0, ∂yuǫ0, ∂yhǫ0)‖2Hm−1
l
+ Cµ,κt‖(ρ0, u10, h10)‖B̂m
l
+ Cµ,κ,m,lδ
−2(1 +Q3(t))
∫ t
0
Xm,l(τ)dτ.
First of all, we establish the estimate for the quantity ∂y̺
ǫ in Hm−1l norm. To this end, differentiating
the density equation (3.2)1 with respect to y variable, we get the evolution equation for ∂y̺
ǫ:
(∂t + (u
ǫ + 1− e−y)∂x + vǫ∂y − ǫ∂2x − ǫ∂2y)∂y̺ǫ = f1, (3.78)
where the function f1 is defined by
f1 := −ǫ∂y(∂xr1 + ∂yr2)− (∂yuǫ + e−y)∂x̺ǫ + ∂xuǫ∂y̺ǫ.
Lemma 3.9. For smooth solution (̺ǫ, uǫ, vǫ, hǫ, gǫ) of the equations (3.2)-(3.3), then it holds on
sup
τ∈[0,t]
‖∂y̺ǫ(τ)‖2Hm−1
l
+ ǫ
∫ t
0
(‖∂xy̺ǫ‖2Hm−1
l
+ ‖∂2y̺ǫ‖2Hm−1
l
)dτ
≤‖∂y̺ǫ0‖2Hm−1
l
+
∫ t
0
‖∂y(r1, r2)‖2Hm−1
l
dτ + Cm,l(1 +Q(t))
∫ t
0
(1 + ‖(̺ǫ, uǫ)‖2Hm
l
+ ‖∂y(̺ǫ, uǫ)‖2Hm−1
l
)dτ.
Proof. We will give the proof of the estimate (3.9) by induction. First of all, multiplying (3.78) by
〈y〉2l∂y̺ǫ, integrating over Ω and integrating by part with respect to x variable, we find
1
2
d
dt
∫
Ω
〈y〉2l|∂y̺ǫ|2dxdy + ǫ
∫
Ω
〈y〉2l|∂x∂y̺ǫ|2dxdy
=ǫ
∫
Ω
∂3y̺
ǫ · 〈y〉2l∂y̺ǫdxdy + l
∫
Ω
〈y〉2l−1vǫ|∂y̺ǫ|2dxdy +
∫
Ω
f1 · 〈y〉2l∂y̺ǫdxdy.
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Integrating by part and applying the boundary condition ∂y̺
ǫ|y=0 = 0, we get
ǫ
∫
Ω
∂3y̺
ǫ · 〈y〉2l∂y̺ǫdxdy
=ǫ
∫
T
∂2y̺
ǫ · ∂y̺ǫ|y=0dx− ǫ
∫
∂y(〈y〉2l∂y̺ǫ) · ∂2y̺ǫdxdy
=− ǫ
∫
Ω
〈y〉2l|∂2y̺ǫ|2dxdy − 2lǫ
∫
Ω
〈y〉2l−1∂y̺ǫ · ∂2y̺ǫdxdy
≤− 1
2
ǫ
∫
〈y〉2l|∂2y̺ǫ|2dxdy + Cl‖∂y̺ǫ‖2L2
l−1(Ω)
,
where we have used the Ho¨lder and Cauchy inequalities in the last inequality. Thus we get after integrating
the resulting inequality over [0, t] with time variable∫
Ω
〈y〉2l|∂y̺ǫ|2dxdy + ǫ
∫ t
0
∫
Ω
〈y〉2l(|∂x∂y̺ǫ|2 + |∂2y̺ǫ|2)dxdydτ
≤
∫
Ω
〈y〉2l|∂y̺ǫ0|2dxdy + 2l
∫ t
0
∫
Ω
〈y〉2l−1|vǫ||∂y̺ǫ|2dxdydτ
+ 2
∫ t
0
∫
Ω
〈y〉2l|f1||∂y̺ǫ|dxdydτ + Cl
∫ t
0
‖∂y̺ǫ‖2L2
l−1(Ω)
dτ,
which implies directly∫
Ω
〈y〉2l|∂y̺ǫ|2dxdy + ǫ
∫ t
0
(‖∂x∂y̺ǫ‖2L2
l
(Ω) + ‖∂2y̺ǫ‖2L2
l
(Ω))dτ
≤
∫
Ω
〈y〉2l|∂y̺ǫ0|2dxdy +
∫ t
0
‖∂y(r1, r2)‖2L2
l
(Ω)dτ + Cl(1 +Q(t))
∫ t
0
(‖̺ǫ‖2H1
l
+ ‖∂y̺ǫ‖2L2
l
(Ω))dτ.
Obviously, this inequality implies the estimate (3.9) holds on for m = 1. To prove the general case,
assume that (3.9) is proven for k ≤ m− 2, we need to prove it holds on also for k = m− 1. Applying the
operator Zα(|α| = m− 1) to the equation (3.78), we get
(∂t + (u
ǫ + 1− e−y)∂x + vǫ∂y)Zα∂y̺ǫ − ǫZα∂2x∂y̺ǫ − ǫZα∂3y̺ǫ = Zαf1 + C41 + C42, (3.79)
where C4i(i = 1, 2) are defined by
C41 = −[Zα, (uǫ + 1− e−y)∂x]∂y̺ǫ, C42 = −[Zα, vǫ∂y]∂y̺ǫ.
Multiplying the equation (3.79) by 〈y〉2lZα∂y̺ǫ, integrating over Ω× [0, t], and integrating by part with
respect to x variable, we find
1
2
∫
Ω
〈y〉2l|Zα∂y̺ǫ|2dxdy + ǫ
∫ t
0
∫
Ω
〈y〉2l|∂xZα∂y̺ǫ|2dxdydτ
=
1
2
∫
Ω
〈y〉2l|Zα∂y̺ǫ0|2dxdy + I21 + I22 + I23 + I24 + I25,
(3.80)
where the term I2i(i = 1, ..., 5) are defined by
I21 = ǫ
∫ t
0
∫
Ω
Zα∂3y̺ǫ · 〈y〉2lZα∂y̺ǫdxdydτ, I22 =
∫ t
0
∫
Ω
Zαf1 · 〈y〉2lZα∂y̺ǫdxdydτ,
I23 = l
∫ t
0
∫
Ω
〈y〉2l−1vǫ|Zα∂y̺ǫ|2dxdydτ, I24 =
∫ t
0
∫
Ω
C41 · 〈y〉2lZα∂y̺ǫdxdydτ,
I25 =
∫ t
0
∫
Ω
C42 · 〈y〉2lZα∂y̺ǫdxdydτ.
29
J.C. Gao, D.W. Huang, Z.A. Yao
Similar to the estimate (3.36), we can get
I21 ≤ −1
2
ǫ
∫ t
0
∫
Ω
〈y〉2l|∂yZα∂y̺ǫ|2dxdydτ + Cm,l
∫ t
0
(ǫ‖∂y̺ǫ‖2Hm−1
l
+ ǫ‖∂2y̺ǫ‖2Hm−2
l
)dτ.
It is easy to justify
|I23| ≤ Cl‖vǫ‖2L∞
0
(Ω)
∫ t
0
‖∂y̺ǫ‖2Hm−1
l
dτ
Applying the Moser type inequality (A.6), we conclude
|I22| ≤1
4
ǫ
∫ t
0
(‖∂xZα∂y̺ǫ‖2L2
l
(Ω) + ‖∂yZα∂y̺ǫ‖2L2
l
(Ω))dτ +
∫ t
0
‖∂y(r1, r2)‖2Hm−1
l
dτ
+ Cm,l(1 +Q(t))
∫ t
0
(1 + ‖(̺ǫ, uǫ)‖2Hm
l
+ ‖(∂y̺ǫ, ∂yuǫ)‖2Hm−1
l
)dτ,
and
|I24| ≤ Cm(1 +Q(t))
∫ t
0
(1 + ‖uǫ‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
)dτ.
Finally, we deal with the term I25. It follows from the Ho¨lder inequality that
|I25| ≤
∫ t
0
‖C42‖L2
l
(Ω)‖Zα∂y̺ǫ‖L2
l
(Ω)dτ. (3.81)
It is easy to check that
[Zα, vǫ∂y]̺ǫ = [Zα, vǫ]∂2y̺ǫ + vǫ[Zα, ∂y ]∂y̺ǫ.
Since the coefficient ǫ of the quantity ∂2y̺
ǫ in (3.2)1 is sufficiently small, it is not expected to establish a
estimate which is uniform in ǫ for ‖∂2y̺ǫ‖L∞0 (Ω) or ‖∂2y̺ǫ‖Hm−1l . Hence, we first write
[Zα22 , ∂y]∂y̺
ǫ =
∑
β2 6=0,β2+γ2=α2
Cβ2,γ2Z
β2
2 (
1
ϕ
)Zγ2+12 ∂y̺
ǫ,
and get ∫ t
0
‖vǫZβ22 (
1
ϕ
)Zγ2+12 Z
α1
τ ∂y̺
ǫ‖2
L2
l
(Ω)dτ ≤ C‖
vǫ
ϕ
‖2L∞
0
(Ω)
∫ t
0
‖∂y̺ǫ‖2Hm−1
l
dτ, (3.82)
where we have used the estimate (3.25) in the last inequality. Similarly, we have
[Zα, ∂y]∂2y̺ǫ =
∑
|β+γ|≤m−1,|γ|≤m−2
Cβ,γ,ϕZβ(v
ǫ
ϕ
)Zγ(Z2∂y̺ǫ)
If β = 0, it is easy to verify∫ t
0
‖v
ǫ
ϕ
Zγ(Z2∂y̺ǫ)‖2L2
l
dτ ≤ ‖v
ǫ
ϕ
‖2L∞
0
(Ω)
∫ t
0
‖∂y̺ǫ‖2Hm−1
l
dτ.
If β 6= 0, the application of Moser type inequality (A.6) yields directly∫ t
0
‖Zβ(v
ǫ
ϕ
)Zγ(Z2∂y̺ǫ)‖2L2
l
(Ω)dτ
≤C‖ZEi(v
ǫ
ϕ
)‖2L∞
1
(Ω)
∫ t
0
‖Z2∂y̺ǫ‖2Hm−2
l−1
dτ
+ C‖Z2∂y̺ǫ‖2L∞
1
(Ω)
∫ t
0
‖ZEi(v
ǫ
ϕ
)‖2Hm−2
l−1
dτ.
(3.83)
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Using the Hardy inequality and divergence-free condition of velocity in (3.2)4, we get
‖ZEi(v
ǫ
ϕ
)‖2Hm−2
l−1
≤ ‖v
ǫ
y
‖2Hm−1
l
≤ Cl‖∂xuǫ‖2Hm−1
l
≤ Cl‖uǫ‖2Hm
l
,
which, together with (3.83), yields directly∫ t
0
‖Zβ(v
ǫ
ϕ
)Zγ(Z2∂y̺ǫ)‖2L2
l
(Ω)dτ ≤ Cl‖(ZEi(
vǫ
ϕ
), Z2∂y̺
ǫ‖2L∞
1
(Ω)
∫ t
0
(‖uǫ‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
)dτ.
This and inequality (3.82) give directly
|I25| ≤ Cm,lQ(t)
∫ t
0
(‖uǫ‖2Hm
l
+ ‖∂y̺ǫ‖2Hm−1
l
)dτ.
Therefore, substituting the estimate of I21 through I25 into (3.80) and using the induction assumption to
eliminate the term ǫ
∫ t
0 ‖∂2y̺ǫ‖2Hm−2
l
dτ , then the proof of this lemma is completed.
Next, we establish the estimate for ‖∂yuǫ‖Hm−1
l
. Although ∂yu
ǫ does not vanish on the boundary, we
can take −∂2yuǫ as the text function thanks to the coefficient µ > 0 in (3.2)2.
Lemma 3.10. For smooth solution (̺ǫ, uǫ, vǫ, hǫ, gǫ) of the equations (3.2)-(3.3), then it holds on
sup
0≤τ≤t
‖∂yuǫ(τ)‖2Hm−1
l
+
∫ t
0
(ǫ‖∂xyuǫ‖2Hm−1
l
+ µ‖∂2yuǫ‖2Hm−1
l
)dτ
≤ ‖∂yuǫ0‖2Hm−1
l
+ Cµ
∫ t
0
‖∂yru‖2Hm−1
l
dτ+Cµ,m,l(1 +Q
2(t))
∫ t
0
(1+ ‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ.
Proof. First of all, multiplying the equation (3.2)2 by −〈y〉2l∂2yuǫ and integrating over Ω, we find∫
Ω
(−ρǫ∂tuǫ + ǫ∂2xuǫ + µ∂2yuǫ) · 〈y〉2l∂2yuǫdxdy
=
∫
Ω
(ǫ∂xru + µe
−y) · 〈y〉2l∂2yuǫdxdy −
∫
Ω
f2 · 〈y〉2l∂2yuǫdxdy,
where f2 is defined by
f2 := −ρǫ(uǫ + 1− e−y)∂xuǫ − ρǫvǫ∂yuǫ − ρǫvǫe−y + (hǫ + 1)∂xhǫ + gǫ∂yhǫ.
Integrating by part and applying the boundary condition uǫ|y=0 = 0, we get
ǫ
∫
Ω
∂2xu
ǫ · 〈y〉2l∂2yuǫdxdy
=ǫ
∫
T
∂2xu
ǫ · ∂yuǫ|y=0dx− ǫ
∫
Ω
∂2x∂yu
ǫ · 〈y〉2l∂yuǫdxdy
− 2lǫ
∫
Ω
∂2xu
ǫ · 〈y〉2l−1∂yuǫdxdy
=ǫ
∫
Ω
〈y〉2l|∂x∂yuǫ|2dxdy + 2lǫ
∫
Ω
〈y〉2l−1∂xuǫ · ∂x∂yuǫdxdy.
Similarly, we get that
−
∫
ρǫ∂tu
ǫ · 〈y〉2l∂2yuǫdxdy =
1
2
d
dt
∫
〈y〉2lρǫ|∂yuǫ|2dxdy − 1
2
∫
〈y〉2l∂tρǫ|∂yuǫ|2dxdy
+
∫
〈y〉2l∂yρǫ∂tuǫ · ∂yuǫdxdy + 2l
∫
〈y〉2l−1ρǫ∂tuǫ · ∂yuǫdxdy.
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Based on the above estimates, we can conclude that
1
2
d
dt
∫
Ω
〈y〉2lρǫ|∂yuǫ|2dxdy + ǫ
∫
Ω
〈y〉2l|∂x∂yuǫ|2dxdy + µ
∫
Ω
〈y〉2l|∂2yuǫ|2dxdy
=−
∫
Ω
f2 · 〈y〉2l∂2yuǫdxdy +
1
2
∫
Ω
〈y〉2l∂tρǫ|∂yuǫ|2dxdy −
∫
Ω
〈y〉2l∂yρǫ∂tuǫ · ∂yuǫdxdy
− 2l
∫
Ω
〈y〉2l−1ρǫ∂tuǫ · ∂yuǫdxdy − 2lǫ
∫
Ω
〈y〉2l−1∂xuǫ · ∂x∂yuǫdxdy,
which, integrating over [0, t], yields directly
sup
τ∈[0,t]
‖√̺ǫ∂yuǫ(τ)‖2L2
l
(Ω) + ǫ
∫ t
0
‖∂xyuǫ‖2L2
l
(Ω)dτ + µ
∫ t
0
‖∂2yuǫ‖2L2
l
(Ω)dτ
≤‖√̺ǫ0∂yuǫ0‖2L2
l
(Ω)+ Cµ
∫ t
0
‖∂yru‖2L2
l
(Ω)dτ+Cµ,l(1 +Q(t))
∫ t
0
(1 + ‖(uǫ, hǫ)‖2H1
l
(Ω)+‖(∂yuǫ, ∂yhǫ)‖2L2
l
(Ω))dτ.
This implies the estimate (3.10) holds on for m = 1. To prove the general case, let us assume that (3.10) is
proven for k ≤ m−2, we need to prove it also holds on for k = m−1. Applying Zα(|α| = m−1) operator
to the second equation of (3.2), multiplying the resulting equation by −〈y〉2l∂yZα∂yuǫ and integrating
over Ω, we find∫
Ω
(−ρǫ∂tZαuǫ + ǫ∂2xZαuǫ + µZα∂2yuǫ) · 〈y〉2l∂yZα∂yuǫdxdy
=
∫
Ω
[Zα, ρ]∂tuǫ · 〈y〉2l∂yZα∂yuǫdxdy +
∫
Ω
Zα(−f2 + ǫ∂xru + µe−y) · 〈y〉2l∂yZα∂yuǫdxdy.
(3.84)
In view of the boundary condition uǫ|y=0 = 0 and the definition of ϕ(y), we can justify that Zαuǫ|y=0 = 0.
Then, integrating by part and applying the fact Zαuǫ|y=0 = 0, one arrives at
ǫ
∫
Ω
∂2xZαuǫ · 〈y〉2l∂yZα∂yuǫdxdy
=ǫ
∫
T
∂2xZαuǫ · Zα∂yuǫ|y=0dx− ǫ
∫
Ω
〈y〉2l∂y∂2xZαuǫ · Zα∂yuǫdxdy
− 2lǫ
∫
Ω
〈y〉2l−1∂2xZαuǫ · Zα∂yuǫdxdy
=ǫ
∫
Ω
〈y〉2l|∂xZα∂yuǫ|2dxdy + ǫ
∫
Ω
〈y〉2l[Zα, ∂y]∂2xuǫ · Zα∂yuǫdxdy
+ 2lǫ
∫
Ω
〈y〉2l−1∂xZαuǫ · ∂xZα∂yuǫdxdy
≥1
2
ǫ
∫
Ω
〈y〉2l|∂xZα∂yuǫ|2dxdy − C(ǫ‖∂x∂yuǫ‖2Hm−2
l
+ ‖Zα∂xuǫ‖2L2
l
(Ω)).
By virtue of the Cauchy-Schwarz inequality, it is easy to justify that
µ
∫
Ω
Zα∂2yuǫ · 〈y〉2l∂yZα∂yuǫdxdy
=µ
∫
Ω
〈y〉2l|∂yZα∂yuǫ|2dxdy + µ
∫
Ω
〈y〉2l[Zα, ∂y]∂yuǫ · ∂yZα∂yuǫdxdy
≥1
2
µ
∫
Ω
〈y〉2l|∂yZα∂yuǫ|2dxdy − C‖[Zα, ∂y]∂yuǫ‖2L2
l
(Ω)
≥1
2
µ
∫
Ω
〈y〉2l|∂yZα∂yuǫ|2dxdy − C‖∂2yuǫ‖2Hm−2
l
.
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Integrating by part and applying the boundary condition Zαuǫ|y=0 = 0, we get
−
∫
Ω
ρǫ∂tZαuǫ · 〈y〉2l∂yZα∂yuǫdxdy = 1
2
d
dt
∫
Ω
〈y〉2lρǫ|Zα∂yuǫ|2dxdy + II.
where II is defined by
II =− 1
2
∫
Ω
〈y〉2l∂tρǫ|Zα∂yuǫ|2dxdy −
∫
Ω
〈y〉2lρǫ[Zα, ∂y]∂tuǫ · Zα∂yuǫdxdy
+
∫
Ω
〈y〉2l∂yρǫ∂tZαuǫ · Zα∂yuǫdxdy + 2l
∫
Ω
〈y〉2l−1ρǫ∂tZαuǫ · Zα∂yuǫdxdy,
which can be estimated as follows
|II| ≤ Cl‖(∂tρǫ, ∂yρǫ)‖L∞
0
(Ω)(‖uǫ‖2Hm
l
+ ‖∂yuǫ‖2Hm−1
l
).
Using the Ho¨lder and Cauchy inequalities, it follows
|
∫
Ω
[Zα, ρǫ]∂tuǫ · 〈y〉2l∂yZα∂yuǫdxdy|
≤ µ
4
‖〈y〉2l∂yZα∂yuǫ‖2L2
l
(Ω) + Cµ‖[Zα, ρǫ]∂tuǫ‖2L2
l
(Ω),
and
|
∫
Ω
Zα(f2 + ǫ∂xru + µe−y) · 〈y〉2l∂yZα∂yuǫdxdy|
≤µ
4
‖〈y〉2l∂yZα∂yuǫ‖2L2
l
(Ω) + Cµ(1 + ‖Zαru‖2L2
l
(Ω) + ‖Zαf2‖2L2
l
(Ω)).
Substituting the above estimates into (3.84), and integrating the inequality over [0, t], we get
∫
Ω
〈y〉2lρǫ|Zα∂yuǫ|2dxdy +
∫ t
0
∫
Ω
〈y〉2l(ǫ|∂xZα∂yuǫ|2 + µ|∂yZα∂yuǫ|2)dxdydτ
≤
∫
Ω
〈y〉2lρǫ0|Zα∂yuǫ0|2dxdy +Cǫ
∫ t
0
‖∂x∂yuǫ‖2Hm−2
l
dτ + Cµ
∫ t
0
‖∂2yuǫ‖2Hm−2
l
dτ
+ Cµ
∫ t
0
‖[Zα, ρǫ]∂tuǫ‖2L2
l
(Ω)dτ + Cµ
∫ t
0
(1 + ‖Zαf2‖2L2
l
(Ω) + ‖Zαru‖2L2
l
(Ω))dτ
+ Cl(1 + ‖(∂tρǫ, ∂yρǫ)‖L∞
0
(Ω))
∫ t
0
(‖uǫ‖2Hm
l
+ ‖∂yuǫ‖2Hm−1
l
)dτ.
By virtue of the Cauchy and Morse type inequality (A.6), we get
|
∫ t
0
∫
Ω
[Zα, ρǫ]∂tuǫ · 〈y〉2l∂yZα∂yuǫdxdydτ |
≤µ
4
∫ t
0
‖∂yZα∂yuǫ‖2L2
l
(Ω)dτ + Cµ
∫ t
0
‖[Zα, ρǫ]∂tuǫ‖2L2
l
(Ω)dτ
≤µ
4
∫ t
0
‖∂yZα∂yuǫ‖2L2
l
(Ω)dτ + Cµ‖(ZEi̺ǫ, ∂tuǫ)‖2L∞0 (Ω)
∫ t
0
‖(̺ǫ, uǫ)‖2Hm
l
dτ.
Similarly, by routine checking, we may show∫ t
0
‖Zαf2‖2L2
l
(Ω)dτ ≤ C(1 +Q2(t))
∫ t
0
(‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ.
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Thus, it is easy to justify the following estimate for |α| = m− 1
sup
0≤τ≤t
∫
Ω
〈y〉2lρǫ|Zα∂yuǫ|2dxdy +
∫ t
0
∫
Ω
〈y〉2l(ǫ|∂xZα∂yuǫ|2 + µ|∂yZα∂yuǫ|2)dxdydτ
≤
∫
Ω
〈y〉2lρǫ0|Zα∂yuǫ0|2dxdy + Cǫ
∫ t
0
‖∂x∂yuǫ‖2Hm−2
l
dτ +Cµ
∫ t
0
‖∂2yuǫ‖2Hm−2
l
dτ
+ Cµ
∫ t
0
‖∂yru‖2Hm−1
l
dτ + Cµ,m,l(1 +Q
2(t))
∫ t
0
(‖(̺ǫ, uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ.
(3.85)
Since the terms ǫ
∫ t
0 ‖∂x∂yuǫ‖2Hm−2
l
dτ and µ
∫ t
0 ‖∂2yuǫ‖2Hm−2
l
dτ in (3.85) can be obtained by induction, we
complete the proof of this lemma.
Similarly, we can obtain the following estimates for the quantity ‖∂yhǫ‖Hm−1
l
.
Lemma 3.11. For smooth solution (̺ǫ, uǫ, vǫ, hǫ, gǫ) of the equations (3.2)-(3.3), then it holds on
sup
0≤τ≤t
‖∂yhǫ‖2Hm−1
l
+ ǫ
∫ t
0
‖∂xyhǫ‖2Hm−1
l
dτ + κ
∫ t
0
‖∂2yhǫ‖2Hm−1
l
dτ
≤ ‖∂yhǫ0‖2Hm−1
l
+ Cκ
∫ t
0
‖∂yrh‖2Hm−1
l
dτ + Cκ,m,l(1 +Q(t))
∫ t
0
(‖(uǫ, hǫ)‖2Hm
l
+ ‖(∂yuǫ, ∂yhǫ)‖2Hm−1
l
)dτ.
Finally, we give the proof for the estimate in Proposition 3.8. Indeed, we recall the estimate(see (B.13)
in appendix B) as follows
‖Zα1τ (̺ǫ, uǫ, hǫ)‖2L2
l
(Ω) ≤ Clδ−2(1 + ‖∂y(̺ǫ, uǫ, hǫ)‖2L∞1 (Ω))‖(̺
ǫ
m, u
ǫ
m, h
ǫ
m)‖2L2
l
(Ω),
which, together with the estimates in Lemmas 3.9, 3.10 and 3.11, completes the proof of estimate in
Proposition 3.8.
3.4. L∞−Estimates
To close the estimate, we need to control the L∞−norm of (ρǫ, uǫ, vǫ, hǫ, gǫ) in Q(t). Then, we have
Proposition 3.12. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2)-(3.3), then we have the following estimates:
Q(t) ≤ C(1 + ‖(ρ0, u10, h10)‖Bml + t‖(ρ0, u10, h10)‖B̂ml +X
3
m,l(t)),
and
‖∂y̺ǫ(t)‖2H1,∞
1
≤C(‖∂y̺ǫ0‖2H1,∞
1
+ ‖(̺ǫ0, uǫ0, hǫ0)‖2H3
0
) +Ct‖(ρ0, u10, h10)‖2B̂m
l
+C(1 +Q(t))
∫ t
0
X6m,l(τ)dτ,
for m ≥ 5, l ≥ 2.
We point out that the Proposition will be proved in Lemmas 3.13 and 3.14. First of all, due to the
coefficients µ > 0 and κ > 0, we can apply the Sobolev inequality, and equations (3.2) to establish the
estimates as follows.
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Lemma 3.13. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2)-(3.3), then we have the following estimates:
‖Zτ̺ǫ(t)‖L∞
0
(Ω) + ‖(uǫ, hǫ)(t)‖H1,∞
0,tan
≤ C(E
1
2
3,0(t) + ‖∂y(̺ǫ, uǫ, hǫ)(t)‖H20), (3.86)
‖(vǫ, gǫ)(t)‖H1,∞
1,tan
≤ CE
1
2
4,2(t), (3.87)
‖(v
ǫ
ϕ
)(t)‖H1,∞
1
≤ C(E
1
2
4,2(t) + ‖∂yuǫ(t)‖H32), (3.88)
‖(∂yuǫ, ∂yhǫ)(t)‖H1,∞
1
≤C(1 + ‖(ρ0, u10, h10)‖
1
2
Bml
+ t‖(ρ0, u10, h10)‖
1
2
B̂m
l
)
+C(E
3
2
5,1(t) + ‖∂y(̺ǫ, uǫ, hǫ)(t)‖3H3
1
), m ≥ 5, l ≥ 1.
(3.89)
Proof. By virtue of the Sobolev inequality (A.3) and the definition of Em,l(t)(see (3.11)), then we get
‖uǫ‖L∞
0
(Ω) ≤ C(‖uǫ‖L2
0
(Ω) + ‖∂xuǫ‖L2
0
(Ω) + ‖∂yuǫ‖L2
0
(Ω) + ‖∂xyuǫ‖L2
0
(Ω)) ≤ C(E
1
2
2,0(t) + ‖∂yuǫ(t)‖H10).
Similarly, it is easy to justify
‖hǫ‖L∞
0
(Ω) ≤ C(E
1
2
2,0(t) + ‖∂yhǫ‖H10), ‖Z
ei
τ (̺
ǫ, uǫ, hǫ)‖L∞
0
(Ω) ≤ C(E
1
2
3,0(t) + ‖∂y(̺ǫ, uǫ, hǫ)‖H20).
Thus we obtain the estimate (3.86). Using the Hardy inequality and Sobolev inequality (A.3), we get
‖vǫ‖L∞
1
(Ω) ≤ C(‖vǫ‖L2
1
(Ω) + ‖∂xvǫ‖L2
1
(Ω) + ‖∂yvǫ‖L2
1
(Ω) + ‖∂xyvǫ‖L2
1
(Ω))
≤ C(‖∂yvǫ‖L2
2
(Ω) + ‖∂xyvǫ‖L2
2
(Ω) + ‖∂xuǫ‖L2
1
(Ω) + ‖∂xxuǫ‖L2
1
(Ω))
≤ CE
1
2
3,2(t),
(3.90)
where we have used the divergence-free condition in the last inequality. Similarly, we obtain
‖gǫ‖2L∞
1
(Ω) ≤ CE
1
2
3,2(t), ‖Zeiτ vǫ‖L∞1 (Ω) + ‖Zeiτ gǫ‖L∞1 (Ω) ≤ CE
1
2
4,2(t). (3.91)
Then, the combination of estimates (3.90) and (3.91) yields the estimate (3.87). By virtue of the Sobolev
inequality (A.3), we get
‖∂yuǫ‖L∞
1
(Ω) ≤ C(‖∂yuǫ‖L2
1
(Ω) + ‖∂xyuǫ‖L2
1
(Ω) + ‖∂yyuǫ‖L2
1
(Ω) + ‖∂xyyuǫ‖L2
1
(Ω)).
In view of the equation (3.2)2 and the estimate (3.91) with the weight 0 instead of 1, we find
‖∂2yuǫ‖L2
1
(Ω) ≤C(1 + ‖∂xru‖L2
1
(Ω) + ‖ǫ∂2xuǫ‖L2
1
(Ω)) + C(1 + ‖(uǫ, hǫ)‖L∞0 (Ω))‖(∂xuǫ, ∂xhǫ)‖L21(Ω)
+ C(‖∂tuǫ‖L2
1
(Ω) + ‖(vǫ, gǫ)‖L∞0 (Ω))(1 + ‖(∂yuǫ, ∂yhǫ)‖L21(Ω))
≤C(1 + ‖∂xru‖L2
1
(Ω) + E3,1(t) + ‖∂y(uǫ, hǫ)‖2H1
1
).
Similarly, it is easy to justify
‖∂xyyuǫ‖L2
1
(Ω) ≤ C(1 + ‖∂2xru‖L2
1
(Ω) + E
3
2
4,1(t) + ‖∂y(̺ǫ, uǫ, hǫ)‖3H2
1
).
Thus we can conclude the estimate
‖∂yuǫ‖L∞
1
(Ω) ≤ C(1 + ‖(∂xru, ∂2xru)‖L2
1
(Ω) + E
3
2
4,1(t) + ‖∂y(̺ǫ, uǫ, hǫ)‖3H2
1
). (3.92)
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By virtue of the definition of ru in (2.2), we get for m ≥ 4, l ≥ 1 that
‖(∂xru, ∂2xru)‖L2
1
(Ω) ≤ ‖(ρ0, u10, h10)‖
1
2
Bm
l
+ Ct‖(ρ0, u10, h10)‖
1
2
B̂m
l
,
which, together with the estimate (3.92), yields directly
‖∂yuǫ‖L∞
1
(Ω) ≤ C(1 + ‖(ρ0, u10, h10)‖
1
2
Bml
+ Ct‖(ρ0, u10, h10)‖
1
2
B̂m
l
+ E
3
2
4,1(t) + ‖∂y(̺ǫ, uǫ, hǫ)‖3H2
1
). (3.93)
Similarly, we get for m ≥ 4, l ≥ 1
‖∂yhǫ‖L∞
1
(Ω) ≤ C(1 + ‖(ρ0, u10, h10)‖
1
2
Bml
+ Ct‖(ρ0, u10, h10)‖
1
2
B̂m
l
+ E4,1(t) + ‖∂y(uǫ, hǫ)‖2H2
1
), (3.94)
and for m ≥ 5, l ≥ 1
‖ZEi∂yuǫ‖L∞
1
(Ω) ≤C(1 + ‖(ρ0, u10, h10)‖
1
2
Bml
+ Ct‖(ρ0, u10, h10)‖
1
2
B̂m
l
+ E
3
2
5,1(t)+‖∂y(̺ǫ, uǫ, hǫ)‖3H3
1
),
‖ZEi∂yhǫ‖L∞
1
(Ω)≤ C(1 + ‖(ρ0, u10, h10)‖
1
2
Bml
+ Ct‖(ρ0, u10, h10)‖
1
2
B̂m
l
+ E5,1(t)+ ‖∂y(uǫ, hǫ)‖2H3
1
).
(3.95)
Then, the combination of estimates (3.93), (3.94) and (3.95) yields (3.89).
Finally, we give the estimate for the quantity ‖vǫ
ϕ
‖H1,∞
1
. Since vertical velocity vǫ vanishes on the
boundary(i.e., vǫ|y=0 = 0), we get 〈y〉2|vǫ| ≤ Cy(‖vǫ‖L∞
1
(Ω) + ‖∂yvǫ‖L∞
2
(Ω)). Using Sobolev inequality
(A.3) and divergence-free condition (3.2)4, it follows
‖v
ǫ
ϕ
‖L∞
1
(Ω) ≤ C(‖vǫ‖L∞
1
(Ω) + ‖∂yvǫ‖L∞
2
(Ω)) ≤ C(E
1
2
3,2(t) + ‖∂yuǫ‖H22). (3.96)
Similarly, we also get that
‖Zeiτ (
vǫ
ϕ
)‖2L∞
1
(Ω) ≤ C(E
1
2
4,2(t) + ‖∂yuǫ‖H32). (3.97)
By virtue of the fact ∂y(
1
ϕ
) = − 1
y2
, we get after using the divergence-free condition (3.2)4
‖Z2(v
ǫ
ϕ
)‖L∞
1
(Ω) ≤ C(‖y∂y(
1
ϕ
)vǫ‖L∞
0
(Ω) + ‖∂yvǫ‖L∞
1
(Ω))
≤ C(‖v
ǫ
y
‖L∞
0
(Ω) + ‖∂xuǫ‖L∞
1
(Ω)) ≤ C‖∂xuǫ‖L∞
1
(Ω),
where we have used the fact |vǫ| ≤ y‖∂yvǫ‖L∞
0
(Ω) in the last inequality. Using the above inequality and
Sobolev inequality (A.3), we conclude
‖〈y〉Z2(v
ǫ
ϕ
)‖L∞
0
(Ω) ≤ C(E
1
2
3,1(t) + ‖∂yuǫ‖H21),
which, together with the estimates (3.96) and (3.97), yields directly
‖v
ǫ
ϕ
‖H1,∞
1
≤ C(E
1
2
4,2(t) + ‖∂yuǫ‖H32).
Therefore, we complete the proof of Lemma 3.13.
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By virtue of the estimates (3.86)-(3.88) in Lemma 3.13, then Q(t) can be controlled as follows:
Q(t) ≤ C(1 + ‖(ρ0, u10, h10)‖Bml + t‖(ρ0, u10, h10)‖B̂ml +X
3
m,l(t))
for m ≥ 5, l ≥ 1. To close the estimate, we still need to establish the estimate for the quantity
‖∂y̺ǫ(t)‖2H1,∞
1
. Since the quantity y∂2y̺
ǫ does not communicate with the diffusive term, this prevents
us to apply the maximum principle of transport-diffusion equation. We should point out that Masmoudi
and Rousset [21] have applied some estimates of one dimensional Fokker-Planck type equation to achieve
this target. However, we can only apply the L∞−estimate of heat equation(cf. A.7 in Lemma A.4) to
achieve this goal since ∂yv
ǫ vanishes on the boundary due to uǫ|y=0 = 0 and divergence-free condition.
Lemma 3.14. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the equations
(3.2). Then, it holds on
‖∂y̺ǫ(t)‖2H1,∞
1
≤C(‖∂y̺ǫ0‖2H1,∞
1
+ ‖(̺ǫ0, uǫ0, hǫ0)‖2H3
0
) + Ct‖(ρ0, u10, h10)‖2B̂m
l
+ C(1 +Q(t))
∫ t
0
X6m,l(τ)dτ,
for m ≥ 5, l ≥ 2.
Proof. By virtue of the Sobolev inequality (A.3), it is easy to justify that
‖∂y̺ǫ‖2H1,∞
1
≤‖∂y̺ǫ‖2L∞
0
(Ω) + ‖Z2̺ǫ‖2L∞
1
(Ω) + ‖Zeiτ ∂y̺ǫ‖2L∞
0
(Ω) + ‖y∂yy̺ǫ‖2L∞
0
(Ω)
≤C(‖(∂y̺ǫ, Zeiτ ∂y̺ǫ, y∂yy̺ǫ)‖2L∞
0
(Ω) + E3,1(t) + ‖∂y̺ǫ(t)‖2H3
1
).
(3.98)
First of all, since the quantity ∂y̺
ǫ satisfies the evolution equation (3.78), we may apply the maximum
principle of transport-diffusion equation (3.78) to get
‖∂y̺ǫ‖L∞
0
(Ω) ≤ ‖∂y̺ǫ0‖L∞0 (Ω) +
∫ t
0
‖f1‖L∞
0
(Ω)dτ,
where f1 is defined in (3.3). Thus we apply the Cauchy-Schwarz inequality to get
‖∂y̺ǫ‖2L∞
0
(Ω) ≤2‖∂y̺ǫ0‖2L∞
0
(Ω) + 2t
∫ t
0
‖f1‖2L∞
0
(Ω)dτ
≤2‖∂y̺ǫ0‖2L∞
0
(Ω) + 2t
∫ t
0
‖∂y(∂xr1, ∂yr2)‖2L∞
0
(Ω)dτ
+ Ct
∫ t
0
(1 + E24,0(τ) + ‖∂y(̺ǫ, uǫ, hǫ)‖4H2
0
+ ‖∂y̺ǫ‖4L∞
0
(Ω))dτ.
(3.99)
Next, Applying the tangential differential derivatives Zeiτ (i = 1, 2, e1 = (1, 0), e2 = (0, 1)) on the
evolution equation (3.78), we get the evolution for Zeiτ ∂y̺
ǫ:
(∂t + (u
ǫ + 1− e−y)∂x + vǫ∂y − ǫ∂2x − ǫ∂2y)Zeiτ ∂y̺ǫ = Zeiτ f1 − Zeiτ uǫ∂xy̺ǫ − Zeiτ vǫ∂2y̺ǫ,
and hence it follows from the maximum principle and Cauchy-Schwarz inequality that
‖Zeiτ ∂y̺ǫ‖2L∞
0
(Ω) ≤ 2‖Zeiτ ∂y̺ǫ0‖2L∞
0
(Ω) + 2t
∫ t
0
‖(Zeiτ f1, Zeiτ uǫ∂xy̺ǫ, Zeiτ vǫ∂2y̺ǫ)‖2L∞
0
(Ω)dτ.
Since the vertical velocity vǫ vanishes on the boundary(i.e., vǫ|y=0 = 0), we conclude
‖Zeiτ uǫ∂xy̺ǫ‖2L∞
0
(Ω) + ‖Zeiτ vǫ∂2y̺ǫ‖2L∞
0
(Ω)
≤‖Zeiτ uǫ‖2L∞
0
(Ω)‖∂xy̺ǫ‖2L∞
0
(Ω) + ‖
Zeiτ v
ǫ
ϕ
‖2L∞
0
(Ω)‖Z2∂y̺ǫ‖2L∞
0
(Ω)
≤C(E24,1(t) + ‖∂yuǫ‖4H3
1
+ ‖∂y̺ǫ‖4H1,∞
0
).
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Thus we obtain the estimate
‖Zeiτ ∂y̺ǫ‖2L∞
0
(Ω) ≤2‖Zeiτ ∂y̺ǫ0‖2L∞
0
(Ω) + 2t
∫ t
0
(‖Zeiτ ∂y(∂xr1, ∂yr2)‖2L∞
0
(Ω) + ‖ru‖4H3
0
)dτ
+ Ct
∫ t
0
(1 + E25,1(τ) + ‖∂y(̺ǫ, uǫ, hǫ)‖4H3
1
+ ‖∂y̺ǫ‖4H1,∞
0
)dτ.
(3.100)
Finally, we deal with the term ‖y∂2y̺ǫ‖L∞0 (Ω). The main difficulty is the estimate of y∂2y̺ǫ, since the
communicator of this quantity with the Laplacian involves two derivatives in the normal variable. Let
χ(y) be a smooth compactly supported function which takes the value one in the vicinity of 0 and is
supported in [0, 1], and hence, we get
∂y̺
ǫ = χ(y)∂y̺
ǫ + (1− χ(y))∂y̺ǫ , ̺b + ̺int,
where ̺b is compactly supported in y and ̺int is supported away from the boundary.
Since Hmco norm is equivalent to the usual H
m norm if the function is support away from the boundary,
we apply the Sobolev inequality (A.3) to get
‖y∂y̺int‖L∞
0
(Ω) ≤ C‖∂y̺ǫ‖H3
1
. (3.101)
On the other hand, due to the equation (3.78), we can get the evolution equation for ̺b:
(∂t − ǫ∂2y)̺b = ǫχ∂2x̺ǫ + χf1 +R1 +R2 (3.102)
where Ri(i = 1, 2) are defined by
R1 = −ǫχ′′∂y̺ǫ − 2ǫχ′∂2y̺ǫ, R2 = −χ(uǫ + 1− e−y)∂xy̺ǫ − χvǫ∂2y̺ǫ.
Applying the estimate (A.7) to the equation (3.102), it follows
‖y∂y̺b‖2L∞
0
(Ω) ≤C(‖̺b0‖2L∞
0
(Ω) + ‖y∂y̺b0‖2L∞
0
(Ω)) +Cǫ
2
∫ t
0
‖(χ∂2x̺ǫ, y∂y(χ∂2x̺ǫ))‖2L∞
0
(Ω)dτ
+ C
∫ t
0
‖(χf1, y∂y(χf1), R1, y∂yR1, R2, y∂yR2)‖2L∞
0
(Ω)dτ.
(3.103)
In view of the definition of χ and the Sobolev inequality, we find
|ǫ2
∫ t
0
‖(χ∂2x̺ǫ, y∂y(χ∂2x̺ǫ))‖2L∞
0
(Ω)dτ | ≤ Cǫ2
∫ t
0
‖∂y̺ǫ‖2H4
0
dτ +Cǫ2
∫ t
0
‖̺ǫ‖2H4
0
dτ, (3.104)
and
‖R1‖2L∞
0
(Ω) + ‖y∂yR1‖2L∞
0
(Ω) ≤ C‖̺ǫ‖2H5
0
. (3.105)
Using the L∞−estimates in Lemma 3.13, we conclude
‖(χf1, y∂y(χf1))‖2L∞
0
(Ω) ≤‖(∂xyr1, ∂2yr2, Z2∂xyr1, Z2∂2yr2)‖2L∞
0
(Ω) + ‖ru‖4H3
0
+ C(1 + E25,0 + ‖∂y(̺ǫ, uǫ, hǫ)‖4H3
0
+ ‖∂y̺ǫ‖4H1,∞
0
).
(3.106)
By virtue of vǫ|y=0 = 0, we may apply the Taylor formula and divergence-free condition (3.2)4 to get
‖χvǫ∂2y̺ǫ‖L∞0 (Ω) ≤ ‖∂yvǫ‖L∞0 (Ω)‖χy∂2y̺ǫ‖L∞0 (Ω) ≤ C‖∂xuǫ‖L∞0 (Ω)‖Z2∂y̺ǫ‖L∞0 (Ω),
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and along with the Sobolev inequality (A.3) yields directly
‖R2‖2L∞
0
(Ω) ≤ C(1 + ‖uǫ‖2L∞
0
(Ω))‖∂xy̺ǫ‖2L∞
0
(Ω) + C‖∂xuǫ‖2L∞
0
(Ω)‖Z2∂y̺ǫ‖2L∞
0
(Ω)
≤ C(1 + E23,0(t) + ‖∂yuǫ‖4H2
0
+ ‖∂y̺ǫ‖4H1,∞
0
).
(3.107)
By routine checking, we may check that
y∂yR2 = χ
′y[(uǫ + 1− e−y)∂xy̺ǫ + vǫ∂2y̺ǫ] + χy[∂y(uǫ + 1− e−y)∂xy̺ǫ + ∂yvǫ∂2y̺ǫ]
+ χ(uǫ + 1− e−y)y∂xyy̺ǫ + χvǫy∂3y̺ǫ.
By virtue of the definition χ, it follows
‖χ′y[(uǫ + 1− e−y)∂xy̺ǫ + vǫ∂2y̺ǫ]‖2L∞
0
(Ω) ≤ C(1 + E23,1(t) + ‖∂yuǫ‖4H1
0
+ ‖∂y̺ǫ‖4H1,∞
0
), (3.108)
and
‖χy[∂y(uǫ + 1− e−y)∂xy̺ǫ + ∂yvǫ∂2y̺ǫ]‖2L∞
0
(Ω)
≤ C(1 + ǫ4‖ru‖4H2
0
+ E64,0(t) + ‖∂y(̺ǫ, uǫ, hǫ)‖12H2
0
+ ‖∂y̺ǫ‖4H1,∞
0
).
(3.109)
Since the velocity uǫ vanishes on the boundary, the application of Taylor formula yields immediately
‖χ(uǫ + 1− e−y)y∂xyy̺ǫ‖2L∞
0
(Ω) ≤ (1 + ‖∂yuǫ‖2L∞
0
(Ω))‖χy2∂xyy̺ǫ‖2L∞
0
(Ω)
≤ C(1 + ‖∂yuǫ‖2L∞
0
(Ω))‖ϕ(y)Z2∂xy̺ǫ‖2L∞
0
(Ω),
(3.110)
where we have used the fact that y is equivalent to y1+y if y ∈ [0, c0]. Using the fact uǫ|y=0 = 0 and
∂xu
ǫ + ∂yv
ǫ = 0, we have ∂yv
ǫ|y=0 = 0, and hence, the Taylor formula implies for ξ ∈ [0, y]
vǫ(t, x, y) = vǫ(t, x, 0) + y∂yv
ǫ(t, x, 0) +
1
2
y2∂2yv
ǫ(t, x, ξ) =
1
2
y2∂2yv
ǫ(t, x, ξ),
where we have used the fact vǫ|y=0 = ∂yvǫ|y=0 = 0. Thus, it follows
‖χvǫy∂3y̺ǫ‖2L∞
0
(Ω) ≤ C‖∂2yvǫ‖2L∞
0
(Ω)‖χy3∂3y̺ǫ‖2L∞
0
(Ω) ≤ C‖∂xyuǫ‖2L∞
0
(Ω)‖ϕ(y)Z22∂y̺ǫ‖2L∞
0
(Ω). (3.111)
Then the combination of estimates (3.110), (3.111) and Sobolev inequality (A.3) yields directly
‖χ(uǫ + 1− e−y)y∂xyy̺ǫ + χvǫy∂3y̺ǫ‖2L∞
0
(Ω) ≤ C(1 + ‖ru‖4H2
0
+ E65,0(t) + ‖∂y(̺ǫ, uǫ, hǫ)‖12H4
0
),
which, together with the estimates (3.108) and (3.109), yields directly
‖y∂yR2‖2L∞
0
(Ω) ≤ C(1 + ‖ru‖4H3
0
+ E65,1(t) + ‖∂y(̺ǫ, uǫ, hǫ)‖12H4
0
+ ‖∂y̺ǫ‖4H1,∞
0
). (3.112)
Then, we can get from the estimates (3.104), (3.106), (3.105), (3.107) and (3.112) that
‖y∂y̺b‖2L∞
0
(Ω) ≤C(‖̺b0‖2L∞
0
(Ω) + ‖y∂y̺b0‖2L∞
0
(Ω)) + C
∫ t
0
‖(∂xyr1, ∂2yr2, Z2∂xyr1, Z2∂2yr2)‖2L∞
0
(Ω)dτ
+C
∫ t
0
‖ru‖4H3
0
dτ + C
∫ t
0
(1 + E65,1(τ) + ‖∂y(̺ǫ, uǫ, hǫ)‖12H4
0
+ ‖∂y̺ǫ‖4H1,∞
0
)dτ,
which, together with the estimate (3.101), yields directly
‖y∂2yρ‖2L∞
0
(Ω) ≤C(‖∂y̺ǫ0‖2L∞
0
(Ω) + ‖Z2∂y̺ǫ0‖2L∞
0
(Ω)) + C‖∂y̺ǫ‖2H3
1
+ C
∫ t
0
(‖ru‖4H3
0
+ ‖(∂xyr1, ∂2yr2, Z2∂xyr1, Z2∂2yr2)‖2L∞
0
(Ω))dτ
+ C
∫ t
0
(1 + E65,1(τ) + ‖∂y(̺ǫ, uǫ, hǫ)‖12H4
0
+ ‖∂y̺ǫ‖4H1,∞
0
)dτ.
(3.113)
Therefore, substituting the estimates (3.99), (3.100) and (3.113) into (3.98), we complete the proof of
lemma.
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3.5. Proof of Theorem 3.1
Based on the estimates obtained so far, we can complete the proof of Theorem 3.1 in this subsection.
First of all, we give the proof for the estimate (3.6). For two parameters R and δ, which will be defined
later, we define
T ǫ∗ := sup
{
T ∈ [0, 1] | Θm,l(t) ≤ R, ‖∂y(uǫ − e−y)(t)‖L∞
1
(Ω) ≤ δ−1,
‖̺ǫ(t)‖L∞
0
(Ω) ≤
2l − 1
2
δ2, hǫ(t, x, y) + 1 ≥ δ, ∀t ∈ [0, T ], (x, y) ∈ Ω
}
.
Now, we write
Nm,l(t) := sup
0≤s≤t
{1 + Em,l(s) + ‖(̺ǫm, uǫm, hǫm)(s)‖2L2
l
(Ω) + ‖(∂y̺ǫ, ∂yuǫ, ∂yhǫ)(s)‖2Hm−1
l
+ ‖∂y̺ǫ(s)‖2H1,∞
1
}
+
∫ t
0
‖∂2y(
√
ǫ̺ǫ,
√
µuǫ,
√
κhǫ)‖2Hm−1
l
dτ+ ǫ
∫ t
0
‖∂xy(̺ǫ, uǫ, hǫ)‖2Hm−1
l
dτ+
∫ t
0
(Dm,lx +Dm,ly )(τ)dτ,
(3.114)
where Dm,lx (t) and D
m,l
y (t) are defined by
Dm,lx (t) =
∑
0≤|α|≤m
|α1|≤m−1
ǫ‖∂xZα(̺ǫ, uǫ, hǫ)(t)‖2L2
l
(Ω) + ǫ‖∂x(̺ǫm, uǫm, hǫm)(t)‖2L2
l
(3.115)
and
Dm,ly (t) =
∑
0≤|α|≤m
|α1|≤m−1
‖∂y(
√
ǫZα̺ǫ,√µZαuǫ,√κZαhǫ)(t)‖2
L2
l
(Ω)
+ ‖∂y(
√
ǫ̺ǫm,
√
µuǫm,
√
κhǫm)(t)‖2L2
l
(Ω).
(3.116)
From the estimates in Propositions 3.2, 3.5,3.8,3.12, we may conclude for T1 ≤ T ǫ∗ that
Nm,l(t) ≤ Cδ−2(1+‖(ρ0, u10, h10)‖6Bml )+Cµ,κt‖(ρ0, u10, h10)‖
6
B̂m
l
+Cµ,κ,m,lδ
−12tN 12m,l(t), t ∈ [0, T1]. (3.117)
On the other hand, recall the almost equivalently relations (see Lemma B.2)
Θm,l(t) ≤ C‖(ρ0, u10, h10)‖4Bml + Ct‖(ρ0, u10, h10)‖
4
B̂m
l
+ Clδ
−8N 12m,l(t), ∀t ∈ [0, T1], (3.118)
and
Nm,l(t) ≤ C‖(ρ0, u10, h10)‖4Bml +Ct‖(ρ0, u10, h10)‖
4
B̂m
l
+ Cδ−8Θ12m,l(t), ∀t ∈ [0, T1], (3.119)
and hence, we may deduce from the estimates (3.117), (3.118) and (3.119) that
Θm,l(T1) ≤ClP0(δ−1, ‖(ρ0, u10, h10)‖Bml ) + Cµ,κ,m,lT1P1(δ
−1, ‖(ρ0, u10, h10)‖Bml )
+ Cµ,κ,m,lT1P2(δ−1, ‖(ρ0, u10, h10)‖B̂m
l
) + Cµ,κ,m,lT1P3(δ−1, R).
Choose constant δ = δ02 and R = 4ClP0(δ−10 , ‖(ρ0, u10, h10)‖Bml ), we obtain
Θm,l(T1) ≤ClP0(δ−10 , ‖(ρ0, u10, h10)‖Bml ) + Cµ,κ,m,lT1P4(δ
−1
0 , ‖(ρ0, u10, h10)‖Bml )
+ Cµ,κ,m,lT1P5(δ−10 , ‖(ρ0, u10, h10)‖B̂m
l
) + Cµ,κ,m,lT1P6(δ−10 , ‖(ρ0, u10, h10)‖Bml ).
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Choose the time T1 = min{ C0P4(δ−10 ,‖(ρ0,u10,h10)‖Bml )
, C0P5(δ−10 ,‖(ρ0,u10,h10)‖B̂m
l
)
, C0P6(δ−10 ,‖(ρ0,u10,h10)‖Bml )
, }, and hence,
it follows
Θm,l(T1) ≤ 2ClP0(δ−10 , ‖(ρ0, u10, h10)‖Bml ) =
R
2
.
Here the constant C0 :=
P0(δ−10 ,‖(ρ0,u10,h10)‖Bml )
3Cµ,κ,m,l
. For any smooth function W (t, x, y), it is easy to justify
W (t, x, y) =W (0, x, y) +
∫ t
0
∂sW (s, x, y)ds, (3.120)
Using the relation (3.120) and the Sobolev inequality (A.3), we get
hǫ(t, x, y) + 1 ≥ hǫ0(x, y) + 1− Ct sup
0≤s≤t
‖(hǫ, ∂yhǫ)‖H2
0
≥ 2δ0 − 2Clt
√
P0(δ−10 , ‖(ρ0, u10, h10)‖Bml ).
Choose T2 = min{T1, δ0
2Cl
√
P0(δ−10 ,‖(ρ0,u10,h10)‖Bml )
}, it follows
hǫ(t, x, y) + 1 ≥ δ0 = 2δ, for all (t, x, y) ∈ [0, T2]× Ω.
Similarly, we get from the relation (3.120) and the estimate (3.95)2 that
‖∂y(uǫ − e−y)(t)‖L∞
1
(Ω) ≤ ‖∂y(uǫ0 − e−y)‖L∞1 (Ω) + t sup
0≤s≤t
‖∂y∂suǫ(s)‖L∞
1
(Ω)
≤ (2δ0)−1 + Ct(1 + ‖(ρ0, u10, h10)‖B̂m
l
+ (P0(δ−10 , ‖(ρ0, u10, h10)‖Bml ))
3
2 ).
Choosing T3 = min{T2, 1
2δ0C(1+‖(ρ0,u10,h10)‖B̂m
l
+(P0(δ−10 ,‖(ρ0,u10,h10)‖Bml ))
3
2 )
}, and hence
‖∂y(uǫ − e−y)(t)‖L∞
1
(Ω) ≤ δ−10 = (2δ)−1, for all t ∈ [0, T3].
Finally, from the relation (3.120) and the Sobolev inequality (A.3), we find
‖̺ǫ(t)‖L∞
0
(Ω) ≤ ‖̺ǫ0‖L∞0 (Ω) + Ct sup
0≤s≤t
‖(̺ǫ, ∂y̺ǫ)(s)‖H2
0
≤ 2l − 1
16
δ20 + 2Clt
√
P0(δ−10 , ‖(ρ0, u10, h10)‖Bml ).
Choose T4 = min{T3, 2l−1
64Cl
√
P0(δ−10 ,‖(ρ0,u10,h10)‖Bml )
δ20}, we obtain
‖̺ǫ(t)‖L∞
0
(Ω) ≤
3(2l − 1)
32
δ20 =
3(2l − 1)
8
δ2,
for all t ∈ [0, T4]. Obviously, we conclude that there exists T4 > 0 depending only on µ, κ,m, l, δ0 and the
initial data (hence independent of parameter ǫ) such that for T ≤ min{T4, T ǫ}, the estimates (3.6) and
(3.7) hold on. Of course, it holds that T4 ≤ T ǫ∗ . Indeed otherwise, our criterion about the continuation
of the solution would contradict the definition of T ǫ∗ . Then, taking Ta = T4, we obtain the estimate (3.7)
and closes the a priori assumptions (3.8) and (3.9). Therefore, the proof of Theorem 3.1 is completed.
4 Local-in-time Existence and Uniqueness
In this section, we will establish the local-in-times existence and uniqueness of solutions to the inhomo-
geneous incompressible MHD boundary layer equations (1.6)-(1.7).
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4.1. Existence for the MHD Boundary Layer System
We shall use the a priori estimates obtained thus far to prove local in time existence result. For m ≥ 5
and l ≥ 2, consider initial data such that ‖(ρ0, u10, h10)‖Bm
l
≤ C0 < +∞. For such initial data, we are
not aware of a local well-posedness result for the equations (3.2)-(3.3). Since (ρ0, u10, h10) ∈ Bm,lBL, there
exists a sequence of smooth approximate initial data (ρσ0 , u
σ
10, h
σ
10) ∈ Bm,lBL,ap (σ being a regularization
parameter), which have enough spatial regularity so that the time derivatives at the initial time can be
defined by the equation (1.6) and boundary compatibility condition are satisfied. Then, it follows to get
a positive time T ǫ,σ > 0(T ǫ,σ depends on ǫ, σ, and the initial data) for which a solution (̺ǫ,σ, uǫ,σ, hǫ,σ)
exists in Sobolev spaces H4ml (Ω) and (v
ǫ,σ, gǫ,σ) exists in Sobolev spaces H4ml−1(Ω) respectively. Applying
the a priori estimates given in Theorem 3.1 to (̺ǫ,σ, uǫ,σ, hǫ,σ), we obtain a uniform time Ta > 0 and a
constant C1(independent of ǫ and σ), such that it holds on
Θm,l(̺
ǫ,σ, uǫ,σ, hǫ,σ)(t) ≤ C1, ‖̺ǫ,σ(t)‖L∞
0
(Ω) ≤
2l − 1
2
δ20 , ‖∂y(uǫ,σ − e−y)(t)‖L∞1 (Ω) ≤ δ−10 , (4.1)
and
hǫ,σ(t, x, y) + 1 ≥ δ0, (4.2)
where t ∈ [0, T0], T0 := min(Ta, T ǫ,σ). Based on the uniform estimates for (̺ǫ,σ, uǫ,σ, hǫ,σ), one can pass the
limit ǫ→ 0+ and σ → 0+ to get a strong solution (̺, u, h) satisfying (1.6) by using a strong compactness
arguments. Indeed, it follows from (4.1) that (̺ǫ,σ, uǫ,σ, hǫ,σ) is bounded uniformly in L∞([0, T2];Hmco),
while ∂y(̺
ǫ,σ, uǫ,σ, hǫ,σ) is bounded uniformly in L∞([0, T0];Hm−1co ), and ∂t(̺ǫ,σ, uǫ,σ, hǫ,σ) is bounded
uniformly in L∞([0, T0];Hm−1co ). Then, it follows from a strong compactness argument that (̺ǫ,σ, uǫ,σ, hǫ,σ)
is compact in C([0, T0];Hm−1co,loc). Due to κ > 0, it is easy to check that hǫ,σ is compact in C([0, T0];H2loc).
In particular, there exists a sequence ǫn, σn → 0+ and (̺, u, h) ∈ C([0, T0];Hm−1co,loc) such that
(̺ǫn,σn , uǫn,σn , hǫn,σn)→ (̺, u, h) in C([0, T0];Hm−1co,loc) as ǫn, σn → 0+,
and
hǫn,σn → h in C([0, T0];H2loc) as ǫn, σn → 0+,
Furthermore, we apply the Sobolev inequality to get
sup
0≤τ≤t
‖(∂−1y ∂xuǫn,σn − ∂−1y ∂xu)(τ)‖L∞0,co(Ω)
≤ C sup
0≤τ≤t
‖∂−1y ∂x(uǫn,σn − u)(τ)‖
1
2
H1
co,loc
‖∂x(uǫn,σn − u)(τ)‖
1
2
H1
co,loc
≤ C sup
0≤τ≤t
‖(uǫn,σn − u)(τ)‖H2
co,loc
→ 0, as ǫn, σn → 0+.
Hence we denote v(t, x, y) = − ∫ y0 ∂xu(t, x, ξ)dξ, which satisfies the divergence-free condition ∂xu+∂yv = 0.
Similarly, we denote g(t, x, y) = − ∫ y0 h(t, x, ξ)dξ, which satisfies
sup
0≤τ≤t
‖(gǫn,σn − g)(τ)‖L∞
0,co(Ω)
≤ C sup
0≤τ≤t
‖(hǫn,σn − h)(τ)‖H1
co,loc
→ 0, as ǫn, σn → 0+.
By routine checking, we may show that (ρ, u1, u2, h1, h2) := (̺ + 1, u + 1 − e−y, v, h + 1, g) is a solution
of the original MHD boundary layer system (1.6). Finally, applying the lower semicontinuity of norms
to the bound (4.1), one obtains the estimate (1.18) for the solution (ρ, u1, h1). Since h
ǫn,σn converges
uniformly to h, then we can get h1 ≥ δ from (4.2).
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4.2. Uniqueness for the MHD Boundary Layer System
In this subsection, we will show the uniqueness of solution to the MHD boundary layer equations (1.6)-
(1.7). Let (ρ1, u1, v1, h1, g1) and (ρ2, u2, v2, h2, g2) be two solutions in the existence time [0, Ta], constructed
in the previous subsection, with respect to the initial data (ρ10, u
1
0, h
1
0) and (ρ
2
0, u
2
0, h
2
0) respectively.
Let us set
(ρ, u, v, h, g) = (ρ1 − ρ2, u1 − u2, v1 − v2, h1 − h2, g1 − g2),
then they satisfy the following evolution

∂tρ+ u1∂xρ+ v1∂yρ+ u∂xρ2 + v∂yρ2 = 0,
ρ1∂tu+ ρ1u1∂xu+ ρ1v1∂yu+ ρ1u∂xu2 + ρ1v∂yu2 − µ∂2yu
= −ρ∂tu2 − ρu2∂xu2 − ρv2∂yu2 + h∂xh1 + h2∂xh+ g1∂yh+ g∂yh2,
∂th+ u1∂xh+ v1∂yh+ u∂xh2 + v∂yh2 − κ∂2yh = h∂xu1 + h2∂xu+ g1∂yu+ g∂yu2,
∂xu+ ∂yv = 0, ∂xh+ ∂yg = 0,
(4.3)
with the boundary condition and initial data
(u, v, ∂yh, g)|y=0 = 0, lim
y→+∞(ρ, u, h) = 0, (ρ, u, h)|t=0 = 0.
Here we assume the two solutions (ρ1, u1, v1, h1, g1) and (ρ2, u2, v2, h2, g2) have the same initial data
(ρ10, u
1
0, h
1
0) = (ρ
2
0, u
2
0, h
2
0). Denote by ψ := ∂
−1
y h = ∂
−1
y (h1 − h2), it follows
∂tψ + u1∂xψ + v1∂yψ − ug2 + vh2 − κ∂2yψ = 0.
Define η1 :=
∂yρ2
h2
, η2 :=
∂yu2
h2
, η3 :=
∂yh2
h2
, and introduce the new quantities:
ρ̂ := ρ− η1ψ, û := u− η2ψ, ĥ := h− η3ψ. (4.4)
Next, we can obtain that through direct calculation, (ρ̂, û, ĥ) satisfies the following initial boundary
value problem:

∂tρ̂+ u1∂xρ̂+ v1∂yρ̂ = −κη1∂yĥ− a11u− a12h− a13ψ,
ρ1∂tû+ ρ1u1∂xû+ ρ1v1∂yû− h2∂xĥ− g1∂yĥ− µ∂2y û,
= −κρ1η2∂yĥ+ µ∂y(∂yη2ψ + η2h)− a21ρ− a22u− a23h− a24ψ,
∂tĥ+ u1∂xĥ+ v1∂yĥ− h2∂xû− g1∂yû− κ∂2y ĥ = −κη3∂yĥ− a31u− a32h− a33ψ,
(4.5)
where 

a11 = ∂xρ2 + η1g2, a12 = κη1η3, a13 = ∂tη1 + u1∂xη1 + v1∂yη1 + κη1∂yη3,
a21 = ∂tu2 + u2∂xu2 + v2∂yu2, a22 = ρ1∂xu2 + ρ1η2g2, a23 = κρ1η2η3 − ∂xh1 − g1η3,
a24 = ρ1∂tη2 + ρ1u1∂xη2 + ρ1v1∂yη2 + κρ1η2∂yη3 − h2∂xη3 − g1∂yη3,
a31 = η3g2 + ∂xh2, a32 = κη
2
3 + 2κ∂yη3 − g1η2 − ∂xu1,
a33 = ∂tη3 + u1∂xη3 + v1∂yη3 + κη3∂yη3 − h2∂xη2 − g1∂yη2.
By virtue of the relation ĥ := h− ∂yh2
h2
ψ = h2∂y(
ψ
h2
), it is easy to justify ψ
h2
= ∂−1y (
ĥ
h2
), and hence, we
can apply the Hardy inequality to obtain the estimate:
‖ ψ
h2
‖L2−1(Ω) ≤ C‖
1
h2
‖L∞
0
(Ω)‖ĥ‖L2
0
(Ω).
Thus we can apply the standard energy method for the equation (4.5) to establish the following estimate,
which we omit the proof for brevity of presentation.
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Proposition 4.1. Let (ρ1, u1, v1, h1, g1) and (ρ2, u2, v2, h2, g2) be two solutions of MHD boundary layer
equations (1.6)-(1.7) with the same initial data, and satisfying the estimate (1.18) respectively. Then,
there exists a positive constant
C = C(Ta, δ0, ‖(ρ1, u1, h1)(t)‖Bml , ‖(ρ2, u2, h2)(t)‖Bml ) > 0,
such that the quantity (ρ̂, û, ĥ) given by (4.4) satisfies
‖(ρ̂, û, ĥ)(t)‖2L2 +
∫ t
0
‖∂y(√µ û,
√
κ ĥ)(τ)‖2L2dτ ≤ C
∫ t
0
‖(ρ̂, û, ĥ)(τ)‖2L2dτ. (4.6)
Then, we can prove the uniqueness of the solutions to (1.6)-(1.7) as follows.
Proof of Uniqueness. Applying Gronwall’s lemma to the estimate (4.6), we obtain (ρ̂, û, ĥ) ≡ 0. Then,
we substitute ĥ ≡ 0 into equality ψ
h2
= ∂−1y (
ĥ
h2
) to get ψ ≡ 0. From the definition (4.4) we get (ρ1, u1, h1) ≡
(ρ2, u2, h2) due to the fact (ρ̂, û, ĥ) ≡ 0 and ψ ≡ 0. Finally, it follows from the divergence-free condition
and the boundary condition v|y=0 = 0 that v = −∂−1y ∂xu = 0, which implies the fact v1 ≡ v2. Similarly, it
holds on g1 ≡ g2. Therefore, we complete the proof of uniqueness of the solution for the MHD boundary
layer equations (1.6)-(1.7) completely.
A Calculus Inequalities
In this appendix, we will introduce some basic inequalities that be used frequently in this paper. First of
all, we introduce the following Hardy type inequality, which can refer to [27].
Lemma A.1. Let the proper function f : T×R+ → R, and satisfies f(x, y)|y=0 = 0 and lim
y→+∞f(x, y) = 0.
If λ > −12 , then it holds on
‖f‖L2
λ
(T×R+) ≤
2
2λ+ 1
‖∂yf‖L2
λ+1
(T×R+). (A.1)
Next, we will state the following Sobolev-type inequality.
Lemma A.2. Let the proper function f : T×R+ → R, and satisfies lim
y→+∞f(x, y) = 0. Then there exists
a universal constant C > 0 such that
‖f‖L∞
0
(T×R+) ≤ C(‖∂yf‖L2
0
(T×R+) + ‖∂2xyf‖L2
0
(T×R+))
1
2 (‖f‖L2
0
(T×R+) + ‖∂xf‖L2
0
(T×R+))
1
2 , (A.2)
or equivalently
‖f‖L∞
0
(T×R+) ≤ C(‖f‖L2
0
(T×R+) + ‖∂xf‖L2
0
(T×R+) + ‖∂yf‖L2
0
(T×R+) + ‖∂2xyf‖L2
0
(T×R+)). (A.3)
Proof. Indeed, the estimate (A.3) follows directly from estimate (A.2) and the Cauchy-Schwartz inequality.
Hence, we only give the proof for the estimate (A.2). On one hand, thanks to the one-dimensional Sobolev
inequality for the y−variable, we get
|f(x, y)|2 ≤ C(
∫ ∞
0
|∂ξf(x, ξ)|2dξ)
1
2 (
∫ ∞
0
|f(x, ξ)|2dξ) 12 . (A.4)
On the other hand, we apply the following one-dimensional Sobolev inequality for x−variable to get
|f(x, y)|2 ≤ C(‖f(y)‖2L2(T) + ‖∂xf(y)‖2L2(T)), |∂yf(x, y)|2 ≤ C(‖∂yf(y)‖2L2(T) + ‖∂xyf(y)‖2L2(T)). (A.5)
Therefore, substituting the estimate (A.5) into (A.4), we complete the proof of estimate (A.2).
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Now we will state the Moser type inequality as follow:
Lemma A.3. Denote Ω := T × R+, let the proper functions f(t, x, y) : R+ × Ω → R and g(t, x, y) :
R
+ × Ω→ R. Then, there exists a constant Cm > 0 such that∫ t
0
‖(ZβfZγg)(τ)‖2
L2
l
(Ω)dτ ≤ Cm(‖〈y〉l1f‖2L∞x,y,t
∫ t
0
‖g‖2Hm
l2
dτ + ‖〈y〉l1g‖2L∞x,y,t
∫ t
0
‖f‖2Hm
l2
dτ), (A.6)
where |β + γ| = m and l1 + l2 = l.
Proof. For any p ≥ 2, due to the relation |Z2f |p = Z2(fZ2f |Z2f |p−2)− (p− 1)fZ22f |Z2f |p−2, we find∫
R+
〈y〉θlp|Z2f |pdy =
∫
R+
〈y〉θlpZ2(fZ2f |Z2f |p−2)dy − (p− 1)
∫
R+
〈y〉θlpfZ22f |Z2f |p−2dy.
Integrating by part and applying the Ho¨lder inequality, we find for 0 ≤ θ ≤ 1 and 0 ≤ θ1 ≤ θ2 that
‖〈y〉θlZ2f‖pLp
0
(R+)
≤ Cp
∫
R+
〈y〉θlp−1|f |(|Z2f |+ |Z22f |)|Z2f |p−2dy
≤ Cp‖〈y〉θlZ2f‖p−2Lp
0
(R+)
‖〈y〉θ1lf‖Lq
0
(R+)‖〈y〉(2θ−θ1)l(|Z2f |, |Z22f |)‖Lr0(R+),
and hence, it follows
‖〈y〉θlZ2f‖2Lp
0
(R+) ≤ Cp‖〈y〉θ1lf‖Lq0(R+)
∑
1≤k≤2
‖〈y〉(2θ−θ1)lZk2 f‖Lr0(R+).
Here 1
q
+ 1
r
= 2
p
. Integrating with t and x variables, and applying Ho¨lder inequality, we get
‖〈y〉θlZ2f‖2Lp(QT ) ≤ Cp‖〈y〉θ1lf‖Lq(QT )
∑
1≤k≤2
‖〈y〉(2θ−θ1)lZk2 f‖Lr(QT ).
Here QT = Ω× [0, T ]. Similarly, it is easy to justify for i = 0, 1,
‖〈y〉θlZif‖2Lp
0
(QT )
≤ Cp‖〈y〉θ1lf‖Lq
0
(QT )
∑
1≤k≤2
‖〈y〉(2θ−θ1)lZki f‖Lr0(QT ).
Here 1
q
+ 1
r
= 2
p
. By multiple application of the above inequality, we get(proof by induction)
‖〈y〉(|α|θ−(|α|−1)θ1)lZαf‖Lp1
0
(QT )
≤ Cp‖〈y〉θ1lf‖1−
|α|
m
L
q1
0
(QT )
∑
1≤|β|≤m
‖〈y〉(mθ−(m−1)θ1)lZβf‖
|α|
m
L
r1
0
(QT )
,
where 1
p1
= 1
q1
(1− |α|
m
) + |α|
r1m
and 1 ≤ |α| ≤ m− 1. Then, we get for |β|+ |γ| = m that
‖〈y〉lZβfZγg‖2
L2
0
(QT )
≤ C‖〈y〉 |β|m l+(1− 2|β|m )l1Zβf‖2
L
2m
|β|
0
(QT )
‖〈y〉 |γ|m l+( 2|β|m −1)l1Zγf‖2
L
2m
|γ|
0
(QT )
≤ Cm‖〈y〉l1f‖2(1−
|β|
m
)
L∞
0
(QT )
∑
1≤|β|≤m
‖〈y〉l−l1Zβf‖
2|β|
m
L2
0
(QT )
× ‖〈y〉l1g‖2(1−
|γ|
m
)
L∞
0
(QT )
∑
1≤|γ|≤m
‖〈y〉l−l1Zγg‖
2|γ|
m
L2
0
(QT )
≤ Cm‖f‖2L∞
l1
(QT )
∑
1≤|β|≤m
‖Zβg‖2
L2
l−l1 (QT )
+ Cm‖g‖2L∞
l1
(QT )
∑
1≤|β|≤m
‖Zβf‖2
L2
l−l1 (QT )
.
Therefore, we complete the proof of this lemma.
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Finally, we establish the following L∞−estimate with weight for the heat equation.
Lemma A.4. For the heat equation ∂tF (t, x)− ǫ∂2xF (t, x) = G(t, x), (t, x) ∈ R+×R+; with the boundary
condition F (t, x)|x=0 = 0 and initial data F (t, x)|t=0 = F0. Then, it holds on
‖x∂xF‖L∞
0
(R+) ≤ C(‖F0‖L∞
0
(R+) + ‖x∂xF0‖L∞
0
(R+)) + C
∫ t
0
(‖G‖L∞
0
(R+) + ‖x∂xG‖L∞
0
(R+))dτ, (A.7)
where C is a constant independent of the parameter ǫ.
Proof. First of all, let us consider the heat equation
∂tH(t, x)− ǫ∂2xH(t, x) = 0, (t, x) ∈ R+ × R+; (A.8)
with the initial data and boundary condition
H(t, x)|t=0 = H0(x), x ∈ R+; H(t, x)|x=0 = 0, t ∈ R+.
In order to transform the problem (A.8) into a problem in the whole space, let us define H˜(t, x) by
H˜(t, x) = H(t, x), x > 0; H˜(t, x) = −H(t,−x), x < 0,
and define the initial data H˜0(x) by
H˜0(x) = H0(x), x > 0; H˜0(x) = −H0(−x), x < 0.
It is easy to justify that the function H˜(t, x) solves the following evolution equation
∂tH˜(t, x)− ǫ∂2xH˜(t, x) = 0, (t, x) ∈ R+ × R; H˜(t, x)|t=0 = H˜0(x), x ∈ R. (A.9)
Define S(t, x) = 1√
4πǫt
e
− |x|2√
4ǫt , then the solution of evolution (A.9) can be expressed as
H˜(t, x) =
∫
R
H˜0(ξ)S(t, x− ξ)dξ, (A.10)
which implies directly
x∂xH˜(t, x) =
∫
R
H˜0(ξ)x∂xS(t, x− ξ)dξ.
In view of the relation x∂xS(t, x− ξ) = (x− ξ)∂xS(t, x− ξ) + ξ∂xS(t, x− ξ), we get
x∂xH˜(t, x) =
∫
R
H˜0(ξ)(x− ξ)∂xS(t, x− ξ)dξ +
∫
R
H˜0(ξ)ξ∂xS(t, x− ξ)dξ.
Due to
∫
R
|(x− ξ)∂xS(t, x− ξ)|dξ ≤ C, it follows
|
∫
R
H˜0(ξ)(x− ξ)∂xS(t, x− ξ)dξ| ≤ C‖H˜0‖L∞
0
(R).
Using the equality ∂xS(t, x− ξ) = −∂ξS(t, x− ξ), the integration by part yields directly
|
∫
R
H˜0(ξ)ξ∂xS(t, x− ξ)dξ| ≤ C(‖H˜0‖L∞
0
(R) + ‖x∂xH˜0‖L∞
0
(R)),
and hence, we get
‖x∂xH(t, x)‖L∞
0
(R+) ≤ ‖x∂xH˜(t, x)‖L∞0 (R) ≤ C‖(H˜0, x∂xH˜0)‖L∞0 (R)) ≤ C(‖H0‖L∞0 (R+) + ‖x∂xH0‖L∞0 (R+)).
This, along with representation (A.10) and the well-known Duhamel formula, we complete the proof of
this lemma.
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B Almost Equivalence of Weighted Norms
In this subsection we will use the quantity hǫm in weighted norm, and h
ǫ and its derivatives in L∞ norm
to control the quantities Zα1τ h
ǫ and Zα1τ ψ
ǫ in weighted norm. To derive these estimates, we shall apply
the Lemma A.1, which was introduced previously in Section A.
Lemma B.1. Let the stream function ψǫ(t, x, y) satisfies ∂yψ
ǫ = hǫ, ∂xψ
ǫ = −gǫ, ψǫ|y=0 = 0. There exists
a constant δ ∈ (0, 1), such that hǫ(t, x, y) + 1 ≥ δ,∀(t, x, y) ∈ [0, T ] × Ω. Then, for l ≥ 1 and |α1| = m,
we have the following estimates:
‖Z
α1
τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤ 2δ
−1
2l − 1‖h
ǫ
m‖L2
l
(Ω), (B.1)
‖Zα1τ hǫ‖L2
l
(Ω) ≤ ‖hǫm‖L2
l
(Ω) +
2δ−1
2l − 1‖∂yh
ǫ‖L∞
1
(Ω)‖hǫm‖L2
l
(Ω), (B.2)
‖∂xZ
α1
τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤ 2δ
−1
2l − 1‖∂xh
ǫ
m‖L2
l
(Ω) +
4δ−2
2l − 1‖∂xh
ǫ‖L∞
0
(Ω)‖hǫm‖L2
l
(Ω), (B.3)
‖∂yZα1τ hǫ‖L2
l
(Ω) ≤ ‖∂yhǫm‖L2
l
(Ω) + Clδ
−1(‖∂yhǫ‖L∞
0
(Ω) + ‖Z2∂yhǫ‖L∞
1
(Ω))‖hǫm‖L2
l
(Ω), (B.4)
where the constant Cl depends only on l.
Proof. (i) By virtue of the definition hǫm = Z
α1
τ h
ǫ− ∂yhǫ
hǫ+1Z
α1
τ ψ
ǫ, it is easy to obtain hǫm = (h
ǫ+1)∂y(
Z
α1
τ ψ
ǫ
hǫ+1 ).
Integrating over [0, y] and applying the boundary condition ψǫ|y=0 = 0, we have
Zα1τ ψ
ǫ
hǫ + 1
=
∫ y
0
hǫm
hǫ + 1
dξ, (B.5)
and along with the Hardy inequality (A.1), yields directly
‖Z
α1
τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤ ‖
∫ y
0
hǫm
hǫ + 1
dξ‖L2
l−1(Ω)
≤ 2
2l − 1‖
hǫm
hǫ + 1
‖L2
l
(Ω) ≤
2δ−1
2l − 1‖h
ǫ
m‖L2
l
(Ω), (B.6)
where we have used the fact hǫ + 1 ≥ δ in the last inequality.
(ii)In view of the relation Zα1τ h
ǫ = hǫm +
∂yh
ǫ
hǫ+1Z
α1
τ ψ
ǫ, we get
‖Zα1τ hǫ‖L2
l
(Ω) ≤ ‖hǫm‖L2
l
(Ω) + ‖∂yhǫ‖L∞1 (Ω)‖
Zα1τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
,
which, together with estimate (B.6), yields directly
‖Zα1τ hǫ‖L2
l
(Ω) ≤ ‖hǫm‖L2
l
(Ω) +
2δ−1
2l − 1‖∂yh
ǫ‖L∞
1
(Ω)‖hǫm‖L2
l
(Ω). (B.7)
(iii)Differentiating the equality Zα1τ ψ
ǫ = (hǫ + 1)
∫ y
0
hǫm
hǫ+1dξ with x variable, we find
∂xZ
α1
τ ψ
ǫ = ∂xh
ǫ
∫ y
0
hǫm
hǫ + 1
dξ + (hǫ + 1)
∫ y
0
∂xh
ǫ
m
hǫ + 1
dξ − (hǫ + 1)
∫ y
0
hǫm∂xh
ǫ
(hǫ + 1)2
dξ,
which, implies that
∂xZ
α1
τ ψ
ǫ
hǫ + 1
=
∂xh
ǫ
hǫ + 1
∫ y
0
hǫm
hǫ + 1
dξ +
∫ y
0
∂xh
ǫ
m
hǫ + 1
dξ −
∫ y
0
hǫm∂xh
ǫ
(hǫ + 1)2
dξ,
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and hence, we apply the Hardy inequality (A.1) and hǫ + 1 ≥ δ to get
‖∂xZ
α1
τ ψ
ǫ
hǫ + 1
‖L2
l−1(Ω)
≤ 4
2l − 1‖
∂xh
ǫ
hǫ + 1
‖L∞
0
(Ω)‖
hǫm
hǫ + 1
‖L2
l
(Ω) +
2
2l − 1‖
∂xh
ǫ
m
hǫ + 1
‖L2
l
(Ω)
≤ 2δ
−1
2l − 1‖∂xh
ǫ
m‖L2
l
(Ω) +
4δ−2
2l − 1‖∂xh
ǫ‖L∞
0
(Ω)‖hǫm‖L2
l
(Ω).
(B.8)
(iv)Differentiating the equality Zα1τ h
ǫ = hǫm +
∂yh
ǫ
hǫ+1Z
α1
τ ψ
ǫ with the y variable, it follows
∂yZ
α1
τ h
ǫ = ∂yh
ǫ
m + ∂
2
yh
ǫZ
α1
τ ψ
ǫ
hǫ + 1
+ ∂yh
ǫ∂y(
Zα1τ ψ
ǫ
hǫ + 1
),
which, together with the relation (B.5), yields
∂yZ
α1
τ h
ǫ = ∂yh
ǫ
m + ∂
2
yh
ǫ
∫ y
0
hǫm
hǫ + 1
dξ + ηhh
ǫ
m
= ∂yh
ǫ
m + Z2∂yh
ǫ 1
ϕ(y)
∫ y
0
hǫm
hǫ + 1
dξ + ηhh
ǫ
m,
where ϕ(y) = y1+y and ηh =
∂yh
ǫ
hǫ+1 . The application of Hardy inequality (A.1) and h
ǫ + 1 ≥ δ yields
‖∂yZα1τ hǫ‖L2
l
(Ω) ≤‖∂yhǫm‖L2
l
(Ω) +
2δ−1
2l − 1‖Z2∂yh
ǫ‖L∞
1
(Ω)‖hǫm‖L2
l
(Ω)
+ δ−1‖∂yhǫ‖L∞
0
(Ω)‖hǫm‖L2
l
(Ω)
≤‖∂yhǫm‖L2
l
(Ω) +
(2l + 1)δ−1
2l − 1 (‖∂yh
ǫ‖L∞
0
(Ω) + ‖Z2∂yhǫ‖L∞
1
(Ω))‖hǫm‖L2
l
(Ω).
(B.9)
Therefore, the estimates (B.6)-(B.9) imply the estimates (B.1)-(B.4).
Let us define
Ym,l(t) := 1 + ‖(̺ǫ, uǫ, hǫ)(t)‖2Hm
l
+ ‖∂y(̺ǫ, uǫ, hǫ)(t)‖2Hm−1
l
.+ ‖∂y̺ǫ(t)‖2H1,∞
1
, (B.10)
and hence we will establish the following almost equivalent relation.
Lemma B.2. Let (̺ǫ, uǫ, vǫ, hǫ, gǫ) be sufficiently smooth solution, defined on [0, T ǫ], to the regularized
MHD boundary layer equations (3.2)-(3.3). There exists a constant δ ∈ (0, 1), such that hǫ(t, x, y) + 1 ≥
δ,∀(t, x, y) ∈ [0, T ] × Ω. Then, for m ≥ 4 and l ≥ 1, it holds on
Θm,l(t) ≤ C‖(ρ0, u10, h10)‖4Bml + Ct‖(ρ0, u10, h10)‖
4
B̂m
l
+ Clδ
−8N 12m,l(t), (B.11)
and
Nm,l(t) ≤ C‖(ρ0, u10, h10)‖4Bml + Ct‖(ρ0, u10, h10)‖
4
B̂m
l
+ Cδ−8Θ12m,l(t), (B.12)
where Θm,l(t) and Nm,l(t) are defined in (3.6) and (3.114) respectively.
Proof. By virtue of the definition ̺ǫm = Z
α1
τ ̺
ǫ − ∂y̺ǫ
hǫ+1Z
α1
τ ψ
ǫ and the estimate (B.1), we find
‖Zα1τ ̺ǫ‖2L2
l
(Ω) ≤ ‖̺ǫm‖2L2
l
(Ω) + ‖∂y̺ǫ‖2L∞1 (Ω)‖
Zα1τ ψ
ǫ
hǫ + 1
‖2
L2
l−1(Ω)
≤ ‖̺ǫm‖2L2
l
(Ω) + Clδ
−2‖∂y̺ǫ‖2L∞
1
(Ω)‖hǫm‖2L2
l
(Ω).
48
Existence and Uniqueness to Boundary Layer System
Similarly, we can obtain for |α1| = m that
‖Zα1τ (uǫ, hǫ)‖2L2
l
(Ω) ≤ ‖(uǫm, hǫm)‖2L2
l
(Ω) +Clδ
−2(1 + ‖∂y(uǫ, hǫ)‖2L∞
1
(Ω))‖hǫm‖2L2
l
(Ω).
The combination of the above two estimates yields directly
‖Zα1τ (̺ǫ, uǫ, hǫ)‖2L2
l
(Ω) ≤ Clδ−2(1 + ‖∂y(̺ǫ, uǫ, hǫ)‖2L∞1 (Ω))‖(̺
ǫ
m, u
ǫ
m, h
ǫ
m)‖2L2
l
(Ω), (B.13)
and hence, we have for m ≥ 4, l ≥ 1
‖Zα1τ (̺ǫ, uǫ, hǫ)‖2L2
l
(Ω) ≤ C‖∂y(uǫ, hǫ)‖4L∞1 (Ω) + Cδ
−4(1 + ‖(̺ǫm, uǫm, hǫm)‖4L2
l
(Ω) + ‖∂y̺ǫ‖4L∞1 (Ω))
≤ C‖(ρ0, u10, h10)‖2Bml + Ct‖(ρ0, u10, h10)‖
2
B̂m
l
+ Clδ
−4(1 +X6m,l(t)),
(B.14)
Due to the definition of Xm,l(t) and Ym,l(t) in (3.56) and (B.10) respectively, we get from (B.14) that
Ym,l(t) ≤ C‖(ρ0, u10, h10)‖2Bml + Ct‖(ρ0, u10, h10)‖
2
B̂m
l
+ Clδ
−4(1 +X6m,l(t)). (B.15)
On the other hand, by virtue of the definition of ̺ǫm(t) and the estimate (B.1), we find
‖̺ǫm(t)‖2L2
l
(Ω) ≤ ‖Zα1τ ̺ǫ(t)‖2L2
l
(Ω) + ‖∂y̺ǫ(t)‖2L∞1 (Ω)‖
Zα1τ ψ
ǫ
hǫ + 1
(t)‖2
L2
l−1(Ω)
≤ ‖Zα1τ ̺ǫ(t)‖2L2
l
(Ω) + Clδ
−2‖∂y̺ǫ(t)‖2L∞
1
(Ω)‖Zα1τ hǫ(t)‖2L2
l
(Ω),
and hence, we also have
‖(uǫm, hǫm)(t)‖2L2
l
(Ω) ≤ ‖Zα1τ (uǫ, hǫ)(t)‖2L2
l
(Ω) + Cδ
−2(1 + ‖∂y(uǫ, hǫ)(t)‖2L∞
1
(Ω))‖Zα1τ hǫ(t)‖2L2
l
(Ω).
Then, the combination of the above estimates yields directly
‖(̺ǫm, uǫm, hǫm)(t)‖2L2
l
≤ C‖(ρ0, u10, h10)‖2Bml +Ct‖(ρ0, u10, h10)‖
2
B̂m
l
+ Clδ
−4(1 + Y 6m,l(t)), (B.16)
where m ≥ 4, l ≥ 1. According to the definition of Xm,l(t) and Ym,l(t), we get from (B.16) that
Xm,l(t) ≤ C‖(ρ0, u10, h10)‖2Bml + Ct‖(ρ0, u10, h10)‖
2
B̂m
l
+Clδ
−4(1 + Y 6m,l(t)). (B.17)
Next, by virtue of the definition ̺ǫm(t) and estimate (3.89), we find
‖∂xZα1τ ̺ǫ‖2L2
l
(Ω) ≤‖∂x̺ǫm‖2L2
l
(Ω) + Clδ
−2‖∂y̺ǫ‖2L∞
1
(Ω)‖∂xhǫm‖2L2
l
(Ω)
+ Clδ
−4(‖∂xy̺ǫ‖2L∞
1
(Ω) + ‖∂y̺ǫ‖2L∞
1
(Ω)‖∂xhǫ‖2L∞
1
(Ω))‖hǫm‖2L2
l
(Ω)
≤‖∂x̺ǫm‖2L2
l
(Ω) + Clδ
−2Xm,l(t)‖∂xhǫm‖2L2
l
(Ω) + Clδ
−4(1 +X3m,l(t)).
Similarly, by routine checking, we may conclude that
‖∂xZα1τ (uǫ, hǫ)‖2L2
l
(Ω) ≤C(‖(ρ0, u10, h10)‖2Bml + t‖(ρ0, u10, h10)‖
2
B̂m
l
) + Clδ
−8(1 +X6m,l(t))
+Clδ
−2(1 + ‖(ρ0, u10, h10)‖Bml + t‖(ρ0, u10, h10)‖B̂ml +X
3
m,l(t))‖∂xhǫm‖2L2
l
(Ω)
+ ‖∂x(uǫm, hǫm)‖2L2
l
(Ω).
for m ≥ 5, l ≥ 1, and hence it follows
ǫ‖∂x(̺ǫ, uǫ, hǫ)‖2Hm
l
≤ Clδ−2(1 + ‖(ρ0, u10, h10)‖Bml + t‖(ρ0, u10, h10)‖B̂ml +X
3
m,l(t))D
m,l
x (t)
+ C(‖(ρ0, u10, h10)‖2Bml + t‖(ρ0, u10, h10)‖
2
B̂m
l
) + Clδ
−8(1 +X6m,l(t)),
(B.18)
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where Dm,lx (t) is defined in (3.115). By virtue of the definition ̺ǫm(t) and estimate (3.86), we get
‖∂x̺ǫm‖2L2
l
(Ω) ≤‖∂xZα1τ ̺ǫ‖2L2
l
(Ω) + Cδ
−2‖∂y̺ǫ‖2L∞
1
(Ω)‖∂xZα1τ hǫ‖2L2
l
(Ω)
+ Cδ−4(‖∂xy̺ǫ‖2L∞
1
(Ω) + ‖∂y̺ǫ‖2L∞
1
(Ω)‖∂xhǫ‖2L∞
0
(Ω))‖Zα1τ hǫ‖L2l (Ω)
≤‖∂xZα1τ ̺ǫ‖2L2
l
(Ω) + Cδ
−2Ym,l(t)‖∂xZα1τ hǫ‖2L2
l
+ Cδ−4(1 + Y 3m,l(t)).
Similarly, by routine checking, we may conclude that
‖∂x(uǫm, hǫm)‖2L2
l
(Ω) ≤Cδ−2(1 + ‖(ρ0, u10, h10)‖Bml + t‖(ρ0, u10, h10)‖B̂ml + Y
3
m,l(t))‖∂xZα1τ hǫ‖2L2
l
(Ω)
+ C(‖(ρ0, u10, h10)‖2Bml + t‖(ρ0, u10, h10)‖
2
B̂m
l
) + Cδ−8(1 + Y 6m,l(t))
+ ‖∂xZα1τ (uǫ, hǫ)‖2L2
l
(Ω),
and hence, it follows
Dm,lx (t) ≤Cδ−2(1 + ‖(ρ0, u10, h10)‖Bml + t‖(ρ0, u10, h10)‖B̂ml + Y
3
m,l(t))ǫ‖∂x(̺ǫ, uǫ, hǫ)‖2Hm
l
+ C(‖(ρ0, u10, h10)‖2Bml + t‖(ρ0, u10, h10)‖
2
B̂m
l
) + Cδ−8(1 + Y 6m,l(t)).
(B.19)
where Dm,lx (t) is defined in (3.115). Similarly, we can justify the estimates
‖∂y(
√
ǫ̺ǫ,
√
µuǫ,
√
κhǫ)‖2Hm
l
≤C(‖(ρ0, u10, h10)‖4Bml + t‖(ρ0, u10, h10)‖
4
B̂m
l
)
+Dm,ly (t) + Clδ
−8(1 +X12m,l(t)),
(B.20)
and
Dm,ly (t) ≤C(‖(ρ0, u10, h10)‖4Bml + t‖(ρ0, u10, h10)‖
4
B̂m
l
)
+ ‖∂y(
√
ǫ̺ǫ,
√
µuǫ,
√
κhǫ)‖2Hm
l
+ Cδ−8(1 + Y 12m,l(t)).
(B.21)
Therefore, the combination of estimates (B.15), (B.17), (B.18), (B.19), (B.20) and (B.21) can establish
the estimates (B.11) and (B.12).
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