In this paper we discuss the existence of periodic solutions of discrete (and discretized) non-linear Volterra equations with finite memory. The literature contains a number of results on periodic solutions of non-linear Volterra integral equations with finite memory, of a type that arises in biomathematics. The "summation" equations studied here can arise as discrete models in their own right but are (as we demonstrate) of a type that arise from the discretization of such integral equations. Our main results are in two parts: (i) results for discrete equations and (ii) consequences for quadrature methods applied to integral equations. The first set of results are obtained using a variety of fixed point theorems. The second set of results address the preservation of properties of integral equations on discretizing them. An expository style is adopted and examples are given to illustrate the discussion.
Introduction
The equation
x(t) = t t−τ k(t, s)f(s, x(s))ds, for t ∈ R with τ > 0, x(t) ∈ R, (1.1)
is an integral equation of Volterra type, studied [9] as a model of certain epidemic problems. We study periodic solutions of an analogous discrete system x(n) = n j=n−N k(n, j)f (j, x(j)), N ∈ N, x(n) ∈ R, (1.2) given N, under certain conditions on {k(n, j)} and {f (n, x(n))} (see below). Here, R = (−∞, ∞), R + = [0, ∞), we write Z to denote the integers, Z + the set of non-negative integers, N the positive integers Z + \{0}. The set of quotients of positive integers we denote by Q + .
For each integer n, eqn (1.2) is (if k(n, n) = 0) is an implicit equation for x(n). One may consider (1.2) for n ∈ Z, for n ≥ n 0 (n ∈ Z), or for n ∈ Z + , for example. A particular solution {x(ϕ; n)} n≥0 of (1.1) for n ∈ Z + corresponds to a choice x(ϕ; n) := ϕ(n) for n ∈ {−N, . . . , −1}; (1.3) x(ϕ; n) is an analogue of a solution x(φ; t) of (1.1) for t ≥ 0, wherein x(φ; t) = φ(t) for t ∈ [−τ, 0]. There is no reason, without imposing assumptions on k and f , to suppose that eqn (1.2) has a solution x(n) given {x(j)} j<n .
Eqn (1.2) is a discrete analogue of (1.1), and (1.2) arises in the numerical analysis of (1.1) (see below, and [1, 4, 8] ), as well as in discrete models. Given the terminology "integral equation" for (1.1), it seems appropriate to term (1.2) a "summation equation" (of Volterra type, with a finite memory). Eqn (1.2) has also been called a recurrence relation or a difference equation.
Example 1.1 Suppose that τ > 0 and h > 0 is chosen with N τ ∈ N and h = τ /N τ , and suppose that ϑ ∈ [0, 1] . Then the " composite" or " repeated" version ( §4.1) of the ϑ-rule applied to (1.1) yields the form (1.2) with k(n, j) = hk(nh, jh) for j ∈ {n − N τ , n}, (1.4a) k(n, n − N τ ) = (1 − ϑ)h × k(nh, (n − N τ )h), k(n, n) = ϑh × k(nh, nh) and f (n, v) = f(n h, v).
(1.4b) By the opening assumptions, h ∈ H τ where we define (for any σ ∈ R + ) H σ := {σ/N σ for some N σ ∈ N} .
(1.5)
In the case ϑ = 0, we obtain equations x(n) = n−1 j=n−Nτ hk(nh, jh)f(jh, x(j)). These relations are explicit and are special cases (for N = N τ ) of the form x(n) = n−1 j=n−N k(n, j)f (j, x(j)), (1.6) However, the cases ϑ = and ϑ = 1 yield implicit recurrence relations and it is known that these relations display, in many cases, better stability properties than ϑ = 0. Under Lipschitz conditions, the convergence rates of x(ϕ; n) to x(φ; t), as h ց 0, where ϕ(j) = φ(jh) for j ∈ [−τ, 0] (and nh = t, n → ∞), are optimized by the choice ϑ = It appears that little work has been done on questions of periodic solutions of the implicit, non-linear, finite-memory discrete system 3 (1.2). This motivates us to investigate periodic solutions of (1.2), and to parallel some results for (1.1) stated in [2] . We establish existence results for periodic solutions of (1.2), via a variety of fixed point theorems (cf. [3] ). In §2, we give some basic results and recall several fixed point theorems, and give our main results in §3. In §4, we discuss quadrature methods for (1.1) and demonstrate the application of the general results of §3. The present paper developed out of Song [17] . Examples studied in the literature also include those of the form and, more generally,
subject to certain conditions [2] . We shall give some results for discrete versions of (1.8a) and (1.8b) in the present paper.
Remark 1.1 Eqn (1.7) was discussed, in [9] , as a model for the spread of certain infectious diseases with periodic contact rate that varies seasonally, where τ > 0 is the length of time an individual remains infectious and it is assumed that there exists ̟ > 0 with f(t + ̟, u) = f(t, u) for all t ∈ R and u ∈ R + (see [9] for details). Using Krasnosel ′ skiȋ's fixed point theorem in a cone [14, p.137 ], Cooke and Kaplan [9] established the existence, if τ is sufficiently large, of a nontrivial periodic nonnegative solution to (1.7) with period ̟. Later, Leggett and Williams [15] generalized the results in [9] .
Preliminaries to the fixed point analysis
For basic functional analysis see, e.g., [16] . Suppose that X is a linear space; if · is a norm on X we denote by X · the corresponding normed linear space and if X · is a Banach space we denote it by X or {X; · }. The closure of a set S is denoted S , and the boundary ∂S of an open set S is ∂S := S \ S. For the basic properties of convex sets and cones 4 (needed below) see [13, 14] . Denote by ℓ(Z) the linear space whose elements are sequences with real x(n):
. .}, and we have the obvious definitions of addition and scalar multiplication).
Definition 2.1 Let ω ∈ N be a given positive integer. Then x = {x(n)} n∈Z is an ω-periodic sequence if x(n + ω) = x(n) for all n ∈ Z. A ω = A ω (Z) denotes the (finite-dimensional) subspace of ℓ(Z) consisting of all ω-periodic sequences. We define the norm |·| ω on A ω (Z) by setting |x| ω = sup n∈Z |x(n)| = max 1≤n≤ω |x(n)| for x = {x(n)} n∈Z ∈ A ω (Z). A solution x of (1.2) is called periodic if it satisfies (1.2) for n ∈ Z and x ∈ A ω for some integer ω ∈ N.
Obviously, an ω-periodic sequence is ω ⋆ -periodic where ω ⋆ /ω ∈ N. We next state, as lemmata, two basic results (applicable for given ω ∈ N).
If an operator T : D → A ω is continuous and maps bounded sets into bounded sets, then T is completely continuous (compact).
For Lemma 2.3, recall that T : D → A ω is completely continuous, or compact, if, and only if, for any bounded sequence {x n } in D, there exists a subsequence {x n k } of {x n } such that {T x n k } is convergent in A ω . By the general HeineBorel theorem, every bounded set in A ω contains a convergent sequence.
The existence of one or more periodic solutions of (1.2) will be established via fixed point theories. We associate with (1.2) an operator T on ℓ(Z) (or a subspace), with (T x)(n) := n j=n−N k(n, j)f (j, x(j)), and we identify a solution of (1.2) as a fixed point of T . We will use (citing, and paraphrasing, [2] [2] to discuss (1.1).
Theorem 2.4 (Krasnosel ′ skiȋ) Let X ≡ {X; · } be a Banach space and let C ⊂ X be a cone in X . Assume Ω 1 , Ω 2 are open subsets of X with 0 ∈ Ω 1 , Ω 1 ⊆Ω 2 , and let T : C ∩ (Ω 2 \Ω 1 ) → C be a completely continuous operator such that either (i) T u ≤ u , u ∈ C ∩ ∂Ω 1 and T u ≥ u , u ∈ C ∩ ∂Ω 2 or (ii) T u ≥ u , u ∈ C ∩ ∂Ω 1 and T u ≤ u , u ∈ C ∩ ∂Ω 2 is true. Then T has a fixed point in C ∩ (Ω 2 \Ω 1 ). Theorem 2.5 (Non-Linear alternative) Suppose that K is a convex subset of a normed linear space X · , and let U be an open subset of K, with p ⋆ ∈ U. Then every compact, continuous map T ♮ : U → K has at least one of the following two properties: (i) T ♮ has a fixed point in U ; (ii) there is an x λ ∈ ∂U with
Note that (i) and (ii) are not (as sometimes implied by the description alternative) mutually exclusive, but if conclusion (ii) is shown to be false then conclusion (i) holds. In applications, K can be a cone.
Theorem 2.6 (Leggett-Williams) Let X · define a Banach space X , C ⊂ X a cone in X , r 1 , r 2 ∈ (0, ∞), r 1 = r 2 with R = max{r 1 , r 2 } and r = min{r 1 , r 2 }. Define C η = {x ∈ C : x < η} (∂C η = {x ∈ C x = η}, C η = {x ∈ C x ≤ η}). Let T : C R → C be a continuous, compact map such that (i) there exists u 0 ∈ C\{0} with T u u for u ∈ ∂C r ∩ C(u 0 ) where C(u 0 ) = {u ∈ C ∃λ > 0 with u λu 0 }; and (ii) T u ≤ u for u ∈ ∂C R . Then T has at least one fixed point x ∈ C with r ≤ x ≤ R.
Main results on discrete equations
The authors' main results will be stated as Propositions. Associated with (1.2), we define (for suitable k, f ) an operator T on ℓ(Z) by
A fixed point of T is a solution of (1.2). We shall rely on assumptions that parallel assumptions made in discussions [2] of the continuous case (1.1). We shall also make additional varying assumptions from amongst the following together with additional conditions. We have
2) Throughout, one may replace ω by ω ⋆ =  × ω with given  ∈ N.
The function ψ is a non-decreasing continuous map ψ :
The functions f , ψ in (3.5a), and q ∈ A ω satisfy f (n, u) ≤ q(n)ψ(u) for all u ∈ R + and n ∈ Z. (3.5b) Assumption 3 (c) There exists a constant a 0 ∈ (0, 1), such that the functions f , ψ in (3.5a), and q ∈ A ω satisfy
Assumption 4 With given f , ψ, q, there exists a continuous function χ :
(The second inequality in (3.7) arises in (3.5b).) In Proposition 3.5 we require (3.7) with χ(u)/u nonincreasing for u in an interval (0, r). Some further assumptions are stated, later, in terms of κ max , κ min :
The following assumptions relate to the integral equation (1.1).
Assumption 5
We have ̟ ∈ R + and
Proposition 3.1 Suppose that Assumption 5 applies. When h > 0, when
and k and when k, f and f are related by
12) then Assumptions 1 and 2 are satisfied with ̟ = h × ω where ω ∈ N. Suppose, additionally, that q ∈ C(R → R) and q(t) = q(t + ̟) for t ∈ R.
(3.13a)
Then if q(n) = q(nh) (for n ∈ Z) and ̟ = h × ω, it follows that q ∈ A ω . Relations (3.5b) or (3.5c) follow if, respectively,
Remark 3.1 Conditions on k, f and on q, in the literature on (1.1), include the assumptions on k, f and on q of Proposition 3.
In view of Proposition 3.1, we later suppose that h ∈ H ̟ . Referring to Example 1.1, where h = τ /N τ , we also ask that h ∈ H τ . This restricts τ and ̟ (we need τ = {N τ /N ̟ }̟). This restriction will be overcome; see Proposition 4.1 et seq. 
Positive periodic solutions via Krasnosel

2). In Krasnosel
so T x ∈ A ω . Next we require that T : C → A ω is continuous and compact.
Continuity is readily established; consider the compactness of T . Let Ω be a bounded set in C (there exists r > 0 with |x| ω ≤ r for all x = {x(n)} n∈Z ∈ Ω). Since f (j, ·) is continuous on R + for each j ∈ {1, . . . , ω}, there exists M r > 0 such that |f (j, u)| ≤ M r for all u ∈ [0, r] and j ∈ {1, . . . , ω}. For n ∈ {1, . . . , ω} and x = {x(n)} n∈Z ∈ Ω, we have
so T Ω is a bounded subset of A ω , and T Ω is compact. Thus, T is compact.2 Proposition 3.2 Suppose (from the listed Assumptions on k, f , ψ, ξ) that (3.3), (3.4a), (3.4b), (3.4c) (3.5a), (3.5b), (3.5c). (3.6) hold and, given (3.8), suppose (where q is the function in (3.5b))
there exists M ∈ (0, 1) with
there exists α > 0 with α > κ max (q)ψ(α); (3.14c) and there exists β > 0, β = α, with
Then, (1.2) has at least one positive periodic solution x ∈ A ω (Z), with
Proof. For a ∈ R let Ω a = {x ∈ A ω : |x| ω < a}. To apply Krasnosel ′ skiȋ's fixed point theorem, we shall show that the following conditions hold:
(a) Let x ∈ C. Then (3.5) implies that, for n ∈ {1, . . . , ω},
On the other hand, since x ∈ C, we have x(n) ≥ M|x| ω for n ∈ Z, and therefore (3.5), (3.6), (3.16) and (3.14b) give for n ∈ {1, . . . , ω},
thus, T x ∈ C and (a) holds.
To establish (b), let x ∈ C ∩ ∂Ω α = S α . In this case, |x| ω = α and x(n) ≥ Mα for all n ∈ Z. Now for n ∈ {1, . . . , ω}, we have
This, with (3.14c), yields
To establish (c), let x ∈ C ∩ ∂Ω β = S β . Then |x| β = β and Mβ ≤ x(n) ≤ β for all n ∈ Z. Now, for n ∈ {1, . . . , ω}, it follows from (3.5) that 17) which, together with (3.14d), yields
and thus |T x| ω > |x| ω ; that is, (c) holds.
Applying Krasnosel
Finally, we note that |x| ω = α and |x| ω = β. In fact, if |x| ω = α, then from x = T x we have α = |x| ω = |T x| ω ≤ ψ(α)κ max (q) < α = |x| ω (which is a contradiction). A similar argument shows that |x| ω = β. This completes the proof. 2
Example 3.1 Consider (compare (1.8a)) the non-linear system
18)
where 0 < γ < 1. Assume that k satisfies (3.3) and, for ω ∈ N, that
(with κ min (g), κ max (g) defined by (3.8)). Then (3.18) has at least one positive periodic solution x ∈ A ω , where
To see that the above result is true, we apply Proposition 3.2 with q = g, f (n, u) = q(n)u γ , ψ(u) = u γ , a 0 = 1 and ξ(u) = u γ . Now, the continuity and periodicity conditions on k, f in Proposition 3.2 and continuity and monotonicity properties of ψ are clearly satisfied; we verify (3.14). Now (3.14a) is satisfied by assumption. To establish (3.14b) for ξ, we note that
) is also true. Now apply Proposition 3.2.
With additional conditions on k and f in (1.2), applications of Proposition 3.2 will yield additional positive periodic solutions of (1.2). For completeness we provide one result on multiple solutions.
Proposition 3.3 Suppose (from the listed Assumptions on k, f , ψ, ξ) that (3.3), (3.4a), (3.4b), (3.4c) (3.5a), (3.5b), (3.5c), (3.6) hold, and also that (3.14b) is satisfied. Also, given (3.8), suppose (where q ∈ A ω is the function in (3.5b)) that there are constants 0 < γ 0 < γ 1 < γ 2 with (i)
2) has at least two positive periodic solutions x 1 = {x 1 (n)} n∈Z , and
Proof. The existence of x 1 follows from Proposition 3.2 with α = γ 1 and β = γ 0 , and the existence of x 2 follows from Proposition 3.2 with α = γ 1 and β = γ 2 . 2
Non-negative periodic solutions via the non-linear alternative
We use the non-linear alternative to obtain an existence result for (1.2).
Proposition 3.4 Suppose (from the listed Assumptions on k, f , ψ, and q ∈ A ω ) that (3.3), (3.4a), (3.4b), (3.4c), (3.5a), (3.5b) are satisfied, and in addition assume that, with κ max (q) as in (3.8), there exists α > 0 with
Then (1.2) has a non-negative solution x ∈ A ω with |x| ω < α.
Proof. Any non-negative solution (that is, with x(n) ≥ 0 for n ∈ Z) of (1.2) is a solution of
where f ♮ (n, u) = f (n, |u|). (3.22) By construction, and the assumptions on f , f ♮ (n, ·) is continuous on R for each n ∈ Z and f ♮ (n + ω, u) = f ♮ (n, u) ≥ 0 for all n ∈ Z and u ∈ R.
(3.23)
We apply the alternative theorem to (3.21), setting
and taking X · to be A ω with norm | · | ω and U = {x ∈ A ω |x| ω < α}. It is easy to see that the operator T ♮ on A ω (where (T ♮ x)(n) = n j=n−N k(n, j)f ♮ (j, x(j)) for n ∈ Z) maps A ω to A ω by conditions (3.3) and by the assumed properties of f . In addition, these properties guarantee that T ♮ : A ω → A ω is continuous and compact. Let x λ ∈ A ω be any solution of
for 0 < λ < 1. Notice that (3.3) and (3.4) imply x λ (n) ≥ 0 for all n ∈ Z. Now for n ∈ {1, . . . , ω}, we have |x
In addition, (3.20) and (3.25) implies that |x λ | ω = α. Apply the non-linear alternative: since we have shown that option (ii) (in the statement of that theorem) cannot occur, we deduce that (1.2) has a solution x = {x(n)} n∈Z ∈ A ω with x(n) ≥ 0 for all n ∈ Z. Further, |x| ω < α. (We have |x| ω ≤ α by the non-linear alternative and |x| ω = α by an argument similar to that used to show that |x λ | ω = α.) 2
the null periodic sequence, {y(n) = 0} n∈Z , is not a solution of (1.2). Then, the non-negative solution x with |x| ω < α, in Proposition 3.4, satisfies |x| ω > 0.
Non-negative periodic solutions via the Leggett-Williams theorem
It is possible to use the Leggett-Williams fixed point theorem to establish the existence of non-negative periodic solutions of (1.2).
Proposition 3.5 Suppose (from the listed Assumptions on k, f , ψ, and q ∈ A ω ) that (3.3), (3.4a), (3.4b), (3.4c), (3.5) hold; suppose, further, that χ satisfies (3.7). In addition, assume that
that there exists R > r > 0 such that χ(u) u is nonincreasing on (0, r) and
2) has a non-negative solution x ∈ A ω with r ≤ |x| ω < R.
Proof. In the Leggett-Williams theorem (Theorem 2.6), take X = A ω and C = {x ∈ A ω x(n) ≥ 0} for n ∈ {1, . . . , ω}, i.e., {x ∈ A ω x(n) ≥ 0 for n ∈ Z}. Clearly, C is a cone in A ω . Let u 0 = {u 0 (n)} n∈Z with u 0 (n) = 1 for all n ∈ Z and note that C(u 0 ) = {x ∈ C : there exists λ > 0 with x(n) ≥ λ for n ∈ {1, . . . , ω}. From (3.3) and (3.4a), it follows that T : C → C (where (T x)(n) = n j=n−N k(n, j)f (j, x(j)) for n ∈ Z and x ∈ C) is continuous and compact.
To apply Theorem 2.6, we first show
If x ∈ S R , then |x| ω = R and for n ∈ {1, . . . , ω}, since
This, together with (3.27b), gives
which implies that (3.28) is true. Next we show
To show this, let x = {x(n)} n∈Z ∈ S r ∩C(u 0 ), hence |x| ω = r and r ≥ x(n) > 0 for n ∈ {1, . . . , ω}. Now, for n ∈ {1, . . . , ω}, we have
Let n 0 ∈ {1, . . . , ω} be such that min n∈{1,...,ω} x(n) = x(n 0 ) and this together with the previous inequality yields, for n ∈ {1, . . . , ω},
By (3.27a) we obtain (T x)(n) > x(n 0 ) for n ∈ {1, . . . , ω} and (T x)(n 0 ) > x(n 0 ), which means that (3.31) is true.
Applying Theorem 2.6, we conclude that (1.2) has a non-negative periodic solution x = {x(n)} n∈Z ∈ C with r ≤ |x| ω ≤ R. Note that |x| ω = R since if |x| ω = R, then from x = T x, (3.29) and (3.30), we have
Example 3.2 Consider the following discrete non-linear system
32)
with 0 < α < 1, β ≥ 1 and (3.3) satisfied. In addition assume 
To establish this, let
and q(n) = g(n) with r = κ min (g) < κ min (g). Also, χ(u)/u = 1/u 1−α is non-increasing on [0, r] as 0 < α < 1, and finally (3.27b) holds with R = 1. We can now apply Proposition 3.5.
Discretization
We develop further the discussion of the discretization of (1.1). We first pause to indicate the general nature of results found concerning (1.1), in the literature and refer to the application of Krasnosel Then there exists at least one ̟-periodic solution x of (1.1) such that 0 < min{α, β} < sup t |x(t)| < max{α, β}; x(t) ≥ M min{α, β} for t ∈ R. (4.2)
A ̟-periodic solution x is a solution that satisfies x(t+ ̟) = x(t) for all t ∈ R.
Proposition 4.1 Suppose that 0 < τ ∈ R + and that τ ≡ τ (ε) with 0 < τ − ε < τ ≤ τ . If the conditions of Theorem 4.1 apply, they apply also when τ is replaced byτ provided that ε is sufficiently small -and the conclusion of Theorem 4.1 applies to a ̟-periodic solutioñ
Further, provided that ε is sufficiently small, if the conditions of Theorem 4.1 apply to (4.3) they establish the existence of a ̟-periodic solution x of (1.1).
Proof:
We are concerned only with the effect of replacing κ max,min (q) in (3.14) by κ τ max,min (q) insead of by κ τ max,min (q). Under the assumptions, the integrals t t ′ k(t, s)q(s) ds depend continuously on t ′ ∈ [τ, τ +ε], uniformly in t. The integral with lower limit t−τ and that with lower limit t− τ are therefore arbitrarily close (uniformly in t) for correspondingly small ε. Indeed, | 2
We shall exploit the preceding result, which indicates (in broad terms) that one can consider τ > 0 to be replaced by a nearbyτ . Assume that τ − ε <τ ≤ τ, andτ = Nτ h where Nτ ∈ N, (4.4)
for sufficiently small ε > 0 that Proposition 4.1 applies. The process for ensuring (4.4) is discussed later ( §4.3). We consider discretization of
(which is (1.1), with τ replaced byτ ) using quadrature. When we discretize (4.5), we seek (for Nτ ∈ Z + , h =τ /Nτ ) a discrete system of the type
with x(j) ≈ x(jh). Our aim is to examine conditions on the integral equation (1.1) which allow the analysis, as in [1] , of periodic solutions, and to discuss whether one can apply, to (4.6), the discrete analysis developed earlier.
We assume that k satisfies conditions (for example, those in Theorem 4.1) that guarantee the existence of a ̟-periodic solution x of (1.7), on the assumption that ε is sufficiently small that the conditions continue to be satisfied when τ is replaced byτ in (4.4) ; see Proposition 4.1. To simulate Theorem 4.1 (and similar results) using discrete equations, we present (see §4.1 and B) various quadratures that can be used to discretize (1.1), via (4.5), while ensuring the existence of periodic solutions of (4.6).
Remark 4.1 From a purely computational perspective, one might discretize (1.1) using the given τ , perhaps by implementing an error control mechanism, but without any attempt to conserve periodic equations. It is to be expected that the analysis carried out here will yield insight into approximations obtained by such means.
Quadrature rules: basic properties and examples
We restrict attention to simple approximations associated with sampling the integrand at equally-spaced abscissae. Though we need to discretize integrals over [t−τ, t] (first replacing the integral by that over [t−τ , t]), our quadrature rule is defined by the approximation for an integral over [0, 1] , of the type
with the convention that an affine change of variable is used to secure, for arbitrary finite a < b, the related, or induced, approximation (4.8) is the quadrature "approximation" to b a ψ(s) ds. We define the quadrature "rule" Q as the map that, with N ∈ N, assigns to finite a, b ∈ R and ψ ∈ R[a, b] the value (4.8). We restrict the permitted quadrature (4.7) to formulae satisfying N ℓ=0 w ℓ = 1, and w j ≥ 0 for j ∈ {0, 1, . . . , N}.
(4.9)
Certain Newton-Cotes rules, the 2-point Radau rule, the composite versions, and classical Romberg and certain Gregory rules (see below) provide examples.
Both (4.7) and (4.8) define the quadrature rule Q, but a rule is defined uniquely by the "weights" {w ℓ } N 0 and the abscissae in (4.7). Since some weights w j may vanish, the values of h and N are fixed by requiring that (4.7) with h ∈ (0, 1] cannot be rewritten using a larger value h * > h (smaller value N * < N ∈ N where h * = 1/N * ), as an approximation
A quadrature family Q (a collection of rules) is defined by (4.7) for h ∈ H Q ⊂ (0, 1]. We assume (4.10) are defined by a monotonically decreasing sequence of values h ℓ with
) is assumed to define uniquely a particular rule in Q. The selection of a particular type of quadrature rule restricts N Q (the possible N [ℓ] ): for m-times repeated rules (see below) N
[ℓ] has the form m × N [0] while for classical Romberg rules (see [4, 5] and Appendix B) N
[ℓ] has the form 2 m × N [0] (ℓ, m ∈ N). Subsequently, we employ approximations
derived as particular cases of (4.8) on setting a = (n − N)h and b = nh.
We now describe some additional families of quadrature. A composite or mtimes repeated quadrature formulae (m ∈ N) is based on summation over ℓ of the contributions
Approximation (4.12) is of the generic form (4.7); (m × Q 1/N )(ψ) could be written Q 1/mN (ψ). As (4.8) followed from (4.7), so one obtains, from (4.12),
For Newton-Cotes rules, N is limited by (4.9), so h = 1/N is bounded away from zero, but the use of composite versions with increasing m overcomes this.
We denote by R[0, 1] the space of bounded Riemann-integrable functions on [0, 1] . If the points η = {η ℓ } M +1 0 
Convergence of quadrature rules as h → 0
The types of permitted quadrature rules discussed above provide generic sums, denoted {Q h (ψ)}, that approximate the integral 1 0 ψ(s) ds. Thus, the expres- 
Assumption 6
The family Q is convergent. Proof Write g(t + (σ − 1)τ )) = f(t + (σ − 1)τ, q(t + (σ − 1)τ )); by assumption, g ∈ A ̟ is continuous and
which tends to 0 as |σ ′ − σ ′′ | → 0 by virtue of the uniform continuity of
Approximate integration on [t − τ, t]
For h ∈ H Q , Q h ∈ Q induces (with finite a < b ∈ R) a corresponding formula
Henceforth, we are mainly concerned with integrands ψ(s) of the form k(t, s)f(s, x(s)) with t ∈ R (integrated for s ∈ [t − τ, t]). Given arbitrary τ > 0 and t ∈ R, a convergent family of quadrature rules Q induces corresponding {Q
} that generate discrete equations obtained from (1.1). For the specific τ in (1.1), we require quadrature (cf. (4.11)) to approximate integrals over [t − τ, t], in which t = nh, h ∈ H ̟ ∩ H τ . If τ /̟ ∈ Q + , this cannot be achieved, so we replace τ by an approximationτ withτ /̟ ∈ Q + , and h ∈ H ̟ ∩ Hτ . The approximatioñ τ ≈ τ (withτ ≤ τ ) can be made arbitrarily close by taking suitable sufficiently small h ∈ H ̟ . To use rules from the family Q we also require h ∈ τ H Q ; this is a refinement of (4.4) requiring N τ ∈ N; now, N τ ∈ N Q . In commonplace families of quadrature, the members N [ℓ] in the sequence N Q form either a increasing arithmetic progression or an increasing geometric progression.
with 1 < ν ∈ N, and, for simplicity and convenience, we take the latter case with N [ℓ] = ν ℓ . Then, Nτ = νλ withλ = ⌊log ν (̺N ̟ )⌋ (and Nτ > Nτ⋆).
Our approximate integration proceeds, with a choice of h ∈ H ̟ ⊂ (0, τ ], to determination of τ , to application of a quadrature rule. When
the quadrature involved in (4.7) induces, for t = nh, and on setting N equal to Nτ , the approximation 2 m −j > 0. We thus obtain, for t = nh, formulae of the type
(Note the restricted form of h.) Further, the r-th Gregory rule G Nτ r (using Nτ + 1 abscissae, and with r ≤ Nτ ) gives for t = nh an approximation
j , for j ∈ {0, 1, . . . , Nτ }. These rules include the NewtonCotes case (for r = Nτ ), so the weights need not be positive, as we require.
Numerics of integral equations
We can now address the issue of guaranteeing conditions for periodic solutions when we discretize an integral equation (1.1) for which a result like Theorem 4.1 holds. Given a ̟-periodic solution x(t) of (1.1), the sequence {x(n) = x(nh)} n∈N is ω-periodic where ω = ̟/h and we seek conditions ensuring a ω-periodic solution of our discretized equations. Obviously, ω is a function of h, ω = ω(h). We now consider an equation of the type (4.6) but in the form
This is of the form (1.2) with k(n, j) := hW n−j k(nh, jh), f (j, u) := f(jh, u). We define (4.20) to be the Q h -based discretization of (1.1) and we examine the assumptions made in Propositions 3.1-3.5 when applied to (4.20) . Now if ̟ = ωh for ω ∈ N, then k(n, j) = k(n + ω, j + ω) when k(nh + ̟, jh + ̟) = k(nh, jh), and f (n, u) = f (n+ω, u) when f(nh+̟, u) = f(nh, u). The following is typical of the results we seek.
Proposition 4.5 Given q ∈ A ̟ , and f satisfying (3.9b), suppose that ̟ = ωh and define q(n) = q(nh), f (n, u) = f(nh, u). (a) Suppose that ψ satisfies (3.5a) and the functions f, ψ and q satisfy f(t, u) ≤ q(n)ψ(u) for all u ∈ R + and t ∈ R, Then (3.5b) is satisfied. (b) If there exists a constant a 0 ∈ (0, 1), such that f, ψ, and q satisfy a 0 q(t)ψ(u) ≤ f(t, u) for all u ∈ R + and t ∈ R, then (3.5c) is satisfied.
Other assumptions in the discrete case depend on κ min,max (q) (q ∈ A ω , cf. Proposition 4.6 Suppose that k(t, s) satisfies (3.9a) in Assumption 5 and q ∈ A ̟ is continuous. Then, n j=n−Nτ (h) hW n−j k(t, jh)q(jh)− t t−τ k(t, s)q(s) ds is arbitrarily small (uniformly for t = nh in R) and κ τ min,max (q) differ from κ min,max (q) by arbitrarily small amounts for sufficiently small h.
It now follows that our discrete theory is applicable to the equations obtained by application of convergent quadrature of the type discussed above, given sufficient conditions on the integral equation. The following result is typical: (ii) A cone C in X induces a partial ordering in X by the definition u v if and only if v − u ∈ C. For u, v in C such that v − u / ∈ C we write u v. A Banach space with a partial ordering induced by a cone is a partially ordered Banach space.
(iii) An operator T is a compression of a cone C in an ordered Banach space if (a) T (0) = 0; (b) there exist r, R with 0 < r < R such that T (u) u if u ∈ C, u ≤ r, and u = 0; and also, (c) for all ε > 0, (1 + ε)u T (u) if u ∈ C, u ≥ R.
The "compression of the cone" theorem [14, p. 137] due to Krasnosel ′ skiȋ (1920-1997) reads as follows.
Theorem A.2 Let the positive completely continuous operator T be a compression of the cone C. Then T has at least one non-zero fixed point on C.
The proof of this theorem relies upon a result due to the Polish mathematician Julius Schauder (1899-1943): A completely continuous operator that transforms a bounded convex and closed set into itself has at least one fixed point in the given set. Theorem A.2 was refined by Leggett and Williams [15] who proved the following result, in which the conditions associated with a compression are relaxed. Theorem A.3 Given a cone C ∈ X , define C ρ := {v ∈ C| v ≤ ρ} (ρ ∈ (0, ∞)) and C ∞ = C. Suppose u ∈ C \{0} and C[u] := {v ∈ C|αv u for some α > 0}. For some R > 0, suppose that T : C R → C is completely continuous with T (0) = 0, and there exists r with 0 < r < R such that T (u) u if u ∈ C, u = r and for all ε > 0, (1 + ε)u T (u) if u ∈ C, u = R. Then T has a fixed point x ∈ C with r ≤ x ≤ R
B Quadrature examples
In this appendix, we describe some families of quadrature with origins in composite rules. For the trapezium rule, Q T (ψ) (say), where Q T (ψ) = Classical Romberg quadrature is based on the elimination of derivative correction terms to T 0 (h, ψ) (see [4, 6] for the rigorous details). For sufficiently smooth integrands, the Euler-Maclaurin formula gives, in the notation of (B.1), 1 0 ψ(s) ds =
• How do the dynamics of a solution x(ϕ; t) of (1.2) for n ≥ 0 (given x(n) = ϕ(n) for n ∈ {−N, 1 − N · · · , −1}) relate to the existence of periodic solutions of (1.2) for t ∈ R? Does this emulate the way the dynamics of a solution x(φ; t) of (1.1) for t ≥ 0, given x(t) = φ(t) for t ∈ [−τ, 0], relate to the existence of periodic solutions x of (1.1), considered for all t ∈ R?
• What is the perturbation in a solution x(t) if τ ∈ R is replaced by a neighbouring τ ? (One may formulate an equation for the sensitivity of x to τ .)
• What can be said about x(φ; nh) − x(ϕ; n) for small h when ϕ(n) = φ(nh)? (This is easily investigated when f(t, u) satisfies a uniform Lipschitz condition in u.)
• Where a solution {x(n)} of (1.2) exists, and we set y(n) = f (n, x(n)), we have y(n) = f (n, n j=n−N k(n, j)y(j)) (for n ∈ Z). These equations yield a viewpoint that may be pursued further.
• When c = {c(n)} is suitably periodic, we might consider the equation x(n) = n j=n−N k(n, j)f (j, x(j)) + c(n), by a study ofx(n) = x(n) − c(n) wherex(n) = n j=n−N k(n, j)f j,x(j) − c(j) .
