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ABSTRACT 
A matrix [ ai j( a)xi j ] is shown to be positive semidefinite or positive definite if the 
matrix [xi j] is positive semidefinite or positive definite and aij( a) belongs to a large 
class of functions of a. This class includes the reciprocals of the ath mean values of 
xii and xii in the cases where xii, xii, and a are all positive. 
1. INTRODUCTION 
Let Y = [ yij] be a positive semidefinite (respectively positive definite) 
m x m matrix of corrected sums of squares and sums of products of sample 
observations from a multivariate normal population, for which the diagonal 
elements of Y are all positive. Then (as in [3], for example) the sample 
correlation matrix S = [si j], in which the observations are standardized by 
using geometric means, is defined by 
sij=&, i, j=1,2 ,..., m. 
The matrix S is clearly real symmetric, and it is readily seen that it is also 
positive semidefinite (respectively positive definite). See, for example, [5, 
Exercise 13.1.11. 
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If “standardization” is achieved by using the arithmetic mean ( yii + yjj)/2 
instead of the geometric mean 1/yiiyij, the resulting matrix 
'Yjj 
[ 1 Yii + Yjj 0.1) 
is equally clearly real symmetric. In this note we show that (1.1) is either 
positive semidefinite or positive definite when [yij] is positive semidefinite, 
and that (1.1) is always positive definite when [yi j] is positive definite. We 
also show that the same conclusions are true when “standardization” is 
achieved by using means which are more general than the arithmetic and 
geometric means. 
We first state, for convenience, some definitions and known results. 
2. DEFINITIONS, NOTATION, AND KNOWN RESULTS 
(4 
For x > 0, y > 0, and (Y > 0, the generalized mean M,(r, y) is defined by 
and has the following well-known properties (see [I]): 
x+Y 
M,(r,y)=2. the arithmetic mean of x and y, (2.2) 
lb M,(x,y)=fi, the geometric mean of x and y, (2.3) 
a-o+ 
lim M,(x, y) = max(x, y). (2.4) 
CX--r+CC 
Let A, = [aij(a)], h w ere (Y > 0. Then, if the limits exist, we write 
AO= [“ij(o+)] = [ aty+aij(u)] 
and 
POSITIVE SEMIDEFINITE MATRICES 123 
A real symmetric matrix is positive semidefinite if and only if it is singular 
and all of its proper principal minors are nonnegative. See [S]. 
A real symmetric matrix is positive definite if and only if either 
(i) its eigenvalues are all positive, or 
(ii) its principal minors are all positive, or 
(iii) its leading principal minors are all positive, or 
(iv) its determinant is positive and all of its proper principal minors are 
nonnegative. 
Of these conditions, those in (iv) appear to be less well-known than the 
others. The proof is similar to that of (ii), which is given in [4, Theorem 
2.14.31. That the conditions of (iv) cannot be weakened as in (iii) by replacing 
“principal minors” by “leading principal minors” can be seen by putting 
aij = 6. ,,5_j, where 16 i, j < 4. 
(E) 
Let fi, i=1,2 ,..., m, be elements of a Hilbert space in which the inner 
product between two elements f and g is denoted by (f, g), and let the 
Gram matrix [(A, jj}] be denoted by G. Then the determinant of G is 
nonnegative and G is positive semidefinite if and only if the set (A)? is 
linearly dependent. Furthermore, G is positive definite if and only if the set 
(f,‘)l; is linearly independent. See [2]. 
Let A = [ajj] and B = [bij] b e real symmetric matrices. Then, if A and 
B are both positive definite, the Hadamard product A X B is also positive 
definite. If A is positive semidefinite and B is either positive semidefinite or 
positive definite, then A X B will be positive semidefinite if it is singular and 
positive definite otherwise. Furthermore, in either case 
det[A XB]>b,,b,. . * b,,det A and det[A x B] >, det Adet B. 
These results are obvious refinements of [S, Theorem 13.5.6 and its 
Corollary]. 
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The functions g.(x) = xBeCkiX, i = 1,2 m, where the ki are positive 
constants, are linearly independent on (0, ;d)‘;or all real /I if and only if the 
ki are distinct. 
3. MAIN RESULTS 
THEOREM 1. Let +(x, y) be any positive valued +&ion, let a > 0, let 
x1. x 2,..., x, be any real numbers, and let 
aij(a) = [$(xi,a)++(xj,a)] -1’a. (3.1) 
Then the matrix A, = [aij(a)] is positive definite if the values of +(xi, a), 
i = 1,2 ,***, m, are all distinct, and it is positive semidejkite otherwise. If, in 
addition, aij(O+) and aij(+w) exist, then the matrices A,, and A,, as 
defined in Section 2(B), are positive semidefinite if they are singular and 
positive definite if they are rwnsingular. 
Proof Let /? = (a-i - 1)/2 and let y > 0. Then /a” t 2fle-y” dt exists and 




u2fle-“du = y-‘/“I’(l/a). 
0 
(3.2) 
NOW let Y = +(ri, 0) + +(Xj> (Y) and let 
A(t) = [r(l/a)] -1’2tfie-fe(X~~a), i = 1,2 ,...,m. 
Then it follows from (3.2) that 
(3.3) 
Since the right hand side of (3.3) is positive and finite, fi’ belongs to the 
Hilbert space L2(0, co), for which the inner product (A’, 4) is just the left 
hand side of (3.3). Hence, by (3.1) and (3.3), aij( a) = (A, f;.), so that A, is 
the Gram matrix of the set (A)?. Since, by Section 2(E), the set (A);” is 
linearly independent if and only if the values of @(xi, a) are distinct, the 
proof of the first part of the theorem then follows immediately. 
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Since, by Section 2, (C) and (D), the principal minors of A, are all 
nonnegative, the same is true for the principal minors of A, and A,. It then 
follows from (C) that A, and A, are positive semidefinite if they are 
singular, and from (D) that they are positive definite if they are nonsingular. 
n 
THEOREM 2. Let [xii] be a real symmetric matrix, and let aij(a) be 
defined by (3.1). Then 
(i) if [xii] is positive definite, the matrix [a, j(a)xi j] is positive 
definite; 
(ii) if [xij] is positive semidefinite, the matrix [aij(a)xij] is positive 
semidefinite if it is singular, and positive definite otherwise; 
(iii) if [xii] is either positive definite or positive semidefinite and if, 
in addition, ai .(O + ) and a i .( + 00) exist, the corresponding matrices 
[a,j(O+)xij] anct [aij(+ m)xijj are positive semidefinite if they are singu- 
lar, and positive definite otherwise. 
Proof. It suffices to observe that all of the matrices A,, [xii], A,, and 
A, are either positive semidefinite or positive definite. The proof of the 
theorem is then a direct application of Section 2, (F) and (D). n 
The results stated in the introduction can now be proved. 
Some Special Cases 
Let +(x, a) = xa/2 for x > 0, where a > 0. Then 
1 
aij(cx) = 
MJxi9 xj) ' 
by (2.1) and (3.1), so that both a i j(O + ) and a i j( + co) exist, as stated in (2.3) 
and (2.4). 
Let Y = [ Yi j] be a positive semidefinite matrix with positive diagonal 
elements. Then, by putting xi = yii and xj = yjj in (4.1) and by using 
Theorem 2, it follows that the matrix 
(4.2) 
is also positive semidefinite if it is singular and positive definite otherwise. 
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If, on the other hand, Y is positive definite, then Section 2(F) shows that 
(4.2) will always be positive definite. 





I mm(Yil, Yjj) 1 (4.4) 
will be positive semidefinite if and only if they are singular, irrespective of 
whether Y is positive semidefinite or positive definite. But if Y is positive 
definite, Section 2(F) shows that (4.3) and (4.4) will always be positive 
definite. 
Finally, when (Y = 1 it can be seen from (4.2) and (2.2) that, when Y is 
positive semidefinite, [2yii/(yii + yij)] is positive semidefinite or positive 
definite, as asserted in the introduction. To illustrate the latter possibility, let 
711. = 2 and let Y be positive semidefinite. Then a direct calculation shows 
that, for any (Y > 0, (4.2) is positive definite if and only if yll # y%. 
REMARK. The proof of the first part of Theorem 1 is invalid when CY < 0. 
Furthermore, it is easy to show that Theorem 2 is in fact false when 
+(x, a) = xa/2, x > 0, and LY < 0. In particular, Theorem 2(ii) is false when 
(Y = - 1, which corresponds to “standardization” by dividing by harmonic 
means. 
The authors wish to acknowledge usefil discussions with the late Dr. 
D. K. Ross. 
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