Abstract. We provide a unified description of efficiency correction and error estimation for moments of conserved quantifies distributions in heavy-ion collisions. Moments and cumulants are expressed in terms of the factorial moments, which can be easily corrected for the efficiency effect. By deriving the covariance between factorial moments, we can obtain the general error formula for the efficiency corrected moments based on error propagation derived from the Delta theorem. The skellam distribution based Monto Carlo simulation is introduced to test the Delta theorem and Bootstrap error estimation methods. We find the obtained errors from the two methods can well reflect the statistical fluctuations of the efficiency corrected moments.
Introduction
In the conjectured two dimensional Quantum Chromodynamics (QCD) phase diagram (Temperature (T ) versus Baryon chemical potential (µ B )), the QCD Critical Point (CP) at finite T and µ B is an endpoint of the first order phase transition boundary and a second order phase transition point between the hadronic and de-confined Quark-Gluon Plasma (QGP) phase in the QCD phase diagram [1] . Experimental confirmation of the existence of a CP will be an excellent test of QCD theory in the non-perturbative region and a milestone of exploring the QCD phase structure. This is one of the main goals of the Beam Energy Scan (BES) program at Relativistic Heavy Ion Collider (RHIC) [2] . During the last five years, the higher moments of conserved quantities distributions in heavy-ion collisions, such net-baryon, net-charge and net-strangeness, have been extensively studied experimentally and theoretically to search for the possible QCD critical point in the phase diagram of strongly interacting matters . Because it is expected that the higher moments of conserved quantities are sensitive to the correlation length (ξ) of the hot dense nuclear matter created in the heavy-ion collisions [5] [6] [7] 24] . On the other hand, cumulants of conserved quantities are direct connection to the susceptibilities in theoretical calculations [25, 26] . This allows us to probe bulk properties, such as chemical freezeout, of the created nuclear matter in heavy-ion collisions by comparing experimental data with theoretical calculations, such as Lattice QCD and Hadron Resonance Gas (HRG) model [22, 27] .
The STAR Collaboration has published the energy dependence of moments of net-proton (as a proxy of net-baryon [28] ), net-charge multiplicity distributions in Au+Au collisions at √ s NN =7.7, 11.5, 19.6, 27, 39, 62.4 and 200 GeV [3, 4] . Those data are taken from the first phase of the RHIC BES in the year 2010 and 2011. In the year 2014, the experimental data of Au+Au Collisions at √ s NN =14.5 GeV are successfully taken, which can fill in the large µ B gap between 11.5 and 19.6 GeV. In those moment analysis, several techniques [29, 30] have been applied, such as centrality bin width correction (CBWC), defining a new collision centrality with charged particle multiplicity within large pseudo-rapidity (|η| < 1) and excluding the particle of interest used in the analysis, and efficiency correction. These techniques are used to address the effects of volume fluctuation, auto-correlation and finite tracking efficiency.
Since the moment analysis is statistics hungry analysis, it is crucial for us to get the correct statistical errors with limited statistics. Two error estimation methods have been applied to evaluate the statistical uncertainties in the moment analysis, one is the Bootstrap and the other is the so called Delta theorem method, which has also been discussed in the reference [29, 30] . The two methods have been proved to be correct and equivalent in term of the error estimation for the efficiency uncorrected moments of conserved quantity distributions in heavy-ion collisions. However, the Bootstrap method is a computer intensive resampling study and its calculation speed is quit slow with limited computing resources. Thus, based on the Delta theorem, we want to derive the analytical formula to calculated the statistical errors for the efficiency corrected moments. Because it is much faster and easier for us to calculate the statistical errors from the error formula. In addition, with the formula, we can easily predict the expected errors with certain number of events and efficiency number. In this paper , we provide a unified way to describe the efficiency correction and error estimation for moments of conserved quantities distributions based on the factorial moments. In the end, we will use Monte Carlo simulation to demonstrate that the errors obtained from the Delta theorem and Bootstrap methods can reflect the statistical fluctuations of the efficiency corrected moments. This paper is organised as follows. In the section 2, we will discuss the efficiency correction in the moment analysis. Then, the Delta theorem in statistics will be discussed in the section 3 and applied to derive the error formula for the efficiency corrected moments. In the section 4, we use Monte Carlo simulation to demonstrate the validity of the error formula. Finally, the summary is presented in the section 5.
Efficiency Correction for Moment Analysis in Heavy-Ion Collisions
Finite detecting efficiency for particle yield measurement in heavy-ion collisions can be easily corrected. However, it is not straightforward to get the efficiency corrected results for higher moments of particle multiplicity distributions. There are many discussions about the efficiency correction methods for moment analysis [3, 31, 32] . The basic idea is to treat the response function of the finite detecting efficiency as a binomial probability distribution, then various order efficiency corrected moments can be expressed in terms of the factorial moments, which can be easily corrected for efficiency. In the following, we will focus on net-proton moment analysis in heavy-ion collision experiment. Experimentally, we measure net-proton number event-by-event wise, n = n p − np, which is proton number minus anti-proton number. The average value over the whole event ensemble is denoted by < n >, where the single angle brackets are used to indicate ensemble average of an event-by-event distributions. For simplify, let's discuss the case of constant efficiency for (anti-)proton within the entire phase space. Then the probability distribution function of measured proton number n p and anti-proton number np can be expressed as:
where the P (N p , Np) is the original joint probability distribution of number of proton (N p ) and anti-proton (Np), ε p and εp are the efficiency of proton and anti-proton, respectively. To derive the efficiency correction formula for moments and cumulants, let's introduce the bivariate factorial moments:
With the Eq. (1), (2) and (3), we can obtain a useful relation between the efficiency corrected and uncorrected factorial moments as:
Now, the question turns into expressing the various order moments and cumulants in terms of the factorial moments. Before deriving the formula for the moments and cumulants of netproton distributions, we give the some useful mathematical relationships between moments, central moments, cumulants and factorial moments. Let's consider a multivariate random vector X = (X 1 , X 2 , ..., X k )
′ and a set of number r = (r 1 , r 2 , ..., r k ) ′ . The multivariate moments, central moments and factorial moments can be written as:
where E denotes the expectation value operator, and the m r (X), µ r (X) and F r (X) are multivariate moments, central moments and factorial moments, respectively. Then, we have the relation between the moments and central moments by using binomial expansions:
where i = (i 1 , i 2 , ..., i k ) ′ . To get the relation between moments and factorial moments, we need the Stirling numbers of the first (s 1 (n, i)) and second kind (s 2 (n, i)), which are defined as:
where the N , n and i are non-negative integer number. The recursion equations for the Stirling numbers of first and second kind are:
and
The Stirling number of the first kind may have the negative value while the value of the second kind is always non-negative. With the two kinds of Stirling numbers, we can write down the relations between moments and factorial moments:
Then, we can start to derive the formula for moments of net-proton distributions in terms of the factorial moments. There are two variables in net-proton number calculation, the number of protons (N p ) and anti-protons (Np). The n th order moments of net-proton distributions can be expressed in term of factorial moments:
Actually, there are two steps to obtain this equation, the first step is to expand the moments of net-proton to the bivariate moments by using binomial expansion, and the second step is to express the bivariate moments in term of the factorial moments using the Eq. (13) . Now, we can easily calculate the efficiency corrected moments of net-proton distributions in heavyion collisions by using the Eq. (4) and (15) . Finally, we can express the efficiency corrected cumulants of net-proton distribution with the efficiency corrected moments by using the recursion relation:
where the C r denotes the r th order cumulants of net-proton distributions.
In the above discussion, we only consider the case, in which the efficiency of proton and anti-proton are constant within the entire phase space. But, in most of the case, the efficiency of proton and/or anti-proton depend on their phase space (transverse momentum (p T ), rapidity (y), azimuthal angle (φ)). Thus, we need to re-consider the efficiency correction method. In the reference [32] , a method to deal with this case has been discussed, but the formulae for efficiency correction are rather involved and difficult to understand. In the following, we will show you an new method to apply efficiency correction for phase space dependent efficiency, which is straightforward and easier to understand. For simplify, let's consider the phase space of the proton and anti-proton are decomposed into two sub-phase spaces (1 and 2), within which the efficiency of proton and anti-proton are constant. We use the symbol ε p 1 , ε p 2 and εp 1 , εp 2 to denote the efficiency of proton and anti-proton in the two sub-phase spaces, and the corresponding number of proton and anti-proton in the two sub-phase spaces are N p 1 , N p 2 and Np 1 , Np 2 , respectively. Using the relations in Eq. (13) and (14), we have:
Based on the Eq. (17), we build up a connection between the bivariate factorial moments of proton and anti-proton in the whole phase space and the multivariate factorial moments of proton and anti-proton in the two sub-phase spaces. As an extension of Eq. (4) for multivariate case, the efficiency corrected multivariate factorial moments of proton and anti-proton in the sub-phase spaces can be obtained as:
where the f uvjk (N p 1 , N p 2 , Np 1 , Np 2 ) is the measured multivariate factorial moments of proton and anti-proton distributions. If the number of proton and anti-proton in the sub-phase space are uncorrelated with each other, we have:
Using Eq. (15), (16), (17) and (18), we can obtain the efficiency corrected moments of netproton distributions for the case, where the proton and anti-proton are with different constant efficiency in two sub-phase spaces. If the efficiency of the proton and anti-proton have large variations within the phase space, we need to divide the phase space into many small ones, in which the efficiency of proton and anti-proton are constant. It is straightforward to extend the Eq. (17) and (18), but it also requires more computing resources for efficiency correction.
Error Estimation for Efficiency Corrected Moments
In the paper [30] , we have already derived the error formula for various order moments based on the Delta theorem in statistics. But those formulae can only be applied to evaluate statistical errors for the moments without efficiency effects. In the sense of error estimation, we can obtain the standard error propagation formula based on the Delta theorem. In the following, we will derive the formula for obtaining the statistical errors of efficiency corrected moments by using the standard error propagation. In the section 2, we have derived the formulae to get the efficiency corrected moments and cumulants. Thus, to estimate the statistical errors of complicate statistic quantities, we can follow the standard error propagation procedure.
General Error Formula for Statistic Quantities
Suppose, φ is a function of variable (X i , i = 1, 2..., n), based on the standard error propagation, its squared standard error (variance) can be expressed as:
where V (X i ) is the variance of variable X i and Cov(X i , X j ) is the covariance between X i and X j .
To calculate the statistical errors, we need to know the variance and covariance of the variable X i in the Eq. (20). Since we will express the efficiency corrected moments and cumulants in terms of the factorial moments, the factorial moments are treated as the variable X i in Eq. (20) . Then, we need to know the expression for variance and covariance of the factorial moments. It is known that the covariance of the multivariate moments [33] can be written as:
where n is the number of events, m r,s =< X r 1 X s 2 > and m u,v =< X u 1 X v 2 > are the multivariate moments, the X 1 and X 2 are random variables. Based on Eq. (14) and (21), we can obtain the covariance for the multivariate factorial moments as:
where the f (r,u),(s,v) is defined as:
The definition of bivariate factorial moments f r,s , f u,v and f α,β are the same as Eq. (3). Now, we can use the Eq. (22) in the standard error propagation formulae to calculate the errors of the efficiency corrected moments.
For simplify, we assume the efficiency of proton and anti-proton are constant within the entire phase space. The original and measured number of proton and anti-proton are denoted as N p , Np and n p , np , the efficiency of proton and anti-proton are ε p and εp . We also define the following symbols for moments, cumulants and factorial moments of proton and anti-proton:
This symbol denotes any efficiency corrected statistic quantities of net-proton distribution, such as moments, cumulants and ratio of cumulants.
This symbol denotes r th order efficiency corrected central moments of net-proton distribution.
Moments of Proton and Anti-proton Distribution : m s,t This symbol denotes efficiency corrected s th and t th order joint moments of proton and anti-proton distribution, respectively.
Moments of Proton and Anti-proton Distribution : F i,j and f i,j F i,j denotes efficiency corrected i th and j th order joint factorial moments of proton and anti-proton distribution, respectively. f i,j denotes efficiency uncorrected i th and j th order joint factorial moments of proton and anti-proton distribution, respectively. One can see the definition at Eq. (2) and (3).
With those definitions, we can write down the variance of the efficiency corrected statistic quantity of net-proton based on standard error propagation:
where the n is the number of events, H is the highest power of central moments in the statistic quantity, the Cov( 
In the Eq. (24), the derivation of the efficiency uncorrected factorial moments are decomposed into several steps and the efficiency factors are obtained in the final step.
If we consider more complicate case that the efficiency of proton and anti-proton are not constant within the entire phase space, the Eq. (24) needs to be updated, but it is straightforward. Still, for simplify, we assume that the phase space can be divided into 2 sub-phase spaces, within which the efficiency of proton and anti-proton are constant. We use the same sets of notation as used in the section 2 for this discussion. As a direct extension, we can re-write the Eq. (21) and (22) for multivariate case.
For random variable X 1 , X 2 , X 3 and X 4 , the f (r,i),(s,j),(u,k),(v,h) is defined as:
Then, the Eq. (24) can be re-written as:
where n is the number of events, H is the highest power of central moments in the statistic quantity Φ. The D α 1 ,α 2 ,ᾱ 1 ,ᾱ 2 and D β 1 ,β 2 ,β 1 ,β 2 are defined as:
The F α 1 ,α 2 ,ᾱ 1 ,ᾱ 2 and f α 1 ,α 2 ,ᾱ 1 ,ᾱ 2 are definied as:
where
are original number of proton and anti-proton in two sub-phase spaces (1, 2), respectively, while the n p 1 , n p 2 , np 1 and np 2 are the measured one, the ε p 1 , ε p 2 , εp 1 and εp 2 are the corresponding efficiency of proton and anti-proton in the two different sub-phase spaces. The relation between F i,j and F α 1 ,α 2 ,ᾱ 1 ,ᾱ 2 is presented in the Eq. (17). To calculate F u,v and F β 1 ,β 2 ,β 1 ,β 2 , one just needs to replace the subscripts. By using standard error propagation, we express the variance of a statistic quantity in terms of factorial moments and efficiency of proton and anti-proton. In principle, once having the factorial moments and efficiency number, one can calculate the errors of statistic quantities, which can be decomposed into factorial moments.
Derivation of Error Formula for Cumulants with Constant Efficiency
In this section, for illustration purpose, we only derive the general error formula for the efficiency corrected mean and variance of net-proton distributions based on the error propagation. We assume the efficiency of proton and anti-proton are constant and when the efficiency is set to one for both proton and anti-proton, the results are reduced to the formula presented in the paper [30] . Since the expression for the error of efficiency corrected higher order cumulants are rather involved, we will present those results in the appendix.
Mean (M)
The efficiency corrected mean net-proton value can be calculated as:
Using error propagation formula, the variance of the mean value is:
where the n is the number of events, the Cov(n p , np) =< n p np > − < n p >< np > is the covariance between measured number of proton and anti-proton. If the efficiency of proton and anti-proton are equal, ε = ε p = εp, then the variance can be written as:
and the statistical error for the efficiency corrected mean number of net-proton is:
3.2.2. Variance(σ 2 ) Firstly, we express the efficiency corrected variance of net-proton distribution in terms of various order factorial moments of proton and anti-proton number.
As the highest order is 2, we can obtain the variance of the variance as:
The basic variables are F 2,0 , F 1,1 , F 0,2 , F 1,0 and F 0,1 , we have the differential coefficient D as:
where M = F 1,0 − F 0,1 is the efficiency corrected mean number of net-proton, Cov(f i,j , f u,v ) is the covariance between efficiency uncorrected joint factorial moments of proton and anti-proton, which can be calculated by using Eq. (22) and (23) .
Where the f r,s andf f u,v are the measured joint factorial moments of proton and anti-proton. For simplify, we only show few covariance here:
By assuming ε = ε p = εp, we can obtain the variance of the variance with Eq. (39):
and the statistical error of variance of net-proton distribution is:
where n is the number of events, A, B and C are defined as:
where ε is the efficiency of proton and anti-proton. The constant A, B and C only consist of measured factorial moments of proton and anti-proton. One may note that, if ε = 1, the error should be the same as the presented in the reference [30] , thus we have: A + B + C = µ 4 − µ 2 2 , where µ 2 and µ 4 are the 2 nd and 4 th order central moments of net-proton distributions.
Monte Carlo Simulation
In this section, tests for the error estimation on the efficiency corrected moments are made by using Monte Carlo simulation for the Delta theorem and Bootstrap methods. The simulation is based on a skellam distribution, which is the distribution of the difference between two independent Poisson distribution. The probability density function of skellam distribution can be written as:
where the input parameters µ 1 and µ 2 are the mean value of two Poisson distributions, respectively, the I k (z) is the modified bessel function of the first kind. Here, we use the skellam distribution as approximation of the net-proton distributions in the heavy-ion collisions and the µ 1 (µ 2 ) is the mean number of proton (anti-proton). The cumulants of skellam distribution are simple and can be calculated as:
Where the C 2n−1 and C 2n are odd and even order cumulants, respectively. The odd order cumulants are equal to the difference between the two input parameters while the even order are the sum of the two parameters. Then, the cumulant ratios C 4 /C 2 and C 3 /C 2 of skellam distribution can be expressed as:
where κ and S are kurtosis and skewness, respectively. In this simulation, we set the two input parameters of skellam distribution, µ 1 = 6 and µ 2 = 3, respectively. In the simulation we assume the efficiency of proton and anti-proton are equal, ε p = εp. To obtain the distributions that are with efficiency effects, we sampled the original skellam distribution and during the sampling, we force each particle in a event to take the Bernoulli yes or no test with a certain efficiency number to determine whether we accept the particle or not. Figure 1 shows the efficiency smeared skellam distributions, which are constructed from the convolution between skellam distribution and binomial distribution with various efficiency parameters. We studied seven cases with efficiency varying from 30% to 100%. The case, efficiency 100%, stands for no efficiency effects are implemented. As shown in Fig. 1, when we decrease the efficiency, the width of the smeared distributions become narrower and the mean values are smaller due to the efficiency effects. Figure 2 shows the efficiency corrected κσ 2 value and its statistical errors for one hundred independent samples, which are calculated by using the corresponding formula described in the section 2 and 3. Each sample is randomly sampled from the skellam distribution with one million events but different efficiency number varying from 30% to 100% (see each panel in Fig. 2) . Based on the statistic theory, if the statistical errors of κσ 2 in each case are calculated correctly and reflect the gaussian statistical fluctuations, the probability for the error bar of data points touching the mean value is 68%. In the Fig. 2 , this probability for studied seven cases are 66%-71% and the average probability value for the seven cases is 67.3%, which is very close to the theoretical value 68%. The results indicate the statistical errors estimated from Delta theorem for efficiency corrected κσ 2 of skellam distributions for various efficiencies are correct and can reasonably reflect the statistical fluctuations.
Besides the Delta theorem method for estimating the statistical uncertainty described in the section 3, another computer intensive one is so called Bootstrap, which is based on resampling methods. For Bootstrap method, one makes B new samples from the original sample of N events. Each of these samples are also with N events, which are chosen randomly with replacement from the original sample. The uncertainty on a statistic quantity is estimated by the root mean square of the B values of the statistic quantity obtained from these samples. In our simulation, we set Figure 2 . κσ 2 and its statistical errors of 100 samples that independently and randomly generated from the skellam distribution with the same number of events (1 million) and different efficiency number from 30% to 100%. The error estimation is based on the Delta theorem. The dashed line in each panel is the average κσ 2 value of the 100 samples. 
Since one cannot obtain events further into the tails than those in the original sample, the bootstrap method might run into difficulties if the quantity whose variance is being estimated depends heavily on the tails of distributions. For comparison purpose, we also show the error estimation for the efficiency corrected κσ 2 from Bootstrap method in the Fig. 3 with the same condition as in the Fig. 2 . We found that the Bootstrap method can reasonably describe the statistical errors of the efficiency corrected κσ 2 with various efficiency numbers. The probability for the error bar of data points touching the mean value are ranging from 65% to 69% and the mean value for the seven cases is about 67.6%, which is very close to the expected value 68%. In the Fig. 4 , we show the efficiency corrected κσ 2 and its errors of one hundred samples for eight cases. For samples in the different cases, it is of the same efficiency number 40% but with different number of events from 1 million to 200 million. The statistical errors are calculated by the error formulae derived from the error propagation based on the Delta theorem. The results demonstrate the probability for the error bar of the data points touching the mean value for the eight cases are from 61% to 74% and the average value is 67%, which is in good agreement with the theoretical value 68%. In addition, when the number of events increases, the κσ 2 value and its errors are consistently converged to the expectation value 1. The simulation results in Fig.  4 further support the validity of the errors calculated from the Delta theorem for the efficiency corrected moments. In the Fig. 5 , we present the statistical errors of efficiency corrected κσ 2 and Sσ as a function of efficiency. The number of events is set at 1 million for both κσ 2 and Sσ. We can see the statistical errors are dramatically increase when decreasing the efficiency number. This is under expected since the efficiency number always appears in the denominator of the error formula as in the Eq. (40). We fit the data points with function:
where n is the number of events treated as constant, a and b are free parameters. The fitting results of a and b are 6.02 and 1.65 for Sσ, 40.6 and 2.06 for κσ 2 , respectively. The parameters a and b are determined by the original distribution and the studied statistic quantity. We could try to understand the effects of the efficiency on the statistical errors in an intuitive way. Efficiency will lead to the loss of information of the original distribution, especially tails. Thus, the smaller the efficiency is, larger uncertainty we will get for the efficiency corrected moments.
Summary
In this paper, we provide a unified description of efficiency correction and error estimation for various order moments of multiplicity distributions. This can be applied to the data analysis for moments of conserved quantities distributions in heavy-ion collisions. The basic idea is to express the moments and cumulants in terms of the factorial moments, which can be easily corrected for efficiency effect. By knowing the covariance between multivariate factorial moments, we use the standard error propagation based on Delta theorem to obtain the error formula for efficiency corrected moments. For comparison, we also introduce the bootstrap method to estimate the statistical uncertainties for efficiency corrected moments. To check the validity of the error estimation with different methods, we have done a Monto Carlo test based on skellam distribution. It is found that the statistical errors obtained from Delta theorem and Bootstrap methods can reflect the statistical fluctuations with different efficiency numbers and show consistency converge trend when we increase the statistics.
Appendix A. Error Estimation for C 3 , C 4 , Sσ and κσ 2 of net-proton distribution.
Here, we provide the error formulae for the efficiency corrected third and forth order cumulants and cumulant ratios Sσ and κσ 2 of net-proton distributions in heavy-ion collisions. For simplify, we only provide the results for the case, where the proton and anti-proton are with constant efficiency ε p and εp within the entire phase space, respectively. We define F i,j ( f i,j ) are the efficiency corrected (uncorrected) factorial moments for proton and anti-proton numbers. The relation between F i,j and f i,j reads:
We also define the mean value M as:
and the covariance between the factorial moments are calculated as:
The differential coefficients D are defined as:
where Φ is statistic quantity. Firstly, we provide the general formula for the complete derivation of the r th order central moments (µ r ) of net-proton distribution with respect to the joint factorial moments F i,j of proton and anti-proton. The central moments µ r can be expressed by the factorial moments as:
Thus, the complete derivation can be written as:
where r, s, t, u, v, i, j are non-negative integer and 0 < i + j ≤ r. If we are dealing with the two sub-phase spaces case, where the proton and anti-proton have different efficiency in different sub-phase space. Then, we need to consider the derivation of bivariate factorial moments F i,j with respect to the four-variate factorial moments F r,s,u,v . Based on the Eq. (17), we have: (A.7) Let's use the obtained formula to get the complete differential for κσ 2 of net-proton distribution with respect to the factorial moments: where the condition i + j ≤ 4 should be satisfied.
Appendix A.1. Third Order Cumulant (C 3 ) We express the 3 rd order cumulant of net-proton distribution in terms of joint factorial moments of proton and anti-proton numbers. The differential coefficients D can be calculated as:
Then, we have: where u r is the r th order central moments of net-proton distributions. The differential coefficients D can be calculated as:
Then, we obtain: where u r is the r th order central moments of net-proton distributions.
