A series of recent articles introduced a method to construct stochastic partial differential equations (SPDEs) which are invariant with respect to the distribution of a given conditioned diffusion. These works are restricted to the case of elliptic diffusions where the drift has a gradient structure, and the resulting SPDE is of second order parabolic type.
Introduction
In previous works, see e.g. [SVW04, HSVW05, HSV07] or [HSV09] for a review, we described an SPDE-based method to sample paths from SDEs of the forṁ
whereẇ is white noise, conditioned on several different types of events. The method works by introducing an 'algorithmic time' τ and constructing a second order SPDE of the form ∂ τ x(τ, t) = ∂ 2 t x(τ, t) + N x(τ, t) + √ 2 ∂ τ w(τ, t)
which has t as its space variable. Here ∂ τ w(τ, t) is space-time white noise. The nonlinearity N and the boundary conditions of the differential operator ∂ 2 t are constructed such that, in stationarity, the distribution of the random function t → x(τ, t) coincides with the required conditioned distribution. (See also [RVE05] .) It transpires that the distribution of (1) under the bridge conditions x(0) = x(T ) = 0 corresponds the choice
(written using Einstein's summation convention) and use of Dirichlet boundary conditions for ∂ 2 t . Assuming ergodicity of the sampling SPDE, one can now solve the sampling problem by simulating a solution to (2) up to a large time τ and then taking t → x(τ, t) as an approximation to a path from the conditioned SDE. The resulting sampling method has many applications, some of which are described in [AHSV07] . The biggest restrictions of this method are that the derivation requires the drift f to have some gradient structure and the diffusion matrix (chosen to be the identity matrix in (1) above) to be invertible.
In this article we consider the different problem of sampling conditioned paths of the second order SDE mẍ(t) = f x(t) −ẋ(t) +ẇ(t) ∀t ∈ [0, T ],
conditioned on x(0) = x − and x(T ) = x + . Equation (3) could, for example, describe the time evolution of a noisy mechanical system with inertia and friction. Rewriting this second order SDE as a system of first order SDEs for x andẋ leads to a drift which is in general not a gradient (even in the case when f itself is one) and, since the noise only acts onẋ, one obtains a singular diffusion matrix. Thus, this problem is outside the scope of the previous results. However, it has enough structure so that it still can be treated within a similar framework. Indeed, we derive in this article a fourth order SPDE of the form
where, again, the boundary conditions and the drift term N are chosen in such a way that the conditioned distribution of (3) is stationary for (4).
One surprising fact about this result is that it does not require f to be a gradient. In our earlier works, even the appropriate definition of solutions for the (formal) second order SPDE derived to sample conditioned paths of (1) in the non-gradient case is not clear (see [HSV07,  section 9] or [AHSV07, section 9.2]); the analysis for elliptic equations is thus restricted to the gradient case. In contrast, the greater regularity of solutions to SPDE (4) here, sampling conditioned paths of (3), allows us to obtain existence results for the fourth order SPDEs arising, without any gradient requirements on f .
In the special case where f is a gradient and f (x − ) = f (x + ) = 0, the components of the nonlinearity N can be written as
(using Einstein's summation convention again). It is tempting to try to derive (2) by taking the limit m ↓ 0 in (4), in particular since the first terms of the corresponding nonlinearities coincide. It transpires that taking this limit is not entirely trivial: one needs to argue that on one hand, m ∂ t x i ∂ t x k → 1 2 δ ik as m ↓ 0, but that the term m∂ t ∂ t x i (∂ i f j + ∂ j f i ) becomes negligible in the limit.
One novelty of this article compared to earlier work like [Zab88, HSV07] is that there is no natural Banach space (like the space of continuous functions) on which the nonlinearity is welldefined and on which the linearised equation generates a contraction semigroup. The reason for this is that the linear operator of the equations studied in this article is a fourth-order differential operator. Another technical difficulty stems from the fact that the nonlinearity N has very weak dissipativity and regularity properties.
While writing this article, we did some numerical simulations on the fourth order SPDE presented here to study whether the SPDE could be used as the basis of an infinite dimensional MCMC method. Differently from the situation in earlier articles, these simulations proved prohibitively slow and the resulting method does not seem like a useful approach to sampling. This is mainly due to the fact the convergence time to equilibrium seems to grow like T 4 and thus can get very big for non-trivial problems. Consequently, we do not include these simulation results in the article.
For a number of articles considering fourth-order (S)PDEs, see for example [BMPW01] , [DPD96] and [LCM96] . Alternative methods to construct solutions of SPDEs and to identify their stationary distributions are based on the theory of Dirichlet forms, see e.g. [RM92] .
The text is structured as follows: in section 2 we give a detailed description of the sampling problem under consideration and formulate the main result in theorem 4. The proof of this result is given in sections 3, 4 and 5.
Notation
Throughout the article, we will use the notation as introduced above: by s, t ∈ [0, T ] we denote 'physical time', i.e. the time variable in equations like (1) and (3) which define the target distributions. By σ, τ ≥ 0 we denote 'algorithmic time', i.e. the time variable in sampling equations like (2) and (4). Thus, in the sampling SPDEs, τ takes the role of time and t takes the role of space.
In this section we give the full statement of the sampling problem we want to solve; the main result is contained in theorem 4.
First consider the following unconditioned second order SDE:
where the solution x takes values in
is a given function, and w is a standard Brownian motion on R d . The initial conditions x 0 and v 0 are either deterministic, or random variables independent of w. The solution to this SDE can be interpreted as the time evolution of the state of a mechanical system with friction under the influence of noise. In this case m would be the mass and f would be an external force field. Models like this are, for example, widely used in molecular dynamics since for conservative forces f they describe Hamiltonian systems in contact with a heat bath. In this context, equation (5) Remark 1. Arbitrary Constants in front of theẋ andẇ terms can be introduced using a scaling argument: Let β, γ > 0 and define the process y by y(t) = x(t/γ)/ β/2. Then y solves the SDEmÿ
Thus, by rescaling T , m and F we can assume β = 2 and γ = 1 without loss of generality.
For our analysis we rewrite the second order SDE (5) as a system of first-order SDEs in the variables x andẋ. We get
In the Hamiltonian case f (x) = −∇V (x), and provided that the potential V is sufficiently regular, it can be checked that the Boltzmann-Gibbs distribution
is invariant for (6). If V is sufficiently coercive, this distribution can be normalised to a probability distribution. Note that in equilibrium, the position x and the velocityẋ are independent. Thus, in stationarity, the velocity satisfiesẋ(t) ∼ N 0, 1/2m for all t ∈ [0, T ]. We will, even for the non-gradient case, use this distribution for the initial condition forẋ.
to be the distribution of the process x given by (6) where x 0 = x − and v 0 ∼ N 0, 1/2m , independent of w. Define the target distribution Q 0,x−;T,x+ f to be the distribution of x under Q 0,x− f , conditioned on x(T ) = x + .
The sampling problem considered in the rest of this article is to find a stochastic process with values in L 2 [0, T ], R d which has the target distribution Q 0,x−;T,x+ f as its stationary distribution.
Note that Q 0,x−;T,x+ f is just the distribution of x and not of the pair (x,ẋ) and thus is a probability measure on L 2 [0, T ], R d . Considering this distribution is sufficient since for solutions of (6) the initial condition x(0) = x − allows to find a bijection between the paths x andẋ. If f is a gradient, the distribution Q 0,x−;T,x+ f coincides with the distribution of the process in stationarity, conditioned on x(0) = x − and x(T ) = x + . Definition 3. Let L denote the formal differential operator
and define L to be this differential operator on the space
where 
We will see in lemma 17 that the operator L given by this definition is self-adjoint and negative definite.
Here L andx are given in definition 3, w is a cylindrical Wiener process, 
given by definition 2 is invariant for (9).
Remark 5. The sub-linear growth-condition |f (x)| ≤ |x| β + c on the drift seems quite technical. The condition is only required for the bounds in lemma 22. We believe that an additional, linear drift term can be added by incorporating it into the linear operator L, following a similar procedure as in [HSVW05] .
Remark 6. As in [HSV07, remark 5.5], we see that the terms involving derivatives of Dirac distributions can be interpreted as modifications to the boundary conditions. Proceeding this way, we see that (9) is formally equivalent to the SPDE
where ∂ τ w is space-time white noise, endowed with the boundary conditions
In the one-dimensional case f : R → R this SPDE simplifies further to
Remark 7. Using a standard bootstrapping argument like the one in the proof of [Hai09, Theorem 6 .5] one can show that, in fact, the solution x of (9) takes values in the Sobolev space
The remainder of the article gives a proof of theorem 4. We start the argument, in section 3, by collecting some results about the differential operator L. Section 4 shows that the theorem holds for the linear case f ≡ 0, in which case N ≡ 0. Finally, Section 5 then completes the proof by showing that introduction of the drift N changes the stationary distribution of (9) in the correct way to account for a non-vanishing f .
Analysis of the Linear Operator
This section collects some results about the operator L from definition 3. Since we are only interested in the operator itself and not in the full SPDE, in addition to the scaling-argument from remark 1, we can rescale t. Thus, throughout section 3, we will consider the operatorL defined asL
Then, after rescaling t,L differs from the operator L from definition 3 only by multiplication of a positive constant. Throughout the rest of the paper we will use the following notation: We denote by (S(τ )) τ ≥0 the semigroup associated toL on
α the associated interpolation spaces.
Approximation to the Spectral Decomposition
Proof. Using partial integration it is easy to see that
e. the operator L is symmetric and negative. Its self-adjointness can be checked just as in [RS72, section VIII].
Lemma 9. Let λ k , k ∈ N be the eigenvalues of −L and e k be the corresponding eigenfunctions. Define furthermore
Then the following statements hold:
a) The eigenvalues ofL satisfy
Proof. SinceL acts independently on each coordinate, we can assume d = 1 without loss of generality. The eigenfunctions ofL can be written in the form
where
with λ = µ 4 the corresponding eigenvalue. The coefficient vector ξ ∈ C 4 is determined by the boundary conditions: for x to be an eigenfunction ofL, ξ must satisfy A µ ξ = 0 where
for ease of notation, we note that this equation has non-zero solutions if and only if
It follows immediately that, at least for large values of µ, one has
In particular, one has
for some constants β ± ∈ R. It remains to check the statement about the eigenfunctions. Given that we already have good control on the eigenvalues, our claim will follow if we are able to show that one can choose ξ = (0, 0,
for c = 1 − αβ − π. It now follows from standard perturbation theory that the eigenvector ξ with eigenvalue 0 can be written as
µ is degenerate, this is however not sufficient to determine ξ (0) uniquely, but only tells us that ξ (0) is of the form (a + b, a + b, a, b) for a, b ∈ R. In order to determine a and b, we have to consider the next order, which yields the compatibility condition A
µ . This compatibility condition can be rewritten as a + b = 0, so that we can indeed choose ξ (0) = (0, 0,
2 ), as requested.
The Relation Between Interpolation and Sobolev Spaces
In this section, we show how the interpolation spaces H α associated to the operatorL relate to the usual fractional Sobolev spaces. These results are "well-known" in the folklore of the subject. However, in our specific context (especially since we need to consider fractional exponents), we were not able to derive them as straightforward corollaries from results in standard textbooks on function spaces, like [Tri83, Tri92, Tri06] . Because of this, and since one can find rather short and self-contained proofs, we prefer to include them here.
Before we turn to this however, we start with a comparison between the interpolation spaces of the Dirichlet Laplacian and the periodic Laplacian. These are going to be useful in the sequel.
Let ∆ 0 denote the Laplacian on [0, π] with Dirichlet boundary conditions and let ∆ denote the Laplacian on [0, 2π] with periodic boundary conditions. These operators are self-adjoint in
and by H s the domain of ∆ s/2 (defined in the usual way through spectral decomposition). The aim of this section is to study the correspondence between these two different types of fractional Sobolev spaces. Denote by ι :
Note that ι/2 is an isometry since it maps the eigenfunctions of ∆ 0 into eigenfunctions of ∆. This therefore defines an inclusion H so that it suffices to show that the operator A = ∆ s/2 0 r∆ −s/2 − r is bounded from H to H 0 . Since A maps sin(n · ) to 0 for every n, it suffices to consider A on the subspace of H given by even functions, and generated by the basis of eigenfunctions of ∆ given by ϕ n (t) = 1 π cos nt. Define furthermore the basis of eigenfunctions of ∆ 0 given by ψ m = 2 π sin mt. This yields for A the matrix elements
It follows that there exists a constant C > 0 such that A ≤ C Â , where the operatorÂ is defined via its matrix elements bŷ
Now it is a straightforward exercise in linear algebra to show that, given an orthonormal basis {ϕ n } n≥0 , an operatorÂ is bounded if there exist positive numbers f m,n such that the inequalities
both hold. (Just expand Â x 2 for x = n≥0 x n ϕ n and make use of the inequality |x n x m | ≤ .) We will show that (11) does indeed hold forÂ as above. Assuming without loss of generality that m ≥ n, we have the bound
and similarly for n ≥ m. Here, we have made use of the fact that s < 1 2 to ensure that the last sum converges. It remains to check that the bounds (11) are satisfied for some choice of f m,n . With the choice f m,n = m/n, we obtain
where we made again use of the fact that s < 1 2 . The second bound in (11) is obtained in an identical way with the roles of m and n reversed.
For s > 1/2, the problem is that elements of H s 0 are forced to be equal to 0 at the boundary, which is not the case for elements of H s . One has however:
Lemma 11. For any s ∈ (1/2, 2], the map r is bounded from the subspace of H s consisting of functions that vanish at 0 and π into H Proof. Instead of considering the restriction operator r as before, we are going to consider the operatorr defined on continuous functions as
Note thatrf = rf if f (0) = f (π) = 0, so that the statement will be implied by the fact thatr is shown to be a bounded operator from H s to H s 0 . Therefore, instead of considering A as before, we consider the operatorÃ = ∆ s/2 0r ∆ −s/2 − r , which has matrix elements
Note that s = 2 is a special case since one then hasÃ = 0 as a consequence of the relation ∆ 0r = r∆.
In this regime, we have as before Ã ≤ C Â , but this timeÂ is defined via its matrix elements byÂ
Computing Â ϕ m ,Âϕ n for m ≥ n as before, we note that there is a difference between the case s ≤ 1 and the case s ≥ 1. We obtain:
For s < 1, we now make the choice f m,n = m s−ε n ε−s , where ε > 0 is chosen sufficiently small so that 2s − ε > 1 (this is always possible since s > 1 2 ). With this choice, we obtain
and similarly for the other term. This calculation also works for the case s = 1, so that the case s ≥ 1 can be obtained in an identical manner (set for example ε = It
, it suffices to show thatS τ u ∈ D(L a ) for τ > 0. Since we already know thatH 
Therefore, the first term in this equation
Collecting all of this, we conclude that we can writẽ
0 . On the other hand, using an approximation argument, one can check that if
0 Af satisfies the boundary conditions g
, from which the claim follows at once. 
denotes the set of continuous functions vanishing at their endpoints. For every
α ∈ [− 1 2 , − 1 8 ), we have H α = H 4α ([0, π], R d )/ ∼,
Well-Behaved Projection Operators
We will later identify the stationary distribution of the SPDE (9) by using a finite dimensional approximation argument. When projecting the equation to a finite dimensional subspace, the most natural choice of a projection would be to use the orthogonal projection Π n onto the space spanned by the first n eigenfunctions ofL, but it transpires that these projections don't possess enough regularity. Instead, we will need to use, in some places, the operatorsΠ n given bŷ
where the e k are the eigenfunctions ofL. The purpose of this section is to prove the required regularity properties forΠ n . We use the Hölder norms
+∞ else where α ∈ [0, 1) and write
for all x ∈ C 1+α and all α ∈ (0, 1).
Proof. a) Since
(t) cos(kt) dt = 0, it follows from trigonometric identities that
The result then follows from the fact that F n (t) = 2 n k=1 n−k n cos kt. b) This follows directly from part a, using the definition of the C 1+α -norm and properties of the convolution operator.
Lemma 15. Let α ∈ (0, 1) and let x ∈ C 1+α with x(0) = x(π) = 0. Then there exists a constant c > 0 such that the bounds 1)
Proof. The first bound is standard. The second bound follows immediately from lemma 9, part b. For the third bound, we use partial integration to get
Writing |ẋ| α = sup s =t |ẋ(t)−ẋ(s)| |t−s| α , it is easy to see that each term of the sum is of order O |ẋ| α /k 1+α and the claim follows from this. The bound on x, e k − f k follows similarly: if g is any C 1+α function with g(0) = g(π) = 0, we can use integration by parts to get
and similar results for integrals against cos kt and e −k(π−t) . As above, these expressions are bounded by O(k −1−α ). The claim now follows from lemma 9, part b, by absorbing the slowly varying terms g (j)
k into g.
The following lemma collects all the properties we will require for the operatorsΠ n . These will be used in the proof of propositions 26, below.
Lemma 16. Let (e n ) n∈N be an orthonormal system of eigenfunctions of L and denote by Π n the orthogonal projection of H onto E n = span{e 1 , . . . , e n }. DefineΠ n : H → E n as in (13). Then the following statements hold:
Proof. Statement a is clear from the definition ofΠ
x k e k and thus, writing λ k for the eigenvalues of −L,
as n → ∞. This proves statement b. Similarly, we have
. Using this and the other bounds from lemma 15, we obtain
Since we already know thatΠ 0 n satisfies the requested bound, the claim follows. e) Let ε > 0. We can write x ∈ C 1+β 0 as x = y + z with y C 1+α ≤ ε and z ∈ H 2 with z(0) = z(T ) = 0. This gives
Because 1 + α + 1/2 < 2, we have z C 1+α ≤ c z H 2 for all z ∈ H 2 . Corollary 13 gives H 2 ∩ C 0 = H 1/2 and thus
as n → ∞ by part b. Since we can choose ε > 0 arbitrarily small, this completes the proof.
The Linear Case
This section gives the proof of theorem 4 for the linear case f ≡ 0. Proof. Since, for f = 0, the components of the solution of (6) are independent, it suffices to work in dimension d = 1. First consider the unconditioned process, described by (6). It is easy to check that p satisfies
and thus
The mean of this process isx 0 (t) = E q(t) = x − and, since p(0) is independent of w, the covariance function can be found as for all s, t ∈ [0, T ]. Evaluating the integrals and combining the resulting terms allows to simplify this to C 0 (s, t) = 2 s ∧ t) + 2m e −s/2m + e −t/2m − e −|s−t|/2m − 1 .
Denote the mean and covariance function of the process conditioned on q(T ) = x + byx and C, respectively. From [HSVW05, equations (3.15) and (3.16) ] we know that
for all s, t ∈ [0, T ]. The covariance operator of Q 0,x−;T,x+ 0 is then given by
To complete the proof we have to verify thatx and C have the required form. The following facts are easily checked:
(i) the first the derivatives C 0 (s, t), ∂ t C 0 (s, t) and ∂ 2 t C 0 (s, t) are continuous at t = s and the third derivative at t = s jumps according to
(ii) the derivative boundary conditions
are satisfied; (iii) the left boundary condition C 0 (s, 0) = 0 holds; and (iv) LC 0 (T, t) = 0.
Clearly, by (ii) and (iii), the meanx satisfies the required boundary conditions (8) and by (iv) it also satisfies Lx = 0. From the definition of L and in particular from properties (i) and (iv) we can deduce −LC(s, t) = δ(t − s) and using (ii) and (iii) we deduce that C(t, s) satisfies the boundary conditions (7). Thus C is the Green's function of −L and we can deduce that C = −L −1 as required.
where : the processẋ in (6) is continuous and lives in H 1/2−ε and thus x is in H 3/2−ε for all ε > 0. On the other hand, corollary 13 shows that H α ⊆ H 4α and thus that y also takes values in H 3/2−ε for all ε > 0. The following lemma provides an additional regularity result for x in stationarity.
Proof. The result is a direct consequence of [Hai09, Corollary 3.22]: Let e k be the eigenfunctions of −L with corresponding eigenvalues λ k . By lemma 17, part b, the random variable
where the η k are i.i.d. standard Gaussian random variables, has distribution Q 0,x−;T,x+ 0
. We have to show that the derivative
is α-Hölder continuous. Let δ ∈ (2α, 1). By lemma 9 we have e
Thus the conditions of [Hai09, Corollary 3.22] are satisfied, and we get the required Hölder continuity.
The Nonlinear Case
In this section we complete the proof of theorem 4. The proof is split in a sequence of results which identify the target distribution Q Then the density ϕ = dµ dν is given by
where Df is the Jacobian of f and Z is the required normalisation constant.
Proof. Letμẋ = P 0,x− f be the unconditioned distribution ofẋ in (6) and letνẋ = P 0,x− 0 the same distribution, but for f = 0. Then the Girsanov formula, e.g. in the form of [HSV07, lemma 9], gives the density ofμẋ w.r.t.νẋ:
where x is a deterministic function ofẋ via the relation x(t) = x − + t 0ẋ (s) ds. Since t → f x(t) has bounded variation, we can use partial integration to get
Substituting this expression into the formula for dμẋ/dνẋ and using substitution to switch froṁ x to x gives
is the corresponding distribution for f = 0. Now we can condition on x(T ) = x + , e.g. using [HSV07, lemma 5.3] to get the result.
Lemma 21. Let α ∈ (0, 1). Then there is a c > 0 such that
Proof. Assume first the case d = 1. Write |ẋ| α = sup s =t
1/α . Since we assumed d = 1, this gives
and by solving this inequality for ẋ ∞ we find
for some constant c.
For d > 1 we apply the inequality componentwise: Since, for
where c is increased as needed. This completes the proof.
The following bound for the density ϕ will be used to show that the stationary distributions of approximations for the sampling SPDE (9) are uniformly integrable.
Lemma 22. Let ϕ be the density from lemma 20, U = log ϕ and ν = Q 0,x−;T,x+ 0 and α ∈ (0, 1). Then for every ε > 0 there is an M > 0 such that for ν-almost all x we have
Proof. We bound the five terms in U one by one. For simplicity we denote all constants in the following estimates by the symbol c, the meaning of which changes from expression to expression.
1) Using the Cauchy-Schwarz inequality we get the bound
2) A very similar argument gives − f (x − ),ẋ(0) ≤ ε x 2 C 1+α + c. 3) We can use Young's inequality together with lemma 21 to conclude that for every ε > 0 there is a c > 0 such that
Since f is differentiable with bounded derivatives we have f (x) C 1+α ≤ c x C 1+α + c and by assumption there is a β < 1 such that |f (x)| ≤ |x| β + c. Using these estimates we find
and thus for every ε > 0 there is a c > 0 such that
Since β < 1, this gives the required bound. 4) Using the Cauchy-Schwarz inequality again, we get in a similar way
Combining these bounds gives the required result.
Lemma 23. The drift N defined by (10) is locally Lipschitz from H 1/4 to H −7/16 . Furthermore, one can write N = N 1 + N 2 + N 3 such that N 1 does not depend on x and such that the bounds
hold for all pairs x, y ∈ H 1/4 and for some constant c > 0.
Proof. We use the characterisation of the spaces H α from corollary 13 and in particular the fact that if x ∈ H 1/4 , then x also belongs to H 1 . Since we assumed that f j and its derivatives up to the second order are globally Lipschitz, this implies that f j (x), ∂ i f j (x) and ∂ ij f k (x) all belong to H 1 and their norms are bounded by multiples of that of x. Let now x ∈ H 1 . Then the following statements hold:
is stable under composition with smooth functions,
It follows that N maps H 1/4 into H α for every α < − as stated and the bound (15a) holds. We then define N 1 as the term proportional to
and N 2 as the sum of the remaining terms in the nonlinearity. With these definitions at hand, the bounds (15b) and (15c) follow easily.
, the stochastic evolution equation (9) has a unique maximal local solution (x, τ * ). The solution satisfies x(τ ) ∈ H 1/4 for every τ < τ * a.s. and sup τ ↑τ * x(τ ) L 2 = ∞ a.s. on the set {τ * < ∞}.
Proof. Define
and let X be the space of all such x with x(0) = g(0) and x * < ∞. Then X , · * is a Banach space. We find
=: x 0 L 2 + C R and thus g ∈ X for every U < R. Define a map M g : X → X by
By the definition of a mild solution, local solutions up to time U coincide with the fixed points of this map. Let B(g, 1) ⊆ X denote the closed ball around g with radius 1. By lemma 23, the nonlinearity N : H 1/4 → H −7/16 is locally Lipschitz and thus for all x, y ∈ B(g, 1) we have
where c changes from line to line. Similarly, we have
By choosing the final time U sufficiently small, we can then make sure that M g is a contraction on the ball B(g, 1) and, by the Banach fixed point theorem, M g has a unique fixed point. This gives a unique local solution of (9) up to time U . By iterating this procedure, every time starting with the final point of the previously constructed segment, we obtain a solution up to a maximal time τ * ≤ R. Since the length of each segment of this solution only depends on the L 2 -norm of its starting point, we see that τ * < R implies sup τ <τ * x(τ ) L 2 = ∞. Taking R → ∞ completes the proof.
Even if f is globally Lipschitz, the ∂ t x i ∂ t x j ∂ 2 ij f k -term causes the nonlinearity N to be only locally Lipschitz. Thus, showing the existence of global solutions to the SDE (9) will need some care. Proof. From proposition 24 we know that (9) has a local solution (x, τ max ). Let y be the solution of the linear SPDE from proposition 18, i.e.
and define z(τ ) = x(τ ) − y(τ ) for every τ ∈ [0, τ max ). Then z satisfies the stochastic evolution equation
for some c > 0. This formal calculation can be made rigorous by a standard approximation argument, using for example Galerkin approximations. We require a priori bounds of the form z,
H 2 + c where ε > 0 is small enough to be compensated by the negative z 2 H 2 -term in (16). In order to obtain the required bounds we consider the five terms from the definition of N individually. For the purpose of these estimates we denote all numerical constants by c > 0 and only track the y-dependency of the bounds explicitly. For the first term we get
For the second term we find
For the third term we have
The fourth term can be bounded as
Finally, for the fifth term, involving the derivatives of Dirac distributions, we get
To convert the bounds into the required form first note that for every s ∈ (0, 2) the interpolation inequality (see e.g. [Hai09,  
Using this relation we find a c > 0 such that
The terms of the form z L ∞ z H 1 y H 1 can be bounded using the relation
H 2 . Applying Young's inequality with p = 16/7 and q = 16/9 we find a c > 0 such that
Combining all these estimates, we find that for every ε > 0 there is a c > 0 such that
and substituting this bound into (16) for small enough ε > 0 we get
Gronwall's inequality gives
Thus z L 2 cannot explode in finite time and from proposition 24 we get τ max = ∞. 
for sufficiently small ε > 0. Thus, using the fact that 16/9 < 2, we see that the right hand side of (17) has finite expectation for all τ > 0.
Now the only part of theorem 4 which we still need to prove is the statement about the stationary distribution of (9). This can be done using a finite dimensional approximation argument, similar to the proofs in [Zab88] and [HSV07, section 3]. Since these articles assumed that U was bounded from above and also assumed different regularity properties for the drift, the proof needs to be adapted for the situation here; to allow for easier reading, we include the full argument instead of just enumerating the required changes. as given by lemma 20 and let U = log ϕ. Then we can compute the derivative of U at x ∈ H 1/4 in direction h ∈ H 7/16 as
Here we used the fact that, by corollary 13, h ∈ H 7/16 implies h(0) = h(T ) = 0. This shows that the function U is Fréchet-differentiable with derivative N . Let Π n andΠ n be as in lemma 16 and define the approximations
for n ∈ N. Consider the n-dimensional SDEs dy n (τ ) = Ly n (τ ) dτ + √ 2Π n dw(τ ), y n (0) = Π n x 0 and dx n (τ ) = Lx n (τ ) dτ + N n x n (τ ) dτ + √ 2Π n dw(τ ), x n (0) = Π n x 0 .
Then, by finite dimensional results, the stationary distributions ν n and µ n of y n and x n respectively are given by ν n = ν • Π −1 n and dµ n dν n = exp(U •Π n ).
Define the semigroup (P n τ ) τ ≥0 on C b (H, R) by P n τ ϕ(x) = E x ϕ(x n (τ )) for all x ∈ E n and ϕ ∈ C b (H, R). Since the process x n is µ n -reversible, we have 
for every ϕ, ψ ∈ C b (H, R). We need to find the limit of (18) as n → ∞. For this, we first show that x n → x in H 1/4 , uniformly on bounded time intervals: Let U > 0. Then we have From the definition of · Hα and the asymptotics of the eigenvalues of L in lemma 9 we get, for any β > α, that there is a c > 0 such that the bound Π n x − x Hα ≤ c n 8(β−α) x H β holds for all x ∈ H β and all n ∈ N. Let β ∈ (1/4, 3/8). Then we know from proposition 18 that τ → S(τ )x 0 + √ 2 τ 0 S(τ − σ) dW (σ) is a continuous map from [0, U ] into H β . Combining these two statements, we find sup 0≤τ ≤U I 1 (τ ) → 0 as n → ∞.
From lemma 23 we know that N is locally Lipschitz from H 1/4 to H −7/16 . By lemma 16, part c, there is then a constant K r > 0 such that N n (x) − N n (y) H −7/16 ≤ K r x − y H 1/4 for all n ∈ N and all x and y with x H 1/4 , y H 1/4 ≤ r. Thus, the N n are also locally Lipschitz. We can find p, q > 1 such that p · for all τ ≤ T n,r . As we have already seen, the right-hand side converges to 0 as n → ∞. Now choose r > 0 big enough such that sup 0≤τ ≤U x(τ ) ≤ r/4. Then for sufficiently large n and all τ ≤ T n,r we have x n (τ )−x(τ ) ≤ r/4 and thus sup 0≤τ ≤Tn,r x n (τ ) ≤ r/2. This implies T n,r = U for sufficiently large n. Thus we have x n → x in C [0, U ], H 1/4 a.s.
Let 0 < α < β < 1/2. Define the semigroup (P τ ) τ ≥0 on C b (H, R) by P τ ϕ(x) = E x ϕ(x(τ )) for all x ∈ H and ϕ ∈ C b (H, R). Then, by dominated convergence, we have P n τ ϕ(Π n x) → P τ ϕ(x) as n → ∞. By lemma 19, x ∈ C 1+β for ν-almost all x. Furthermore, U : C 1+α → R is continuous and thus U (Π n x) → U (x) as n → ∞ for ν-almost all x by lemma 16, part e.
Finally let c = Π n C and using (18) we get
Thus the process x is µ-reversible which is the required result.
Propositions 24, 25 and 26 together imply all claims of theorem 4 and so the proof of the result is complete.
