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ABSTRACT
We present the first application of the angle-dependent 3-Point Correlation Function (3PCF) to the density fields magnetohy-
drodynamic (MHD) turbulence simulations intended to model interstellar (ISM) turbulence. Previous work has demonstrated
that the angle-averaged bispectrum, the 3PCF’s Fourier-space analog, is sensitive to the sonic and Alfvénic Mach numbers of
turbulence. Here we show that introducing angular information via multipole moments with respect to the triangle opening angle
offers considerable additional discriminatory power on these parameters. We exploit a fast, order Ng logNg (Ng the number of grid
cells used for a Fourier Transform) 3PCF algorithm to study a suite of MHD turbulence simulations with 10 different combina-
tions of sonic and Alfvénic Mach numbers over a range from sub to super-sonic and sub to super-Alfvénic. The 3PCF algorithm’s
speed for the first time enables full quantification of the time-variation of our signal: we study 9 timeslices for each condition,
demonstrating that the 3PCF is sufficiently time-stable to be used as an ISM diagnostic. In future, applying this framework to 3-D
dust maps will enable better treatment of dust as a cosmological foreground as well as reveal conditions in the ISM that shape
star formation.
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1. INTRODUCTION
Dust and gas in the interstellar medium (ISM) play a criti-
cal role in Galactic evolution. In particular, The dust provides
cooling pathways for dissipating energy, which aids clouds in
becoming gravitationally self-bound (Omukai 2000; Schnei-
der et al. 2003). Furthermore, ISM dust in emission or ab-
sorption is a good tracer of the overall density in the ISM
(Goodman et al. 2009). Dust also acts as a foreground for
most extragalactic measurements, from those of the Cosmic
Microwave Background (CMB) temperature and polarization
fluctuations to the reddening of stars, galaxies, and transients
such as supernovae or gamma ray bursts (Planck Collabo-
ration et al. 2016a,b, 2017; Cardelli et al. 1989; Corasan-
iti 2006). It can be a particularly important foreground in
searches for inflationary signatures, both via tensor modes
produced by primordial gravity waves (“B-modes”) and for
scale-dependent bias (Dalal et al. 2008) on large scales in the
power spectrum of galaxy redshift surveys.
Quantifying the spatial structure of interstellar gas and dust
in our own Galaxy is thus important both in enabling more
predictive models of planet and star formation and for re-
moval of extragalactic foregrounds. Complicating this pic-
ture, however, is that the interstellar medium (ISM) is highly
turbulent and magnetized (Elmegreen & Scalo 2004; McKee
& Ostriker 2007). Turbulence produces gas and dust den-
sity fluctuations via an energy cascade that may extend over
scales from kiloparsecs down to the proton gyroradius, as
is evident from the line-width-size relation (Larson 1981),
the “big powerlaw” of electron scintillation and scattering
measurements (Armstrong et al. 1995; Chepurnov & Lazar-
ian 2010) and the power spectrum of 21-cm gas (Burkhart
et al. 2010; Chepurnov et al. 2015). Despite recent theo-
retical advances in understanding compressible and incom-
pressible MHD turbulence (Goldreich & Sridhar 1995; Cho
& Lazarian 2003a; Boldyrev 2006; Lazarian & Beresnyak
2006; Kowal et al. 2007; Kowal & Lazarian 2010a), ISM
turbulence remains analytically intractable due to complex
injection sources, different phases and various instabilities
acting at multiple scales. Furthermore, the basic plasma tur-
bulence properties of the medium, such as the sonic and
Alfvénic Mach numbers, the injection scale or scales, and
the dissipation mechanisms are largely unknown due to ob-
servational issues such as line-of-sight integration, radiative
transfer effects and telescope beam smearing.
The difficulties mentioned above mean that numerical sim-
ulations coupled with statistical diagnostics are necessary to
investigate turbulent density structures in the ISM quantita-
tively. Present MHD turbulence simulations can reproduce
many observed dust structures, such as filaments (Federrath
2016) and fractals (Federrath et al. 2009; Burkhart et al.
2013a). However because of their limited numerical resolu-
tion, simulations cannot reach the observed Reynolds num-
bers (i.e. the ratio of inertial to viscous forces) of the ISM.
Nonetheless, simulations represent fairly well the statistical
properties of the ISM, including the probability distribution
function of density (Vazquez-Semadeni et al. 1997; Feder-
rath et al. 2009; Burkhart et al. 2009; Kainulainen et al. 2009;
Burkhart & Lazarian 2012; Burkhart et al. 2015; Chen et al.
2017), velocity and density power spectra (Stanimirovic et al.
1999; Stanimirovic´ et al. 2004; Lazarian & Pogosyan 2008;
Burkhart et al. 2010, 2013b; Chepurnov et al. 2015; Feder-
rath 2013), and principal components (Heyer & Brunt 2004,
2012). Statistical studies are therefore one promising avenue
to connect theory, simulation, and observation of turbulence
in the ISM. Other statistical techniques include higher-order-
spectra, such as the bispectrum (Burkhart et al. 2009, 2010;
Cho & Lazarian 2009; Burkhart & Lazarian 2016), higher-
order moments (Kowal & Lazarian 2007; Burkhart et al.
2010; Gaensler et al. 2011), topological techniques (Kowal
& Lazarian 2007; Chepurnov et al. 2008), clump and hier-
archical structure finders (Rosolowsky et al. 2008; Goodman
et al. 2009; Burkhart et al. 2013a), Tsallis functions (Esquivel
& Lazarian 2011; Tofflemire et al. 2011), and structure or
correlation functions as tests of intermittency and anisotropy
(Cho & Lazarian 2003b; Esquivel & Lazarian 2005; Kowal &
Lazarian 2010b; Schmidt et al. 2008; Konstandin et al. 2012).
The most commonly-used statistical tool of turbulence is
the spatial or temporal Fourier power spectrum. The power
spectrum is useful for studying the turbulent power cascade
as a function of scale or frequency and searching for the
sources and sinks of energy, also known as the injection and
dissipation scales (Lazarian & Pogosyan 2004, 2006; Kowal
& Lazarian 2007; Kritsuk et al. 2007; Goodman et al. 2009;
Heyer et al. 2009; Schmidt, W. et al. 2009; Burkhart et al.
2010; Federrath et al. 2010; Collins et al. 2012; Burkhart
et al. 2014; Chepurnov et al. 2015). However a critical limi-
tation of the power spectrum is that it ignores phase informa-
tion that is important for capturing the overall structure. In
order to study both phase and amplitude information a num-
ber of statistics beyond the power spectrum have been pro-
posed for ISM studies, including the bispectrum (Burkhart
et al. 2009, 2015; Burkhart & Lazarian 2016), which studies
the correlations of triplets of the Fourier-transformed den-
sity evaluated at three wavenumbers that form a closed trian-
gle. The configuration-space analog of the bispectrum is the
3-Point Correlation Function (3PCF), which probes excess
triangles (relative to a random distribution) formed by den-
sity points. The 3PCF is a natural tool for turbulence stud-
ies as it encodes information about non-linear interactions
that is absent in the 2-Point Correlation Function (2PCF), the
configuration-space analog of the power spectrum.
However, a difficulty faced by bispectrum and 3PCF stud-
ies is that direct calculations are numerically expensive as the
choice of wave-vector triplets scales as N3, with N the num-
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Figure 1. Left: the geometry for the 3PCF is shown. We
parametrize it by two triangle sides r1 and r2 and their enclosed
angle θ12, expanding the full 3PCF in a Legendre series with ra-
dial coefficients ζ`(r1,r2) for the dependence on side length times
Legendre polynomials P` for the angular dependence. These coef-
ficients can then be plotted versus binned r1 and r2, where red rep-
resents an excess of triangles over random and blue a deficit; ` = 4
is shown as an example at right. Here each bin corresponds to 4
simulation pixels.
ber of wavevector magnitudes: one requires three to specify
a Fourier-space triangle. Previous work somewhat evaded
this difficulty by averaging over the triangle opening angle
in Fourier space, reducing the scaling to N2 as there remain
only two sides as free parameters (Burkhart et al. 2009).
Recently Slepian & Eisenstein (2015) introduced a fast
3PCF algorithm that reduced the computational expense of
the calculation from N3, with N the number of points, to
N2 using spherical harmonics, and further accelerated it to
Ng logNg using Fourier Transforms (Slepian & Eisenstein
2016), with Ng the number of grid cells used for the Fourier
Transform. Furthermore, the algorithm allows for calcula-
tion of higher multipole moments and does not use angle
averaging as was done in Burkhart et al. (2009). The N2
version of the algorithm (spherical-harmonic-only) has been
successfully applied to large-scale structure (Slepian et al.
2015, 2016, 2017), but the current work is the first applica-
tion of the Fourier-Transform-based version.
Here, we use the Fourier-based algorithm to perform the
first study of the angle-dependent 3PCF for simulations of the
turbulent, magnetized ISM. We focus on how sensitive the
3PCF multipole moments are to the sonic and Alfvénic Mach
numbers. These are important turbulence parameters defined
as respectively the sonic and Alfvénic Mach numbers Ms ≡
|v|/cs and MA ≡ |v|/〈vA〉. v is the velocity, and cs and vA
are respectively the isothermal sound speed and the Alfvén
speed.
The paper is structured as follows. In §2 we review the ba-
sis and algorithm and outline the numerical implementation
enabling the high speed necessary for this study. §3 presents
two compressions of the 3PCF we perform as well as a quan-
titative fitting ansatz for them. §4 describes the MHD turbu-
lence simulations we use. §5 discusses our results, and §7
concludes.
2. BASIS & ALGORITHM
2.1. Multipole expansion
One can imagine the 3PCF in terms of points and the ex-
cess frequency of triangles of a certain shape whose vertices
are given by those points, or alternatively, the excess product
of density in triples of grid cells at the corners of triangles of
a certain shape. We begin our discussion by considering the
former, and then derive the latter. Throughout this work we
measure the full 3PCF of the simulations using the Legendre
basis. We expand the 3PCF as a sum over Legendre polyno-
mials (multipoles) containing the dependence on the opening
angle of the triangle, weighted by radial coefficients describ-
ing the dependence on triangle side length. Mathematically
we have
ζ(r1,r2; rˆ1 · rˆ2) =
∑
`
ζ`(r1,r2)P` (rˆ1 · rˆ2), (1)
with ζ the full 3PCF, ζ` the multipole moments, and P` the
Legendre polynomials. rˆ1 · rˆ2 = cosθ12 and θ12 is the open-
ing angle of the triangle. Figure 1 summarizes the geometry
and basis and shows an example of the ultimate result, the
coefficient ζ`(r1,r2). If the sum over ` ranges from zero to
infinity, the Legendre polynomials form a complete (and or-
thogonal, but not orthonormal) basis for an arbitrary 3PCF of
r1,r2, and rˆ1 · rˆ2. However, in practice we truncate the sum at
some finite `max; here we choose `max = 5. This likely leaves
some information about the angular dependence unexplored,
though we can check the convergence of this truncated ex-
pansion by forming cumulative sums over all multipoles up
to and including a given l. In practice we find that for the
raw 3PCF this cumulative sum is dominated by the first few
`, meaning that the full 3PCF is a relatively smoothly-varying
function of triangle opening angle.
The statistic we choose to report in this work is actually
the 3PCF multipoles divided by their standard deviation in
time, and these cannot be directly added to obtain the full
raw 3PCF, nor to obtain the full 3PCF divided by the full
noise. However, they are the most useful statistic to exam-
ine because each multipole has similar signal to noise: for
instance, while the raw monopole is the largest amplitude, it
also varies the most in time. The convergence of the infor-
mation in these signal-to-noise weighted moments is evident
because the higher moments begin to look similar to each
other (see Figures 3 and 4).
The algorithm proceeds by obtaining local estimates of the
multipole coefficients about a given center ~x and then aver-
aging over all ~x in the end to yield the translation-averaged
3PCF. The local estimate of the multipole coefficients can
be evaluated using orthogonality, such that about a given
point ~x we integrate over all opening angles, parametrized
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by µ12 ≡ cosθ12 = rˆ1 · rˆ2. We have
ζl(r1,r2;~x) =
2l +1
2
∫
dµ12 P` (µ12)ζ(r1,r2;µ12;~x), (2)
where ζ(r1,r2;µ12;~x) = 〈δ(~x)δ(~x+~r1)δ(~x+~r2)〉 and the angle
brackets denote averaging over rotations. δ is the density
field, and δ(~x) comes outside the integral and can be applied
as a weight once the integral has been performed. The pre-
factor is to deal with the fact that the Legendre polynomials
are orthogonal but not orthonormal.
As shown in Slepian & Eisenstein (2015), the integral can
be evaluated by rewriting the Legendre polynomial as a prod-
uct of spherical harmonics, one in rˆ1 and one in rˆ2, via the
spherical harmonic addition theorem. We will then integrate
over dΩ1dΩ2, which takes care of averaging over rotations
as well; thus we can remove the angle brackets when the in-
tegration is written in this form. The integral over µ12 is now
separable in dΩ1dΩ2. Using spherical harmonics means that
we can compute the local estimate of the multipole moments
of the 3PCF by assembling local spherical harmonic coeffi-
cients on radial bins about each point ~x. Around a given point
~x, one thus has an order N calculation, with N the number of
points, and one must do this calculation about each ~x, leading
to an overall N2 scaling.
Obtaining the harmonic coefficients about all ~x can be
recast as a convolution and therefore evaluated with Fast
Fourier Transforms (FFTs) if the density field is gridded, as
shown in Slepian & Eisenstein (2016). This reduces the com-
putational cost of the algorithm from N2 to Ng logNg, with Ng
the number of grid cells used for the FFT.
While using the FFT version of the algorithm demands a
trade-off between speed and precision for data that is not ini-
tially gridded, for initially gridded data the FFT version of
the algorithm is exact. This is the case for the simulations
we use in this work, which are all performed on a regular,
periodic cubic grid.
2.2. Implementation of the FFT-based 3PCF algorithm
Here we briefly outline our implementation of the FFT-
based 3PCF algorithm. First, the algorithm convolves the
gridded spherical harmonic kernel for a given ` and m on a
given radial bin with the density field to generate the har-
monic expansion coefficient a`m on that bin about every pos-
sible origin in the box simultaneously.
At fixed data cube size and choice of radial bins, the spher-
ical harmonic kernels are independent of the density data.
The FFTs of these kernels are pre-computed and stored on
disk so that they can be re-used in calculating the 3PCFs of
different simulations.
The density cube is read from disk and its FFT computed
only once. To ensure that the problem fits in memory, we
consider the spherical harmonic kernels one at a time. We
load from disk the FFT of the kernel for a given `, m, and
radial bin and then multiply it by the FFT of the data. The
inverse FFT of this product then yields the desired harmonic
expansion coefficient grid, which is saved to disk. This pro-
cedure requires three arrays of the box size in memory at
once: the kernel FFT, the data FFT, and their product. For
a 2563 simulation, each double-precision array of complex
numbers is about 2563× 2× 8 bytes = 268 MB, leading to
3× 268 MB = 0.81 GB total; for 5123 the total memory re-
quirement is then 6.44 GB, and for 10243 it is 51.54 GB.
Working in double precision is important when taking the
FFT.
Once all the harmonic coefficients are obtained, we must
form all possible combinations of two different radial bins
at the same ` and m, multiply them, sum over spins m and
then weight by the real-space density field as discussed after
equation (2). The harmonic coefficients are read from disk
for each pair, so this step has three box-sized grids in memory
at the same time: the two harmonic coefficients entering the
bin combination and the accumulating sum over m. Once the
sum over m has been computed, one can then load the real-
space density field, apply it as a final weight, and sum over ~x,
which is equivalent to translation-averaging.
The approach above, in which only three arrays are loaded,
is appropriate for a machine with limited memory. How-
ever another approach can be taken when more memory is
available. In this case, it is more efficient to load the har-
monic coefficient grids on all bins at once as for a given `
and m, there is significant reuse of each radial bin. The co-
efficient grid for a given radial bin will be paired with that
for all other radial bins, meaning it is not ideal to read in
the grids needed for one combination of bins, only to shunt
one or both out of memory for the next combination. This
strategy enables a performance tradeoff where computational
speed can be gained at the cost of increased memory require-
ments. For 2563 boxes, it was feasible to hold harmonic coef-
ficient grids for 32 different bins on the nodes we used (which
have 4 AMD Opteron Abu Dhabi CPUs with 64 GB of RAM
each), but larger simulations would exceed the memory we
had available.
When calculating the 3PCF of very high-resolution data
sets, like the 40963 simulations in Federrath (2013), the
FFTs to compute the harmonic expansion coefficient grids
will become the rate-limiting step, scaling as Ng log2Ng. To
compute the harmonic expansion coefficient grids for 2563
boxes, up to ` = 5 for 32 radial bins, requires 672 FFTs at
13 seconds each, or 2.5 core-hours total. In this work, we
have not parallelized our code, opting instead to have each
CPU calculate the 3PCF of a different data set. Thus, for a
40963 dataset which has (4096/256)3 = 4096 times as many
voxels as in our 2563 runs, we expect each FFT to take
4096log2 4096 = 49152 times longer, or 7 days each for a
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Figure 2. Density field slices of a representative range of the simulations used in this work, shown using a logarithmic color map. The
high density contrast from shocks in the supersonic simulations can clearly be seen, as well as finer structures arising in the super-Alfvénic
simulations. These slices are the raw density field ρ divided by the average density < ρ >, not the fluctuation field δ of which we compute the
3PCF.
total of 14 core-years. Clearly, this calculation would need
to be parallelized to be feasible. The FFTs are independent,
since each is obtaining the harmonic coefficient for a par-
ticular ` and m and on a single, particular radial bin. They
could thus easily be distributed among cores. If parallelized
in this way, a 40963 grid would take about 7 days with 672
cores. The FFTs themselves could also be parallelized by do-
main decomposition. For example, the PFFT implementation
(Pippig 2013) allows for a 2D domain decomposition and
has been demonstrated on 81923 grids using up to 262,144
cores on a BlueGene/P architecture. The memory require-
ments of calculating a 40963 3PCF would be substantial, re-
quiring 3.30 TB. Parallelizing the computation may increase
the total memory requirement, but would allow the memory
to be distributed over many cores.
3. ANALYSIS
The density fields of turbulent media are often log-normal,
meaning that the logarithm of the density fluctuations follows
a Gaussian distribution (Vazquez-Semadeni 1994; Federrath
et al. 2008; Burkhart & Lazarian 2012). All the information
for Gaussian random fields is contained in the 2PCF or power
spectrum, and if the turbulent density field is only weakly
non-Gaussian in log space, this suggests that the 2PCF and
3PCF of its logarithm will capture all the information. The
case is analogous to cosmology, where on large scales the
density field is only weakly non-Gaussian due to late-time
non-linear structure formation altering the initially Gaussian
random density. Thus on large scales in cosmology the 2PCF
and 3PCF are taken to nearly fully characterize galaxies’ spa-
tial clustering on scales of tens to hundreds of Megaparsecs.
We therefore compute a density fluctuation field for the
scaled logarithm of our simulated density cubes, as
δ =
logρ− 〈logρ〉
σ(logρ)
, (3)
where the base of the logarithm does not matter as it cancels
out in this ratio. The density fluctuation field for each simula-
tion cube thus has zero mean and unit variance. We then take
the 3PCF of this density fluctuation field. This choice nor-
malizes for the scale of density fluctuations in each simula-
tion, allowing us to focus on the differences in non-Gaussian
structure between simulations. The power spectrum or 2PCF
will already capture differences in the overall variance, as the
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variance is the zero lag limit of the 2PCF or the integral of
the power spectrum over all k.
Once we have the multipole moments of the 3PCF as a set
of functions of r1 and r2, we need a means of relating them
to the sonic and Alfvénic Mach numbers used for the simu-
lation. We perform two empirically-motivated compressions
of the data which we describe below. A related compression
scheme is described in Burkhart & Lazarian (2016). We then
fit to them a simple form that models the 3PCF dependence
on these parameters with a power law in each, with an addi-
tional constant pre-factor that depends only on `.
The first compression we form is to consider the 3PCF
along two lines: the diagonal r2 = r1 and the half-diagonal
r2 = r1/2. This compression leads to a 1-D function of r1 at
each multipole l. We will have such a function for each pair
of MS and MA simulated. Thus the dimension of this dataset
is NMSNMA (`max + 1)Nr, where NMS and NMA are respectively
the number of Ms and MA values simulated and Nr is the num-
ber of bins in side length we use.
The second compression is to then average these first com-
pressions over all scales, so that we now have a function only
of l. Again, we will have such a function for each pair of
MS and MA simulated. The dimension of this dataset is then
NMSNMA (`max +1). We display the results of each of these two
compressions in §5.
We now make the ansatz that the fully compressed 3PCF
has the form
ζ = f (l)
[
cP logMS + cB logMA
]
(4)
where cP and cB are constants, with subscripts “P" for pres-
sure, which enters the sonic Mach number, and “B" for mag-
netic field, which enters the Alfvénic Mach number.
cP and cB can be interpreted as logarithmic derivatives of
the 3PCF with respect to MS and MA, evaluated at some fidu-
cial MS,0 and MA,0 or equivalently pressure and magnetic
field. In other words, we are essentially considering coef-
ficients in a Taylor expansion of the 3PCF as
ζ(MS,MA) = ζ(MS,0,MA,0)+
∂ζ
∂ logMS
∣∣∣∣
MS,0,MA,0
[
logMS − logMS,0
]
+
∂ζ
∂ logMA
∣∣∣∣
MS,0,MA,0
[
logMA − logMA,0
]
+O
((
logMS − logMS,0
)2)
+O
((
logMA − logMA,0
)2)
, (5)
with cP ≡ ∂ζ/∂ logMS and cB = ∂ζ/∂ logMA. These coeffi-
cients are roughly analogous to bias parameters in cosmol-
ogy, where the galaxy density field is expanded in terms of
powers of the matter density field with the biases as fitted co-
efficients encapsulating the complex physics of galaxy for-
mation (e.g. Desjacques et al. 2016).
In this paper, one focus will be obtaining the coefficients
cP and cB from simulations. However, we briefly discuss how
once this has been done the process could be reversed to de-
termine the MS and MA from data in a given region of the
ISM. In this latter case, one can measure the 3PCF, and sim-
ulate fiducial values MS and MA believed to be close to the
true values. One could then solve the system of equations
implied by the Taylor series expansion (5) to find Ms and
MA for that region of the ISM. Generically the inversion of
equation (5) is the solution of the χ2 minimization problem
χ2 =
(
~D− ~M
)
C−1
(
~D− ~M
)T
, where ~D is the data vector, ~M
is the model vector, C is the covariance matrix, which en-
codes the (presumed) independence structure of the data, and
T means “transpose.” This minimization can be performed
efficiently using matrix algebra.
We now outline possible approaches to the covariance ma-
trix. The simplest approach, which we adopt in this work,
is to take it that all pixels in the (r1,r2) plane and at each `
are independent, and to use the time-variation as a measure
of the “cosmic-variance” standard deviation by invoking the
ergodic hypothesis. This hypothesis implies that averaging
over many different time-slices is the same as averaging over
many different regions of space. This is exactly the variance
we would expect if we measured the 3PCF averaged over
many different patches of the ISM, as would be the likely
use-case.
However this approach will fail to capture the fact that the
pixels in `, (r1,r2) are likely not fully independent of each
other. To make a less simplistic treatment of the covari-
ance, we can notice that since the density field is roughly log-
normal, computing the 3PCF of its logarithm means that the
six-point function (which gives the covariance of the 3PCF)
will have a Gaussian random field (GRF), or disconnected,
contribution. Since the field is nearly log-normal, the distri-
bution of logarithms is nearly Gaussian. We thus expect that
the GRF piece of the six-point function dominates the other
pieces and so is a good estimate of the full 3PCF covariance.
The GRF covariance is given by the inverse FT of the prod-
uct (P(k1)+1/n)(P(k2)+1/n)(P(k3)+1/n), where the ki form
a closed triangle, P(k) is the power spectrum, and n is the
effective number density of objects (1/n is the “shot noise”).
One can see that there will be a pure signal contribution scal-
ing as P3, as well as signal-cross-noise contributions P2/n
and P/n2, and a pure noise contribution 1/n3. The approach
we have adopted in this work captures only the pure noise
contribution, which will give only diagonal contributions to
a covariance matrix in configuration space (the inverse FT of
a constant is a Dirac Delta function). However generically
there will also be other contributions to the diagonal not cap-
tured, as well as off-diagonal pieces, from the pure signal and
signal-cross-noise terms.
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The GRF six-point function in the multipole basis was
computed in Slepian & Eisenstein (2015), where the effec-
tive volume V and effective survey number density n (giving
the shot noise, 1/n) were left as free parameters to be fit us-
ing a noisy empirical covariance matrix derived from a large
number of mock catalogs, a procedure followed through in
Slepian et al. (2015, 2017). Here we do not have a large
number of mocks because we do not know the correct under-
lying MS and MA values with which to produce them, so we
need to estimate V and n directly. A good first estimate will
be the physical volume and number density of the simula-
tion box (or observed volume) used. In the case of galaxies,
the effective V and n take on values different from these be-
cause they are absorbing some non-linearity that makes the
six-point function deviate from its disconnected piece. How-
ever, they are not greatly different from the true values. Given
that the log-density field should be roughly Gaussian in the
present case as well, we expect this will still hold true.
4. NUMERICAL SIMULATIONS OF MHD
TURBULENCE
We now describe the MHD simulations used to obtain den-
sity profiles for sub- and supersonic turbulent gas with dif-
ferent magnetic field strengths. Our simulations are isother-
mal and non-self-gravitating. We use a third-order-accurate
hybrid essentially non-oscillatory scheme (Cho & Lazarian
2002, 2003) to solve the ideal MHD equations,
∂ρ
∂t
+∇· (ρv) = 0, (6)
∂(ρv)
∂t
+∇·
[
ρvv +
(
p+
B2
8pi
)
I−
1
4pi
BB
]
= f, (7)
∂B
∂t
−∇× (v×B) = 0 , (8)
where ρ is the density, B is the magnetic field, p is the gas
pressure, and I is the identity matrix. We assume the zero-
divergence condition ∇ · B = 0, periodic boundary condi-
tions, and an isothermal equation of state p = c2sρ, with cs the
isothermal sound speed. The BB term is the magnetic stress
matrix and can also be written as B ·∇B/(4pi). For the source
term f, we assume a random large-scale solenoidal driving at
a wave number k ≈ 2.5 (i.e. 1/2.5 the box size). The simu-
lations have 2563 resolution elements, and the code has been
both employed and described in many previous works (Cho
& Lazarian 2003; Kowal et al. 2007; Burkhart et al. 2009;
Kowal et al. 2009; Burkhart et al. 2010; Kowal et al. 2011).
The simulation runs used in this work are publicly available
as part of the Catalog for Astrophysical Turbulence Simu-
lations (CATS, Burkhart et al. 2017, in prep.; Burkhart &
Lazarian 2017, in prep.)1.
1 http://www.mhdturbulence.com
Each simulation is defined by the sonic Mach number
Ms ≡ |v|/cs, and the Alfvénic Mach number MA ≡ |v|/〈vA〉,
where v is the velocity, cs and vA are respectively the isother-
mal sound speed and the Alfvén speed, and 〈·〉 denotes aver-
ages over the entire simulation box. We explore a range of
sonic Mach numbers (MS ≈ 0.7,1,2,4, and 7) for two differ-
ent regimes of Alfvénic Mach number. The simulations are
sub-Alfvénic with MA ≈ 0.7 (i.e. strong magnetic field) or
super-Alfvénic (MA ≈ 2.0). The initial Alfvénic Mach num-
ber in the super-Alfvénic runs is 7.0; however due to strong
small-scale dynamo effects (see eg. Federrath (2016)) the
magetic field rises for this run and the saturated end value of
MA is roughly 2. The sonic Mach number does not evolve
significantly throughout the simulations. The simulations are
non-self-gravitating, meaning they are scale-free and we may
assign any desired physical scale for the box length and den-
sity (see Hill et al. 2008, Appendix). The sonic Mach num-
ber scales as 1/
√
P and the Alfvénic Mach number scales as
1/B; our choices of sonic Mach number correspond to steps
in pressure by a factor of 10. Our choice of initial Alfvénic
Mach number also corresponds to a step in B by a factor of
10, but the factor between the two final, saturated magnetic
fields is roughly 3. We show slices of a representative range
of these simulations in Figure 2. Throughout, we use'when
stating the sonic and Alfvénic Mach numbers because they
are average quantities over the simulation box and do fluctu-
ate slightly both spatially and in time.
5. RESULTS
First, we plot the multipoles of the 3PCF as functions of the
two triangle side lengths as color maps (Figures 3 and 4). We
have chosen for eachMA to display supersonic, transonic, and
subsonic cases, respectively MS' 7,1, and 0.7. We also stud-
ied MS ' 4 and 2 but for the sake of brevity we do not show
them; they look similar to the nearest values of MS (7 and 1)
we do show. In these plots, red denotes an excess of triangles
above random at some pair of side lengths r1,r2, projected
onto the specified multipole in angle; blue denotes a deficit.
Figure 1 provides a compact guide to interpreting these plots.
Our bins are of constant width of 4 simulation pixels each, so
going out to 32 bins corresponds to probing scales up to half
the box size. It is inappropriate to go to larger scales as in
a periodic box, the dynamics already begins to incur order-
unity errors on scales of half the box size. Furthermore, tri-
angles where one side is larger than half the box size will pe-
riodically overlap themselves as we take the simulation grid
to have periodic boundary conditions, and this effect is un-
physical. Bins at larger radii enclose more voxels and thus
more possible triangles: we normalize out this effect by di-
viding the 3PCF by the product of the number of voxels in the
two radial bins, which scales as r21r
2
2. Furthermore, because
the 3PCF multipoles show some time-variation, we average 9
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snapshots of the same simulation, separated by half turnover
times, and beginning late enough in the simulation that the
turbulence is already well-developed. In units of the turnover
time, these snapshots are at 5, 5.5, 6, 6.5, 7, 7.5 ,8 ,8.5, and
9. We then divide each multipole by the standard deviation
of its mean to yield the 3PCF multipoles in units of signal-to-
noise. The standard deviation is roughly constant as a func-
tion of r1 and r2, so dividing by it does not drastically change
the scale dependence of the 3PCF multipoles.
We detect significant features in the first few multipoles
for all the simulations. In nearly all cases, the ` = 5 features
are quite similar to those at ` = 4, suggesting that the higher
multipoles are converging to a common structure and thus
we are not losing much discriminating power by truncating
our expansion at ` = 5. Generically, across simulations, the
monopole (` = 0) is negative out to bin 10. Similarly, across
simulations, the dipole (` = 1) is negative at small radii and
has largest amplitude around the diagonal r1 = r2. In the su-
personic and super-Alfvénic case, the dipole is positive in the
first two bins, and in the supersonic and sub-Alfvénic case,
both the monopole and dipole are positive for the first few
bins. The higher multipoles differ more dramatically across
conditions, meaning that they provide important information
in distinguishing different conditions.
In the highly supersonic cases MS ' 7, the high multipoles
` ≥ 2 are positive at small radii, then are negative along the
diagonal and positive away from the diagonal. In the tran-
sonic and subsonic cases MS ≤ 1, the behavior of the higher
multipoles changes to be negative at small radii. The higher
multipoles show significant positive features at larger radii as
one moves away from the diagonal.
These color plots show our full 3-D 3PCF measurements
and highlight important features of the 3PCF, but are diffi-
cult to compare in detail by eye. Many important features
occur roughly on the diagonal r1 = r2 or on the half-diagonal
r2 = r1/2, so we compress the measurement by taking the
3PCF multipole values along these two lines. These diagonal
and half-diagonal values for each multipole are now simply
a function of radius, enabling their display as line plots.
Figure 5 shows the diagonals for all multipoles for a single
simulation. We show only bins 2 and larger as the first two
bins (0 and 1) are likely dominated by numerical noise; the
simulation will not accurately resolve structure on the scale
of a few pixels. Figure 5 shows that the sonic Mach num-
ber has a large effect: there is a clear divide between the su-
personic simulations with MS ≥ 2 and the transonic/subsonic
simulations with MS ≤ 1. This difference is most prominent
in the higher multipoles ` ≥ 2. In the supersonic cases, the
higher multipoles are positive at small radius and fall with
radius. But in the transonic/subsonic case, these multipoles
are negative at small radius. For all sonic Mach numbers, the
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Figure 3. The full 3-D 3PCF signal-to-noise computed in the mul-
tipole basis, for three different sonic Mach numbers MS, for the
super-Alfvénic Mach number runs. The top panel is supersonic,
the middle panel transonic, and the bottom panel subsonic. Each
panel shows the radial coefficients of the 3PCF as projected onto
the Legendre basis for the angular dependence; the triangle sides
are binned, and denoted r1 and r2. The 3PCFs look very similar in
the monopole ` = 0, but are easily distinguished by using the angu-
lar information contained in the higher multipoles. The supersonic
case’s density field has the largest number of filaments (see Figure
2), created by shocks. This panel confirms our expectation that fil-
amentary structure will produce a strong diagonal amplitude that
grows with `. This occurs because higher-` Legendre polynomials
put more weight on the fully closed µ = 1 or fully-opened µ = −1 tri-
angles to which filaments map, as the Legendre polynomials’ slopes
become steeper with rising ` as one moves away from µ =±1. The
apparent convergence of the higher multipoles ` = 3,4, and 5 is also
consistent with filaments, which in the limit of infinitesimal width
have equal power at all multipoles much as a Dirac Delta function
is an equal-weight sum of all plane waves.
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Figure 4. Similar to Figure 3, except for sub-Alfvénic runs. Again,
the key point is that the ` = 0 moment does not offer much discrimi-
nating power among the three conditions, whereas the higher multi-
poles break the degeneracy. Cross-comparing with Figure 3 shows
that the higher multipoles also enable distinguishing between dif-
ferent Alfvén Mach numbers (magnetic fields) at fixed sonic Mach
number. Indeed, overall, none of these six plots (Figures 3 and
4) look the same as each other when including the ` > 0 multi-
poles, showing that there is not much degeneracy and in principle
the 3PCF can distinguish both different sonic and Alfvénic Mach
numbers. In practice observational issues such as noise and line-of-
sight integration may make this more challenging.
lower multipoles ` ≤ 1 are negative at small radii and tend
towards zero with increasing radius.
While these patterns hold in both the super-Alfvénic (MA'
2) and sub-Alfvénic (MA ' 0.7) simulations, the magnetic
field changes the detailed behavior of the multipoles. In the
super-Alfvénic and supersonic simulations, the higher multi-
poles follow similar curves, with ` = 4 and ` = 5 being more
positive than ` = 2 and ` = 3. But in the sub-Alfvénic and
supersonic simulations, ` = 4 and ` = 5 flatten at smaller radii
while ` = 2 and ` = 3 do not.
Figure 6 shows the half-diagonals (r2 = r1/2) for all mul-
tipoles for a single simulation. The half-diagonal will con-
tain information not reflected in the diagonal. In particular,
the higher multipoles `≥ 2 have large contrasts between the
diagonal and off-diagonal 3PCF. Again, there is a clear di-
vide between the supersonic simulations with MS ≥ 2 and the
transonic/subsonic simulations with MS ≤ 1, which is most
prominent in the higher multipoles ` ≥ 2. In the supersonic
cases, the higher multipoles are positive and fall slowly with
radius. But in the transonic/subsonic case, these multipoles
are negative at small radius. For all sonic Mach numbers, the
lower multipoles ` ≤ 1 are negative at small radii and tend
towards zero with increasing radius.
The magnetic field also has a noticeable effect on the half-
diagonal. In the supersonic simulations, the half-diagonal
values for all multipoles are more positive at small radii
in the sub-Alfvénic simulations than in the corresponding
super-Alfvénic simulations. In the super-Alfvénic simula-
tions that are also subsonic or transonic, the higher multi-
poles `≥ 2 do not intersect the lower multipoles `≤ 1. But in
the sub-Alfvénic simulations that are subsonic or transonic,
the higher multipoles intersect the lower multipoles around
bin 6.
We highlight the discriminatory power of the diagonal of
each multipole in Figure 7. Each panel shows the diagonal
values for a single multipole for all simulations. Again, we
see the strong effect of sonic Mach number: at fixed MA, the
MS≥ 4 cases cluster together and so do theMS≤ 1 cases. The
MS ' 2 case is between these two clusters, but more often
closer to the MS ≥ 4 cluster. While these differences due
to sonic Mach number manifest in the lower multipoles ` ≤
1, they are more prominent in the higher multipoles ` ≥ 2.
The effect of the magnetic field is clearest at small radii in
the higher multipoles: the supersonic MS ≥ 2 lines are more
positive in the sub-Alfvénic case than in the super-Alfvénic
case (save for MS ' 1).
Each panel of Figure 8 shows the half-diagonal values for a
single multipole for all simulations. In all multipoles, at fixed
MA, the MS ≥ 2 cases cluster together. The MS ' 1 case is
always between the MS ' 0.7 and MS ' 2 cases, often being
closer to the MS ' 0.7 case. These differences due to sonic
Mach number are most prominent in the higher multipoles
` ≥ 2 but can also be seen in the dipole ` = 1. The magnetic
field also affects the half-diagonal. This effect can be clearly
seen in ` = 1,2,3 at small radii: the values are more positive
in the sub-Alfvénic case than in the super-Alfvénic case.
We further compress the 3PCF multipoles by averaging the
diagonals over two radius ranges, bins 2 to 12 and bins 13 to
30, both inclusive. This compression enables displaying the
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Figure 5. Each panel shows the diagonal, r1 = r2, of the 3PCF for all ` at a given sonic and Alfvénic Mach number. Visually this is traversing
a 45◦ line in the panels shown in Figures 3 and 4. Physically it corresponds to isosceles triangles. We show only the first 12 bins (omitting
bins 0 and 1 due to likely contamination by numerical noise) here, as the signal becomes smaller beyond bin 12 so the curves become difficult
to distinguish by eye. As one moves down the lefthand column above, i.e. varying the sonic Mach number while keeping the Alfvénic Mach
number (magnetic field) fixed, one sees that the multipole ordering gradually changes; the higher multipoles, ` ≥ 2, change from positive
(supersonic cases) to negative (transonic and subsonic cases). A similar trend occurs in the righthand column, which has a smaller Alfvénic
Mach number. The variation is continuous as one moves down each column, showing that the 3PCF has a smooth response to changes in sonic
Mach number. Reading across the two columns, at fixed sonic Mach number, it is clearly possible to distinguish between the two Alfvénic
Mach numbers (supersonic and subsonic) presented here; see also Figures 3 and 4.
averaged diagonal for each simulation as a function of `. The
signal is higher for the smaller bin range but the larger range
is more comparable to the “inertial range” typically found
to follow a power-law in the Fourier-space power spectrum
of turbulence.2 In Figure 9 the effect of sonic Mach num-
2 Though the correspondence is not exact because each configuration-
space result is an integral over all Fourier-space modes.
ber can be clearly seen for bins 2 to 12. The higher mul-
tipoles ` ≥ 2 are most positive for the supersonic MS ≥ 4
cases and lowest for the transonic/subsonic MS ≤ 1 cases,
with the MS ' 2 cases being intermediate. Moving from sub-
Alfvénic to super-Alfvénic renders these higher multipoles
more positive. In Figure 9, the effects of sonic Mach number
and Alfvénic Mach number are less clear for bins 13 to 30.
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Figure 6. Each panel shows the half-diagonal, r2 = r1/2, of the 3PCF for all ` at a given sonic and Alfvénic Mach number. Visually this is
traversing a 26.6◦ line in the panels shown in Figures 3 and 4. Physically it corresponds to 2 : 1 triangles. We show only the first 12 bins
(omitting bins 0 and 1 due to likely contamination by numerical noise) here, as the signal becomes smaller beyond bin 12 so the curves become
difficult to distinguish by eye. As one moves down the lefthand column above, i.e. varying the sonic Mach number while keeping the Alfvénic
Mach number (magnetic field) fixed, one sees that the multipole ordering gradually changes; the higher multipoles, `≥ 2, change from positive
(supersonic cases) to negative (transonic and subsonic cases). A similar trend occurs in the righthand column, which has a smaller Alfvénic
Mach number. The variation is continuous as one moves down each column, showing that the 3PCF has a smooth response to changes in sonic
Mach number. Reading across the two columns, at fixed sonic Mach number, it is clearly possible to distinguish between the two Alfvénic
Mach numbers presented here, especially at small scales.
At these larger radii, features are not very significant: few
points are beyond a mean signal-to-noise of 2.
Using simulations at the same Alfvénic Mach number and
neighboring sonic Mach numbers, we estimate the logarith-
mic derivatives of the bin-averaged diagonal with respect to
MS and present them in Figure 10; this is the coefficient cP
defined in equation (5). MS scales as P1/2 so d log10MS =
−(1/2)d log10P. Our simulations with neighboring MS dif-
fer in pressure by a factor of 101/2, so d log10MS = 1/4 (tak-
ing the larger MS minus the smaller MS). We can thus esti-
mate the base-10-logarithmic derivatives with respect to MS
as finite differences by subtracting neighboring pairs of sim-
ulations and multiplying by 4. Our ansatz that the logarith-
mic derivative is constant at a given multipole does not hold.
For MA ' 0.7, the pressure derivative is smallest in mag-
nitude for the two most extreme cases, between MS ' 7,4
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Figure 7. Here we show the 3PCF diagonal from bins 2 to 30 for each ` and all conditions. The information is the same as in Figure 5 (though
we go out to a larger maximal bin here), but the slicing is different. The super-Alfvénic cases are displayed with solid lines, sub-Alfvénic with
dashed lines. Here the key point is that the ` = 0 diagonal does not separate the different conditions well, whereas adding higher multipoles
clearly does. In particular, on smaller scales there are significant differences between the cases’ diagonals at fixed `.
and MS ' 1,0.7, and largest in magnitude for the intermedi-
ate cases, between MS ' 4,2 and MS ' 2,1. However, for
MA ' 2, the pressure derivative is most negative when com-
paring the estimates of it from MS ' 2,1 and MS ' 1,0.7.
Comparing simulations at with the same MS but with MA
of 2 and 0.7, we can also estimate the base-10 logarithmic
derivative of the bin-averaged diagonal with respect to MA
using a finite difference; this is the coefficient cB defined in
equation (5). MA varies by a factor of 2/0.7 = 2.857, lead-
ing to d log10MA = 0.456, meaning we can subtract simula-
tions with neighboring MA and multiply by 1/0.456 = 2.193.
The resulting logarithmic derivatives with respect to MA are
shown in Figure 11. Again, our ansatz that the logarithmic
derivative is constant with pressure does not hold. These
derivatives are smaller than those for pressure, showing that
the 3PCF is more sensitive to pressure than to magnetic
field. The supersonic cases MS ≥ 4 have similarly structured
derivatives: their derivatives are positive for all multipoles
and are strongest for ` = 1,4. The transsonic/subsonic cases
MS ≤ 1 are most negative for ` = 2.
We also use the diagonal values of the 3PCF multipoles to
evaluate the time variation in the 3PCF. Here we do not divide
the 3PCF by the standard deviation of the mean. We show
subsonic, transonic, and supersonic at fixed (sub-Alfvénic)
magnetic field. We do not show super-Alfvénic as the result
is similar, consistent with the idea that the 3PCF is less sen-
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Figure 8. Here we show the 3PCF half-diagonal from bins 2 to 30 for each ` and all conditions. The information is the same as in Figure 6
(though we go out to a larger maximal bin here), but the slicing is different. The super-Alfvénic cases are labeled with solid lines, sub-Alfvénic
in dashed lines. Again, the ` = 0 half-diagonal does not separate the different conditions well, whereas adding higher multipoles clearly does.
In particular, on smaller scales there are significant differences between the cases’ diagonals at fixed `.
sitive to MA than to MS, shown by the smaller magnitudes of
cB relative to those of cP; compare Figures 10 and 11. The
supersonic case is shown in Figure 12. There is appreciable
time variation, but all timesteps follow the patterns seen in
the mean. The mean monopole ` = 0 starts negative and then
tends to zero, while the mean dipole ` = 1 starts positive, falls
to be negative, and then tends to zero. The higher multipoles
` ≥ 2 start positive and then tend to zero. The lower multi-
poles `≤ 1 show the most time-variation at low bin number,
around their most negative values, but the higher multipoles
show the most variation at high bin number, when they tend
to zero. Figure 13 shows the transonic case. Here the lower
multipoles start negative and then tend to zero, again showing
the most variation at low bin number. The higher multipoles
fall until bin 5 and then rise towards zero. The variation is
quite significant in the highest multipoles `≥ 4, making them
lower in signal-to-noise. Figure 14 shows a sub-Alfvénic and
subsonic case, which behaves similarly in the lower multi-
poles. ` = 2,3 fall until bin 3 and then rise to be consistent
with zero while ` = 4,5 fall until bin 5, cross zero at bin 10
and then fall to zero.
6. CONVERGENCE TESTS
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Figure 9. The average along the diagonal over the range of bins
(inclusive) indicated in the panel title as a function of ` for all con-
ditions. Visually these panels are the sum over bins of Figure 7, split
into two ranges, 2-12 and 13-30. The solid lines are super-Alfvénic,
the dashed lines sub-Alfvénic.
We now consider whether our statistic is stable to a change
in the resolution of the simulations. We take the most “ex-
treme” conditions we study, i.e. those most likely to form
highly localized, challenging-to-resolve density structures
such as shocks, and study it at a resolution of 2563 and 5123.
We perform this test on a simulation with MS = 7, MA = 1.4.
Because the 3PCF shows some time variation, we use snap-
shots from multiple timesteps: 9 snapshots from the 2563
simulation, and 3 from the 5123 simulation. We use fewer
of the 5123 snapshots, due to their 3PCFs’ greater compu-
tational expense. We compare the 3PCF diagonal and half-
diagonal for 2563 and 5123 in Figures 15 and 16. While a
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Figure 10. cP, the derivative dζ/d[log10MS], estimated from the
two different bin ranges shown in the panel titles as described in
§5; see also equation (5). The solid lines are cP estimated from
different MS but the same super-Alfvénic MA ' 2, the dashed lines
cP estimated from different MS but the same sub-Alfvénic MA ' 0.7.
This point is also made by the smallness of the cB (derivatives with
respect to MA) compared to the cP (derivatives with respect to MS).
Comparing this Figure with Figure 11, it is evident the 3PCF is
simply less sensitive to MA than to MS. Were our ansatz for the 3PCF
equation (5) accurate, cp would be a constant and all of the curves
shown on these panels would overlap. In contrast, we see that cp is
not a constant but rather depends on the pair of MS used to estimate
it, although there is a narrower spread in the monopole (` = 0) and
dipole (` = 1). These panels show that the 3PCF’s sensitivity to MS,
especially of its higher multipoles, is more than a simple power law.
precise comparison is difficult due to the time-variability of
the 3PCF, the time-averaged 3PCF appears to be well con-
verged for the lower multipoles ` = 0,1, with both resolutions
agreeing within one standard deviation. At the higher mul-
tipoles, while the two resolutions disagree somewhat at low
bin number, they still follow similar trends. Convergence is
expected to be harder for higher multipoles, as smaller angu-
lar scales are probed and these may be more strongly affected
by numerical noise.
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Figure 11. cB, the derivative dζ/d[log10MA], estimated from the
two different bin ranges shown in the panel titles as described in §5.
Were our ansatz for the 3PCF equation (5) accurate, cB would be a
constant and all of the curves shown on these panels would overlap.
In contrast, we see that cB is not a constant but rather depends on
the value of MS at which we differenced the two MA values used
for all the d log10MA derivatives. There is a narrower spread in the
monopole (` = 0) and dipole (` = 1). But overall these panels show
that 3PCF’s sensitivity, especially of the higher multipoles, to MA
is more than a simple power law, and that the effect of MA in fact
depends on the value of MS present.
7. DISCUSSION & CONCLUSIONS
Quantifying the spatial structure of the ISM with statisti-
cal diagnostics allows simulations to be more directly com-
pared with observations. The power spectrum probes the tur-
bulent power cascade as a function of scale, but does not cap-
ture phase information which is important in describing ISM
structure. The bispectrum captures phase information but be-
cause of its computational cost (scaling as N3, with N the
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Figure 12. These panels show the diagonals of the 3PCF multipoles
from bin 0 to 25 at each timestep, as well as the mean (dark, thicker
curve) and a range one standard deviation of the mean around the
mean (grey shaded band). Here we show a sub-Alfvénic and super-
sonic case; the eddy turnover time is 100 in our units, so the time-
steps are taken every half-eddy-turnover time, starting at 500 so that
the turbulence is well-developed. These illustrate that while there is
considerable fluctuation in the 3PCF from time step to timestep, the
mean is fairly stable in time, as shown by the tightness of the grey
1σ band around it.
number of wave-vectors), previous studies have only stud-
ied the angle-averaged bispectrum. We implement a fast al-
gorithm for the angle-dependent 3PCF (scaling as Ng logNg,
with Ng the number of grid cells), the configuration-space
analog of the bispectrum. The speed of this algorithm makes
the angle-dependent 3PCF feasible to calculate on simula-
tions and observations, enabling the 3PCF to be used as a
statistical diagnostic that probes phase information.
Previous work (Burkhart et al. 2009) has shown that the
angle-averaged-bispectrum of the density field is sensitive
to the sonic and Alfvénic Mach numbers, which are impor-
tant plasma parameters that are not always straightforward to
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Figure 13. Same as Figure 12 but for a sub-Alfvénic and transonic
case. Again the time-stability of the mean is good.
measure in astrophysical observations. The 3PCF is a natural
statistic to use for turbulence studies, and our fast implemen-
tation makes it a practical statistic to use.
To demonstrate our 3PCF algorithm, we run it on a suite
of MHD turbulence simulations with a wide range of sonic
and Alfvénic Mach numbers. We find that the 3PCF is time-
stable and that it is sensitive to both sonic and Alfvénic Mach
number. The higher multipoles of the 3PCF, capturing its an-
gular dependence, show stronger sensitivity to the simulation
conditions than does the angle-averaged 3PCF (i.e. the 3PCF
monopole), demonstrating that the angular dependence of the
3PCF provides useful information which was not captured in
the earlier works on the angle-averaged-bispectrum of turbu-
lent density fields. Much of the 3PCF’s discriminatory power
is retained using simple compressions of its side-length de-
pendence such as the diagonal (r2 = r1) and half-diagonal
(r2 = r1/2); see also Burkhart et al. (2015) for work on sim-
ilar compressions of the bispectrum. These correspond to
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Figure 14. Same as Figure 12 but for a sub-Alfvénic and subsonic
case. Again the time-stability of the mean is good.
isosceles and 2 : 1 triangles. We leave a study of the ideal
compression of the 3PCF for future work.
This work shows that the 3PCF is a useful statistical di-
agnostic for MHD turbulence simulations, but we have not
investigated the impact of observational effects. In particu-
lar, observations are often integrated over the line-of-sight,
yielding a 2-D column density map rather than a 3-D density
cube. We leave a study of the 3PCF of column density maps
for future work; however we note that the angle-averaged
bispectrum of column density maps has been investigated in
Burkhart et al. (2009). That work found that the 3-D density
and 2-D column density bispectrum were similar, though the
2-D bispectrum suffers from smearing out of coherent struc-
tures such as filaments due to the line-of-sight integration.
We therefore might expect a similar behavior with the 3PCF.
Another promising direction for future work is calculating
the anisotropic 3PCF of MHD turbulence simulations. The
isotropic, or rotation-averaged, 3PCF measured in this work
depends only on the side lengths and opening angle of trian-
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Figure 15. These panels show the diagonals of the 3PCF multipoles
from bin 0 to 25 averaged over nine time steps for the 2563 simu-
lation (blue line) and averaged over three time steps for the 5123
simulation (green). The colored bands show the standard deviation
of the mean, which accounts for the differing number of time steps
used to determine each mean. The 3PCF shows similar trends in
both resolutions.
gles of points, and not the overall orientation of the triangle.
However, the magnetic field imposes a preferred direction.
Slepian & Eisenstein (2017) present an algorithm for calcu-
lating the anisotropic 3PCF of galaxies, where the 3PCF is
assumed to depend on the angles of the triangle sides with re-
spect to some preferred direction (in the case of redshift space
distortions in cosmology, the line-of-sight is a preferred di-
rection). This algorithm also scales as N2, accelerating to
Ng logNg with FFTs, and Friesen et al. (2017) present a par-
allel, high-performance, scalable implementation of the N2
version. The anisotropic 3PCF of MHD turbulence using the
magnetic field direction as the preferred direction could show
even greater sensitivity to Alfvénic Mach number than the
isotropic 3PCF used in this work.
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Figure 16. Similar to Figure 15, but for the 3PCF half-diagonal.
Again, the 3PCF shows similar trends in both resolutions.
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