Abstract: Based on the grey prediction model GM(1,1), a novel fractional-order grey prediction model is proposed and its modeling error is systematically studied. In this paper, exponential data sequences are generated for numerical simulation. Via the numerical simulation method, the mean absolute percentage error (MAPE) of the fractional-order GM(1,1) with different values of order and development coefficient is compared to the GM(1,1) and the discrete GM(1,1). The error distribution of the sequences of exponential data is given. The GM(1,1) and the direct modeling GM(1,1) are both special cases of the fractional-order GM(1,1). The conclusion is helpful to further optimize the grey model using fractional-order operators and to expand the applicable bound of GM(1,1).
Introduction
Grey system theory was developed to study uncertainty systems with small samples and poor information by Chinese scholar, Professor Deng Julong [1] . The grey system theory uses the generation and development method to extract valuable information of some known information in the unknown system, recognizes the correct description of the system's operational behavior and evolution law, and realizes the quantitative prediction of future changes [2, 3] . This is the grey model (GM). The GM (1, 1) is the basic model of grey prediction theory. Its modeling method has been very actively studied and a wealth of research results has been obtained. The representative research modeling results of GM (1, 1) include GM(1,1) with zero-setting modeling [4] , GM(1,1) with extended step-by-step optimum direct modeling [5] , GM(1,1) with step-by-step optimum grey derivative background values [6] , GM(1,1) based on optimum grey derivative [7] , GM(1,1) direct modeling with step-by-step optimizing grey derivative whiten values [8] , modeling and application of metabolic GM(1,1) [9] , discrete GM(1,1) and its modeling mechanism and optimization [10, 11] , the buffer operator method [12, 13] , multivariable grey forecasting with a dynamic background-value coefficient [14] , unbiased grey model with a weakening buffer operator [15] , self-adapting intelligent grey model [16] , GM(1,1) optimization based on the background value and boundary value correction [17] , GM(1,1) with standardized interval grey number [18] , and others. The combined grey prediction model was used to forecast electricity consumption [19] and foreign tourists [20] . Salmeron proposed an autonomous FGCM-based system for surveillance asset coordination [21] . Chang used the grey silhouette coefficient to build a novel procedure for multimodel development [22] . Aydemir developed an EPQ model by degree of greyness approach [23] . Özdemir applied grey model to predict the product demand [24] . Ma studied the framework of grey machine learning [25] . For the applicable bound of the grey prediction model,
Fractional-Order Grey Prediction Model
Definition 1. Assume that X (0) = (x (0) (1), x (0) (2) , · · · , x (0) (n)) is the sequence of raw data, where r ∈ R + , we call X (r) = (x (r) (1), x (r) (2), · · · , x (r) (n)) is the r th-order accumulating generation sequence of X (0) = (x (0) (1), x (0) (2), · · · , x (0) (n)) [33] , where Γ(n) is the gamma function and
is the sequence of raw data, where r ∈ R + , we call X (−r) = (x (−r) (1), x (−r) (2), · · · , x (−r) (n)) the r th-order reducing generation sequence of [33] , where
is a sequence of raw data, X (p) is the p th-order accumulating generation sequence of the sequence of X (0) , where p ∈ R + , and X (−q) is the q th-order reducing generation sequence of the sequence of X (0) , where q ∈ R + . It follows that (X (p) ) (−q) is the q th-order reducing generation sequence of the sequence of (X (p) ), and (X (−q) ) (p) is the p th-order accumulating generation sequence of X (−q) . The following holds true [33] :
is the (p − q) th-order accumulating generation sequence of the sequence of X (0) .
(ii) If p − q < 0, X (p−q) is the (q − p) th-order reducing generation sequence of the sequence of X (0) .
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(iii) The fractional-order accumulating generation operator and the fractional-order reducing generation operator satisfy the commutative and exponential laws.
Definition 3. Assume that X (r) = (x (r) (1), x (r) (2), · · · , x (r) (n)) is defined as in Definition 1, and X (−r) = (x (−r) (1), x (−r) (2), · · · , x (−r) (n)) is defined as in Definition 2. Thus, Z (r) = (z (r) (2) , z (r) (3), · · · , z (r) (n)), where
we call
is the fractional-order GM(1,1). In particular, consider the following.
).
(ii) If r = 0, x (r−1) (k) + az (r) (k) = b is the direct modeling GM(1,1).
Theorem 2.
Assume that the fractional-order GM(1,1) is defined as in Definition 3. Then, the parameter vector of
T , can be calculated by the least-squares method.
It follows that
. . .
where 
Assume that x (r−1) (k) and z (r) (k) are defined as in Theorem 1. Thus,
is called a whitenization (i.e., image) equation of the grey differential equation. 
(ii) The time response sequence of fractional-order GM(1,1),
is given byx
(iii) Let x (1) (0) = x (0) (1) . Then, the restored values of x (0) (k) can be given bŷ
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The overall modeling steps of the fractional-order GM(1,1) are shown in Figure 1 . The MATLAB program code for the fractional-order GM(1,1) is shown in the Appendix A.
The overall modeling steps of the fractional-order GM(1,1) are shown in Figure 1 . The MATLAB program code for the fractional-order GM(1,1) is shown in the Appendix A. 
Start
Step 1. Initialize the parameters of GM(1,1) with fractional-order operators
Step 2. Data processing 
Modeling Error Analysis

Data Preparation
The accumulating generation sequence of economic data satisfies the approximate exponential law and is suitable for the application of grey prediction model GM (1,1) [2] . Economic forecasting is an important application field of GM(1,1). French economist C. Juglar proposed that the economy has a cyclical fluctuation of nine to 10 years. This is generally called the "Juglar Cycle". Let the sequence length, n = 9, and set the development coefficient, −a = −0. 0.9, 1. A total of N = 31 sequences of experimental data are generated. The sequences of exponential data are generated by Equation (12) .
where the 1 n n j=1 e −aj is the means of homogeneous exponential sequences, and b = 1 is the nonhomogeneous terms. We can get the data sequence as shown below. 
Results and Discussion
The GM(1,1), the discrete GM (1,1) , and the fractional-order GM(1,1) are established by each sequence of exponential data, where the value of order r = 0, 0.01, 0.05, 0.1, 0.2, 0.5, 0.7, 0.9, 1, 1.5, 1.8. The MAPE of the GM (1,1) , the discrete GM (1,1) , and the fractional-order GM(1,1) for each sequence is calculated. MAPE removed less than 100% is shown in Table 2 . 
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Furthermore, the prediction results of the GM(1,1) with fractional-order operators in this example are screened. Excluding the result of MAPE greater than 40%, the sequence of −a ∈ (−0.5, 0.5) is retained. We generate the MAPE distribution plot of the fractional-order GM(1,1) with respect to the different combinations of values of development coefficient and order, as shown in Figure 2 . When −a = 0 and r = 1, there is a singular point. Thus, the exponential function cannot be used to simulate a constant sequence.
Furthermore, the prediction results of the GM(1,1) with fractional-order operators in this example are screened. Excluding the result of MAPE greater than 40%, the sequence of ( 0.5,0.5) a − ∈ − is retained. We generate the MAPE distribution plot of the fractional-order GM (1, 1) with respect to the different combinations of values of development coefficient and order, as shown in Figure 2 . When 0 a − = and 1 r = , there is a singular point. Thus, the exponential function cannot be used to simulate a constant sequence. From Table 2 , we draw the following conclusions.
(i) If 0 r = , direct modeling using raw data sequences has minimal MAPE.
(ii) If 0 r ≠ and a − is negative, the experimental data sequence is an exponential attenuation sequence. Both the discrete GM(1,1) and the GM(1,1) have larger MAPE. The smaller the value of a − , the faster the attenuation speed, and the larger the simulation error of the discrete GM(1,1) and GM(1,1). The GM(1,1) with fractional-order operators has higher simulation accuracy when (0,0.5) r ∈ . From Table 2 , we draw the following conclusions. (i) If r = 0, direct modeling using raw data sequences has minimal MAPE.
(ii) If r 0 and −a is negative, the experimental data sequence is an exponential attenuation sequence. Both the discrete GM(1,1) and the GM(1,1) have larger MAPE. The smaller the value of −a, the faster the attenuation speed, and the larger the simulation error of the discrete GM(1,1) and GM(1,1). The GM(1,1) with fractional-order operators has higher simulation accuracy when r ∈ (0, 0.5).
(iii) If r 0 and −a ∈ (−0.2, 0.2), the discrete GM(1,1) and the GM(1,1) have almost the same high simulation accuracy. The GM(1,1) with fractional-order operators has higher simulation accuracy when r = 1.
(iv) If r 0 and −a > 0.5, the simulation accuracy of the discrete GM(1,1) and the GM(1,1) is reduced, and the GM(1,1) with fractional-order operators with larger values of order has higher simulation accuracy.
The value of nonhomogeneous coefficient b in Equation (12) affects the accuracy of modeling fitting. When b = 0, it is a homogeneous exponential sequence. As the value of b increases, the nonhomogeneous exponential sequence is reflected in the upward shift of the homogeneous exponential sequence. Taking b = 0.3, 0.7, 1, 1.5, 2, and 3 as examples, under the different value of −a, the MAPE of the nonhomogeneous coefficient and order is shown in Figure 3 .
(i) If −a < −0.1, under different values of b, there are two minimum points of MAPE where the value of order in 0 < r < 1 and r > 1. Furthermore, the larger the value of b, the larger the corresponding value of order is.
(ii) If −0.02 < −a < 0.02, the MAPE is the smallest when r = 0. The value of r increases firstly and then decreases. When r = 1, another minimum point of MAPE is obtained. When r > 1, the MAPE increases rapidly with the value of r.
(iii) If −a > 0.5, the MAPE of GM(1,1) with optimal fractional-order operators is greater than 5%, indicating that these data are not suitable for the GM(1,1) with fractional-order operators.
When 0 b = , it is a homogeneous exponential sequence. As the value of b increases, the nonhomogeneous exponential sequence is reflected in the upward shift of the homogeneous exponential sequence. Taking b = 0.3, 0.7, 1, 1.5, 2, and 3 as examples, under the different value of a − , the MAPE of the nonhomogeneous coefficient and order is shown in Figure 3 . , the MAPE of GM(1,1) with optimal fractional-order operators is greater than 5%, indicating that these data are not suitable for the GM(1,1) with fractional-order operators. 
Conclusions
This paper presented the modeling method for the fractional-order GM (1,1) . Experimental data sequences were generated, and the fitting MAPE distribution graph of the fractional-order GM(1,1) with different values of order and development coefficient was generated via numerical simulation. 
This paper presented the modeling method for the fractional-order GM (1, 1) . Experimental data sequences were generated, and the fitting MAPE distribution graph of the fractional-order GM(1,1) with different values of order and development coefficient was generated via numerical simulation. MAPE of the GM (1,1) , the discrete GM (1,1) , and fractional-order GM (1,1) was compared. The research shows that the GM (1,1) is a special case of the fractional-order GM(1,1) where r = 1. The fractional-order GM(1,1) is better than the classic grey prediction models, GM(1,1), and discrete GM (1,1) . The fitting accuracy effectively expands the bound of grey model applications. The advantage of this method is that it can obtain better fitting accuracy by combining the optimal order algorithm, but the optimal algorithm will increase the computational complexity of model solving. This model only considers the equidistant sequence, and the nonequidistant sequence is also an application scenario worth studying. 
