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Voorwoord
In jouw handen bevindt zich mijn doctoraatsproefschrift dat ik heb geschreven in
een boeiende en verrijkende periode van mijn leven. Het is het resultaat van on-
geveer vier jaar onderzoek dat ik nu met ‘de wereld’ kan delen. Misschien spreek
ik beter over ‘eilanden in de onderzoekswereld’ dan over ‘de wereld’, want som-
mige onder jullie zullen vermoedelijk na dit voorwoord niet verder lezen omdat
wiskunde toch wel een vak apart is.
Sinds ik onder de deskundige leiding van Maria´n Slodicˇka in september 2010 als
onderzoeker begon aan de vakgroep Wiskundige Analyse van de Faculteit Ingeni-
eurswetenschappen en Architectuur van de Universiteit Gent ben ik veel gegroeid
(figuurlijk, niet door het vele resto-eten). Ik heb veel bijgeleerd, zowel over mezelf
als over numerieke wiskunde. Na twee jaar onderzoek als doctoraatsbursaal werd
ik in september 2012 assistent. Ik geloof dat ieder beginnend onderzoeker baat
kan hebben van een afwisseling tussen lesgeven en onderzoek. Enkel tijdens de
schrijffase kwam dit niet altijd even goed uit. Belangrijk is dat ik mijn onderzoek
en mijn studies als een hobby heb ervaren. Voor mij is dat de essentie en ik ben er
dan ook voluit voor gegaan. Ik ben dan ook trots op het resultaat.
De zin van het schrijven van een doctoraatsproefschrift kan gerust in vraag gesteld
worden. Het is een tijdrovende bezigheid en het aantal lezers van een doctoraats-
proefschrift is heel beperkt. Ook over de invulling ervan valt te discussie¨ren. De
ene persoon wil maximum 150 bladzijden lezen, iemand anders wil enkel achter
elkaar gekleefde artikels en nog een andere wil een stevig boek met plaats voor
reflectie en verbanden. Ik heb geprobeerd om hierin een tussenweg te vinden. Tij-
dens mijn doctoraat heb ik veel gehad aan de raadgevingen van mijn promotor,
maar het aantal bladzijden heb ik niet kunnen en willen beperken.
Mijn proefschrift start met een lange inleiding op de Rothemethode, een methode
die aan onze onderzoeksgroep gebruikt wordt om partie¨le differentiaalvergelijkin-
gen op te lossen. Dergelijke vergelijkingen worden gebruikt om fysische proces-
sen te modelleren. Bijvoorbeeld, de warmtevergelijking is een elementaire partie¨le
differentiaalvergelijking die de variatie van de temperatuur in een gegeven gebied
in de tijd beschrijft. Wie de ideee¨n uit het inleidende hoofdstuk begrijpt, moet in
staat zijn om ook het vervolg van mijn proefschrift te begrijpen en te doorgronden.
ii
Daarin bestudeer ik, in twee gescheiden delen, wiskundige problemen die voorko-
men in respectievelijk thermo-elasticiteit en supergeleiding. Toch is de gemaakte
analyse in beide delen verbonden met elkaar. Als u het eerste deel niet snapt,
hoeft u dan ook niet verder te lezen. Het resultaat is een document van ongeveer
300 bladzijden met heel mooie wiskundige technieken om de verschillende pro-
blemen op te lossen. Ik heb het hier bewust over ‘wiskundige technieken’, omdat
de inhoud van mijn proefschrift (nog) niet fysisch gevalideerd of getest is. Er is
nog veel onderzoek mogelijk in de richting van de fysische implementatie van de
verschillende modellen. Dit was echter niet het doel van mijn onderzoek, wat ik
achteraf gezien wel jammer vind.
In dit voorwoord wil ik het ook even hebben over de universiteitsomgeving: een
uitdagende omgeving, maar ook een bijwijlen harde wereld met competitie tussen
verschillende deelgebieden die de wetenschap niet altijd vooruit helpt. Het was
voor mij aanvankelijk niet gemakkelijk om in deze wereld mijn weg te vinden.
Net zoals tijdens een voetbalmatch kan je veel speelplezier hebben, maar kan je
ook wel eens een tackle langs achter of een elleboogstoot verwachten.
Tenslotte is dit voorwoord ook de plaats om enkele mensen te bedanken. Mijn
grote inspanningen werden beloond, mede door de steun van en de ontspanning
met de juiste personen op de juiste momenten. Bij deze:
Aan allen die iets hebben bijgedragen: bedankt! Aan allen die niets
bijdroegen: ... ook bedankt!
Karel Van Bockstal
Inspirational quotes:
An expert is a person who has found out by his own painful experience all the
mistakes that one can make in a very narrow field.
Niels Bohr
The life is nonlinear but it can be sometimes simplified.
Maria´n Slodicˇka
Crashing is part of cycling as crying is part of love.
Johan Museeuw
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Nederlandse samenvatting
–Summary in Dutch–
Dit proefschrift onderzoekt numerieke technieken om wiskundige problemen, die
partie¨le differentiaalvergelijkingen bevatten, op te lossen. Deze problemen heb-
ben toepassingen in supergeleiding en in thermo-elasticiteit. Meer specifiek, voor-
waartse problemen voor niet-lokale supergeleiding en inverse bronproblemen voor
thermo-elasticiteit worden bestudeerd. Het onderzoek combineert bestaande tech-
nieken zoals de Rothemethode en regularisatiemethoden met nieuwe inzichten.
Dit proefschrift bevat de resultaten van vijf publicaties die zijn opgenomen in Web
of Science.
In het eerste hoofdstuk wordt de achtergrond van het onderzoek geschetst en een
overzicht gegeven van de rest van de dissertatie. Deze studie heeft twee algemene
doelstellingen. De eerste doelstelling is om wiskundige modellen op te stellen voor
niet-lokale supergeleiding en om deze modellen te analyseren met behulp van de
Rothemethode. De tweede doelstelling is om op basis van een bijkomende meting
numerieke schema’s te ontwikkelen om onbekende bronnen in thermo-elastische
systemen te reconstrueren. Deze doelstellingen zijn in twee aparte delen in dit
proefschrift behandeld.
Hoofdstuk 2 introduceert de Rothemethode. Dit is een hulpmiddel voor het op-
lossen van problemen geassocieerd met tijdsafhankelijke partie¨le differentiaalver-
gelijkingen. Een grondige introductie op partie¨le differentiaalvergelijkingen en de
gerelateerde aspecten wordt gegeven, waarna de belangrijkste ideee¨n van deze me-
thode op een voorbeeld geı¨llustreerd worden in Sectie 2.12. Een uitgebreid over-
zicht van notaties, definities en stellingen wordt gegeven. Deze zijn onmisbaar
voor een theoretische en numerieke analyse van tijdsafhankelijke partie¨le differen-
tiaalvergelijkingen met behulp van de Rothemethode. Dit inleidende hoofdstuk
bevat ook een uitbreiding van een algemeen Aubin en Lions lemma. Dit lemma is
cruciaal voor het bewijzen van de convergentie van de Rothemethode.
Het eerste deel, genaamd ‘niet-lokale problemen voor supergeleiding’, bestaat uit
vier hoofdstukken (Hoofdstukken 3-6). In Hoofdstuk 3 wordt een theoretische in-
leiding op supergeleiding gegeven, inclusief de onderverdeling in zijn twee hoofd-
typen: type-I en type-II supergeleiders. Het modelleringsgedeelte van dit proef-
schrift komt aan bod in Sectie 3.3. Hierin worden drie nieuwe macroscopische
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modellen voor niet-lokale supergeleiding ontwikkeld: een niet-lokaal lineair pa-
rabolisch model voor type-I supergeleiding, een niet-lokaal lineair hyperbolisch
model voor type-I supergeleiding en een niet-lokaal niet-lineair parabolisch model
voor een tussentoestand tussen type-I en type-II supergeleiding. Alle modellen
bevatten een ruimtelijke convolutie met singuliere kern en worden geanalyseerd
met behulp van de Rothemethode. Deze methode helpt om vast te stellen of een
probleem goed gesteld is, i.e. dat een oplossing bestaat, dat deze uniek is en dat
de oplossing continu afhangt van de data. De behandeling van de convolutiekern
is de belangrijkste nieuwigheid van de analyse.
Het niet-lokale lineaire parabolisch probleem voor type-I supergeleiders wordt be-
studeerd in Hoofdstuk 4. Twee tijdsdiscrete numerieke schema’s worden ontwik-
keld om het probleem op te lossen. Het verschil tussen beide schema’s ligt in
een expliciete en een impliciete behandeling van de convolutieterm. De fouten-
schattingen corresponderend met de tijdsdiscretisatie worden afgeleid voor beide
schema’s. Daarna wordt een nieuwe convolutiekern berekend onder de aanname
dat de normaalcomponent van het onbekende vectorveld gelijk is aan nul op de
rand van de supergeleider. Het positief-definiet zijn van deze kern wordt bewe-
zen. Met behulp van de extra veronderstelling wordt aangetoond dat onder hogere
regulariteit de oplossing van het oorspronkelijk model voldoet aan een eenvou-
diger probleem, dat gemakkelijker te implementeren is. Voor dit probleem blij-
ven de tijdsdiscrete schema’s geldig. Betere foutenschattingen worden verkregen
voor het impliciete schema waarin de convolutieterm impliciet wordt behandeld.
Een numeriek experiment voor het semi-impliciete schema ondersteunt de ver-
kregen theoretische resultaten. De tijdsdiscrete problemen worden opgelost met
behulp van de eindige elementenmethode. Een discrete convolutie benadert de
convolutieintegraal (over een bol) zodanig dat de singulariteit in de kern vermeden
wordt. Bovendien wordt de convergentie van een volledig discreet eindige ele-
menten schema (discretisatie in tijd en ruimte) naar de oplossing van het probleem
aangetoond. Op soortgelijke wijze als voor het tijdsdiscrete schema wordt uitge-
legd hoe de foutenschattingen verbeteren onder hogere regulariteit van de data.
In Hoofdstuk 5 wordt een analoge analyse gemaakt van het lineaire hyperbolisch
probleem. Twee tijdsdiscrete schema’s (op basis van een expliciete en impliciete
behandeling van de convolutieterm) om het magnetisch veld te bepalen worden
opgesteld. Zoals in het parabolisch geval voldoet de oplossing van het oorspron-
kelijke model aan een eenvoudiger probleem in de veronderstelling dat de normale
component van het onbekende vectorveld gelijk is aan nul op de rand van de su-
pergeleider. Er worden geen betere foutenschattingen voor de tijdsdiscretisatie
verkregen, ondanks het positief-definiet zijn van de kern.
Een niet-lokaal niet-lineair parabolisch probleem voor een tussentoestand tussen
type-I en type-II supergeleiding wordt geanalyseerd in Hoofdstuk 6. Het idee ach-
ter dit model is de recente ontdekking van een nieuw soort supergeleider: type-1.5
supergeleiders. Dergelijke supergeleiders ontstaan bijvoorbeeld in multiband su-
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pergeleiders, welke bestaan uit meerdere supergeleidende condensaten binnen een-
zelfde materiaal. Het bestaan van een unieke oplossing voor het probleem wordt
bekomen onder lage regulariteitseisen op de data.
Het tweede doel van dit proefschrift wordt onderzocht in het tweede deel ‘Inverse
bronproblemen voor thermo-elasticiteit’. Dit deel bestaat uit drie hoofdstukken
(Hoofdstukken 7-9). Een introductie tot thermo-elasticiteit en regularisatiemetho-
den voor inverse problemen wordt gegeven in Hoofdstuk 7. Een klassiek thermo-
elastisch systeem bestaat uit twee vergelijkingen die gekoppeld zijn: een parabo-
lische (warmte) vergelijking en een vectorie¨le hyperbolische vergelijking voor de
uitwijking. Inverse problemen zijn vaak slecht gesteld. Er zijn zogenaamde regula-
risatietechnieken ontwikkeld die toch tot bruikbare resultaten leiden. De bekendste
regularisatiemethode is afkomstig van Tichonoff.
Hoofdstuk 8 focust op de reconstructie van een vectorbron, die enkel plaatsaf-
hankelijk is, door middel van een meting van de verplaatsing op het eindtijdstip.
Deze meting zorgt ervoor dat het inverse probleem een unieke oplossing bezit als
een dempingsterm toegevoegd wordt aan de hyperbolische vergelijking voor de
verplaatsing in het klassieke thermo-elastische systeem. Het probleem is slecht
gesteld omdat de oplossing instabiel is. Een algoritme gebaseerd op een stabiele
iteratieve regularisatiemethode (een rij van goed gestelde directe problemen) wordt
voorgesteld om de onbekende bron terug te vinden wanneer de dempingsterm line-
air is. De directe problemen worden op elke iteratiestap opgelost met behulp van
de eindige elementenmethode. De instabiliteit wordt overwonnen door het stoppen
van de iteraties op de eerste iteratie waarvoor het discrepantiebeginsel voldaan is.
Numerieke resultaten worden gepresenteerd voor een aantal testvoorbeelden.
Hoofdstuk 9 besteedt uitgebreid aandacht aan de reconstructie van een louter tijds-
afhankelijke bron in een eendimensionaal thermo-elastisch systeem op basis van
een meting in de tijd van de gemiddelde temperatuur in het lichaam. De nieu-
wigheid van de analyse betreft het herformuleren van het inverse bronprobleem in
een geschikte directe formulering. Dit gebeurt door eliminatie van de onbekende
bron aan de hand van de bijkomende meting. Het goed gesteld zijn van het pro-
bleem wordt aangetoond. Het voorgestelde numerieke schema maakt gebruik van
de semi-discretisatie in de tijd volgens de Rothemethode.
De dissertatie wordt afgesloten in Hoofdstuk 10 met een samenvatting van de be-
langrijkste resultaten en enkele perspectieven voor verder onderzoek. Deze studie
levert drie nieuwe modellen voor niet-lokale supergeleiding. Numerieke schema’s
zijn ontwikkeld om een benaderende oplossing van de betreffende problemen te
vinden. In dit proefschrift zijn ook twee specifieke inverse bronproblemen voor
thermo-elasticiteit bestudeerd. Ook voor deze problemen is een manier gevonden
om een benadering van de oplossing te bekomen.

English summary
This dissertation investigates numerical techniques to solve mathematical prob-
lems containing partial differential equations. These problems arise in supercon-
ductivity and in thermoelasticity. More precisely, forward problems for nonlocal
superconductivity and inverse source problems for thermoelasticity are studied.
The research combines existing techniques such as Rothe’s method and regulariza-
tion methods with new insights. This thesis contains results from five publications,
which are included in Web of Science.
The first chapter sketches the background of the study and provides an outline of
the rest of the dissertation. Two research objectives are proposed, dividing this
PhD-thesis into two parts. The first objective is to establish mathematical models
for nonlocal superconductivity and to analyse these models using Rothe’s method.
The second objective is to recover unknown sources in thermoelastic systems from
additional data.
Chapter 2 introduces Rothe’s method, a tool for solving problems associated with
time-dependent partial differential equations. Before illustrating the main ideas
of this method on a example in Section 2.12, a thorough introduction on partial
differential equations and its aspects is given. A comprehensive overview of nota-
tions, definitions and theorems is given. These preliminaries are indispensable for
a theoretical and numerical analysis of time-dependent partial differential equa-
tions when using Rothe’s method as solving tool. This introductory chapter also
contains an extension of a generalized Aubin and Lions lemma, which is crucial
to prove the convergence of Rothe’s method.
The first part, named ‘Nonlocal problems for superconductivity’, consists of four
chapters (Chapters 3-6). In Chapter 3, an introduction on superconductivity is
given including the subdivision into its two main types: type-I and type-II super-
conductors. The modelling part is contained in Section 3.3. In that section, three
new macroscopic models for nonlocal superconductivity are developed: a nonlocal
linear parabolic problem for type-I superconductivity, a nonlocal linear hyperbolic
problem for type-I superconductivity and a nonlocal nonlinear parabolic model
for an intermediate state between type-I and type-II superconductivity. All models
contain a space convolution with singular kernel and are analysed using Rothe’s
method in separated chapters. This method helps to establish the well-posedness
of the different problems, i.e. to prove the existence, uniqueness, and continuous
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dependence of the solution on the given data. The handling of the convolution
kernel is the main novelty of this analysis.
The nonlocal linear parabolic problem for type-I superconductors is studied in
Chapter 4. Two time-discrete schemes are established to solve the problem, based
on an explicit and implicit handling of the convolution term respectively. The error
estimates corresponding to the time discretization are derived for both schemes.
Afterwards, a new convolution kernel is deduced under the assumption that the
normal component of the unknown vector field equals zero on the boundary of
the superconductor. The positive definiteness of this kernel is shown. With the
aid of the additional assumption, it is demonstrated that under higher regularity
the solution of the original model satisfies a simpler problem, which is easier to
implement. For this problem, both time-discrete schemes remain valid. Better er-
ror estimates are obtained for the implicit scheme in which the convolution term
is handled implicitly. A numerical experiment for the semi-implicit scheme sup-
ports the obtained theoretical results. The time-discrete problems are solved using
the finite element method. By a space-discrete convolution, the convolution inte-
gral (over a ball) is approximated in such a way that the singularity in the kernel
is avoided. Moreover, the convergence of a fully discrete finite element scheme
(discretization in time and space) to the solution of the problem is shown. In a
similarly way to the time-discrete scheme, it is demonstrated how to improve the
error estimates under higher regularity of the data.
In Chapter 5, an analogue analysis is made for the linear hyperbolic problem.
Two time-discrete schemes (based on an explicit and an implicit handling of the
convolution term) to approximate the magnetic field are established. As in the
parabolic case, the solution of the original model satisfies a simpler problem under
the assumption that the normal component of the unknown vector field equals zero
on the boundary of the superconductor. No better error estimates for the time
discretization are obtained despite the positive definiteness of the kernel.
A nonlocal nonlinear parabolic problem for an intermediate state between type-I
and type-II superconductivity is analysed in Chapter 6. The idea behind this model
is the recent discovery of a new type of superconductivity: type-1.5 superconduc-
tivity. This type of superconductivity arises for instance in multiband supercon-
ductors, which have at least two superconducting components. The existence of a
unique solution to the problem is shown under low regularity assumptions on the
data.
The second goal of this dissertation is studied in the second part ‘Inverse source
problems in thermoelasticity’. This part consists of three chapters (Chapters 7-
9). An introduction to thermoelasticity and regularization methods for inverse
problems is given in Chapter 7. A classical thermoelastic system consists of two
equations that are coupled: a parabolic (heat) equation and a vectorial hyperbolic
equation for the displacement. Regularization methods can deal with the natural
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ill-posedness of linear and nonlinear inverse problems.
In Chapter 8, a solely space-dependent vector source is reconstructed using infor-
mation from a final in time measurement of the displacement. This measurement
ensures that the inverse problem has a unique solution when a damping term is
added in the hyperbolic equation for the displacement in the classical thermoelas-
tic system. The problem is ill-posed since the solution is unstable. An algorithm
based on a stable iterative regularization method (thus on a sequence of well-posed
direct problems) is proposed to recover the unknown source in the case that the
damping term is linear. The direct problems are solved at each iteration step using
the finite element method. The instability is overcome by stopping the iterations at
the first iteration for which the discrepancy principle is satisfied. Numerical results
are presented for some test examples.
Chapter 9 focuses on the reconstruction of a purely time-dependent source in a
one-dimensional thermoelastic system from a measurement in time of the average
temperature inside the body. The novelty of the analysis is the reformulation of
the inverse source problem into an appropriate direct formulation. This is done
by eliminating the unknown source by taking the additional measurement into ac-
count. The well-posedness of the problem is shown. The proposed numerical
scheme involves the semidiscretization in time by Rothe’s method.
Chapter 10 gives an overview of the findings of this study and concludes with
some suggestions for future research. This study delivers three new models for
nonlocal superconductivity. Numerical schemes are developed to approximate the
solution to the related problems. Moreover, two specific inverse source problems
for thermoelasticity are considered. Also for these problems, a way of retrieving
the solution is established.

1
Introduction
This PhD-thesis consists of two parts. In the first part, forward problems for nonlo-
cal superconductivity are studied. The second part concerns inverse source prob-
lems for thermoelasticity. Although these two parts are separated, they do have
something in common, i.e. all problems in these parts, except one, are solved using
Rothe’s method, which is a tool for solving evolution problems. The introduction
to this method is the main goal of Chapter 2: the mathematical background. More
specifically, in Section 2.12, Rothe’s method is applied on a simple example. This
is done to illustrate the main ideas of this method and to give some useful insights.
Also an extension of a generalized Aubin and Lions lemma is given. This lemma
is a useful tool when applying Rothe’s method. The following section provides an
introduction and outline of the main parts of this thesis.
1.1 Goals and outline
Partial differential equations (PDEs) are equations involving unknown functions
of two or more variables and certain of their partial derivatives. They form an
indispensable part of mathematical modeling of a wide variety of phenomena such
as the propagation of sound or heat, electrostatics, electrodynamics, fluid flow and
elasticity.
There is no general theory known concerning the solvability of all partial differ-
ential equations. Such a theory is extremely unlikely to exist, given the rich va-
riety of physical, geometric, and probabilistic phenomena which can be modeled
by PDEs [1]. Research focuses on various particular (systems of) PDEs that are
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important for applications, for instance the Laplace equation, the heat (diffusion)
equation, the wave equation, the porous medium equation and the Maxwell equa-
tions.
There are different notions of what is a solution of a PDE. A classical solution of
a PDE is a function having continuous partial derivatives of any order involved
in the equation. Many PDEs cannot be solved in the classical sense. To deal
with this issue, the smoothness property can be abandoned and the solution can be
searched for in a wider class of candidates. Even for those PDEs that turn out to be
classically solvable, it is often recommended to search initially for an appropriate
kind of a so-called weak solution. It might then be easier to establish the well-
posedness of the problem associated with the PDE, i.e. to prove the existence,
uniqueness and continuous dependence of the solution on the given data.
Also the availability of powerful computers is shifting the emphasis in partial dif-
ferential equations away from the analytical computation of solutions towards ex-
istence questions and their numerical computation.
This leads to the research topic of this dissertation: the development of numer-
ical techniques to solve problems for partial differential equations appearing in
superconductivity and in thermoelasticity. Superconductivity is a phenomenon of
exactly zero electrical resistance and expulsion of magnetic fields occurring in
certain materials when cooled below a characteristic critical temperature. Ther-
moelasticity is the change in the size and shape of a solid object as the temperature
of that object fluctuates.
In the following, the goals of this study and the organization of the dissertation are
provided.
Goal I: To establish mathematical models for nonlocal superconductivity and
to analyse these models using Rothe’s method.
The study of this goal builds on Chapter 11 ‘Nonlocal electromagnetism and super-
conductivity’ of the book of Fabrizio and Morro [2], in which two nonlocal models
for superconductivity are given: Pippard’s and Eringen’s nonlocal law. The results
can be found in the first part ‘Nonlocal problems for superconductivity’ of this
thesis, which contains four chapters (Chapters 3-6).
The phenomena of superconductivity and the subdivision in type-I and type-II su-
perconductivity are explained in more details in Chapter 3 (Section 3.1 and 3.2).
Section 3.3 contains the modelling part of the thesis. In this section, two new
macroscopic models (a parabolic and hyperbolic one) for type-I superconductiv-
ity in terms of the magnetic field are derived, using Eringen’s law and Maxwell’s
equations. Moreover, a macroscopic model for an intermediate state between type-
I and type-II superconductivity is proposed. The idea behind the last model is the
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recent discovery of a new type of superconductivity arising for instance in multi-
band superconductors (superconductors with at least two superconducting compo-
nents): type-1.5 superconductivity. The three models contain a space convolution
with singular kernel. The parabolic model for type-I superconductivity is stud-
ied in detail in Chapter 4, the hyperbolic model in Chapter 5. The intermediate
state model is analysed in Chapter 6. All these models are solved using Rothe’s
method. The advantage of Rothe’s method is that it contains a numerical algorithm
to retrieve the unknown magnetic field.
Goal II: To recover unknown sources in thermoelastic systems from
additional data.
The second goal of this dissertation is studied in the second part ‘Inverse source
problems in thermoelasticity’ of this dissertation. This part consists of three chap-
ters (Chapters 7-9).
An introduction to thermoelasticity and regularization methods for inverse prob-
lems is given in Chapter 7. Thermoelastic systems consist of two equations that
are coupled: a parabolic (heat) equation and a vectorial hyperbolic equation for
the displacement. Inverse problems are, roughly speaking, those where from mea-
sured data of a system one aims to recover the unknown model parameters of the
system. Regularization methods can deal with the natural ill-posedness of inverse
problems. Ill-posedness means that there is either no solution, or if there is any,
then it might not be unique or might not depend continuously on the data. In this
dissertation, two inverse source problems for thermoelasticity are considered. In
Chapter 8, the goal is to determine a solely space-dependent vector source using
an iterative regularization method. Chapter 9 focuses on the reconstruction of a
time-dependent source using Rothe’s method.
Chapter 10 summarizes the findings of the thesis. The two general goals of this
dissertation are reviewed. Moreover, the significance of the present study and
directions for future research are also addressed. This introduction ends with an
overview of the publications related to the work presented in this dissertation.
1.2 Publications
The results contained in the first part of this thesis are published in:
• M. Slodicˇka and K. Van Bockstal. A nonlocal parabolic model for type-
I superconductors. Numerical Methods for Partial Differential Equations,
30(6):1821–1853, 2014;
• K. Van Bockstal and M. Slodicˇka. Error estimates for the full discretiza-
tion of a nonlocal parabolic model for type-I superconductors. Journal of
Computational and Applied Mathematics, 275(0):516–526, 2015;
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• K. Van Bockstal and M. Slodicˇka. The well-posedness of a nonlocal hyper-
bolic model for type-I superconductors. Journal of Mathematical Analysis
and Applications, 421(1):697 – 717, 2015;
• K. Van Bockstal and M. Slodicˇka. A macroscopic model for an intermediate
state between type-I and type-II superconductivity. Numerical Methods for
Partial Differential Equations, 31(5):1551–1567, 2015.
The second part is based on two articles:
• K. Van Bockstal and M. Slodicˇka. Recovery of a space-dependent vector
source in thermoelastic systems. Inverse Problems in Science and Engineer-
ing, 23(6):956–968, 2015;
• K. Van Bockstal and M. Slodicˇka. Recovery of a time-dependent heat source
in one-dimensional thermoelasticity of type-III. Inverse Problems in Science
and Engineering (submitted), 2015.
The results of the subsequent papers are not contained in this thesis:
• K. Van Bockstal and M. Slodicˇka. Determination of an unknown diffusion
coefficient in a semilinear parabolic problem. Journal of Computational
and Applied Mathematics, 246(0):104–112, 2013. Fifth International Con-
ference on Advanced COmputational Methods in ENgineering (ACOMEN
2011);
• K. Van Bockstal and M. Slodicˇka. Determination of a time-dependent dif-
fusivity in a nonlinear parabolic problem. Inverse Problems in Science and
Engineering, 23(2):307–330, 2015;
• R.H. De Staelen, K. Van Bockstal, and M. Slodicˇka. Error analysis in the
reconstruction of a convolution kernel in a semilinear parabolic problem
with integral overdetermination. Journal of Computational and Applied
Mathematics, 275(0):382 – 391, 2015;
• K. Van Bockstal, R.H. De Staelen, and M. Slodicˇka. Identification of a
memory kernel in a semilinear integrodifferential parabolic problem with
applications in heat conduction with memory. Journal of Computational
and Applied Mathematics, 289(0):196–207, 2015. Sixth International Con-
ference on Advanced Computational Methods in Engineering (ACOMEN
2014).
2
Mathematical background
The objective of this chapter is to introduce notations, definitions and theorems
that are indispensable for a theoretical and numerical analysis of partial differential
equations when using Rothe’s method. Some theoretical results are illustrated with
examples. The reader who is familiar with the topics in this chapter should be able
to understand the main chapters of this dissertation. The reader is expected to be
comfortable with linear algebra (e.g. vector spaces), real mathematical analysis
(e.g. partial derivatives) and Lebesgue theory. The underlying scalar field of a
(linear) vector space is denoted by F and stands for the real numbers (R) or the
complex numbers (C). For more details the reader is referred for instance to [1,3–
14].
The outline of this chapter is as follows. In Section 2.1 and 2.2, differential oper-
ators and the basic properties of functions are recapitulated. Section 2.3 contains
a list of useful inequalities that are used in this dissertation. Afterwards, Section
2.4 includes the main aspects of functional analysis. First, normed vector spaces
and inner product spaces over F are studied. Then, the concept completeness is
introduced. This leads to complete normed spaces that are called Banach spaces.
An important example is a Hilbert space, where the norm arises from an inner
product. The section is continued with a overview of the properties of continuous
and compact linear operators in normed vector spaces (including embeddings) and
it ends with the difference between strong and weak convergence. In Section 2.5,
the basic function spaces Cm(Ω) and Cm(Ω) are introduced. Domains in the d-
dimensional real space that have a Lipschitz continuous boundary are defined in
Section 2.6. This type of domains play an important role in the analysis of par-
tial differential equations. For instance, the famous Green theorems are valid on
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a Lipschitz domain. The Lebesgue spaces and its characteristics are introduced in
Section 2.7.
The important notion of weak partial derivative is introduced in Section 2.8. This
notion plays a crucial role in the definition of the Sobolev spaces, see Section
2.9. Sobolev spaces and their properties are discussed, including embedding the-
orems, traces of functions, Sobolev spaces for vector fields and Green’s formulas
for functions in Sobolev spaces. These abstract function spaces can be used for
solving partial differential equations (PDEs). Section 2.10 concerns the classifica-
tion of partial differential equations and their associated conditions. It is explained
how to solve linear and nonlinear elliptic PDEs in Section 2.11, which leads to the
famous Lax-Milgram lemma for linear elliptic PDEs and the monotone operator
theory for nonlinear elliptic PDEs.
Finally, in Section 2.12, Rothe’s method is presented as a tool for solving evolu-
tionary (time-dependent) PDEs. This is done by explaining this method using an
example. Rothe’s method is based on a time discretization and is the basis tool
used in this thesis for solving the PDE under consideration. In fact, evolution
problems are approximated by a sequence of corresponding elliptic problems that
can be solved by the finite element method for elliptic equations, see Section 2.13.
2.1 Differential operators in Cartesian coordinates
Definition 2.1.1 (The space Rd). Let d ∈ N := {1, 2, 3, . . .}. The standard basis
in the d-dimensional real space Rd is denoted as
e1 = (1, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , ed = (0, . . . , 1)︸ ︷︷ ︸
d−tuple
.
The standard origin in Rd is the d-tuple (0, 0, . . . , 0). Each element v ∈ Rd can
be written in a unique way as a linear combination,
v =
d∑
i=1
viei.
The components (v1, v2, . . . , vd) of a vector v in Rd are called the Cartesian co-
ordinates with respect to the basis B = {e1, e2, . . . , ed}. The Euclidean inner
product of two vectors u =
d∑
i=1
uiei and v =
d∑
i=1
viei is defined by
u · v =
d∑
i=1
uivi.
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The Euclidean norm of a vector v in Rd is expressed by
|v|e =
√
v · v =
√√√√ d∑
i=1
v2i .
For d = 1, this is the absolute value of a real number, i.e. |x|e = |x| for all x ∈ R.
The standard basis B is orthonormal, meaning that
ei · ej = δij :=
{
1 if i = j
0 if i 6= j.
The symbol δij is known as Kronecker’s delta. The cross or vector product of two
vectors u,v ∈ R3 is defined as
u× v =
∣∣∣∣∣∣
e1 e2 e3
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣ =
3∑
i,j,k=1
Eijkujvkei,
where Eijk denotes the three-dimensional Levi-Civita symbol defined by
Eijk =

1 if ijk is an even permutation of 123,
−1 if ijk is an odd permutation of 123,
0 otherwise.
In R3, the following vector identities are frequently used
a · (b× c) = b · (c× a) = c · (a× b),
a× (b× c) = (a · c)b− (a · b)c,
(a× b) · (c× d) = (a · c)(b · d)− (a · d)(b · c).
Definition 2.1.2 (The space Cd). The space of complex numbers is denoted by C.
This space consists of complex numbers z that can be written in the form z = x+iy
with x and y real numbers and where i is the imaginary unit satisfying i2 = −1.
The complex conjugate of a complex number, denoted z, is defined as z = x− iy.
The modulus of a complex number, denoted |z|c, is defined as
|z|c =
√
a2 + b2 =
√
zz.
The standard basis B for Rd is also the standard basis for Cd. Let u and v be
vectors in Cd. The Hermitian inner product of u and v is given by
u · v =
d∑
i=1
uivi.
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The Hermitian norm of v in Cd is defined as
|v|e =
√
v · v =
√√√√ d∑
i=1
|vi|2c ,
where the same notation is used as for the Euclidean norm.
Definition 2.1.3 (Cartesian product). The Cartesian product of two sets X and Y
is the set of all ordered pairs, written (x, y), where x is an element of X and y is
an element of Y . It is specified by the following notation
X × Y = { (x, y) | x ∈ X and y ∈ Y }.
Definition 2.1.4 (Scalar Field, Vector Field, Gradient, Divergence, Rotor, Lapla-
cian). Let Ω be an open subset of Rd. In what follows, x is a short notation for
the d-tuple (x1, . . . , xd) ∈ Ω. A scalar field φ is defined on Ω ⊂ Rd as
φ : Ω→ F : x→ φ(x),
where F = R or C. A vector field f is defined on Ω as
f : Ω→ Fd : x→ f(x) := f1(x)e1 + . . .+ fd(x)ed.
The operator∇ is the vector differential operator
∇ = e1∂x1 + . . .+ ed∂xd = (∂x1 , . . . , ∂xd) .
This operator can act on a differentiable scalar field φ and on a differentiable
vector field f as follows
∇φ = (∂x1φ, ∂x2φ, . . . , ∂xdφ) ,
∇ · f =
d∑
i=1
∂xifi
and on a 3-dimensional vector field f as follows
∇× f =
3∑
i,j,k=1
Eijk∂xjfkei =
∣∣∣∣∣∣∣∣∣∣
e1 e2 e3
∂x ∂y ∂z
f1 f2 f3
∣∣∣∣∣∣∣∣∣∣
.
These operations are called respectively gradient, divergence and rotor (curl).
Moreover, the gradient of a differentiable vector field f is defined by
∇f =
d∑
i,j=1
∂xjfiEij ,
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with Eij matrices in Rd×d with 1 at position (i, j) and 0 everywhere else. The
gradient of a vector field is the Jacobian matrix
∂f1
∂x1
· · · ∂f1
∂xd
...
. . .
...
∂fd
∂x1
· · · ∂fd
∂xd
 .
For a differentiable vector field v and a differentiable vector fieldw, the convective
term is given by
(∇w)v =

∂w1
∂x1
· · · ∂w1∂xd
...
. . .
...
∂wd
∂x1
· · · ∂wd∂xd


v1
v2
...
vd
 =
d∑
i=1
(∇wi · v)ei.
The Laplace operator or Laplacian is a differential operator given by
∆φ = ∇2φ = ∇ · ∇φ =
d∑
i=1
∂2φ
∂x2i
,
in the case of a twice-differentiable scalar field φ. The vector Laplace operator of
a twice-differentiable vector field f in Rd is defined by
∆f = (∆f1,∆f2, . . . ,∆fd).
In R3, the following equality holds
∆f = ∇(∇ · f)−∇× (∇× f).
2.2 Properties of functions
In this section, basic properties of functions are reviewed.
Definition 2.2.1 (Function, domain, range, codomain). A function (mapping) from
a setX to a set Y is an object f such that every x inX is uniquely associated with
an object f(x) in Y . A function is therefore a many-to-one (or sometimes one-
to-one) relation. The set X of values at which a function is defined is called its
domain, while the set f(X) ⊂ Y of values that the function can produce is called
its range. The set Y is called the codomain of f .
Definition 2.2.2 (Metric space). LetX be a set. A nonnegative function dX defined
on X ×X is called a metric if it satisfies the following properties for any x, y, z ∈
X:
• dX(x, y) = 0 if and only if (iff) x = y;
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• dX(x, y) = dX(y, x);
• dX(x, z) 6 dX(x, y) + dX(y, z).
A set X with a metric dX is called a metric space.
Example 2.2.1. The space of the real numbers and the space of complex numbers
with the distance function d(x, y) = |y − x|c are metric spaces. More gener-
ally, the d-dimensional Euclidean space with the Euclidean distance d(x,y) =
|y − x|e is a metric space.
Definition 2.2.3 (Bounded subset, bounded metric space). A subset S of a metric
space (X, dX) is bounded if it is contained in a ball of finite radius, i.e. if there
exists x in X and r > 0 such that for all s in S, we have that dX(x, s) < r. X is
a bounded metric space (or dX is a bounded metric) if X is bounded as a subset
of itself.
Definition 2.2.4 (Properties of functions). A mapping f between two metric spaces
(X, dX) and (Y, dY ) is
• bounded if f(X) is a bounded subset of Y ;
• continuous if
(∀y ∈ X)(∀ε > 0)(∃δ(ε, y) > 0)
(∀x ∈ X : dX(x, y) < δ ⇒ dY (f(x), f(y)) < ε);
• uniform continuous if
(∀ε > 0)(∃δ(ε) > 0)(∀x, y ∈ X : dX(x, y) < δ ⇒ dY (f(x), f(y)) < ε);
• Lipschitz continuous if there exists a positive real number L > 0 such that
dY (f(x), f(y)) 6 LdX(x, y), ∀x, y ∈ X;
• Ho¨lder continuous if there exists positive real numbers L > 0 and α ∈ (0, 1]
such that
dY (f(x), f(y)) 6 LdX(x, y)α, ∀x, y ∈ X;
• a contraction if the map is Lipschitz continuous with Lipschitz constant L <
1;
• open if it maps open sets to open sets (image is also open);
• closed if it maps closed sets to closed sets.
Remark 2.2.1. Pay attention on the possible values for α in the definition of
Ho¨lder continuity. If α = 0 in the inequality, then the mapping f is bounded.
If α > 1, then only constant mappings can satisfy this inequality.
A function that is differentiable everywhere (in one dimension: a function whose
first derivative exists at each point in its domain) is continuous. The following
lemma gives the condition for an everywhere differentiable function to be a Lip-
schitz continuous function.
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Lemma 2.2.1. An everywhere differentiable function g : R → R is Lipschitz
continuous (with L = sup |g′(x)|) iff it has bounded first derivative.
Absolute continuity is a property of functions that is stronger than continuity and
uniform continuity.
Definition 2.2.5 (Absolutely continuous function). Let I be an interval in R and
(X, dX) a metric space. A function f : I → X is absolutely continuous on I if for
every positive number ε, there is a positive number δ such that whenever a finite
sequence of pairwise disjoint subintervals (xk, yk) of I satisfies∑
k
|yk − xk| < δ ⇒
∑
k
dX (f(yk)− f(xk)) < ε.
The following conditions on a real-valued function f on a compact interval [a, b]
are equivalent [15, Theorem 20.8]:
• f is absolutely continuous;
• f has a derivative f ′ almost everywhere (a.e., differentiable at every point
outside a set of Lebesgue measure zero), the derivative is Lebesgue inte-
grable, and
f(x) = f(a) +
∫ x
a
f ′(t) dt
for all x in [a, b];
• there exists a Lebesgue integrable function g on [a, b] such that
f(x) = f(a) +
∫ x
a
g(t) dt
for all x in [a, b].
If these equivalent conditions are satisfied then necessarily g = f ′ a.e..
Lemma 2.2.2. If f : I ⊂ R→ R is absolutely continuous and satisfies |f ′(x)| 6
K for almost all (a.a.) x ∈ I , then f is Lipschitz continuous with the Lipschitz
constant at most K.
The next property is valid for Ho¨lder continuous functions.
Lemma 2.2.3. If 0 < α 6 β 6 1 then all β-Ho¨lder continuous functions on a
bounded set I ⊂ R are also α-Ho¨lder continuous.
Remark 2.2.2. This lemma includes β = 1 and therefore all Lipschitz continuous
functions on a bounded set are also α-Ho¨lder continuous with α ∈ (0, 1].
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The following diagram is valid between the different types of continuity for func-
tions over a compact (closed and bounded) subset of the real line, with 0 < α 6 1:
Continuously differentiable
⇓
Lipschitz continuous
⇓ ⇒
Differentiable a.e. ⇐ Absolutely continuous α-Ho¨lder continuous
⇓ ⇒
Uniformly continuous
⇓
Continuous.
Note that a function is continuously differentiable if its derivative exists and is
itself a continuous function. The following examples clarify the diagram.
Example 2.2.2.
(i) Let a, b ∈ R. The linear function f : R → R : x 7→ ax + b is Lipschitz
continuous with the Lipschitz constant |a|.
(ii) The function f(x) =
√
x2 + α with α > 0 defined for all real numbers
is Lipschitz continuous with the Lipschitz constant 1, because it is differen-
tiable everywhere and the absolute value of the derivative is bounded above
by 1.
(iii) The function f(x) = |x| defined for all real numbers is Lipschitz continuous
with the Lipschitz constant equal to 1, by the reverse triangle inequality. This
is an example of a Lipschitz continuous function that is not differentiable
everywhere.
(iv) The function f(x) =
√
x defined on [0, 1] is not Lipschitz continuous be-
cause there exists no positive constant C such that
∣∣√x−√0∣∣ 6 C |x− 0|
for all x ∈ [0, 1]. However, this function is Ho¨lder continuous with exponent
α ∈ (0, 12], see example (vii).
(v) The exponential function becomes arbitrarily steep as x→∞, and therefore
is not globally (uniformly, in each point x ∈ R) Lipschitz continuous, despite
being an absolutely continuous function.
(vi) The function f(x) = x2 with domain R is not Lipschitz continuous, not ab-
solutely continuous and also not uniform continuous. This function becomes
arbitrarily steep as x approaches infinity. It is however locally Lipschitz
continuous (for every x in R there exists a neighborhood U of x such that
f restricted to U is Lipschitz continuous). Any continuously differentiable
function is locally Lipschitz continuous.
(vii) The function f(x) = xβ (with 0 < β 6 1) defined on [0,∞) is β-Ho¨lder
continuous. The function f is β-Ho¨lder continuous if there exists a constant
L > 0 such that for all x, y ∈ [0,∞), it holds that∣∣xβ − yβ∣∣ 6 L |x− y|β .
If x = 0, y = 0 or x = y, then the inequality is obvious. Without loss of
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generality, let x > y and x 6= 0. Then
∣∣xβ − yβ∣∣
|x− y|β
=
∣∣∣1− ( yx)β∣∣∣∣∣1− yx ∣∣β .
For 0 6 xˆ 6 1 and 0 6 α 6 1, it holds that 0 6 xˆ 6 xˆα 6 1. Therefore, it
is clear that
∣∣1− yx ∣∣β > ∣∣1− yx ∣∣ and ∣∣∣1− ( yx)β∣∣∣ 6 ∣∣1− yx ∣∣. Hence,∣∣xβ − yβ∣∣
|x− y|β
6
∣∣1− yx ∣∣∣∣1− yx ∣∣ = 1 =: L.
If the function f is defined on [0, 1], then f is α-Ho¨lder continuous for 0 <
α 6 β thanks to Lemma 2.2.3. Moreover, f is absolutely continuous on
[0, 1] since f(x) =
∫ x
0
βxβ−1 dx. Furthermore, note that if β > 1, then
the function f(x) = xβ defined on [0, 1] is Lipschitz continuous by Lemma
2.2.2.
(viii) The function f(x) = |x|β with domain all real numbers and β ∈ R is
– not continuous if β < 0 (not defined in x = 0);
– Lipschitz continuous if β = 0 (providing 00 = 1);
– absolutely continuous if β > 0;
– not Lipschitz continuous but Ho¨lder continuous if β ∈ (0, 1);
– Lipschitz continuous if β = 1;
– locally Lipschitz continuous if β > 1.
The following applications of continuous functions in one dimension are very im-
portant.
Theorem 2.2.3 (Extreme value theorem). A continuous function f : R → R
attains its extreme values (maximum and minimum) on any closed and bounded
interval [a, b].
Theorem 2.2.4 (Rolle’s theorem). If f : [a, b] → R is continuous on [a, b] and
differentiable on (a, b), and f(a) = f(b), then there exists a point η ∈ (a, b) such
that f ′(η) = 0.
Theorem 2.2.5 (Mean value theorem). Let f : [a, b]→ R be a continuous function
on the closed interval [a, b], and differentiable on the open interval (a, b). Then
there exists some η ∈ (a, b) such that
f(b)− f(a)
b− a = f
′(η).
The following assertion is usually called the first mean value theorem for the
Lebesgue integral [16, Theorem 2.12.16].
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Theorem 2.2.6 (First mean value theorem for Lebesgue integration). If a real-
valued function f > 0 is integrable on [a, b] and a real-valued function g is con-
tinuous on [a, b], then there exists a constant ξ ∈ [a, b] such that∫ b
a
f(t)g(t) dt = g(ξ)
∫ b
a
f(t) dt.
The first part of the fundamental theorem of calculus and Leibniz’s integral rule
can be combined into a more general result.
Theorem 2.2.7 (Differentiation under the integral sign: Leibniz’s rule). Let f(x, t)
be a real-valued function such that both f(x, t) and its partial derivative fx(x, t)
are continuous in t and x in some region of the (x, t)-plane, including a(x) 6
t 6 b(x), x0 6 x 6 x1. Also suppose that the functions a(x) and b(x) are both
continuously differentiable for x0 6 x 6 x1. Then for x0 6 x 6 x1:
d
dx
(∫ b(x)
a(x)
f(x, t) dt
)
= f(x, b(x))b′(x)− f(x, a(x))a′(x) +
∫ b(x)
a(x)
∂
∂x
f(x, t) dt.
This section finishes with the definition of convex and concave function.
Definition 2.2.6 (Convex, concave). A real-valued function f on a convex set X
in a real vector space (i.e. for all x and y in X and all t in the interval [0, 1], the
point (1− t)x+ ty also belongs to X) is
• convex if
f (λx+ (1− λ)y) 6 λf(x) + (1− λ)f(y), ∀x, y ∈ X;∀λ ∈ [0, 1];
• concave if
f (λx+ (1− λ)y) > λf(x) + (1− λ)f(y), ∀x, y ∈ X;∀λ ∈ [0, 1];
or when −f is convex.
Example 2.2.8. The function f : R → R : x 7→ |x|p is convex if p ∈ [1,∞)
and concave if p ∈ [0, 1). A concave or convex function does not need to be
differentiable everywhere.
2.3 Important (in)equalities
This section contains a list of useful inequalities that are used in the text [14].
For instance, Minkowski’s inequality plays a central role in the theory of Lp(Ω)-
spaces, see Section 2.7. This section starts with the following crucial remark.
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Remark 2.3.1. Throughout the dissertation, the values C, ε and Cε are generic
and positive constants independent of any other parameter. The value ε is small
and Cε = C + Cε+ Cε−1. These constants can be different from place to place.
To reduce the number of arbitrary constants, the notation a . b is used if there
exists a positive constant C such that a 6 Cb.
Lemma 2.3.1 (Useful inequalities). For all a, b ∈ R, the following inequality
holds true
(a+ b)2 6 2(a2 + b2).
For all a, b ∈ R and p ∈ [1,∞), it holds that
|a+ b|p 6 2p−1(|a|p + |b|p).
Also, for all a, b ∈ [0,+∞), it holds that
√
a+ b 6
√
a+
√
b.
Moreover, for any a, b, y, z ∈ [0,+∞), it is true that
4ab
(
y
a+b
2 − z a+b2
)2
6 (a+ b)2(ya − za)(yb − zb).
Example 2.3.1. Using the third inequality, it is clear that the mapping x 7→ √x is
Ho¨lder continuous of order 12 on the interval [0,+∞). Indeed, for x, y ∈ [0,+∞)
with x 6= y, it holds that∣∣√x−√y∣∣ = |x− y|√
x+
√
y
6
√|x|+ |y|√
x+
√
y
√
|x− y| 6
√
|x− y|.
Lemma 2.3.2 (Cauchy-Schwarz inequality for integrals). Let Ω be an open subset
of Rd. Let f : Ω → F and g : Ω → F be two measurable functions that satisfy∫
Ω
|f(x)|2c dx <∞ and
∫
Ω
|g(x)|2c dx <∞. Then∣∣∣∣∫
Ω
f(x)g(x) dx
∣∣∣∣2
c
6
(∫
Ω
|f(x)|2c dx
)(∫
Ω
|g(x)|2c dx
)
.
Lemma 2.3.3 (Cauchy-Schwarz inequality: discrete). Let a1, a2, . . . , an and
b1, b2, . . . , bn for n ∈ N ∪ {∞} be any sequences of elements in F satisfying∑n
k=1 |ak|2c <∞ and
∑n
k=1 |bk|2c <∞. Then∣∣∣∣∣
n∑
k=1
akbk
∣∣∣∣∣
2
c
6
(
n∑
k=1
|ak|2c
)(
n∑
k=1
|bk|2c
)
.
Lemma 2.3.4 (Ho¨lder inequality for integrals). Let Ω be an open subset of Rd.
Assume that p ∈ (1,∞) and 1
p
+
1
q
= 1. Let f : Ω → F and g : Ω → F be two
measurable functions such that |f |pc and |g|qc are integrable in Ω ⊂ Rd. Then∫
Ω
|f(x)g(x)|c dx 6
(∫
Ω
|f(x)|pc dx
) 1
p
(∫
Ω
|g(x)|qc dx
) 1
q
.
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Lemma 2.3.5 (Ho¨lder inequality: discrete). Assume that n ∈ N∪{∞}, p ∈ (1,∞)
and
1
p
+
1
q
= 1. If a1, a2, . . . , an and b1, b2, . . . , bn are any sequences of elements
in F that satisfy
∑n
k=1 |ak|pc <∞ and
∑n
k=1 |bk|qc <∞, then
n∑
k=1
|akbk|c 6
(
n∑
k=1
|ak|pc
) 1
p
(
n∑
k=1
|bk|qc
) 1
q
.
Lemma 2.3.6 (Minkowski inequality for integrals). Let Ω be an open subset of
Rd. Assume that p ∈ [1,∞). Let f : Ω → F and g : Ω → F be two measurable
functions such that |f |pc and |g|pc are integrable in Ω ⊂ Rd. Then(∫
Ω
|f(x) + g(x)|pc dx
) 1
p
6
(∫
Ω
|f(x)|pc dx
) 1
p
+
(∫
Ω
|g(x)|pc dx
) 1
p
.
Lemma 2.3.7 (Minkowski inequality: discrete). Let n ∈ N∪{∞} and p ∈ [1,∞).
If a1, a2, . . . , an and b1, b2, . . . , bn are two sequences of scalars in F that satisfy∑n
k=1 |ak|pc <∞ and
∑n
k=1 |bk|qc <∞. Then(
n∑
k=1
|ak + bk|pc
) 1
p
6
(
n∑
k=1
|ak|pc
) 1
p
+
(
n∑
k=1
|bk|pc
) 1
p
.
Lemma 2.3.8 (Young inequality). Suppose that a, b ∈ [0,∞), p ∈ (1,∞) and
1
p
+
1
q
= 1. Then
ab 6 a
p
p
+
bq
q
.
Lemma 2.3.9 (ε-Young inequality). Assume that a, b, ε ∈ [0,∞), p ∈ (1,∞) and
1
p
+
1
q
= 1. Then
ab 6 εap + (εp)−
q
p q−1bq = εap + Cεbq.
The following two lemmas relate the value of a convex function of an integral to
the integral of the convex function. It was proved by Jensen in 1906 [17, 18].
Lemma 2.3.10 (Jensen’s inequality: continuous). Let Ω be an open connected set
in Rd with finite measure |Ω| = ∫
Ω
dx. If f is a real-valued integrable function
on Ω and if ϕ is a convex function on the real line, then
ϕ
(
1
|Ω|
∫
Ω
f(x) dx
)
6 1|Ω|
∫
Ω
ϕ(f(x)) dx.
If Ω = (a, b) and f : (a, b) → R is a non-negative Lebesgue-integrable function,
then
ϕ
(∫ b
a
f(x) dx
)
6 1
b− a
∫ b
a
ϕ((b− a)f(x)) dx.
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Lemma 2.3.11 (Jensen’s inequality: discrete). For a real-valued convex function
ϕ, real numbers x1, x2 . . . , xn in its domain (n ∈ N), and positive weights ai ∈ R,
Jensen’s inequality can be stated as
ϕ

n∑
i=1
aixi
n∑
j=1
aj
 6
n∑
i=1
aiϕ(xi)
n∑
j=1
aj
and the inequality is reversed if ϕ is concave, which is
ϕ

n∑
i=1
aixi
n∑
j=1
aj
 >
n∑
i=1
aiϕ(xi)
n∑
j=1
aj
.
The equalities hold iff x1 = x2 = · · · = xn or if ϕ is linear.
Example 2.3.2. For n ∈ N and real numbers x1, x2 . . . , xn, it holds that(
n∑
i=1
xi
)2
6 n
n∑
i=1
x2i .
The following integral inequalities are a crucial tool in the study of various classes
of equations. The first prototype was proved by Gro¨nwall in 1919 [19].
Lemma 2.3.12. Let u : [α, α + h] → R be a continuous function satisfying the
inequality
0 6 u(t) 6
∫ t
α
[a+ bu(s)] ds, for t ∈ [α, α+ h],
where a and b are nonnegative constants. Then u(t) 6 ah exp(bh) for t ∈ [α, α+
h].
For more information on Gro¨nwall type integral inequalities, see [20]. The follow-
ing two lemmas contain the most important inequalities.
Lemma 2.3.13 (Gro¨nwall: continuous [21]). Let r(t), h(t), y(t) be continuous
real functions defined on [a, b] satisfying r(t), h(t) > 0.
(i) If
y(t) 6 h(t) +
∫ t
a
r(s)y(s) ds for a 6 t 6 b,
then
y(t) 6 h(t) +
∫ t
a
h(s)r(s) exp
(∫ t
s
r(τ) dτ
)
ds
is true for all t ∈ [a, b].
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(ii) If r(s) = C and the function h is non-decreasing then
y(t) 6 h(t) exp(C(t− a)) for a 6 t 6 b.
Lemma 2.3.14 (Gro¨nwall: discrete [22]). Let {Ai}, {ai} be sequences of nonneg-
ative real numbers and q > 0. Assume that
ai 6 Ai +
i−1∑
j=1
ajq,
for i ∈ N, then
ai 6 Ai + exp(qi)
i−1∑
j=1
Ajq, i ∈ N.
Remark 2.3.2. The condition in the discrete Gro¨nwall lemma is often
ai 6 Ai +
i∑
j=1
ajq,
for i ∈ N. From this, one can easily derive that
ai 6 (1− q)−1
Ai + i−1∑
j=1
ajq

such that an application of Gro¨nwall’s lemma gives that
ai 6
Ai
1− q +
exp
(
q
1−q i
)
(1− q)2
i−1∑
j=1
Ajq if q < 1.
The following summation rules are analogue to the integration by parts formula
[23].
Lemma 2.3.15 (Abel’s summation rule and summation by parts formula). Let
{ai}ni=1 be a sequence of real numbers with n > 1. Then
2
n∑
i=1
(ai − ai−1)ai = a2n − a20 +
n∑
i=1
(ai − ai−1)2.
Moreover, for any real sequences {zi}ni=0 and {wi}ni=0, it holds that
n∑
i=1
zi (wi − wi−1) = znwn − z0w0 −
n∑
i=1
(zi − zi−1)wi−1. (2.1)
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In the following lemma, the monotonicity and Lipschitz continuity of a : Rd →
Rd : x 7→ |x|β−1e x are studied. This mapping is continuous for β > 0. The proof
of this lemma can be found in Lemma A.1.1 in Appendix A.
Lemma 2.3.16. For all x,y ∈ Rd, it holds that
(i)
|x|2e + |y|2e + x · y > C∗ |x− y|2e , C∗ ∈
[
−1
2
,
1
4
]
,
(ii) (
|x|β−1e x− |y|β−1e y
)
·(x− y) > 1
4 · 12 β+12
|x− y|β+1e , β ∈ [1,+∞),
(iii) (
|x|β−1e x− |y|β−1e y
)
·
(
|x|α−1e x− |y|α−1e y
)
> 4αβ
(α+ β)2
(
|x|α+β2e − |y|
α+β
2
e
)2
> 0,
for α, β ∈ [0,+∞),
(iv) there exists a positive constant C such that∣∣∣|x|β−1e x− |y|β−1e y∣∣∣
e
6 C |x− y|βe , β ∈ (0, 1].
2.4 Functional analysis
This section deals with some important aspects in functional analysis, which are
necessary for a thorough understanding of the results in this dissertation. No proofs
are given. For more details, the reader is referred to e.g. [6,7,14,24]. The usage of
the word ‘functional’ goes back to the calculus of variations, implying a function
whose argument is again a function.
2.4.1 Normed linear spaces
Definition 2.4.1 (Norm, normed linear space). A vector spaceX on which a norm
is defined is called a normed vector space or normed linear space. A norm on X
is a function
‖ · ‖X : X → R,
that satisfies the following three conditions:
• ‖x‖X > 0 for all x ∈ X if x 6= 0, with equality only for x = 0;
• ‖αx‖X = |α|c‖x‖X , ∀x ∈ X,∀α ∈ F;
• the triangle inequality holds: ‖x+ y‖X 6 ‖x‖X + ‖y‖X for any vectors x
and y ∈ X .
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A seminorm, on the other hand, is allowed to assign zero ‘length’ to some nonzero
vectors (in addition to the zero vector). The triangle inequality states that a norm
is convex. The reverse triangle inequality is an elementary consequence of the
triangle inequality: for all vectors x and y ∈ X it holds that
|‖x‖X − ‖y‖X | 6 ‖x− y‖X .
Every normed space is a metric space with the metric dX : X ×X → R given by
dX(x, y) = ‖x− y‖X .
Example 2.4.1. The vector space Fd becomes a normed vector space when it
is equipped with the norm |·|e. In fact, the mapping ‖·‖p defined for all x =
{xi}di=1 ∈ Fd by ‖x‖p =
(∑d
i=1 |xi|pc
) 1
p
if p ∈ [1,∞) and ‖x‖p = sup16i6d |xi|c
if p = ∞ are norms on Fd. This follows basically from Minkowski’s inequality
(2.3.7). Note that the space of rational numbers Q is not a vector space over R
with the usual addition and multiplication.
Example 2.4.2. For p ∈ [1,∞], let lp denote the set of all infinite sequences
x = {xi}∞i=1 of scalars xi ∈ F that satisfy
∞∑
i=1
|xi|pc <∞ if 1 6 p <∞, or sup
i>1
|xi|c <∞ if p =∞.
For each p ∈ [1,∞], the set lp is a vector space, and the mapping ‖·‖lp defined by
x = {xi}∞i=1 ∈ lp 7→ ‖x‖lp =
( ∞∑
i=1
|xi|pc
) 1
p
if 1 6 p <∞,
x = {xi}∞i=1 ∈ lp 7→ ‖x‖lp = sup
i>1
|xi|c if p =∞,
is a norm on lp.
A normed vector space inherits all the definitions and properties of metric spaces
since it is a metric space. The most important ones are given next.
Definition 2.4.2 (Balls, open sets, closed sets, bounded sets). Let X be a normed
linear space, x0 ∈ X , r > 0. The set
B(x0, r) = {x ∈ X : ‖x− x0‖X < r}
is called an open ball, with center x0 and radius r. A subset M ⊂ X is called
an open set in X if for every x0 ∈ M there exists an r = r(x0) > 0 such that
B(x0, r) ⊂ M . A subset M ⊂ X is called a closed set in X if its complement
X \M is an open set in X . The closed ball with center x0 and radius r is denoted
by
B(x0, r) = {x ∈ X : ‖x− x0‖X 6 r}.
A subset M ⊂ X is bounded if there exists a constant R > 0 such that ‖x‖X 6 R
for all x ∈M .
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Definition 2.4.3 (Convergences and Cauchy sequences). Let X be a normed vec-
tor space with norm ‖ · ‖X . A sequence x1, x2, x3, . . . in X converges to x ∈ X iff
‖xn−x‖X → 0 as n→∞. A sequence x1, x2, x3, . . . is called a fundamental or a
Cauchy sequence, if for every positive real number ε > 0 there is a positive integer
N such that for all positive integers m,n > N , it holds that ‖xm − xn‖X < ε.
Every convergent sequence is a Cauchy sequence. The converse is not generally
true.
Lemma 2.4.1. Let {xn}∞n=1 be a Cauchy sequence in a normed vector space X
and let {xnk}∞k=1 be a subsequence of it. If xnk → x in X , then xn → x in X .
Definition 2.4.4 (Closure). Let M be a subset of a normed linear space X . The
closure of M in X is denoted by M and is defined as the set of all elements x ∈ X
such that there exists a sequence {xn}∞n=1 in M with the property that
xn → x in X.
Clearly, M ⊂M ⊂ X . The set M is closed in X if M = M .
Definition 2.4.5 (Density). A subset M ⊂ X is said to be dense in X if M = X .
This means that for every x ∈ X and every ε > 0, there exists a y ∈ M such that
‖x− y‖X < ε.
Definition 2.4.6 (Separability). A normed linear space X is called separable if
there exists a countable set M ⊂ X that is dense in X , i.e. there exists a sequence
{xn}∞n=1 of elements of the space such that every nonempty open subset of the
space contains at least one element of the sequence.
Example 2.4.3. Any normed linear space that is itself finite or countably infinite
is separable because the whole space is a countable dense subset of itself. An
important example of an uncountable separable space is the real line, in which the
rational numbers form a countable dense subset. Similarly, the set of all vectors
(r1, . . . , rd) ∈ Rd in which ri is rational for all i is a countable dense subset of
Rd; therefore, the d-dimensional Euclidean space is separable.
Example 2.4.4. The space lp defined in Definition 2.4.2 is separable for p ∈
[1,∞). Any dense subset of l∞ is uncountably infinite [14, Theorem 2.4-2].
The following definition is about the difference between a subset and a subspace.
Definition 2.4.7 (Subspace). A subset of a normed linear space X is called a
subspace of X if it is a linear set which is closed in X .
Remark 2.4.1. A linear subset does not need to be closed in X .
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Lemma 2.4.2.
(i) A subspace M of a normed linear space (X, ‖ · ‖X) is again a normed lin-
ear space with the norm ‖ · ‖M defined by
‖u‖M = ‖u‖X for u ∈M ;
(ii) A subspace of a separable normed linear spaceX is also a separable normed
linear space.
The following lemma is a normed-space substitute for one aspect of orthogonality
in Hilbert spaces, see [25, p. 218]. This aspect can be found in Corollary 2.4.1.
Lemma 2.4.3 (Riesz). Let L be a subspace of a normed space (X, dX), where
L 6= X (L is not dense in X). For any ε ∈ (0, 1), there exists a zε ∈ X \ L with
‖zε‖ = 1 such that
dX(zε, L) > 1− ε.
Definition 2.4.8 (Cartesian product). Let n ∈ N and letX1, X2, . . . , Xn be normed
linear spaces (over the same field F). The Cartesian product X = X1 × X2 ×
. . . × Xn of X1, X2, . . . , Xn is the set of all ordered n-tuples x = (x1, . . . , xn)
such that xi ∈ Xi, i = 1, . . . , n. Then X is also a normed linear space when X is
equipped with any one of the following norms
‖x‖X =
(
n∑
i=1
‖xi‖pXi
) 1
p
, 1 6 p <∞, or ‖x‖X = max
i=1,...,n
‖xi‖Xi .
Lemma 2.4.4. Let X1, X2, . . . , Xn be separable normed linear spaces. Then the
product space X = X1×X2× . . .×Xn is also a separable normed linear space.
Definition 2.4.9 (Compact, relatively compact). A subset M in a normed linear
space X is said to be compact if every sequence in M contains a subsequence
converging to an element of M . A set M in a normed linear space X is said to be
relatively compact if its closure M is compact.
Remark 2.4.2. If M is closed and relatively compact then M is compact. Com-
pact sets are closed and bounded, but not vice versa, in general.
Lemma 2.4.5. A closed subset of a compact normed space is a compact normed
space.
2.4.2 Inner product spaces
Definition 2.4.10 (Inner product, inner product space). An inner product space is a
vector spaceX together with an inner product, i.e., with a map 〈·, ·〉X : X×X →
F that satisfies the following three properties for all vectors x, y, z ∈ X and all
scalars a ∈ F
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• Conjugate symmetry: 〈x, y〉X = 〈y, x〉X . Note that if F = R, this means
symmetry;
• Linearity in the first argument: 〈ax, y〉X = a〈x, y〉X , 〈x + y, z〉X =
〈x, z〉X + 〈y, z〉X ;
• Positive-definiteness: 〈x, x〉X > 0 with equality only for x = 0.
The inner product 〈·, ·〉X induces a norm which is given by ‖ · ‖X =
√〈·, ·〉
X
.
Therefore, every inner product space is a normed space.
Example 2.4.5. The space Fd equipped with the Euclidean inner product is the
simplest example of a real or complex inner product space.
Example 2.4.6. The vector space consisting of all real, resp. complex, m × n
matrices, equipped with the matrix inner product defined by
A : B :=
m∑
i=1
n∑
j=1
aijbij if F = R, resp.
A : B :=
m∑
i=1
n∑
j=1
aijbij if F = C,
for all m × n matrices A = (aij) and B = (bij) is an inner product space. The
norm ‖·‖F induced by this inner product, thus defined by
‖A‖F := (A : A)
1
2 =
 m∑
i=1
n∑
j=1
|aij |2c
 12
for any m× n matrix A = (aij) is called the Frobenius norm.
Example 2.4.7. The real or complex space l2 defined in Definition 2.4.2 is an
inner product space when equipped with the inner product defined by
(x, y)l2 :=
∞∑
i=1
xiyi for all x = {xi}∞i=1, y = {yi}∞i=1 ∈ l2 if F = R,
(x, y)l2 :=
∞∑
i=1
xiyi for all x = {xi}∞i=1, y = {yi}∞i=1 ∈ l2 if F = C.
The associated norm is defined by
‖x‖l2 :=
√
(x, x)l2 =
( ∞∑
i=1
|xi|2c
) 1
2
for all x = {xi}∞i=1 ∈ l2.
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2.4.3 Banach and Hilbert spaces
Banach and Hilbert spaces play a central role in linear and nonlinear functional
analysis. In this subsection, some definitions and basic properties are listed.
Definition 2.4.11 (Completeness). A normed linear spaceX is said to be complete
if every Cauchy sequence in X is convergent, i.e. it has a limit in X .
Definition 2.4.12 (Banach space). A complete normed linear space is called a
Banach space.
Example 2.4.8. The space Fd is a Banach space when associated with the Eu-
clidean or Hermitian norm respectively. Also the vector space consisting of all
real, resp. complex, m×n matrices is a Banach space. In fact, every finite dimen-
sional normed vector space is a Banach space.
Example 2.4.9. The spaces (lp, ‖·‖lp)
1
p , p ∈ [1,∞], defined in Definition 2.4.2
are Banach spaces.
Example 2.4.10. The set of continuous functions on the unit interval [0, 1] with
norm
∫ 1
0
|f(x)|dx is not a Banach space because it is not complete. For instance,
the Cauchy sequence of functions
fn =

1 for x 6 12(
1
2 − x
)
n+ 1 for 12 < x 6
1
2 +
1
n
0 for x > 12 +
1
n
does not converge to a continuous function.
Lemma 2.4.6. Each Banach space is closed. A subspace of a Banach space is
also a Banach space.
Lemma 2.4.7.
(i) Let X1, X2, . . . , Xn be Banach spaces. Then the product space X = X1 ×
X2 × . . .×Xn is also a Banach space.
(ii) Let Mi be a relatively compact subset of a Banach space Xi, i = 1, . . . , n.
Then M1 × . . .×Mn is a relatively compact subset of X1 × . . .×Xn.
Definition 2.4.13 (Hilbert space). A Hilbert space is an inner product space which
is complete with respect to the induced norm.
Example 2.4.11. The space Fd is a Hilbert space, with the classical associated
dot product. Also the vector space consisting of all real, resp. complex, m × n
matrices is a Hilbert space.
Example 2.4.12. The space lp defined in Definition 2.4.2 is a Hilbert space only
for p = 2 (see Example 2.4.7).
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Each Hilbert space is a Banach space. The latest example shows that the converse
is not generally true. The orthogonal complement of a subset of a Hilbert space
can be defined. A property of a closed subset (i.e. subspace) in a Hilbert space is
given in the direct sum theorem.
Definition 2.4.14 (Orthogonal, orthogonal complement). Let (X, (·, ·)X) be a real
or complex inner-product space. Two vectors x and y ∈ X are said to be orthog-
onal if (x, y)X = 0, and the orthogonal complement of any nonempty subset U of
X is defined as
U⊥ := {x ∈ X : (x, u)X = 0,∀u ∈ U}.
Lemma 2.4.8. Let M be a nonempty subset of an inner-product space X . Then
the set M⊥ is a subspace of X . Besides,
(
M
)⊥
= M⊥, and M ∩M⊥ = {0} if
0 ∈M and M ∩M⊥ = ∅ if 0 /∈M .
Theorem 2.4.13 (Direct sum theorem). Let U be a subspace of a Hilbert space
X . Then the space X is the direct sum X = U ⊕ U⊥, i.e. for each x ∈ X , there
exists unique elements u ∈ U and v ∈ U⊥ such that x = u+ v.
This implies the following analogue of Riesz’s lemma 2.4.3.
Corollary 2.4.1. In a Hilbert space Y , given a non-dense subspace X , there is a
y ∈ Y with infx∈X ‖x− y‖Y = 1, by taking y from the orthogonal complement
of X .
The definition of separability for a Hilbert space can be expressed via an orthogo-
nal sequence.
Definition 2.4.15 (Orthogonal sequence). An orthogonal sequence (or orthogonal
system) {xn}n∈N in an inner product space (X, (·, ·)) (finite or infinite dimen-
sional) is one in which (xn, xm) = 0 whenever n 6= m. An orthonormal sequence
(or orthonormal system) {xn}n∈N in an inner product space (X, (·, ·)) is an or-
thogonal sequence with ‖xn‖X = 1 for all n ∈ N. An orthonormal sequence
{xn}n∈N in an inner product space (X, (·, ·)) is called complete if for each x ∈ X
it holds that
x =
∞∑
n=1
(x, xn)xn.
Lemma 2.4.9. A Hilbert space is separable iff it has a complete orthonormal
sequence.
Example 2.4.14. The Hilbert space Fd and the Hilbert space consisting of all real,
resp. complex, m × n matrices are separable (since they are finite-dimensional).
The space l2 provides an example of an infinite-dimensional separable Hilbert
space.
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2.4.4 Operators
This subsection reviews linear and nonlinear operators in normed vector spaces. In
what follows X and Y are two vector spaces over the same field F = R or F = C.
Definition 2.4.16 (Operator, domain, range, kernel). LetX and Y be linear spaces,
M a set in X . An operator A on M is a mapping from M to Y . For every u ∈M ,
the corresponding element in Y is denoted by Au or A(u). The set M is called
the domain of the operator A and is denoted by D(A), the set
R(A) = {y ∈ Y : y = Ax with x ∈M}
is called the range or direct image of the operator A. The kernel of A is the subset
of X defined by ker(A) = {x ∈ D(A) : Ax = 0}.
Definition 2.4.17 (Injective, surjective, bijective). Let X and Y be linear spaces.
An operator A from X into Y is called surjective (or onto) if for every y ∈ R(A),
there exists at least one element x ∈ D(A) such that y = A(x). An operator A
from X into Y is called injective if for all x1 and x2 in D(A) such that A(x1) =
A(x2), it holds that x1 = x2. An operator A from X into Y is called bijective if it
is both surjective and injective.
Remark 2.4.3. The operator A from Definition 2.4.16 is an operator from X to
Y that maps M into Y . IfR(A) = Y , the operator A maps M onto Y .
Definition 2.4.18 (Restriction, extension). Let X and Y be linear spaces, A :
X = D(A) → Y and M a subset of X . The operator A|M : M → Y defined
by A|M (x) = A(x) for all x ∈ M is the restriction of A to M . Let B : M =
D(B) → Y be an operator, where M is a subset of X . An operator A : X → Y
is an extension of B if A|M = B.
Definition 2.4.19 (Linear operator, semilinear operator, nonlinear operator). Let
X and Y be linear spaces. An operator A from X into Y is called a linear opera-
tor if D(A) is a linear set and if for any x, y ∈ D(A) and any scalar α ∈ F holds
that
A(x+ αy) = A(x) + αA(y).
If F = C, a mapping A : X → Y is semilinear (also called antilinear) if
A(x+ αy) = A(x) + αA(y) for all x, y ∈ D(A) and α ∈ F.
An operator that is neither linear nor semilinear is called nonlinear.
Remark 2.4.4. For a linear and semilinear operator A : X → Y , it holds that
A(0) = 0. Moreover, ker(A) is a subspace of X andR(A) is a subspace of Y .
Definition 2.4.20 (Eigenvalue, eigenvector, eigenspace). Let X be a linear space.
Let A : X → X be a linear operator. Then a scalar λ ∈ F is an eigenvalue of A
if there exists a vector x ∈ X such that
Ax = λx and x 6= 0.
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Such a nonzero vector is then called an eigenvector of A corresponding to the
eigenvalue λ, and the nontrivial subspace
{x ∈ X : Ax = λx}
of X is called the eigenspace corresponding to the eigenvalue λ.
Definition 2.4.21 (Continuous operator). Let X and Y be normed linear spaces.
An operator A from X into Y is continuous in x ∈ D(A) if xn → x in X implies
that A(xn) → A(x) in Y for any sequence {xn}∞n=1 ∈ D(A). An operator A is
continuous in D(A) if A is continuous in any point of D(A).
Definition 2.4.22 (Bounded operator). Let X and Y be normed linear spaces. An
operator A : X → Y is called bounded if it maps any bounded set in X into a
bounded set in Y . Equivalently, an operator A : X → Y is bounded if there exists
a positive constant C such that ‖Ax‖Y 6 C‖x‖X for any x ∈ D(A).
Lemma 2.4.10. Let X and Y be normed linear spaces. A linear operator A :
X → Y is bounded iff it is continuous.
Lemma 2.4.11. Let X and Y be normed linear spaces. If X is finite-dimensional,
then any linear operator from X into Y is continuous.
Remark 2.4.5. A continuous linear operator A : D(A) ⊂ X → Y is uniformly
continuous. This follows from the relation
‖Ax−Ax˜‖ 6 C ‖x− x˜‖ for all x, x˜ ∈ D(A).
Definition 2.4.23 (The space L(X,Y )). Let X and Y be normed linear spaces.
The space of all linear bounded operators fromX into Y is a linear space (over the
same field as X), which is denoted by L(X,Y ), when equipped with the following
addition and scalar multiplication
(A1 +A2)(x) = A1(x) +A2(x),
(aA1)(x) = aA1(x),
for all A1, A2 : X → Y, x ∈ X and a ∈ F. The norm of the operator A ∈
L(X,Y ) is defined as follows
‖A‖L(X,Y ) = sup
x∈D(A)
‖x‖X61
‖Ax‖Y = sup
x∈D(A)
‖x‖X=1
‖Ax‖Y = sup
x∈D(A)
x6=0
‖Ax‖Y
‖x‖X .
Theorem 2.4.15. Let X be a normed space and Y be a Banach space. Then
L(X,Y ) is a Banach space.
Remark 2.4.6. In the proof of this theorem (see for instance [26, Theorem 6.6]),
the following consequence is hidden: let {An}n∈N be a Cauchy sequence (a con-
vergent sequence is a Cauchy sequence) inL(X,Y ), then {‖An‖}n∈N is uniformly
bounded, i.e.
‖An‖L(X,Y ) 6 C, ∀n ∈ N.
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This is an analogue of the next result in Rd: every convergent sequence in Rd is
bounded.
In the following theorem, the properties of X and Y are switched.
Theorem 2.4.16 (Uniform boundedness principle). Let X be a Banach space and
Y be a normed space. Consider a sequence of operators An ∈ L(X,Y ) with the
property that for any x ∈ X there exists a Cx > 0 such that supn∈N ‖Anx‖Y 6
Cx (i.e. {Anx}n∈N is bounded). Then the sequence {‖An‖}n∈N is bounded.
The Banach-Steinhaus theorem is about strong pointwise convergence in the space
L(X,Y ) when X is a Banach space and Y is a normed space. If Y is a Banach
space and X is a normed space, then any Cauchy sequence converges pointwise
strongly, see Theorem 2.4.15.
Theorem 2.4.17 (Banach-Steinhaus). LetX be a Banach space and Y be a normed
space. Consider a sequence of operators An ∈ L(X,Y ) with D(An) = X ,
n ∈ N. Then Anx→ Ax for every x ∈ X with A ∈ L(X,Y ) iff
(i) the sequence {‖An‖}n∈N is bounded;
(ii) Anx→ Ax for every x ∈ V , with V a dense subset of X .
Definition 2.4.24 (Bijective operator, inverse operator). Let X and Y be normed
linear spaces. An operator A : X → Y is called bijective (or one-to-one) if for
any y ∈ R(A) there exists a unique x ∈ D(A) such that A(x) = y. An inverse
operator A−1 : Y → X is then defined as follows: A−1 : Y → X and
D(A−1) = R(A), R(A−1) = D(A).
Lemma 2.4.12. The operator A : D(A)→ R(A) is one-to-one iff ker(A) = {0}.
Theorem 2.4.18. There exists a continuous inverse operator A−1 : R(A) →
D(A) iff there exists a positive constant C0 such that
‖Ax‖Y > C0 ‖x‖X , ∀x ∈ D(A).
Theorem 2.4.19 (On continuity of the inverse operator (Banach Theorem)). Let
X and Y be Banach spaces and assume that A ∈ L(X,Y ) withD(A) = X . Then
A−1 ∈ L(Y,X).
Definition 2.4.25 (Identity operator). Let X and Y be two normed linear spaces
and let
X ⊂ Y.
The identity operator I : X → Y with D(I) = R(I) = X is defined as the
operator which maps every element x ∈ X onto itself: Ix = x, regarded as an
element of Y .
Remark 2.4.7. The identity operator is linear and is an injection.
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Definition 2.4.26 (Compact operators). LetX and Y be normed linear spaces and
assume that A : X → Y is a linear operator with D(A) = X . The operator A is
said to be compact
• if the range of a closed unit ball in X is a compact set in Y ;
• or equivalently if it maps every bounded set in X onto a relatively compact
set in Y ;
• or equivalently if for any bounded sequence {xn}n∈N ⊂ X , the sequence
{Axn}n∈N ⊂ Y contains a convergent subsequence in Y .
The set of all compact operators from X to Y is denoted by σ(X,Y ).
Remark 2.4.8. The identity operator I : X → X is a compact operator if X is
finite dimensional. In that case, X is isomorphic (see Definition 2.4.28) with some
Rn, n ∈ N. By the Heine-Borel theorem, a set is compact in Rn if it is bounded
and closed. A direct consequence of Riesz’s lemma 2.4.3 is that this is not true
in infinite dimensional spaces. Indeed, Riesz’s lemma implies that the closed unit
ball is not compact in an infinite dimensional space.
Theorem 2.4.20 (Riesz). A linear normed space X is locally compact (every ele-
ment of X has a compact neighbourhood) iff it is finite dimensional.
Lemma 2.4.13. σ(X,Y ) is a subspace of L(X,Y ), i.e. every compact operator
is continuous.
Lemma 2.4.14. Let X and Y be normed linear spaces and assume that A : X →
Y is a linear operator. If X is finite-dimensional, then A is compact.
Lemma 2.4.15. Let X and Y be normed linear spaces. If X or Y is a finite
dimensional space, then σ(X,Y ) = L(X,Y ).
The definition of compact operator (see Definition (2.4.26)) is also valid for non-
linear operators. If, in addition, the operator is continuous, then the operator is
said to be completely continuous.
Definition 2.4.27 (Completely continuous operator). Let X and Y be normed lin-
ear spaces. The operator A : X → Y is called completely continuous if it is
compact and continuous.
Remark 2.4.9. A linear compact operator is automatically completely continuous.
2.4.5 Isomorphisms and embeddings
Definition 2.4.28 (Isomorphism). Two normed linear spaces X and Y (both real
or both complex) are said to be isomorphic (notation: X ∼= Y ) if there exists a
continuous linear operator A such that D(A) = X , R(A) = Y , and A−1 exists
and is continuous. This operator A is called an isomorphism mapping or briefly
an isomorphism between X and Y .
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Definition 2.4.29 (Isometry). Two normed linear spaces X and Y are said to be
isometrically isomorphic if there exists a linear operator A such that D(A) = X ,
R(A) = Y and
‖u− v‖X = ‖Au−Av‖Y
for every pair u, v ∈ X .
Remark 2.4.10. Two isometrically isomorphic spaces are isomorphic.
Lemma 2.4.16. Let X and Y be two isomorphic normed linear spaces.
(i) If X is separable then Y is also separable.
(ii) If X is complete then Y is also complete.
Definition 2.4.30 (Embedding operator). If the identity operator from Definition
2.4.25 is continuous, then it is called the embedding operator (or shortly embed-
ding) from X to Y . An embedding from X into Y is denoted by
X ↪→ Y.
Continuity of an embedding implies that there exists a constant C > 0 such that
‖x‖Y 6 C‖x‖X for every x ∈ X.
If simultaneously
X ↪→ Y and Y ↪→ X,
then this is written as
X  Y.
Definition 2.4.31 (Compact embedding). If the embedding operator in Definition
2.4.30 is compact, i.e. each bounded sequence inX has a convergent subsequence
in Y , then X is compactly embedded in Y . This is denoted by
X ↪→↪→ Y.
Definition 2.4.32 (Equivalent norms). Let X be a vector space and suppose that
‖ · ‖1 and ‖ · ‖2 are two norms on X . These norms are equivalent if there exist
constants C1 > 0 and C2 > 0 such that
C1‖x‖1 6 ‖x‖2 6 C2‖x‖1 for all x ∈ X.
Remark 2.4.11. The norms ‖ · ‖1 and ‖ · ‖2 are equivalent iff (X, ‖ · ‖1) 
(X, ‖ · ‖2). In particular, the embedding from (X, ‖ · ‖1) into (X, ‖ · ‖2) is an
isomorphism.
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2.4.6 Continuous linear functionals and dual spaces
Definition 2.4.33 (Linear functionals). LetX be a real (or complex) normed linear
space, Y the real line R (or the complex plane C). A linear operator from X into
Y is called a real (complex) linear functional.
Remark 2.4.12. From now on, the adjective ‘real’ or ‘complex’ is omitted. The
value of a functional f : X → F at x ∈ X is usually denoted by f(x) or 〈f, x〉.
Since a functional is an operator, some concepts introduced in connection with
operators can be transfered to functionals. For instance, a norm of a linear func-
tional f is defined by
‖f‖∗ = sup
x∈D(f)
‖x‖X61
|f(x)|c. (2.2)
From now on, only continuous linear functionals are considered. These are ele-
ments of the space L(X,F).
Continuous linear functionals defined on linear subsets of X can be extended to
the entire space X .
Theorem 2.4.21. Let f be a continuous linear functional defined on a linear set
M which is dense inX . Then there exists a uniquely determined continuous linear
functional f˜ defined on X such that
f˜(u) = f(u) for all u ∈M.
Theorem 2.4.22 (Hahn-Banach theorem). Let f be a continuous linear functional
defined on a linear subset M of a normed linear space X . Then there exists a
continuous linear functional f˜ defined on X such that
f˜(u) = f(u) for all u ∈M
and
‖f˜‖X∗ = sup
x∈X
‖x‖X61
〈f˜ , x〉 = sup
x∈M
‖x‖X61
〈f, x〉 = ‖f‖M∗ .
The set of all linear bounded functionals defined on a normed spaceX is a Banach
space L(X,F), see Theorem 2.4.15. This leads to the definition of a dual space.
Definition 2.4.34 (Dual space). Let X be a linear normed space. The Banach
space L(X,F) is called the dual space of X (or briefly the dual of X) and is
denoted by X∗. The norm in this space is denoted by ‖ · ‖X∗ or ‖ · ‖∗.
Remark 2.4.13. The expressions ‘adjoint space’, ‘conjugate space’ and the nota-
tionX ′ are also used in the literature instead of ‘dual space’ andX∗. The value of
a functional f : X → F at x ∈ X can also be denoted as 〈f, x〉X∗×X . A sequence
{fn}∞n=1 in X∗ converges strongly to f ∈ X∗ iff ‖fn − f‖∗ → 0 as n→∞.
Dual spaces play a central role in linear functional analysis. Now, a basic example
of a dual space and an important theorem are presented.
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Example 2.4.23 (Dual of lp). Given a real number p ∈ [1,∞), let q ∈ (1,∞] de-
note its conjugate exponent, i.e. q = pp−1 . Then, given any element a = {ai}∞i=1 ∈
lq , the relation
x∗(x) =
∞∑
i=1
aixi for all x = {xi}∞i=1 ∈ lp
defines a continuous linear functional x∗ on lp. Also ‖x∗‖(lp)∗ = ‖a‖lq . The
linear isometry a ∈ lq → x∗ ∈ (lp)∗ defined in this fashion is bijective, i.e.
given any continuous linear functional x∗ on lp, there exists exactly one element
a = {ai}∞i=1 ∈ lq such that x∗(x) =
∑∞
i=1 aixi for all x = {xi}∞i=1 ∈ lp.
Consequently, for any p ∈ [1,∞), the dual space of lp can be identified with the
space lq .
Theorem 2.4.24. Consider two normed linear spaces X and Y . It holds that
• X ⊂ Y implies that Y ∗ ⊂ X∗;
• If the dual space X∗ is separable, then X itself is separable [27, p. 245].
One of the basic advantages of a Hilbert space is that it can be identified with
its dual space by means of a specific linear isometry. This is the content of the
fundamental Riesz’ representation theorem.
Theorem 2.4.25 (Riesz’ representation theorem). Let H be a Hilbert space with
the inner product (·, ·). Each linear bounded functional f on H can be written as
〈f, v〉 = (v, u), for all v ∈ H.
The element u ∈ H is uniquely determined. Moreover, ‖f‖H∗ = ‖u‖H . The
isometry
σ : l ∈ H∗ → σ(l) = u ∈ H
is a bijection, which is linear if F = R and semilinear if F = C. Consequently, any
Hilbert space can be identified with its dual space H∗ by means of this isometry.
Moreover, the dual space H∗ becomes a Hilbert space when it is equipped with
the inner product (·, ·)H∗ : H∗ ×H∗ → F defined by
(x∗, y∗)H∗ := (σ(x∗), σ(y∗)) for each x
∗, y∗ ∈ H∗.
Let us also consider the definition of dual and adjoint operator [14, Theorem 5.11-
1].
Definition 2.4.35 (Dual operator). Let X and Y be normed linear spaces and
assume that A ∈ L(X,Y ). The dual operator A∗ ∈ L(Y ∗, X∗) is defined as
follows
〈f,Ax〉Y ∗×Y = 〈A∗f, x〉X∗×X , for all x ∈ X, f ∈ Y ∗.
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Theorem 2.4.26. Let X and Y be normed linear spaces. Given any operator
A ∈ L(X,Y ), there exists exactly one dual operator A∗ ∈ L(Y ∗, X∗). Moreover,
it holds that ‖A‖L(X,Y ) = ‖A∗‖L(Y ∗,X∗).
Definition 2.4.36 (Adjoint operator). Let X and Y be two Hilbert spaces, then
A∗ ∈ L(Y,X) is called the adjoint operator and is uniquely defined as follows
(f,Ax)Y = (A
∗f, x)X , for all x ∈ X, f ∈ Y.
Also, ‖A‖L(X,Y ) = ‖A∗‖L(Y,X).
Example 2.4.27. The n×m transpose matrix AT of any real matrix A = (aij),
which is defined by (AT)ij = aji satisfies
y ·Ax = ATy · x for all x ∈ Rn,y ∈ Rm.
For a complex m× n matrix A = (aij), the n×m adjoint matrix A∗ = AT can
also be defined as the unique n×m complex matrix that satisfies
y ·Ax = A∗y · x for all x ∈ Cn,y ∈ Cm.
Definition 2.4.37. Let X be a complex Hilbert space. The operator A : X → X
is said to be self-adjoint if A = A∗.
Remark 2.4.14. If X is a Hilbert space, then any self-adjoint operator from X
into X is continuous [14, Theorem 5.7-2].
Example 2.4.28. Let A = (aij) for i, j = 1, . . . , n be a real matrix. Then A∗ =
AT = A iff A is symmetric.
2.4.7 Strong and weak convergence
The strong convergence in a normed linear spaceX was defined in Definition 2.4.3.
Remark 2.4.8 implies that in infinite-dimensional Banach spaces there exist bounded
sequences that have no convergent subsequence, which is in contrast to bounded
sequences in a finite-dimensional normed space. In order to overcome this diffi-
culty, the following notion of convergence is very important. It was introduced by
Hilbert around 1906 for a Hilbert space, but can be generalized to normed linear
spaces.
Definition 2.4.38 (Weak convergence in X). Let X be a normed linear space,
{xn}∞n=1 a sequence in X . The sequence xn converges weakly to x ∈ X as
n→∞ (notation: xn ⇀ x) if
f(xn)→ f(x) for all f ∈ X∗.
Linear forms and functionals can also be considered on the Banach space X∗.
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Definition 2.4.39. Let X be a Banach space. The dual of X∗ is the Banach space
(X∗)∗ denoted by X∗∗. Let us denote the elements of X∗∗ by x∗∗. The operator
J from X into X∗∗ with D(J) = X defined by
(Jx)(f) = f(x) for f ∈ X∗, x ∈ X
is called the canonical mapping from X into X∗∗. Note that Jx is the element
x∗∗ ∈ X∗∗ which satisfies x∗∗(f) = f(x). Denote by J(X) the image of the
canonical mapping J .
Theorem 2.4.29. Let X be a Banach space. Then X is isometrically embedded
into X∗∗, i.e. J is an isometric isomorphism between X and J(X).
Definition 2.4.40 (Reflexive). A normed space X is called reflexive if J(X) =
X∗∗ or shortly X ∼= X∗∗.
A reflexive space X is a Banach space, since X is then isometric to the Banach
space X∗∗. This is the reason why in Definition 2.4.39 the space X is a Banach
space. The following lemma follows from Riesz’ representation theorem 2.4.25.
Lemma 2.4.17. Any Hilbert space is a reflexive Banach space.
Lemma 2.4.18.
(i) Let X be a reflexive Banach space. Then every subspace of X is also reflex-
ive.
(ii) The product of a finite number of reflexive Banach spaces is a reflexive Ba-
nach space.
(iii) Let X and Y be two isomorphic normed linear spaces. Moreover, let X be
a reflexive Banach space. Then Y is also a reflexive Banach space.
(iv) A Banach space X is reflexive iff X∗ is reflexive.
(v) LetX be a separable reflexive Banach space. Then its dualX∗ is separable.
The following result of Eberlein (1947) and Sˇmuljan (1940) is crucial to over-
come the difficulty that the unit ball in an infinite dimensional Banach space is not
compact [7, Theorem 21.D].
Theorem 2.4.30 (Weak compactness of reflexive spaces). Let X be a reflexive
Banach space. Then each bounded set in X is weakly compact. This means that
every bounded sequence {xn}n∈N ⊂ X contains a weak convergent subsequence
{xnk}k∈N with limit x ∈ X , i.e.
f(xnk)→ f(x), ∀f ∈ X∗.
Example 2.4.31. A countably infinite orthonormal family {ei} in a Hilbert space
is bounded since ‖ei‖ = 1 for all i. This sequence cannot contain any convergent
subsequence since ‖ei − ej‖ =
√
2 if i 6= j. On the other hand, this sequence has
a weak convergent subsequence thanks to the previous theorem.
The following properties are also important [7, Proposition 21.23].
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Lemma 2.4.19 (Properties of weak convergence). Let X be a Banach space and
Y be a normed space.
(i) Every weakly convergent sequence in X is bounded;
(ii) Strong convergence in X implies weak convergence;
(iii) If X is finite dimensional, then weak convergence implies strong conver-
gence;
(iv) Weakly lower semicontinuity of the norm: the norm ‖·‖X in a Banach space
X is weakly sequentially lower semicontinuous on X , i.e
‖x‖X 6 lim inf
n→∞ ‖xn‖X := limn→∞
(
inf
m≥n
‖xn‖X
)
if xn ⇀ x,
where ‘lim inf’ is the limit inferior and ‘inf’ the infimum;
(v) If A ∈ L(X,Y ) and xn ⇀ x then Axn ⇀ Ax;
(vi) If A ∈ σ(X,Y ) and xn ⇀ x then Axn → Ax;
(vii) Let X be a Hilbert space with norm ‖ · ‖X . Assume that xn ⇀ x in X and
‖xn‖X → ‖x‖X . Then xn → x in X .
(viii) It follows from
un ⇀ u in X as n→∞,
fn → f in X∗ as n→∞,
that 〈fn, un〉 → 〈f, u〉 as n→∞.
(ix) If X is reflexive, then it follows from
un → u in X as n→∞,
fn ⇀ f in X∗ as n→∞,
that 〈fn, un〉 → 〈f, u〉 as n→∞.
This crucial convergence theorem of Eberlein and Sˇmuljan (Theorem 2.4.30) is
only valid in reflexive Banach spaces. In nonreflexive Banach spaces, one can
replace weak convergence by weak∗ convergence.
Definition 2.4.41 (Weak∗ convergence in X∗). Let X be a normed linear space
with norm ‖ · ‖X . A sequence {fn}∞n=1 in X∗ converges weakly to f ∈ X∗ as
n→∞ (notation: fn ∗⇀ f ) if
fn(x)→ f(x) for all x ∈ X.
The following theorems can be found in [7, Theorem 21.E and Proposition 21.26].
Theorem 2.4.32. Let X be a separable Banach space. Then, each bounded se-
quence {fn}n∈N in X∗ has a weakly∗ convergent subsequence.
Theorem 2.4.33 (Properties of weak∗ and strong convergence). Let X be a Ba-
nach space.
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• Every weakly∗ convergent sequence in X∗ is bounded and
‖f‖X∗ 6 lim inf
n→∞ ‖fn‖X∗ if fn
∗
⇀ f.
• The strong convergence in X∗ implies the weak∗ convergence;
• It follows from
un → u in X as n→∞,
fn
∗
⇀ f in X∗ as n→∞,
that 〈fn, un〉 → 〈f, u〉 as n→∞.
• If X is reflexive, then fn ∗⇀ f in X∗ as n→∞ is equivalent to fn ⇀ f in
X∗ as n→∞.
The following results are applied very frequently [6, Proposition 10.13]. They
generalize well-known convergence properties of sequences of real numbers.
Lemma 2.4.20 (Convergence principles in Banach spaces). A sequence {xn}∞n=1
in a Banach space X has the following convergence properties:
(i) Let x be a fixed element of a Banach space X . If every subsequence of
{xn}∞n=1 has, in turn, a subsequence which converges strongly to x, then
the original sequence converges strongly to x, i.e., xn → x as n→∞.
(ii) Let x be a fixed element in a Banach space X . If every subsequence of
{xn}∞n=1 has, in turn, a subsequence which converges weakly to x, then the
original sequence converges weakly to x, i.e., xn ⇀ x as n→∞.
(iii) Let {xn}∞n=1 be a bounded sequence in a reflexive Banach space X . If all
the weakly convergent subsequences of {xn}∞n=1 have the same limit x, then
xn ⇀ x as n→∞.
2.5 Spaces of continuous functions
In this section, the spaces of continuous and Ho¨lder-continuous functions are pre-
sented [24].
Definition 2.5.1 (Multi-indices, derivatives). Let N ∈ N. A vector
α = (α1, . . . , αN )
with components αi ∈ N ∪ {0} is said to be a multi-index of dimension N . The
number
|α|1 =
N∑
i=1
αi
is called the length of the multi-index α. The concept of the classical partial
derivative of a function of N real variables u is well-known. The following nota-
tion is used for a multi-index α:
Dαu =
∂|α|1u
∂xα11 ∂x
α2
2 . . . ∂x
αN
N
.
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Remark 2.5.1. For simplicity, in this section, only real-valued functions are con-
sidered.
Definition 2.5.2 (Domain). A subset Ω ⊂ Rd is said to be a domain if it is
nonempty, open and connected (i.e. every two points in Ω can be connected by
a continuous curve that lies in Ω).
Definition 2.5.3. Let Ω be a domain in Rd.
• C(Ω) or C0(Ω) denotes the set of all functions defined and continuous on
Ω;
• Ck(Ω) with k ∈ N denotes the set of all functions defined on Ω that have
continuous derivatives up to the order k on Ω;
• C∞(Ω) denotes the set of all functions defined on Ω that have continuous
derivatives of any order on Ω;
• Let u be a function on Ω. The set
supp(f) := {x ∈ Ω : u(x) 6= 0},
where the bar denotes the closure in the space Rd, is called the support of
the function u;
• Let k ∈ N∪{0,∞}. Then Ck0(Ω) denotes the set of all functions u ∈ Ck(Ω)
whose supports are compact subsets of Ω, i.e., u(x) = 0 in a small vicinity
of ∂Ω;
• C(Ω) or C0(Ω) denotes the set of all functions u ∈ C(Ω) that are bounded
and uniformly continuous on Ω;
• Ck(Ω) with k ∈ N denotes the set of all functions u ∈ Ck(Ω) such that
Dαu ∈ C(Ω) for all muti-indices α with |α|1 6 k;
• C∞(Ω) denotes the set of all functions u ∈ Ck(Ω) such that Dαu ∈ C(Ω)
for any order k.
The space C∞0 (Ω) is a very important space and is called the Schwartz space.
Sometimes, this space is also denoted by D(Ω). A function in this space is often
called a test function. Note that a uniform continuous function is continuous, but
the opposite is not true. Therefore, there is a clear difference between C(Ω) and
C(Ω) even if Ω = Ω. Moreover, a bounded and uniform continuous function
on a domain Ω ⊂ Rd has a uniquely determined extension on Ω, which is again
uniformly continuous [26, Lemma 3.11]. This justifies the previous notations.
Remark 2.5.2. If the domain Ω is bounded, then Ω is compact and every contin-
uous function on Ω is uniform continuous and bounded. Then, for instance, the
space C(Ω) can be defined as the set of functions that are continuous in Ω.
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Lemma 2.5.1. The norm of elements in the spaces C(Ω) and Ck(Ω) can be defined
as follows
‖u‖C(Ω) = sup
x∈Ω
|u(x)|,
‖u‖Ck(Ω) =
k∑
n=0
∑
|α|1=n
sup
x∈Ω
|Dαu(x)| =
∑
|α|16k
‖Dαu‖C(Ω).
Definition 2.5.4 (Uniform convergence). A sequence {fn}∞n=1 of functions fn ∈
C(Ω) is said to converge uniformly as n → ∞ to a function f ∈ C(Ω) if
limn→∞ ‖fn − f‖C(Ω) = 0.
This uniform convergence of the sequence {fn}∞n=1 to f as n → ∞ implies the
pointwise convergence, i.e. that
fn(x)→ f(x) as n→∞ for every x ∈ X.
Remark 2.5.3. The space C(Ω) equipped with the inner product
(f, g)Ω =
∫
Ω
f(x)g(x) dx
is not complete.
Theorem 2.5.1. Let k ∈ N ∪ {0}. The spaces Ck(Ω) are Banach spaces but not
Hilbert spaces.
Definition 2.5.5 (Spaces Ck,λ(Ω)). Take k ∈ N ∪ {0}. Let λ ∈ (0, 1] be a given
real parameter. Let Ω be a domain in Rd. We denote by Ck,λ(Ω) the set of all
functions u from Ck(Ω) satisfying
Hα,λ(u) = sup
x,y ∈ Ω
x6=y
|Dαu(x)−Dαu(y)|
|x− y|λe
<∞
for all multi-indices α = (α1, . . . , αd) with the length |α|1 = k.
Remark 2.5.4. Note that the space C0,λ(Ω) with λ ∈ (0, 1] is the space of Ho¨lder-
continuous functions with exponent λ. The space C0,1(Ω) is the space of Lipschitz
continuous functions.
Lemma 2.5.2. A norm in the vector space Ck,λ(Ω) is
‖u‖Ck,λ(Ω) = ‖u‖Ck(Ω) +
∑
|α|1=k
Hα,λ(u), u ∈ Ck,λ(Ω).
Theorem 2.5.2. Let k ∈ N ∪ {0} and λ ∈ (0, 1]. The space Ck,λ(Ω) is a Banach
space.
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The fundamental Arzela`-Ascoli theorem [24, Theorem 1.5.3] gives a characteriza-
tion of compact subsets in C(Ω) using the equiboundedness and uniform equicon-
tinuity properties.
Definition 2.5.6. Let Ω be a bounded domain in Rd, d ∈ N. Then the subset K of
C(Ω) is equicontinuous in x0 ∈ Ω if
(∀ε > 0)(∃δ(ε,x0) > 0)
(∀f ∈ K;∀y ∈ Ω : |y − x0|e < δ ⇒ |f(y)− f(x0)| < ε).
The set K is equicontinuous if K is equicontinuous in each point x0 ∈ Ω. The set
K is uniform equicontinuous if
(∀ε > 0)(∃δ(ε) > 0)(∀f ∈ K;∀x,y ∈ Ω : |x− y|e < δ ⇒ |f(x)− f(y)| < ε).
The set K is equibounded if
|f(x)| 6 C, ∀x ∈ Ω,∀f ∈ K.
Theorem 2.5.3 (Arzela`-Ascoli theorem). Let Ω be a bounded domain in Rd. A
subset K of C(Ω) is relatively compact iff it is equibounded and uniform equicon-
tinuous.
Theorem 2.5.4. Let Ω be a bounded domain in Rd and k ∈ N ∪ {0}. A subset K
of Ck(Ω) is relatively compact iff the following conditions are satisfied:
(i) K is equibounded in Ck(Ω);
(ii) the sets Kα := {Dαu : u ∈ K} are uniform equicontinuous for all α
with |α|1 6 k.
Theorem 2.5.5. Let Ω be a bounded domain inRd. The space Ck(Ω), k ∈ N∪{0},
is separable. The space Ck,λ(Ω) with k ∈ N∪{0} and λ ∈ (0, 1] is not separable.
The spaces Ck(Ω) and Ck,λ(Ω) with k ∈ N∪ {0} and λ ∈ (0, 1] are not reflexive.
2.5.1 The space Cm ([0, T ], X)
First, the notion of abstract function is considered.
Definition 2.5.7. Let Ω be a domain in Rd and X a normed linear space. A
mapping u from Ω (or from Ω) intoX is said to be an abstract function (a function
with values in X) defined on Ω (or on Ω).
The focus is on d = 1. The following function space is frequently used.
Definition 2.5.8. Let X be a Banach space with norm ‖·‖X over the field F and
0 < T < ∞. The space Cm ([0, T ], X) with m ∈ N ∪ {0} consists of all contin-
uous functions u : [0, T ] → X that have continuous derivatives up to order m on
[0, T ]. Together with the norm
‖u‖Cm([0,T ],X) =
m∑
i=0
max
06t6T
∥∥∥u(i)(t)∥∥∥
X
, (2.3)
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the space Cm ([0, T ], X) forms a Banach space. Only the right-hand and the
left-hand derivatives need to exist at the boundary points t = 0 and t = T , respec-
tively. In (2.3), u(0) means u. The space C0 ([0, T ], X) is denoted by C ([0, T ], X).
Remark 2.5.5. Note that the completeness of X is used in the construction of
these spaces.
The following generalization of the Arzela`-Ascoli theorem 2.5.3 holds [24, Theo-
rem 1.6.9]. The definition of uniform equicontinuity (see Definition 2.5.6) can be
extended to abstract functions by replacing |f(x)− f(y)| by ‖f(x)− f(y)‖X .
Theorem 2.5.6. Let X be a Banach space. Then a set K in C ([0, T ], X) is rela-
tively compact iff
(i) K is uniform equicontinuous,
(ii) the set K(t) := {u(t) : u ∈ K} is relatively compact in X for any t ∈
[0, T ].
Theorem 2.5.7. Let X be a separable Banach space. Then, the space
Cm ([0, T ], X) is separable for m ∈ N ∪ {0}.
Remark 2.5.6. Analogously to Theorem 2.5.5, the space Cm ([0, T ], X) withm ∈
N ∪ {0} is not reflexive.
2.6 Domains
Some properties of function spaces require a certain degree of regularity of the
boundary of a bounded domain Ω ⊂ Rd. A boundary of a domain is often denoted
by Γ or ∂Ω and can be interpreted as a (d − 1)-dimensional object (manifold,
i.e. locally Euclidean). A boundary Γ can be viewed locally as the graph of a
function ϕ. Then, the properties of Γ are specified through the properties of ϕ. In
this section, a distinction is made between Lipschitz continuous and (piecewise)
smooth boundaries. The exact definition of Lipschitz continuity for boundaries of
domains in Rd is rather technical [10].
Definition 2.6.1. Let Ω be an open subset ofRd, d > 2. Its boundary Γ is Lipschitz
continuous if for every x ∈ Γ there exist a neighbourhood V of x in Rd and new
orthogonal coordinates {y1, . . . , yd} such that
(a) V is a hypercube in the new coordinates:
V = {(y1, . . . , yd) : −ai < yi < ai, 1 6 i 6 d} ;
(b) there exists a Lipschitz continuous function ϕ, defined in
V ′ = {(y1, . . . , yd−1) : −ai < yi < ai, 1 6 i 6 d− 1}
such that
|ϕ(y′)| 6 ad
2
for every y′ = (y1, . . . , yd−1) ∈ V ′,
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Ω ∩ V = {y = (y′, yd) ∈ V : yd < ϕ(y′)},
Γ ∩ V = {y = (y′, yd) ∈ V : yd = ϕ(y′)}.
In other words, in a neighbourhood of x,Ω is below the graph of ϕ and
consequently the boundary Γ is the graph of ϕ, see Figure 2.1 [10, 28].
Figure 2.1: Illustration of the definition of Lipschitz continuous domain.
Definition 2.6.2 ((Piecewise) smooth boundary). If the function ϕ from Definition
2.6.1 belongs to C∞(V ′) for every x ∈ Γ, then the boundary is called smooth. A
bounded domain Ω ⊂ Rd has a piecewise smooth boundary ∂Ω if ∂Ω consists of
a finite number of smooth parts.
Definition 2.6.3. The bounded domain Ω ⊂ Rd is said to be of class Cm,1, for
an integer m > 1, if the mappings ϕ from Definition 2.6.1 can be chosen m-times
differentiable with Lipschitz-continuous partial derivatives of order m.
This implies that a Lipschitz domain Ω is sometimes denoted as an element of the
class C0,1(Ω). This means that Definition 2.6.1 holds with maps ϕ ∈ C0,1(V ′) for
each V ′ in the definition. Therefore, a smooth domain is automatically a Lipschitz
domain (this is not the case for a piecewise smooth domain). A key property of
a Lipschitz domain is contained in the following lemma, see [3] and [29, Lemma
4.2].
Lemma 2.6.1. A Lipschitz domain Ω ⊂ Rd has a well-defined unit outward nor-
mal vector denoted by n (or ν) at almost every point of ∂Ω = Γ .
The reason for using Lipschitz polyhedral domains is that they can be covered by
a mesh of tetrahedra, which is more interesting for practical implementations. For
simply-connected domains (i.e., domains Ω ⊂ Rd such that Rd \ Ω is connected),
the Lipschitz continuity is equivalent to the cone condition [10, p. 414].
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Definition 2.6.4 (Cone condition). The boundary Γ of a d-dimensional bounded
domain satisfies the cone condition if there exist constants ε1 > 0 and ε2 > 0 such
that for every point x ∈ Γ there are two open d-dimensional cones Cint(x, γ1, h1)
and Cext(x, γ2, h2) sharing the vertex x, with vertex angles 0 < ε1 6 γ1, γ2 and
heights 0 < ε2 6 h1, h2, such that Cint(x, γ1, h1) ⊂ Ω and Cext(x, γ2, h2) ⊂
Rd \ Ω.
Example 2.6.1. Figure 2.2 gives a example of a domain whose boundary is Lip-
schitz continuous. Every bounded convex open set satisfies the uniform cone prop-
erty and hence is a Lipschitz domain.
Figure 2.2: 2D domain with a Lipschitz continuous boundary.
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 2.3: Pictures of domains: (a) non-smooth, non-Lipschitz; (b,c,d,e,f) piecewise
smooth, non-Lipschitz; (g,i) piecewise smooth, Lipschitz; (h,j) smooth.
In engineering applications most of the domains are Lipschitz.
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2.7 Lebesgue spaces
In this section, Lebesgue spaces and its properties are reviewed [6, 14, 24].
Definition 2.7.1. Let p ∈ [1,∞). The vector space Lp(Ω) is the set of all measur-
able functions f from the bounded domain Ω to F, for which
‖f‖p,Ω =
(∫
Ω
|f(x)|pc dx
) 1
p
<∞. (2.4)
By itself, this space is not a Banach space because there are non-zero functions of
which the norm is zero.
Definition 2.7.2. An equivalence relation is defined as follows: the functions f
and g are equivalent if the norm of f − g vanishes (f(x) = g(x) for a.a. x ∈ Ω).
The set of equivalence classes forms the Lebesgue space Lp(Ω).
Example 2.7.1. Let Ω = [−1, 1]. The following functions f and g defined by
f(x) =
{
1 x > 0
0 x < 0
and g(x) =
{
1 x > 0
0 x 6 0
only differ on a set of measure zero, i.e. ‖f − g‖p,Ω = 0 for p ∈ [1,∞).
Theorem 2.7.2. The space Lp(Ω) is a Banach space with the norm ‖f‖Lp(Ω) =
‖f‖p,Ω for p ∈ [1,∞).
Note that, Minkowski’s inequality (see Lemma 2.3.6) is in fact the triangle in-
equality for Lp(Ω)-spaces. Only for p = 2, the space Lp(Ω) is a Hilbert space
(see [24, Chapter II]) with a scalar product
(f, g)Ω =
∫
Ω
f(x)g(x) dx.
This illustrates also that each Hilbert space is a Banach space and that the con-
verse is not generally true. This space plays an essential role in applications. The
following lemma results from Ho¨lder’s inequality.
Lemma 2.7.1. The inclusion Lp1(Ω) ⊂ Lp2(Ω) holds for 1 6 p2 < p1 <∞ with
‖f‖p2,Ω 6 |Ω|
p1−p2
p1p2 ‖f‖p1,Ω ,
where |Ω| denotes the measure of Ω, i.e. Lp1(Ω) ↪→ Lp2(Ω).
This embedding is not compact, see [24, p. 90]. The following mean continuity
property holds for functions in Lp(Ω).
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Theorem 2.7.3. Let f ∈ Lp(Ω) and f(x) = 0 for x /∈ Ω. Then for all ε > 0,
there exists a δ > 0 such that(∫
Ω
|f(x+ z)− f(x)|pc dx
) 1
p
< ε
provided z ∈ Rd with |z|e < δ, i.e. each function f ∈ Lp(Ω) is p-mean continu-
ous.
Remark 2.7.1. From this point on, only real-valued functions are considered. In
L2(Ω), the norm ‖f‖2,Ω is denoted by ‖f‖ and the inner product (f, g)Ω by (f, g).
The following theorem sometimes allows us to prove results for smooth functions
and to extend them by limiting arguments to more general functions.
Theorem 2.7.4. The space C∞0 (Ω) is dense in L
p(Ω) for all 1 6 p <∞.
Corollary 2.7.1. The space C∞0 (Ω) is dense in L
p(Ω) for all 1 6 p <∞.
Theorem 2.7.5. Let p ∈ [1,∞). Then the Banach space Lp(Ω) is separable.
Unfortunately, Lp(Ω) is not a (relatively) compact space as it is an infinite dimen-
sional linear normed space. This makes the analysis in these spaces more difficult.
The space Lp(Ω) for p = 2 is a reflexive Banach space thanks to Corollary 2.4.17.
In this case, there is no problem to apply Theorem 2.4.30. When p 6= 2, the
Riesz’ representation theorem for Lp(Ω)-spaces implies the reflexivity of Lp(Ω)
for 1 < p < ∞. Note that the classical Riesz’ representation theorem (Theorem
2.4.25) is not applicable if p 6= 2.
Theorem 2.7.6 (Riesz’ representation theorem in Lp(Ω)). Let Ω be a nonempty
bounded open subset of Rd. Let ϕ be a bounded linear functional on Lp(Ω) with
1 < p <∞. Then there exists exactly one g ∈ Lq(Ω) with 1p + 1q = 1 such that
ϕ(f) =
∫
Ω
g(x)f(x) dx
for every f ∈ Lp(Ω). Moreover
‖ϕ‖Lp(Ω)∗ = ‖g‖Lq(Ω).
Corollary 2.7.2. The dual space of Lp(Ω) for 1 < p <∞ is Lq(Ω), with 1p + 1q =
1.
Corollary 2.7.3. The space Lp(Ω) is reflexive for 1 < p <∞.
From this corollary it follows that Theorem 2.4.30 is valid for Lp(Ω), with p ∈
(1,∞). Hence, each bounded sequence {fn} in Lp(Ω) has as subsequence {fnk}
with
fnk ⇀ f in L
p(Ω) as k →∞
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or ∫
Ω
fnk(x)g(x) dx→
∫
Ω
f(x)g(x) dx as k →∞ for all g ∈ Lq(Ω),
with 1p +
1
q = 1.
The space L1(Ω) is a non-reflexive Banach space. The following important theo-
rem about this space can be found in [24, p. 88].
Theorem 2.7.7 (Convergence in L1(Ω)). Any convergent sequence in L1(Ω) con-
verges in measure, i.e. it has a convergent subsequence a.e. in Ω (i.e. pointwise
convergence outside a set of measure zero).
Example 2.7.8. Let Ω be a nonempty bounded set in Rd, d ∈ N and 1 6 p <∞.
Suppose that
un → u in Lp(Ω) as n→∞,
i.e. ∫
Ω
|un(x)− u(x)|p dx→ 0 as n→∞.
By Lemma 2.7.1 there is also convergence in L1(Ω), which implies∫
Ω
un(x) dx→
∫
Ω
u(x) dx as n→∞.
From this convergence, it follows (Theorem 2.7.7) that there exists a subsequence
{unk}k∈N of {un}n∈N such that
unk(x)→ u(x) as k →∞ for a.a. x ∈ Ω.
Moreover, there exists a function v ∈ Lp(Ω) such that
|unk(x)| 6 v(x) for all nk and a.a. x ∈ Ω.
The following theorem is an application of Lemma 2.4.19.
Theorem 2.7.9 (A convergence theorem). Let 1 < p, q < +∞ and 1p + 1q = 1.
From
un → u in Lp(Ω) as n→∞,
vn ⇀ v in Lq(Ω) as n→∞,
it follows that∫
Ω
un(x)vn(x) dx→
∫
Ω
u(x)v(x) dx as n→∞.
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The following theorem about relatively compact subsets of Lp(Ω) is proved by
Riesz (one-dimensional) and Kolmogorov (multidimensional), see [24, Theorem
2.13.1].
Theorem 2.7.10 (Riesz-Kolmogorov). Let 1 6 p < ∞. The set K ⊂ Lp(Ω) is
relatively compact iff the following conditions are satisfied:
(i) The set K is bounded,
(ii) The set K is p-mean equicontinuous, i.e., for every ε > 0 there exists a
δ(ε) > 0 such that ∫
Ω
|f(x+ h)− f(x)|p dx < εp−1,
for each f ∈ K and h ∈ Rd with |h|e < δ.
This section finishes with the definition of the space L∞(Ω).
Definition 2.7.3. L∞(Ω) denotes the set of all Lebesgue measurable functions f
defined a.e. in Ω for which there exist a constant K > 0 and a set E ⊂ Ω of
measure zero (K and E both depending on f ), with the property
|f(x)| < K
for all x ∈ Ω \ E.
L∞(Ω) is a real (or complex) vector space. Equivalence classes are defined on
L∞(Ω) by saying that f1 = f2 if f1(x) = f2(x) for a.a. x ∈ Ω. The vector space
of these classes is L∞(Ω). Then
‖f‖∞,Ω = ess supx∈Ω|f(x)| = inf {a ∈ R : µ ({x ∈ Ω : f(x) > a}) = 0}
= lim
p→∞ ‖f‖p,Ω
is a norm in L∞(Ω). This norm is called the essential supremum of f . The space
C(Ω) is a closed linear subset of L∞(Ω).
Theorem 2.7.11. The space L∞(Ω) is a nonreflexive nonseparable Banach space.
Moreover, L∞(Ω)  L1(Ω)∗.
2.8 Weak derivatives
This section introduces the notion of weak derivative. It is an extension of the clas-
sical derivative. This extension is necessary because physically relevant problems
often have solutions that are not regular enough to have classical partial deriva-
tives (Burger’s equation, Porous media equation,. . .). First, the space L1loc(Ω) is
defined.
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Definition 2.8.1 (Locally integrable). Let Ω be an open subset of Rd. The space
L1loc(Ω) consists of all functions that are integrable (of which the integral is finite)
on any compact subset of their domain of definition, i.e. the restriction f |K of f to
any compact subset K of Ω belongs to the space L1(K). Equivalently, a function
f : Ω→ R such that ∫
Ω
|f(x)ϕ(x)| dx < +∞,
for each test function ϕ ∈ C∞0 (Ω) is called locally integrable.
Remark 2.8.1. Every function f belonging to Lp(Ω), 1 6 p 6 ∞, where Ω is an
open subset of Rd, is locally integrable, since for any compact subset K of Ω, it
holds that ∫
K
|f(x)| dx 6 ‖f‖L1(Ω) <∞.
Clearly, any function in the space C(Ω) is locally integrable on Ω, since for any
compact subset K of Ω, it holds that∫
K
|f(x)| dx 6
(∫
K
1 dx
)
sup
x∈K
|f(x)| <∞.
Theorem 2.8.1. Let v ∈ L1loc(Ω), with Ω a nonempty open set in Rd. If∫
Ω
v(x)ϕ(x) dx = 0, ∀ϕ ∈ C∞0 (Ω),
then v = 0 a.e. in Ω.
The definition of generalized derivative is a generalization of the classical integra-
tion by parts formula. For more information, the reader is referred to [7, Section
21.1].
Definition 2.8.2. Let Ω be a nonempty open set in Rd and assume that u, v ∈
L1loc(Ω). The function v = u
(α) = Dαu is called the α-th weak or generalized
derivative of the function u if∫
Ω
v(x)ϕ(x) dx = (−1)|α|
∫
Ω
u(x) (Dαϕ) (x) dx
holds for all ϕ ∈ C∞0 (Ω).
Example 2.8.2. Let u : [a, b]→ R : x 7→ |x|, with 0 ∈ (a, b). Then the function
w(x) =

1 if x > 0,
−1 if x < 0,
α if x = 0,
where α is a fixed arbitrary real number, is the generalized derivative of u on ]a, b[.
At the point x = 0, where the classical derivative of u does not exist, the value of α
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can be chosen arbitrarily. The function w has no generalized derivative. However,
a distributional derivative exists. In what follows, only generalized derivatives
which can be represented by functions are used.
Theorem 2.8.3 (Uniqueness of generalized derivatives). A weak derivative, if it
exists, is uniquely defined up to a set of measure zero.
Theorem 2.8.4. If a function has a strong derivative, then its weak derivative is
identical to it.
The classical rules for derivatives of sums and products of functions also hold for
weak derivatives. A main difference in comparison to the classical definition of the
derivative of a function u is that to define the weak derivative Dαu, the existence
of derivatives of order β with |β|1 < |α|1 is not needed.
The following theorem shows that generalized derivatives are compatible with
weak limits. This fact is important for proving the convergence of Galerkin/Rothe’s
method for evolution equations, see [7, p. 300].
Theorem 2.8.5 (Generalized derivatives and weak convergence: A). Let α be a
fixed multi-index and Ω a nonempty open set in Rd. It follows from
un ⇀ u in L1(Ω) as n→∞,
D(α)un ⇀ v in L1(Ω) as n→∞,
that
D(α)u = v on Ω.
The previous result is stronger then the following relation between uniform con-
vergence and differentiation [30, Theorem 7.17].
Theorem 2.8.6. Suppose that {fn}n∈N is a sequence of functions, differentiable
on [a, b] such that {fn(x0)}n∈N converges for some point x0 on [a, b]. If {f ′n}n∈N
converges uniformly on [a, b], then {fn}n∈N converges uniformly to a function f ,
and f ′(x) = lim
n→∞ f
′
n(x) for x ∈ [a, b].
2.9 Sobolev spaces
The sets of functions of which the generalized derivatives up to a fixed order k are
elements of Lp-spaces have been investigated by many authors, see for instance
Morrey [31], Gagliardo [32] and Sobolev [33]. There exist various definitions of
so-called Sobolev spaces. Some of them are presented in the following subsec-
tions. These definitions are generally not equivalent. However, in many reason-
able cases, depending on the domain where the functions are defined, the spaces
coincide [24].
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2.9.1 Sobolev Spaces Wk,p(Ω)
Definition 2.9.1. Let Ω ⊂ Rd be a bounded domain. Take i ∈ N ∪ {0} and
p ∈ [1,+∞). The seminorm of the i-th derivative of u ∈ C∞(Ω) is
|u|i,p,Ω =
 ∑
|α|1=i
∫
Ω
|Dαu(x)|p dx
 1p . (2.5)
The summation goes through all multi-indices α with the length i. The norm of
u ∈ Ck(Ω) with k ∈ N ∪ {0} is defined in terms of the seminorms as follows
‖u‖k,p,Ω =
(
k∑
i=0
|u|pi,p,Ω
) 1
p
. (2.6)
The space Wk,p(Ω) is the closure of C∞(Ω) with respect to the norm (2.6). Hence,
for any sequence {fn}n∈N ⊂ C∞(Ω) such that
lim
n→∞ ‖fn − f‖k,p,Ω = 0,
it holds that f ∈ Wk,p(Ω). This is a so-called Sobolev space. The Sobolev space
Wk,p0 (Ω) can be introduced in an analogous way as a closure of C
∞
0 (Ω) with
respect to the norm (2.6). Analogously, the spaces Wk,∞(Ω) and Wk,∞0 (Ω) can
be defined by using
‖u‖k,∞,Ω = max|α|16k
‖Dαu‖L∞(Ω) .
The following theorem is taken from [24, Theorem 5.2.2].
Theorem 2.9.1. Let k ∈ N ∪ {0} and p ∈ [1,+∞]. Then
(i) Wk,p(Ω) and Wk,p0 (Ω) are Banach spaces;
(ii) if p ∈ (1,∞) then Wk,p(Ω) and Wk,p0 (Ω) are reflexive;
(iii) if p ∈ [1,∞] then Wk,p(Ω) and Wk,p0 (Ω) are separable;
(iv) Wk,p0 (Ω) ⊂Wk,p(Ω).
For the space Wk,p(Ω) with p = ∞, the following result is known [24, Lemma
5.2.3].
Lemma 2.9.1. Let k ∈ N ∪ {0}. Then,
(i) Wk,∞(Ω) Ck(Ω);
(ii) Wk,∞0 (Ω) Ck0(Ω).
The following inclusion relations provide an ordening among the different Sobolev
spaces.
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Theorem 2.9.2. Let k, k1, k2 ∈ N such that 1 6 k1 6 k2 and p, p1, p2 ∈ [1,+∞]
such that 1 6 p2 6 p1 6∞, then
Wk2,p(Ω) ↪→Wk1,p(Ω) ↪→W1,p(Ω),
Wk2,p0 (Ω) ↪→Wk1,p0 (Ω) ↪→W1,p0 (Ω),
Wk,∞(Ω) ↪→Wk,p1(Ω) ↪→Wk,p2(Ω) ↪→W1,1(Ω),
Wk,∞0 (Ω) ↪→Wk,p10 (Ω) ↪→Wk,p20 (Ω) ↪→Wk,10 (Ω).
2.9.2 Sobolev Spaces Hk(Ω) and Hk0(Ω)
Take p = 2. The norm (2.6) induces the following scalar product in Wk,2(Ω)
(u, v)k,Ω =
∑
|α|16k
∫
Ω
(Dαu) (x) (Dαv) (x) dx. (2.7)
It holds that
(u, u)k,Ω = ‖u‖2k,2,Ω .
The space Wk,2(Ω) is a Hilbert space and it is frequently denoted by the symbol
Hk(Ω). The Hilbert space Wk,20 (Ω) is also denoted by H
k
0(Ω).
2.9.3 Sobolev Spaces Hk,p(Ω)
Now, a linear space Hk,p(Ω) for k ∈ N ∪ {0} and p ∈ [1,∞] is introduced.
Definition 2.9.2. Suppose that Ω is a nonempty open subset of Rd. The function
u ∈ Lp(Ω) is an element of Hk,p(Ω) if all generalized derivatives of u up to the
order k exist and belong to Lp(Ω). The norm in this space is
||u||p
Hk,p(Ω)
=
∑
|α|16k
∥∥∥u(α)∥∥∥p
p,Ω
.
The closure of C∞0 (Ω) in the norm of H
k,p(Ω) is denoted by Hk,p0 (Ω). The norm
in Hk,p0 (Ω) is the same as the one in H
k,p(Ω). Moreover, H0,p(Ω) = Lp(Ω).
The following result is proved in a paper by Meyers and Serrin [34].
Theorem 2.9.3. Let Ω be any open bounded set in Rd. Then C∞(Ω)∩Hk,p(Ω) is
dense in Hk,p(Ω) for p ∈ [1,∞) and k ∈ N.
2.9.4 Relationship between the different Sobolev spaces
There exists a very close relationship between the spaces Hk,p(Ω) and Wk,p(Ω),
and between the spaces Hk,p0 (Ω) and W
k,p
0 (Ω), cf. [24, Theorem 5.4.4 and 5.5.9].
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Theorem 2.9.4. Let Ω ⊂ Rd be a bounded domain. It holds that
(i) Hk,p0 (Ω)W
k,p
0 (Ω) for k ∈ N ∪ {0} and p ∈ [1,∞],
(ii) Hk,p(Ω) Wk,p(Ω) for k ∈ N ∪ {0} and p ∈ [1,∞) if the domain Ω has
a Lipschitz continuous boundary.
Thus the properties of both spaces can be interchanged if the domain Ω has a
sufficiently well-behaved boundary.
Corollary 2.9.1. Let Ω be a bounded Lipschitz domain in Rd and assume that
p ∈ [1,∞) and k, l ∈ N. The space C∞(Ω) is dense in Hk,p(Ω). The Schwartz
space C∞0 (Ω) is dense in H
k,p
0 (Ω) but not in H
k,p(Ω). Moreover, let 1 6 k < l,
then Hl,p(Ω) ⊂ Hk,p(Ω).
Example 2.9.5. Assume that Ω = {x ∈ Rd : |x|e < 1} is the open unit ball
(d > 2) and let v(x) = |x|λe , where λ is real. Moreover, let p ∈ [1,∞). It is
possible to show that v ∈Wk,p(Ω) if λ > k − dp . Consider
u(x) =
∞∑
k=1
1
2k
|x− rk|−αe , x ∈ Ω, α > 0,
where {rk}∞k=1 is a countable, dense subset of Ω. This series converges uniformly.
If 0 < α < d−kpp , then u ∈ Wk,p(Ω). However, this function is unbounded on
each open subset of Ω. This illustrates that although a function u belonging to a
Sobolev space possesses certain smoothness properties, it can still behave badly
in other ways.
Example 2.9.6. Let Ω ⊂ R2 be the open ball B(0, β) in R2 with β ∈ (0, 1) fixed.
The unbounded function v(x) = ln
(
ln
(
1
|x|e
))
belongs to H1(Ω).
Example 2.9.7. The following interesting example can be found in [24, Example
5.2.7 and 5.4.8]. Let Ω = (0, 1) × (−1, 1), Ω1 = (0, 1) × (0, 1), Ω2 = (0, 1) ×
(−1, 0) and put
u(x, y) =
{
0 if y 6 0,
1 if y > 0.
Then, for all p ∈ [1,∞], it holds that u ∈ W1,p(Ω1), u ∈ W1,p(Ω2), u ∈
H1,p(Ω1 ∪ Ω2), but u /∈W1,p(Ω), u /∈W1,p(Ω1 ∪ Ω2) and u /∈ H1,p(Ω).
Remark 2.9.1. The Schwartz space D(Ω) is dense in Lp(Ω) for all p ∈ [1,+∞).
Let k ∈ N ∪ {0}. The spaces Hk,p0 (Ω) and Hk,p(Ω) are dense in Lp(Ω) by the
relation
D(Ω) ⊂ Hk,p0 (Ω) ⊂ Hk,p(Ω) ⊂ Lp(Ω).
Remark that Hk,p0 (Ω) is not dense in H
k,p(Ω).
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2.9.5 Fractional spaces Wk,p(Ω)
In this subsection, the definition of a Sobolev space Wk,p(Ω) for a non-integer k
is given. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous boundary.
The floor function of a real number k, denoted by bkc, is a function that returns the
largest integer smaller than or equal to k. Recall the inequality bkc 6 k < bkc+1.
Definition 2.9.3. Take k > 0, k 6∈ Z, p ∈ [1,+∞). The symbol Wk,p(Ω) denotes
the set of all u ∈Wbkc,p(Ω), such that
‖u‖pk,p,Ω = ‖u‖pbkc,p,Ω +
∑
|α|=bkc
∫
Ω
∫
Ω
|Dαu(x)−Dαu(y)|p
|x− y|d+p(k−bkc) dx dy <∞.
This formula defines the norm in Wk,p(Ω).
From this definition, it is clear that Wk,p(Ω) ↪→ Wbkc,p(Ω). Fractional Sobolev
spaces are linear normed spaces with similar properties as those of Wbkc,p(Ω).
Theorem 2.9.8. If k > 0, k 6∈ Z and p ∈ [1,+∞), then
(i) Wk,p(Ω) is a separable Banach space.
(ii) Wk,p(Ω) is reflexive if p > 1.
2.9.6 Dual Sobolev spaces
Definition 2.9.4. Assume that 1 6 p <∞. Let k ∈ Z be a negative number. Take
q ∈ R such that 1p + 1q = 1. The Sobolev space Wk,p(Ω) is defined as the dual
space to W−k,q(Ω), i.e.,
Wk,p(Ω) =
(
W−k,q(Ω)
)∗
.
The norm is
‖u‖Wk,p(Ω) = sup
v∈W−k,q(Ω)
v 6=0
〈u, v〉
‖v‖W−k,q(Ω)
.
2.9.7 The space Lp ((0, T ), X)
As for the space of continuous functions, it is also possible to define Lebesgue
spaces for abstract functions whose values are elements of a general Banach space
X . The generalization of the Lebesgue integral for abstract functions is the so
called Bochner integral. For more information, the reader is referred to [35, p.
124], [24, Section 2.19] or [36, p. 20]. The following spaces are crucial in the
analysis of time-dependent partial differential equations.
Definition 2.9.5 (Bochner spaces). LetX be a Banach space with norm ‖·‖X over
the field F and 0 < T <∞.
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• The space Lp ((0, T ), X) with 1 6 p < ∞ consists of all measurable func-
tions u : (0, T ]→ X for which
‖u‖Lp((0,T ),X) =
(∫ T
0
‖u(t)‖pX dt
) 1
p
<∞. (2.8)
holds. Two functions f, g ∈ Lp ((0, T ), X) are equal iff f(t) = g(t) in X
for a.a. t ∈ (0, T ).
• The space L∞ ((0, T ), X) consists of all measurable functions u : (0, T )→
X that are essentially bounded, i.e. there exists a number B such that
‖u(t)‖X 6 B for a.a. t ∈ (0, T ).
Precisely all the numbers B with this property are called essential bounds
of u. Moreover, we set
‖u‖L∞((0,T ),X) = inf{B}, (2.9)
where the infimum is taken over all the essential bounds of u.
The subsequent theorem and definition are necessary for understanding evolution
equations, see [7, Section 23.5].
Theorem 2.9.9. Let X be a Banach space. Then it follows from
v ∈ L1 ((0, T ), X) and∫ T
0
v(t)ϕ(t) dt = 0, ∀ϕ ∈ C∞0 ((0, T )),
that v = 0 in L1 ((0, T ), X), i.e.
v(t) = 0 for a.a. t ∈ (0, T ).
Definition 2.9.6. LetX be a Banach space and assume that u, v ∈ L1 ((0, T ), X).
The function v = u(n) is called the n-th weak or generalized derivative of the
function u on (0, T ) if∫ T
0
v(t)ϕ(t) dt = (−1)n
∫ T
0
u(t)ϕ(n)(t) dt
holds for all ϕ ∈ C∞0 ((0, T )).
The Bochner spaces play an essential role in the theory of evolution equations
because of their interesting properties, see below.
Theorem 2.9.10. Let 1 6 p < ∞ and let X and Y be Banach spaces over R.
Then, it holds that
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(i) the space Lp ((0, T ), X) is a Banach space. Moreover, the set of all step
functions u : [0, T ] → X is dense in Lp ((0, T ), X). The set of all polyno-
mials w : [0, T ]→ X , i.e.
w(t) = a0 + a1t+ · · ·+ antn
with ai ∈ X for all i and n = 0, 1, . . . is dense in C ([0, T ], X) and
Lp ((0, T ), X);
(ii) the space C ([0, T ], X) is dense in Lp ((0, T ), X) and the embedding
C ([0, T ], X) ⊂ Lp ((0, T ), X) , 1 6 p <∞,
is continuous;
(iii) the space Lp ((0, T ), X) is separable if X is separable and p ∈ [1,+∞);
(iv) the space Lp ((0, T ), X) with p ∈ (1,+∞) is reflexive if X is reflexive and
separable. Moreover,
Lp ((0, T ), X)
∗ ∼= Lq ((0, T ), X∗) with 1
p
+
1
q
= 1;
(v) if the embedding X ⊂ Y is continuous, then the embedding
Lr ((0, T ), X) ⊂ Lq ((0, T ), Y ) , 1 6 q 6 r <∞,
is continuous;
(vi) the embedding
L∞ ((0, T ), X) ⊂ Lp ((0, T ), X) , 1 6 p 6∞,
is continuous;
(vii) if the function u : (0, T )→ X is continuous a.e. and bounded, i.e.
sup
t∈(0,T )
‖u(t)‖X <∞,
then u ∈ Lp ((0, T ), X) for all 1 6 p 6∞;
(viii) a function u : [0, T ] → X with ∂tu ∈ Lp ((0, T ), X) for fixed p ∈ [1,∞)
belongs to C ([0, T ], X);
(ix) if X is a Hilbert space with scalar product 〈·, ·〉X , then
L2 ((0, T ), X) is also a Hilbert space with the scalar product
〈u, v〉L2((0,T ),X) =
∫ T
0
〈u(t), v(t)〉X dt.
Remark 2.9.2. The proof of (viii) follows from the frequently used estimate
‖u(t)− u(s)‖X 6
∫ t
s
‖∂tu(ξ)‖X dξ
6
(∫ t
s
1
p
p−1 dξ
) p−1
p
(∫ t
s
‖∂tu(ξ)‖pX dξ
) 1
p
6 C |t− s| p−1p ,
which implies the Ho¨lder continuity of u.
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The following notations can be introduced
〈v, u〉Lp((0,T ),X) =
∫ T
0
〈v(t), u(t)〉X dt,
‖v‖Lq((0,T ),X∗) =
(∫ T
0
‖v(t)‖qX∗ dt
) 1
q
for all u ∈ Lp ((0, T ), X) and v ∈ Lq ((0, T ), X∗) with 1p + 1q = 1. Remember
that 〈v(t), u(t)〉X denotes the value of the functional v(t) at the point u(t). The
following results are worth mentioning [7, Proposition 23.9 and 23.19].
Lemma 2.9.2 (Limit relations for integrals: A). Let X be a Banach space. Fur-
thermore, let 1 < p, q <∞, 1p + 1q = 1 and 0 6 t 6 T < +∞. Then the following
statements are valid:
(i) If u ∈ Lp ((0, T ), X), then〈
x∗,
∫ t
0
u(s) ds
〉
X
=
∫ t
0
〈x∗, u(s)〉X ds for all x∗ ∈ X∗.
(ii) If u ∈ Lp ((0, T ), X∗), then〈∫ t
0
u(s) ds, x
〉
X
=
∫ t
0
〈u(s), x〉X ds for all x ∈ X.
(iii) From un → u in Lp ((0, T ), X) as n→∞ if follows that∫ t
0
un(s) ds→
∫ t
0
u(s) ds in X as n→∞.
Lemma 2.9.3 (Limit relations for integrals: B). LetX be a reflexive and separable
Banach space. Furthermore, let 1 < p, q <∞, 1p + 1q = 1 and 0 6 t 6 T < +∞.
Then the following statements are valid:
(i) From
un → u in Lp ((0, T ), X) as n→∞,
fn ⇀ f in Lq ((0, T ), X∗) as n→∞,
it follows that∫ t
0
〈fn(s), un(s)〉X ds→
∫ t
0
〈f(s), u(s)〉X as n→∞.
(ii) From
un ⇀ u in Lp ((0, T ), X) as n→∞,
fn → f in Lq ((0, T ), X∗) as n→∞,
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it follows that∫ t
0
〈fn(s), un(s)〉X ds→
∫ t
0
〈f(s), u(s)〉X as n→∞.
Theorem 2.9.11 (Generalized derivatives and weak convergence: B). Let Y and
Z be Banach spaces such that Y ↪→ Z. Then it follows from
u
(n)
k = vk on (0, T ) for all k and fixed n > 1
and
uk ⇀ u in Lp ((0, T ), Y ) as k →∞,
vk ⇀ v in Lq ((0, T ), Z) as k →∞, 1 6 p, q < +∞, 1
p
+
1
q
= 1,
that
u(n) = v on (0, T ).
The next theorem is about an abstract Lipschitz continuous function [7, Corollary
23.22] and is analogous to Definition 2.2.5.
Lemma 2.9.4. Let H be a real Hilbert space and let u : [0, T ]→ H be Lipschitz
continuous. Then the following holds:
(i) For a.a. t ∈ [0, T ], the function u has a derivative,
u′(t) = lim
h→0
u(t+ h)− u(t)
h
in H
and
u(t) = u(0) +
∫ t
0
u′(s) ds in H for all t ∈ [0, T ].
(ii) For a.a. t ∈ [0, T ],
‖u′(t)‖H 6 L,
and u′ is the generalized derivative of u on (0, T ).
Definition 2.9.7. LetH be a real Hilbert space. The space of Lipschitz continuous
functions u : [0, T ]→ H is denoted by Lip([0, T ], H).
The following theorem concerns the interchange of the integral and limit signs.
Theorem 2.9.12 (Lebesgue dominated convergence theorem). Let Y be a Banach
space with norm ‖·‖Y and {fn : M → Y }n∈N a sequence of measurable functions
on M ⊂ Rd. Then
lim
n→∞
∫
M
fn(x) dx =
∫
M
lim
n→∞ fn(x) dx,
where all the integrals and limits exist, provided the following conditions are sat-
isfied:
2.9. SOBOLEV SPACES 57
(i) ‖fn(x)‖Y 6 g(x) for a.a. x ∈M and all n ∈ N, and
∫
M
g(x) dx exists
or
‖fn(x)‖Y 6 gn(x) for a.a. x ∈ M and all n ∈ N. All the functions
gn : M → R are integrable and gn converges to g : M → R a.e. in M as
n→∞ along with
lim
n→∞
∫
M
gn(x) dx =
∫
M
g(x) dx;
(ii) limn→∞ fn(x) exists for a.a. x ∈M .
2.9.8 Sobolev-Bochner spaces W1,2,2([0, T ];V1, V2)
Now, the Sobolev-Bochner space W1,2,2([0, T ];V1, V2) is defined, see also [7,
Chapter 23.6]. First, the definition of evolution triple is given [7, Chapter 23.4].
The use of evolution triples (sometimes called Gelfand triples) has a central role
in the formulation of elliptic, parabolic and hyperbolic PDEs in abstract spaces.
The following theorems are crucial in determining the structure of a Gelfand triple.
The first theorem gives as sufficient condition for a dual operator to be compact.
The definition of dual operator can be found in Definition 2.4.35. The Arzela`-
Ascoli theorem plays an essential role in the proof, see [14, Theorem 5.11-2]. The
second theorem gives a crucial fact from operator theory, cf. [14, Theorem 5.11-3]
or [37, Theorem 2.9.1].
Theorem 2.9.13. LetX and Y two real normed vector spaces and letA : X → Y
be a compact linear operator. Then the dual operator A∗ : Y ∗ → X∗ is also
compact.
Theorem 2.9.14. Suppose that X and Y are normed linear spaces, and that A ∈
L(X,Y ). Then R(A) is dense in Y iff the adjoint operator A∗ : Y ∗ → X∗ is
injective.
Using the canonical injection, the following corollary follows now immediately
form the definition of dual operator and Theorem 2.9.13.
Corollary 2.9.2. Consider two normed linear spaces X and Y . It holds that
• X ↪→ Y implies that Y ∗ ↪→ X∗;
• X ↪→↪→ Y implies that Y ∗ ↪→↪→ X∗.
Now, the definition of evolution triple can be introduced.
Definition 2.9.8. An evolution triple
V ⊆ H ∼= H∗ ⊆ V ∗
is understood to satisfy the following:
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(i) V is a real, separable and reflexive Banach space,
(ii) H is a real, separable Hilbert space with inner product (·, ·)H ,
(iii) The embedding V ⊆ H is continuous, i.e. V ↪→ H , and V is dense in H .
Remark 2.9.3. An evolution triple can also be denoted as
V ↪→ H ∼= H∗ ↪→ V ∗,
due to the fact that the adjoint mapping i∗ : H∗ ∼= H → V ∗ of the embedding
i : V → H is continuous and injective, i.e.
u1 6= u2 ⇒ i∗u1 6= i∗u2 ⇔ ∃v ∈ V : 〈u1, v〉 6= 〈u2, v〉.
A list of additional remarks can be made:
• The Hilbert space H in an evolution triple is called the pivot. The identifi-
cation H∗ ∼= H follows from the Riesz’ representation theorem 2.4.25, i.e.
every h∗ ∈ H∗ can be represented by
h∗(h) =
(
hˆ∗, h
)
H
, h ∈ H,
for some unique hˆ∗ ∈ H;
• It is agreed to identify i∗h with h if h ∈ H . Then, for h ∈ H , one can define
i∗(h) = h ∈ V ∗ by
i∗(h)(v) = h(v) = (h, v)H
for v ∈ V ;
• Theorem 2.9.14 implies that in Definition 2.9.8 the space V is dense in H;
• The embedding H ⊂ V ∗ is dense by Theorem 2.9.14 and the reflexivity of
V ;
• For any h ∈ H and v ∈ V , it holds that
(h, v)H = 〈h, v〉H∗×H = 〈h, iv〉H∗×H = 〈i∗h, v〉V ∗×V = 〈h, v〉V ∗×V .
These equalities follow subsequently form the identification of H with H∗,
the embedding V ⊂ H , the definition of the adjoint operator i∗ and the
identification of i∗h with h.
The last two remarks say that the duality pairing on V ∗ × V can be viewed as the
continuous extension of the inner product (·, ·)H acting on H × V [37, Theorem
2.9.2].
Theorem 2.9.15. Let V ⊆ H ∼= H∗ ⊆ V ∗ be an evolution triple.
(i) For any v∗ ∈ V ∗, there exists a sequence {hn}n∈N ⊂ H such that hn → v∗
in V ∗ and
〈v∗, v〉V ∗×V = lim
n→∞ (hn, v)H , ∀v ∈ V,
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(ii) For any h ∈ H and v ∈ V , it holds that
〈h, v〉V ∗×V = (h, v)H .
Definition 2.9.9. Let V1 and V2 be Banach spaces with V1 ⊂ V2. Define the space
W1,2,2([0, T ];V1, V2) :=
{
u ∈ L2 ((0, T ), V1) : du
dt
∈ L2 ((0, T ), V2)
}
,
with dudt denoting the generalized derivative of u with respect to t. The space
W1,2,2([0, T ];V1, V2) is a Banach space if equipped with the norm
‖u‖W1,2,2([0,T ];V1,V2) := ‖u‖L2((0,T ),V1) +
∥∥∥∥dudt
∥∥∥∥
L2((0,T ),V2)
.
This space is often denoted by H1((0, T ), X) when V1 = V2 = X .
This space has interesting properties that are contained in the following lemma [38,
Lemma 7.1, 7.2 and 7.3].
Lemma 2.9.5.
(i) Let V1 ↪→ V2. Then W1,2,2([0, T ];V1, V2) ↪→ C ([0, T ], V2). This implies
that if u ∈ W1,2,2([0, T ];V1, V2), there exists a uniquely determined con-
tinuous function u1 : [0, T ] → V2 which coincides a.e. in [0, T ] with the
original function u.
(ii) Let V1 ↪→ V2. Then the space C1 ([0, T ], V1) is dense W1,2,2([0, T ];V1, V2).
(iii) Let V ↪→ H ∼= H∗ ↪→ V ∗ be an evolution triple. Then
W1,2,2([0, T ];V, V ∗) ↪→ C ([0, T ], H) .
Moreover, for all u, v ∈ W1,2,2([0, T ];V, V ∗) and any 0 6 t1 6 t2 6 T ,
the following generalized integration by parts formula holds true:
(u(t2), v(t2))H − (u(t1), v(t1))H
=
∫ t2
t1
〈
du(t)
dt
, v(t)
〉
V ∗×V
dt+
∫ t2
t1
〈
u(t),
dv(t)
dt
〉
V ∗×V
dt,
where u(t) and v(t) are values of the continuous functions u, v : [0, T ]→ H
at t ∈ [0, T ]. For u = v, this formula gives
1
2 ‖u(t2)‖2H − 12 ‖u(t1)‖2H =
∫ t2
t1
〈
du(t)
dt
, u(t)
〉
V ∗×V
dt.
The function t 7→ 12 ‖u(t)‖2H is absolutely continuous. Hence, its derivative
exists a.e. in [0, T ], i.e.
1
2
d
dt
‖u(t)‖2H =
〈
du(t)
dt
, u(t)
〉
V ∗×V
for a.a. t ∈ [0, T ].
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2.9.9 Sobolev embedding theorems
The relationship between the Sobolev spaces, the Lebesgue spaces and the spaces
of continuous functions are formulated in the so-called ‘embeddings theorems’,
see [24, Section 5.6, 5.7 and 5.8]. A distinction is made between continuous and
compact embeddings, see Section 2.4.5.
Theorem 2.9.16 (1D-case). Take Ω = (a, b) and p ∈ [1,∞). Then H1,p(Ω) is the
set of absolutely continuous functions, which derivative exists a.e. in Ω and this
derivative belongs to Lp(Ω), i.e. H1,p(a, b) ⊂ C([a, b]).
Example 2.9.17. Let Ω = (a, b) ⊂ R. Then
H1(Ω) ⊂ C(Ω) ⊂ C(Ω) and H2(Ω) ⊂ C1(Ω) ⊂ C1(Ω).
This is not valid in higher dimensions, see Example 2.9.5. The following ex-
ample illustrates that the inclusion above cannot be reversed: for the function
f : [0, 1]→ R : x 7→ xα, α ∈ [0,∞), it holds that
f ∈ H1(0, 1)⇔ α > 12 ,
although f ∈ C([0, 1]) for every α ∈ [0,∞).
A function in Hk,p(Ω) belongs to Lp(Ω). However, the following theorem (em-
bedding to Lq(Ω)) sometimes gives higher regularity.
Theorem 2.9.18 (Embedding to Lq(Ω)). Let Ω ⊂ Rd be a bounded Lipschitz
domain. Assume that d > 2 and 1 6 p <∞. Then
Hk,p(Ω) ↪→ Lq(Ω),
if at least one of the following conditions is fulfilled
(i) kp < d, 1 6 q 6 dpd−kp ,
(ii) kp = d, q ∈ [1,∞).
The following theorem covers the case kp > d.
Theorem 2.9.19 (Embedding into continuous functions ). Let Ω ⊂ Rd be a
bounded Lipschitz domain. Assume that d > 2 and 1 6 p < ∞, k ∈ N, kp > d.
Then
Hk,p(Ω) ↪→ C0,λ(Ω),
where
(i) λ = k − dp if k − dp < 1,
(ii) λ ∈ (0, 1) if k − dp = 1 and p > 1,
(iii) λ = 1 if k − dp > 1.
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An element of a Sobolev space is an equivalence class of functions that are equal
a.e. in Ω. Thus, be careful with the interpretation of these continuous embeddings
(and the compact embeddings in the following theorems). For instance, the em-
bedding Hk,p(Ω) ↪→ C0,λ(Ω) means that there exists a constant C > 0 such that,
in each equivalence class of the space Hk,p(Ω), there is a (unique) representative
v that belongs to the space C0,λ(Ω) and satisfies ‖v‖C0,λ(Ω) 6 C ‖v‖Hk,p(Ω).
Theorem 2.9.20 (Compact embedding to Lq(Ω)). Let Ω ⊂ Rd be a bounded
domain with a Lipschitz continuous boundary. Assume that d > 2 and 1 6 p <∞.
Then
Hk,p(Ω) ↪→↪→ Lq(Ω),
if at least one of the following conditions is fulfilled
(i) kp < d, 1 6 q < dpd−kp ,
(ii) kp = d, q ∈ [1,∞).
The next theorem covers the case kp > d.
Theorem 2.9.21 (Compact embedding to continuous functions). Let Ω ⊂ Rd be
a bounded domain with a Lipschitz continuous boundary. Assume that d > 2 and
1 6 p <∞, k ∈ N, kp > d. Then
Hk,p(Ω) ↪→↪→ C(Ω).
Moreover,
Hk,p(Ω) ↪→↪→ C0,λ(Ω),
where
(i) λ < k − dp if k − dp < 1,
(ii) λ ∈ (0, 1) if k − dp > 1.
The following theorem is a consequence of the previous results and can be found
in [1, p. 272] or [29, Theorem 6.3]. This theorem is independent of the dimension.
Theorem 2.9.22 (Rellich-Kondrachov Compactness Theorem). Let Ω ⊂ Rd be a
bounded Lipschitz domain. The space H1,p(Ω) is compactly embedded in Lp(Ω)
for p ∈ [1,+∞]. Also H1,p0 (Ω) is compactly embedded in Lp(Ω). In fact,
H1,p(Ω) ↪→↪→ Lq(Ω) with 1 6 q 6 p.
The embedding theorems for fractional-order spaces are not as powerful as for
integer-order spaces. The following result can be found in [39, Theorem 3.7].
Theorem 2.9.23. Let Ω ⊂ Rd be a bounded Lipschitz domain. If t, s ∈ R such
that 0 6 t < s <∞, then the embedding
Hs(Ω) ↪→↪→ Ht(Ω)
holds.
Compact embeddings are very important when approximating the solutions of
PDEs by solutions of the corresponding discretized systems, see Rothe’s method
in Section 2.12.
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2.9.10 Traces of functions on the boundary
In this subsection, the behaviour of a function at the boundary of a domain is
studied. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous boundary
Γ. If a function u belongs to C(Ω), then the trace of u on the boundary can be
defined by the values of u on the boundary. In 1D, it holds that Hk(Ω) ⊂ C(Ω)
for all k ∈ N. Therefore, for every function of Hk(Ω), with Ω ⊂ R, the values of
u on the boundary can be defined. However, in 2D and 3D, Hk(Ω) ⊂ C(Ω) only
holds for all k ∈ N with k > 2. To define the trace of any function u ∈ Hk(Ω)
with Ω ⊂ Rd and k ∈ N, a new function space Lp(Γ) is defined.
Definition 2.9.10. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary Γ. The Banach spaces Lp(Γ) on the boundary are defined analogously
as the spaces Lp(Ω) for p > 1. The space L2(Γ) is a Hilbert space with inner
product
(u, v)Γ =
∫
Γ
u(s)v(s) ds.
Denote by φ the function of which the graph describes the boundary Γ (φ exists
because the domain Ω is a Lipschitz domain). Then the integral∫
Γ
f(s) ds :=
∫
Rd−1
f(x, φ(x))
√
1 + |∇φ(x)|2e dx,
is well-defined.
First, the trace theorem for functions in the space H1(Ω) = {u ∈ L2(Ω) : ∇u ∈
(L2(Ω))d} is given. It is not possible to define the trace of a function that belongs
to L2(Ω), because a function of L2(Ω) does not change as an element of L2(Ω) if
it is changed in points of a set with measure zero on the boundary.
Theorem 2.9.24. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary Γ. There exists a unique linear map, defined by
γ˜ : H1(Ω)→ L2(Γ),
that has the following properties:
(i) γ˜(u) = u|Γ, ∀u ∈ H1(Ω) ∩ C(Ω);
(ii) there exists a C(Ω) > 0 such that
‖γ˜(u)‖L2(Γ) 6 C ‖u‖H1(Ω) , ∀u ∈ H1(Ω).
The above theorem assures that with each u ∈ H1(Ω) a function γ˜(u) ∈ L2(Γ)
corresponds. This function is called the trace of u and is also denoted by u(S) with
S ∈ Γ. The inequality in the theorem expresses that the map γ˜ is a continuous or
bounded operator, i.e.
uk → u in H1(Ω)⇒ γ˜(uk)→ γ˜(u) in L2(Γ).
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Insight into the previous theorem can be gained by the fact that C∞(Ω) = H1(Ω).
This implies that u ∈ H1(Ω) is the limit in the H1(Ω)-norm of a sequence {uk} ⊂
C∞(Ω). The trace theorem assures that the sequence of traces {uk(S)} ⊂ C∞(Γ)
converges in L2(Γ) to a function u(S) ∈ L2(Γ) regardless of the chosen sequence
{uk}. The map γ˜ is not surjective as the following example shows [24, Example
6.6.2].
Example 2.9.25. Let Ω be the unit ball in R2. Define
u(x, y) =
∞∑
n=1
2−nρ2
2n
cos
(
22nθ
)
on B(0, 1) \ {(0, 0)},
u(0, 0) = 0,
where
x = ρ cos θ, y = ρ sin θ for ρ ∈ (0, 1], θ ∈ [0, 2pi).
The series converges uniformly on B(0, 1). Thus it defines a continuous function
on this set, i.e. u ∈ Lq(Γ) for every q > 1. On the other hand, u /∈ H1(Ω).
Another example can be found in Example 2.9.7.
Because
H1(Γ) ⊂ γ˜ (H1(Ω)) $ L2(Γ),
the space H
1
2 (Γ) := γ˜
(
H1(Ω)
)
is well-defined. This is the Hilbert space spanned
by all traces of functions from H1(Ω). Therefore, the map
γ : H1(Ω)→ H 12 (Γ)
is surjective. A norm in H
1
2 (Γ) is defined as
‖u‖
H
1
2 (Γ)
:= inf
ϕ∈H1(Ω),ϕ|Γ=u
‖ϕ‖H1(Ω)
It can been shown that
‖u‖
H
1
2 (Γ)
= ‖w‖H1(Ω) , (2.10)
where w is the unique solution of the Dirichlet problem
w −∆w = 0 in Ω,
w = u on Γ.
The norm on the dual space H−
1
2 (Γ) can be written as [40, p. 98]
‖f‖
H−
1
2 (Γ)
= sup
g∈H 12 (Γ)
|〈f, g〉Γ|
‖g‖
H
1
2 (Γ)
= sup
g∈H 12 (Γ)
|(f, g)Γ|
‖g‖
H
1
2 (Γ)
.
From (2.10) and the continuity of γ˜, it follows that the following inclusion is valid:
H
1
2 (Γ) ↪→ L2(Γ) ∼= (L2(Γ))∗ ↪→ H− 12 (Γ).
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Moreover, it holds by the Rellich-Kondrachov Compactness Theorem 2.9.22 that
H
1
2 (Γ) ↪→ H1(Ω) ↪→↪→ L2(Ω) ∼= (L2(Ω))∗ ↪→ H− 12 (Γ),
therefore
H
1
2 (Γ) ↪→↪→ H− 12 (Γ).
Also traces of other functions, for instance, of functions in H2(Ω) can be defined.
Now, the definition of the following function spaces should be more familiar [29,
Theorem 4.12].
Definition 2.9.11. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary Γ. Then
H10(Ω) := {u ∈ H1(Ω) : γ(u) = 0} = {u ∈ H1(Ω) : u = 0 on Γ}
and
H20(Ω) := {u ∈ H2(Ω) : u = 0 on Γ and ∇u · ν =
∂u
∂ν
= 0 on Γ}.
The following two theorems are ‘trace theorems’ for general Sobolev spaces [24,
Theorem 6.4.2 and 6.4.3].
Theorem 2.9.26. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary Γ. Take p > 1, k ∈ N. Let at least one of the following assumptions be
fulfilled
(i) kp < d and q = dp−pd−kp ,
(ii) kp > d and q > 1.
Then there exists a unique continuous mapping T : Wk,p(Ω) → Lq(Γ) such that
T u = u|Γ for all u ∈ C∞(Ω).
Theorem 2.9.27 (Inverse trace theorem). Take p > 1. Let Ω ⊂ Rd be a bounded
domain with a Lipschitz continuous boundary Γ. Then there exists a continuous
linear mapping
T : W1−
1
p ,p(Γ)→W1,p(Ω)
such that
(v = Tu) =⇒ (v = u on the boundary Γ).
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2.9.11 Poincare` or Friedrichs inequality, Necˇas inequality
The following theorem is a generalization of the famous Friedrichs theorem.
Theorem 2.9.28 (Friedrichs inequality). Let Ω ⊂ Rd be a bounded domain with
a Lipschitz continuous boundary and let Γ ⊂ ∂Ω be a part of the boundary with a
positive measure |Γ| > 0. Then there exists a positive constant C = C(Ω,Γ) such
that
‖u‖2H1(Ω) 6 C
(
‖∇u‖2 +
∫
Γ
u2 dΓ
)
is valid for all u ∈ H1(Ω).
Thanks to the embedding H1(Ω) ⊂ C(Ω) for Ω = (a, b), the Friedrichs inequality
in one dimension can be written as
‖u‖2H1(a,b) 6 C
[∫ b
a
(u′(x))2 dx+ u2(a) + u2(b)
]
, ∀u ∈ H1(a, b).
Corollary 2.9.3 (Friedrichs, Poincare` inequality). Let Ω ⊂ Rd be a bounded do-
main with a Lipschitz continuous boundary. For all ϕ ∈ H10(Ω), there exists a
positive constant C such that
‖ϕ‖2 6 ‖ϕ‖2H10(Ω) 6 C ‖∇ϕ‖ . (2.11)
The following inequality was proved by Necˇas [29, see proof Theorem 1.2, p. 5].
Theorem 2.9.29. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary and let Γ ⊂ ∂Ω be a part of the boundary with a positive measure
|Γ| > 0. Then
‖z‖2Γ 6 ε ‖∇z‖2 + Cε ‖z‖2 , ∀z ∈ H1(Ω), 0 < ε < ε0. (2.12)
In one dimension, the Necˇas inequality can be written as
u2(a) + u2(b) 6 ε ‖z′‖2 + Cε ‖z‖2 , ∀u ∈ H1(a, b), 0 < ε < ε0.
It is possible to interpret the Necˇas inequality as a weighted trace inequality. Using
Necˇas inequality, the compactness of the trace map in Theorem 2.9.24 is shown in
Corollary 2.9.30. For a more general result and an alternative proof, the reader is
referred to [29, Theorem 6.2].
Theorem 2.9.30. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary Γ. Then
H1(Ω) ↪→↪→ L2(Γ).
Proof. Let un be a bounded sequence in H1(Ω). By the reflexivity of this space
and Theorem 2.4.30, there exists an element u ∈ H1(Ω) such that un ⇀ u in
H1(Ω) for n → +∞ (up to a subsequence). Moreover, the Rellich-Kondrachov
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Compactness Theorem 2.9.22 implies that un → u in L2(Ω). This, together with
the Necˇas inequality (2.12) gives that
‖un − u‖Γ 6 ε ‖∇(un − u)‖+ Cε ‖un − u‖ .
Passing to the limit n→∞ implies that
lim
n→∞ ‖un − u‖Γ 6 ε,
which is valid for any small ε > 0. Hence,
lim
n→∞ ‖un − u‖Γ = 0 and un → u a.e. on Γ.

The following corollary follows from the embedding H
1
2 (Γ) ↪→ H1(Ω) and the
previous theorem.
Corollary 2.9.4. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary Γ. Then
H
1
2 (Γ) ↪→↪→ L2(Γ).
Necˇas inequality follows also from the following interesting theorem [41, Theorem
7.6] when E = L2(Ω), F = H1(Ω), G = L2(Γ) and φ = γ˜ (trace map).
Theorem 2.9.31. Let E, F and G be three Banach spaces. Suppose that F ↪→ E.
If φ ∈ σ(F,G), then
∀ε > 0, ∃Cε > 0, ∀u ∈ F : ‖φ(u)‖G 6 ε ‖u‖F + Cε ‖u‖E .
2.9.12 Equivalent norms
For applications, it is convenient to find different norms that are equivalent to the
standard norm in Hk(Ω). By Lemma 2.3.1, the following lemma is satisfied.
Lemma 2.9.6. Let Ω ⊂ Rd be a bounded Lipschitz domain. The following norms
are equivalent in Hk(Ω) with k ∈ N ∪ {0}:
‖u‖Hk(Ω) =
 ∑
|α|16k
∥∥∥D(α)(u)∥∥∥2
 12 and ‖u‖Hk(Ω) = ∑
|α|16k
∥∥∥D(α)(u)∥∥∥ .
Thanks to the Friedrichs inequality 2.9.28, the following lemma is valid.
Lemma 2.9.7. In H10(Ω) the norms ‖u‖H1(Ω) and ‖∇u‖ are equivalent.
It is possible to define other equivalent norms in the space Hk(Ω) thanks to [29,
Theorem 1.8 and 1.10].
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Lemma 2.9.8. Let Ω ⊂ Rd be a bounded Lipschitz domain with boundary Γ and
k ∈ N ∪ {0}. Then, it holds for u ∈ Hk(Ω) that there exists a positive constant C
such that
‖u‖Hk(Ω) 6 C
‖u‖2 + ∑
|α|1=k
∥∥∥D(α)u∥∥∥2
 12 .
If u ∈ H2(Ω), then there exists a positive constant C such that
‖u‖H2(Ω) 6 C
‖u‖2L2(Γ) + ∑
|α|1=2
∥∥∥D(α)u∥∥∥2
 12 .
Corollary 2.9.5. Let Ω ⊂ Rd be a bounded Lipschitz domain. The following
norms are equivalent in H2(Ω):
‖u‖H2(Ω) and ‖u‖H2(Ω) =
‖u‖2 + ∑
|α|1=2
∥∥∥D(α)u∥∥∥2
 12 .
In the subspace H2(Ω) ∩H10(Ω), an equivalent norm is given by
‖u‖H2(Ω)∩H10(Ω) =
 ∑
|α|1=2
∥∥∥D(α)u∥∥∥2
 12 .
For the space H2(Ω) ∩H10(Ω), a stronger result can be obtained [42, Theorem 1].
Theorem 2.9.32. Let Ω ⊂ Rd be a bounded Lipschitz domain. In the space
H2(Ω) ∩H10(Ω), the norms ‖∆u‖ and ‖u‖H2(Ω) are equivalent.
In the case of homogeneous Neumann boundary conditions, the following theorem
is valid [43, Theorem 2.50].
Theorem 2.9.33. Let Ω ⊂ Rd be a bounded Lipschitz domain. The norms ‖u‖+
‖∆u‖ and ‖u‖H2(Ω) are equivalent for u ∈ H2(Ω) satisfying∇u · ν = 0 on ∂Ω.
2.9.13 Sobolev spaces for vector fields
Let Ω ⊂ R3 be a bounded domain with Lipschitz continuous boundary Γ. The
inner product in L2(Ω) can be extended trivially to vector functions. Suppose that
u = (u1, u2, u3) ∈ L2(Ω) := (L2(Ω))3 and v = (v1, v2, v3) ∈ L2(Ω). Then the
inner product in L2(Ω) is defined as
(u,v) =
∫
Ω
3∑
j=1
ujvj =
3∑
j=1
(uj , vj)L2(Ω).
From the definition of weak derivative, it is easy to derive the following expres-
sions:
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• v ∈ Lp(Ω) is the (weak) rotor of u ∈ Lp(Ω) (notation v = ∇× u) if∫
Ω
v ·ϕ =
∫
Ω
u · ∇ ×ϕ, ∀ϕ ∈ (C∞0 (Ω))3.
• v ∈ Lp(Ω) is the (weak) gradient of u ∈ Lp(Ω) (notation v = ∇u) if∫
Ω
v ·ϕ = −
∫
Ω
u∇ ·ϕ, ∀ϕ ∈ (C∞0 (Ω))3.
• v ∈ Lp(Ω) is the (weak) divergence of u ∈ Lp(Ω) (notation v = ∇ · u) if∫
Ω
vφ = −
∫
Ω
u · ∇φ, ∀φ ∈ C∞0 (Ω).
Using Theorem 2.8.1 and the previous definitions, the following standard identities
stay also valid for weak operators:
∇×∇u = 0 ∀u ∈ C∞0 (Ω)∗,
∇ · (∇× u) = 0 ∀u ∈ (C∞0 (Ω)∗)3.
Definition 2.9.12. Let Ω be a bounded Lipschitz domain in R3. The standard
Sobolev spaces for vector fields H1(Ω),H(curl; Ω) and H(div; Ω) are defined
as
H1(Ω) :=
{
u ∈ L2(Ω) : ∇u ∈ (L2(Ω))3×3} ,
H(curl; Ω) :=
{
u ∈ L2(Ω) : ∇× u ∈ L2(Ω)} ,
H(div; Ω) :=
{
u ∈ L2(Ω) : ∇ · u ∈ L2(Ω)} ,
and are respectively equipped with the norms
‖u‖H1(Ω) =
(
‖u‖2L2(Ω) + ‖∇u‖2(L2(Ω))3×3
) 1
2
,
‖u‖H(curl;Ω) =
(
‖u‖2L2(Ω) + ‖∇ × u‖2L2(Ω)
) 1
2
,
‖u‖H(div;Ω) =
(
‖u‖2L2(Ω) + ‖∇ · u‖2L2(Ω)
) 1
2
.
Remark 2.9.4. Remark that
‖u‖2L2(Ω) =
3∑
j=1
‖uj‖2L2(Ω) ;
‖∇u‖2(L2(Ω))3×3 =
3∑
j=1
‖∇uj‖2L2(Ω) =
3∑
j=1
3∑
i=1
‖∂xiuj‖2L2(Ω) .
The following lemma can be found in [39, Theorem 3.22 and Theorem 3.26].
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Lemma 2.9.9. Let Ω be a bounded Lipschitz domain in R3. The space
(
C∞(Ω)
)3
is dense in H(div; Ω) and H(curl; Ω). The spaces H(div; Ω) and H(curl; Ω)
are Hilbert spaces with associated inner products
(u,v)H(div;Ω) = (u,v)L2(Ω) + (∇ · u,∇ · v)L2(Ω),
(u,v)H(curl;Ω) = (u,v)L2(Ω) + (∇× u,∇× v)L2(Ω).
Therefore, both spaces are reflexive.
Also the following Sobolev spaces play an important role.
Definition 2.9.13. The space H0(div; Ω) is defined as the closure of (C∞0 (Ω))3
in the H(div; Ω) norm. The space H0(curl; Ω) is defined as the closure of
(C∞0 (Ω))
3 in the H(curl; Ω) norm.
Remark 2.9.5. Let k ∈ N. The Hilbert spaces Hk0(Ω), Hk(Ω), H0(div; Ω),
H0(curl; Ω), H(div; Ω) and H(curl; Ω) are dense in L2(Ω) by the density of
(C∞0 (Ω))
3 in L2(Ω).
Remark 2.9.6. As a consequence of Lemma 2.4.2, it is clear that the spaces
H0(div; Ω), H0(curl; Ω), H(div; Ω) and H(curl; Ω) are separable.
The following two theorems give alternative characterizations of H0(div; Ω) and
H0(curl; Ω) [39, Theorem 3.25, Lemma 3.27 and Theorem 3.33].
Theorem 2.9.34. Let Ω be a bounded Lipschitz domain in R3 with boundary Γ
and unit outward normal vector ν. Then
H0(curl; Ω) = {u ∈ H(curl; Ω) : u× ν = 0 on Γ}
= {u ∈ H(curl; Ω) :
(u,∇×ϕ) = (∇× u,ϕ) for all ϕ ∈ (C∞(Ω))3},
H0(div; Ω) = {u ∈ H(div; Ω) : u · ν = 0 on Γ} .
The spaces H(curl; Ω) and H(div; Ω) are not compactly embedded in L2(Ω)
[44]. The space H(curl; Ω) ∩H(div; Ω) is a Banach space with the graph norm
‖u‖H(curl;Ω)∩H(div;Ω) := (‖u‖+ ‖∇ × u‖+ ‖∇ · u‖)
1
2 .
The space
(
C∞(Ω)
)3
is dense in H(curl; Ω) ∩ H(div; Ω). The embedding of
H(curl; Ω)∩H(div; Ω) in L2(Ω) is not compact [44, Proposition 2.7]. The sub-
space H0(div; Ω) ∩H0(curl; Ω) inherits the norm of H(curl; Ω) ∩H(div; Ω).
By the identity
v = ν × (v × ν) + (v · ν)ν,
where ν is a unit normal vector, the following equality holds [44, Theorem 2.5]:
H10(Ω) = H0(div; Ω) ∩H0(curl; Ω),
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However, in general, it is only possible to confirm that
H1(Ω) ⊂ H(div; Ω) ∩H(curl; Ω). (2.13)
The reverse inclusion is only valid for convex or smooth bounded domains if
u × ν = 0 on the boundary. The most important results are summarized in the
following theorem [44, Theorem 2.9, 2.12 and 2.17], [45], [46, Theorem 6.1], [47,
Lemma 3.3 and Theorem 3.7].
Theorem 2.9.35. Assume that the bounded domain Ω ⊂ R3 is of class C1,1 or is
convex. Then, it holds that
H(curl; Ω) ∩H0(div; Ω) ↪→ H1(Ω)
and
H0(curl; Ω) ∩H(div; Ω) ↪→ H1(Ω).
For a Lipschitz domain the reverse inclusion of (2.13) does not hold and the com-
pactness of H1(Ω) in L2(Ω) cannot be used. A more useful result is the following
regularity estimate due to Costabel [48, Theorem 2], which is valid for a general
Lipschitz domain.
Theorem 2.9.36. Let Ω be a bounded Lipschitz domain in R3 with boundary Γ.
Suppose that u ∈ H(div; Ω) ∩ H(curl; Ω) and u × ν ∈ L2(Γ). Then u ∈
H
1
2 (Ω) :=
(
H
1
2 (Ω)
)3
and the following norm estimate holds:
‖u‖
H
1
2 (Ω)
. ‖u‖L2(Ω) + ‖∇ × u‖L2(Ω) + ‖∇ · u‖L2(Ω) + ‖u× ν‖L2(Γ) .
Similarly, suppose that u ∈ H(div; Ω) ∩H(curl; Ω) and u · ν ∈ L2(Γ). Then
u ∈ H 12 (Ω) and the following norm estimate holds:
‖u‖
H
1
2 (Ω)
. ‖u‖L2(Ω) + ‖∇ × u‖L2(Ω) + ‖∇ · u‖L2(Ω) + ‖u · ν‖L2(Γ) .
The space H
1
2 (Ω) is separable and reflexive by Theorem 2.9.8. For this fractional
Sobolev space H
1
2 (Ω), the following compactness argument is available, see [49,
Lemma 10] or [39, Theorem 3.7].
Theorem 2.9.37. Let Ω ⊂ R3 be a bounded Lipschitz domain. Then
H
1
2 (Ω) ↪→↪→ L2(Ω).
Corollary 2.9.6. Let Ω ⊂ R3 be a bounded Lipschitz domain. Then, it holds that
H(curl; Ω) ∩H0(div; Ω) ↪→↪→ L2(Ω)
and
H0(curl; Ω) ∩H(div; Ω) ↪→↪→ L2(Ω).
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2.9.14 Integral identities
In this subsection, basic integral identities for the spaces under consideration are
listed. First, the fundamental Green’s formula and one of its consequences, the
divergence theorem of Gauss, are given. The fundamental Green’s formula is the
multidimensional extension of the well-known integration by parts formula in 1D:∫ b
a
f ′(t)g(t) dt = −
∫ b
a
f(t)g′(t) dt+ f(b)g(b)− f(a)g(a),
with f and g two continuously differentiable functions.
Theorem 2.9.38 (Fundamental Green’s theorem). Let Ω be a domain in Rd and
let ν = (ν1, ν2, . . . , νd) denote the unit outward normal vector field along the
Lipschitz-continuous boundary Γ of Ω. Then, given any functions u, v ∈ C1(Ω) ∩
C(Ω), it holds that∫
Ω
u∂xiv dx = −
∫
Ω
v∂xiu dx+
∫
Γ
uvνi dΓ,
for all 1 6 i 6 d.
Theorem 2.9.39 (Green’s formula). Let Ω be a domain in Rd and let
ν = (ν1, ν2, . . . , νd) denote the unit outward normal vector field along the Lip-
schitz continuous boundary Γ of Ω. Then, for all u ∈ C2(Ω) ∩ C1(Ω) and
v ∈ C1(Ω) ∩ C(Ω), it holds that∫
Ω
v∆u dx = −
∫
Ω
∇u · ∇v dx+
∫
Γ
v∇u · ν dΓ.
Theorem 2.9.40 (Divergence theorem of Gauss). Let Ω ⊂ Rd, with boundary
Γ and unit outward normal vector ν, be a bounded Lipschitz domain. Let ϕ ∈(
C1(Ω)
)d ∩ (C(Ω))d. Then∫
Ω
∇ ·ϕ dx =
∫
Γ
ϕ · ν dΓ.
The following theorem contains an extension of the integration by parts formula
to suitable Sobolev spaces. For a more general version, the reader is referred
to [29, Theorem 1.1].
Theorem 2.9.41 (Green’s theorem). For u, v ∈ H1(Ω), the following Green’s
theorem is valid:∫
Ω
u∂xiv dx = −
∫
Ω
v∂xiu dx+
∫
Γ
uvνi dΓ,
where Γ is the Lipschitz continuous boundary of the bounded domain Ω ⊂ Rd and
ν = (ν1, ν2, . . . , νd) is the unit outward normal vector.
72 MATHEMATICAL BACKGROUND
With this identity, the following Green’s theorems are valid.
Theorem 2.9.42. Let Ω ⊂ Rd be a bounded domain with Lipschitz continuous
boundary Γ and unit outward normal vector ν.
(i) For all u ∈ H2(Ω) and v ∈ H1(Ω), it holds that∫
Ω
v∆u dx = −
∫
Ω
∇u · ∇v dx+
∫
Γ
v∇u · ν dΓ.
(ii) For all u, v ∈ H2(Ω), it holds that∫
Ω
(u∆v − v∆u) dx =
∫
Γ
(u∇v · ν − v∇u · ν) dΓ.
(iii) For all u ∈ H(div; Ω) and φ ∈ H1(Ω), it holds that∫
Ω
φ∇ · u dx = −
∫
Ω
u · ∇φ dx+
∫
Γ
φu · ν dΓ.
(iv) For all u ∈ H2(Ω) andϕ ∈ H1(Ω), the following Green’s theorem is valid:∫
Ω
∆u ·ϕ dx = −
∫
Ω
∇u : ∇ϕ dx+
∫
Γ
ϕ · [(∇u)ν] dΓ.
Also the following integral equalities are frequently used.
Theorem 2.9.43. Let Ω ⊂ R3 be a bounded domain with Lipschitz continuous
boundary Γ and unit outward normal ν.
(i) For all u ∈ H(curl; Ω) and ϕ ∈ H1(Ω), the following Green’s theorem is
valid: ∫
Ω
∇× u ·ϕ dx =
∫
Ω
u · ∇ ×ϕ dx+
∫
Γ
ν × u ·ϕ dΓ.
(ii) For all u,ϕ ∈ H(curl; Ω), the following Green’s theorem is valid:∫
Ω
∇× u ·ϕ dx =
∫
Ω
u · ∇ ×ϕ dx+
∫
Γ
[ν × u] · [(ν ×ϕ)× ν] dΓ.
2.10 Partial differential equations
A partial differential equation is an equation involving an unknown function of
several independent variables and its partial derivatives with respect to those vari-
ables [10, 50]. If the unknown function depends on just a single variable, then the
relation is called an ordinary differential equation. In partial differential equations,
two or more independent variables appear.
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Definition 2.10.1. Let Ω be a domain in Rd. An expression of the form
F
(
x, D(k,0,...,0)u, . . . ,Dαu, . . . ,D(0,0,...,0)u
)
= 0, x ∈ Ω,
with |α|1 6 k is called a PDE of the order k ∈ N.
PDEs are used to formulate and solve problems that involve unknown functions of
several variables, such as the propagation of sound or heat, electrostatics, electro-
dynamics, fluid flow, elasticity or, more generally, any process that is distributed
in space or distributed in space and time. Completely different physical problems
may have identical or similar mathematical formulations.
PDEs can be classified by:
• Order of the PDE;
• Linear, semilinear, quasilinear, and fully nonlinear.
The order of a PDE is the order of the highest order derivative that appears in
the PDE. If the relation F from Definition 2.10.1 is linear, then the PDE is called
linear. Otherwise, the PDE is called nonlinear.
Every linear PDE can be written in the form
L[u] = f, (2.14)
where u 7→ L[u] is a linear mapping and f is a function of independent variables
(space and time variable). Thus, in a linear PDE all the coefficients are independent
of the unknown function u, but they can still be time and space-dependent. Linear
PDEs can be classified into two subgroups: homogeneous and nonhomogeneous
PDEs. The linear PDE (2.14) is said to be homogeneous if f ≡ 0. Otherwise, it is
called a nonhomogeneous linear PDE.
Nonlinear PDEs can be subdivided as follows:
• quasilinear: a PDE of order m is called quasilinear if it is linear in the
derivatives of order m, but with coefficients that depend on the independent
variables and on the derivatives of the unknown function of order strictly
smaller than m;
• semilinear: a quasilinear PDE in which the coefficients of derivatives of
orderm are functions of only the independent variables is called a semilinear
PDE;
• fully nonlinear: a PDE which is not quasilinear is called a fully nonlinear
PDE (for instance if the highest order derivative is nonlinear).
The above division can be expressed in the diagram below:
linear PDE $ semilinear PDE $ quasilinear PDE $ PDE.
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Example 2.10.1. The second order PDEs
∂u
∂x
(
∂2u
∂x∂y
)2
+ 2xu
∂2u
∂y2
− 3xy∂u
∂y
− u = 0,
∂u
∂y
∂2u
∂x2
− 3x2u ∂
2u
∂x∂y
+ 2
∂u
∂x
− f(x, y)u = 0
and
x
∂2u
∂x2
− x2
(
∂u
∂x
)2
+
∂u
∂x
∂u
∂y
= f
are fully nonlinear, quasilinear and semilinear respectively.
2.10.1 Classification of linear PDEs of second order
A general form of a linear PDE of second order in Ω ⊂ Rd reads as
−
d∑
i,j=1
aij(x)
∂2u(x)
∂xi∂xj
+
d∑
i=1
bi(x)
∂u(x)
∂xi
+ c(x)u(x) = f(x) (2.15)
along with the given coefficient functions aij , bi, c, f : Ω → R. The main part of
this equation is the part containing the highest derivatives of the unknown function
u, namely
d∑
i,j=1
aij(x)
∂2u(x)
∂xi∂xj
.
In this multidimensional case the character of the PDE is determined by the eigen-
values (EVs) of the matrix A = (aij)i,j=1,...,d.
Definition 2.10.2. The PDE (2.15) is called
• parabolic if at least one eigenvalue is 0,
• elliptic if all EVs are 6= 0 and all have the same sign,
• hyperbolic if all EVs are 6= 0 and all but one have the same sign.
Note that there are cases, where the classification is not straightforward, e.g., if all
EVs are nonzero but several have a different sign. Now, some examples according
to this classification are given.
Example 2.10.2.
• The Poisson equation −∆u = f is an elliptic PDE;
• The heat equation ∂tu−∆u = f is a parabolic PDE;
• The wave equation ∂ttu−∆u = f is a hyperbolic PDE.
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2.10.2 Associated conditions
PDEs have in general infinitely many solutions. In order to obtain a unique so-
lution one must supplement the equation with additional conditions. The kind of
conditions that should be added depend on the type of PDE under consideration.
In general, PDEs are accompanied by initial conditions and boundary conditions.
2.10.2.1 Initial conditions
Consider the heat equation
∂tu(x, t)−∆u(x, t) = f(x, t), x ∈ Ω ⊂ Rd, t ∈ (−∞,∞).
Often the temperature distribution at some initial time (say t = 0) is given, i.e.
u(x, 0) = u0(x).
Then the temperature distribution at later times is derived. A problem together
with an initial condition (IC) is called an initial value problem. The heat equa-
tion contains only the first derivative of the unknown function u with respect to
t. Equations involving second derivatives of u with respect to t require two initial
conditions.
2.10.2.2 Boundary conditions
Another type of constraints for PDEs that appear in many applications are the so-
called boundary conditions (BCs). As the name indicates, these are conditions
on the behaviour of the solution (or its derivative) at the boundary of the domain
under consideration. For instance, consider again the heat equation but now on a
bounded domain Ω ⊂ Rd with boundary ∂Ω. The most frequently used BCs are
• Dirichlet boundary condition: the values of the solution (temperature) on
the boundary are given (e.g. trough measurements), i.e. for instance
u(x, t) = f(x, t), x ∈ ∂Ω, t > 0.
• Neumann boundary condition: the normal derivative of the solution (flux
through the boundary) on the boundary is given, i.e. for instance
∂u
∂ν
(x, t) = f(x, t), x ∈ ∂Ω, t > 0.
• Condition of the third kind or Robin boundary condition: a linear combina-
tion between the boundary values of u and its normal derivative is given, i.e.
for instance
au(x, t) + b
∂u
∂ν
(x, t) = f(x, t), x ∈ ∂Ω, t > 0, a, b ∈ R \ {0}.
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• Mixed boundary condition: for example, when the values of u at some parts
of the boundary are given and the values of its normal derivative at the rest
of the boundary is given.
• Nonlocal boundary condition: for instance, one can provide a boundary con-
dition relating the solution at each point on the boundary to the integral of
the solution over the whole boundary.
A partial differential equation together with boundary conditions is named a bound-
ary value problem (BVP). A problem together with initial and boundary conditions
is called an initial and boundary value problem (IBVP).
2.10.3 Well-posedness
The analysis of PDEs has many facets [50]. The classical approach that dominated
the nineteenth century was to develop methods for finding explicit (classical) so-
lutions (the method of characteristics invented by Hamilton, Fourier method,...).
However, it is not always possible to find a classical solution, even for simple real-
istic technological applications. This shifted the focus to questions about finding a
generalized solution, establishing the uniqueness of a solution and the way to find
an approximate solution.
Since practical computers became available, numerical methods are introduced
that allow the use of computers to solve PDEs. The technical advances are fol-
lowed by theoretical progress aimed at understanding the solution’s structure. The
goal is to discover some of the solution’s properties before actually computing
it. However, it should be stressed that there exist very complex equations that
cannot be solved even with the aid of supercomputers. In addition, the formula-
tion of the equation and its associated side conditions are studied. In general, the
equation originates from a model of a physical or engineering problem. It is not
automatically obvious that the model is consistent in the sense that it leads to a
solvable PDE. Furthermore, it is in most cases desired that the solution is unique,
and that the solution is stable under small perturbations of the data. In fact, the
continuous dependence of the solution on auxiliary data is frequently related to
the uniqueness of the solution. In numerical models this can pose a problem be-
cause a non-continuous dependence of the solution on the data (boundary, initial or
boundary conditions,...) implies that small errors in the data cause large changes in
the solution. Since a numerical method is not arbitrary exact, it is not clear which
of the possible approximate solutions is a good one. A theoretical understanding
of the equation enables us to check whether these conditions are satisfied.
Hence, one of the fundamental theoretical questions is when the problem consist-
ing of the equation and its associated side conditions is well-posed. The French
mathematician Jacques Hadamard (1865–1963) coined the notion of well-posed
problem [51].
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Definition 2.10.3. A mathematical problem is said to be well-posed in the sense
of Hadamard if
• the solution exists,
• the solution is unique,
• the solution depends continuously on the data (boundary, conditions, coef-
ficients, right-hand side,...): a small change in the equation or in the side
conditions gives rise to a small change in the solution.
Examples of well-posed problems include the Dirichlet problem for Laplace’s
equation (∆u = 0), and the heat equation with specified initial conditions. Prob-
lems that are not well-posed in the sense of Hadamard are called ill-posed. In
practice, such problems are unsolvable.
Remark 2.10.1. The notion of continuous dependence on the data is important
because, in applications, the data is usually obtained through measurements and
therefore, it might be noisy. Consider a problem in the general form: find a solution
u such that
F (u, f) = 0,
with data f . Denote by δf a small perturbation on the data and by δu the modifi-
cation in the solution that occurred because of this perturbation such that
F (u+ δu, f + δf) = 0.
The solution depends continuously on the data means that
∀η > 0,∃C(η, f) : ‖δf‖ < η ⇒ ‖δu‖ 6 C(η, f) ‖δf‖ ,
with ‖·‖ a suitable norm.
Remark 2.10.2. In this thesis, by well-posedness of a problem, it is meant that a
solution exists and is unique. The continuous dependence of the solution on the
data can be studied in the same way as the uniqueness of the solution.
Remark 2.10.3. The existence and uniqueness of solutions of ordinary differential
equations (ODEs) has a very satisfactory answer in the Picard-Lindelo¨f theorem,
that is far from the case for PDEs.
2.10.3.1 Inverse problems
In an inverse problem one usually has to determine an unknown coefficient (infor-
mation of interest) in the PDE from additional measurements inside the observed
domain or on its boundary. Inverse problems (IPs) are often ill-posed. This means
that there is either no solution in a classical sense or if there is any, then it might
not be unique or might not depend continuously on the data.
In literature, three main types of inverse problems are distinguished:
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(a) parameter identification, where the material parameters appearing in the
equation are not known and should be reconstructed, e.g., diffusion coef-
ficients, source terms, etc.,
(b) boundary value inverse problems, where direct measurements on the bound-
ary (or a part of it) are unfeasible and have to be determined,
(c) evolutionary inverse problems in which the initial conditions are not known
and have to be reconstructed.
Inverse problems are inherently driven by applications and they arise in a vast
variety of practical situations such as biomedical engineering, image processing
and non-destructive material evaluation.
There are two big goals in IPs: (global or local) existence of a solution and its
uniqueness. The usual methodology in IPs relies on a suitable parametrization
of the problem and involving the continuous dependence of a parameterized so-
lution on the parameter itself. In that case, a cost functional capturing the error
between the parameterized and the exact solutions at a given place is constructed
and minimized. The lack of convexity of this functional disturbs the uniqueness
of a solution. Therefore a suitable (Tikhonov) regularization of the functional is
applied to guarantee its convexity, cf. [52, 53]. The minimization of the functional
is based on the theory of monotone operators and is numerically peformed by ad-
equate approximation techniques, such as the steepest descend, Ritz or Newton or
Levenberg-Marquardt method.
2.11 Elliptic problems
In this section, the goal is to investigate the existence of a (unique) solution to a
PDE of the form
Au = f, (2.16)
where A is a given linear or nonlinear differential operator of the second order
and f is a given continuous function. To find a classical solution means to find a
function u that has continuous derivatives up to the second order, i.e. u ∈ C2(Ω).
In such case, this PDE is fulfilled pointwise in all points of the domain under
consideration. This means that equation (2.16) can be seen as an equation in the
set of real numbers. In many applications, the classical solution does not exist.
Therefore, a solution is searched with worse properties. For this, the notion of
strong and weak solution is introduced, cf. for instance [10].
2.11.1 Strong and weak solution
For instance, let us solve equation (2.16) with A = −∆ + I on a bounded do-
main Ω ⊂ Rd accompanied by a homogeneous Dirichlet condition u = 0 on ∂Ω
or a Neumann condition ∇u · ν = g on ∂Ω. Then a classical solution belongs
respectively to u ∈ C2(Ω) ∩ C(Ω) or u ∈ C2(Ω) ∩ C1(Ω). In order to reduce
this regularity assumptions, the concepts of weak solution and weak variational
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formulation are introduced. The derivation of the weak formulation consists of
three main steps:
• Multiply the given PDE with a test function and integrate the result over the
domain,
• Apply a theorem of Green (integration by parts),
• Choose a suitable test space.
As a first example, the derivation of the weak formulation is done in the case of
a homogeneous Dirichlet BC. It is assumed that u ∈ C∞0 (Ω) because u is zero
on the boundary. The derivation of the weak formulation starts with multiplying
equation (2.16) with a test function ϕ ∈ C∞0 (Ω) and integrating the result over Ω,
i.e.
−
∫
Ω
∆uϕ+
∫
Ω
uϕ =
∫
Ω
fϕ, for all ϕ ∈ C∞0 (Ω). (2.17)
The strong regularity assumptions u, ϕ ∈ C∞0 (Ω) can be weakened to u ∈ H2(Ω)
and ϕ ∈ L2(Ω). Then, if also f ∈ L2(Ω), all integrals in equation (2.17) remain
finite. A strong solution is a function u ∈ H2(Ω) satisfying the previous relation
(2.17). Thus a strong solution of problem (2.16) can be seen as the solution of the
equation when the equation is considered in a dual space as an integral identity,
which has to be satisfied for all test functions ϕ ∈ L2(Ω). Notice that it is no
longer necessary that the second derivatives of u exist pointwise. The following
step is to lower the regularity of the solution by transferring ‘one derivative’ from
the solution to the test function ϕ. To do this, it is common to use a certain integra-
tion by parts formula on the problem under considerations. Performing the Green
formula from Theorem 2.9.39 on relation (2.17), it is clear that∫
Ω
∇u · ∇ϕ+
∫
Ω
uϕ =
∫
Ω
fϕ, for all ϕ ∈ C∞0 (Ω).
This equation remains valid when u, ϕ ∈ H10(Ω) and f ∈ L2(Ω). The weak form
of the homogeneous Dirichlet problem is stated as follows: given f ∈ L2(Ω), find
a function u ∈ H10(Ω) such that∫
Ω
∇u · ∇ϕ+
∫
Ω
uϕ =
∫
Ω
fϕ, for all ϕ ∈ H10(Ω). (2.18)
A weak or variational solution is a solution u ∈ H10(Ω) of the latter integral equa-
tion. The existence and uniqueness of a solution is discussed in the following
subsections.
Remark 2.11.1. The assumption f ∈ L2(Ω) can be weakened further to f ∈
H10(Ω)
∗, where the dual space H10(Ω)
∗ is a larger space than L2(Ω). Then the in-
tegral
∫
Ω
fϕ in (2.18) is interpreted as the duality pairing 〈f, ϕ〉 between H10(Ω)∗
and H10(Ω).
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Remark 2.11.2 (Equivalence of the classical and weak solutions). The classical
solution (if it exists) to problem (2.16) solves the weak formulation (2.18). Con-
versely, if the weak solution u of (2.18) is sufficiently regular, i.e. in the case that
u ∈ C2(Ω) ∩ C(Ω), it also satisfies the classical formulation (2.16).
Remark 2.11.3 (Linear forms). In the study of PDEs, it is common to rewrite the
variational formulation (2.18) in the following form: find a function u ∈ V such
that
a(u, v) = l(v), ∀v ∈ V,
where the form a : V × V → R is defined by
a(u, v) =
∫
Ω
∇u · ∇v +
∫
Ω
uv
and the linear form l ∈ V ∗ by
l(v) =
∫
Ω
fv.
As a second example, the case of a nonhomogeneous Neumann BC is considered.
Assume that u ∈ C∞(Ω) ∩ C1(Ω). Equation (2.16) is multiplied with a test
function ϕ ∈ C∞(Ω)∩C1(Ω) and the result is integrated over Ω. Afterwards, the
Green formula is applied. It is clear that∫
Ω
∇u · ∇ϕ−
∫
∂Ω
ϕ∇u · ν +
∫
Ω
uϕ =
∫
Ω
fϕ, for all ϕ ∈ C∞(Ω) ∩ C1(Ω).
Substituting the BC into the integral over ∂Ω and weakening the regularity as-
sumptions, the following weak formulation is obtained: given f ∈ L2(Ω) and
g ∈ L2(Γ), find u ∈ H1(Ω) such that∫
Ω
∇u · ∇ϕ+
∫
Ω
uϕ =
∫
Ω
fϕ+
∫
∂Ω
ϕg, for all ϕ ∈ H1(Ω).
Remark 2.11.4. The Dirichlet BCs are often also called essential BCs when con-
sidering second order equations because they explicitly appear in the variational
formulation, namely in the definition of the test space V . The Neumann BCs are
called natural BCs because they are implicitly incorporated in the variational for-
mulation. They have no influence on the choice of the test space V .
2.11.2 Solving a linear elliptic equation
Definition 2.11.1. Let V be a normed space. The mapping a : V × V → R is a
bilinear form on V , if
a(α1u1 + β1v1, α2u2 + β2v2)
= α1α2a(u1, u2) + β1β2a(v1, v2) +
2∑
i,j=1
i6=j
αiβja(ui, vj)
2.11. ELLIPTIC PROBLEMS 81
holds for all α1, α2, β1, β2 ∈ R and u1, u2, v1, v2 ∈ V . The bilinear form a(·, ·)
is
• symmetric if
a(u, v) = a(v, u), ∀u, v ∈ V,
• bounded (or continuous) if there exists a constant CM > 0 such that
|a(u, v)| 6 CM ‖u‖V ‖v‖V , ∀u, v ∈ V,
• V -elliptic if there exists a constant Cm > 0 such that
Cm ‖u‖2V 6 a(u, u), ∀u ∈ V.
The bilinear form a (see Remark 2.11.3) on the test space V corresponding with
the variational formulation of Problem (2.16) (induced by the linear differential
operator A) is associated (one-to-one correspondence) with a unique linear opera-
tor A : V → V ∗ such that
〈Au,ϕ〉 := a(u, ϕ) =
∫
Ω
fϕ =: 〈l, ϕ〉, ∀ϕ ∈ V.
The existence of a solution to this problem is guaranteed by the following well
known Lax-Milgram lemma, see for instance [54, Theorem 1.1.3] or [7, Theorem
18.E].
Theorem 2.11.1 (Lax-Milgram lemma). Let a(·, ·) be a V -elliptic and continuous
bilinear form in the Hilbert space V . Assume that l ∈ V ∗. Then there exists a
unique weak solution to the variational problem defined by
a(u, ϕ) = 〈l, ϕ〉, for all ϕ ∈ V.
Moreover, ‖u‖V 6 1Cm ‖l‖V ∗ .
In strong form, the Lax-Milgram lemma is as follows.
Theorem 2.11.2. Let X be a Hilbert space. Let the operator A : X → X∗ be
linear, bounded and X-elliptic, i.e.
‖Av‖X∗ 6 C1 ‖v‖X , ∀v ∈ X
and
〈Av, v〉 > C2 ‖v‖2X , ∀v ∈ X.
Then, for each f ∈ X∗ there exists a unique solution u ∈ X of the operator
equation Au = f .
Example 2.11.3. Let Ω ⊂ Rd be a bounded Lipschitz domain. Consider
a(u, v) =
∫
Ω
(
d∑
i=1
∂u(x)
∂xi
∂v(x)
∂xi
+ u(x)v(x)
)
dx, u, v ∈ H1(Ω).
Clearly, a(·, ·) is H1(Ω)-elliptic. The corresponding operator is −∆ + I .
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Example 2.11.4. Let Ω ⊂ Rd be a bounded Lipschitz domain with boundary ∂Ω.
Consider
a(u, v) =
∫
Ω
(
d∑
i=1
∂u(x)
∂xi
∂v(x)
∂xi
)
dx.
This bilinear form a(·, ·) is not H1(Ω)-elliptic. Indeed, if u is a constant function,
it holds that a(u, u) = 0. However, this form is
{
ϕ ∈ H1(Ω) : ϕ = 0 on Γ1
}
-
elliptic with Γ1 ⊂ ∂Ω by the Friedrichs inequality (2.11).
Example 2.11.5. Let Ω ⊂ Rd be a bounded Lipschitz domain. Define the operator
A = −
d∑
i,j=1
∂
∂xi
(
aij(x)
∂
∂xj
)
+
d∑
i=1
bi(x)
∂
∂xi
+ c(x)
where bi ∈ C1(Ω) and where aij , bi and c are real functions. Assume that A is
strongly elliptic, i.e.
d∑
i,j=1
aij(x)ξiξj > α |ξ|2e , α > 0, ∀x ∈ Ω, ξ ∈ Rd,
and assume that
c(x)− 12
d∑
i=1
∂bi(x)
∂xi
> 0.
If V = H10(Ω), then the bilinear form∫
Ω
d∑
i,j=1
aij(x)
∂u(x)
∂xi
∂v(x)
∂xj
dx
+
∫
Ω
d∑
i=1
bi(x)
∂u(x)
∂xi
v(x) dx+
∫
Ω
c(x)u(x)v(x) dx
is V -elliptic due to∫
Ω
d∑
i=1
bi
∂v(x)
∂xi
v(x) dx = − 12
∫
Ω
d∑
i=1
∂bi(x)
∂xi
v2(x) dx.
Example 2.11.6. Let Ω ⊂ R3 be a bounded Lipschitz domain. The bilinear form
a(u,v) =
∫
Ω
u(x) · v(x) dx+
∫
Ω
(∇× u)(x) · (∇× v)(x) dx.
is H(curl; Ω)-elliptic.
When the differential operator A is symmetric, then the following theorem is also
valid.
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Theorem 2.11.7. Let a(·, ·) be a symmetric, V -elliptic and continuous bilinear
form in the Hilbert space V . Assume that f ∈ V ∗. Then u ∈ V is the unique weak
solution to the variational problem
a(u, ϕ) = 〈f, ϕ〉, for all ϕ ∈ V,
iff u minimizes the energy functional
inf
v∈V
(
1
2a(v, v)− 〈f, v〉
)
.
2.11.3 Solving a nonlinear elliptic equation
The theory of monotone operators can be seen as a natural nonlinear extension
of the ideas behind the (linear) Lax-Milgram theorem. A fundamental result on
monotone operators was proved independently by Minty and Browder in 1963
[55,56]. For a nice introduction on the theory of monotone operators, the reader is
referred to [4].
Theorem 2.11.8 (Main theorem on monotone operators). Let X be a reflexive
Banach space. Consider a nonlinear operator A : X → X∗. If this operator A is
• monotone, i.e. 〈Ax−Ay, x− y〉 > 0, ∀x, y ∈ X ,
• coercive, i.e.
〈Ax, x〉 > C ‖x‖2X , ∀x ∈ X
or equivalently
lim
‖x‖X→∞
〈Ax, x〉
‖x‖X →∞,
• hemicontinuous, i.e. that the real function
t 7→ 〈A(u+ tv), w〉
is continuous on the interval [0, 1] for all u, v, w ∈ X ,
then the operator equation Ax = b has a solution x ∈ X for every b ∈ X∗. This
solution is unique if the operator A is strictly monotone. i.e.
〈Ax−Ay, x− y〉 = 0⇒ x = y.
If an operator A : X → X∗ is monotone, then there is an alternative characteriza-
tion for hemicontinuity.
Definition 2.11.2. Let X and Y be normed spaces. A mapping A : X → Y
is called demicontinuous iff for any xn, x ∈ X satisfying xn → x, it holds that
Axn ⇀ Ax.
Theorem 2.11.9. If the operator A : X → X∗ is monotone, then hemicontinuity
is equivalent with demicontinuity
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Example 2.11.10. Let Ω ⊂ Rd a bounded Lipschitz domain. Consider the opera-
tor A : H1(Ω)→ H1(Ω)∗ defined by
〈Au, v〉 := (β(u), v) + (∇u,∇v) ,
with β : R → R a nonlinear, continuous and a.e. differentiable function with
β(0) = 0. By the mean value theorem 2.2.5, the operatorA is monotone if β′(s) >
0 a.e. in R. The operator A is strictly monotone and coercive if β′(s) > β0 > 0
a.e. in R. If A : H10(Ω) → H10(Ω)∗, then A is strictly monotone and coercive if
β′(s) > 0 a.e. in R thanks to Friedrichs inequality (2.11).
Example 2.11.11. Let Ω ⊂ R3 a bounded Lipschitz domain. Consider the opera-
tor A : H(curl; Ω)→ H(curl; Ω)∗ defined by
〈Au,v〉 := (J(u),v) + (∇× u,∇× v) ,
with J : R3 → R3 nonlinear. Then A is strictly monotone and coercive when J is
coercive, i.e.
J(x) · x > |x|2e , ∀x ∈ R3.
2.11.3.1 Fre´chet and Gaˆteaux derivatives
The Fre´chet derivative generalizes the derivative of a real-valued function of a
single real variable to functions on Banach spaces. The Fre´chet derivative should
be contrasted to the more general Gaˆteaux derivative, which is a generalization of
the classical directional derivative. The definitions of these derivatives are used to
define the derivative of a functional.
Assume that X and Y are Banach spaces. Let A be a nonlinear operator on X
such that A : D(A) = X → Y (or densely defined). Take any x ∈ X . If
A(x+ h)−A(x) = dA(x, h) + ω(x, h),
where dA(x, h) is a linear operator in h ∈ X and
lim
h→0
ω(x, h)
‖h‖X
= 0,
then dA(x, h) is called the Fre´chet differential of A at x and ω(x, h) is the so-
called remainder of the differential. It is assumed that the operator dA(x, h) is
bounded in h, i.e.
dA(x, h) = A′(x)h.
The operator A′(x) ∈ L(X,Y ) is called the Fre´chet derivative.
A directional derivative of a scalar function or a vector field can be generalized to
nonlinear operators. The Gaˆteaux differential (or weak variation) V A(x, h) of A
in the point x ∈ X and direction h ∈ X is defined as
V A(x, h) =
d
dt
A(x+ th)
∣∣∣∣
t=0
= lim
t→0
A(x+ th)−A(x)
t
.
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The Gaˆteaux differential is homogeneous (V A(x, αh) = αV A(x, h) with α ∈ R)
but not always additive (V A(x, h1 +h2) = V A(x, h1) +V A(x, h2)). If the weak
variation is linear in h then it can be written as
V A(x, h) = A′(x)h,
where A′(x) is the so-called Gaˆteaux derivative of A at x.
Remark 2.11.5. There is not a single Gaˆteaux differential at each point. Rather,
at each point x there is a Gaˆteaux differential for each direction h.
The following generalized mean value theorem holds true.
Theorem 2.11.12 (Generalized mean value theorem). Let A : X → Y be a non-
linear operator between two Banach spaces X and Y having a linear Gaˆteaux
differential. Then the following generalized Lagrange formula takes place
〈A(x+ h)−A(x), e〉 = 〈V A(x+ θh, h), e〉, 0 < θ = θ(e) < 1,
where e ∈ Y ∗.
If A is Fre´chet differentiable at x, it is also Gaˆteaux differentiable at x. The con-
verse generally is not true.
Lemma 2.11.1. Let X and Y be Banach spaces and assume that the operator
F : X → Y has a linear Gaˆteaux differential. Then, a continuous Gaˆteaux
derivative of F is a Fre´chet derivative of F .
The definition of Fre´chet and Gaˆteaux derivative can be repeated for a functional.
Also the gradient of a functional can be defined. Let f be a nonlinear functional
on a Banach space X such that f : D(f) = X → R. The Gaˆteaux differential
V f(x, h) of f in the point x ∈ X and direction h ∈ X is defined as
V f(x, h) = lim
t→0
f(x+ th)− f(x)
t
.
At each point x ∈ X , the Gaˆteaux differential defines a function V f(x, ·) : X →
R. If the Gaˆteaux differential V f(x, h) is linear in h, it can be written as
V f(x, h) = f ′(x)h,
where f ′ satisfies f ′ : X → {z | z : X → R is linear} and where f ′(x) is called
the Gaˆteaux derivative of f at x. Note that f ′(x) is linear for fixed x and the
domain of definition is D(f). Moreover, if V f(x, h) is bounded in h (thus f ′(x)
is a linear bounded functional for fixed x, i.e. f ′(x) ∈ X∗), then the gradient of
the functional f at x can be defined as
V f(x, h) = 〈grad f(x), h〉.
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Remark that grad f : X → X∗. The gradient of f in the point x is the Gaˆteaux
derivative of f at x. This is the generalization of the gradient of a scalar function
or a vector field. These definitions can be extended to functions from X to R3.
The generalized mean value theorem 2.11.12 takes the following form.
Theorem 2.11.13 (Generalized mean value theorem for functionals). Let f be a
nonlinear functional defined on the normed space X . There exists a θ, 0 < θ < 1,
such that
f(x+ h)− f(x) = V f(x+ θh, h), ∀x, h ∈ X;
if the Gaˆteaux differential of f is linear. Moreover, if the Gaˆteaux differential of f
is also bounded, then there exists a θ, 0 < θ < 1, such that
f(x+ h)− f(x) = 〈grad f(x+ θh), h〉, ∀x, h ∈ X.
Example 2.11.14. Let X be a Hilbert space with a norm ‖·‖2 = (·, ·). Then for
f(x) = ‖x‖2, the Gaˆteaux differential is given by
V f(x, h) = lim
t→0
f(x+ th)− f(x)
t
= lim
t→0
‖x+ th‖2 − ‖x‖2
t
= 2 (x, h) .
The Gaˆteaux differential of f is linear and bounded in h for fixed x, i.e.
grad f(x) = 2x.
Furthermore, grad ‖x‖ = x‖x‖ . Thus ‖grad ‖x‖‖ = 1, (grad ‖x‖ , x) = ‖x‖ and
grad ‖αx‖ = sign(α) ‖x‖. The latter results are also valid when X is not Hilbert,
but then the derivation is more complicated due to the lack of an inner product.
Example 2.11.15. Consider the function a(x) = m(|x|e)x from R3 to R3, where
m(s) is a known real differentiable function. Then
V a(x,h) = m (|x|e)h+m′ (|x|e)
x · h
|x|e
x.
This is also valid when, instead of R3, a Hilbert space X is considered. Note that
V a(x, ·) is linear and bounded for fixed x ∈ R3. Therefore,
V a(x,h) = 〈grad a(x),h〉 = grad a(x) · h,
where
grad a(x) = m (|x|e) I3 +
m′ (|x|e)
|x|e
x⊗ x,
with I3 the three-dimensional unit matrix and x⊗ x defined by (x⊗ x)ij = xixj .
Moreover, by the generalized mean value theorem, it is possible to deduce that
there exists some θ ∈ (0, 1) such that
[a(x+ h)− a(x)] · h = 〈grad a(x+ θh),h〉 · h
= m (|x+ θh|e) |h|2e +m′ (|x+ θh|e)
((x+ θh) · h)2
|x+ θh|e
.
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Now, a specific choice for m(s) is made. If m(s) = sα−1, then it is holds trivially
that [a(x+ h)− a(x)] · h > 0 for all x,h ∈ R3 when α > 1. For α ∈ [0, 1), it
holds that
[a(x+ h)− a(x)] · h > [m (|x+ θh|e)− |m′ (|x+ θh|e)| |x+ θh|e] |h|2e
= α |x+ θh|α−1e |h|2e .
Thus a is monotone if m(s) = sα−1 for α > 0. From Lemma 2.3.16 follows
that a is strictly monotone for α ∈ [1,∞). To obtain strict monotonicity when
α ∈ (0, 1), the function m must be bounded below. Let us redefine the function m
when α ∈ (0, 1) as m(s) = max{sα−1, Rα−1} for s > 0 and given large R > 0.
Then, it holds that
m(s)− |m′(s)| s > min{α, 1}
Rα−1
=
α
Rα−1
, ∀s > 0.
Thus
[a(x+ h)− a(x)] · h > α
Rα−1
|h|2e ,
i.e. a is strictly monotone.
2.11.3.2 Handling a nonlinear function: auxiliary tools
Definition 2.11.3. The potential of a continuous function β : R→ R is defined by
Φβ(z) =
∫ z
0
β(s) ds, z ∈ R.
Lemma 2.11.2. Let Φβ(z) be as in Definition 2.11.3 and β a.e. differentiable.
(i) If β is monotone, i.e. β′(s) > 0 for a.a. s ∈ R, then for all z1, z2 ∈ R, it
holds that
β(z1)(z2 − z1) 6 Φβ(z2)− Φβ(z1) 6 β(z2)(z2 − z1). (2.19)
Moreover, Φβ(z) is convex.
(ii) If β(0) = 0, β is monotone and Lipschitz continuous with Lipschitz constant
Lβ , i.e. 0 6 β′(s) 6 Lβ for a.a. s ∈ R, then
0 6 β
2(z)
2Lβ
6 Φβ(z) 6
Lβz
2
2
, ∀z ∈ R. (2.20)
(iii) If β(0) = 0, β is strictly monotone, i.e. β′(s) > β0 > 0 for a.a. s ∈ R and,
β satisfies the growth condition |β(s)| 6 β1(1 + |s|) for all s ∈ R, then
0 6 β0z
2
2
6 Φβ(z) 6 β1
(
|z|+ z
2
2
)
, ∀z ∈ R. (2.21)
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(iv) If β(0) = 0, β is strictly monotone and Lipschitz continuous with Lipschitz
constant Lβ , i.e. 0 < β0 6 β′(s) 6 Lβ for a.a. s ∈ R, then
0 6 β0z
2
2
6 Φβ(z) 6
Lβz
2
2
, ∀z ∈ R. (2.22)
Proof. See for instance [57, Lemma 3.1]. 
The proof of the following lemma can be found in Lemma A.1.2 in Appendix A.
Lemma 2.11.3. Let Ω be a nonempty bounded set in Rd, d ∈ N, and let 1 6 p <
∞. Suppose that
un → u in Lp(Ω) as n→∞.
(i) If h : R→ R is Lipschitz continuous, then
h(un)→ h(u) in Lp(Ω) as n→∞.
(ii) If h : R → R is continuous and satisfies the growth condition |h(s)| 6
C0(1 + s) for all s ∈ R with C0 > 0, then there exists a subsequence
{unk}k∈N of {un}n∈N such that
h(unk)→ h(u) in Lp(Ω) as k →∞.
(iii) If h : R → R is continuous and linear (thus bounded), then there exists a
subsequence {unk}k∈N of {un}n∈N such that
h(unk)→ h(u) in Lp(Ω) as k →∞.
2.12 Rothe’s method for evolution equations
The aim of this section is to present Rothe’s method as a tool for solving evolution
problems. Rothe’s method is based on a time discretization and was introduced
by Rothe [58] in 1930. Evolution problems are solved by a relatively simple tech-
nique using the results of corresponding elliptic problems. From these problems,
an approximate solution for the original evolution problem is constructed. After-
wards, the convergence of the approximate solutions towards the exact solution of
the evolution problem is proved. The advantage of Rothe’s method is twofold: next
to the existence and possible uniqueness of a solution to the original problem, also
a numerical algorithm is contained in this method. The lecture notes of Kacˇur [36]
(Rothe’s method for monotone operators) and the book of Rektorys [59] (Rothe’s
method for linear operators) are good introductions to this topic.
Let us introduce Rothe’s method for evolution problems with a simple example ∂tu(x, t)−∆u(x, t) = f(x) (x, t) ∈ Ω× (0, T ] =: QT ,u(x, t) = 0 (x, t) ∈ ∂Ω× (0, T ] =: ΣT ,
u(x, 0) = u0(x) x ∈ Ω,
(2.23)
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where Ω ⊂ Rd is a bounded Lipschitz domain and T denotes the final time. The
time interval (0, T ] is divided into n ∈ N equidistant subintervals (ti−1, ti] with
time step τ = Tn < 1, thus ti = iτ, i = 0, . . . , n. The backward Euler method is
used to compute the approximate solution of the problem. The following standard
notations for the discretized fields are introduced
ui = ui(x) ≈ u(x, ti) and ∂tu(ti) ≈ δui = ui − ui−1
τ
.
For i = 1, . . . , n, the following elliptic equations are solved{
δui −∆ui = f in Ω,
ui = 0 on ∂Ω,
(2.24)
provided that the solution ui−1 on the previous time step is known and u0 =
u0(x).
Next, the following so-called Rothe’s functions are constructed (see Figure 2.4):
the piecewise linear in time functions un
un(t) =
{
u0 for t = 0
ui−1 + (t− ti−1)δui for t ∈ (ti−1, ti]
and the step functions un
un(t) =
{
u0 for t = 0
ui for t ∈ (ti−1, ti].
Due to the construction of these functions, this method is also called the semidis-
t0 t1 t2 t3 tn−2 tntn−1
un
(a)
t0 t1 t2 t3 tn−2 tntn−1
u¯n
(b)
Figure 2.4: (a) Rothe’s piecewise linear in time function un; (b) Rothe’s piecewise
constant function un.
cretization in time.
The goal of Rothe’s method is to obtain the existence of a weak solution to problem
(2.23). Hence, the variational formulation of this problem needs to be well-defined
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(each term needs to be finite). When establishing a variational formulation, it is
common to obtain some information about the solution by studying its natural
stability. In doing this, it is assumed for the moment that the solution u to problem
(2.23) exists.
The given PDE in (2.23) is multiplied with u and the result is integrated over the
space and time domain, i.e.∫ η
0
∫
Ω
∂tu(x, t)u(x, t) dx dt−
∫ η
0
∫
Ω
∆u(x, t)u(x, t) dx dt
=
∫ η
0
∫
Ω
f(x)u(x, t) dx dt, η ∈ (0, T ]. (2.25)
From now on, to simplify the notations, the standard inner products in L2(Ω) and
L2(Ω) are denoted by (·, ·) and their induced norms are denoted by ‖·‖. Using
Cauchy’s and Young’s inequalities, the right-hand side (RHS) of (2.25) can be
estimated as ∣∣∣∣∫ η
0
(f, u(t)) dt
∣∣∣∣ 6 T2 ‖f‖2 + 12
∫ η
0
‖u(t)‖2 dt.
Note that u∂tu = 12∂tu
2. Assuming f, u0 ∈ L2(Ω), using Green’s theorem and
Gro¨nwall’s inequality, it holds that there exists a positive constant C such that
max
t∈[0,T ]
‖u(t)‖2 +
∫ T
0
‖∇u(t)‖2 dt 6 C (‖f‖ , ‖u0‖) . (2.26)
Alternatively, using the ε-Young’s and the Friedrichs inequality, the RHS can be
estimated as ∣∣∣∣∫ η
0
(f, u(t)) dt
∣∣∣∣ 6 Cε ‖f‖2 + ε∫ η
0
‖∇u(t)‖2 dt.
Using this estimate, Gro¨nwall’s argument is not needed to obtain estimate (2.26)
(fix ε < 1).
Remark 2.12.1. The information (2.26) about the solution can also be obtained
without the use of both the Gro¨nwall inequality and the Friedrichs inequality. Us-
ing the identity
(∂tu(t), u(t)) =
1
2∂t ‖u(t)‖2 = ‖u(t)‖ ∂t ‖u(t)‖ ,
it holds that (multiply (2.23) with u, integrate the result over the space domain and
apply Green’s theorem)
‖u(t)‖ ∂t ‖u(t)‖+ ‖∇u(t)‖2 6 ‖f‖ ‖u(t)‖ , t ∈ (0, T ].
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It follows that
∂t ‖u(t)‖ 6 ∂t ‖u(t)‖+ ‖∇u(t)‖
2
‖u(t)‖ 6 ‖f‖ , t ∈ (0, T ],
assuming that ‖u(t)‖ 6= 0 for all t ∈ [0, T ]. Therefore,
‖u(t)‖ 6 t ‖f‖+ ‖u0‖ 6 C (‖f‖ , ‖u0‖) , ∀t ∈ [0, T ].
Due to (2.25), this estimate implies that∫ T
0
‖∇u(t)‖2 dt 6 C (‖f‖ , ‖u0‖) .
The estimate (2.26) gives no information about ∂tu. It holds that
(∂tu(t), ϕ) = (f, ϕ)− (∇u(t),∇ϕ)
for all ϕ ∈ H10(Ω) and for a.a. t ∈ (0, T ). The integral in the LHS can be
interpreted in the sense of duality, i.e. seeing ∂tu(t) as an operator from H10(Ω) to
R. The dual norm in H10(Ω)∗ is defined as
‖∂tu(t)‖H10(Ω)∗ = sup
ϕ∈H10(Ω)
(∂tu(t), ϕ)
‖ϕ‖H10(Ω)
.
Therefore, using (2.26), it holds that∫ T
0
‖∂tu(s)‖2H10(Ω)∗ ds 6 C. (2.27)
This means that ∂tu ∈ L2
(
(0, T ),H10(Ω)
∗) if u0 ∈ L2(Ω). Another approach is to
multiply the given PDE in (2.23) with ∂tu and to integrate the result over the space
and time domain. Assuming f ∈ L2(Ω) and u0 ∈ H1(Ω), using Green’s theorem
and the Cauchy’s and ε-Young’s inequality, there exists a positive constant C such
that ∫ T
0
‖∂tu(s)‖2 ds+ max
t∈[0,T ]
‖∇u(t)‖2 6 C
(
‖f‖ , ‖u0‖H1(Ω)
)
. (2.28)
The estimates (2.26), (2.27) and (2.28) show that the definition of the variational
formulation depends on the assumption on the initial condition.
Definition 2.12.1. The variational formulation of Problem (2.23) is the following:
(i) Given f, u0 ∈ L2(Ω), find u(t) ∈ H10(Ω) with ∂tu(t) ∈ H10(Ω)∗ such that
(∂tu(t), ϕ) + (∇u(t),∇ϕ) = (f, ϕ) , ∀ϕ ∈ H10(Ω), (2.29)
for a.a. t ∈ (0, T );
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(ii) Given f ∈ L2(Ω) and u0 ∈ H1(Ω), find u(t) ∈ H10(Ω) with ∂tu(t) ∈ L2(Ω)
such that
(∂tu(t), ϕ) + (∇u(t),∇ϕ) = (f, ϕ) , ∀ϕ ∈ H10(Ω), (2.30)
for a.a. t ∈ (0, T ).
In the following, a solution to the variational formulation in Definition 2.12.1(i) is
searched. The time derivative in equations (2.29) and (2.30) is interpreted as the
generalized derivative on (0, T ) and so both equations need to be satisfied only for
a.a. t ∈ (0, T ). The solution method is divided into the following steps:
• uniqueness of a solution;
• solving elliptic problems;
• a priori estimates (Gro¨nwall argument);
• convergence of the Rothe’s functions (compactness argument);
• error estimates.
2.12.1 Uniqueness of a solution
In this section, the uniqueness of a solution is proved. If a solution to an evolution
problem is not unique, then the convergence of the Rothe’s functions to the exact
solution cannot be guaranteed. Assume that there are two solutions u1 and u2 ∈
H10(Ω). Then the difference u = u1−u2 satisfies (2.29) with f = u0 = 0. Putting
ϕ = u(t) in (2.29) and integrating the result in time over (0, η) ⊂ (0, T ) gives
1
2
∫ η
0
d
ds
‖u(s)‖2 ds+
∫ η
0
‖∇u(s)‖2 ds = 0. (2.31)
This implies that ‖u(η)‖2 = 0 for a.a. η ∈ (0, T ). Therefore, the solution is
unique, i.e u1 = u2 a.e. in QT . Note that the first term in (2.31) makes sense due
to Lemma 2.9.5(iii).
2.12.2 Solving elliptic problems
The variational formulation of the discrete problems (2.24) (put t = ti in equation
(2.29)) is: given f, u0 ∈ L2(Ω), find ui ∈ H10(Ω) with δui ∈ H10(Ω)∗ such that
(δui, ϕ) + (∇ui,∇ϕ) = (f, ϕ) , ∀ϕ ∈ H10(Ω), i = 1, . . . , n. (2.32)
This problem is equivalent to solving the equation
a(ui, ϕ) = Fi−1(ϕ), ∀ϕ ∈ H10(Ω),
for any i = 1, . . . , n, where
a : H10(Ω)×H10(Ω)→ R : (u, v) 7→
(u
τ
, v
)
+ (∇u,∇v) ,
Fi−1 : H10(Ω)→ R : ϕ 7→ (f, ϕ) +
(ui−1
τ
, ϕ
)
.
2.12. ROTHE’S METHOD FOR EVOLUTION EQUATIONS 93
The bilinear form a is H10(Ω)-elliptic and continuous. The function Fi−1 is a
bounded linear functional on H10(Ω) if ui−1 ∈ L2(Ω) and f ∈ L2(Ω). The exis-
tence and uniqueness of ui ∈ H10(Ω), i = 1, . . . , n, follows from Lemma 2.11.1 if
u0 ∈ L2(Ω). The next step is to study the stability (regularity) of ui.
2.12.3 A priori estimates
The a priori estimates proved in this subsection serve as uniform bounds to prove
convergence. They depend on the regularity of the initial condition u0. First,
suppose that u0 ∈ L2(Ω). Putting ϕ = uiτ in (2.32) and summing up the result
for i = 1, . . . j with 1 6 j 6 n gives
j∑
i=1
(δui, ui) τ +
j∑
i=1
‖∇ui‖2 τ =
j∑
i=1
(f, ui) τ.
An application of Abel’s summation rule (see Lemma 2.3.15) gives
j∑
i=1
(δui, ui) τ =
1
2
‖uj‖2 − 1
2
‖u0‖2 + 1
2
j∑
i=1
‖ui − ui−1‖2 .
The RHS can be estimated by using the Cauchy’s, ε-Young’s and Friedrichs’ in-
equality as follows
j∑
i=1
(f, ui) τ 6 Cε
j∑
i=1
‖f‖2 τ + ε
j∑
i=1
‖∇ui‖2 τ 6 Cε + ε
j∑
i=1
‖∇ui‖2 τ.
Fixing ε sufficiently small implies the existence of a positive constant C such that
max
16j6n
‖uj‖2 +
n∑
i=1
‖∇ui‖2 τ +
n∑
i=1
‖ui − ui−1‖2 6 C. (2.33)
Due to the application of the Friedrichs inequality, the use of Gro¨nwall’s argument
could be avoided for this problem. This is rarely the case and depends on the
problem under consideration. Moreover, the equation (2.32) implicitly defines
(δui, ϕ) = (f, ϕ)− (∇ui,∇ϕ) , ϕ ∈ H10(Ω).
The integral in the LHS can be interpreted in the sense of duality, i.e. seeing δui
as an element of H10(Ω)
∗. Using
‖δui‖H10(Ω)∗ = sup
ϕ∈H10(Ω)
(δui, ϕ)
‖ϕ‖H10(Ω)
and (2.33), it is easy to check that
n∑
i=1
‖δui‖2H10(Ω)∗ τ 6 C. (2.34)
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Secondly, let u0 ∈ H1(Ω) and put ϕ = δuiτ in (2.32). It is not difficult to prove
that there exists a positive constant C such that
n∑
i=1
‖δui‖2 τ + max
16j6n
‖∇uj‖2 +
n∑
i=1
‖∇ui −∇ui−1‖2 6 C. (2.35)
Finally, when u0 ∈ H2(Ω) ∩ H10(Ω), a uniform bound on δui can be obtained.
Subtracting (2.32) for i = i − 1 from (2.32), afterwards setting ϕ = δui and take
the sum for i = 1, . . . j the following equality is obtained
j∑
i=1
(δui − δui−1, δui) +
j∑
i=1
(∇ui −∇ui−1,∇δui) = 0. (2.36)
Note that δu0 is not defined in this equality. To overcome this difficulty, a so-
called compatibility condition is needed. In fact, it is necessary to assume that the
variational formulation (2.29) is satisfied at t = 0, i.e.
(∂tu(0), ϕ) + (∇u0,∇ϕ) = (f, ϕ) , ∀ϕ ∈ H10(Ω).
For this, it is required that u0 ∈ H10(Ω). Set δu0 := ∂tu(0). Applying Green’s
theorem backwards gives for all ϕ ∈ H10(Ω) that
(δu0, ϕ) = (f, ϕ) + (∆u0, ϕ) . (2.37)
The term δu0 can be seen as a functional on H10(Ω). The RHS is a linear and
bounded functional on H10(Ω) if u0 ∈ H2(Ω) ∩ H10(Ω). This implies that the
RHS can be extended to a functional δ˜u0 on L2(Ω) by the Hahn-Banach theorem.
Moreover, it holds that∥∥∥δ˜u0∥∥∥ = sup
ϕ∈L2(Ω)
‖ϕ‖61
(
δ˜u0, ϕ
)
= sup
ϕ∈H10(Ω)
‖ϕ‖61
(δu0, ϕ) . 1,
i.e. δ˜u0 ∈ L2(Ω). Finally, employing the density of C∞0 (Ω) in H10(Ω) and Theo-
rem 2.8.1 on equation (2.37) result in
δ˜u0 = f + ∆u0, a.e. in Ω or δ˜u0 = f + ∆u0 ∈ L2(Ω).
From now on, δ˜u0 and δu0 are identified. Then, after an application of Abel’s sum-
mation rule on the first term in the LHS of (2.36), the following a priori estimated
is obtained
max
16j6n
‖δuj‖2 +
n∑
i=1
‖δui − δui−1‖2 +
n∑
i=1
‖∇δui‖2 τ 6 C. (2.38)
The results of the a priori estimates are summarized in the following lemma.
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Lemma 2.12.1. Suppose that f ∈ L2(Ω).
(i) Let u0 ∈ L2(Ω). Then, there exists a positive constant C such that
max
16j6n
‖uj‖2 +
n∑
i=1
‖∇ui‖2 τ +
n∑
i=1
‖ui − ui−1‖2 6 C.
Moreover, there exists a positive constant C such that
n∑
i=1
‖δui‖2H10(Ω)∗ τ 6 C.
(ii) Let u0 ∈ H1(Ω). Then, there exists a positive constant C such that
n∑
i=1
‖δui‖2 τ + max
16j6n
‖∇uj‖2 +
n∑
i=1
‖∇ui −∇ui−1‖2 6 C.
(iii) Let u0 ∈ H2(Ω)∩H10(Ω). Then, there exists a positive constant C such that
max
16j6n
‖δuj‖2 +
n∑
i=1
‖δui − δui−1‖2 +
n∑
i=1
‖∇δui‖2 τ 6 C.
The next step is the reformulation of the a priori estimates to the Rothe functions
un : [0, T ] → L2(Ω) and un : [0, T ] → L2(Ω). The discrete variational formula-
tion (2.32) can be rewritten for a.a. t ∈ [0, T ] in terms of un and un as follows
(∂tun(t), ϕ) + (∇un(t),∇ϕ) = (f, ϕ) , ϕ ∈ H10(Ω). (2.39)
If u0 ∈ L2(Ω), then a priori estimates (2.33) and (2.34) can be rewritten for any
t ∈ [0, T ] and n ∈ N as
‖un(t)‖2 + ‖un(t)‖2 +
∫ T
0
‖un(s)‖2H10(Ω) ds
+
∫ T
0
‖∂tun(s)‖2H10(Ω)∗ ds+
n∑
i=1
∥∥∥∥∥
∫ ti
ti−1
∂tun(s) ds
∥∥∥∥∥
2
6 C. (2.40)
If u0 ∈ H1(Ω), then a priori estimates (2.33) and (2.35) can be rewritten for any
t ∈ [0, T ] and n ∈ N as
‖un(t)‖2H10(Ω) + ‖un(t)‖
2
H10(Ω)
+
∫ T
0
‖∂tun(s)‖2 ds
+
n∑
i=1
∥∥∥∥∥
∫ ti
ti−1
∂tun(s) ds
∥∥∥∥∥
2
H10(Ω)
6 C. (2.41)
96 MATHEMATICAL BACKGROUND
If u0 ∈ H2(Ω) ∩H10(Ω), then for any t ∈ [0, T ] and n ∈ N it holds that
‖∂tun(t)‖2 +
∫ T
0
‖∇∂tun(s)‖2 ds 6 C. (2.42)
The a priori estimates also imply certain relations between the different Rothe
functions.
2.12.3.1 Relations between the different Rothe functions
Note that un(0)− un(0) = 0. For all t ∈ (ti−1, ti] with 1 6 i 6 n, it holds that
|un(t)− un(t)| = |ui−1 + (t− ti−1)δui − ui|
= |(t− ti−1 − τ)δui|
= |(t− ti)δui|
6 τ |δui| (2.43)
= |ui − ui−1|. (2.44)
Using a priori estimate (2.33) gives (if u0 ∈ L2(Ω))
lim
n→∞ ‖un − un‖
2
L2((0,T ),L2(Ω)) 6 limn→∞ τ
n∑
i=1
‖ui − ui−1‖2 6 lim
n→∞
C
n
= 0,
such that un and un have the same limit (if it exists) in L2
(
(0, T ),L2(Ω)
)
. This
result can also be obtained as follows. A priori estimate (2.33) also implies that (if
the series
∑
an converges, then limn→∞ an = 0)
lim
n→∞ ‖un(t)− un(t)‖ = 0, ∀t ∈ [0, T ].
Now, the order of the difference between the piecewise linear interpolant and the
piecewise constant interpolant is summarized depending on the regularity of the
initial condition. Employing (2.44) and a priori estimate (2.33), it holds that∫ T
0
‖un(t)− un(t)‖2 dt 6 τ
n∑
i=1
‖ui − ui−1‖2 . τ (2.45)
if u0 ∈ L2(Ω). Moreover, using (2.43), (2.44) and (2.35), it is clear that∫ T
0
‖un(t)− un(t)‖2 dt 6 τ2
n∑
i=1
‖δui‖2 τ . τ2 (2.46)
and ∫ T
0
‖∇un(t)−∇un(t)‖2 dt 6 τ
n∑
i=1
‖∇(ui − ui−1)‖2 . τ (2.47)
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if u0 ∈ H1(Ω). Finally, if u0 ∈ H2(Ω) ∩H10(Ω), then it follows from (2.38) that
max
t∈[0,T ]
‖un(t)− un(t)‖ 6 τ max
16i6n
max
t∈(ti−1,ti]
‖δui‖ . τ, (2.48)
and ∫ T
0
‖∇un(t)−∇un(t)‖2 dt 6 τ2
n∑
i=1
‖∇δui‖2 τ . τ2. (2.49)
2.12.4 Convergence
The next step is to pass to the limit n → ∞ in (2.39). For this, a compactness
argument and certain convergence principles are needed.
The compactness argument (which leads to an evolution triple) in this example is
H10(Ω) ↪→↪→ L2(Ω) ∼= L2(Ω)∗ ↪→↪→ H10(Ω)∗,
see the Rellich-Kondrachov Compactness Theorem 2.9.22. Now, a distinction is
made based on the properties of the initial condition.
If u0 ∈ L2(Ω), as a consequence of (2.40) and Remark 2.9.2, it holds that {un} is
uniformly equicontinuous and un(t) is uniformly bounded for all t ∈ [0, T ], i.e.
‖un(t)− un(s)‖H10(Ω)∗ 6 C |t− s|
1
2 and max
t∈[0,T ]
‖un(t)‖ 6 C,
uniformly for n ∈ N and t, s ∈ [0, T ]. The uniform boundedness of un(t) in
L2(Ω) and the compactness argument L2(Ω) ↪→↪→ H10(Ω)∗ yield that there exists
a subsequence {unk(t)} of {un(t)} such that
unk(t)→ u(t) in H10(Ω)∗ for all t ∈ [0, T ],
i.e. the set {un(t)} is relatively compact in H10(Ω)∗ for any t ∈ [0, T ]. There-
fore, the generalized Arzela`-Ascoli theorem 2.5.6 implies the existence of a sub-
sequence {unk} of {un} such that
unk → u in C
(
[0, T ],H10(Ω)
∗) .
Furthermore, the reflexivity of L2(Ω) implies by Theorem 2.4.30 that also
unk(t) ⇀ u(t) in L
2(Ω) for all t ∈ [0, T ].
By
lim
n→∞ ‖un(t)− un(t)‖ = 0, for all t ∈ [0, T ],
it is also clear that
unk(t) ⇀ u(t) in L
2(Ω) for all t ∈ [0, T ].
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Moreover,
unk(t) ⇀ u(t) in H
1
0(Ω) for a.a. t ∈ [0, T ], (2.50)
thanks to
∫ T
0
‖un(s)‖2H10(Ω) ds 6 C. Therefore, u ∈ L
∞ ((0, T ),H10(Ω)). Fi-
nally, a convergence result is needed for ∂tun. The space L2
(
(0, T ),H10(Ω)
∗)
is reflexive and separable because H10(Ω) is separable and reflexive (apply succes-
sively Theorem 2.9.1, Lemma 2.4.18 and Theorem 2.9.10). Therefore, the estimate∫ T
0
‖∂tun(s)‖2H10(Ω)∗ ds from (2.40) implies that
∂tunk ⇀ ∂tu in L
2
(
(0, T ),H10(Ω)
∗) , (2.51)
due to Theorem 2.9.11.
Remark 2.12.2. Note that also
unk → u in L2
(
(0, T ),L2(Ω)
)
as k → +∞,
when u0 ∈ L2(Ω). As a consequence (by Example 2.7.8), there exists a subse-
quence {unkl} of {unk} such that
unkl(x, t)→ u(x, t) as l→∞, a.e. in Ω× (0, T ).
This follows from unk ⇀ u in L
2
(
(0, T ),L2(Ω)
)
and ‖unk‖L2((0,T ),L2(Ω)) →
‖u‖L2((0,T ),L2(Ω)) due to Lemma 2.4.19(vii). Let us check the second convergence
result. The duality pairing 〈·, ·〉H10(Ω)∗×H10(Ω) can be seen as a continuous exten-
sion of the inner product on L2(Ω) (see Theorem 2.9.15). This implies that∫ T
0
‖unk(t)‖2 dt =
∫ T
0
(unk(t), unk(t)− unk(t)) dt
+
∫ T
0
〈unk(t), unk(t)〉H10(Ω)∗×H10(Ω). (2.52)
From equation (2.33), it follows that∣∣∣∣∣
∫ T
0
(unk(t), unk(t)− unk(t)) dt
∣∣∣∣∣
6
√∫ T
0
‖unk(t)‖2 dt
√∫ T
0
‖unk(t)− unk(t)‖2 dt .
√
τ .
Hence, taking the limit τ → 0 in (2.52) implies that∫ T
0
‖unk(t)‖2 dt→
∫ T
0
‖u(t)‖2 dt
because unk ⇀ u in L
2
(
(0, T ),H10(Ω)
)
and unk → u in C
(
[0, T ],H10(Ω)
∗).
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If u0 ∈ H1(Ω), then the reasoning from the case where u0 belongs to L2(Ω) can
be repeated. Now, due to (2.41), it holds that
‖un(t)− un(s)‖ 6 C |t− s|
1
2 and max
t∈[0,T ]
‖un(t)‖H10(Ω) 6 C.
The compactness argument is H10(Ω) ↪→↪→ L2(Ω). Using the Arzela`-Ascoli theo-
rem 2.5.6, it can be shown that there exists a
u ∈ C ([0, T ],L2(Ω)) ∩ L∞ ((0, T ),H10(Ω))
with ∂tu ∈ L2
(
(0, T ),L2(Ω)
)
and a subsequence {unk} of {un} such that
unk → u, in C
(
[0, T ],L2(Ω)
)
,
unk(t) ⇀ u(t), in H
1
0(Ω) for all t ∈ [0, T ],
unk(t) ⇀ u(t), in H
1
0(Ω) for all t ∈ [0, T ], (2.53a)
∂tunk ⇀ ∂tu, in L
2
(
(0, T ),L2(Ω)
)
. (2.53b)
By Example 2.7.8, there exists a subsequence {unkl} of {unk} such that
unkl(x, t)→ u(x, t) as l→∞, ∀t ∈ [0, T ], for a.a. x ∈ Ω.
Moreover, if u0 ∈ H2(Ω)∩H10(Ω), then by the a priori estimate (2.41) and (2.42),
it holds that
‖un(t)− un(s)‖ 6 C |t− s| and max
t∈[0,T ]
‖un(t)‖H10(Ω) 6 C.
Therefore, it holds that ∂tu ∈ L∞
(
(0, T ),L2(Ω)
)
and u : [0, T ] → L2(Ω) is
Lipschitz continuous.
Now, the goal is to prove that the function u is a weak solution to problem (2.29).
This can already be done when u0 ∈ L2(Ω). The discrete variational formulation
(2.32) can be rewritten for a.a. t ∈ (0, T ) in terms of unk and unk as follows
(∂tunk(t), ϕ) + (∇unk(t),∇ϕ) = (f, ϕ) , ∀ϕ ∈ H10(Ω). (2.54)
Before passing to the limit k → ∞ in (2.54), this equality is integrated in time
over (0, η) ⊂ [0, T ] to obtain for all ϕ ∈ H10(Ω) that∫ η
0
(∂tunk(t), ϕ) dt+
∫ η
0
(∇unk(t),∇ϕ) dt = η (f, ϕ) . (2.55)
Using (2.51), (2.50) and applying Theorem 2.7.9, it is clear that for k → ∞, it
holds that ∫ η
0
(∂tunk(t), ϕ) dt→
∫ η
0
(∂tu(t), ϕ) dt,∫ η
0
(∇unk(t),∇ϕ) dt→
∫ η
0
(∇u(t),∇ϕ) dt.
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Therefore, it holds for all ϕ ∈ H10(Ω) that∫ η
0
(∂tu(t), ϕ) dt+
∫ η
0
(∇u(t),∇ϕ) dt = η (f, ϕ) .
which is valid for all η ∈ [0, T ]. Differentiating this with respect to the time
variable gives (2.29) for a.a. t ∈ [0, T ]. The existence of a weak solution is proved.
The convergence of Rothe’s functions towards the weak solution (2.29) has been
shown for a subsequence {unk}. Nevertheless, taking into account the uniqueness
of a solution and Lemma 2.4.20, it is clear that the whole Rothe’s sequence {un}
converges in L2
(
(0, T ),L2(Ω)
)
towards the solution. If u0 ∈ H1(Ω), then Rothe’s
sequence {un} converges in C
(
[0, T ],L2(Ω)
)
towards the solution.
Theorem 2.12.1. Let f ∈ L2(Ω).
• Assume that u0 ∈ L2(Ω). Then there exists a unique weak solution
u ∈ L∞ ((0, T ),H10(Ω))
with
∂tu ∈ L2
(
(0, T ),H10(Ω)
∗)
to Problem (2.23).
• Assume that u0 ∈ H1(Ω). Then there exists a unique weak solution
u ∈ C ([0, T ],L2(Ω)) ∩ L∞ ((0, T ),H10(Ω))
with
∂tu ∈ L2
(
(0, T ),L2(Ω)
)
to Problem (2.23).
• Assume that u0 ∈ H2(Ω)∩H10(Ω). Then there exists a unique weak solution
u ∈ Lip((0, T ),L2(Ω)) ∩ L∞ ((0, T ),H10(Ω))
with
∂tu ∈ L∞
(
(0, T ),L2(Ω)
)
to Problem (2.23).
Remark 2.12.3. The proof that the whole Rothe’s sequence {un} converges to the
solution is by contradiction. If it is not the case that un → u in L2
(
(0, T ),L2(Ω)
)
as n→∞, then there exists an ε0 > 0 and a subsequence {un′} such that
‖u− un′‖L2((0,T ),L2(Ω)) > ε0 for all un′ . (2.56)
The analysis in this subsection can be repeated on the sequence {un′}. By the
uniqueness of the solution, the sequence {un′} has a subsequence {un′′} conver-
gent to u. That is a contradiction with (2.56).
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2.12.5 Error estimates
In this subsection, error estimates between the semidiscrete solutions obtained by
Rothe’s method and the solution of the original problem are established. To obtain
an error estimate in the example, it is sufficient that u0 ∈ L2(Ω).
There are different possibilities to derive an error estimate. The classical approach
is to subtract the variational formulation (2.39) from (2.29), i.e.
(∂t(u− un)(t), ϕ) + (∇(u− un)(t),∇ϕ) = 0, ∀ϕ ∈ H10(Ω), (2.57)
to make a choice for the test function and to integrate in time. Let us follow
this approach. Choose ϕ = u(t) − un(t) in (2.57) and integrate in time over
(0, η) ⊂ [0, T ] to obtain∫ η
0
(∂t(u− un), u− un) +
∫ η
0
(∇(u− un),∇(u− un)) = 0.
Now, the trick is to rewrite the second term by adding ±un. This implies
1
2 ‖(u− un)(η)‖2 +
∫ η
0
‖∇(u− un)‖2 =
∫ η
0
(∇(un − un),∇(u− un)) .
The RHS can be estimated as∣∣∣∣∫ η
0
(∇(un − un),∇(u− un))
∣∣∣∣
6 Cε
∫ η
0
‖∇(un − un)‖2 + ε
∫ η
0
‖∇(u− un)‖2 .
Therefore, fixing ε sufficiently small and employing bounds (2.47) and (2.49), it is
clear that
max
t∈[0,T ]
‖u(t)− un(t)‖2 +
∫ T
0
‖∇(u− un)‖2 . τ
if u0 ∈ H1(Ω) and
max
t∈[0,T ]
‖u(t)− un(t)‖2 +
∫ T
0
‖∇(u− un)‖2 . τ2
if u0 ∈ H2(Ω)∩H10(Ω). A convergence rate of order O (
√
τ), respectively O (τ),
is called suboptimal, respectively optimal. If u0 ∈ H1(Ω), then the error between
the semidiscrete solution obtained by Rothe’s method and the solution of the orig-
inal problem is of order O (√τ) in the norm C ([0, T ],L2(Ω)) for the piecewise
linear interpolant and in the norm L2
(
(0, T ),L2(Ω)
)
for the piecewise constant
interpolant (see (2.46)). The convergence rate is for both interpolants of order
O (√τ) in the space L2 ((0, T ),H1(Ω)). If u0 ∈ H2(Ω) ∩ H10(Ω), then the con-
vergence rate is optimal in the different spaces. Using this approach, no error
estimates can be obtained when u0 ∈ L2(Ω).
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The same convergence rates can be obtained when choosing as test function ϕ =
u(t)− un(t). Then, it holds that
1
2 ‖(u− un)(η)‖2 +
∫ η
0
‖∇(u− un)‖2 =
∫ η
0
(∂t(u− un), un − un) .
Because of ∂tu, ∂tun ∈ L2
(
(0, T ),L2(Ω)
)
and (2.46), the RHS can be estimated
as∣∣∣∣∫ η
0
(∂t(u− un), un − un)
∣∣∣∣ 6
√∫ η
0
‖∂t(u− un)‖2
√∫ η
0
‖un − un‖2 . τ,
if u0 ∈ H1(Ω). The convergence rate is suboptimal. Now, the error estimate is
derived when u0 ∈ H2(Ω) ∩ H10(Ω). From equation (2.57), it follows for a.a.
t ∈ (0, T ) that
‖∂t(u− un)(t)‖H10(Ω)∗ = sup
ϕ∈H10(Ω)
‖ϕ‖
H10(Ω)
61
(∂t(u− un)(t), ϕ)
= sup
ϕ∈H10(Ω)
‖ϕ‖
H10(Ω)
61
(∇(un − u)(t),∇ϕ)
6 ‖∇(un − u)(t)‖ .
Therefore, the RHS can be estimated as follows∣∣∣∣∫ η
0
(∂t(u− un), un − un)
∣∣∣∣ 6 ∫ η
0
‖∂t(u− un)‖H10(Ω)∗ ‖un − un‖H10(Ω)
6
∫ η
0
‖∇(un − u)‖ ‖un − un‖H10(Ω)
6 ε
∫ η
0
‖∇(u− un)‖2 + Cε
∫ η
0
‖un − un‖2H10(Ω) .
Fixing ε sufficiently small and using bounds (2.48) and (2.49), it is clear that
max
t∈[0,T ]
‖u(t)− un(t)‖2 +
∫ T
0
‖∇(u− un)‖2 . τ2
if u0 ∈ H2(Ω) ∩H10(Ω).
An alternative approach is to integrate (2.57) first over the time variable t ∈
(0, ξ) ⊂ (0, T ). Then put ϕ = u(ξ) − un(ξ) and integrate again in time over
(0, η) ⊂ (0, T ). It holds after some rearrangements in the terms that∫ η
0
‖u− un‖2 +
∫ η
0
(∫ ξ
0
(∇u(t)−∇un(t)) dt,∇u(ξ)−∇un(ξ)
)
dξ
=
∫ η
0
(u(ξ)− un(ξ), un(ξ)− un(ξ)) dξ.
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and thus∫ η
0
‖u− un‖2 + 12
∥∥∥∥∫ η
0
(∇u(t)−∇un(t)) dt
∥∥∥∥2
6 ε
∫ η
0
‖u− un‖2 + Cε
∫ η
0
‖un − un‖2 .
Using (2.45), this results in the error estimate∫ T
0
‖u− un‖2 . τ
if u0 ∈ L2(Ω) and using (2.46) this yields∫ T
0
‖u− un‖2 . τ2
if u0 ∈ H1(Ω). This implies that the convergence to the solution of the original
problem in the space L2
(
(0, T ),L2(Ω)
)
is of order O (τ) if u0 ∈ H1(Ω) for
the piecewise linear interpolant and the piecewise constant interpolant. This is
better than the previously obtained result (O (√τ)) if u0 ∈ H1(Ω). Moreover, the
convergence in the space L2
(
(0, T ),L2(Ω)
)
is of orderO (√τ) if u0 ∈ L2(Ω) for
both interpolants.
Theorem 2.12.2. Let f ∈ L2(Ω).
• Assume that u0 ∈ L2(Ω). Then there exists a positive constant C such that∫ T
0
‖u− un‖2 6 Cτ.
• Assume that u0 ∈ H1(Ω). Then there exists a positive constant C such that
max
t∈[0,T ]
‖u(t)− un(t)‖2 +
√∫ T
0
‖u− un‖2 +
∫ T
0
‖∇(u− un)‖2 6 Cτ.
• Assume that u0 ∈ H2(Ω) ∩ H10(Ω). Then there exists a positive constant C
such that
max
t∈[0,T ]
‖u(t)− un(t)‖2 +
∫ T
0
‖∇(u− un)‖2 6 Cτ2.
Remark 2.12.4. Instead of using the backward Euler method, the problem can be
approximated by using for instance the trapezoidal rule (Crank-Nicolson). This
implicit method is a second-order method in time. Then, the sequence of time
discrete problems is given by{
δui − 12 (∆ui + ∆ui−1) = f in Ω,
ui = 0 on ∂Ω.
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In this example, the same estimates can be obtained as in the case of using the
backward Euler method if u0 ∈ H1(Ω) (for more details, the reader is referred
to Appendix A.2). This implies that the convergence results stay valid (but u0 ∈
H1(Ω) is needed instead of u0 ∈ L2(Ω)) and that there exists a unique weak
solution to the problem under consideration by using the Crank-Nicolson scheme.
Note that from (2.35) and (2.38), it follows that∫ T
0
‖un(t)− un(t− τ)‖2H1(Ω) dt 6 τ
n∑
i=1
‖ui − ui−1‖2H1(Ω) 6 Cτ
if u0 ∈ H1(Ω). The error estimate is independent of the choice of the discretization
method in time. To obtain better estimates it is crucial to increase the regularity
on the data in the spatial domain (in the case of linear problems) [60].
2.12.6 Rothe’s method for a more general setting
For the limit passage in Rothe’s method a compactness argument and certain con-
vergence principles are needed. This section presents such arguments to make the
analysis easier.
In general, solving an evolution equation requires often the use of two spaces V
and H . Here, the space H is obtained in connection with the time derivative and
V results form the elliptic term −∆u in (2.23) and the boundary condition u = 0
on ΣT . This leads in fact to the concept of evolution triple that was defined in
Definition 2.9.8.
The following lemmas are crucial for proving the convergence of Rothe’s method.
The first two lemmas in this section can be found in Kacˇur [36, Lemma 1.3.10
and 1.3.13]. Lemma 2.12.2 is a modification of the Arzela`-Ascoli theorem and
can also be found in [61]. Lemma 2.12.3 is a generalized version of lemmas from
Aubin [62] and Lions [63].
Definition 2.12.2. The space Cw ((0, T ), X) consists of all u : (0, T ) → X such
that 〈f, u(·)〉 is continuous as a real function on (0, T ) for any f ∈ X∗.
Lemma 2.12.2.
(i) Let X be a reflexive Banach space and let un : [0, T ] → X(n ∈ N)
be equibounded and uniform equicontinuous. Then there exists a subse-
quence {unk}k∈N such that unk(t) ⇀ u(t) in X for all t ∈ [0, T ], with
u ∈ Cw ((0, T ), X) ∩ L∞ ((0, T ), X).
(ii) LetX be a reflexive Banach space, Y a Banach space and let the embedding
X ⊂ Y be compact, i.e X ↪→↪→ Y . If un : [0, T ] → X(n ∈ N) is
equibounded and un : [0, T ] → Y (n ∈ N) is uniform equicontinuous, then
there exists a function u ∈ C ([0, T ], Y )∩L∞ ((0, T ), X) and a subsequence
{unk}k∈N such that unk → u in C ([0, T ], Y ) and unk(t) ⇀ u(t) in X for
a.a. t ∈ [0, T ].
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Lemma 2.12.3. Let V and Y be reflexive Banach spaces and let the embedding
V ⊂ Y be compact, i.e. V ↪→↪→ Y . If the estimates (un and un are Rothe
functions)∫ T
0
‖∂tun(s)‖2Y ds 6 C, ‖un(t)‖V 6 C for all t ∈ [0, T ]
hold for all n > n0 > 0, then there exists a function u ∈ C ([0, T ], Y ) ∩
L∞ ((0, T ), V ) with ∂tu ∈ L2 ((0, T ), Y ) (i.e. u is differentiable a.e. in [0, T ])
and a subsequence {unk}k∈N of {un}n∈N such that
unk → u, in C ([0, T ], Y ),
unk(t) ⇀ u(t), in V for all t ∈ [0, T ],
unk(t) ⇀ u(t), in V for all t ∈ [0, T ],
∂tunk ⇀ ∂tu, in L
2 ((0, T ), Y ).
Moreover, if
‖∂tun(t)‖Y 6 C for all n > n0 and a.a. t ∈ [0, T ],
then ∂tu ∈ L∞ ((0, T ), Y ) and u ∈ Lip ([0, T ], Y ).
Also the following lemma is a generalized Aubin and Lions lemma and can be
found in [38, Lemma 7.7]. In fact, the lemma given here is an extension of [38,
Lemma 7.7]. In the proof of [38, Lemma 7.7], the weak convergence of ∂tunk is
not studied in detail. Hence, the lemma is accompanied by a proof, see Lemma
A.1.3 in Appendix A. The space W1,2,2 was defined in Definition 2.9.9.
Lemma 2.12.4. Let V, Y and W be Banach spaces, with V separable and reflex-
ive,
V ↪→↪→ Y and Y ↪→W.
Then W1,2,2([0, T ];V,W ) ↪→↪→ L2 ((0, T ), Y ). For every bounded sequence
{un}n∈N in W1,2,2([0, T ];V,W ) there exist a function u ∈ L2 ((0, T ), Y ) and
a subsequence {unk}k∈N of {un}n∈N such that{
unk → u in L2 ((0, T ), Y ),
unk ⇀ u in L
2 ((0, T ), V ).
Moreover,
u ∈ C([0, T ], Y ) and ∂tunk ⇀ ∂tu in L2 ((0, T ),W )
if also the following evolution triple is satisfied
V ⊂ V1 ↪→ Y ∼= Y ∗ ↪→W = V ∗1 ⊂ V ∗,
i.e. W has a predual, with
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• V1 a reflexive and separable Banach space;
• Y Hilbert;
• V1 dense in Y .
Lemma 2.12.4 is more general than Lemma 2.12.3 because it can also be used
outside Rothe’s method.
2.12.6.1 Example
Consider again problem (2.23). If u0 ∈ H1(Ω), then by a priori estimate (2.41)
and Lemma 2.12.3 with V = H1(Ω) and Y = L2(Ω), there exists a
u ∈ C ([0, T ],L2(Ω)) ∩ L∞ ((0, T ),H1(Ω))
with ∂tu ∈ L2
(
(0, T ),L2(Ω)
)
and a subsequence {unk} of {un} such that
unk → u, in C
(
[0, T ],L2(Ω)
)
,
unk(t) ⇀ u(t), in H
1
0(Ω) for all t ∈ [0, T ],
unk(t) ⇀ u(t), in H
1
0(Ω) for all t ∈ [0, T ],
∂tunk ⇀ ∂tu, in L
2
(
(0, T ),L2(Ω)
)
.
Moreover, if u0 ∈ H2(Ω) ∩ H10(Ω), then by the a priori estimate (2.42) it holds
that ∂tu ∈ L∞
(
(0, T ),L2(Ω)
)
and u : [0, T ]→ L2(Ω) is Lipschitz continuous.
If u0 ∈ L2(Ω), then by a priori estimate (2.40) and Lemma 2.12.3 with V = L2(Ω)
and Y = H10(Ω)
∗, there exist a u ∈ C ([0, T ],H10(Ω)∗)∩L∞ ((0, T ),L2(Ω)) with
∂tu ∈ L2
(
(0, T ),H10(Ω)
∗) and a subsequence {unk} of {un} such that
unk → u, in C
(
[0, T ],H10(Ω)
∗),
unk(t) ⇀ u(t), in L
2(Ω) for all t ∈ [0, T ],
unk(t) ⇀ u(t), in L
2(Ω) for all t ∈ [0, T ],
∂tunk ⇀ ∂tu, in L
2
(
(0, T ),H10(Ω)
∗).
Note that in this case the result of Lemma 2.12.3 is not sufficient to prove the
existence of a solution. For this, also
unk(t) ⇀ u(t) in H
1
0(Ω) for all t ∈ [0, T ],
is needed, which is valid due to
∫ T
0
‖un(s)‖2H1(Ω) ds 6 C.
2.13 Finite element method
After the theoretical analysis of PDEs, the focus is now on the finite element
method, which is a numerical technique for finding approximate solutions to ellip-
tic boundary value problems. Finite element methods (FEM) are based on a varia-
tional formulation of the partial differential equation to be solved. First, Galerkin’s
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method is introduced. The finite element method is an important special case of
this method and is discussed afterwards. The reader can find more information
about the FEM for instance in [10–12, 39, 54].
2.13.1 Galerkin method
Let V be a Hilbert space, a(·, ·) : V × V → R a bilinear form (coming, e.g., from
the weak formulation of a PDE) and f ∈ V ∗ (representing, e.g., the right-hand
side of a PDE). The goal is to find u ∈ V such that
a(u, v) = f(v), ∀v ∈ V. (2.62)
Suppose that the properties of the Lax-Milgram lemma 2.11.1 are satisfied such
that the weak problem (2.62) has a unique solution. Problem (2.62) is stated in an
infinite dimensional space V . Therefore, in general, its exact solution is impossible
to find (as a function of infinitely many unknown parameters). The finite dimen-
sional (numerical) approximation of such problems was first studied by Galerkin
in 1915.
The Galerkin method is based on the construction of a sequence of finite dimen-
sional subspaces {Vh}∞h=1 ⊂ V that fill the space V in the limit. The dimension
of Vh is denoted by dim(Vh) = Nh, h ∈ N ∪ {∞}. It is possible to see h as
1
Nh
such that h ∈ (0, 1] without loss of generality. The parameter h describes the
quality of the approximation. In each finite-dimensional space Vh, problem (2.62)
is solved exactly. Every finite dimensional subspace of a Hilbert space is closed
and therefore a Hilbert space. The Galerkin approximate problem is usually called
the discrete problem.
Definition 2.13.1 (Discrete problem). Find uh ∈ Vh such that
a(uh, v) = f(v), ∀v ∈ Vh. (2.63)
All properties of the bilinear form a that are valid in V are automatically valid in
Vh. Therefore, the existence and uniqueness of a solution to the discrete problem
directly follow from the Lax-Milgram lemma. The solution uh ∈ Vh, to the dis-
crete problem (2.63) can be found explicitly thanks to the fact that the space Vh
has a finite basis {ϕi}Nhi=1. The solution uh can be written as a linear combination
of these basis functions with unknown coefficients
uh =
Nh∑
i=1
ciϕi.
Let us evaluate this combination in the discrete problem (2.63), i.e.
a
(
Nh∑
i=1
ciϕi, v
)
=
Nh∑
i=1
cia(ϕi, v) = f (v) , ∀v ∈ Vh. (2.64)
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Substituting the basis functions ϕj , j = 1, . . . , Nh in (2.64) yields
Nh∑
i=1
cia(ϕi, ϕj) = f (ϕj) , j = 1, . . . , Nh. (2.65)
The relations (2.64) and (2.65) are equivalent. Now, from equation (2.65), it fol-
lows that c = (c1, . . . , cNh)
T is the solution of the algebraic system
Mc = f , (2.66)
with f = (f(ϕ1), . . . , f(ϕNh))
T and
M =

a(ϕ1, ϕ1) a(ϕ2, ϕ1) . . . a(ϕNh , ϕ1)
a(ϕ1, ϕ2) a(ϕ2, ϕ2) . . . a(ϕNh , ϕ2)
...
...
...
...
a(ϕ1, ϕNh) a(ϕ2, ϕNh) . . . a(ϕNh , ϕNh)
 .
This matrix M is positive definite thanks to the V -ellipticity of a. Therefore,
the matrix M is regular and there exists a unique solution of (2.66). The discrete
problem (2.63) can thus be reduced to an algebraic system (2.66) that can be solved
by appropriate algebraic solver. In this way, a uniquely determined uh as the
solution of (2.63) is determined. The error eh = u − uh of the solution to the
discrete problem (2.63) has the following orthogonality property.
Lemma 2.13.1 (Orthogonality of the error for elliptic problems). Let u ∈ V be
the exact solution of the continuous problem (2.62) and uh the exact solution of
the discrete problem (2.63). Then the error eh = u− uh satisfies
a(u− uh, v) = 0, for all v ∈ Vh.
The interpretation is as follows. When the bilinear form a is symmetric, then it
induces an inner product and a norm ‖v‖e =
√
a(v, v) for all v ∈ V . Therefore,
the previous lemma implies that the error of the Galerkin approximation eh :=
u−uh is orthogonal to the Galerkin subspace Vh. Hence, the approximate solution
uh ∈ Vh is an orthogonal projection of the exact solution u ∈ V onto the Galerkin
subspace Vh, i.e.
‖u− uh‖e = infv∈Vh ‖u− v‖e .
Cea’s lemma establishes the relation between the error of the approximation eh
and the subspace Vh [64].
Lemma 2.13.2 (Cea’s lemma). Let V be a Hilbert space, a : V × V → R a
bilinear bounded V -elliptic form and f ∈ V ∗. Let u ∈ V be the solution of
problem (2.62). Furthermore, let Vh be a subspace of V and uh ∈ Vh the solution
of the Galerkin approximation (2.63). Let CM and Cm be the continuity and V -
ellipticity constants of the form a respectively. Then,
‖u− uh‖V 6
CM
Cm
inf
v∈Vh
‖u− v‖V .
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Cea’s lemma states that the approximation error eh, depends on the choice of the
Galerkin subspace Vh, but it does not depend on the choice of its basis. Therefore,
it is reasonable to consider such a Vh that approximates V with sufficient accuracy.
Remark 2.13.1. In the symmetric case, it is true that
‖u− uh‖e = infv∈Vh ‖u− v‖e . (2.67)
Using √
Cm ‖v‖V 6
√
a(v, v) = ‖v‖e 6
√
CM ‖v‖V , v ∈ V,
it holds that
‖u− uh‖V 6
1√
Cm
‖u− uh‖e
=
1√
Cm
inf
v∈Vh
‖u− v‖e
6
√
CM
Cm
inf
v∈Vh
‖u− v‖V
6 CM
Cm
inf
v∈Vh
‖u− v‖V ,
because CM > Cm. Thus, in the symmetric case, Cea’s relation can be derived
from (2.67).
The convergence of the sequence of approximate solutions {uh}, uh ∈ Vh, to the
exact solution of problem (2.62) follows from Cea’s lemma.
Theorem 2.13.1. Let V be a Hilbert space and Vh a sequence of finite dimensional
subspaces Vh ⊂ V for which
inf
v∈Vh
‖u− v‖V → 0 as h→ 0,∀u ∈ V,
where u ∈ V is the solution of problem (2.62). Let uh ∈ Vh be the solution of
the Galerkin approximation (2.63). Let a : V × V → R be a bilinear bounded
V -elliptic form and f ∈ V ∗. Then
lim
h→0
‖u− uh‖V = 0,
i.e. the Galerkin method for problem (2.62) converges.
2.13.2 Finite element method
Let Ω ⊂ Rd be an open bounded set. If the Hilbert space V consists of functions
defined in Ω and the Galerkin subspaces Vh ⊂ V comprise piecewise-polynomial
functions, the Galerkin method is called the finite element method. In what follows
the main ideas of the finite element method are explained in 1D, 2D and 3D. For
a nice introduction on the finite element method in 3D when Ω is a polyhedral
Lipschitz continuous domain, the reader is referred to [39, Chapter 5].
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2.13.3 Finite element method in 1D
The main idea of the FEM is to split the whole domain Ω = (a, b) into a finite
system of N disjoint open parts Ωi = (xi−1, xi) of length hi = xi − xi−1, i =
1, . . . , N , i.e.
a = x0 < x1 < x2 < . . . < xN−1 < xN = b.
The largest length (mesh diameter) of all subintervals is denoted by
h = max
16i6N
hi.
Let Pk(Ωi) be the set of all polynomials of a degree 6 k ∈ N that are defined on
Ωi. Introduce the so-called Lagrange FEM space as
V kh :=
{
ϕ ∈ C(Ω) : ϕ|Ωi ∈ Pk(Ωi), i = 1, . . . , N
}
.
For each segment there are k + 1 nodes. In general case, a polynomial pk(x) =
α0 + α1x+ . . .+ αkx
k of degree k can be determined from its values in (k + 1)
nodes zj , j = 0, . . . k in Ωi. The basis functions for the determination of pk(x) are
ϕj ∈ Pk(Ωi) that are associated with a node zj in such a way that ϕj(zl) = δlj ,
0 6 j, l 6 k. These are the Lagrange interpolation operators given by
ϕj(x) =
k∏
i=0
i6=j
x− zi
zj − zi , ∀x ∈ Ωi.
Example 2.13.2 (Piecewise linear polynomials). The hat functions ϕi ∈ V 1h , i =
0, . . . , N , given by
ϕi(x) =

x−xi−1
hi
x ∈ Ωi,
1− x−xihi+1 x ∈ Ωi+1,
0 x /∈ Ωi ∪ Ωi+1,
create a basis for V 1h ⊂ H1(a, b) ⊂ C([a, b]). For each i = 0, . . . , N , the re-
quirement ϕi(xj) = δij is satisfied, 1 6 i, j 6 N . Define the operator of linear
interpolation
Πh : C([a, b])→ V 1h
as follows
Πhv :=
N∑
j=0
v(xj)ϕj ,
i.e. (Πhv)(xi) = v(xi), ∀i = 1, . . . , N . The function Πhv is continuous and
piecewise linear. The error of linear interpolation is given by [39, Theorem 5.48]
‖u−Πhu‖H1(a,b) 6 Ch ‖u′′‖ ,
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if u ∈ H2(a, b).
Now, let u be a variational solution of (2.62) with test space V ⊂ H1(a, b). It is
assumed that the bilinear form a in (2.62) is H1-elliptic and bounded. The right-
hand side is supposed to be a linear bounded functional in H1(a, b). Choose V 1h ⊂
V as the finite dimensional space (i.e. the finite element method is conforming) in
which we seek an approximate solution uh of u. If u ∈ H2(a, b), then by Cea’s
lemma 2.13.2, there exists a positive constant C such that
‖u− uh‖H1(a,b) 6 C ‖u−Πhu‖H1(a,b) 6 Ch ‖u′′‖ .
Therefore, under the regularity assumption u ∈ H2(a, b), a convergence rateO (h)
in the space H1(a, b) is obtained. However, when the solution is less regular,
namely u ∈ H1(a, b), only the convergence of Galerkin’s approximations to the
solution can be proved by the density of H2(a, b) in H1(a, b), i.e.
‖u− uh‖H1(a,b) → 0 as h→ 0.
Note that the space V kh ⊂ H1(a, b) ⊂ C([a, b]) for all k ∈ N.
2.13.4 Finite element method in 2D
Let Ω be a bounded domain in R2 with polygonal boundary Γ.
Definition 2.13.2. A finite system of open triangles T in Ω is said to be a triangu-
lation Th if
(i) T ⊂ Ω for all T ∈ Th,
(ii)
⋃
T ∈Th T = Ω,
(iii) only one of the following possibilities holds for any couple of different tri-
angles
T i ∩ T j =

∅
common node
common edge of two triangles.
The parameter h is given by
h = max
T ∈Th
diam(T ),
where diam is defined as supx,y∈T |x− y|e, i.e. h is the longest edge of the set of
all edges.
In fact, a system of triangulations Th, h ∈ (0, 1], is chosen to be regular.
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Definition 2.13.3. A system of triangulations {Th}h∈(0,1] is said to be regular if
there exists a positive constant C such that
hT
ρT
6 C, ∀T ∈ Th and ∀h ∈ (0, 1] ,
where hT = diam(T ) and ρT is the diameter of the incircle of T .
The regularity of a system of triangulations can be also expressed using the mini-
mal angle condition, i.e. there exists a constant θ0 such that
θT > θ0 > 0 ∀T ∈ Th,∀h ∈ (0, 1],
where θT is the minimal angle of the triangle T .
Example 2.13.3. Define the following Lagrange FEM space
Xkh :=
{
ϕ ∈ C(Ω) : ϕ|T ∈ Pk(T ),∀T ∈ Th
}
,
with Pk(T ) the set of all polynomials of a degree 6 k, which are defined on T . It
holds that Xkh ⊂ H1(Ω) for all k ∈ N [65, p. 1.125].
2.13.5 Finite element method in 3D
The first step is to generate a finite element mesh that covers the domain Ω, which
is a bounded polyhedral Lipschitz continuous domain in R3. The domain Ω can be
subdivided into a finite set of distinct tetrahedra Th = {T } such that Ω =
⋃
T ∈Th
T ,
see [66]. Remark that h = max
T ∈Th
hT , where hT is the diameter of the smallest
sphere containing T . If T 1 ∈ Th and T 2 ∈ Th with T 1 ∩ T 2 6= ∅, then the
elements meet in one of the following ways:
• the elements meet at a single point that is a vertex for both elements;
• the elements meet along a common edge and the endpoints of that edge are
vertices of the two elements;
• the elements meet at a common face and the vertices of that face are vertices
of both elements.
Usually, it is assumed that there is a regular family of meshes or triangulations
{Th : h > 0}, where h denotes the mesh parameter.
Definition 2.13.4. A family of triangulations {Th}h∈(0,1] of the domain Ω ⊂ R3
is called regular if there exists a constant C > 0 such that
hT
ρT
6 C, ∀T ∈ Th and ∀h ∈ (0, 1] ,
where ρT is the supremum of the diameters of the spheres inscribed into T .
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Example 2.13.4 (First-order Lagrange finite elements). In this example, the first-
order Lagrange finite elements for the space discretization are considered. The
finite element space Vh ⊂ H1(Ω) is given by Vh = {vh ∈ H1(Ω) : vh|T ∈
P1(T ), ∀T ∈ Th}, with P1(T ) the space of componentwise first-order poly-
nomials. The coefficients of these polynomials are determined by vh(ai) with
ai, i = 1, . . . , 4, the vertices of T . The total number of vertices of Th is set equal to
M and the ith vertex of Th is put equal to xi. The linear basis functions {ϕj}Mj=1,
such that
ϕj(xi) = δij i, j = 1, . . .M ;
span the finite element space Vh ⊂ H1(Ω).
Example 2.13.5 (Lowest order curl-conforming Ne´de´lec edge elements [67]). The
finite element space Vh is given by
Vh = {vh ∈ H(curl; Ω) : vh∣∣T (x) = aT + bT × x, ∀T ∈ Th},
where aT and bT are constants in R3. The components of aT and bT are de-
termined by the degrees of freedom
∫
e
vh · τˆ on the six edges of a tetrahedron T
with τˆ a unit vector along the edge e of T . The space Vh is spanned by the basis
functions
ϕe = ϕi∇ϕj − ϕj∇ϕi,
where ϕi and ϕj denote the first-order Lagrange basis functions corresponding to
nodes i resp. j of the mesh and e is the edge connecting i and j. For every edge
e and e′ it holds that
∫
e′ ϕe · τˆ = δee′ . The vector fields ϕe are called the basis
functions dual to the degrees of freedom.
2.13.6 The finite element: general definition
The classical definition of a finite element is from Ciarlet, cf. [54].
Definition 2.13.5. A finite element in Rd is a triple (K,P,N ) where
(i) K is a closed bounded set in Rd with nonempty interior and piecewise
smooth boundary (the element domain),
(ii) P is a finite dimensional space of functions over the set K (the space of
shape (basis) functions),
(iii) N = {N1, . . . , Nk} is a set of linear functionals on P (these linear func-
tionals are called the degrees of freedom of the finite element). By definition,
the set N is P-unisolvent, i.e. N can be taken as a basis for the dual space
P∗.
Remark 2.13.2. The set K is usually an interval in 1D, a triangle in 2D and a
tetrahedron in 3D.
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Definition 2.13.6. Let (K,P,N ) be a finite element. The basis {ϕ1, ϕ2, . . . , ϕk}
of P dual to N (i.e. Ni(ϕj) = δij) is called the nodal basis of P .
Example 2.13.6 (The 1-dimensional Lagrange element). SetK = [0, 1] (reference
element), P the set of linear polynomials and N = {N1, N2}, where N1(v) =
v(0) and N2(v) = v(1) for all v ∈ P . Then (K,P,N ) is a finite element and the
nodal basis consists of ϕ1(x) = 1− x and ϕ2(x) = x. In general, set K = [a, b]
and Pk the set of all polynomials of degree 6 k. Let Nk = {N1, . . . , Nk} with
Ni(v) = v (a+ (b− a)i/k) for all v ∈ Pk and i = 0, 1, . . . , k. Then (K,Pk,Nk)
is a finite element. The verification of this uses Lemma 2.13.3. Other examples (in
more dimensions) can be found in [12, Chapter 3].
This section is finished with the following equivalence relation and the definitions
of local and global interpolant [12, Lemma 3.1.4, Definition 3.3.1 and Definition
3.3.9].
Lemma 2.13.3. Let P be a d-dimensional vector space and let {N1, . . . , Nd} be
a subset of the dual space P∗. Then the following two statements are equivalent
(a) {N1, . . . , Nd} is a basis for P∗;
(b) Given v ∈ P with Niv = 0 for i = 1, 2, . . . , d, then v ≡ 0.
Example 2.13.7. Condition (iii) in Definition 2.13.5 is equivalent to (a) in Lemma
2.13.3, which can be verified by checking (b) in Lemma 2.13.3. For instance,
in Example 2.13.6, v ∈ P1 means v = a + bx; N1(v) = N2(v) = 0 implies
that a = 0 and a + b = 0. Hence, v ≡ 0. More generally, if v ∈ Pk and
Ni(v) = v (a+ (b− a)i/k) = 0 for all i = 0, 1, . . . , k, then v ≡ 0 by the
fundamental theorem of algebra. Thus (K,Pk,Nk) is a finite element.
Definition 2.13.7 (Local interpolant). Given a finite element (K,P,N ), let the set
{ϕi : 1 6 i 6 k} ⊂ P be the basis dual to N . Then the local interpolant is given
by
IKv :=
k∑
i=1
Ni(v)ϕi
if v is a function for which all Ni ∈ N , i = 1, . . . , k, are defined.
Definition 2.13.8 (Global interpolant). Let Ω be a domain with a subdivision T ,
i.e. there exists a finite collection of element domains {Ki} such that
• int(Ki) ∩ int(Kj) = ∅ if i 6= j and
• ⋃Ki = Ω.
Assume that each element domain Ki in the subdivision is equipped with some
type of shape functions P and nodal variables N such that (Ki,P,N ) forms a
finite element. Let m be the order of the highest partial derivatives involved in the
nodal variables. For f ∈ Cm(Ω), the global interpolant IT is defined by
IT f |Ki = IKif
for all Ki ∈ T .
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Remark 2.13.3. Without further assumptions on a subdivision, no continuity prop-
erties can be asserted for the global interpolant. For instance, in 2D, a triangula-
tion of the domain is needed, cf. Definition 2.13.2. This is a subdivision consisting
of triangles having the property that no vertex of any triangle lies in the interior of
an edge of another triangle. Analogous definitions and results can be formulated
in three dimensions. A nice example of a global interpolant in 2D can be found
in [12, p. 80].
2.13.7 The finite element method for nonlinear problems
The proposed Galerkin method is only valid for linear problems. In the case of a
nonlinear elliptic problem, a possible approach is to linearize the problem using
Picard iteration or Newton method [68].
2.13.8 Finite element libraries
There are several good software packages available for solving partial differential
equations using the finite element method: Agros, ALBERTA, COMSOL, DUNE,
FEniCS Project, freeFEM, GetDP, Hermes, kaskade, PLTMG, UG,....
The finite element library DOLFIN [69, 70] from the FEniCS Project [71] is used
for the implementation of the results in this thesis. The FEniCS Project is a col-
lection of free software with an extensive list of features for automated, efficient
solution of differential equations. PDEs can be specified in near-mathematical no-
tation (as finite element variational problems) and solved automatically. FEniCS
can be programmed both in C++ and Python. More information can be found on
http://fenicsproject.org/.

Part I
Nonlocal problems for
superconductivity

3
Superconductivity: overview and new
models
In 1911, the Dutch physicist Kamerlingh Onnes discovered that the resistance of
mercury not only decreases with temperature, but also has a sudden drop when
cooled below 4.1K (-269◦C). Afterwards, it was detected that also other metals
(tin, lead,. . .) and intermetallic compounds (made of two or more metallic ele-
ments) lose all electric resistance below a certain critical temperature Tc. Kamer-
lingh Onnes called this a superconducting state in contrast to a normal state. Mate-
rials that exhibit such behaviour are called superconductors [72–74]. The fact that
the resistance is zero in a superconducting state has been demonstrated by sus-
taining currents in superconducting lead rings for many years with no measurable
reduction. This phenomenon is not the only characteristic of a superconductor. A
brief introduction to the basic phenomena of superconductivity is given in Section
3.1.
There exist two main types of superconductors. The classification into type-I and
type-II superconductors is made in Section 3.2. Finally, Section 3.3 concerns the
modelling part of this chapter. Two new macroscopic models in terms of the mag-
netic field for nonlocal superconductors of type-I are derived in Subsection 3.3.1.
These models are obtained from the Maxwell equations, the two-fluid model of
London and London, and the nonlocal representation of the superconductive cur-
rent by Eringen. Moreover, after giving an overview of the available macroscopic
models for type-II superconductors in Subsection 3.3.2, a macroscopic model for
an intermediate state between type-I and type-II superconductivity is proposed in
Subsection 3.3.3.
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The well-posedness of the different models is discussed into more details in the
following chapters. The important question is whether an engineer or a physi-
cist can use these models and how these models behave in comparison with other
models (what are the advantages?). In Chapter 4, it becomes clear that a numeri-
cal implementation of these models with aid of the finite element method is very
challenging.
This study builds on the book of Fabrizio and Morro [2, Chapter 11]. Further
readings on superconductors can be found in [75–79] from which some of the
passages are extracted.
3.1 Basic phenomena
Kamerlingh Onnes discovered in 1911 that for various cooled down materials the
electrical resistance does not only decrease with temperature, but also suddenly
drops at some critical absolute temperature Tc [72–74]. Materials that exhibit such
Figure 3.1: Resistivity of a typical material as a function of the temperature. For a
non-superconducting metal (such as copper or gold) the resistivity approaches a finite
value at zero temperature, while for a superconductor (such as lead or mercury) all signs
of resistance suddenly disappear below a certain temperature, Tc.
behaviour are called superconducting materials or in short superconductors. Well-
known examples of superconducting materials are mercury, lead and tin. Electric
currents started in these materials persist for a long time. The resistivity of a
material as a function of the temperature is depicted in Fig. 3.1 [80]. Thus, perfect
conductivity (i.e. zero resistance) is an important feature of superconductivity.
Another fundamental property of superconductivity is perfect diamagnetism (i.e.
expulsion of the magnetic flux from the superconducting material), which was
discovered in 1933 by Meissner and Ochsenfeld [81]. This so-called Meissner-
Ochsenfeld effect of superconductivity is often demonstrated by cooling a disk
made of a superconducting material with liquid nitrogen below the critical temper-
ature Tc. A magnet placed above the disk is repelled, i.e., it is levitated above
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the superconductor. This phenomenon is caused by the mentioned Meissner-
Ochsenfeld effect that is related to the fact that a superconductor excludes mag-
netic fields from the interior of the superconducting material. All these features
are, however, ceased to exist when the temperature surpasses Tc and when the
magnitude of the magnetic field exceeds a temperature-dependent critical mag-
netic field magnitude Hc(T ). For practical applications, it is also important that
the magnitude of the current density J stays below a critical value Jc. The follow-
ing subsections illustrate the difference between perfect conductivity and perfect
diamagnetism in more detail.
3.1.1 Zero resistivity
In the presence of conducting materials, electric fields induce an electric current.
The conductivity σ is defined by Ohm’s law
J = σE. (3.1)
Here, J is the electric current density associated with the external electric field E.
The resistivity % is simply the reciprocal of the conductivity, i.e. % = 1σ .
A superconductor is a perfect conductor. This means that the resistivity is zero
and that the conductivity σ appears to become infinite below Tc. From Ohm’s law
(3.1), it follows that E → 0 if the current density J is bounded. This suggests
that in a perfect conductor the electric field vanishes. There is current flow without
electric field. Then, as a consequences of Faraday’s law, the magnetic flux density
doesn’t depend on time at all points inside a superconductor, i.e.
∂tB = 0.
Thus perfect conductivity implies that a change in the magnetic flux enclosed in
the material is not possible.
This consequence of zero resistivity in a material is illustrated by the following
experiment. A scheme of the experiment is presented in Fig. 3.2 [76]. Suppose
that a sample of a material is initially held at temperature T > Tc and is placed
in a zero external magnetic field Hext = 0. Then, the temperature is cooled down
below Tc. Thereafter, an external field is turned on with a magnitude less than the
magnitude of the critical magnetic field Hc. It is for instance an externally applied
current in coils that produces the external field. The magnetic flux density inside
the sample remains zero due to the fact that ∂tB = 0 inside a perfect conductor.
Thus, by applying the external magnetic field to the sample after it is already in the
superconducting state, the state with zero magnetic field everywhere in the sample
is conserved (this by induced screening currents).
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Figure 3.2: The Meissner-Ochsenfeld effect in superconductors. If a sample which is
initially at high temperature and in zero magnetic field (top) is first cooled (left) and then
placed in a magnetic field (bottom), then the magnetic field cannot enter the material
(bottom). This is a consequence of zero resistivity. On the other hand, a normal sample
(top) can be first placed in a magnetic field (right) and then cooled (bottom). In this case
the magnetic field is expelled from the system.
3.1.2 The Meissner-Ochsenfeld Effect
Nowadays, the fundamental evidence that superconductivity occurs in a given ma-
terial is the fact that a superconductor expels a weak external magnetic field. This
fact was detected by Meissner and Ochsenfeld in 1933 [81]. The experiment of
the previous subsection is reconsidered (see Fig. 3.2), but the different steps are
switched in order. Suppose that the initial temperature of the sample is above Tc
and first turn on the external fieldHext. In this case, the magnetic field easily pene-
trates into the sample, H = Hext. Then, the sample is cooled down below Tc. The
observation is that the magnetic field is expelled from the interior of the material.
This fact cannot be deduced from zero resistivity. In a material with zero resis-
tance, the magnetic flux would remain unchanged (∂tB = 0). The observation is
a new and separate physical phenomenon associated with superconductors. Ac-
cordingly, infinite conductivity is a necessary but not a sufficient condition for the
existence of the Meissner effect. The Meissner effect thus consists of expulsion
of any magnetic field from the interior of a superconductor, whether it was there
before the material became superconducting or not. When a sample is in a static
external magnetic field, the condition B = 0 inside the sample is maintained by
superficial superconducting currents Jint. These currents produce a magnetic field
which is equal and opposite to the applied external field, leaving zero field in total.
The screening currents Jint also produce a magnetization M in the sample defined
by
∇×M = Jint.
The three vectors M,Hext and B are related by
B = µ0(Hext +M). (3.2)
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Imposing the Meissner condition B = 0 in (3.2) immediately leads to M =
−Hext. In what follows, the external magnetic field is denoted by H instead of
Hext.
3.1.3 Threshold field
In 1914, Kamerlingh Onnes discovered that the resistance of a superconductor
could be restored to its value in the normal state by the application of a large
magnetic field and by increasing the temperature. The value Hc = |Hc|e denotes
the magnitude of the magnetic field H at which the jump in resistance occurs.
It is termed the threshold value. This value depends on the temperature by the
following parabolic law
Hc(T ) = Hc(0)
[
1−
(
T
Tc
)2]
,
where Hc(0) is the threshold field at the absolute zero.
It was also found that the magnitude of the magnetization, denoted by M = |M|e,
abruptly increases from the value−H to zero whenH reaches the threshold value.
Gorter and Casimir [82] proved that the threshold field curve provides a phase
diagram in the T -H plane. Any point below the curve Hc(T ), namely, the set of
pairs {(T,H) : H < Hc(T )}, specifies states in which the material is locally in
the superconductive phase; the points above define states of the normal phase, see
Fig. 3.3(a).
Figure 3.3: Critical magnetic field as a function of the temperature for (a) type I
superconductors and (b) type II superconductors.
3.2 Type-I and Type-II superconductivity
There are two main types of superconductors: type-I and type-II superconductors.
They behave similarly for a very weak external magnetic field when the temper-
ature T < Tc is fixed, but as the field becomes stronger it turns out that different
outcomes can show up.
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In the first case, the B field remains zero inside the superconductor until suddenly,
as the critical field Hc is reached, the superconductivity is destroyed. Such materi-
als are called type-I superconductors. The way the magnetization M changes with
H in a type-I superconductor is shown in Fig. 3.4 [76]. The magnetization obeys
the relation M = −H in the superconductive state and becomes 0 in the normal
state.
In the second case, for type-II superconductors, a mixed state occurs in addition
to the superconductive and the normal state. In this mixed state, there is a partial
magnetic penetration (on the macroscopic level). A phase diagram is depicted in
Fig. 3.3(b). There are two different critical fields, the lower critical field Hc1 and
the upper critical field Hc2. For small values of the applied field H, the Meissner-
Ochsenfeld effect leads to B = 0 and M = −H inside the sample. Once the
magnitude of the applied magnetic field exceeds Hc1, magnetic flux starts to enter
the superconductor and hence B 6= 0. Therefore, the magnitude of M is closer to
zero than the magnitude of −H. There is a large number of small normal regions
(tubes) being produced in the superconducting material. Upon increasing the mag-
nitude of the field H further, the magnetic flux density gradually increases, until
finally at Hc2 the superconductivity is destroyed and M = 0.
A type-I superconductor is usually made of a pure metal (e.g. lead, mercury, nio-
bium, tin), while type-II superconductors are usually alloys (a material composed
of two or more metals or a metal and a nonmetal, e.g. niobium tin, titanium nio-
bium). High-temperature superconductors are an important subclass of type-II
superconductors. These materials have a superconducting transition temperature
above 30K (-240◦C) up to 130K (-140◦C). For this sort of materials is the cool-
ing more efficient and less expensive. More information about high-temperature
superconductors can be found in [83]. Our study is mainly focused on type-I su-
perconductors.
3.3 Nonlocal macroscopic models for superconduc-
tivity
Although a large number of studies have been devoted to the microscopic theory
of superconductivity (the first microscopic theory was the BCS theory by Bardeen,
Cooper and Schrieffer [84]), the macroscopic theory seems to have less attention
in the literature. Nonetheless, since the discovery of high-temperature supercon-
ductors in 1986 [85], industrial applications require macroscopic models and their
mathematical analysis for superconductivity.
In Subsection 3.3.1, the available macroscopic models for type-I superconductiv-
ity are overviewed. Afterwards, two new models for nonlocal superconductivity
are derived and discussed. Next, in Subsection 3.3.2, the available macroscopic
models for type-II superconductivity are given. Finally, in Subsection 3.3.3, based
3.3. NONLOCAL MODELS FOR SUPERCONDUCTIVITY 125
Type-I Type-II
Figure 3.4: The magnetization M as a function of H in type-I and type-II superconductors
in 1D. For type-I, perfect Meissner diamagnetism is continued until Hc, beyond which
superconductivity is destroyed. For type-II materials, perfect diamagnetism occurs only
below Hc1. Between Hc1 and Hc2, the material is still superconducting.
on these macroscopic models, a model for an intermediate state between type-I
and type-II superconductivity is proposed.
3.3.1 Macroscopic models for type-I superconductivity
In their phenomenological theory of superconductivity in 1935, London and Lon-
don explained that a macroscopic description of type-I superconductors involves a
two-fluid model [2, 86]. One fluid consists of normal electrons and the other one
of superconducting electrons. Superconducting electrons cross the metal without
experiencing any resistance, in contrast to electrons in a normal material, which
scatter resistance along their motion. Below the critical temperature Tc, when the
superconductive material loses all resistivity, the current consists of superconduct-
ing electrons and normal electrons. Above the critical temperature only normal
electrons occur. Accordingly, the current density J is supposed to be the sum of a
normal part Jn and a superconducting part Js, that is
J = Jn + Js.
The superfluid electrons ‘short circuit’ the normal ones and make the overall resis-
tivity equal to zero [76].
From now on, it is assumed that a superconductive material occupies a bounded
domain Ω ⊂ R3 with a Lipschitz continuous boundary ∂Ω. The symbol ν denotes
the outward unit normal vector on ∂Ω. The full Maxwell’s equations (δ˜ = 1) and
quasi-static Maxwell’s equations (δ˜ = 0) for linear materials are considered. Thus,
a linear dependence of the magnetic inductionB and the electric displacement field
D on respectively the magnetic fieldH and the electric fieldE is assumed, namely
B = µH and D = E, (3.3)
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where the constant µ > 0 stands for the magnetic permeability and the constant
 > 0 for the electric permittivity of the material. In agreement with our previ-
ous notations, the quasi-static (also called the eddy current approximation of the
Maxwell equations) and the full Maxwell’s equations can be combined as
∇×H = J+ δ˜∂tD = Jn + Js + δ˜∂tE, Ampe`re’s law (3.4)
∇×E = −∂tB = −µ∂tH. Faraday’s law (3.5)
Applying the divergence operator to Faraday’s law (3.5) and integrating in time
gives
∇ ·H(t) = ∇ ·H(t = 0).
Therefore, assuming ∇ · H(t = 0) = 0, it is ensured that the magnetic field
remains divergence free for any time. The normal density current Jn is required
to satisfy Ohm’s law
Jn = σE,
σ > 0 being the conductivity of the normal electrons.
London and London postulated two equations, in addition to Maxwell’s equations,
governing the electromagnetic field in a superconductor [86]:
∂tJs = Λ
−1E and ∇× Js = −Λ−1B, (3.6)
where Λ = mense2 , with ns the number of superelectrons per unit volume, me
and −e the mass and the electric charge of an electron respectively. These equa-
tions provide an accurate description of the two fundamental features of super-
conductors: perfect conductivity and perfect diamagnetism (Meissner-Ochsenfeld
effect) [2]. The first equation in (3.6) explains the perfect conductivity aspect of
the superconductor (the superconducting electrons suffer no resistance). It follows
that
Js ·E = d
dt
(
1
2Λ |Js|2e
)
,
such that, since E = 0 implies that the magnitude of Js is constant, i.e. Js is
conservative and does not dissipate.
The second London equation in (3.6) and the quasi-static Maxwell equation ∇ ×
H = Js give
∇×∇×B = − 1
β
B,
where β = Λµ . But ∇× (∇×B) = ∇(∇ ·B)−∆B = −∆B, since ∇ ·B = 0.
Thus
∆B =
1
β
B. (3.7)
Now, the perfect diamagnetism property is demonstrated. Suppose that the surface
of a superconductor lies in the y-z plane. A magnetic field is applied in the z direc-
tion parallel to the surface, B = (0, 0, Ba). Given that inside the superconductor
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the magnetic field is a function of x only, B = (0, 0, Bz(x)), equation (3.7) is
equivalent with
d2Bz(x)
dx2
=
1
β
Bz(x).
The solution as x > 0 is
Bz(x) = Ba exp
(
− x√
β
)
.
This result shows that a magnetic field is exponentially decayed at the surface of
a superconductor. That is the Meissner effect. Roughly, B penetrates in the half-
space x > 0 of a distance
√
β. When x =
√
β, then 63% of the flux density has
declined. This is why the quantity λL =
√
β is called the London penetration
depth. For more complicated shapes and directions of the applied magnetic field,
the drop in intensity of the magnetic flux density can be expressed by the second
London equation.
Since B is divergence free, there exists a magnetic vector potential A such that
B = ∇ ×A and ∇ ·A = 0, cf. [39]. If the domain Ω is simply connected, then
A is uniquely determined when A · ν = 0 on ∂Ω. This is the so-called London
gauge. Therefore, the second London equation can be rewritten in the local form
Js = −Λ−1A. (3.8)
Up to now, everything said so far about the electrodynamics of superconductors
falls into the category of the so-called local electrodynamics. An improved form
of the London equations was proposed by Pippard.
In 1953, Pippard discovered that the penetration depth in impure tin (by addition
of indium) vary much more than in pure tin on application of a magnetic field and
that it is possible by the addition of impurity to alter considerably the penetration
depth in zero magnetic field (without producing a corresponding change in the
thermodynamical properties of the material). From the London theory follows that
β depends only on constants of the metal and not on any parameter that may be
modified by the addition of small amounts of impurity. Therefore, Pippard stated
that the London theory as it stands is unable to account for the observed variation
of the penetration depth [87]. Pippard proposed the following modification of the
local expression (3.8):
Js,p(x, t) =
∫
Ω
Q(x− x′)A(x′, t) dx′, (x, t) ∈ QT := Ω× (0, T ),
with
Q(x− x′)A(x′, t) = −C˜ x− x
′
|x− x′|4e
[A(x′, t) · (x− x′)] exp
(
−|x− x
′|e
r0
)
,
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where C˜ := 34piξ0Λ > 0. The integral is taken over the whole volume of the metal.
The length ξ0 is called the coherence length of the material. The parameter r0 is
defined by
1
r0
=
1
ξ0
+
1
l
⇒ r0 = ξ0l
ξ0 + l
,
with l the mean free path of the electrons in the material. This nonlocal expression
is based on Chambers nonlocal Ohm’s law [88].
Pippard’s nonlocal law satisfactorily fits the experimental data. However, it fails
to explain the vanishing of electrical resistance [2]. For this reason, the nonlocal
representation of the superconductive current by Eringen [89] is considered (1984).
This representation identifies the state of the superconductor, at time t, with the
field H(·, t) and is given by the linear functional
Js,e(x, t) =
∫
Ω
σ0 (|x− x′|e) (x−x′)×H(x′, t) dx′ =: −(K0?H)(x, t), (3.9)
where σ0 : (0,∞)→ R is defined by
σ0 (s) =
{
C˜
2s2 exp
(
− sr0
)
s < r0,
0 s > r0.
(3.10)
The dependence of Js on time t is solely through H. The points which contribute
to the integral are separated by distances of order r0 or less. The function σ0
becomes unbounded for x′ = x. Moreover, σ0 is chosen such that it is possible to
recover the London equations and the form given by Pippard from (3.9), see [2,89].
Consequently, the form by Eringen is a more direct generalization of the London
theory in comparison with Pippard’s nonlocal law. For this reason, the nonlocal
law of Eringen is considered and is denoted by Js instead of Js,e.
Taking the curl of (3.4) and the time derivative of (3.5) result into the following
parabolic (δ˜ = 0) and hyperbolic (δ˜ = 1) integro-differential equation
δ˜µ∂ttH+ σµ∂tH+∇×∇×H+∇× (K0 ?H) = 0. (3.11)
The well-posedness of the nonlocal parabolic model (δ˜ = 0 in (3.11)) and the
nonlocal hyperbolic model (δ˜ = 1 in (3.11)) is studied in detail in Chapter 4 and
Chapter 5 respectively, using Rothe’s method (cf. Section 2.12). Recent engineer-
ing applications about nonlocal effects in superconductors can be found in [90–93].
3.3.2 Available macroscopic models for type-II superconductiv-
ity
One of the first macroscopic models for type-II superconductors was Bean’s critical-
state model [94]. This model imposes that a current either flows at the critical level
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Jc (in the mixed state) or doesn’t flow at all (perfect diamagnetism), i.e. the mag-
nitude of J is equal to its critical value Jc at all points x where the electric field
E(x) is not equal to zero. The critical state Jc is a constant determined by the
properties of the superconductive material. This model is used in numerical sim-
ulations as follows: J = Jc E|E|e if |E|e 6= 0 and
∂J
∂t = 0 if |E|e = 0. Many
authors have studied this model [95–100]. Bean’s critical-state model is fairly ac-
curate for simple geometries as plane slabs and circular cross-section cylinders.
Unfortunately, it is not fully applicable to superconductors with smooth current-
voltage characteristics. In [101], the author states that type-II superconductors can
be treated as electrically nonlinear conductors due to processes of magnetic hys-
teresis and nonzero resistivity. From this sight, another model frequently used in
the modelling of type-II superconductors is the power law constitutive relation by
Rhyner [101, 102]:
E = σ−nc |J|n−1e J, n ∈ (7, 1000), (3.12)
where σc is some parameter that coordinates the dimensions of both sides in the
expression. The value of n depends on the superconducting material and is a
measure of the sharpness of the resistive transition. If n = 1, the relation (3.12)
leads to the linear Ohm’s law. If n→∞, the solution to the power law formulation
converges to the solution to Beans critical-state formulation [97,98]. This relation
in combination with the eddy current approximation of the Maxwell’s equations is
investigated in [103–107]. Employing (3.4) and taking the curl of (3.12) lead to
the following equation for the magnetic field:
µ∂tH+ σ
−n
c ∇×
(
|∇ ×H|n−1e ∇×H
)
= 0. (3.13)
Note that (3.12) was firstly derived with the intention to model the soft transition
of the current density, before it had been justified [103]. When δ˜ = 1, no equation
in terms of only the magnetic field can be obtained.
3.3.3 Macroscopic model for an intermediate state between type-
I and type-II superconductivity
Recently, there has been an increased interest in superconductors with several su-
perconducting components. They arise for instance in multiband superconductors.
The classification into types-I and II is insufficient for such multicomponent su-
perconductors [108]. For instance, physicists have found that the material ‘mag-
nesium diboride’ combines the characteristics of both types [109–111]. This leads
to a complete new kind of superconductors, the so-called type-1.5 superconduc-
tors [110], which allow coexistence of various properties of type-I and type-II
superconductors. Type-1.5 materials can be made by placing a thin layer of type-I
material onto a thin layer of type-II material [112–115]. For more articles about
type-1.5 superconductors, the reader is referred to [108,116,117]. From this view-
point, by introducing a real parameter β > 1 and a real function f(β), it is pro-
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posed to combine equations (3.11) for δ˜ = 0 and (3.13) to
µ∂tH+ σ
−1f(β)∇×∇×H+ σ−βc g(β)∇×
(
|∇ ×H|β−1e ∇×H
)
+ σ−1f(β)∇× (K0 ?H) = 0, (3.14)
with
g(β) := 1− f(β)
and where f ∈ C ([1,∞)) is monotone decreasing and satisfies f(1) = 1 and
0 6 f(β) 6 1 for β > 1. Moreover, suppose that f is zero or sufficiently small
for β > 7. For instance, f can take the form
f(β) =
{
(−1)α
6α (β − 7)α 1 6 β 6 7,
0 β > 7;
f(β) = exp(−kβ),
with α ∈ N and where k > 0 represents the speed of convergence to zero. This im-
plies that g ∈ C ([1,∞)) is monotone increasing with g(1) = 0 and 0 6 g(β) 6 1.
Equation (3.14) simplifies to equation (3.11) with δ˜ = 0 for type-I superconductors
in the case that β = 1. If 7 < β < 1000, then equation (3.14) equals or approxi-
mates equation (3.13) for type-II superconductivity depending on the choice of f .
Note that in practical applications β is less than 1000, but in the analysis presented
in Chapter 6 β is allowed to be larger. The intermediate phase (1 < β 6 7) is
attributed to an intermediate state between type-I and type-II superconductivity.
The focus of Chapter 6 is on the mathematical analysis of equation (3.14) and not
on its implementation.
4
Nonlocal parabolic problem for type-I
superconductivity
This chapter is based on the articles [118] and [119], which are published in
Numerical Methods for Partial Differential Equations
and
Journal of Computational and Applied Mathematics.
The aim of this chapter is to address the well-posedness of the following parabolic
problem in terms of the magnetic field H: ∂tH+∇×∇×H+∇× (K0 ?H) = F in QT ,H× ν = 0 on ΣT ,
H(x, 0) = H0 in Ω.
(4.1)
This is done by using Rothe’s method, which is based on a semidiscretization in
time, cf. Section 2.12. This method includes the development of a numerical
scheme for computations. Error estimates for both the time and the space dis-
cretization are derived.
The domain Ω ⊂ R3 occupying a type-I superconductor is a bounded Lipschitz
domain. Note that QT = Ω × (0, T ] and ΣT = ∂Ω × (0, T ], with T the final
time. The problem (4.1) is obtained by setting µ = σ = 1 in (3.11) in the case that
δ˜ = 0, where
(K0 ?H)(x, t) = −
∫
Ω
σ0 (|x− x′|e) (x− x′)×H(x′, t) dx′, (4.2)
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with σ0 : (0,∞)→ R defined by
σ0 (s) =
{
C˜
2s2 exp
(
− sr0
)
s < r0,
0 s > r0.
The parameters C˜ and r0 depend on the material under consideration. Also a pos-
sible source term F is considered in the right-hand side. To obtain the magnetic
boundary condition in (4.1), it is assumed that the magnetic field equals zero out-
side the domain Ω [39, p. 8]. Nevertheless, from mathematical point of view, it is
also possible to consider a boundary condition of the form H× ν = g.
Problem (4.1) is based on the eddy current approximation of the Maxwell equa-
tions. This approximation is valid in highly conductive media [120,121]. A math-
ematical analysis of integro-differential equations arising from the nonlocal the-
ory of superconductivity has been carried out for smooth electromagnetic fields
in [122]. The model considered in that article was written in terms of the vector
potential of H. The analysis was based on the spectral analysis and expansion
in terms of eigenfunctions. In this chapter, a variational approach is proposed,
which can be applied to general geometries without knowledge of the spectrum.
The mathematics of the eddy-current approximation has recently been developed
in some other settings, see for instance [123–125]. The main difference in the
analysis of problem (4.1), in comparison with the available results, is caused by
the nonlocal term in (4.1).
This chapter is organized as follows. Section 4.1 contains crucial estimates con-
taining the kernel K0. The uniqueness of a solution to problem (4.1) is addressed
in detail in Section 4.2 and the well-posedness of the problem is shown in Section
4.3. A time-discrete numerical scheme is developed. The existence of a weak solu-
tion for each time step is shown. Also the convergence of the method is discussed
and error estimates are derived. A modified scheme is considered in Section 4.4. In
Section 4.5, another convolution kernel is derived under an additional assumption.
The positive definiteness of this kernel is shown. Using the obtained expression,
it is demonstrated that the solution of the original model satisfies a simpler equa-
tion, which is described and analysed in Subsection 4.5.2. A comparison with
the London equations is given into Subsection 4.5.4. Moreover, some numerical
experiments are developed in Section 4.6. Finally, a fully discrete approximation
scheme is proposed in Section 4.7.
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4.1 Useful estimates
The analysis starts with the derivation of some useful estimates on the kernels. The
integral in (4.2) is taken over the subdomain Ωx := Ω∩B(x, r0). Using spherical
coordinates, one can see that the singular vectorial field σ0(|x|)x belongs toLp(Ω)
for 1 6 p < 3:∫
Ω
|σ0 (|x|)x|p dx =
∫
Ω0
|σ0 (|x|)x|p dx
(3.10)
6
∫
B(0,r0)
C
|x|2p
∣∣∣∣exp(−|x|r0
)∣∣∣∣p |x|p dx
6 C
∫ 2pi
0
dϕ
∫ pi
0
sin(θ) dθ
∫ r0
0
r2−p dr
6 C
[
r3−p
3− p
]r0
0
<∞.
Consequently, using Ho¨lder’s inequality, it is easily checked that
|(K0 ?H) (x, t)| 6
∫
Ω
|σ0 (|x− x′|) (x− x′)| |H(x′, t)| dx′
6 p
√∫
Ω
|σ0 (|x− x′|) (x− x′)|p dx′ q
√∫
Ω
|H(x′, t)|q dx′
6 C(q) ‖H(t)‖q , (4.3)
for all q > 32 and (x, t) ∈ QT . Hence, the Cauchy and Young inequalities together
with (4.3) for q = 2 yield that
(K0 ?H1,∇×H2) 6 Cε ‖H1‖2 + ε ‖∇ ×H2‖2 (4.4)
for all H1 ∈ L2(Ω) and H2 ∈ H(curl; Ω). The position of the positive constants
ε and Cε can be interchanged.
4.2 Uniqueness of a solution
The goal of this section is to prove the uniqueness of the solution. The variational
formulation of (4.1) reads as:
Given H0 ∈ L2(Ω) and F ∈ L2
(
(0, T ),L2(Ω)
)
, find H(t) ∈ H0(curl; Ω) with
∂tH(t) ∈ H−10 (curl; Ω) := H0(curl; Ω)∗
such that
(∂tH(t),ϕ)+(∇×H(t),∇×ϕ)+((K0 ?H)(t),∇×ϕ) = (F(t),ϕ) , (4.5)
for all ϕ ∈ H0(curl; Ω) and a.a. t ∈ (0, T ).
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That this variational formulation is well-defined follows from the natural stability
of the solution H of (4.1).
Theorem 4.2.1 (Stability). Suppose that F ∈ L2 ((0, T ),L2(Ω)) and that H
solves (4.1).
(i) If H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖H(t)‖2 +
∫ T
0
‖∇ ×H‖2 6 C.
(ii) If ∇ · F(t) = 0 = ∇ ·H0 for any t ∈ [0, T ], then ∇ ·H(t) = 0 for any
t ∈ [0, T ]. Moreover, we have that∫ T
0
‖∂tH‖2H−10 (curl;Ω) 6 C
and H ∈ C ([0, T ],L2(Ω)).
(iii) If H0 ∈ H(curl; Ω) then
max
t∈[0,T ]
‖∇ ×H(t)‖2 +
∫ T
0
‖∂tH‖2 6 C.
(iv) IfF(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
, ∇×(K0?H0) ∈ L2(Ω), H0 ∈
H0(curl; Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇ × ∂tH‖2 6 C.
Proof. (i) Setting ϕ = H(t) in (4.5) and integrating in time over t ∈ (0, ξ) ⊂
(0, T ), we get that
1
2 ‖H(ξ)‖2 +
∫ ξ
0
‖∇ ×H‖2 = 12 ‖H0‖2 +
∫ ξ
0
(F,H)−
∫ ξ
0
(K0 ?H,∇×H) .
Using estimate (4.4), we obtain
‖H(ξ)‖2 +
∫ ξ
0
‖∇ ×H‖2 6 C + Cε
∫ ξ
0
‖H‖2 + ε
∫ ξ
0
‖∇ ×H‖2 .
We obtain the desired result choosing a sufficiently small positive ε and involving
the Gro¨nwall argument.
(ii) Take the divergence of (4.1) and integrate in time to arrive at ∇ · H(t) =
∇ ·H0 = 0 for all t ∈ [0, T ]. We rewrite (4.5) for ϕ ∈ H0(curl; Ω) as follows
(∂tH(t),ϕ) = (F(t),ϕ)− (∇×H(t),∇×ϕ)− ((K0 ?H)(t),∇×ϕ) .
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The integral in the LHS can be interpreted in the sense of duality, i.e. seeing
∂tH(t) as an element of H−10 (curl; Ω). A simple calculation implies
| (F(t),ϕ) | 6 ‖F(t)‖ ‖ϕ‖ , | (∇×H(t),∇×ϕ) | 6 ‖∇ ×H(t)‖ ‖∇ ×ϕ‖
and
| ((K0 ?H)(t),∇×ϕ) |
(4.3)
. ‖H(t)‖ ‖∇ ×ϕ‖ .
The dual norm in H−10 (curl; Ω) is
‖∂tH(t)‖H−10 (curl;Ω) = sup
ϕ∈H0(curl;Ω)
(∂tH(t),ϕ)
‖ϕ‖H0(curl;Ω)
.
Therefore, using (i), we deduce that∫ T
0
‖∂tH(s)‖2H−10 (curl;Ω) ds 6 C.
Consider the following evolution triple (or sometimes called Gelfand’s triple) of
spaces
H0(curl; Ω) ↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H−10 (curl; Ω).
We know that
H ∈ L2 ((0, T ),H0(curl; Ω)) and ∂tH ∈ L2
(
(0, T ),H−10 (curl; Ω)
)
.
Applying Lemma 2.9.5(iii), we get that H ∈ C ([0, T ],L2(Ω)).
(iii) Now, we setϕ = ∂tH(t) in (4.5) and integrate in time over t ∈ (0, ξ) ⊂ (0, T )
to obtain that∫ ξ
0
‖∂tH‖2 + 12 ‖∇ ×H(ξ)‖2
= 12 ‖∇ ×H0‖2 +
∫ ξ
0
(F, ∂tH)−
∫ ξ
0
(K0 ?H,∇× ∂tH) .
The second term on the RHS can be estimated using the Cauchy and Young in-
equalities as follows∫ ξ
0
(F, ∂tH) 6 ε
∫ ξ
0
‖∂tH‖2 + Cε
∫ ξ
0
‖F‖2 6 ε
∫ ξ
0
‖∂tH‖2 + Cε.
Using the integration by parts formula, we may write∫ ξ
0
(K0 ?H,∇× ∂tH) = (K0 ?H,∇×H)|ξ0 −
∫ ξ
0
(K0 ? ∂tH,∇×H)
(4.4)
6 C + ε ‖∇ ×H(ξ)‖2 + Cε ‖H(ξ)‖2
+ε
∫ ξ
0
‖∂tH‖2 + Cε
∫ ξ
0
‖∇ ×H‖2
(i)
6 ε ‖∇ ×H(ξ)‖2 + ε
∫ ξ
0
‖∂tH‖2 + Cε.
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Collecting all considerations above and fixing a sufficiently small positive ε, we
conclude the proof.
(iv) First, we differentiate (4.5) with respect to the time variable. Then, we set
ϕ = ∂tH(t) and integrate in time over t ∈ (0, ξ) ⊂ (0, T ) to get
1
2 ‖∂tH(ξ)‖2 +
∫ ξ
0
‖∇ × ∂tH‖2
= 12 ‖∂tH(0)‖2 +
∫ ξ
0
(∂tF, ∂tH)−
∫ ξ
0
(K0 ? ∂tH,∇× ∂tH) .
Employing the Cauchy and Young inequalities, (4.4) and (iii) to the RHS, we get
‖∂tH(ξ)‖2 +
∫ ξ
0
‖∇ × ∂tH‖2 6 Cε + ‖∂tH(0)‖2 + ε
∫ ξ
0
‖∇ × ∂tH‖2 .
Fixing a small ε and applying Gro¨nwall’s argument, we arrive at
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇ × ∂tH‖2 . 1 + ‖∂tH(0)‖2 .
To find a bound for ‖∂tH(0)‖, it is assumed that the variational formulation (4.5)
is satisfied at t = 0, i.e.
(∂tH(0),ϕ) + (∇×H0,∇×ϕ) + (K0 ?H0,∇×ϕ) = (F(0),ϕ)
for allϕ ∈ H0(curl; Ω). For this, it is required thatH0 ∈ H0(curl; Ω). Applying
Green’s theorem in a backward way gives for all ϕ ∈ H0(curl; Ω) that
(∂tH(0),ϕ) = (F(0),ϕ)− (∇×∇×H0,ϕ)− (∇× (K0 ?H0),ϕ) .
The term ∂tH(0) can be seen as a functional on H0(curl; Ω). The RHS is a linear
and bounded functional on H0(curl; Ω). This implies that the RHS can be ex-
tended to a functional ∂˜tH(0) on L2(Ω) by the Hahn-Banach theorem. Moreover,∥∥∥∂˜tH(0)∥∥∥ = sup
ϕ∈L2(Ω)
‖ϕ‖61
(
∂˜tH(0),ϕ
)
= sup
ϕ∈H0(curl;Ω)
‖ϕ‖61
(∂tH(0),ϕ) . 1,
i.e. ∂˜tH(0) ∈ L2(Ω). Therefore, thanks to the density of (C∞0 (Ω))3 inH0(curl; Ω)
and Theorem 2.8.1, it holds that
∂˜tH(0) = F(0)−∇×∇×H0 −∇× (K0 ?H0), a.e. in Ω.
Finally, we identify ∂˜tH(0) and ∂tH(0). 
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Theorem 4.2.2 (Uniqueness). The problem (4.1) admits at most one solution H ∈
C
(
[0, T ],L2(Ω)
) ∩ L2 ((0, T ),H0(curl; Ω)).
Proof. Assume that we have two solutions H1 and H2. Then H = H1 − H2
fulfils (4.1) with H0 = 0 = F. Setting ϕ = H(t) in (4.5) and integrating in time
over t ∈ (0, ξ) ⊂ (0, T ), we find that
1
2 ‖H(ξ)‖2 +
∫ ξ
0
‖∇ ×H‖2 +
∫ ξ
0
(K0 ?H,∇×H) = 0.
Using inequality (4.4) for the last term, we arrive at
‖H(ξ)‖2 +
∫ ξ
0
‖∇ ×H‖2 6 ε
∫ ξ
0
‖∇ ×H‖2 + Cε
∫ ξ
0
‖H‖2 .
Fixing a sufficiently small positive ε and applying Gro¨nwall’s argument, we get
that H = 0 a.e. in QT . 
4.3 Existence of a solution
To address the existence of a solution to (4.1), a semidiscretization in time is em-
ployed. This discretization is based on Rothe’s method, cf. Section 2.12. The
interval [0, T ] is divided into n equidistant subintervals [ti−1, ti] with time step
τ = Tn , thus ti = iτ, i = 0, . . . , n. With the standard notation for the discretized
fields
hi ≈ H(ti), δhi = hi − hi−1
τ
,
the following linear recurrent implicit scheme is proposed to approximate the orig-
inal problem (ϕ ∈ H0(curl; Ω)){
(δhi,ϕ) + (∇× hi,∇×ϕ) + (K0 ? hi,∇×ϕ) = (Fi,ϕ) ,
h0 = H0,
(4.6)
which is equivalent to
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇× hi,∇×ϕ) + (K0 ? hi,∇×ϕ)
= (Fi,ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
Theorem 4.3.1. Suppose that H0 ∈ L2(Ω). Then the variational problem (4.6)
admits a unique solution hi ∈ H0(curl; Ω) for any i = 1, . . . , n if τ < τ0.
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Proof. The bilinear form a is elliptic for τ < τ0:
a(h,h) > 1
τ
‖h‖2 + ‖∇ × h‖2 − |(K0 ? h,∇× h)|
(4.4)
>
(
1
τ
− Cε
)
‖h‖2 + (1− ε) ‖∇ × h‖2
> C(τ) ‖h‖2H0(curl;Ω) ,
with ε < 1 fixed. Moreover, a is continuous in H0(curl; Ω). The functional fi
is linear and bounded in H0(curl; Ω) if hi−1 ∈ L2(Ω). Therefore, applying Lax-
Milgram’s lemma 2.11.1 gives the existence of a unique solution to (4.6) for any
i = 1, . . . , n if H0 ∈ L2(Ω). 
4.3.1 A priori estimates
First, basic stability results for hi are derived. The first two a priori estimates in the
following theorem can serve as uniform bounds to prove convergence (see Remark
4.3.2).
Lemma 4.3.1 (A priori estimates). Suppose that F ∈ L2 ((0, T ),L2(Ω)).
(i) Let H0 ∈ L2(Ω). Then, there exists a positive constant C such that
max
16i6n
‖hi‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖∇ × hi‖2 τ 6 C
for all τ < τ0.
(ii) If∇·H0 = 0 = ∇·Fi for i = 1, . . . , n, then∇·hi = 0 for all i = 1, . . . , n.
Moreover, we have that
τ
n∑
i=1
‖δhi‖2H−10 (curl;Ω) 6 C
for all τ < τ0.
(iii) If H0 ∈ H(curl; Ω) then
max
16i6n
‖∇ × hi‖2 +
n∑
i=1
‖∇ × hi −∇× hi−1‖2 +
n∑
i=1
‖δhi‖2 τ 6 C
for all τ < τ0.
(iv) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
, ∇ × (K0 ? H0) ∈ L2(Ω),
H0 ∈ H0(curl; Ω) and∇×∇×H0 ∈ L2(Ω) then
max
16i6n
‖δhi‖2 +
n∑
i=1
‖δhi − δhi−1‖2 +
n∑
i=1
‖∇ × δhi‖2 τ 6 C
for all τ < τ0.
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Proof. (i) Setting ϕ = hi in (4.6), multiplying by τ and summing up for i =
1, . . . , j with 1 6 j 6 n, we have that
j∑
i=1
(δhi,hi) τ +
j∑
i=1
‖∇ × hi‖2 τ +
j∑
i=1
(K0 ? hi,∇× hi) τ =
j∑
i=1
(Fi,hi) τ.
For the first term on the left-hand side (LHS), we use Abel’s summation rule
2
j∑
i=1
(δhi,hi) τ = ‖hj‖2 − ‖H0‖2 +
j∑
i=1
‖hi − hi−1‖2 .
For the third term on the LHS, the relation (4.4) implies that∣∣∣∣∣
j∑
i=1
(K0 ? hi,∇× hi) τ
∣∣∣∣∣ 6 ε
j∑
i=1
‖∇ × hi‖2 τ + Cε
j∑
i=1
‖hi‖2 τ.
For the RHS, we apply the Cauchy and Young inequalities to get for a fixed small
ε that
‖hj‖2 +
j∑
i=1
‖hi − hi−1‖2 +
j∑
i=1
‖∇ × hi‖2 τ . 1 +
j∑
i=1
‖Fi‖2 τ +
j∑
i=1
‖hi‖2 τ.
Applying Gro¨nwall’s argument, we conclude the proof.
(ii) The result can be readily obtained applying the divergence operator to
δhi +∇×∇× hi +∇× (K0 ? hi) = Fi.
It holds for all ϕ ∈ H0(curl; Ω) that
(δhi,ϕ) = (Fi,ϕ)− (∇× hi,∇×ϕ)− (K0 ? hi,∇×ϕ) .
The integral in the LHS has to be interpreted in the sense of duality, i.e. seeing δhi
as an operator from H0(curl; Ω) to R. We may write
| (Fi,ϕ) | 6 ‖Fi‖ ‖ϕ‖ , | (∇× hi,∇×ϕ) | 6 ‖∇ × hi‖ ‖∇ ×ϕ‖
and
| (K0 ? hi,∇×ϕ) |
(4.3)
. ‖hi‖ ‖∇ ×ϕ‖ .
Thus using the dual norm
‖δhi‖H−10 (curl;Ω) = sup
ϕ∈H0(curl;Ω)
(δhi,ϕ)
‖ϕ‖H0(curl;Ω)
and (i), we deduce that
τ
n∑
i=1
‖δhi‖2H−10 (curl;Ω) 6 C.
140 NONLOCAL PARABOLIC MODEL
(iii) Setting ϕ = δhi in (4.6), multiplying by τ and summing up for i = 1, . . . , j,
we have
j∑
i=1
‖δhi‖2 τ +
j∑
i=1
(∇× hi,∇× hi −∇× hi−1)
+
j∑
i=1
(K0 ? hi,∇× δhi) τ =
j∑
i=1
(Fi, δhi) τ.
Abel’s summation rule helps us to get
2
j∑
i=1
(∇× hi,∇× hi −∇× hi−1)
= ‖∇ × hj‖2 − ‖∇×H0‖2 +
j∑
i=1
‖∇ × hi −∇× hi−1‖2
and
j∑
i=1
(K0 ? hi,∇× δhi) τ
= (K0 ? hj ,∇× hj)− (K0 ? h0,∇× h0)−
j∑
i=1
(K0 ? δhi,∇× hi−1) τ.
Hence, using (i), we obtain∣∣∣∣∣
j∑
i=1
(K0 ? hi,∇× δhi) τ
∣∣∣∣∣ (4.4)6 Cε + ε ‖∇ × hj‖2 + ε
j∑
i=1
‖δhi‖2 τ.
The RHS can be estimated using the Cauchy and Young inequalities as follows
j∑
i=1
(Fi, δhi) τ 6 ε
j∑
i=1
‖δhi‖2 τ + Cε
j∑
i=1
‖Fi‖2 τ 6 Cε + ε
j∑
i=1
‖δhi‖2 τ.
Putting things together and fixing a sufficiently small positive ε, we conclude the
proof.
(iv) We set
δh0 := ∂tH(0) = F(0)−∇×∇×H0 −∇× (K0 ?H0).
We subtract (4.6) for i = i − 1 from (4.6), then we set ϕ = δhi and we sum the
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result up for i = 1, . . . , j with 1 6 j 6 n to get
j∑
i=1
(
δ2hi, δhi
)
τ +
j∑
i=1
‖∇ × δhi‖2 τ
+
j∑
i=1
(K0 ? δhi,∇× δhi) τ =
j∑
i=1
(δFi, δhi) τ.
Next, we follow the same way as in (i) when considering δhi instead of hi. 
4.3.2 Convergence
The existence of a weak solution is proved using Rothe’s method. The following
piecewise linear in time vector fields Hn : [0, T ]→ L2(Ω)
Hn(0) = H0
Hn(t) = hi−1 + (t− ti−1)δhi for t ∈ (ti−1, ti], i = 1, . . . , n
and the piecewise constant in time fields Hn : [0, T ]→ L2(Ω) are introduced
Hn(0) = H0, Hn(t) = hi, for t ∈ (ti−1, ti], i = 1, . . . , n.
Similarly, the vector field Fn is defined.
The variational formulation (4.6) can be rewritten for all ϕ ∈ H0(curl; Ω) and
a.a. t ∈ (0, T ) as
(∂tHn(t),ϕ) +
(∇×Hn(t),∇×ϕ)
+
(K0 ?Hn(t),∇×ϕ) = (Fn(t),ϕ) . (4.7)
Now, the convergence of the sequences Hn and Hn to the unique weak solution
of (4.1) is proved if τ → 0 or n→∞.
Theorem 4.3.2 (Existence). Let H0 ∈ H(curl; Ω) and F ∈ L2
(
(0, T ),L2(Ω)
)
.
Assume that ∇ ·H0 = 0 = ∇ · F(t) for any t ∈ [0, T ]. Then there exists a vector
fieldH ∈ C ([0, T ],L2(Ω))∩L2((0, T ),H 12 (Ω))with ∂tH ∈ L2 ((0, T ),L2(Ω)),
which solves (4.5).
Proof. First, let us integrate (4.7) in time to get (for any η ∈ (0, T ))∫ η
0
(∂tHn,ϕ) +
∫ η
0
(∇×Hn,∇×ϕ)
+
∫ η
0
(K0 ?Hn,∇×ϕ) = ∫ η
0
(
Fn,ϕ
)
. (4.8)
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We want to find the limit of (4.8) as n → ∞. By the reflexivity of the space
L2
(
(0, T ),L2(Ω)
)
, we have the existence of a subsequence of Fn, which we
denote with the same symbol again, such that Fn ⇀ F in L2
(
(0, T ),L2(Ω)
)
.
Lemma 4.3.1(i) implies that the corresponding sequence {Hn} is uniformly bounded
in L2 ((0, T ),H0(curl; Ω)). Due to the reflexivity of this space, the sequence
{Hn} has a weak convergent subsequence, which we denote with the same sym-
bol again, i.e.
Hn ⇀ H in L2 ((0, T ),H0(curl; Ω)) .
Note that both terms
∫ η
0
(∇×Hn,∇×ϕ) and ∫ η
0
(K0 ?Hn,∇×ϕ) are linear
bounded functionals in the space L2 ((0, T ),H0(curl; Ω)). An easy calculation
gives ∥∥Hn(t)−Hn(t)∥∥ 6 ‖hi − hi−1‖ for t ∈ [ti−1, ti].
By Lemma 4.3.1(i), we get that
lim
n→∞
∥∥Hn(t)−Hn(t)∥∥ = 0, for all t ∈ [0, T ]. (4.9)
It follows that Hn and Hn have the same limit in L2
(
(0, T ),L2(Ω)
)
(if it exists).
The convergence of Rothe’s method is based on a compactness argument. Using
Theorem 2.9.37, we see that
H
1
2 (Ω) ↪→↪→ L2(Ω).
Lemma 4.3.1(i-iii) and the assumption H0 ∈ H(curl; Ω) give for all n ∈ N that∫ T
0
‖Hn(t)‖2H0(curl;Ω) dt 6 C, ∇ ·Hn(t) = 0, ∀t ∈ [0, T ].
Reviewing Theorem 2.9.36, we see that∫ T
0
‖Hn(t)‖2
H
1
2 (Ω)
dt 6 C.
Taking into account the fact that∫ T
0
‖∂tHn(t)‖2 dt 6 C
and using the generalized Aubin-Lions lemma 2.12.4 with V = H
1
2 (Ω), Y =
W = L2(Ω), we get that {Hn} is compact in the space L2
(
(0, T ),L2(Ω)
)
. There-
fore, there exists a subsequence of {Hn} (denoted by the same symbol again) for
which we have by (4.9) that
Hn(x, t)→ H(x, t) for a.a. (x, t) ∈ QT .
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Moreover, H ∈ C ([0, T ],L2(Ω)), Hn ⇀ H in L2((0, T ),H 12 (Ω)) and
∂tHn ⇀ ∂tH in L2
(
(0, T ),L2(Ω)
)
.
Now, we can pass to the limit for n→∞ in (4.8) to arrive at∫ η
0
(∂tH,ϕ) +
∫ η
0
(∇×H,∇×ϕ) +
∫ η
0
(K0 ?H,∇×ϕ)
=
∫ η
0
(F,ϕ) . (4.10)
This is valid for all η ∈ (0, T ). Differentiating the result of (4.10) with respect to
the time variable, we get the existence of a solution to (4.5). Taking into account
the uniqueness of a solution and Lemma 2.4.20, it is clear that the whole Rothe’s
sequence {Hn} converges in L2
(
(0, T ),L2(Ω)
)
towards the solution. 
Remark 4.3.1. Instead of using the generalized Aubin-Lions lemma, one can also
use Kacˇur’s lemma 2.12.3 because it holds that
max
t∈[0,T ]
∥∥Hn(t)∥∥
H
1
2 (Ω)
6 C and ∂tHn ∈ L2
(
(0, T ),L2(Ω)
)
if H0 ∈ H(curl; Ω). An analogous result as in the previous theorem can be
obtained. Then, the convergence result Hn → H is in the space C
(
[0, T ],L2(Ω)
)
instead of L2
(
(0, T ),L2(Ω)
)
.
Remark 4.3.2. The existence result can also be obtained by using the test space
W := {ϕ ∈ H0(curl; Ω) ∩H(div; Ω) : ∇ ·ϕ = 0 in Ω}
in the variational formulation (4.5). The use of this space is allowed because the
solution of problem (4.5) is divergence free. The spaceW is compact inL2(Ω) [39,
Corollary 3.49], i.e. we have that
W ↪→↪→ L2(Ω) ∼= (L2(Ω))∗ ↪→↪→W∗.
Using these spaces, one can show the existence of a solution under the lower
regularity assumption thatH0 ∈ L2(Ω). An analogous result as in Lemma 4.3.1(i)
and (ii) can be obtained replacing H−10 (curl; Ω) byW∗. Then, it is clear that
max
t∈[0,T ]
∥∥Hn(t)∥∥2 + n∑
i=1
∥∥∥∥∥
∫ ti
ti−1
∂tHn(s) ds
∥∥∥∥∥
2
+
∫ T
0
∥∥∇×Hn(t)∥∥2 dt 6 C (4.11)
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and ∫ T
0
‖∂tHn(s)‖2W∗ ds 6 C, ∀n ∈ N.
According to Kacˇur’s lemma 2.12.3 with V = L2(Ω) and Y = W∗, there ex-
ist a field H ∈ C ([0, T ],W∗) ∩ L∞ ((0, T ),L2(Ω)) solving (4.5) with ∂tH ∈
L2 ((0, T ),W∗) and a subsequence {Hn} of {Hn} such that
Hn → H, in C ([0, T ],W∗),
Hn(t) ⇀ H(t), in L2(Ω) for all t ∈ [0, T ],
Hn ⇀ H, in L2 ((0, T ),W),
∂tHn ⇀ ∂tH, in L2 ((0, T ),W∗).
This result is sufficient to prove the existence of a weak solution to problem (4.5).
However, no error estimates can be obtained when H0 ∈ L2(Ω). Note that
also Hn → H in L2
(
(0, T ),L2(Ω)
)
as n → +∞. This follows from Hn ⇀
H in L2
(
(0, T ),L2(Ω)
)
and ‖Hn‖L2((0,T ),L2(Ω)) → ‖H‖L2((0,T ),L2(Ω)) due to
Lemma 2.4.19.
Let us check that ‖Hn‖L2((0,T ),L2(Ω)) → ‖H‖L2((0,T ),L2(Ω)) as n → ∞. The
duality pairing 〈·, ·〉W∗×W can be considered as a continuous extension of the
inner product on L2(Ω), see Theorem 2.9.15. This implies that∫ T
0
‖Hn(t)‖2 dt
=
∫ T
0
(
Hn(t),Hn(t)−Hn(t)
)
dt+
∫ T
0
〈Hn(t),Hn(t)〉W∗×W . (4.13)
From (4.11), it follows that∣∣∣∣∣
∫ T
0
(
Hn(t),Hn(t)−Hn(t)
)
dt
∣∣∣∣∣ . √τ .
Hence, passing to the limit τ → 0 in (4.13) implies that∫ T
0
‖Hn(t)‖2 dt→
∫ T
0
‖H(t)‖2 dt
because Hn ⇀ H in L2 ((0, T ),W) and Hn → H in C ([0, T ],W∗).
4.3.3 Error estimates
The following theorem addresses the error estimates for the time discretization,
i.e. the error estimates between the unique solution of the original problem and the
solution of Rothe’s problem.
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Theorem 4.3.3 (Error). Suppose that F ∈ Lip([0, T ],L2(Ω)).
(i) If H0 ∈ H(curl; Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ.
(ii) If∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl; Ω) and∇×∇×H0 ∈ L2(Ω)
then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ2.
Please note that the positive constant C in these estimates is of the form CeCT .
Proof. We subtract (4.5) from (4.7), set ϕ = Hn(t)−H(t) and integrate in time
over t ∈ (0, η) ⊂ (0, T ) to get
1
2 ‖Hn(η)−H(η)‖2 +
∫ η
0
‖∇ ×Hn −∇×H‖2
+
∫ η
0
(K0 ? [Hn −H],∇× [Hn −H])
=
∫ η
0
(
Fn − F,Hn −H
)
+
∫ η
0
(∇× [Hn −Hn],∇× [Hn −H])
+
∫ η
0
(K0 ? [Hn −Hn],∇× [Hn −H]) . (4.14)
Due to the Lipschitz continuity of F, we may write that∣∣∣∣∫ η
0
(
Fn − F,Hn −H
)∣∣∣∣ . ∫ η
0
∥∥Fn − F∥∥2 + ∫ η
0
‖Hn −H‖2
6 Cτ2 +
∫ η
0
‖Hn −H‖2 .
It holds that ∥∥Hn(t)−Hn(t)∥∥ 6 τ ‖∂tHn(t)‖ for t ∈ [0, T ].
The last term of (4.14) can be estimated using (4.4) and Lemma 4.3.1(iii) as fol-
lows ∣∣∣∣∫ η
0
(K0 ? [Hn −Hn],∇× [Hn −H])∣∣∣∣
(4.4)
6 ε
∫ η
0
‖∇ × [Hn −H]‖2 + Cε
∫ η
0
∥∥Hn −Hn∥∥2
6 ε
∫ η
0
‖∇ × [Hn −H]‖2 + Cετ2.
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Analogously, we have that∣∣∣∣∫ η
0
(K0 ? [Hn −H],∇× [Hn −H])
∣∣∣∣
6 ε
∫ η
0
‖∇ × [Hn −H]‖2 + Cε
∫ η
0
‖Hn −H‖2 . (4.15)
It remains to estimate the second term on the RHS in (4.14). Here, we have to
distinguish between two cases depending on the a priori estimates we have (see
Lemma 4.3.1(iii) and (iv)):
(i) ∣∣∣∣∫ η
0
(∇× [Hn −Hn],∇× [Hn −H])∣∣∣∣
6 ε
∫ η
0
‖∇ × [Hn −H]‖2 + Cε
∫ η
0
∥∥∇× [Hn −Hn]∥∥2
6 ε
∫ η
0
‖∇ × [Hn −H]‖2 + Cετ,
(ii) ∣∣∣∣∫ η
0
(∇× [Hn −Hn],∇× [Hn −H])∣∣∣∣
6 ε
∫ η
0
‖∇ × [Hn −H]‖2 + Cε
∫ η
0
∥∥∇× [Hn −Hn]∥∥2
6 ε
∫ η
0
‖∇ × [Hn −H]‖2 + Cετ2.
Putting all things together, choosing a sufficiently small positive ε and applying
Gro¨nwall’s argument, we conclude the proof. 
4.4 Modified scheme
In this section, the following time-discrete scheme that represents a slight modifi-
cation of (4.6) is considered for ϕ ∈ H0(curl; Ω):{
(δhi,ϕ) + (∇× hi,∇×ϕ) = (Fi,ϕ)− (K0 ? hi−1,∇×ϕ) ,
h0 = H0.
(4.16)
This scheme is equivalent to
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇× hi,∇×ϕ)
= (Fi,ϕ)− (K0 ? hi−1,∇×ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
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Here, the convolution term is taken explicitly (from the last time step), while (4.6)
considers an implicit form (from the actual time step). In other words, the scheme
(4.16) is semi-implicit. The bilinear form a(·, ·) is elliptic and continuous in
H0(curl; Ω). According to (4.3), the functional fi(·) is linear and bounded in
H0(curl; Ω) if Hi−1 ∈ L2(Ω). Thus, if H0 ∈ L2(Ω), an application of the Lax-
Milgram lemma 2.11.1 gives the existence of a unique solution to (4.16) for any
i = 1, . . . , n and any τ > 0.
Handling this scheme is very similar to the way used for (4.6). For brevity, only
the differences between both algorithms are pointed out.
Lemma 4.4.1 (A priori estimates). Suppose that F ∈ L2 ((0, T ),L2(Ω)).
(i) Let H0 ∈ L2(Ω). Then, there exists a positive constant C such that
max
16i6n
‖hi‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖∇ × hi‖2 τ 6 C.
(ii) If∇ ·H0 = 0 = ∇ · Fi for i = 1, . . . , n, then∇ · hi = 0 for all
i = 1, . . . , n. Furthermore, we have that
τ
n∑
i=1
‖δhi‖2H−10 (curl;Ω) 6 C.
(iii) If ∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H(curl; Ω) and
∇×∇×H0 ∈ L2(Ω) then
max
16i6n
‖∇ × hi‖2 +
n∑
i=1
‖∇ × hi −∇× hi−1‖2 +
n∑
i=1
‖δhi‖2 τ 6 C.
(iv) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
,∇× (K0 ?H0) ∈ L2(Ω),
H0 ∈ H0(curl; Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
16i6n
‖δhi‖2 +
n∑
i=1
‖δhi − δhi−1‖2 +
n∑
i=1
‖∇ × δhi‖2 τ 6 C.
Proof. (i) We follow Lemma 4.3.1(i). Using (4.4), we have that∣∣∣∣∣
j∑
i=1
(K0 ? hi−1,∇× hi) τ
∣∣∣∣∣ 6 ε
j∑
i=1
‖∇ × hi‖2 τ + Cε
j∑
i=0
‖hi‖2 τ.
After fixing a sufficiently small positive ε, an application of Gro¨nwall’s lemma
completes the proof.
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(ii) The proof is the same as in Lemma 4.3.1(ii) replacing (K0 ? hi,∇×ϕ) by
(K0 ? hi−1,∇×ϕ).
(iii) The verification is the same as in Lemma 4.3.1(iii) replacing
(K0 ? hi,∇×ϕ) by (K0 ? hi−1,∇×ϕ). Remark that
j∑
i=1
(K0 ? hi−1,∇× δhi) τ
= (K0 ? hj ,∇× hj)− (K0 ? h0,∇× h0)−
j∑
i=1
(K0 ? δhi,∇× hi) τ.
(iv) We set
δh0 := ∂tH(0) = F(0)−∇×∇×H0 −∇× (K0 ?H0) a.e. in Ω,
and
h−1 := h0 − δh0τ a.e. in Ω.
Please note that δh0 and h−1 ∈ L2(Ω). The proof follows very closely the proof
of Lemma 4.3.1(iv), except for the appearance of the term (K0 ? hi−1,∇×ϕ)
instead of (K0 ? hi,∇×ϕ). 
The variational formulation (4.16) can be rewritten for all ϕ ∈ H0(curl; Ω) and
a.a. t ∈ (0, T ) as
(∂tHn(t),ϕ) +
(∇×Hn(t),∇×ϕ)
=
(
Fn(t),ϕ
)− (K0 ?Hn(t− τ),∇×ϕ) .
The existence theorem 4.3.2 stays valid. The next theorem derives the error esti-
mates for the scheme (4.16).
Theorem 4.4.1 (Error). Suppose that F ∈ Lip([0, T ],L2(Ω)).
(i) If H0 ∈ H(curl; Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ.
(ii) If∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl; Ω) and
∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ2.
Please note that the positive constant C in these estimates is of the form CeCT .
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Proof. We follow Theorem 4.3.3. We get (4.14) in which the term∫ t
0
(K0 ? [Hn −Hn],∇× [Hn −H])
is replaced by∫ t
0
(K0 ? [Hn(s)−Hn(s− τ)],∇× [Hn(s)−H(s)]) ds.
This can be handled using (4.4) and Lemma 4.4.1(iii) as follows∣∣∣∣∫ t
0
(K0 ? [Hn(s)−Hn(s− τ)],∇× [Hn(s)−H(s)]) ds∣∣∣∣
6 ε
∫ t
0
‖∇ × [Hn(s)−H(s)]‖2 ds+ Cε
∫ t
0
∥∥Hn(s)−Hn(s− τ)∥∥2 ds
6 ε
∫ t
0
‖∇ × [Hn(s)−H(s)]‖2 ds+ Cετ2.
The rest of the proof is the same as in Theorem 4.3.3. 
This second scheme is considered, because it is easier to implement than the first
scheme and it gives the same order of convergence. Moreover, the finite element
matrix corresponding with the LHS of (4.26) is sparser and hence less memory is
needed.
4.5 Higher regularity
The problem (4.1) is nonsymmetric due to the convolution term. This means that
the term (K0 ?H,∇×H) in the variational formulation consists of two terms
with derivatives of a different order. The unique solution of problem (4.1) can be
approached by the scheme (4.6) or (4.16). Theorems 4.3.3 and 4.4.1 claim to have
optimal convergence rates O (τ) in the space
C
(
[0, T ],L2(Ω)
) ∩ L2 ((0, T ),H(curl; Ω))
under appropriate conditions. These error estimates have been obtained using a
priori estimates, which were based on Gro¨nwall’s argument. In fact, it is the non-
symmetric term who leads to the use of Gro¨nwall’s lemma. Therefore, O (τ) =
eCT τ , which means that the constant eCT might be large.
The exponential (in time) growth character of this constant can be overcome by
making a symmetrification of the problem when using an analogue of the implicit
scheme (4.6). This is done by incorporation of the curl operator ∇ × Js into a
new convolution kernel, cf. [89] and [2, §11.7]. Then, the term (K0 ?H,∇×H)
can be replaced by (K ?H,H) in the variational formulation, where K is defined
in the following lemma. The time dependency of H is ignored in the following
lemma and subsection.
150 NONLOCAL PARABOLIC MODEL
Lemma 4.5.1. Let Js be defined as in (3.9). Suppose that ∇ ·H = 0 in Ω and
H · ν = 0 on ∂Ω. Then,
∇× Js(x) = −
∫
Ω
K(x,x′)H(x′) dx′ =: − (K ?H) (x), x ∈ Ω,
where the kernel K is defined by
K : Ω× Ω→ R : (x,x′) 7→ κ(|x− x′|), (4.17)
with
κ : (0,∞)→ R : s 7→
{
C˜
2s2
(
1− sr0
)
exp
(
− sr0
)
s < r0;
0 s > r0.
Proof. The proof is adapted from [89]. Let r = x − x′ and r = |r|e. The first
component is given by
(∇× Js)1 (x) =
∫
Ω
[H2(x
′)∂x2 (σ0(r)r1) +H3(x
′)∂x3 (σ0(r)r1)
−H1(x′)∂x2 (σ0(r)r2)−H1(x′)∂x3 (σ0(r)r3)] dx′.
Notice that ∂xiσ0(r) = σ
′
0(r)
ri
r and ∂x′iσ0(r) = −σ′0(r) rir . A simple calculation
gives that ∂xj = −∂x′j on the term σ0(r)ri. We use this on the first two terms of
the integrand together with the product rule
∂x′j (σ0(r)rlHm(x
′)) = σ0(r)rl∂x′jHm(x
′) +Hm(x′)∂x′j (σ0(r)rl) .
Employing ∇ ·H = 0 on the terms corresponding with the first term on the RHS
of the product rule gives
(∇× Js)1 (x) =
∫
Ω
[−∂x′2 (σ0(r)r1H2(x′))− ∂x′3 (σ0(r)r1H3(x′))
−σ0(r)r1∂x′1H1(x′)−H1(x′)∂x2 (σ0(r)r2)−H1(x′)∂x3 (σ0(r)r3)
]
dx′.
An application of the divergence theorem on the first two terms in the integrand and
an integration by parts on the third term in the integrand give that (∇× Js)1 (x)
equals∫
∂Ω
[−σ0(r)r1H2(x′)ν2(x′)− σ0(r)r1H3(x′)ν3(x′)
−σ0(r)r1H1(x′)ν1(x′)] dx′ +
∫
Ω
[
H1(x
′)∂x′1 (σ0(r)r1)
−H1(x′)∂x2 (σ0(r)r2)−H1(x′)∂x3 (σ0(r)r3)] dx′.
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Firstly, we use ∂x′j = −∂xj on the first term in the second integral. Secondly, the
surface and volume integrals are combined. Equivalently, we can prove an analo-
gous result for the second and third component of the curl of Js. Consequently,
(∇× Js)i (x) = −
∫
Ω
Hi(x
′)∇ · (σ0(r)r) dx′−
∫
∂Ω
σ0(r)riH(x
′) · ν(x′) dx′,
for i = 1, 2, 3. From the assumption H · ν = 0 on ∂Ω, we conclude the proof.
Moreover,
κ(r) = κ(|r|) = ∇ · (σ0(r)r) = ∂r · (σ0(r)r) = rσ′0(r) + 3σ0(r).
A simple calculation using (3.10) gives the exact form of the kernel K. 
4.5.1 Properties of the kernel K
The goal of this section is to show that the kernel K, defined in (4.17), is positive
definite. This new characteristic is useful for simplifying proofs and for avoiding
the Gro¨nwall argument. The starting point is a definition of a positive definite
kernel in the sense of Mercer [126] and a radial function [127].
Definition 4.5.1. Let X ⊂ Rd, d > 1. A symmetric kernel Kˆ : X × X → R is
called positive definite if∫
X
(∫
X
Kˆ(x,x′)F(x′) dx′
)
F(x) dx > 0, ∀F ∈ L1(X). (4.18)
Definition 4.5.2. A function Ψ : Rd → R, d > 1, is called radial provided there
exists a function ϕ : [0,∞)→ R such that
Ψ(x) = ϕ(r) where r = |x| .
Remark 1. K is a radial function with ϕ = κ and r = |x − x′|, see Theorem
4.5.1.
The following important lemma is easy to show using spherical coordinates, so its
proof is omitted.
Lemma 4.5.2. K(x, ·) ∈ Lp(Ω) if 1 6 p < 32 , ∀x ∈ Ω.
The theory of completely monotone functions is involved to prove that K is posi-
tive definite.
Definition 4.5.3. A function ϕ : (0, a)→ R that is an element of C(0, a) and that
satisfies
(−1)lϕ(l)(x) ≥ 0, x > 0, l = 0, 1, 2, . . . ,
is called completely monotone on (0, a). The limit ϕ(l)(0) = lim
x↘0
ϕ(l)(x), finite or
infinite, exists.
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Schoenberg has pointed out the following connection between positive definite
radial and completely monotone functions [128, Thm. 3]. A more recent reference
is [129].
Theorem 4.5.1 (Schoenberg interpolation theorem). A function ϕ is completely
monotone on (0,∞) if and only if Ψ = ϕ(| · |2) is positive definite and radial on
Rd for all d > 1.
Lemma 4.5.3. The kernel K, defined in Lemma 4.5.1, is positive definite on Ω ×
Ω ⊂ Rd × Rd.
Proof. One can proof by induction that the following functions are completely
monotone on (0,∞):
• κˆ1(r) = C2 , C > 0;
• κˆ2(r) = 1r , since for l = 0, 1, 2, . . .
(−1)lκˆ(l)2 (r) = (−1)2ll!r−(l+1) > 0, r > 0;
• κˆ3(r) = exp
(
−
√
r
r0
)
≥ 0, since for l = 1, 2, . . .
(−1)lκˆ(l)3 (r) = (−1)2l2−l exp
(
−
√
r
r0
) l−1∑
i=0
C
(l)
i r
i−l
0 r
− l+i2 > 0, r > 0,
with
C
(l)
i =

C
(l−1)
i i = 0;
C
(l−1)
i + C
(l−1)
i−1 (l + i− 2) 1 6 i 6 l − 1;
C
(l−1)
i−1 (l + i− 2) i = l − 1;
and
C
(1)
0 = 1;
• κˆ4(r) =
{
1−
√
r
r0
r < r20;
0 r > r20;
since for l = 1, 2, . . .
(−1)lκˆ(l)4 (r) =
 (−1)2l
Γ(l− 12 )
2
√
pir0r
l− 1
2
≥ 0 0 < r < r20;
0 r > r20;
where Γ denotes the gamma function.
From the previous calculations, it follows that the function
κˆ(r) := κˆ1(r)κˆ2(r)κˆ3(r)κˆ4(r)
is completely monotone on (0,∞) (the product of two completely monotone func-
tions is completely monotone, cf. [130]). The Schoenberg interpolation Theorem
4.5.1 tells us thatK(x,x′) = κˆ(|x−x′|2) is positive definite and radial onRd×Rd
for all d. 
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4.5.2 Symmetric problem
The solution of problem (4.1) is divergence free for any t ∈ [0, T ] if ∇ · H0 =
0 = ∇ · F(t) for any t ∈ [0, T ], see Theorem 4.2.1. From now on, it is assumed
that H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ]. This is a natural condition due to (3.3)
and the assumption that the magnetic field outside the domain equals zero [39, p.
8]. Note that H0 ∈ H(curl; Ω),∇ ·H0 = 0 and H0 · ν = 0 on ∂Ω imply that
H0 ∈ {ϕ ∈ H(curl; Ω) ∩H0(div; Ω) : ∇ ·ϕ = 0} .
Using the identity
−∆H = ∇× (∇×H)−∇(∇ ·H)
and Lemma 4.5.1, the solution of problem (4.1) also satisfies
∂tH−∆H+K ?H = F in QT ,
H = 0 on ∂Ω× (0, T ),
H(x, 0) = H0 in Ω,
∇ ·H0 = 0 in Ω.
(4.19)
This problem is a vector Laplace equation. Therefore, it is natural that the fur-
ther analysis takes place in the Hilbert spaces H1(Ω) and H2(Ω). First, a useful
inequality is stated, which follows from Lemma 4.5.2, namely
| (K ?H) (x)| =
∣∣∣∣∫
Ω
K(x,x′)H(x′) dx′
∣∣∣∣ 6 C(q) ‖H‖q , ∀x ∈ Ω, (4.20)
for all q > 3. Due to the Sobolev embedding theorem 2.9.18 in R3, it holds that
H10(Ω) ↪→ L6(Ω). This, together with the Friedrichs inequality, see Theorem
2.9.28, gives for all h1 ∈ H10(Ω) and h2 ∈ L2(Ω) that
(K ? h1,h2) 6 Cε ‖h1‖2H10(Ω) + ε ‖h2‖
2 6 Cε ‖∇h1‖2 + ε ‖h2‖2 . (4.21)
The position of ε and Cε can be switched. The positive definiteness of K implies
that
(K ? h,h) > 0, ∀h ∈ H10(Ω).
Under the additional assumption that H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ], the
solution to problem (4.1) obeys for all ϕ ∈ H10(Ω) that
(∂tH(t),ϕ) + (∇H(t),∇ϕ) + ((K ?H)(t),ϕ) = (F(t),ϕ) . (4.22)
The following theorem is analogous to Theorem 4.2.1.
Theorem 4.5.2 (Enhanced stability). Assume that∇ ·F(t) = 0 = ∇ ·H0 for any
t ∈ [0, T ], F ∈ L2 ((0, T ),L2(Ω)) and H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ].
The solution to problem (4.1) obeys
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(i) If H0 ∈ H1(Ω) then
max
t∈[0,T ]
‖H(t)‖2H1(Ω) +
∫ T
0
‖∂tH‖2 6 C.
(ii) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
and H0 ∈ H10(Ω) ∩ H2(Ω)
then
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇∂tH‖2 6 C.
Proof. The proof is straightforward if we follow the line from Theorem 4.2.1.
Please note that we employ the positive definiteness of the convolution kernel K
in order to avoid the use of Gro¨nwall’s lemma. We only point out how to handle
the differences.
(i) We follow Theorem 4.2.1(i) and (iii). Note that for each ξ ∈ (0, T ), it holds
that ∫ ξ
0
(K ?H,H) > 0.
It is not possible to estimate this term by using (4.21) without needing Gro¨nwall’s
lemma afterwards. Thanks to the Friedrich’s inequality, we get that∫ ξ
0
(F,H) 6 Cε
∫ ξ
0
‖F‖2 + ε
∫ ξ
0
‖∇H‖2 .
From this, it is easy to see that
max
t∈[0,T ]
‖H(t)‖2 +
∫ T
0
‖∇H‖2 6 C.
According to (4.21) and this estimate, we successively deduce that∫ ξ
0
(K ?H, ∂tH) 6 ε
∫ ξ
0
‖∂tH‖2 + Cε
∫ ξ
0
‖∇H‖2 6 ε
∫ ξ
0
‖∂tH‖2 + Cε.
(ii) Note that
∫ ξ
0
(K ? ∂tH, ∂tH) > 0 for each ξ ∈ (0, T ). Analogously as in
Theorem 4.2.1(iv), we arrive at
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇∂tH‖2 . 1 + ‖∂tH(0)‖2 .
Taking into account (4.20) and H10(Ω) ↪→ L6(Ω), we get ‖K ?H0‖ 6 C. There-
fore, it holds that
∂tH(0) = F(0)−∆H0 −K ?H0 a.e. in Ω,
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if H0 ∈ H10(Ω) ∩H2(Ω). Hence,
‖∂tH(0)‖ . 1.

The implicit scheme (4.6) takes the form{
(δhi,ϕ) + (∇hi,∇ϕ) + (K ? hi,ϕ) = (Fi,ϕ) , ϕ ∈ H10(Ω),
h0 = H0,
(4.23)
which is equivalent to
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇hi,∇ϕ) + (K ? hi,ϕ)
= (Fi,ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
The following lemma is analogous to Lemma 4.3.1. As in Theorem 4.5.2, the
application of Gro¨nwall’s argument can be avoided by the positive definiteness of
the kernel K.
Lemma 4.5.4 (Enhanced a priori estimates). Assume that∇·Fi = 0 = ∇·H0 for
i = 1, . . . , n, F ∈ L2 ((0, T ),L2(Ω)) and H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ].
(i) Let H0 ∈ H1(Ω). Then, there exists a positive constant C such that
max
16i6n
‖hi‖2H1(Ω) +
n∑
i=1
‖hi − hi−1‖2H1(Ω) +
n∑
i=1
‖δhi‖2 τ 6 C.
(ii) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
and H0 ∈ H10(Ω) ∩ H2(Ω)
then
max
16i6n
‖δhi‖2 +
n∑
i=1
‖δhi − δhi−1‖2 +
n∑
i=1
‖∇δhi‖2 τ 6 C.
Therefore, the same stability results are obtained as in Lemma 4.3.1, where the
curl-spaces are replaced by analogous Hs(Ω)-spaces. The variational formulation
(4.23) can be rewritten in terms of the Rothe functions as
(∂tHn(t),ϕ) +
(∇Hn(t),∇ϕ)+ (K ?Hn(t),ϕ) = (Fn(t),ϕ) , (4.24)
for all ϕ ∈ H10(Ω) and a.a. t ∈ (0, T ).
Theorem 4.5.3 (Enhanced existence). Let H0 ∈ H1(Ω) and
F ∈ L2 ((0, T ),L2(Ω)). Assume that∇·H0 = 0 = ∇·F(t) for any t ∈ [0, T ]. If
H(t)·ν = 0 on ∂Ω for any t ∈ [0, T ], then the solutionH to problem (4.1) belongs
to C
(
[0, T ],L2(Ω)
) ∩ L2 ((0, T ),H10(Ω)) with ∂tH ∈ L2 ((0, T ),L2(Ω)).
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Proof. The proof follows the same line as in Theorem 4.3.2. The main point of
this theorem is the embedding
H10(Ω) ↪→↪→ L2(Ω).
Lemma 4.5.4(i) gives
Hn ∈ L2
(
(0, T ),H10(Ω)
)
and ∂tHn ∈ L2
(
(0, T ),L2(Ω)
)
.
The generalized Aubin-Lions lemma 2.12.4 implies that {Hn} is compact in the
space L2
(
(0, T ),L2(Ω)
)
. Therefore, there exists a subsequence of Hn (denoted
by the same symbol again) for which we have
Hn(x, t)→ H(x, t) for a.a. (x, t) ∈ QT .
Moreover, H ∈ C ([0, T ],L2(Ω)), Hn ⇀ H in L2 ((0, T ),H10(Ω)) and
∂tHn ⇀ ∂tH ∈ L2
(
(0, T ),L2(Ω)
)
. 
The following error estimates have smaller constant C in comparison with the
constants appearing in Theorem 4.3.3 because Gro¨nwall’s argument is avoided.
Theorem 4.5.4 (Error). Suppose that the assumptions of Theorem 4.5.3 are satis-
fied. Moreover, assume that F ∈ Lip([0, T ],L2(Ω)).
(i) If H0 ∈ H1(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇[Hn −H]‖2 6 Cτ.
(ii) If H0 ∈ H10(Ω) ∩H2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇[Hn −H]‖2 6 Cτ2.
Proof. We subtract (4.22) from (4.24), set ϕ = Hn(t) − H(t) and integrate in
time over t ∈ (0, η) ⊂ (0, T ) to get
1
2 ‖Hn(η)−H(η)‖2 +
∫ η
0
‖∇[Hn −H]‖2 +
∫ η
0
(K ? [Hn −H],Hn −H)
=
∫ η
0
(
Fn − F,Hn −H
)
+
∫ η
0
(∇[Hn −Hn],∇[Hn −H])
+
∫ η
0
(K ? [Hn −Hn],Hn −H) . (4.25)
The last term on the LHS is non-negative due to the positive definiteness of K.
Furthermore,∣∣∣∣∫ η
0
(
Fn − F,Hn −H
)∣∣∣∣ 6 Cε ∫ η
0
∥∥Fn − F∥∥2 + ε∫ η
0
‖Hn −H‖2
6 Cετ2 + ε
∫ η
0
‖∇[Hn −H]‖2 .
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It holds that∥∥∇[Hn(t)−Hn(t)]∥∥ 6 τ ‖∂t∇Hn(t)‖ for t ∈ [0, T ].
For the last term of (4.25), we may write using (4.21) and Friedrichs inequality
that ∣∣∣∣∫ η
0
(K ? [Hn −Hn],Hn −H)∣∣∣∣
6 ε
∫ η
0
‖Hn −H‖2 + Cε
∫ η
0
∥∥∇[Hn −Hn]∥∥2
6 ε
∫ η
0
‖∇[Hn −H]‖2 + Cε
∫ η
0
∥∥∇[Hn −Hn]∥∥2 .
Thus, employing Lemma 4.5.4(i) and (ii), we see that
(i)
∣∣∣∣∫ η
0
(K ? [Hn −Hn],Hn −H)∣∣∣∣ 6 ε∫ η
0
‖∇[Hn −H]‖2 + Cετ
(ii)
∣∣∣∣∫ η
0
(K ? [Hn −Hn],Hn −H)∣∣∣∣ 6 ε∫ η
0
‖∇[Hn −H]‖2 + Cετ2.
It remains to estimate the second term on the RHS in (4.25). Depending on the
stability results, we have that
(i) ∣∣∣∣∫ η
0
(∇[Hn −Hn],∇[Hn −H])∣∣∣∣
6 ε
∫ η
0
‖∇[Hn −H]‖2 + Cε
∫ η
0
∥∥∇[Hn −Hn]∥∥2
6 ε
∫ η
0
‖∇[Hn −H]‖2 + Cετ
(ii) ∣∣∣∣∫ η
0
(∇[Hn −Hn],∇[Hn −H])∣∣∣∣
6 ε
∫ η
0
‖∇[Hn −H]‖2 + Cε
∫ η
0
∥∥∇[Hn −Hn]∥∥2
6 ε
∫ η
0
‖∇[Hn −H]‖2 + Cετ2.
Putting things together and choosing a sufficiently small positive ε, we conclude
the proof. 
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4.5.3 Modified scheme inH1(Ω)
Now, the following semi-implicit time-discrete scheme is considered, which rep-
resents a slight modification of (4.23):{
(δhi,ϕ) + (∇hi,∇ϕ) = (Fi,ϕ)− (K ? hi−1,ϕ) ,
h0 = H0,
(4.26)
which is equivalent to (ϕ ∈ H10(Ω))
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇hi,∇ϕ)
= (Fi,ϕ)− (K ? hi−1,ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
The existence of a unique solution to (4.26) is obtained for any i = 1, . . . , n and
any τ > 0 if
H0 ∈ Lq(Ω) ∩ {ϕ ∈ H(curl; Ω) ∩H0(div; Ω) : ∇ ·ϕ = 0} , q > 3.
The scheme (4.26) can be analysed in the same way as (4.23). Therefore, fur-
ther details are omitted. It is important to note that the use of Gro¨nwall’s lemma
with exponential in time character of the constant cannot be avoided despite the
positive definiteness of K. Nevertheless, the error estimates from Theorem 4.5.4
remain valid for (4.26). The main difference is that the constants C are larger. In
the following section, the convergence of this scheme is illustrated in some nu-
merical experiments. Future research can concern the implementation of the other
schemes. This section is concluded with a comparison of the obtained results with
the London equations.
4.5.4 Comparison with the London equations
Consider a thin superconducting slab, of thickness 2L, as shown in Fig. 4.1. The
Figure 4.1: The magnetic field inside a superconducting slab of thickness 2L.
second London equation is given by∇×Js = −Λ−1B. This equation, combined
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with the quasi-static Maxwell equation∇×H = Js and equation (3.3), gives
∇×∇×B = − 1
β
B,
where β := Λµ =
me
µnse2
. But ∇ × (∇ × B) = ∇(∇ · B) − ∆B = −∆B since
∇ ·B = 0. Hence,
∆B =
1
β
B. (4.27)
Suppose that an external parallel magnetic field is applied in the z direction par-
allel to the slab surfaces, i.e. B = (0, 0, Ba). Given that the magnetic field is a
function of only x inside the superconductor, B = (0, 0, Bz(x)), equation (4.27)
is equivalent with
d2Bz(x)
dx2
=
1
β
Bz(x). (4.28)
Solving equation (4.28) with the boundary conditions that Bz = Ba at the two
surfaces at x = ±L, the solution inside the slab becomes
Bz(x) = Ba
cosh
(
x√
β
)
cosh
(
L√
β
) . (4.29)
This result shows that a magnetic field is exponentially decayed at the surface of a
superconductor (Meissner effect). The magnetic field B penetrates at the surfaces
corresponding with x = ±L over a distance of approximately √β (London pen-
etration depth). Analogue, choosing Jn = 0 in the calculation of model (4.19),
the magnetic field H satisfies the following elliptic integro-differential equation
for type-I superconductivity
∆H = K ?H or ∆B = K ?B. (4.30)
If r0 → 0, which means that the support of K becomes smaller and smaller, K
becomes a Dirac delta function. Consequently, K → C˜2 δ(x − x′) and (4.30)
converts to
∆B =
C˜
2
B.
The identification C˜2 =
µ
Λ =
1
β yields the London equation (4.27). An interesting
area for future research is to compare the numerical solution of problem (4.30) for
small r0 with the exact solution (4.29) in the case of an infinite slab.
4.6 Numerical experiments
The numerical experiments follow closely the theoretical analysis. The solution of
problem (4.1) is approximated by solving problem (4.19) using the semi-implicit
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scheme (4.26). Backward Euler’s method (Rothe’s method) for an equidistant
time-discretization with time step τ = 2−j , 2 6 j 6 7, is used. The resulting
elliptic BVPs (hi,ϕ) + τ (∇hi,∇ϕ) = τ (Fi,ϕ)−τ (K ? hi−1,ϕ) + (hi−1,ϕ) ,
h0 = H0,
(4.31)
ϕ ∈ H10(Ω), i = 1, . . . , 2jT , are solved using the FEM with first-order Lagrange
finite elements.
The problems (4.31) are standard except of the appearance of the convolution term.
It is this term that complicates the space discretization. It is assumed that the
domain Ω ⊂ R3 is a Lipschitz polyhedron. Then, the domain Ω can be triangulated
into a finite set of tetrahedra Th such that Ω =
⋃
T ∈Th
T , see [66]. Note that h =
max
T ∈Th
hT , where hT is the diameter of the smallest sphere containing T . The total
number of vertices is set equal to M and the ith vertex of Th is put equal to xi.
Denote by xm,T and Vol(T ) the midpoint and the volume of a tetrahedron T ∈ Th
respectively. Define the set
Tx := {T ∈ Th : |xm,T − x| < r0} ⊂ Th.
The convolution integral arising in the numerical experiments is solved numeri-
cally as follows
C(x,ϕ) := K(x, ·) ?ϕ ≈
∑
T ∈Tx
Vol(T )K(x− xm,T )ϕ(xm,T ). (4.32)
This is a way to avoid the singularity in the kernel. The term (K ? hi−1,ϕ) in the
variational formulation can be considered as∫
Ω
C(x,hi−1) ·ϕ(x) dx.
As mentioned before, at each time step, the resulting elliptic BVP (4.31) is solved
numerically by the FEM. For each component of the unknown vector field first-
order Lagrange elements on tetrahedra are used, see Example 2.13.4. An algebraic
system of the form
AHi = bi
is solved, where Hi contains the degrees of freedom of the different components
of H.
The algorithm for the determination of the form of the matrixA and the vector bi is
written down. Remark that the matrix A is time independent and can be computed
before the time stepping.
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Algorithm
• Choose T , τ , C˜ and r0. Prescribe F and H0.
• Set t = τ ;
• Define separate forms aM (u,v) = (u,v) and aS(u,v) = (∇u,∇v);
• Assemble aM to the mass matrix M and aS to the stiffness matrix S;
• Compute A = M + τS;
• While t 6 T :
– Interpolate the solution on the previous time step, hi−1, component-
wise to a finite element function Hi−1 in Vh := (Vh)3;
– Interpolate the formula for F on time step ti, i.e. Fi, componentwise
to a finite element function F i in Vh.
– The convolution (K ? hi−1) (x) can be approximated by C(x,hi−1).
Interpolate C(x,hi−1) componentwise to a finite element function Cp
in Vh;
– Set bi = τMF i − τMCp +MHi−1;
– Solve AHi = bi for Hi and store in hi;
– t← t+ τ ;
– hi−1 ← hi.
The following assumptions are made in the experiments: T = 1, Ω = (0, 1) ×
(0, 1) × (0, 1) and r0 = 0.1. Moreover, two values for the parameter C˜ are used,
namely C˜ = 2 and C˜ = 150. For the space discretization, a fixed uniform mesh
that gives a good approximation for the convolution integral is needed. The num-
ber of cells in each direction is chosen to be equal, namely (nx, nx, nx). The vol-
ume of the sphere S with center x and radius r0, denoted by Vol(S), is compared
with the volume of the set Tx that is defined by
Vol(Tx) =
∑
T ∈Tx
Vol(T ),
where x is a node in (r0, 1−r0)× (r0, 1−r0)× (r0, 1−r0). The results are given
in Table 4.1. The best approximation for nx 6 30 is 25. For this reason, the total
number of tetrahedra in the experiments is 93750. For every time step τ , the error
E = max
t∈[0,T ]
‖hn(t)−H(t)‖2 (4.33)
is computed. For all experiments, the exact solution belongs to Vh. Therefore,
the error is only due to the time discretization and the approximation of the convo-
lution. Note that in the numerical experiments, the assumptions H × ν = 0 and
H · ν = 0 do not need to be satisfied. The proposed schemes are also valid for a
more general boundary condition.
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nx |Vol(S)− Vol(Tx)| nx |Vol(S)− Vol(Tx)|
11 0.000319 21 0.000346
12 0.000441 22 0.000244
13 0.000547 23 0.000408
14 0.000184 24 0.000138
15 0.000633 25 0.000093
16 0.000206 26 0.000312
17 0.000289 27 0.000124
18 0.000416 28 0.000271
19 0.000185 29 0.000403
20 0.000561 30 0.000108
Table 4.1: |Vol(S)− Vol(Tx)| for 10 < nx 6 30.
4.6.1 Experiment 1
In the first experiment,
Hex = (1 + t2)
11
1

is used as exact solution. The RHS F can be calculated exactly in (r0, 1 − r0) ×
(r0, 1− r0)× (r0, 1− r0), namely
Fex = 2t+ (2 + 2t2)piC˜r0 exp(−1.0)
11
1
 .
The error (4.33) is computed for Ω = (r0, 1 − r0) × (r0, 1 − r0) × (r0, 1 − r0)
and τ = 2−j , 2 6 j 6 7, and is depicted in Figure 4.2 for C˜ = 2 and C˜ = 150.
The error log2E is plotted as a function of log2 τ because then the order of con-
vergence corresponds with the slope of the regression line. The expected conver-
gence rate for smooth functions is predicted in Theorem 4.5.4: E ∼ O (τ2).
The linear regression line for the first two data points are given by log2E =
0.8881 log2 τ − 11.4836 and log2E = 0.4752 log2 τ − 2.1577 for C˜ = 2, re-
spectively C˜ = 150. Therefore, the expected linear behaviour is not obtained.
With decreasing time step, the error in the approximation of the convolution starts
dominating over the time discretization error. However, the error in the approxi-
mation of the convolution is sufficiently small. In the following two experiments,
the error due to the numerical convolution is cancelled out because the numerical
convolution is also used in the determination of F.
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(a) C˜ = 2 (b) C˜ = 150
Figure 4.2: Results of numerical experiment 1: (a) convergence rate for experiment 1 with
C˜ = 2; (b) convergence rate for experiment 1 with C˜ = 150.
4.6.2 Experiment 2
In this experiment, the following exact solution is defined
Hex = (1 + t)
y − zz − x
x− y
 .
The error (4.33) is again computed for τ = 2−j , 2 6 j 6 7, and is shown in
Figure 4.3 for C˜ = 2 and C˜ = 150. Now, a linear regression line is calculated
through all the obtained data points: log2E = 2 log2 τ − 17.521 and log2E =
2.148 log2 τ − 5.0102 for C˜ = 2 and C˜ = 150 respectively. This is in accordance
with the predicted convergence rate of O(τ2) in Theorem 4.5.4.
(a) C˜ = 2 (b) C˜ = 150
Figure 4.3: Results of numerical experiment 2: (a) convergence rate for experiment 2 with
C˜ = 2; (b) convergence rate for experiment 2 with C˜ = 150.
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4.6.3 Experiment 3
In the last experiment, the following exact solution is taken
Hex = (1 + t2)
y − zz − x
x− y
 .
The linear regression lines are log2E = 1.9753 log2 τ − 12.858 and log2E =
1.9678 log2 τ − 4.0842 for C˜ = 2 and C˜ = 150 respectively, see Figure 4.4.
The predicted convergence rate of O (τ2) is not exactly obtained since the exact
solution is quadratic in time.
(a) C˜ = 2 (b) C˜ = 150
Figure 4.4: Results of numerical experiment 3: (a) convergence rate for experiment 3 with
C˜ = 2; (b) convergence rate for experiment 3 with C˜ = 150.
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4.7 Full discretization
Numerical experiments are performed in the previous section. It is investigated
how the error behaves with decreasing time step. From theoretical point of view,
it is also interesting to analyse the space discretization error. In doing this, a linear
numerical scheme discretized in time and space for finding an approximation of
the solution to problem (4.1) is proposed.
The first step is to generate a finite element mesh that covers the domain Ω, which
is a bounded polyhedral Lipschitz continuous domain in R3. It is assumed that
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there exists a regular family of meshes or triangulations {Th : h > 0}, where h
denotes the mesh parameter. The purpose of this section is to analyse the error as
h decreases.
The second step is the consideration of a finite element subspace Vh of
H(curl; Ω). In order to take the boundary condition H × ν = 0 into account,
the finite dimensional subspace Vh0 = {vh ∈ Vh : vh × ν = 0 on ∂Ω} of
H0(curl; Ω) is considered. The following projection operators into Vh0 are used.
Let Ph : L2(Ω) → Vh0 be the orthogonal projection operator such that if u ∈
L2(Ω) then Phu ∈ Vh0 satisfies
(u,vh) = (Phu,vh) , ∀vh ∈ Vh0 . (4.34)
Analogously, let P˜h : H0(curl; Ω) → Vh0 be the orthogonal projection operator
such that if u ∈ H0(curl; Ω) then P˜hu ∈ Vh0 satisfies
(u,vh) + (∇× u,∇× vh)
=
(
P˜hu,vh
)
+
(
∇× P˜hu,∇× vh
)
, ∀vh ∈ Vh0 . (4.35)
Choosing vh = Phu in (4.34) and vh = P˜hu in (4.35), it is easy to proof that Ph
and P˜h are linear bounded operators.
At this point, a fully discrete scheme can be defined. After time and space dis-
cretization, the following approximation of problem (4.1) can be obtained: find
hhi ∈ Vh0 , 1 6 i 6 n, such that
(
δhhi ,ϕ
h
)
+
(∇× hhi ,∇×ϕh)
+
(K0 ? hhi ,∇×ϕh) = (PhFi,ϕh) = (Fi,ϕh) ,
hh0 = P˜hH0,
(4.36)
is satisfied for allϕh ∈ Vh0 . This problem is equivalent with solving ah(hhi ,ϕh) =
fh(ϕh) for allϕh ∈ Vh0 , where ah : Vh0×Vh0 → R and fh : Vh0 → R are defined
by
ah(hhi ,ϕ
h) =
(
hhi
τ
,ϕh
)
+
(∇× hhi ,∇×ϕh)+ (K0 ? hhi ,∇×ϕh)
and
fh(ϕh) =
(
Fi,ϕ
h
)
+
(
hhi−1
τ
,ϕh
)
.
Note that hhi denotes the finite element solution at time t = ti.
Theorem 4.7.1. Suppose that H0 ∈ H0(curl; Ω). Then the variational problem
(4.36) admits a unique solution hhi ∈ Vh0 for any i = 1, . . . , n if τ < τ0.
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Proof. This is an easy application of the Lax-Milgram lemma 2.11.1 for any i =
1, . . . , n. It holds that
ah(vh,vh) > 1
τ
∥∥vh∥∥2 + ∥∥∇× vh∥∥2 − ∣∣(K0 ? vh,∇× vh)∣∣
(4.4)
>
(
1
τ
− Cε
)∥∥vh∥∥2 + (1− ε)∥∥∇× vh∥∥2 .
Fixing ε < 1 proofs that the bilinear form ah(·, ·) is elliptic in the Hilbert space
Vh0 for τ < τ0. Moreover, a
h is continuous in Vh0 . If H0 ∈ H0(curl; Ω), then
the functional fh(·) is linear and bounded in Vh0 . 
A stability analysis is needed to derive the error estimates for the full discretization.
Lemma 4.7.1 (Stability analysis). Suppose that F ∈ L2 ((0, T ),L2(Ω)).
(i) Let H0 ∈ H0(curl; Ω). Then, there exists a positive constant C such that
for all τ < τ0 it holds that
max
16i6n
∥∥hhi ∥∥2 + n∑
i=1
∥∥hhi − hhi−1∥∥2 + n∑
i=1
∥∥∇× hhi ∥∥2 τ 6 C.
(ii) If H0 ∈ H0(curl; Ω) then for all τ < τ0 it holds that
max
16i6n
∥∥∇× hhi ∥∥2 + n∑
i=1
∥∥∇× hhi −∇× hhi−1∥∥2 + n∑
i=1
∥∥δhhi ∥∥2 τ 6 C.
(iii) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
, ∇ × (K0 ? H0) ∈ L2(Ω),
H0 ∈ H0(curl; Ω) and ∇×∇×H0 ∈ L2(Ω) then for all τ < τ0
max
16i6n
∥∥δhhi ∥∥2 + n∑
i=1
∥∥δhhi − δhhi−1∥∥2 + n∑
i=1
∥∥∇× δhhi ∥∥2 τ 6 C.
Proof. (i) First, we set ϕh = hhi in (4.36). Then, we multiply the result by τ and
sum it up for i = 1, . . . , j (1 6 j 6 n) to arrive at
j∑
i=1
(
δhhi ,h
h
i
)
τ+
j∑
i=1
∥∥∇× hhi ∥∥2 τ+ j∑
i=1
(K0 ? hhi ,∇× hhi ) τ = j∑
i=1
(
Fi,h
h
i
)
τ.
For the first term on the left-hand side (LHS), we use Abel’s summation rule
2
j∑
i=1
(
δhhi ,h
h
i
)
τ =
∥∥hhj ∥∥2 − ∥∥∥P˜hH0∥∥∥2 + j∑
i=1
∥∥hhi − hhi−1∥∥2 .
4.7. FULL DISCRETIZATION 167
For the third term on the LHS, using (4.4), we have that∣∣∣∣∣
j∑
i=1
(K0 ? hhi ,∇× hhi ) τ
∣∣∣∣∣ 6 ε
j∑
i=1
∥∥∇× hhi ∥∥2 τ + Cε j∑
i=1
∥∥hhi ∥∥2 τ.
For the RHS, we apply the Cauchy and Young inequalities. Fixing ε sufficiently
small and applying Gro¨nwall’s argument gives the proof.
(ii) Now, we put ϕh = δhhi in (4.36). Again, we multiply by τ and sum up for
i = 1, . . . , j (1 6 j 6 n)
j∑
i=1
∥∥δhhi ∥∥2 τ + j∑
i=1
(∇× hhi ,∇× hhi −∇× hhi−1)
+
j∑
i=1
(K0 ? hhi ,∇× δhhi ) τ = j∑
i=1
(
Fi, δh
h
i
)
τ.
Abel’s summation rule gives
2
j∑
i=1
(∇× hhi ,∇× hhi −∇× hhi−1)
=
∥∥∇× hhj ∥∥2 − ∥∥∥∇× P˜hH0∥∥∥2 + j∑
i=1
∥∥∇× hhi −∇× hhi−1∥∥2
and
j∑
i=1
(K0 ? hhi ,∇× δhhi ) τ = (K0 ? hhj ,∇× hhj )
−
(
K0 ? P˜hH0,∇× P˜hH0
)
−
j∑
i=1
(K0 ? δhhi ,∇× hhi−1) τ.
Hence, using (i) and (4.4), we obtain that∣∣∣∣∣
j∑
i=1
(K0 ? hhi ,∇× δhhi ) τ
∣∣∣∣∣ 6 Cε + ε∥∥∇× hhj ∥∥2 + ε
j∑
i=1
∥∥δhhi ∥∥2 τ.
Fixing a sufficiently small positive ε concludes the proof.
(iii) We define the following compatibility condition
δhh0 := Ph∂tH(0) = PhF(0)−Ph (∇×∇×H0)−Ph (∇× (K0 ?H0)) .
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We subtract (4.36) for i = i− 1 from (4.36). Then, we set ϕh = δhhi and we sum
the result up for i = 1, . . . , j with 1 6 j 6 n to get
j∑
i=1
(
δ2hhi , δh
h
i
)
τ +
j∑
i=1
∥∥∇× δhhi ∥∥2 τ + j∑
i=1
(K0 ? δhhi ,∇× δhhi ) τ
=
j∑
i=1
(
δFi, δh
h
i
)
τ.
Furthermore, we follow the same lines as in (i) when considering δhhi instead of
hhi . 
Now, the following piecewise linear in time vector fields Hhn and the piecewise
constant in time fields H
h
n are defined
Hhn(0) = P˜hH0, H
h
n(t) = h
h
i−1 + (t− ti−1)δhhi for t ∈ (ti−1, ti],
H
h
n(0) = P˜hH0, H
h
n(t) = h
h
i , for t ∈ (ti−1, ti],
i = 1, . . . , n. The full discretized system (4.36) can be rewritten by Rothe’s nota-
tion for all ϕh ∈ Vh0 and a.a. t ∈ (0, T ) as follows
(
∂tH
h
n(t),ϕ
h
)
+
(
∇×Hhn(t),∇×ϕh
)
+
(
K0 ?Hhn(t),∇×ϕh
)
=
(
Fn(t),ϕ
h
)
;
Hhn(0) = P˜hH0.
(4.37)
The next theorem summarizes the error estimate for the full discretization.
Theorem 4.7.2. Suppose that F ∈ Lip([0, T ],L2(Ω)).
(i) Let the weak solutionH of (4.1) at time t and the initial conditionH0 satisfy
H(t),H0 ∈ H0(curl; Ω). Then for any τ < τ0, there exists a constant C
such that
∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2
6 C
(
τ +
∥∥∥H0 − P˜hH0∥∥∥2 +
√∫ η
0
∥∥∥H− P˜hH∥∥∥2
+
∫ η
0
∥∥∥H− P˜hH∥∥∥2 + ∫ η
0
∥∥∥∇× (H− P˜hH)∥∥∥2)
is valid for any η ∈ [0, T ];
(ii) Let the weak solutionH of (4.1) at time t and the initial conditionH0 satisfy
H(t), ∂tH(t),H0 ∈ H0(curl; Ω). Then, for any τ < τ0, there exists a
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constant C such that∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2
6 C
(
τ +
∥∥∥H0 − P˜hH0∥∥∥2 + ∥∥∥H(η)− P˜hH(η)∥∥∥2 + ∫ η
0
∥∥∥H− P˜hH∥∥∥2
+
∫ η
0
∥∥∥∂t (H− P˜hH)∥∥∥2 + ∫ η
0
∥∥∥∇× (H− P˜hH)∥∥∥2)
is valid for any η ∈ [0, T ];
(iii) If the initial condition also satisfies ∇×H0 and K0 ?H0 ∈ H0(curl; Ω),
then the estimates in (i) and (ii) are satisfied with τ2 instead of τ .
Please note that the positive constant C in these estimates is of the form CeCT .
Proof. (i) We subtract (4.37) from (4.5) for ϕ = ϕh. We set ϕh = P˜hH(t) −
Hhn(t) and integrate in time over (0, η) for η ∈ [0, T ] to get∫ η
0
(
∂tH− ∂tHhn, P˜hH−Hhn
)
+
∫ η
0
(
∇×
(
H−Hhn
)
,∇×
(
P˜hH−Hhn
))
+
∫ η
0
(
K0 ?
(
H−Hhn
)
,∇×
(
P˜hH−Hhn
))
=
∫ η
0
(
F− Fn, P˜hH−Hhn
)
.
We rearrange the terms by adding ±H and ±Hhn to obtain
1
2
∥∥H(η)−Hhn(η)∥∥2 − 12 ∥∥∥H0 − P˜hH0∥∥∥2 + ∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2
=
∫ η
0
(
∂tH− ∂tHhn,H− P˜hH
)
+
∫ η
0
(
∇×
(
H−Hhn
)
,∇×
(
H− P˜hH
))
+
∫ η
0
(
∇×
(
H−Hhn
)
,∇×
(
Hhn −H
h
n
))
+
∫ η
0
(
K0 ?
(
H−Hhn
)
,∇×
(
H− P˜hH
))
+
∫ η
0
(
K0 ?
(
H−Hhn
)
,∇×
(
H
h
n −H
))
+
∫ η
0
(
K0 ?
(
H−Hhn
)
,∇×
(
Hhn −H
h
n
))
+
∫ η
0
(
F− Fn, P˜hH−H
)
+
∫ η
0
(
F− Fn,H−Hhn
)
=:
8∑
i=1
Si.
170 NONLOCAL PARABOLIC MODEL
The following inequality is useful during the term by term estimation of the previ-
ous equality ∥∥∥Hhn(t)−Hhn(t)∥∥∥ 6 τ ∥∥∂tHhn(t)∥∥ for t ∈ [0, T ].
Using Ho¨lder’s inequality, Lemma 4.2.1(iii) and Lemma 4.7.1(ii) gives that
S1 6
√∫ η
0
‖∂tH− ∂tHhn‖2
√∫ η
0
∥∥∥H− P˜hH∥∥∥2 .
√∫ η
0
∥∥∥H− P˜hH∥∥∥2.
Using Young’s inequality gives
S2 6 ε
∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2 + Cε ∫ η
0
∥∥∥∇× (H− P˜hH)∥∥∥2 .
Moreover, applying Lemma 4.7.1(ii) yields that
S3 6 ε
∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2 + Cε ∫ η
0
∥∥∥∇× (Hhn −Hhn)∥∥∥2
6 ε
∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2 + Cετ.
For the term S4, we get that
S4
(4.4)
.
∫ η
0
∥∥∥H−Hhn∥∥∥2 + ∫ η
0
∥∥∥∇× (H− P˜hH)∥∥∥2 .
Adding±Hhn in the first term of the RHS of the previous inequality and employing
Lemma 4.7.1(ii) gives
S4 . τ2 +
∫ η
0
∥∥H−Hhn∥∥2 + ∫ η
0
∥∥∥∇× (H− P˜hH)∥∥∥2 .
In the same way as for the term S4, we get thanks to Lemma 4.7.1(ii) that
S5
(4.4)
6 Cε
∫ η
0
∥∥∥H−Hhn∥∥∥2 + ε∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2
6 Cετ2 + Cε
∫ η
0
∥∥H−Hhn∥∥2 + ε∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2 .
and
S6
(4.4)
.
∫ η
0
∥∥∥H−Hhn∥∥∥2 + ∫ η
0
∥∥∥∇× (Hhn −Hhn)∥∥∥2
. τ2 +
∫ η
0
∥∥H−Hhn∥∥2 + τ
. τ +
∫ η
0
∥∥H−Hhn∥∥2 .
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The terms S7 and S8 can be estimated due to the Lipschitz continuity of F by
S7 .
∫ η
0
∥∥F− Fn∥∥2 + ∫ η
0
∥∥∥P˜hH−H∥∥∥2 . τ2 + ∫ η
0
∥∥∥H− P˜hH∥∥∥2
and
S8 . τ2 +
∫ η
0
∥∥H−Hhn∥∥2 .
Fixing a sufficiently small ε > 0, an application of the Gro¨nwall argument con-
cludes the proof.
(ii) The only difference with part (i) of the proof is the handling of the term S1.
Integration by parts gives
S1 =
(
H(t)−Hhn(t),H(t)− P˜hH(t)
)∣∣∣η
0
−
∫ η
0
(
H(t)−Hhn(t), ∂t
(
H(t)− P˜hH(t)
))
6 ε
∥∥H(η)−Hhn(η)∥∥2 + Cε ∥∥∥H(η)− P˜hH(η)∥∥∥2 + ∥∥∥H0 − P˜hH0∥∥∥2
+ C
∫ η
0
∥∥H−Hhn∥∥2 + C ∫ η
0
∥∥∥∂t (H− P˜hH)∥∥∥2 .
The rest of the proof follows closely the lines of (i).
(iii) The term τ2 can be obtained by an application of Lemma 4.7.1(iii) instead of
Lemma 4.7.1(ii) on the terms S3 and S6. 
4.7.1 Example: Ne´de´lec’s first family of curl-conforming finite
elements of first order
Due to their practical importance, in the first example the lowest order Ne´de´lec
edge elements are considered, see Example 2.13.5. The finite element space Vh is
then given by
Vh = {vh ∈ H(curl; Ω) : vh∣∣
K
(x) = aK + bK × x, ∀K ∈ Th},
where aK and bK are constants in R3. Let us denote by rh the interpolation
operator valued in Vh0 , defined element by element using rhu|K = rKu for all
K ∈ Th, with rK the element-wise interpolant given by∫
e
(u− rKu) · τˆ = 0, for all edges e of K.
Unfortunately, the integrals appearing in this definition are not well defined for
functions from H(curl; Ω). The interpolation operator rh is defined in
Hs(curl,Ω) := {u ∈ Hs(Ω) : ∇× u ∈ Hs(Ω)}
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for any s > 12 [120, Lemma 5.1]. Moreover, there exists a constant C > 0,
independent of h such that [120, Proposition 5.6]
‖H− rhH‖+ ‖∇ × (H− rhH)‖ 6 Chs
(
‖H‖Hs(Ω) + ‖∇ ×H‖Hs(Ω)
)
,
for each H ∈ Hs(curl,Ω) with s ∈ ( 12 , 1]. Cea’s lemma [54] implies that the
projection operator P˜h defined in (4.35) for any s ∈
(
1
2 , 1
]
has the property∥∥∥u− P˜hu∥∥∥
H(curl;Ω)
6 ‖u− rhu‖H(curl;Ω) . hs‖u‖Hs(curl,Ω),
for all u ∈ H0(curl; Ω)∩Hs(curl,Ω). Now, the following corollary of Theorem
4.7.2 can be stated without proof.
Corollary 4.7.1. Take s ∈ ( 12 , 1]. Let F ∈ Lip([0, T ],L2(Ω)).
(i) Suppose that H0 ∈ H0(curl; Ω)∩Hs(curl,Ω) and that the weak solution
H of (4.1) satisfies
H ∈ L2 ((0, T ),H0(curl; Ω) ∩Hs(curl,Ω)) .
Then there exists a constant C independent of both the time step τ and the
mesh size h such that∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2 6 C (τ + hs)
is valid for any η ∈ [0, T ].
(ii) Suppose that H0 ∈ H0(curl; Ω)∩Hs(curl,Ω) and that the weak solution
H of (4.1) satisfies
H ∈ H1 ((0, T ),H0(curl; Ω) ∩Hs(curl,Ω)) .
Then there exists a constant C independent of both the time step τ and the
mesh size h such that∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇× (H−Hhn)∥∥∥2 6 C (τ + h2s)
is valid for any η ∈ [0, T ].
(iii) If the initial condition also satisfies∇×H0 ∈ H0(curl; Ω)∩Hs(curl,Ω)
and K0 ?H0 ∈ H0(curl; Ω) ∩Hs(curl,Ω), then the estimates in (i) and
(ii) are satisfied with τ2 instead of τ .
Please note that the positive constant C in these estimates is of the form CeCT .
Thus, if τ → 0 and h → 0, the convergence of the Rothe sequence Hhn to the
unique weak solution H of problem (4.1) in C
(
[0, T ],L2(Ω)
)
is proved.
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4.7.2 Higher regularity
The error estimates in the previous section have been obtained using a priori esti-
mates that were based on Gro¨nwall’s argument. The convergence rates are of order
O (τ, h) = eCT (τ + h) in the space C ([0, T ],L2(Ω)) under appropriate condi-
tions. To get rid of the exponential character of this constant, the use of Gro¨nwall’s
lemma should be avoided. This is again done by the incorporation of the curl oper-
ator∇×Js into the convolution kernelK, see Lemma 4.5.1, under the assumption
that H · ν = 0 on ∂Ω. The solution of problem (4.1) also satisfies problem (4.19).
Now, Vh0 is a finite dimensional subspace of H
1
0(Ω). The linear bounded operator
Ph : H
1
0(Ω)→ Vh0 is defined such that if u ∈ H10(Ω), then Phu ∈ Vh0 satisfies
(u,vh) + (∇u,∇vh) =
(
Phu,vh
)
+
(∇Phu,∇vh)
for all vh ∈ Vh0 . The following fully discrete linear recurrent scheme is proposed
to approximate (4.19): find hhi ∈ Vh0 such that
(
δhhi ,ϕ
h
)
+
(∇hhi ,∇ϕh)
+
(K ? hhi ,ϕh) = (PhFi,ϕh) = (Fi,ϕh) ,
hh0 = PhH0
(4.38)
is satisfied for all ϕh ∈ Vh0 . Due to the positive definiteness of K, an application
of the Lax-Milgram lemma 2.11.1 gives the existence of a unique solution in Vh0
of (4.38) for any i = 1, . . . , n and any τ > 0 if H0 ∈ H10(Ω).
The same stability results are obtained as in Lemma 4.7.1, where the curl-spaces
are replaced by analogous Hs(Ω)-spaces. Now, the use of Gro¨nwall’s argument is
avoided.
Lemma 4.7.2 (Enhanced stability). Assume that F ∈ L2 ((0, T ),L2(Ω)), ∇ ·
H0 = 0 = ∇ · F(t) and H(t) · ν = 0 on ∂Ω for any time t ∈ [0, T ].
(i) Let H0 ∈ H10(Ω). Then, there exists a positive constant C such that for all
τ > 0 it holds that
max
16i6n
∥∥hhi ∥∥2 + n∑
i=1
∥∥hhi − hhi−1∥∥2 + n∑
i=1
∥∥∇hhi ∥∥2 τ 6 C.
(ii) If H0 ∈ H10(Ω), then for all τ > 0 it holds that
max
16i6n
∥∥∇hhi ∥∥2 + n∑
i=1
∥∥∇hhi −∇hhi−1∥∥2 + n∑
i=1
∥∥δhhi ∥∥2 τ 6 C.
(iii) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
and H0 ∈ H10(Ω) ∩H2(Ω),
then for all τ > 0 it holds that
max
16i6n
∥∥δhhi ∥∥2 + n∑
i=1
∥∥δhhi − δhhi−1∥∥2 + n∑
i=1
∥∥∇δhhi ∥∥2 τ 6 C.
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Proof. (i) Set ϕh = hhi in (4.38). Multiply the result by τ and sum it up for
i = 1, . . . , j (1 6 j 6 n) to get
j∑
i=1
(
δhhi ,h
h
i
)
τ +
j∑
i=1
∥∥∇hhi ∥∥2 τ + j∑
i=1
(K ? hhi ,hhi ) τ = j∑
i=1
(
Fi,h
h
i
)
τ.
The use of Gro¨nwall’s argument can be avoided by employing the positive defi-
niteness of K and Friedrichs inequality. Indeed, it holds that
j∑
i=1
(K ? hhi ,hhi ) τ > 0
and ∣∣∣∣∣
j∑
i=1
(
Fi,h
h
i
)
τ
∣∣∣∣∣ 6 Cε
j∑
i=1
‖Fi‖2 τ + ε
j∑
i=1
∥∥hhi ∥∥2 τ
6 Cε
j∑
i=1
‖Fi‖2 τ + ε
j∑
i=1
∥∥∇hhi ∥∥2 τ.
Fixing ε sufficiently small gives the proof.
(ii) We put ϕh = δhhi in (4.38). Again, we multiply by τ and sum up for i =
1, . . . , j (1 6 j 6 n)
j∑
i=1
∥∥δhhi ∥∥2 τ + j∑
i=1
(∇hhi ,∇hhi −∇hhi−1)+ j∑
i=1
(K ? hhi , δhhi ) τ
=
j∑
i=1
(
Fi, δh
h
i
)
τ.
Using (i), we obtain∣∣∣∣∣
j∑
i=1
(K ? hhi , δhhi ) τ
∣∣∣∣∣ (4.21)6 Cε
j∑
i=1
∥∥∇hhi ∥∥2 τ + ε j∑
i=1
∥∥δhhi ∥∥2 τ
6 Cε + ε
j∑
i=1
∥∥δhhi ∥∥2 τ.
(iii) The proof is the same as in Lemma 4.7.1(iii). Now, the following compatibility
condition is needed
δhh0 := PhF(0)−Ph (∆H0)−Ph (K ?H0) .

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Using the Rothe’s functions, the variational formulation (4.38) can be rewritten for
ϕh ∈ Vh0 and a.a. t ∈ (0, T ) as(
∂tH
h
n(t),ϕ
h
)
+
(
∇Hhn(t),∇ϕh
)
+
(
K ?Hhn(t),ϕh
)
=
(
Fn(t),ϕ
h
)
.(4.39)
The following error estimates have smaller constant C in comparison with the
constants appearing in Theorem 4.7.2 because Gro¨nwall’s argument is avoided
thanks to the positive definiteness of K.
Theorem 4.7.3. Suppose that F ∈ Lip([0, T ],L2(Ω)), ∇ ·H0 = 0 = ∇ · F(t)
and H(t) · ν = 0 on ∂Ω for any time t ∈ [0, T ] .
(i) Let the weak solution H of (4.1) at time t and the initial condition H0
satisfy H(t),H0 ∈ H10(Ω). Then for any τ < τ0, there exists a constant
C independent of both the time step τ and the mesh size h, such that
∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2
6 C
(
τ +
∥∥H0 −PhH0∥∥2 +
√∫ η
0
∥∥H−PhH∥∥2
+
∫ η
0
∥∥H−PhH∥∥2 + ∫ η
0
∥∥∇ (H−PhH)∥∥2)
is valid for any η ∈ [0, T ];
(ii) Let the weak solutionH of (4.1) at time t and the initial conditionH0 satisfy
H(t), ∂tH(t),H0 ∈ H10(Ω). Then for any τ < τ0, there exists a constant C
independent of both the time step τ and the mesh size h, such that
∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2
6 C
(
τ +
∥∥H0 −PhH0∥∥2 + ∥∥H(η)−PhH(η)∥∥2 + ∫ η
0
∥∥H−PhH∥∥2
+
∫ η
0
∥∥∂t (H−PhH)∥∥2 + ∫ η
0
∥∥∇ (H−PhH)∥∥2)
is valid for any η ∈ [0, T ];
(iii) If the initial condition satisfies H0 ∈ H10(Ω)∩H2(Ω), then the estimates in
(i) and (ii) are satisfied with τ2 instead of τ .
Proof. (i) We subtract (4.39) from (4.22) for ϕ = ϕh. We set ϕh = PhH(t) −
Hhn(t) and integrate in time over (0, η) for η ∈ [0, T ] and rearrange the terms to
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obtain
1
2
∥∥H(η)−Hhn(η)∥∥2 − 12 ∥∥H0 −PhH0∥∥2
+
∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2 + ∫ η
0
(
K ?
(
H−Hhn
)
,H−Hhn
)
=
∫ η
0
(
∂tH− ∂tHhn,H−PhH
)
+
∫ η
0
(
∇
(
H−Hhn
)
,∇ (H−PhH))+∫ η
0
(
∇
(
H−Hhn
)
,∇
(
Hhn −H
h
n
))
+
∫ η
0
(
K ?
(
H−Hhn
)
,H−PhH
)
+
∫ η
0
(
K ?
(
H−Hhn
)
,Hhn −H
h
n
)
+
∫ η
0
(
F− Fn,PhH−H
)
+
∫ η
0
(
F− Fn,H−Hhn
)
=:
7∑
i=1
Si.
The terms S1, S2, S3, S6 and S7 can be handled in the same way as in Theorem
4.7.2. For the others terms, we get that
S4
(4.21)
6 ε
∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2 + Cε ∫ η
0
∥∥H−PhH∥∥2 .
and
S5
(4.21)
6 ε
∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2 + Cε ∫ η
0
∥∥∥Hhn −Hhn∥∥∥2
6 ε
∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2 + Cετ.
Fixing a sufficiently small ε > 0 concludes the proof.
(ii) and (iii) The proof follows the same lines as in Theorem 4.7.2(ii) and (iii). 
4.7.2.1 Example: Lagrangian finite elements
In this example, the first-order Lagrange finite elements for the space discretiza-
tion are considered. The finite element space Vh is now given by Vh = {vh ∈
H1(Ω) : vh
∣∣
K
∈ P1(K), ∀K ∈ Th}, with P1(K) the space of component-
wise first-order polynomials. The coefficients of these polynomials are determined
by the degrees of freedom vh(ai) with ai, i = 1, . . . , 4, the vertices of K. Note
that Vh0 = {vh ∈ Vh : vh = 0 on ∂Ω}. The corresponding interpolation opera-
tor is denoted by pih. The Sobolev Embedding theorem in R3 [131, Theorem 7.57]
implies that Hs(Ω) ⊂ C(Ω) if s > 32 . Thus pih : Hs(Ω)→ Vh0 , s > 32 , to ensure
that the vertex values are well defined. Then, [39, Theorem 5.48] gives that there
exists a constant C > 0 independent of h such that
‖u− pihu‖H1(Ω) 6 Chs−1 ‖u‖Hs(Ω) , (4.40)
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for each u ∈ Hs(Ω) with 32 < s 6 2. This section finishes with the following
corollary.
Corollary 4.7.2. Take s ∈ ( 32 , 2]. Let F ∈ Lip ([0, T ],L2(Ω)), ∇ ·H0 = 0 =∇ · F(t) and H(t) · ν = 0 on ∂Ω for any time t ∈ [0, T ].
(i) Suppose that H0 ∈ H10(Ω) ∩Hs(Ω) and that the weak solution H of (4.1)
satisfies
H ∈ L2 ((0, T ),H10(Ω) ∩Hs(Ω)) .
Then the error estimate∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2 . τ + hs−1
is valid for any η ∈ [0, T ].
(ii) Suppose that H0 ∈ H10(Ω) ∩Hs(Ω) and that the weak solution H of (4.1)
satisfies
H ∈ H1 ((0, T ),H10(Ω) ∩Hs(Ω)) .
Then the error estimate∥∥H(η)−Hhn(η)∥∥2 + ∫ η
0
∥∥∥∇(H−Hhn)∥∥∥2 . τ + h2(s−1)
is valid for any η ∈ [0, T ].
(iii) If the initial condition satisfies∇×H0 ∈ H10(Ω) ∩Hs(Ω) and K0 ?H0 ∈
H10(Ω)∩Hs(Ω), then the estimates in (i) and (ii) are satisfied with τ2 instead
of τ .
4.8 Conclusion
A vectorial nonlocal linear parabolic problem (4.1) in terms of the magnetic field
with applications in superconductors of type-I has been studied. This model has
been obtained from the eddy current version of the Maxwell equations, the two-
fluid model of London and London, and the nonlocal representation of the su-
perconductive current by Eringen. The nonlocal term has been given by a space
convolution with a singular kernel.
Two time-discrete numerical schemes based on backward Euler’s method have
been developed to approximate the solution of problem (4.1). The existence of a
weak solution for each time step has been shown. Also the convergence of the
method has been discussed and error estimates have been derived. In the first
scheme, the convolution has been taken implicitly (from the actual time step). In
the second one, the convolution has been taken explicitly (from the previous time
step). This second scheme has been considered, because it is easier to implement
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than the first scheme and it gives the same order of convergence. For both schemes,
the error estimates for the time discretization have been obtained using a priori
estimates that were based on Gro¨nwall’s argument. The convergence rates are of
order O (τ) = eCT τ in the space C ([0, T ],L2(Ω)) ∩ L2 ((0, T ),H(curl; Ω))
under appropriate conditions, where τ is the discretization parameter. To get rid of
the exponential (in time) character of this constant, the use of Gro¨nwall’s lemma
should be avoided.
For this reason, a new convolution kernel has been derived under the assumption
that the normal component of the unknown vector field equals zero on the bound-
ary of the superconductor. With the help of the additional assumption, it has been
demonstrated that under higher regularity the solution of the original model satis-
fies a simpler problem which is easier to implement. Both time-discrete schemes
stay valid. One major advantage is the positive definiteness of the kernel. Using
this property, better error estimates have been obtained for the implicit scheme (the
convergence rate is of order O (τ) = Cτ ).
A numerical experiment for the semi-implicit scheme supports the obtained the-
oretical results. Also the convergence of a fully discrete finite element scheme
(4.36) to the solution of problem (4.1) has been shown. In a similarly way to the
time-discrete scheme, it has been demonstrated how to improve the error estimates
under higher regularity.
5
Nonlocal hyperbolic problem for
type-I superconductivity
This chapter is based on the article [132], which is published in
Journal of Mathematical Analysis and Applications.
The aims of this chapter are to address the well-posedness of the following hyper-
bolic problem in terms of the magnetic field H
∂ttH+ ∂tH+∇×∇×H+∇× (K0 ?H) = F in QT ,
H× ν = 0 on ΣT ,
H(x, 0) = H0 in Ω,
∂tH(x, 0) = H
′
0 in Ω,
(5.1)
to design a scheme for its numerical approximation and to derive error estimates
for the time discretization.
The domain Ω ⊂ R3 occupying a type-I superconductor is a bounded Lipschitz
domain. Note that QT = Ω × (0, T ] and ΣT = ∂Ω × (0, T ], with T the final
time. This problem is obtained by setting δ˜ =  = µ = σ = 1 (without loss of
generality) in (3.11), where
(K0 ?H)(x, t) = −
∫
Ω
σ0 (|x− x′|e) (x− x′)×H(x′, t) dx′,
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with σ0 : (0,∞)→ R defined by
σ0 (s) =
{
C˜
2s2 exp
(
− sr0
)
s < r0,
0 s > r0.
The parameters C˜ and r0 depend on the material under consideration. A source
term F is added in the right-hand side. To obtain the magnetic boundary condition
in (4.1), it is assumed that the magnetic field outside the domain Ω equals zero [39,
p. 8]. The linear time-dependent full Maxwell’s equations and related models
are studied in several papers [133–136]. The main difference in the analysis of
problem (5.1), in comparison with the available results, is caused by the nonlocal
term in (5.1).
The techniques applied in this chapter are similar to the techniques presented in
Chapter 4. However, each step in the solution process is more challenging and
complicated due to the hyperbolicity of the problem. The uniqueness of a solution
to problem (5.1) is studied in Section 5.1. The well-posedness of the problem is
shown in Section 5.2. A time-discrete numerical scheme is developed. The exis-
tence of a weak solution for each time step is shown. Also the convergence of the
method is discussed and error estimates are derived. A modified scheme is con-
sidered in Section 5.3. Finally, under additional assumptions, it is demonstrated
that the solution of problem (5.1) satisfies a simpler equation, which is shortly
described and analysed in Subsection 5.4.
5.1 Uniqueness of a solution
The variational formulation of (5.1) is:
Given H0 ∈ L2(Ω) and F ∈ L2
(
(0, T ),L2(Ω)
)
, find H(t) ∈ H0(curl; Ω) with
∂tH(t) ∈ L2(Ω) and ∂ttH(t) ∈ H−10 (curl; Ω) := H0(curl; Ω)∗ such that
(∂ttH(t),ϕ) + (∂tH(t),ϕ)
+ (∇×H(t),∇×ϕ) + ((K0 ?H)(t),∇×ϕ) = (F(t),ϕ) , (5.2)
for all ϕ ∈ H0(curl; Ω) and a.a. t ∈ [0, T ].
The estimates on the kernel K0 from Section 4.1 stay valid, i.e.
|(K0 ?H) (x, t)| 6 C(q) ‖H(t)‖q , ∀q >
3
2
and (x, t) ∈ QT (5.3)
and
(K0 ?H1,∇×H2) 6 Cε ‖H1‖2 + ε ‖∇ ×H2‖2 (5.4)
for all H1 ∈ L2(Ω) and H2 ∈ H(curl; Ω). The position of the positive constants
ε and Cε can be interchanged.
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The natural stability of the solution H of (5.1) is addressed in the following theo-
rem.
Theorem 5.1.1 (Stability). Suppose that F ∈ L2 ((0, T ),L2(Ω)) and that H is
the solution to (5.1).
(i) If H0 ∈ L2(Ω) and H′0 ∈ L2(Ω) then
max
t∈[0,T ]
‖H(t)‖2 + max
t∈[0,T ]
∥∥∥∥∇× ∫ t
0
H
∥∥∥∥2 6 C;
(ii) If H0 ∈ H(curl; Ω) and H′0 ∈ L2(Ω) then
max
t∈[0,T ]
‖∂tH(t)‖2 + max
t∈[0,T ]
‖∇ ×H(t)‖2 6 C;
(iii) If ∇ · F(t) = ∇ ·H0 = ∇ ·H′0 = 0 for any t ∈ [0, T ], then ∇ ·H(t) = 0
for any t ∈ [0, T ]. Moreover, we have that∫ T
0
‖∂ttH‖2H−10 (curl;Ω) 6 C;
(iv) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
, ∇ × (K0 ? H0) ∈ L2(Ω),
H0 ∈ H0(curl; Ω), H′0 ∈ H(curl; Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖∂ttH(t)‖2 + max
t∈[0,T ]
‖∇ × ∂tH(t)‖2 6 C.
Proof. (i) We first integrate (5.2) in time over t ∈ (0, ξ) ⊂ (0, T ) and then we set
ϕ = H(ξ). We integrate the result over the time variable ξ ∈ (0, η) ⊂ (0, T ) to
get
‖H(η)‖2
2
− ‖H0‖
2
2
+
∫ η
0
‖H(ξ)‖2
+
∫ η
0
(
∇×
∫ ξ
0
H(t),∇×H(ξ)
)
+
∫ η
0
(
K0 ?
∫ ξ
0
H(t),∇×H(ξ)
)
=
∫ η
0
(∫ ξ
0
F(t),H(ξ)
)
+
∫ η
0
(H′0,H(ξ)) +
∫ η
0
(H0,H(ξ)) . (5.5)
Integration by parts yields∫ η
0
(
∇×
∫ ξ
0
H,∇×H(ξ)
)
=
(
∇×
∫ η
0
H,
∫ η
0
∇×H
)
−
∫ η
0
(
∇×H(ξ),
∫ ξ
0
∇×H
)
.
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Therefore, the third term in the left-hand side of (5.5) can be rewritten as∫ η
0
(
∇×
∫ ξ
0
H(t),∇×H(ξ)
)
=
1
2
∥∥∥∥∇× ∫ η
0
H(t)
∥∥∥∥2 .
Using the integration by parts formula again, we may write∫ η
0
(
K0 ?
∫ ξ
0
H,∇×H(ξ)
)
=
(
K0 ?
∫ η
0
H,∇×
∫ η
0
H
)
−
∫ η
0
(
K0 ?H(ξ),∇×
∫ ξ
0
H
)
(5.4)
6 ε
∥∥∥∥∇× ∫ η
0
H
∥∥∥∥2 + Cε ∥∥∥∥∫ η
0
H(t)
∥∥∥∥2
+C
∫ η
0
‖H‖2 + C
∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
H
∥∥∥∥∥
2
6 ε
∥∥∥∥∇× ∫ η
0
H
∥∥∥∥2 + Cε ∫ η
0
‖H‖2 + C
∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
H
∥∥∥∥∥
2
.
Moreover, using the Cauchy and Young inequalities, we obtain∫ η
0
(∫ ξ
0
F,H(ξ)
)
.
∫ η
0
∥∥∥∥∥
∫ ξ
0
F
∥∥∥∥∥
2
+
∫ η
0
‖H‖2
.
∫ η
0
∫ T
0
‖F‖2 +
∫ η
0
‖H‖2
. 1 +
∫ η
0
‖H‖2
and ∫ η
0
(H0,H(ξ)) . 1 +
∫ η
0
‖H‖2 ;
∫ η
0
(H′0,H(ξ)) . 1 +
∫ η
0
‖H‖2 .
Collecting all the estimates gives
‖H(η)‖2
2
+
∫ η
0
‖H(ξ)‖2 +
(
1
2
− ε
)∥∥∥∥∇× ∫ η
0
H(t)
∥∥∥∥2
6 C + Cε
∫ η
0
‖H‖2 + C
∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
H
∥∥∥∥∥
2
.
Choosing a sufficiently small positive ε and involving the Gro¨nwall argument, we
obtain the desired result.
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(ii) Setting ϕ = ∂tH(t) and integrating in time over t ∈ (0, η) ⊂ (0, T ), we get
1
2 ‖∂tH(η)‖2 +
∫ η
0
‖∂tH‖2 + 12 ‖∇ ×H(η)‖2 = 12 ‖H′0‖
2
+
1
2 ‖∇ ×H0‖2 +
∫ η
0
(F, ∂tH)−
∫ η
0
(K0 ?H,∇× ∂tH) .
The third term in the RHS can be estimated by∫ η
0
(F, ∂tH) 6 ε
∫ η
0
‖∂tH‖2 + Cε
∫ η
0
‖F‖2 6 ε
∫ η
0
‖∂tH‖2 + Cε.
For the fourth term in the RHS, we obtain, using the integration by parts formula
that ∫ η
0
(K0 ?H,∇× ∂tH)
= (K0 ?H,∇×H)|η0 −
∫ η
0
(K0 ? ∂tH,∇×H)
(5.4)
6 C + ε ‖∇ ×H(η)‖2 + Cε ‖H(η)‖2
+ε
∫ η
0
‖∂tH‖2 + Cε
∫ η
0
‖∇ ×H‖2
(i)
6 Cε + ε ‖∇ ×H(η)‖2 + ε
∫ η
0
‖∂tH‖2 + Cε
∫ η
0
‖∇ ×H‖2 .
Collecting all considerations above and fixing a sufficiently small positive ε, an
application of the Gro¨nwall argument concludes the proof.
(iii) Take the divergence of (5.1) and integrate in time over t ∈ (0, ξ) ⊂ (0, T ) and
over ξ ∈ (0, η) ⊂ (0, T ) to arrive at
∇ ·H(η) +
∫ η
0
∇ ·H(ξ) = 0.
Taking the absolute value, the second power and integrating over the domain Ω,
we get
‖∇ ·H(η)‖2 6
∫ η
0
‖∇ ·H‖2 .
An application of Gro¨nwall’s lemma gives ‖∇ ·H(η)‖ = 0. Hence,∇·H(η) = 0
a.e. in Ω for all η ∈ [0, T ]. Now, we rewrite (5.2) for ϕ ∈ H0(curl; Ω) as follows
(∂ttH(t),ϕ) = (F(t),ϕ)− (∂tH(t),ϕ)
− (∇×H(t),∇×ϕ)− ((K0 ?H)(t),∇×ϕ) .
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The integral in the LHS has to be interpreted in the sense of duality, i.e. seeing
∂ttH(t) as an operator from H0(curl; Ω) to R. A simple calculation implies
| (F(t),ϕ) | 6 ‖F(t)‖ ‖ϕ‖ , | (∇×H(t),∇×ϕ) | 6 ‖∇ ×H(t)‖ ‖∇ ×ϕ‖ ,
| (∂tH(t),ϕ) | 6 ‖∂tH(t)‖ ‖ϕ‖ , | ((K0 ?H)(t),∇×ϕ) |
(5.3)
. ‖H(t)‖ ‖∇ ×ϕ‖ .
Remember that
‖∂ttH(t)‖H−10 (curl;Ω) = sup
ϕ∈H0(curl;Ω)
(∂ttH(t),ϕ)
‖ϕ‖H0(curl;Ω)
.
Therefore, using (i) and (ii), we deduce that∫ T
0
‖∂ttH(s)‖2H−10 (curl;Ω) ds 6 C.
(iv) First, we differentiate (5.2) with respect to the time variable. Then we set
ϕ = ∂ttH(t) and integrate in time over t ∈ (0, η) ⊂ (0, T ) to get
1
2 ‖∂ttH(η)‖2 +
∫ η
0
‖∂ttH‖2 + 12 ‖∇ × ∂tH(η)‖2 = 12 ‖∂ttH(0)‖2
+ 12 ‖∇ ×H′0‖
2
+
∫ η
0
(∂tF, ∂ttH)−
∫ η
0
(K0 ? ∂tH,∇× ∂ttH) .
For the last two terms in the RHS, we follow the same lines as in (ii) when consid-
ering ∂tH instead of H. We have, using the upper bound (ii), that∫ η
0
(K0 ? ∂tH,∇× ∂ttH) 6 Cε + ε ‖∇ × ∂tH(η)‖2
+ ε
∫ η
0
‖∂ttH‖2 + Cε
∫ η
0
‖∇ × ∂tH‖2 .
and ∫ η
0
(∂tF, ∂ttH) 6 ε
∫ η
0
‖∂ttH‖2 + Cε.
Therefore, we get
‖∂ttH(η)‖2 +
∫ η
0
‖∂ttH‖2 + ‖∇ × ∂tH(η)‖2
6 Cε + ‖∂ttH(0)‖2 + ε ‖∇ × ∂tH(η)‖2
+ ε
∫ η
0
‖∂ttH‖2 + Cε
∫ η
0
‖∇ × ∂tH‖2 .
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Fixing a small ε and applying Gro¨nwall’s argument, we arrive at
max
t∈[0,T ]
‖∂ttH(t)‖2 + max
t∈[0,T ]
‖∇ × ∂tH(t)‖2 +
∫ T
0
‖∂ttH‖2 . 1 + ‖∂ttH(0)‖2 .
To find a bound for ‖∂ttH(0)‖, the variational formulation (5.2) needs to be satis-
fied at t = 0, i.e.
(∂ttH(0),ϕ) + (H
′
0,ϕ) + (∇×H0,∇×ϕ)
+ (K0 ?H0,∇×ϕ) = (F(0),ϕ)
for all ϕ ∈ H0(curl; Ω) when H0 ∈ H0(curl; Ω) and H′0 ∈ L2(Ω). Applying
Green’s theorem in a backward way gives for all ϕ ∈ H0(curl; Ω) that
(∂ttH(0),ϕ) = (F(0),ϕ)− (H′0,ϕ)
− (∇×∇×H0,ϕ)− (∇× (K0 ?H0),ϕ) .
The term ∂ttH(0) can be seen as a functional on H0(curl; Ω). The RHS is a
linear and bounded functional on H0(curl; Ω). This implies that the RHS can be
extended to a functional ˜∂ttH(0) on L2(Ω) by the Hahn-Banach theorem. More-
over, ∥∥∥ ˜∂ttH(0)∥∥∥ = sup
ϕ∈L2(Ω)
‖ϕ‖61
(
˜∂ttH(0),ϕ
)
= sup
ϕ∈H0(curl;Ω)
‖ϕ‖61
(∂ttH(0),ϕ) . 1,
i.e. ˜∂ttH(0) ∈ L2(Ω). The density of (C∞0 (Ω))3 in H0(curl; Ω) and Theorem
2.8.1 imply that
˜∂ttH(0) = F(0)−H′0 −∇×∇×H0 −∇× (K0 ?H0), a.e. in Ω.
The proof concludes by identifying ˜∂ttH(0) and ∂ttH(0). 
Theorem 5.1.2 (Uniqueness). The problem (5.1) admits at most one solution
H ∈ C ([0, T ],H0(curl; Ω)) such that ∂tH ∈ C
(
[0, T ],L2(Ω)
)
.
Proof. Assume that we have two different solutions H1 and H2. Then H =
H1 −H2 fulfils (5.2) with H′0 = H0 = F = 0. We set ϕ = ∂tH(t) and integrate
over the time variable t ∈ (0, η) ⊂ (0, T ) to get
1
2 ‖∂tH(η)‖2 +
∫ η
0
‖∂tH‖2 + 12 ‖∇ ×H(η)‖2 = −
∫ η
0
(K0 ?H,∇× ∂tH) .
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For the term in the RHS, using the integration by parts formula, we obtain that∫ η
0
(K0 ?H,∇× ∂tH)
= (K0 ?H,∇×H)|η0 −
∫ η
0
(K0 ? ∂tH,∇×H)
(5.4)
6 ε ‖∇ ×H(η)‖2 + Cε ‖H(η)‖2
+C
∫ η
0
‖∂tH‖2 + C
∫ η
0
‖∇ ×H‖2
6 ε ‖∇ ×H(η)‖2 + Cε
∫ η
0
‖∂tH‖2 + C
∫ η
0
‖∇ ×H‖2 .
In the last step, we have used that H(η) =
∫ η
0
∂tH because H0 = 0. Using the
previous estimate, we arrive at
1
2 ‖∂tH(η)‖2 +
∫ η
0
‖∂tH‖2 +
(
1
2 − ε
) ‖∇ ×H(η)‖2
6 Cε
∫ η
0
‖∂tH‖2 + C
∫ η
0
‖∇ ×H‖2 .
Fixing a sufficiently small positive ε and applying Gro¨nwall’s argument, we get
that ∂tH = 0 a.e. in QT . Therefore, due to H0 = 0, we have that H = 0 a.e. in
QT . Thus, H1 and H2 are identical. 
5.2 Existence of a solution
Rothe’s method is employed to address the existence of a solution to (5.1). The
interval [0, T ] is divided into n equidistant subintervals [ti−1, ti] with time step
τ = Tn < 1, thus ti = iτ, i = 1, . . . , n. With the standard notation for the
discretized fields
hi ≈ H(ti), δhi = hi − hi−1
τ
, δ2hi =
δhi − δhi−1
τ
=
hi
τ2
−hi−1
τ2
−δhi−1
τ
,
the following linear recurrent scheme is proposed to approximate the original prob-
lem 
(
δ2hi,ϕ
)
+ (δhi,ϕ) + (∇× hi,∇×ϕ)
+ (K0 ? hi,∇×ϕ) = (Fi,ϕ) ,
h0 = H0
(5.6)
for all ϕ ∈ H0(curl; Ω), which is equivalent to
a(hi,ϕ) :=
(
1
τ2
+
1
τ
)
(hi,ϕ) + (∇× hi,∇×ϕ) + (K0 ? hi,∇×ϕ)
= (Fi,ϕ) +
(
1
τ2
+
1
τ
)
(hi−1,ϕ) +
(
δhi−1
τ
,ϕ
)
=: fi(ϕ).
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Theorem 5.2.1. Suppose that H0 ∈ L2(Ω) and H′0 ∈ L2(Ω). Then the varia-
tional problem (5.6) admits a unique solution hi ∈ H0(curl; Ω) for i = 1, . . . , n
if τ < τ0.
Proof. The bilinear form a is elliptic for τ < τ0:
a(h,h) >
(
1
τ2
+
1
τ
)
‖h‖2 + ‖∇ × h‖2 − |(K0 ? h,∇× h)|
(5.4)
>
(
1
τ
− Cε
)
‖h‖2 + 1
τ2
‖h‖2 + (1− ε) ‖∇ × h‖2
> C(τ) ‖h‖2H0(curl;Ω) ,
with ε < 1 fixed. Moreover, a is continuous inH0(curl; Ω). The functional fi(ϕ)
is linear and bounded in H0(curl; Ω) if hi−1 ∈ L2(Ω) and δhi−1 ∈ L2(Ω).
Therefore, if H0 ∈ L2(Ω) and H′0 ∈ L2(Ω), applying Lax-Milgram’s lemma
2.11.1 gives the existence of a unique solution to (5.6) for any i = 1, . . . , n. 
5.2.1 A priori estimates
First, basic stability results for hi are derived. The a priori estimates in parts (i), (ii)
and (iii) of the following theorem serve as uniform bounds to prove convergence.
Lemma 5.2.1 (A priori estimates). Suppose that F : [0, T ] → L2(Ω) obeys F ∈
L2
(
(0, T ),L2(Ω)
)
.
(i) Let H0 ∈ L2(Ω) and H′0 ∈ L2(Ω). Then, there exists a positive constant C
such that
max
16j6n
‖hj‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖τ∇× hi‖2 6 C
for all τ < τ0;
(ii) If H ∈ H(curl; Ω) and H′0 ∈ L2(Ω), then
max
16i6n
‖δhi‖2 + max
16i6n
‖∇ × hi‖2 +
n∑
i=1
‖δhi − δhi−1‖2
+
n∑
i=1
‖∇ × (hi − hi−1)‖2 6 C
for all τ < τ0;
(iii) If ∇ · Fi = ∇ · H0 = ∇ · H′0 for i = 1, . . . , n, then ∇ · hi = 0 for all
i = 1, . . . , n. Moreover, we have that
τ
n∑
i=1
∥∥δ2hi∥∥2H−10 (curl;Ω) 6 C
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for all τ < τ0;
(iv) If ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
,∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl; Ω),
H′0 ∈ H(curl; Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
16i6n
∥∥δ2hi∥∥2 + max
16i6n
‖∇ × δhi‖2
+
n∑
i=1
∥∥δ2hi − δ2hi−1∥∥2 + n∑
i=1
‖∇ × (δhi − δhi−1)‖2 6 C
for all τ < τ0.
Proof. (i) First, we multiply (5.6) by τ and sum it up for i = 1, . . . , k, 1 6 k 6 n.
We define the sequence sk : Ω→ R by
sk =
k∑
i=1
τ∇× hi, k > 1; s0 = 0.
Using this notation, we can write for all ϕ ∈ H0(curl; Ω) that
(δhk,ϕ) + (hk,ϕ) + (sk,∇×ϕ) +
(
k∑
i=1
τK0 ? hi,∇×ϕ
)
=
(
k∑
i=1
τFi,ϕ
)
+ (H′0,ϕ) + (H0,ϕ) .
Then, we put ϕ = hk, multiply this by τ , sum it up for k = 1, . . . j, 1 6 j 6 n,
and obtain
j∑
k=1
(δhk,hk) τ +
j∑
k=1
‖hk‖2 τ
+
j∑
k=1
(sk, δsk) τ +
j∑
k=1
(
k∑
i=1
τK0 ? hi,∇× hk
)
τ
=
j∑
k=1
(
k∑
i=1
τFi,hk
)
τ +
j∑
k=1
(H′0,hk) τ +
j∑
k=1
(H0,hk) τ.
For the first and third terms on the LHS, we use Abel’s summation rule
2
j∑
k=1
(δhk,hk) τ = ‖hj‖2 − ‖H0‖2 +
j∑
k=1
‖hk − hk−1‖2 ,
2
j∑
k=1
(δsk, sk) τ = ‖sj‖2 +
j∑
k=1
‖sk − sk−1‖2
=
∥∥∥∥∥
j∑
k=1
τ∇× hk
∥∥∥∥∥
2
+
j∑
k=1
‖τ∇× hk‖2 .
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For the last term on the LHS, we apply Cauchy’s and Young’s inequalities∣∣∣∣∣
j∑
k=1
(
k∑
i=1
τK0 ? hi, τ∇× hk
)∣∣∣∣∣
6 Cε
j∑
k=1
∥∥∥∥∥
k∑
i=1
τK0 ? hi
∥∥∥∥∥
2
+ ε
j∑
k=1
‖τ∇× hk‖2
(5.3)
6 Cε
j∑
k=1
(
k∑
i=1
‖hi‖2 τ
)
τ + ε
j∑
k=1
‖τ∇× hk‖2
6 Cε
j∑
i=1
‖hi‖2 τ + ε
j∑
k=1
‖τ∇× hk‖2 .
Analogically, for the first term on the RHS, we apply Cauchy’s and Young’s in-
equalities together with the assumption on the source function∣∣∣∣∣
j∑
k=1
(
k∑
i=1
τFi,hk
)
τ
∣∣∣∣∣ 6
j∑
k=1
τ
k∑
i=1
(
‖Fi‖2 + ‖hk‖2
2
)
τ . 1 +
j∑
k=1
‖hk‖2 τ.
Using the assumptions on the initial conditions, we can easily deduce that∣∣∣∣∣
j∑
k=1
(H′0,hk) τ
∣∣∣∣∣ . 1 +
j∑
k=1
‖hk‖2 τ and
∣∣∣∣∣
j∑
k=1
(H0,hk) τ
∣∣∣∣∣ . 1 +
j∑
k=1
‖hk‖2 τ.
Eventually, we arrive at the following inequality (after changing summation in-
dices)
‖hj‖2+
j∑
i=1
‖hi − hi−1‖2+
j∑
i=1
‖hi‖2 τ+
∥∥∥∥∥
j∑
i=1
τ∇× hi
∥∥∥∥∥
2
+
j∑
i=1
‖τ∇× hi‖2
6 C + C ‖H0‖2 + ε
j∑
i=1
‖τ∇× hi‖2 + Cε
j∑
i=1
‖hi‖2 τ.
Fixing ε sufficiently small and applying Gro¨nwall’s argument, we conclude the
proof.
(ii) Setting ϕ = δhi in (5.6), multiplying by τ and summing it up for i = 1, . . . , j,
1 6 j 6 n, we have that
j∑
i=1
(
δ2hi, δhi
)
τ +
j∑
i=1
‖δhi‖2 τ +
j∑
i=1
(∇× hi,∇× δhi) τ
+
j∑
i=1
(K0 ? hi,∇× δhi) τ =
j∑
i=1
(Fi, δhi) τ.
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For the first and third terms on the LHS, we use Abel’s summation rule, which
gives us
2
j∑
i=1
(
δ2hi, δhi
)
τ = ‖δhj‖2 − ‖H′0‖2 +
j∑
i=1
‖δhi − δhi−1‖2
and
2
j∑
i=1
(∇× hi,∇× δhi) τ
= ‖∇ × hj‖2 − ‖∇×H0‖2 +
j∑
i=1
‖∇ × (hi − hi−1)‖2 .
Also the following partial summation formula is satisfied
j∑
i=1
(K0 ? hi,∇× δhi) τ
= (K0 ? hj ,∇× hj)− (K0 ?H0,∇×H0)−
j∑
i=1
(K0 ? δhi,∇× hi−1) τ.
Hence, using (i) and (5.4), we obtain∣∣∣∣∣
j∑
i=1
(K0 ? hi,∇× δhi) τ
∣∣∣∣∣
6 Cε + ε ‖∇ × hj‖2 + C
j∑
i=1
‖δhi‖2 τ + C
j∑
i=1
‖∇ × hi‖2 τ.
The RHS can be estimated using Cauchy’s and Young’s inequalities as follows∣∣∣∣∣
j∑
i=1
(Fi, δhi) τ
∣∣∣∣∣ 6 C
j∑
i=1
‖Fi‖2 τ + C
j∑
i=1
‖δhi‖2 τ . 1 +
j∑
i=1
‖δhi‖2 τ.
Combining the previous results gives the following inequality
‖δhj‖2 +
j∑
i=1
‖δhi − δhi−1‖2 +
j∑
i=1
‖δhi‖2 τ + ‖∇ × hj‖2
+
j∑
i=1
‖∇ × (hi − hi−1)‖2 6 Cε + C ‖H′0‖2 + C ‖∇ ×H0‖2
+ ε ‖∇ × hj‖2 + C
j∑
i=1
‖δhi‖2 τ + C
j∑
i=1
‖∇ × hi‖2 τ.
5.2. EXISTENCE OF A SOLUTION 191
Fixing a sufficiently small positive ε, an application of Gro¨nwall’s lemma con-
cludes the proof.
(iii) Take the divergence of the strong formulation
δ2hi + δhi +∇×∇× hi +∇× (K0 ? hi) = Fi,
Then, multiply the result by τ and sum it up for i = 1, . . . , j to arrive at
∇ · δhj +∇ · hj = 0 or (1 + τ)∇ · hj = ∇ · hj−1,
where 1 6 j 6 n. Therefore, ∇ · hi = 0 for i = 1, . . . , n if ∇ ·H0 = 0. It holds
that(
δ2hi,ϕ
)
= (Fi,ϕ)− (δhi,ϕ)− (∇× hi,∇×ϕ)− (K0 ? hi,∇×ϕ) ,
with ϕ ∈ H0(curl; Ω). The integral in the LHS has to be interpreted in the sense
of duality, i.e. seeing δ2hi as an element of H−10 (curl; Ω). Furthermore, we may
write
| (Fi,ϕ) | 6 ‖Fi‖ ‖ϕ‖ , | (∇× hi,∇×ϕ) | 6 ‖∇ × hi‖ ‖∇ ×ϕ‖
and
| (δhi,ϕ) | 6 ‖δhi‖ ‖ϕ‖ , | (K0 ? hi,∇×ϕ) |
(5.3)
. ‖hi‖ ‖∇ ×ϕ‖ .
Thus using the dual norm in H−10 (curl; Ω)∥∥δ2hi∥∥H−10 (curl;Ω) = supϕ∈H0(curl;Ω)
(
δ2hi,ϕ
)
‖ϕ‖H0(curl;Ω)
,
(i) and (ii), we deduce that
τ
n∑
i=1
∥∥δ2hi∥∥2H−10 (curl;Ω) 6 C.
(iv) First, we set
δ2h0 := ∂ttH(0) = F(0)−H′0 −∇×∇×H0 −∇× (K0 ?H0) ∈ L2(Ω).
We subtract (5.6) for i = i− 1 from (5.6), then we set ϕ = δ2hi and we sum the
result up for i = 1, . . . , j with 1 6 j 6 n to get
j∑
i=1
(
δ3hi, δ
2hi
)
τ +
j∑
i=1
∥∥δ2hi∥∥2 τ + j∑
i=1
(∇× δhi,∇× δ2hi) τ
+
j∑
i=1
(K0 ? δhi,∇× δ2hi) τ = j∑
i=1
(
δFi, δ
2hi
)
τ.
Moreover, we follow the same way as in (ii) considering δ2hi instead of δhi. 
192 NONLOCAL HYPERBOLIC
5.2.2 Convergence
The existence of a weak solution is proved using Rothe’s method. The following
piecewise linear in time vector fields Hn and Vn
Hn(0) = H0
Hn(t) = hi−1 + (t− ti−1)δhi for t ∈ (ti−1, ti], i = 1, . . . , n;
Vn(0) = H
′
0
Vn(t) = δhi−1 + (t− ti−1)δ2hi for t ∈ (ti−1, ti], i = 1, . . . , n
and the piecewise constant in time fields Hn and Vn are introduced
Hn(0) = H0, Hn(t) = hi, for t ∈ (ti−1, ti], i = 1, . . . , n;
Vn(0) = H
′
0, Vn(t) = δhi, for t ∈ (ti−1, ti], i = 1, . . . , n.
Similarly, the vector field Fn is defined. Note that Vn = ∂tHn.
The variational formulation (5.6) can be rewritten for all ϕ ∈ H0(curl; Ω) and
a.a. t ∈ (0, T ) as
(∂tVn(t),ϕ) + (∂tHn(t),ϕ) +
(∇×Hn(t),∇×ϕ)
+
(K0 ?Hn(t),∇×ϕ) = (Fn(t),ϕ) . (5.7)
Now, the convergence of the sequences Hn and Hn to the unique weak solution
of (5.1) is proved as τ → 0 or n→∞.
Theorem 5.2.2 (Existence). Let H0 ∈ H(curl; Ω),H′0 ∈ L2(Ω), F : [0, T ] →
L2(Ω) andF ∈ L2 ((0, T ),L2(Ω)). Assume that∇·H0 = ∇·H′0 = 0 = ∇·F(t)
for any time t ∈ [0, T ]. Then there exists a vector field H such that
(i) Hn ⇀ H in L2 ((0, T ),H0(curl; Ω)),
Hn ⇀ H in L2 ((0, T ),H0(curl; Ω));
(ii) Hn(t) ⇀ H(t) in L2(Ω) for any t ∈ [0, T ];
(iii) ∂tHn = Vn ⇀ ∂tH in L2
(
(0, T ),L2(Ω)
)
,
Vn → ∂tH in L2
(
(0, T ),L2(Ω)
)
, Vn ⇀ ∂tH in L2
(
(0, T ),H
1
2 (Ω)
)
and
∂tVn ⇀ ∂ttH in L2
(
(0, T ),H−10 (curl; Ω)
)
;
(iv) H is a weak solution of (5.2);
(v) Hn → H in C
(
[0, T ],L2(Ω)
)
,
H ∈ C ([0, T ],H0(curl; Ω)) ∩ L∞
(
(0, T ),H
1
2 (Ω)
)
and
∂tH ∈ L2
(
(0, T ),H
1
2 (Ω)
)
∩ C ([0, T ],L2(Ω)).
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Proof. (i) Thanks to Lemma 5.2.1(i) and (ii), the sequences {Hn} and {Hn}
are bounded in L2 ((0, T ),H0(curl; Ω)). Therefore, due to the reflexivity of this
space, the sequence {Hn} contains a weakly convergence subsequence (denoted
by the same symbol again) such that Hn ⇀ H in L2 ((0, T ),H0(curl; Ω)). The
sequences {Hn} and {Hn} have the same limit in the space L2 ((0, T ),H0(curl; Ω)).
Employing Lemma 5.2.1(i) and (ii) gives
lim
n→∞ ‖Hn −Hn‖
2
L2((0,T ),H0(curl;Ω))
6 lim
n→∞ τ
n∑
i=1
‖hi − hi−1‖2H0(curl;Ω)
6 lim
n→∞
C
n
= 0.
Hence, Hn ⇀ H in L2 ((0, T ),H0(curl; Ω)).
(ii) The sequence {Hn} with Hn : [0, T ] → L2(Ω), n ∈ N, is equibounded and
uniform equicontinuous. For every n ∈ N and ∀t, t1, t2 ∈ [0, T ], we have, using
Lemma 5.2.1(i) and (ii), that
‖Hn(t)‖ 6 C
and
‖Hn(t2)−Hn(t1)‖ 6
√
|t2 − t1|
√∫ t2
t1
‖∂tHn(t)‖2 dt .
√
|t2 − t1|.
An application of Lemma 2.12.2 gives that Hn(t) ⇀ H(t) in L2(Ω) for any
t ∈ [0, T ].
(iii) The sequence ∂tHn is bounded in the reflexive space L2
(
(0, T ),L2(Ω)
)
by
Lemma 5.2.1(ii). Hence, ∂tHn = Vn ⇀ z in L2
(
(0, T ),L2(Ω)
)
. Thanks to (ii),
we get
(Hn(t)−H0,ϕ) =
∫ t
0
(∂tHn,ϕ)
↓ ↓
(H(t)−H0,ϕ) =
∫ t
0
(z,ϕ) ,
which is valid for any t ∈ [0, T ]. Thus z = ∂tH in L2
(
(0, T ),L2(Ω)
)
. Lemma
5.2.1(ii) implies
lim
n→∞ ‖Vn −Vn‖
2
L2((0,T ),L2(Ω)) 6 limn→∞ τ
n∑
i=1
‖δhi − δhi−1‖2 6 lim
n→∞
C
n
= 0.
Thus Vn ⇀ ∂tH in L2
(
(0, T ),L2(Ω)
)
. Lemma 5.2.1(i), (ii) and (iii) give
Vn ∈ L2 ((0, T ),H0(curl; Ω)) , ∇ ·Vn(t) = 0 ∀t ∈ [0, T ].
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Consequently, reviewing Theorem 2.9.36, we see thatVn ∈ L2
(
(0, T ),H
1
2 (Ω)
)
.
Using Theorem 2.9.37, we obtain that
H
1
2 (Ω) ↪→↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H−10 (curl; Ω).
Taking into account the fact that ∂tVn ∈ L2
(
(0, T ),H−10 (curl; Ω)
)
, see Lemma
5.2.1(iii), and using the generalized Aubin-Lions lemma 2.12.4, we get thatVn →
∂tH in L2
(
(0, T ),L2(Ω)
)
, Vn ⇀ ∂tH in L2
(
(0, T ),H
1
2 (Ω)
)
and ∂tVn ⇀
∂ttH in L2
(
(0, T ),H−10 (curl; Ω)
)
. Therefore, there exists a subsequence of Vn
(denoted by the same symbol again) for which we have
Vn(x, t)→ ∂tH(x, t) a.e. in Ω× (0, T ).
(iv) Let us integrate (5.7) in time to get (for any ξ ∈ (0, T ))∫ ξ
0
(∂tVn,ϕ) +
∫ ξ
0
(∂tHn,ϕ) +
∫ ξ
0
(∇×Hn,∇×ϕ)
+
∫ ξ
0
(K0 ?Hn,∇×ϕ) = ∫ ξ
0
(
Fn,ϕ
)
. (5.8)
Clearly Fn ⇀ F in L2
(
(0, T ),L2(Ω)
)
. Both terms
∫ ξ
0
(∇×Hn,∇×ϕ) and∫ ξ
0
(K0 ?Hn,∇×ϕ) are linear bounded functionals in the space
L2 ((0, T ),H0(curl; Ω)). Now, we can pass to the limit for n → ∞ in (5.8).
Thanks to (i) and (iii), we get∫ ξ
0
(∂ttH,ϕ) +
∫ ξ
0
(∂tH,ϕ) +
∫ ξ
0
(∇×H,∇×ϕ)
+
∫ ξ
0
(K0 ?H,∇×ϕ) =
∫ ξ
0
(F,ϕ) .
Differentiating this equality with respect to the time variable gives the existence of
a weak solution to (5.2).
(v) We recall that H
1
2 (Ω) ↪→↪→ L2(Ω). The sequence {Hn} with Hn : [0, T ]→
H
1
2 (Ω), n ∈ N, is equibounded. Using Theorem 2.9.36, Theorem 5.2.1 and
Lemma 5.2.1(i-iii) gives for all t ∈ (ti−1, ti] that
‖Hn(t)‖
H
1
2 (Ω)
6 ‖hi−1‖
H
1
2 (Ω)
+ ‖hi − hi−1‖
H
1
2 (Ω)
. ‖hi−1‖+ ‖∇ × hi−1‖+ ‖hi − hi−1‖+ ‖∇ × (hi − hi−1)‖
6 C.
5.2. EXISTENCE OF A SOLUTION 195
Thus
max
t∈[0,T ]
‖Hn(t)‖
H
1
2 (Ω)
6 C.
In part (ii) of the proof, we have shown that the sequence {Hn} with Hn :
[0, T ] → L2(Ω), n ∈ N, is uniform equicontinuous. Now, Lemma 2.12.2(ii),
implies thatHn → H in C
(
[0, T ],L2(Ω)
)
andH ∈ L∞
(
(0, T ),H
1
2 (Ω)
)
. Con-
sider the following evolution triple (or sometimes called Gelfand’s triple) of spaces
H0(curl; Ω) ↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H−10 (curl; Ω).
We know that
H, ∂tH ∈ L2 ((0, T ),H0(curl; Ω)) and ∂ttH ∈ L2
(
(0, T ),H−10 (curl; Ω)
)
.
Applying Lemma 2.9.5(i) and (iii) gives that H ∈ C ([0, T ],H0(curl; Ω)) and
∂tH ∈ C
(
[0, T ],L2(Ω)
)
, which concludes the proof. 
5.2.3 Error estimates
The following theorem addresses the error estimates for the time discretization.
Theorem 5.2.3 (Error). Suppose that F ∈ Lip([0, T ],L2(Ω)).
(i) If H0 ∈ H(curl; Ω) and H′0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 + max
t∈[0,T ]
∥∥∥∥∇× ∫ t
0
[Hn −H]
∥∥∥∥2 6 Cτ.
(ii) If ∇ × (K0 ? H0) ∈ L2(Ω), H0 ∈ H0(curl; Ω), H′0 ∈ H(curl; Ω) and
∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 + max
t∈[0,T ]
∥∥∥∥∇× ∫ t
0
[Hn −H]
∥∥∥∥2 6 Cτ2.
Please note that the positive constant C in these estimates is of the form CeCT .
Proof. We subtract (5.2) from (5.7) and integrate the result in time over t ∈
(0, ξ) ⊂ (0, T ) to get
(Vn(ξ)− ∂tH(ξ),ϕ) + (Hn(ξ)−H(ξ),ϕ)
+
(
∇×
∫ ξ
0
[Hn(t)−H(t)],∇×ϕ
)
+
(
K0 ?
∫ ξ
0
[Hn(t)−H(t)],∇×ϕ
)
=
(∫ ξ
0
[Fn(t)− F(t)],ϕ
)
.
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Now, putting ϕ = Hn(ξ)−H(ξ), using Vn = ∂tHn and integrating in time over
the variable ξ ∈ (0, η) ⊂ (0, T ), we arrive at
1
2
‖Hn(η)−H(η)‖2 +
∫ η
0
‖Hn −H‖2 + 1
2
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2
+
∫ η
0
(
K0 ?
∫ ξ
0
[Hn(t)−H(t)],∇× [Hn(ξ)−H(ξ)]
)
=
∫ η
0
(∫ ξ
0
[Fn(t)− F(t)],Hn(ξ)−H(ξ)
)
+
∫ η
0
(
Vn −Vn,Hn −H
)
+
∫ η
0
(
∇×
∫ ξ
0
[Hn −Hn],∇× [Hn(ξ)−H(ξ)]
)
+
∫ η
0
(
K0 ?
∫ ξ
0
[Hn −Hn],∇× [Hn(ξ)−H(ξ)]
)
. (5.9)
Due to the Lipschitz continuity of F, we may write that∣∣∣∣∣
∫ η
0
(∫ ξ
0
[Fn(t)− F(t)],Hn(ξ)−H(ξ)
)∣∣∣∣∣ . τ2 +
∫ η
0
‖Hn −H‖2 .
The integration by parts formula gives the following estimate∫ η
0
(
K0 ?
∫ ξ
0
[Hn(t)−H(t)],∇× [Hn(ξ)−H(ξ)]
)
=
(
K0 ?
∫ η
0
[Hn −H],∇×
∫ η
0
[Hn −H]
)
−
∫ η
0
(
K0 ? [Hn −H],∇×
∫ ξ
0
[Hn −H]
)
(5.4)
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2 + Cε ∫ η
0
‖Hn −H‖2
+C
∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
.
It holds that ∥∥Hn(t)−Hn(t)∥∥ . τ ‖∂tHn(t)‖ for t ∈ [0, T ]
and ∥∥Vn(t)−Vn(t)∥∥ . τ ‖∂tVn(t)‖ for t ∈ [0, T ].
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Analogue as in the previous estimate, using Lemma 5.2.1(ii), we get that∫ η
0
(
K0 ?
∫ ξ
0
[Hn −Hn],∇× [Hn(ξ)−H(ξ)]
)
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2
+Cε
∫ η
0
∥∥Hn −Hn∥∥2 + C ∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2 + Cετ2 + C ∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
.
It remains to estimate the second and third terms on the RHS in (5.9). We have to
distinguish between two cases depending on the assumptions on the initial condi-
tions. If H0 ∈ H0(curl; Ω) and H′0 ∈ L2(Ω), we get∣∣∣∣∫ η
0
(
Vn −Vn,Hn −H
)∣∣∣∣ 6 ε∫ η
0
‖Hn −H‖2 + Cε
∫ η
0
∥∥Vn −Vn∥∥2
6 ε
∫ η
0
‖Hn −H‖2 + Cετ
and ∫ η
0
(
∇×
∫ ξ
0
[Hn −Hn],∇× [Hn(ξ)−H(ξ)]
)
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2
+Cε
∫ η
0
∥∥∇× [Hn −Hn]∥∥2 + C ∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2 + Cετ + C ∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
.
If∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl; Ω), H′0 ∈ H(curl; Ω) and∇×∇×
H0 ∈ L2(Ω) then∣∣∣∣∫ η
0
(
Vn −Vn,Hn −H
)∣∣∣∣ 6 ε ∫ η
0
‖Hn −H‖2 + Cετ2
and ∫ η
0
(
∇×
∫ ξ
0
[Hn −Hn],∇× [Hn(ξ)−H(ξ)]
)
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2 + Cετ2 + C ∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
.
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Combining the previous results, choosing a sufficiently small positive ε and apply-
ing Gro¨nwall’s argument, we conclude the proof. 
From this estimate, the uniqueness of the solution can also be proved. If H1 and
H2 satisfy (5.2), then (if H0 ∈ H(curl; Ω) and H′0 ∈ L2(Ω))
max
η∈[0,T ]
‖H1(η)−H2(η)‖
6 max
η∈[0,T ]
‖Hn(η)−H1(η)‖+ max
η∈[0,T ]
‖Hn(η)−H2(η)‖ .
√
τ ,
which is arbitrarily small.
5.3 Modified scheme
In this section, the following semi-implicit time-discrete scheme is considered,
which represents a slight modification of (5.6)
(
δ2hi,ϕ
)
+ (δhi,ϕ)
+ (∇× hi,∇×ϕ) = (Fi,ϕ)− (K0 ? hi−1,∇×ϕ) ,
h0 = H0,
(5.10)
for all ϕ ∈ H0(curl; Ω), which is equivalent to
a(hi,ϕ) :=
(
1
τ2
+
1
τ
)
(hi,ϕ) + (∇× hi,∇×ϕ)
= (Fi,ϕ)− (K0 ? hi−1,∇×ϕ)
+
(
1
τ2
+
1
τ
)
(hi−1,ϕ) +
(
δhi−1
τ
,ϕ
)
=: fi(ϕ).
The convolution term in this scheme is taken explicitly (from the last time step),
while in the scheme (5.6) an implicit form (from the actual time step) is considered.
The easier implementation is the advantage of this scheme in comparison to (5.6).
An application of the Lax-Milgram lemma 2.11.1 yields the existence of a unique
solution to (5.10) in H0(curl; Ω) for any i = 1, . . . , n and any τ > 0. Indeed, the
bilinear form a is elliptic and continuous in H0(curl; Ω). Moreover, according
to (5.3), the functional fi (i = 1, . . . , n) is linear and bounded in H0(curl; Ω) if
H0 ∈ L2(Ω) and H′0 ∈ L2(Ω).
Handling this scheme is very similar to the way used for (5.6). To be short, only
the differences between both algorithms are pointed out.
Lemma 5.3.1 (A priori estimates). Suppose that F : [0, T ] → L2(Ω) obeys F ∈
L2
(
(0, T ),L2(Ω)
)
.
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(i) Let H0 ∈ L2(Ω) and H′0 ∈ L2(Ω). Then, there exists a positive constant C
such that
max
16j6n
‖hj‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖τ∇× hi‖2 6 C
for all τ < τ0;
(ii) If H0 ∈ H(curl; Ω) and H′0 ∈ L2(Ω), then
max
16i6n
‖δhi‖2 + max
16i6n
‖∇ × hi‖2 +
n∑
i=1
‖δhi − δhi−1‖2
+
n∑
i=1
‖∇ × (hi − hi−1)‖2 6 C
for all τ < τ0;
(iii) If ∇ · Fi = ∇ · H0 = ∇ · H′0 for i = 1, . . . , n, then ∇ · hi = 0 for all
i = 1, . . . , n. Moreover, we have that
τ
n∑
i=1
∥∥δ2hi∥∥2H−10 (curl;Ω) 6 C
for all τ < τ0;
(iv) If ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
,∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl; Ω),
H′0 ∈ H(curl; Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
16i6n
∥∥δ2hi∥∥2 + max
16i6n
‖∇ × δhi‖2
+
n∑
i=1
∥∥δ2hi − δ2hi−1∥∥2 + n∑
i=1
‖∇ × (δhi − δhi−1)‖2 6 C
for all τ < τ0.
Proof. (i) We follow Lemma 5.2.1(i). Using (5.4), we have that∣∣∣∣∣
j∑
k=1
(
k∑
i=1
τK0 ? hi−1, τ∇× hk
)∣∣∣∣∣ 6 Cε
j∑
i=0
‖hi‖2 τ + ε
j∑
k=1
‖τ∇× hk‖2 .
After fixing a sufficiently small positive ε, an application of Gro¨nwall’s lemma
completes the proof.
(ii) Note that
j∑
i=1
(K0 ? hi−1,∇× δhi) τ
= (K0 ? hj ,∇× hj)− (K0 ?H0,∇×H0)−
j∑
i=1
(K0 ? δhi,∇× hi) τ.
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The rest of the proof runs as before.
(iii) The proof is the same as in Lemma 5.2.1(iii) replacing (K0 ? hi,∇×ϕ) by
(K0 ? hi−1,∇×ϕ).
(iv) We set
δ2h0 := F(0)−H′0 −∇×∇×H0 −∇× (K0 ?H0), h−1 := h0 − δh0τ.
Note that δh0,h−1 ∈ L2(Ω). The proof follows very closely the proof of Lemma
5.2.1(iv), except for the appearance of the term (K0 ? hi−1,∇×ϕ) instead of
(K0 ? hi,∇×ϕ). 
The variational formulation (5.10) can be rewritten for all ϕ ∈ H0(curl; Ω) and
a.a. t ∈ (0, T ) as
(∂tVn(t),ϕ) + (∂tHn(t),ϕ) +
(∇×Hn(t),∇×ϕ)
=
(
Fn(t),ϕ
)− (K0 ?Hn(t− τ),∇×ϕ) .
Next theorem derives the error estimates for the scheme (5.10). The same conver-
gence rate is obtained as in the error estimates in Theorem 5.2.3.
Theorem 5.3.1 (Error). Suppose that F ∈ Lip([0, T ],L2(Ω)).
(i) If H0 ∈ H0(curl; Ω) and H′0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 + max
t∈[0,T ]
∥∥∥∥∇× ∫ t
0
[Hn −H]
∥∥∥∥2 6 Cτ.
(ii) If ∇ × (K0 ? H0) ∈ L2(Ω), H0 ∈ H0(curl; Ω), H′0 ∈ H(curl; Ω) and
∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 + max
t∈[0,T ]
∥∥∥∥∇× ∫ t
0
[Hn −H]
∥∥∥∥2 6 Cτ2.
Please note that the positive constant C in these estimates is of the form CeCT .
Proof. The proof follows the same lines as Theorem 5.2.3. The term∫ η
0
(
K0 ?
∫ ξ
0
[Hn −Hn],∇× [Hn(ξ)−H(ξ)]
)
in (5.9) is now replaced by∫ η
0
(
K0 ?
∫ ξ
0
[Hn(t)−Hn(t− τ)],∇× [Hn(ξ)−H(ξ)]
)
. This can be han-
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dled using integration by parts, (5.4) and Lemma 5.3.1(ii) as follows∣∣∣∣∣
∫ η
0
(
K0 ?
∫ ξ
0
[Hn(t)−Hn(t− τ)],∇× [Hn(ξ)−H(ξ)]
)
dξ
∣∣∣∣∣
=
∣∣∣∣(K0 ? ∫ η
0
[Hn(t)−Hn(t− τ)],∇×
∫ η
0
[Hn −H]
)
−
∫ η
0
(
K0 ? [Hn(ξ)−Hn(ξ − τ)],∇×
∫ ξ
0
[Hn −H]
)
dξ
∣∣∣∣∣
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2
+Cε
∫ η
0
∥∥Hn(t)−Hn(t− τ)∥∥2 + C ∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
6 ε
∥∥∥∥∇× ∫ η
0
[Hn −H]
∥∥∥∥2 + Cετ2 + C ∫ η
0
∥∥∥∥∥∇×
∫ ξ
0
[Hn −H]
∥∥∥∥∥
2
.
The rest of the proof is the same as the proof of Theorem 5.2.3. 
5.4 Higher regularity
The solution of problem (5.1) is divergence free for any t ∈ [0, T ] if ∇ · H0 =
∇ ·H′0 = 0 = ∇ · F(t) for any time t ∈ [0, T ], see Theorem 5.1.1. From now on,
it is assumed that H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ]. Then, thanks to Lemma
4.5.1, it holds that
∇× (K0 ?H)(x) =
∫
Ω
K(x,x′)H(x′) dx′ =: (K ?H) (x), x ∈ Ω,
where the kernel K is defined by
K : Ω× Ω→ R : (x,x′) 7→ κ(|x− x′|),
with
κ : (0,∞)→ R : s 7→
{
C˜
2s2
(
1− sr0
)
exp
(
− sr0
)
s < r0,
0 s > r0.
Therefore, the solution of problem (5.1) satisfies
∂ttH+ ∂tH−∆H+K ?H = F in QT ,
H = 0 on ∂Ω× (0, T ),
H(x, 0) = H0 in Ω,
∂tH(x, 0) = H
′
0 in Ω,
∇ ·H0 = ∇ ·H′0 = 0 in Ω.
(5.11)
202 NONLOCAL HYPERBOLIC
In the hyperbolic problem (5.1), the use of Gro¨nwall’s lemma implies that the con-
stants in the error estimates of Theorem 5.2.3 and Theorem 5.3.1 depend exponen-
tially on the final time. For the parabolic problem (4.1), the positive definiteness
of K, which was proven in Theorem 4.5.3, was employed to establish better error
estimates for the implicit scheme.
However, for the hyperbolic problem 5.11, the use of Gro¨nwall’s lemma cannot
be avoided despite the positive definiteness of K. Therefore, the analysis follows
closely the lines of the analysis of problem (5.1). The same results are obtained as
in the previous section, where the curl-spaces are replaced by analogous Hs(Ω)-
spaces.
Under the additional assumption that H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ], the
solution to problem (5.1) obeys for all ϕ ∈ H10(Ω) and a.a. t ∈ (0, T ) that
(∂ttH(t),ϕ) + (∂tH(t),ϕ)
+ (∇H(t),∇ϕ) + ((K ?H)(t),ϕ) = (F(t),ϕ) . (5.12)
As before, the following linear recurrent scheme (convolution implicitly) is pro-
posed for ϕ ∈ H10(Ω):{ (
δ2hi,ϕ
)
+ (δhi,ϕ) + (∇hi,∇ϕ) + (K ? hi,ϕ) = (Fi,ϕ) ,
h0 = H0,
(5.13)
which is equivalent to
a(hi,ϕ) :=
(
1
τ2
+
1
τ
)
(hi,ϕ) + (∇hi,∇ϕ) + (K ? hi,ϕ)
= (Fi,ϕ) +
(
1
τ2
+
1
τ
)
(hi−1,ϕ) +
(
δhi−1
τ
,ϕ
)
=: fi(ϕ).
The bilinear form a(h,ϕ) is elliptic and continuous in H10(Ω) due to the positive
definiteness of K, inequality (4.20) and H10(Ω) ↪→ L6(Ω). If H0 ∈ L2(Ω) and
H′0 ∈ L2(Ω), then the functional fi is linear and bounded in H10(Ω), i = 1, . . . , n.
An application of the Lax-Milgram lemma 2.11.1 gives the well-posedness of
(5.13) for any i = 1, . . . , n and any τ > 0. The following lemma is analogous to
Lemma 5.2.1.
Lemma 5.4.1 (Enhanced a priori estimates). Assume that∇·Fi = 0 = ∇·H0 =
∇ ·H′0 for i = 1, . . . , n and H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ]. Suppose that
F : [0, T ]→ L2(Ω) obeys F ∈ L2 ((0, T ),L2(Ω)).
(i) Let H0 ∈ L2(Ω) and H′0 ∈ L2(Ω). Then, there exists a positive constant C
such that
max
16j6n
‖hj‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖τ∇hi‖2 6 C
for all τ < τ0;
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(ii) If H0 ∈ H1(Ω) and H′0 ∈ L2(Ω), then
max
16i6n
‖δhi‖2 + max
16i6n
‖∇hi‖2 +
n∑
i=1
‖δhi − δhi−1‖2
+
n∑
i=1
‖∇hi −∇hi−1‖2 6 C
for all τ < τ0;
(iii) Moreover, we have that
τ
n∑
i=1
∥∥δ2hi∥∥2H−1(Ω) 6 C;
(iv) If ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
,H0 ∈ H10(Ω)∩H2(Ω) andH′0 ∈ H1(Ω) then
max
16i6n
∥∥δ2hi∥∥2 + max
16i6n
‖∇δhi‖2
+
n∑
i=1
∥∥δ2hi − δ2hi−1∥∥2 + n∑
i=1
‖∇δhi −∇δhi−1‖2 6 C
for all τ < τ0.
The variational formulation (5.13) can be rewritten as
(∂tVn(t),ϕ) + (∂tHn(t),ϕ) +
(∇Hn(t),∇ϕ)
+
(K ?Hn(t),ϕ) = (Fn(t),ϕ) , ϕ ∈ H10(Ω). (5.14)
The main point of the existence theorem is the embedding
H10(Ω) ↪→↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H−1(Ω).
Theorem 5.4.1 (Enhanced existence). Let H0 ∈ H1(Ω),H′0 ∈ L2(Ω), F :
[0, T ] → L2(Ω) and F ∈ L2 ((0, T ),L2(Ω)). Assume that ∇ ·H0 = ∇ ·H′0 =
0 = ∇ · F(t) for any time t ∈ [0, T ] and H(t) · ν = 0 on ∂Ω for any t ∈ [0, T ].
Then the solution H of problem (5.1) belongs to C
(
[0, T ],H10(Ω)
)
with ∂tH ∈
L2
(
(0, T ),H10(Ω)
) ∩ C ([0, T ],L2(Ω)) and ∂ttH ∈ L2 ((0, T ),H−1(Ω)).
Now, the following error estimates can be derived. There might be no smaller
constants C in comparison with the constants appearing in Theorem 5.2.3 because
Gro¨nwall’s argument with exponential in time character of the constant cannot be
avoided.
Theorem 5.4.2 (Error). Assume that F ∈ Lip([0, T ],L2(Ω)).
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(i) If H0 ∈ H1(Ω) and H′0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 + max
t∈[0,T ]
∥∥∥∥∇ ∫ t
0
[Hn −H]
∥∥∥∥2 6 Cτ.
(ii) If H0 ∈ H10(Ω) ∩H2(Ω) and H′0 ∈ H1(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 + max
t∈[0,T ]
∥∥∥∥∇ ∫ t
0
[Hn −H]
∥∥∥∥2 6 Cτ2.
Please note that the positive constant C in these estimates is of the form CeCT .
5.4.1 Modified scheme inH1(Ω)
Last, the following semi-implicit time-discrete scheme for ϕ ∈ H10(Ω) is stated,
where the convolution term is taken explicitly (from the last time step){ (
δ2hi,ϕ
)
+ (δhi,ϕ) + (∇hi,∇ϕ) = (Fi,ϕ)− (K ? hi−1,ϕ) ,
h0 = H0,
(5.15)
which is equivalent to
a(hi,ϕ) :=
(
1
τ2
+
1
τ
)
(hi,ϕ) + (∇hi,∇ϕ)
= (Fi,ϕ)− (K ? hi−1,ϕ)
+
(
1
τ2
+
1
τ
)
(hi−1,ϕ) +
(
δhi−1
τ
,ϕ
)
=: fi(ϕ).
Via the Lax-Milgram lemma 2.11.1, the existence of a unique solution in H10(Ω)
to (5.15) is obtained for any i = 1, . . . , n and any τ > 0 if H0 ∈ Lq(Ω), q > 3,
and H′0 ∈ L2(Ω). The scheme (5.15) can be analysed in the same way as (5.13).
Remark that the error estimates from Theorem 5.4.2 are also valid for (5.15).
5.5 Conclusion
The well-posedness of a vectorial nonlocal linear hyperbolic problem (5.1) with
applications in superconductors of type-I has been addressed. This model has been
derived from the full Maxwell’s equations, the two-fluid model of London and
London, and the nonlocal representation (by a space convolution with a singular
kernel) of the superconductive current by Eringen.
Two time-discrete schemes (based on an explicit and implicit handling of the con-
volution term) have been presented. The error estimates have been derived for both
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schemes. The solution of the original model satisfies a simpler problem (5.11) un-
der the assumption that the normal component of the unknown vector field equals
zero on the boundary of the superconductor. The convolution kernel in that prob-
lem is positive definite, but this does not lead to better error estimates for the time
discretization. Up to now, no numerical experiments have been performed.

6
Macroscopic model for an intermediate
state between type-I and type-II
superconductivity
This chapter is based on the article [137], which is published in
Numerical Methods for Partial Differential Equations.
The aims of this chapter are to address the well-posedness of the following problem
in terms of the magnetic field H for β > 1
∂tH+ g(β)∇×
(|∇ ×H|β−1∇×H)
+f(β)∇×∇×H+ f(β)∇× (K0 ?H) = F in QT ,
H× ν = 0 on ΣT ,
H(x, 0) = H0 in Ω,
(6.1)
to design a scheme for its numerical approximation and to derive error estimates
for the time discretization.
The superconducting domain Ω ⊂ R3 is a bounded Lipschitz domain. Note that
QT = Ω × (0, T ] and ΣT = ∂Ω × (0, T ], with T the final time. The value of
β depends on the superconducting material. This problem is obtained by setting
µ = σ = σc = 1 (without loss of generality) in (3.14), where
(K0 ?H)(x, t) = −
∫
Ω
σ0 (|x− x′|e) (x− x′)×H(x′, t) dx′,
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with σ0 : (0,∞)→ R defined by
σ0 (s) =
{
C˜
2s2 exp
(
− sr0
)
s < r0,
0 s > r0.
The parameters C˜ and r0 depend on the material under consideration. A source
term F is added in the right-hand side of (3.14). The real function f ∈ C ([1,∞))
is monotone decreasing and satisfies f(1) = 1 and 0 6 f(β) 6 1 for β > 1.
Moreover, it is supposed that f is zero or sufficiently small for β > 7. This
implies that g ∈ C ([1,∞)) defined by g(β) = 1 − f(β) is monotone increasing
with g(1) = 0 and 0 6 g(β) 6 1. To obtain the magnetic boundary condition in
(6.1), it is assumed that the magnetic field outside the domain Ω equals zero [39, p.
8]. For more information, the reader is referred to Subsection 3.3.3.
The techniques applied in this chapter are similar to the techniques presented in
Chapter 4 and Chapter 5. To handle the nonlinearity in the model, the monotonic-
ity methods and the Minty-Browder argument are employed. The outline of this
chapter is as follows. Firstly, Section 6.1 studies the uniqueness of a solution to
problem (6.1). Next, the well-posedness of the problem is shown in Section 6.2.
More specifically, a semi-implicit time-discrete numerical scheme is developed.
Also the existence of a weak solution for each time step is shown. Finally, the con-
vergence of the method is discussed and error estimates for the time-discretization
are derived.
6.1 Uniqueness of a solution
First, a variational formulation of (6.1) has to be established. The suitable choice
for the space of test functions is (β > 1)
V0 =
{
ϕ ∈ L2(Ω) : ∇×ϕ ∈ Lβ+1(Ω) and ϕ× ν = 0 on Γ} , (6.2)
which is a subset of H0(curl; Ω). This is a closed subspace of the space
V =
{
ϕ ∈ L2(Ω) : ∇×ϕ ∈ Lβ+1(Ω)} ⊂ H(curl; Ω), (6.3)
and is endowed with the same graph norm
‖ϕ‖V = ‖ϕ‖V0 = ‖ϕ‖L2(Ω) + ‖∇ ×ϕ‖Lβ+1(Ω) . (6.4)
Multiplying (6.1) by any ϕ ∈ V0, integrating over the domain Ω and involving
the Green theorem, it holds for a.a. t ∈ (0, T ] that
(∂tH(t),ϕ) + f(β) (∇×H(t),∇×ϕ)
+ g(β)
(|∇ ×H(t)|β−1∇×H(t),∇×ϕ)
+ f(β) (K0 ?H(t),∇×ϕ) = (F(t),ϕ) . (6.5)
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For each t ∈ (0, T ], there is looked for a solution H(t) ∈ V0. The estimates on
the kernel K0 from Section 4.1 stay valid, for instance
(K0 ?H1,∇×H2) 6 Cε ‖H1‖2 + ε ‖∇ ×H2‖2 (6.6)
for all H1 ∈ L2(Ω) and H2 ∈ H(curl; Ω). The position of the positive constants
ε and Cε can be interchanged.
Note that each term of (6.5) has to be well-defined for any H(t) and ϕ ∈ V0.
This can be easily checked by using the Cauchy and Ho¨lder’s inequality as follows
(β > 1)
|(∂tH(t),ϕ)| 6 ‖∂tH(t)‖ ‖ϕ‖ ,
|(∇×H(t),∇×ϕ)| 6 ‖∇ ×H(t)‖ ‖∇ ×ϕ‖
. ‖∇ ×H(t)‖Lβ+1(Ω) ‖∇ ×ϕ‖Lβ+1(Ω) ,∣∣(|∇ ×H(t)|β−1∇×H(t),∇×ϕ)∣∣ 6 ∫
Ω
|∇ ×H(t)|β |∇ ×ϕ|
6 ‖∇ ×H(t)‖βLβ+1(Ω) ‖∇ ×ϕ‖Lβ+1(Ω) ,
|(K0 ?H(t),∇×ϕ)|
(6.6)
. ‖H(t)‖2 + ‖∇ ×ϕ‖2
. ‖H(t)‖2 + ‖∇ ×ϕ‖2Lβ+1(Ω) ,
|(F(t),ϕ)| 6 ‖F(t)‖ ‖ϕ‖ .
The following lemma states the reflexivity of the spaces V and V0.
Lemma 6.1.1. The vector spaces V and V0 are reflexive Banach spaces.
Proof. The proof follows closely the proof of [138, Lemma 1]. The space Lp(Ω)
is a Banach space for p > 1 and is reflexive for p > 1. Employing this together
with the definition of the vector space V and its norm implies that V is a Banach
space. ThenV0 is also a Banach space as closed subspace ofV, see Lemma 2.4.6.
The proof of the reflexivity of V and V0 is given in more details below.
Let us define a vector space X as follows,
X = L2(Ω)× Lβ+1(Ω).
This space is a reflexive Banach space as the product of a finite number of reflexive
Banach spaces, see Lemma 2.4.18(ii). Consider the following subset of X:
V˜ = {(v,∇× v) ⊂ X} .
Let {(vn,∇×vn)} be an arbitrary Cauchy sequence in V˜. Then {vn} is a Cauchy
sequence in L2(Ω). Therefore, there exists a v ∈ L2(Ω) such that vn → v in
L2(Ω). Similarly, there exists a f ∈ Lβ+1(Ω) such that∇× vn → f in Lβ+1(Ω).
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From the definition of the curl-operator in the distributional sense, we directly
obtain that f = ∇×v in the sense of functionals on C∞0 (Ω). Using the density of
C∞0 (Ω) in L
β+1(Ω) and the Hahn-Banach theorem, ∇× v can be extended (in a
unique way) to the whole spaceLβ+1(Ω). As f ∈ Lβ+1(Ω), we get that f = ∇×v
in Lβ+1(Ω). Thus (v, f) ∈ V˜. Consequently the set V˜ is a closed subset of X
and following Lemma 2.4.18(i) it is a reflexive space. As V is isomorphic to V˜,
the space V is also a reflexive Banach space, see Lemma 2.4.18(iii). Again, the
space V0 is also reflexive as closed subspace of V. 
The following technical lemma is crucial in the proofs. The interested reader is
referred to Lemma 2.3.16 for the proof.
Lemma 6.1.2. Assume that α > 1. There exists a positive constant C0(α) =
1
4·12α+12
such that for any H1,H2 ∈ V it holds that(|∇ ×H1|α−1∇×H1 − |∇ ×H2|α−1∇×H2,∇× (H1 −H2))
> C0(α) ‖∇ × (H1 −H2)‖α+1Lα+1(Ω) .
The following theorem describes the natural stability of the solution H of (6.1).
Theorem 6.1.1 (Stability). Suppose that F ∈ L2 ((0, T ),L2(Ω)) and that H
solves (6.1).
(i) If H0 ∈ L2(Ω), then
max
t∈[0,T ]
‖H(t)‖2 +
∫ T
0
‖∇ ×H‖β+1Lβ+1(Ω) 6 C.
(ii) If ∇ · F(t) = 0 = ∇ ·H0 for any t ∈ [0, T ], then ∇ ·H(t) = 0 for any
t ∈ [0, T ].
(iii) If H0 ∈ V, then
max
t∈[0,T ]
‖∇ ×H(t)‖β+1Lβ+1(Ω) +
∫ T
0
‖∂tH‖2 6 C.
(iv) If F(0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
, ∇ × (K0 ? H0) ∈ L2(Ω),
H0 ∈ V0,∇×∇×H0 ∈ L2(Ω) and∇×
[|∇ ×H0|β−1∇×H0] ∈ L2(Ω),
then
max
t∈[0,T ]
‖∂tH(t)‖2 6 C.
Proof. (i) Setting ϕ = H(t) in (6.5) and integrating in time over t ∈ (0, ξ) ⊂
(0, T ), we get, due to Lemma 6.1.2, that
‖H(ξ)‖2
2
+ f(β)
∫ ξ
0
‖∇ ×H‖2 + g(β)C0(β)
∫ ξ
0
‖∇ ×H‖β+1Lβ+1(Ω)
6 ‖H0‖
2
2
+
∫ ξ
0
(F,H)− f(β)
∫ t
0
(K0 ?H,∇×H) .
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Using the Cauchy and Young inequalities and inequality (6.6) for the last term on
the RHS, we obtain that
‖H(ξ)‖2
2
+ f(β)
∫ ξ
0
‖∇ ×H‖2 + g(β)C0(β)
∫ ξ
0
‖∇ ×H‖β+1Lβ+1(Ω)
6 C + Cε
∫ ξ
0
‖H‖2 + ε
∫ ξ
0
‖∇ ×H‖2 .
Now, we consider four cases:
• β = 1: then f(β) = 1 and g(β) = 0. Fixing a sufficiently small positive ε
and applying Gro¨nwall’s argument, we get the asked estimate;
• 1 < β < 7: then f and g are strict positive. Again, fixing a sufficiently
small positive ε and applying the Gro¨nwall argument gives the result;
• β > 7 and f(β) = 0 for β > 7: thus g(β) = 1 and the convolution term
disappears from the problem. We trivially obtain the estimate;
• β > 7 and f(β) > 0 for β > 7 but sufficiently small: analogously as the
case 1 < β < 7.
(ii) Take the divergence of (6.1) or set ϕ = ∇φ with φ ∈ C∞0 (Ω) in (6.5). Then,
integrate in time to arrive at∇ ·H(t) = ∇ ·H0 = 0 for all t ∈ [0, T ].
(iii) Note that |u|β−1u · ∂tu = ∂t |u|
β+1
β+1 due to ∂t|u| = u|u| · ∂tu. Now, we set
ϕ = ∂tH(t) in (6.5) and integrate in time over t ∈ (0, ξ) ⊂ (0, T ) to obtain∫ ξ
0
‖∂tH‖2 + f(β)
2
‖∇ ×H(ξ)‖2 + g(β)
β + 1
‖∇ ×H(ξ)‖β+1Lβ+1(Ω)
=
f(β)
2
‖∇ ×H0‖2 + g(β)
β + 1
‖∇ ×H0‖β+1Lβ+1(Ω)
+
∫ ξ
0
(F, ∂tH)− f(β)
∫ ξ
0
(K0 ?H,∇× ∂tH) .
The last term in the RHS can be estimated like in Theorem 4.2.1(iii) by using
integration by parts. Afterwards, the result follows the lines from (i).
(iv) We differentiate (6.5) with respect to the time variable. Therefore, we need
that (6.5) is fulfilled for t = 0. Knowing that
∇×∇×H0 ∈ L2(Ω), ∇×
[|∇ ×H0|β−1∇×H0] ∈ L2(Ω),
∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ V0,
we may define
∂tH(0) = F(0)− f(β)∇×∇×H0
− g(β)∇× (|∇ ×H0|β−1∇×H0)− f(β)∇× (K0 ?H0),
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i.e.
‖∂tH(0)‖ . 1.
Now, we set ϕ = ∂tH(t) and integrate in time over t ∈ (0, ξ) ⊂ (0, T ) to get that
1
2 ‖∂tH(ξ)‖2 + f(β)
∫ ξ
0
‖∇ × ∂tH‖2
+ g(β)
∫ ξ
0
∫
Ω
|∇ ×H|β−1
[
|∇ × ∂tH|2 + (β − 1) (∂t|∇ ×H|)2
]
= 12 ‖∂tH(0)‖2 +
∫ ξ
0
(∂tF, ∂tH)− f(β)
∫ ξ
0
(K0 ? ∂tH,∇× ∂tH) .
In the last step, we have used that
∂t
(|u|α−1u) · ∂tu = |∂tu|2|u|α−1 + (α− 1)|u|α−3|u · ∂tu|2
=
[
|∂tu|2 + (α− 1) (∂t|u|)2
]
|u|α−1.
Employing the Cauchy and Young inequalities, (6.6) and (iii) to the RHS, and
applying Gro¨nwall’s argument (depending on the value of β), we arrive at the
result. Note that the second and third term in the LHS cannot be zero together. 
Remark 2. To obtain higher regularity of the solution, higher regularity of the
known data is required, see Lemma 6.1.1(iv).
Remark 3. It holds that H(curl; Ω) ↪→ L2(Ω). Moreover, it is true that
H ∈ L2 ((0, T ),H(curl; Ω)) and ∂tH ∈ L2
(
(0, T ),L2(Ω)
)
if H0 ∈ V and F ∈ L2
(
(0, T ),L2(Ω)
)
. Applying Lemma 2.9.5(i), we get that
H ∈ C ([0, T ],L2(Ω)).
Now, it is possible to define the following weak formulation.
Definition 6.1.1. Let β > 1, H0 ∈ V and F ∈ L2
(
(0, T ),L2(Ω)
)
be given.
The variational formulation of (6.1) reads as: find H ∈ C ([0, T ],L2(Ω)) with
∇×H ∈ Lβ+1 ((0, T ),Lβ+1(Ω)) and ∂tH ∈ L2 ((0, T ),L2(Ω)) such that
(∂tH(t),ϕ) + f(β) (∇×H(t),∇×ϕ)
+ g(β)
(|∇ ×H(t)|β−1∇×H(t),∇×ϕ)
+ f(β) (K0 ?H(t),∇×ϕ) = (F(t),ϕ) , ∀ϕ ∈ V0, (6.7)
for a.a. t ∈ [0, T ].
The following theorem guarantees the uniqueness of the solution to problem (6.1).
Theorem 6.1.2 (Uniqueness). The problem (6.1) admits at most one solution H ∈
C
(
[0, T ],L2(Ω)
)
with∇×H ∈ Lβ+1 ((0, T ),Lβ+1(Ω)).
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Proof. Assume that we have two solutions H1 and H2. Set H = H1−H2. Then
H0 = 0. Subtract equation (6.7) for H = H1 from (6.7) for H = H2. Setting
ϕ = H(t) into the resulting equation and integrating in time over t ∈ (0, ξ) ⊂
(0, T ), we find thanks to Lemma 6.1.2 that
1
2 ‖H(ξ)‖2 + f(β)
∫ ξ
0
‖∇ ×H‖2
+ g(β)C0(β)
∫ ξ
0
‖∇ ×H‖β+1Lβ+1(Ω) 6 −f(β)
∫ ξ
0
(K0 ?H,∇×H) .
Using inequality (6.6) for the term on the RHS, we arrive at
1
2 ‖H(ξ)‖2 + f(β)
∫ ξ
0
‖∇ ×H‖2
+ g(β)C0(β)
∫ ξ
0
‖∇ ×H‖β+1Lβ+1(Ω) 6 Cε
∫ ξ
0
‖H‖2 + ε
∫ ξ
0
‖∇ ×H‖2 .
We consider again four cases:
• β = 1: then f(β) = 1 and g(β) = 0. Fixing a sufficiently small positive ε
and applying Gro¨nwall’s argument, we get that H = 0 a.e. in QT ;
• 1 < β < 7: then f and g are strict positive. Again fixing a sufficiently small
positive ε and applying Gro¨nwall’s argument gives that H = 0 a.e. in QT ;
• β > 7 and f(β) = 0 for β > 7: thus g(β) = 1 and the convolution term
disappears from the problem. We immediately obtain that H = 0 a.e. in
QT ;
• β > 7 and f(β) > 0 for β > 7 but sufficiently small: analogously as the
case 1 < β < 7. 
Remark 4. In the previous theorems, four cases are considered depending on the
value of the parameter β. These situations are not repeated in the remainder of the
chapter but should be reconsidered by the reader in the a priori estimates and in
the convergence result.
6.2 Existence of a solution
To address the existence of a solution to (6.1), a semidiscretization in time is em-
ployed, which is based on Rothe’s method. The interval [0, T ] is divided into n
equidistant subintervals [ti−1, ti], i = 1, . . . , n, with time step τ = Tn < 1, thus
ti = iτ, i = 0, . . . , n. With the standard notation for the discretized fields
hi ≈ H(ti) and δhi = hi − hi−1
τ
,
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the following linear recurrent semi-implicit scheme is proposed to approximate the
original problem (δhi,ϕ) + g(β)
(|∇ × hi|β−1∇× hi,∇×ϕ)
+f(β) (∇× hi,∇×ϕ) = (Fi,ϕ)− f(β) (K0 ? hi−1,∇×ϕ) ,
h0 = H0,
(6.8)
which is equivalent to solving, on each time step, the operator equationA(u) = F∗i
in which A : V0 → V∗0 is defined by
〈A(u),v〉 =
(u
τ
,v
)
+f(β) (∇× u,∇× v) +g(β) (|∇ × u|β−1∇× u,∇× v)
and F∗i : V0 → R by
〈F∗i ,v〉 = (Fi,v)− f(β) (K0 ? hi−1,∇× v) +
(
hi−1
τ
,v
)
. (6.9)
The solution at the previous time step is substituted in the convolution term instead
of the solution at the actual time step because this should be easier to implement.
The focus in this chapter is not on the implementation of the numerical scheme,
but on its analysis.
The existence and uniqueness of a weak solution on each time step is guaranteed
by the following theorem.
Theorem 6.2.1 (Uniqueness on a single time step). Assume that H0 ∈ L2(Ω)
and F ∈ L2 ((0, T ),L2(Ω)). Then there exists a τ0 > 0 such that the variational
problem (6.8) has a unique solution for any i = 1, . . . , n and any τ < τ0.
Proof. The space V∗0 is a reflexive Banach space, see Lemma (6.1.1). Therefore,
applying Theorem 2.11.8, the operator equation A(u) = F∗i has a unique solution
on each time step because A is a strictly monotone, coercive, demicontinuous
operator and F∗i ∈ V∗0 . In particular, the strict monotonicity of A follows from
Lemma 6.1.2. 
First, basic stability result for hi are derived. The a priori estimates in parts (i) and
(iii) of Lemma 6.2.2 serve as uniform bounds to prove convergence. In the proofs,
the following lemma is needed, see [139, Lemma 2.3].
Lemma 6.2.1. Let g : R → R be a nonnegative continuous function such that
G(s) := g(s)s is monotone increasing. Let ΦG be the primitive function of G, i.e.
ΦG(s) =
∫ s
0
G(s) ds. Then for any x,y ∈ R3, it holds that
ΦG (|y|)− ΦG (|x|) 6 g(|y|)y · (y − x).
Lemma 6.2.2 (A priori estimates). Suppose that F ∈ L2 ((0, T ),L2(Ω)).
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(i) Assume thatH0 ∈ L2(Ω). Then, there exists a positive constant C such that
max
16i6n
‖hi‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖∇ × hi‖β+1Lβ+1(Ω) τ 6 C
for all τ < τ0.
(ii) If ∇ · H0 = 0 = ∇ · Fi for all i = 1, . . . , n, then ∇ · hi = 0 for all
i = 1, . . . , n.
(iii) If H0 ∈ V then
max
16i6n
‖∇ × hi‖β+1Lβ+1(Ω) +
n∑
i=1
‖δhi‖2 τ 6 C
for all τ < τ0.
Proof. (i) Setting ϕ = hi in (6.8), multiplying by τ and summing the result up
for i = 1, . . . , j (1 6 j 6 n), we have that
j∑
i=1
(δhi,hi) τ + f(β)
j∑
i=1
‖∇ × hi‖2 τ
+ g(β)
j∑
i=1
(|∇ × hi|β−1∇× hi,∇× hi) τ
=
j∑
i=1
(Fi,hi) τ − f(β)
j∑
i=1
(K0 ? hi−1,∇× hi) τ.
The first term on the left-hand side (LHS) can be rewritten using Abel’s summa-
tion rule. The third term can be estimated below thanks to Lemma 6.1.2. The
second term on the RHS can be estimated as in Lemma 4.4.1(i). An application of
Gro¨nwall’s lemma completes the proof.
(ii) The result can be readily obtained by applying the divergence operator to
δhi + f(β)∇×∇× hi + g(β)∇×
(|∇ × hi|β−1∇× hi)
+ f(β)∇× (K0 ? hi−1) = Fi,
or setting ϕ = ∇φ with φ ∈ C∞0 (Ω) in (6.8).
(iii) Setting ϕ = δhi in (6.8), multiplying by τ and summing it up for i = 1, . . . , j
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(1 6 j 6 n), we have that
j∑
i=1
‖δhi‖2 τ + f(β)
j∑
i=1
(∇× hi,∇× hi −∇× hi−1)
+ g(β)
j∑
i=1
(|∇ × hi|β−1∇× hi,∇× δhi) τ
=
j∑
i=1
(Fi, δhi) τ − f(β)
j∑
i=1
(K0 ? hi−1,∇× δhi) τ.
The second term in the LHS can be estimated by Abel’s summation rule. The third
term on the LHS can be estimated below by using Lemma 6.2.1 with g(s) = sβ−1.
We obtain
j∑
i=1
(|∇ × hi|β−1∇× hi,∇× δhi) τ
> 1
β + 1
j∑
i=1
∫
Ω
[|∇ × hi|β+1 − |∇ × hi−1|β+1]
=
1
β + 1
(
‖∇ × hj‖β+1Lβ+1(Ω) − ‖∇×H0‖β+1Lβ+1(Ω)
)
.
The last term on the RHS can be estimated as in Lemma 4.4.1(iii). Using (i), we
conclude the proof. 
The existence of a weak solution is proved using Rothe’s method. The following
piecewise linear in time vector fields Hn and the piecewise constant in time fields
Hn are introduced as
Hn(0) = H0
Hn(t) = hi−1 + (t− ti−1)δhi for t ∈ (ti−1, ti], i = 1, . . . , n
and
Hn(0) = H0, Hn(t) = hi, for t ∈ (ti−1, ti], i = 1, . . . , n
respectively. Similarly, the vector field Fn is defined. The variational formulation
(6.8) can be rewritten for all ϕ ∈ V0 and a.a. t ∈ (0, T ) as
(∂tHn(t),ϕ) + f(β)
(∇×Hn(t),∇×ϕ)
+ g(β)
(|∇ ×Hn(t)|β−1∇×Hn(t),∇×ϕ)
=
(
Fn(t),ϕ
)− f(β) (K0 ?Hn(t− τ),∇×ϕ) . (6.10)
Now, the convergence of the sequences {Hn} and {Hn} to the unique weak solu-
tion of (6.1) is proved as τ → 0 or n→∞.
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Theorem 6.2.2 (Existence). Let H0 ∈ V and F ∈ L2
(
(0, T ),L2(Ω)
)
. Assume
that ∇ · H0 = 0 = ∇ · F(t) for any time t ∈ [0, T ]. Then there exists a weak
solution H such that
(i) Hn ⇀ H in L2
(
(0, T ),L2(Ω)
)
,∇×Hn ⇀ ∇×H in
Lβ+1
(
(0, T ),Lβ+1(Ω)
)
and Hn ⇀ H in L2
(
(0, T ),L2(Ω)
)
;
(ii) Hn → H in C
(
[0, T ],L2(Ω)
)
, ∂tHn ⇀ ∂tH in L2
(
(0, T ),L2(Ω)
)
and
Hn → H in L2
(
(0, T ),L2(Ω)
)
;
(iii) |∇ ×Hn|β−1∇×Hn ⇀ |∇ ×H|β−1∇×H in L
β+1
β
(
(0, T ),L
β+1
β (Ω)
)
(iv) H ∈ C ([0, T ],L2(Ω)) is a weak solution of (6.7).
Proof. (i) The spaces L2
(
(0, T ),L2(Ω)
)
and Lβ+1
(
(0, T ),Lβ+1(Ω)
)
are reflex-
ive Banach spaces. Thanks to Lemma 6.2.2(i) and (iii), the sequence {Hn} is
bounded in L2
(
(0, T ),L2(Ω)
)
, the sequence {∇ ×Hn} is bounded in
Lβ+1
(
(0, T ),Lβ+1(Ω)
)
and the sequence {Hn} is bounded in L2
(
(0, T ),L2(Ω)
)
.
Therefore, the sequence {Hn} contains a weakly convergence subsequence (de-
noted by the same symbol again) such that Hn ⇀ H in L2
(
(0, T ),L2(Ω)
)
and
∇ ×Hn ⇀ z in Lβ+1
(
(0, T ),Lβ+1(Ω)
)
. According to the Hahn-Banach theo-
rem, it is easy to show that z = ∇ ×H ∈ Lβ+1 ((0, T ),Lβ+1(Ω)). Employing
Lemma 6.2.2(i) gives
lim
n→∞ ‖Hn −Hn‖
2
L2((0,T ),L2(Ω)) = 0.
Thus {Hn} and {Hn} have the same limit in L2
(
(0, T ),L2(Ω)
)
. Therefore,
Hn ⇀ H in L2
(
(0, T ),L2(Ω)
)
.
(ii) Lemma 6.2.2 implies for i = 1, . . . , n that
hi ∈ L2(Ω), ∇× hi ∈ L2(Ω), ∇ · hi = 0 in Ω, hi × ν = 0 on Γ.
Employing Theorem 2.9.36, we see that hi ∈ H
1
2 (Ω), i = 1, . . . , n. Also H0 be-
longs to H
1
2 (Ω). Thus max
t∈[0,T ]
∥∥Hn(t)∥∥
H
1
2 (Ω)
6 C. Thanks to Lemma 6.2.2(iii),
we have that
∫ T
0
‖∂tHn‖2 6 C. Using Theorem 2.9.37, we see that
H
1
2 (Ω) ↪→↪→ L2(Ω).
Then, applying Lemma 2.12.3, there exists a H ∈ C ([0, T ],L2(Ω)) and a subse-
quence of {Hn} (denoted by the same symbol again) for which we have that{
Hn → H in C
(
[0, T ],L2(Ω)
)
,
∂tHn ⇀ ∂tH in L2
(
(0, T ),L2(Ω)
)
.
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From
∫ T
0
‖∂tHn‖2 6 C, it also follows that Hn → H in L2
(
(0, T ),L2(Ω)
)
.
(iii) In this part of the proof, we apply Minty-Browder’s trick [1, Chapter 9]. Due
to the monotonicity, see Lemma 6.1.2, we can write that∫ T
0
(
|∇ ×Hn|β−1∇×Hn − |∇ × u|β−1∇× u,∇×Hn −∇× u
)
> 0, (6.11)
for all uwith∇×u ∈ Lβ+1 ((0, T ),Lβ+1(Ω)). We want to take the limit n→∞
in (6.11). Because∇×Hn ⇀ ∇×H in Lβ+1
(
(0, T ),Lβ+1(Ω)
)
, we have that
lim
n→∞
∫ T
0
(|∇ × u|β−1∇× u,∇×Hn −∇× u)
=
∫ T
0
(|∇ × u|β−1∇× u,∇×H−∇× u) .
From Lemma 6.2.2(iii), we get that
|∇ ×Hn|β−1∇×Hn ∈ L
β+1
β
(
(0, T ),L
β+1
β (Ω)
)
,
which is a reflexive Banach space. Therefore, |∇ × Hn|β−1∇ × Hn ⇀ z in
L
β+1
β
(
(0, T ),L
β+1
β (Ω)
)
. Hence,
lim
n→∞
∫ T
0
(|∇ ×Hn|β−1∇×Hn,∇× u) = ∫ T
0
(z,∇× u) .
Note that Fn ⇀ F in L2
(
(0, T ),L2(Ω)
)
. Furthermore, due to (i) and (ii), we
obtain that
lim
n→∞ g(β)
∫ T
0
(|∇ ×Hn|β−1∇×Hn,∇×Hn)
(6.10)
= lim
n→∞
∫ T
0
[(
Fn,Hn
)− (∂tHn,Hn)
−f(β) (∇×Hn,∇×Hn)− f(β) (K0 ?Hn(t− τ),∇×Hn)]
(?)
6
∫ T
0
[(F,H)− (∂tH,H)− f(β) [(∇×H,∇×H)− (K0 ?H,∇×H)]]
= lim
n→∞
∫ T
0
[(Fn,H)− (∂tHn,H)
−f(β) (∇×Hn,∇×H)− f(β) (K0 ?Hn(t− τ),∇×H)]
(6.10)
= lim
n→∞ g(β)
∫ T
0
(|∇ ×Hn|β−1∇×Hn,∇×H)
= g(β)
∫ T
0
(z,∇×H) .
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The inequality (?) is valid by the weak lower semicontinuity of the norm, more
specifically,∇×Hn ⇀ ∇×H in L2
(
(0, T ),L2(Ω)
)
implies that
‖∇ ×H‖2 6 lim inf
n→∞
∥∥∇×Hn∥∥2 .
Therefore, passing to the limit for n→∞ in (6.11), we get
∫ T
0
(
z− |∇ × u|β−1∇× u,∇×H−∇× u) > 0. (6.12)
Now, we continue with the last step of the Minty-Browder trick. We show that
z = |∇ ×H|β−1∇ ×H. Firstly, we put u = H + εv for any v with ∇ × v ∈
Lβ+1
(
(0, T ),Lβ+1(Ω)
)
and ε > 0. Then, we get for (6.12) after dividing by −ε
that ∫ T
0
(
z− |∇ × (H+ εv)|β−1∇× (H+ εv),∇× v) 6 0.
Next, taking the limit ε→ 0, we get
∫ T
0
(
z− |∇ ×H|β−1∇×H,∇× v) 6 0.
The reverse inequality also holds true (v↔ −v) and therefore
∫ T
0
(
z− |∇ ×H|β−1∇×H,∇× v) = 0,
for all v with ∇ × v ∈ Lβ+1 ((0, T ),Lβ+1(Ω)). From this, we conclude that
z = |∇ ×H|β−1∇×H a.e. in QT .
(iv) Let us integrate (6.10) in time to get for any ξ ∈ (0, T ) and ϕ ∈ V0 that
∫ ξ
0
(∂tHn,ϕ) + f(β)
∫ ξ
0
(∇×Hn,∇×ϕ)
+ g(β)
∫ ξ
0
(|∇ ×Hn|β−1∇×Hn,∇×ϕ)
=
∫ ξ
0
(
Fn,ϕ
)− f(β)∫ ξ
0
(K0 ?Hn(t− τ),∇×ϕ) .
We pass to the limit for n→∞. On the LHS, we use for the first term (ii), for the
second term (i) and finally for the third term we apply (iii). For the RHS, we apply
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that Fn ⇀ F in L2
(
(0, T ),L2(Ω)
)
and (ii). We arrive at
∫ ξ
0
(∂tH,ϕ) + f(β)
∫ ξ
0
(∇×H,∇×ϕ)
+ g(β)
∫ ξ
0
(|∇ ×H|β−1∇×H,∇×ϕ)
=
∫ ξ
0
(F,ϕ)− f(β)
∫ ξ
0
(K0 ?H,∇×ϕ) .
Finally, differentiating the resulting identity with respect to the time variable ξ
shows that H is a weak solution of (6.7). Up to now, we only have proven the
convergence of the approximate solution for a subsequence of {Hn}. But, if we
take into account Theorem 6.1.2, we obtain the convergence of the whole sequence
to the unique weak solution of (6.7) in corresponding spaces. 
The following theorem addresses the error estimates for the time discretization.
Theorem 6.2.3 (Error). Suppose that F ∈ Lip([0, T ],L2(Ω)). If H0 ∈ V then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
∥∥∇× [Hn −H]∥∥β+1Lβ+1(Ω) 6 Cτ.
Please note that the positive constant C in this estimate is of the form CeCT .
Proof. We subtract (6.7) from (6.10), setϕ = Hn(t)−H(t) and integrate in time
over t ∈ (0, ξ) ⊂ (0, T ) to get
1
2 ‖Hn(ξ)−H(ξ)‖2 + f(β)
∫ ξ
0
∥∥∇×Hn −∇×H∥∥2
+ g(β)
∫ ξ
0
(|∇ ×Hn|β−1∇×Hn − |∇ ×H|β−1∇×H,∇× (Hn −H))
=
∫ ξ
0
(
Fn − F,Hn −H
)
+
∫ ξ
0
(
∂tHn − ∂tH,Hn −Hn
)
+
∫ ξ
0
(K0 ? [Hn(t− τ)−H(t)],∇× [Hn(t)−H(t)]) dt. (6.13)
In the following estimates, we frequently use that∥∥Hn(t)−Hn(t)∥∥ 6 τ ‖∂tHn(t)‖ for t ∈ [0, T ].
The third term in the LHS can be bounded below by Lemma 6.1.2. The first
term in the RHS can be estimated by employing the Lipschitz continuity of F, see
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Theorem 4.3.3. For the last term of (6.13), we calculate that∣∣∣∣∣
∫ ξ
0
(K0 ? [Hn(t− τ)−H(t)],∇× [Hn(t)−H(t)]) dt
∣∣∣∣∣
(6.6)
6 ε
∫ ξ
0
∥∥∇× [Hn(t)−H(t)]∥∥2 dt+ Cε ∫ ξ
0
∥∥Hn(t− τ)−H(t)∥∥2 dt
6 ε
∫ ξ
0
∥∥∇× [Hn(t)−H(t)]∥∥2 dt+ Cε ∫ ξ
0
‖Hn(t)−H(t)‖2 ds+ Cετ2.
It remains to estimate the second term on the RHS in (6.13). Employing Lemma
6.2.2 (iii), we obtain∣∣∣∣∣
∫ ξ
0
(
∂tHn − ∂tH,Hn −Hn
)∣∣∣∣∣
6
√∫ ξ
0
‖∂tHn − ∂tH‖2
√∫ ξ
0
∥∥Hn −Hn∥∥2 . τ.
Putting things together, choosing a sufficiently small positive ε and applying Gro¨n-
wall’s argument, we conclude the proof. 
6.3 Conclusion
In this chapter, a vectorial nonlocal nonlinear parabolic problem (6.1) in terms
of the magnetic field for an intermediate state between type-I and type-II super-
conductivity has been analysed. This model was obtained from the eddy current
version of the Maxwell equations, the two-fluid model of London and London, the
nonlocal representation (by a space convolution with a singular kernel) of the su-
perconductive current by Eringen and the power law by Rhyner. A semi-implicit
time-discrete scheme based on the backward Euler method in which the convolu-
tion is taken explicitly has been developed. The well-posedness of the problem
has been shown under low regularity assumptions and suboptimal error estimates
have been derived for the time-discretization.

Part II
Inverse source problems in
thermoelasticity

7
Introduction on thermoelasticity
Thermoelasticity is the change in the size and shape of a solid object (thermal
stresses) as the temperature of that object fluctuates. A material that is elastic ex-
pands when heated and contracts when cooled. These interactions between the
changes in the shape of an object and the fluctuations in the temperature are mod-
eled by mathematical systems. These so-called thermoelastic systems consist of
two equations that are coupled: a parabolic (heat) equation and a vectorial hyper-
bolic equation for the displacement.
The problem of transmission of heat flow in rigid or elastic materials has attracted
considerable attention in the past decades. Coupled thermomechanical problems
arise from many important fields of application including casting, metal forming,
manufacturing processes, structural models, etc.
Biot [140–142] started laying variational principles for coupled problems of ther-
moelasticity. A large number of papers follows Biot’s principle, cf. [46, 143] and
the references therein. By use of Gurtin’s method of convolution [144] other
variational principles have been formulated [145]. Development of new models
in thermoelasticity has generated a response in applied mathematics. Many pa-
pers have been devoted to theoretical and numerical analyses of such problems,
e.g [146–152].
Green and Naghdi [153] used a general entropy balance to describe the heat flow in
materials. The characterization of material response for such thermal phenomena
is labeled as type-I, type-II and type-III thermoelasticity. Type-I, after lineari-
sation of the theory, is the same as the classical heat conduction theory (based
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on Fourier’s law). This theory has the shortcoming that a thermal disturbance at
one point of the body is instantly felt everywhere (infinite speed of propagation
phenomena). This is physically not acceptable for materials with memory and is
overcome by taking memory effects into account in the models for type-II and
type-III thermoelasticity. Therefore, the type-II and -III thermoelasticity allow
propagation of thermoelastic disturbances with a finite speed. The main difference
between type-II and type-III is that in type-II thermoelasticity the heat conduction
is independent of the present values of the temperature gradient. For forward prob-
lems related with the theoretical and computational aspects of thermoelasticity, it
is worth to refer to [154–158].
For the mathematical analysis, it is assumed that an isotropic and homogeneous
thermoelastic body occupies an open and bounded domain Ω ⊂ Rd, d > 1, with
Lipschitz continuous boundary Γ. Let QT = Ω × (0, T ) and ΣT = Γ × (0, T )
for a given final time T > 0. The convolution product in time of a kernel k and a
function θ is denoted with the sign ‘∗’
(k ∗ θ) (x, t) :=
∫ t
0
k(t− s)θ(x, s)ds, (x, t) ∈ QT .
The coupled thermoelastic system of type-III describing both the elastic and the
thermal behaviours in Ω is given by [159]{
∂ttu− α∆u− β∇ (∇ · u) + γ∇θ = f in QT ,
∂tθ − ρ∆θ − k ∗∆θ + γ∇ · ∂tu = h in QT . (7.1)
Here, u = (u1, . . . , ud)
T and θ denote respectively the displacement and the tem-
perature difference from the reference value (in Kelvin) of the solid elastic material
at the location x and time t. The vector source f is a load (body force) vector and
the source h is a heat source. The Lame´ parameters α and β, the coupling (absorb-
ing) coefficient γ and the thermal coefficient ρ are assumed to be positive constants
because the medium is supposed to be isotropic homogeneous. Note that the coef-
ficient γ in the first and second equation of (7.1) is in general different. The kernel
function (also called relaxation function) k ∈ C([0, T ]) is supposed to decay to
zero as the time goes to infinity. Usually k takes the form [157]
k(t) = a exp(−bt), t > 0,
with a and b two positive constants. In type-I thermoelasticity k ≡ 0 and ρ 6= 0.
For type-II thermoelasticity, it holds that ρ = 0 and k 6≡ 0.
In the following two chapters, two inverse source problems (ISPs) for thermoe-
lasticity are studied. In Chapter 8, the goal is to determine the vector source f(x)
from a final in time measurement of the displacement. In Chapter 9, the reconstruc-
tion of a solely time-dependent heat source h(t) is studied in a one-dimensional
thermoelastic system of type-III.
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Inverse problems are often ill-posed in the sense of Hadamard [52, 53, 160]. They
might not have a solution in the strict sense, solutions might not be unique and/or
might not depend continuously on the data. This creates (mostly because of the
discontinuous dependence of solutions on the data) numerical problems. A typical
example of an ill-posed problem is the operator equation
F (x) = y, (7.2)
where F : D(F ) ⊂ X → Y is a completely continuous operator between the
Banach spaces X and Y . In the case of an inverse problem the operator F is asso-
ciated with the forward (direct) problem, which relates the model parameters to the
measured data. The direct problem is well-posed in the sense of Hadamard. If the
problem (7.2) is well-posed, then the operator F : D(F )→ R(F ) is injective and
the inverse operator F−1 : R(F )→ D(F ) is continuous. It follows that the iden-
tity operator I = F−1F is compact (the composition of a continuous and compact
operator is compact). This is in contradiction with the fundamental Riesz’ theo-
rem if the domain D(F ) is not finite dimensional. Therefore, the problem (7.2) is
ill-posed when the domain D(F ) is not finite dimensional.
Regularization methods can deal with the ill-posedness of linear and nonlinear in-
verse problems. In general terms, the idea is to approximate the ill-posed problem
(7.2) by a family of neighbouring well-posed problems [52]. The main goal is to
find the best approximate solution for the problem (7.2), where one assumes that
only the noisy data yδ of the exact data y are available, i.e.∥∥y − yδ∥∥ 6 δ
with δ being the noise level in some norm.
The Tikhonov regularization method is the most commonly used method of regu-
larization of ill-posed problems [161,162]. The best approximate solution for (7.2)
is searched by minimizing a certain Tikhonov functional
Tα(x) =
∥∥F (x)− yδ∥∥2
Y
+ α ‖x‖2X , α > 0.
The regularization (stabilizing) term ‖x‖2 is added to rectify the possible absence
of convexity. This term introduces the a priori knowledge about the solution.
For α > 0, the functional Tα has a unique minimizer (Tα is convex) when F
is linear [52, Theorem 5.1]. If F is nonlinear, then the solution is in general not
unique. The regularization parameter α can be chosen by using Morozov’s dis-
crepancy principle [163], which basically compares the residual (or discrepancy)
error
∥∥F (xδα)− yδ∥∥Y for the solution xδα of the minimization problem (7.2) with
the noise level δ, i.e. determining α(δ, xδα) from the condition∥∥F (xδα)− yδ∥∥Y ≈ δ. (7.3)
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For nonlinear problems, (7.3) only has a solution under very restrictive assump-
tions on the regularized solutions [164]. Note that the problem of minimizing the
functional Tα is stable in the sense of continuous dependence of the solutions on
the data yδ [52, Theorem 10.2].
To numerically find the minimizer xδα of Tα, gradient-based (steepest descent)
methods are often used. The approximative sequence {xk} for xδα is constructed
as follows
xk = xk−1 − ωT ′α(xk−1), k ∈ N, x0 ∈ X(initial guess),
where T ′α is the Fre´chet derivative of Tα and ω is a suitable step length.
Recently, inverse source problems related to the classic thermoelastic system (7.1)
have been studied in [165, 166]. Without taking memory effects into account, i.e.
k ≡ 0 and ρ 6= 0, Bellassoued and Yamamoto [165] investigated an inverse heat
source problem for type-I thermoelasticity. The main subject of the paper is the
inverse problem of determining the space-dependent heat source h(x). This is
done by measuring u|ω×(0,T ) and θ(·, t0), where ω is a subdomain of Ω such that
Γ ⊂ ∂ω and t0 ∈ (0, T ). No data for u(·, t0) is needed over the whole domain
Ω. Using a Carleman estimate, a Ho¨lder stability for the inverse source problem
is proved, which implies the uniqueness of the inverse source problem. Wu and
Liu [166] studied an inverse source problem of determining f(x) for type-II ther-
moelasticity, i.e. k 6≡ 0 and ρ = 0. Based on a Carleman estimate, again a Ho¨lder
stability for the inverse source problem has been established from a displacement
measurement u|ω×(0,T ) provided that f is known in a neighbourhood ω0 of Γ.
Note that no temperature measurement is needed. Note also [167], in which Wu
et al. studied the uniqueness and stability of a spatially varying thermal kernel
function in a thermoelastic system of type-III by means of a Carleman estimate.
In both contributions [165,166], no numerical scheme has been provided to recover
the unknown source. This is in contrast to the main goal of the following chapters,
namely, the development of a scheme to approximate the solution to the inverse
problems.
8
Recovery of a space-dependent vector
source in thermoelastic systems
This chapter is based on the article [168], which is published in
Inverse Problems in Science and Engineering.
In this chapter, an inverse problem of determining a space-dependent source in
a thermoelastic system of type-III using information from a supplementary mea-
surement at a given single instant of time is studied. The mathematical setting is
the following.
An isotropic and homogeneous thermoelastic body occupying an open and bounded
domain Ω ⊂ Rd, d > 1, with Lipschitz continuous boundary Γ is considered. Let
QT = Ω × (0, T ) and ΣT = Γ × (0, T ) for a given final time T > 0. The
convolution product in time of a kernel k and a function θ is denoted by
(k ∗ θ) (x, t) :=
∫ t
0
k(t− s)θ(x, s) ds, (x, t) ∈ QT .
The following thermoelastic system of type-III describing the elastic and thermal
behaviour in Ω is considered:
∂ttu+ g (∂tu)− α∆u− β∇ (∇ · u) + γ∇θ = f in QT ,
∂tθ − ρ∆θ − k ∗∆θ + γ∇ · ∂tu = h in QT ,
u(x, t) = 0 on ΣT ,
θ(x, t) = 0 on ΣT ,
(8.1)
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together with the initial conditions:
u(x, 0) = u0(x), ∂tu(x, 0) = u1(x), θ(x, 0) = θ0(x), x ∈ Ω, (8.2)
where it is assumed that the unknown vector source f is of the form
f(x, t) = p(x) + r(x, t), (x, t) ∈ QT , (8.3)
with the vector field r known and p unknown. The heat source h is known. Note
that u = (u1, . . . , ud)
T and θ denote respectively the displacement and the temper-
ature difference from the reference value (in Kelvin) of the solid elastic material at
the location x and time t. The Lame´ parameters α and β, the coupling (absorbing)
coefficient γ and the thermal coefficient ρ are assumed to be positive constants
because the medium is supposed to be isotropic homogeneous.
The goal is to determine the spatial vector function p(x) with aid of an additional
measurement (the condition of final overdetermination), i.e.
uT (x) := u(x, T ) = ξT (x), x ∈ Ω. (8.4)
This means that the displacement is measured at the final time.
The kernel function (also called relaxation function) k ∈ C2([0, T ]) is decaying to
zero as the time goes to infinity. Moreover, it is assumed that
k′(t) 6≡ 0 and (−1)jk(j)(t) > 0,
with j = 0, 1, 2 denoting the order of the derivative. These assumptions imply
that k is strongly positive definite [169, Corollary 7.2.1], which is equivalent with
the existence of a positive constant C0 independent of T such that [169, Lemma
7.2.2]- [170]∫ T
0
φ(t)(k ∗ φ)(t) dt > C0
∫ T
0
(k ∗ φ)2 (t) dt, ∀T > 0,∀φ ∈ L1loc(Ω).
These assumptions on the kernel k are natural, because usually k takes the form
k(t) = a exp(−bt), t > 0,
with a and b two positive constants [157]. Note that a damping term
g (∂tu) = (g1(∂tu), . . . , gd(∂tu)) ,
gi : Rd → R, i = 1, . . . , d, is added in the hyperbolic equation of the classic
thermoelasticity system (7.1). This term is also considered in [169, Chapter 9]-
[171, 172] and is essential to establish the uniqueness of a solution to the inverse
problem under consideration, see Theorem 8.1.1.
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The remainder of this chapter is organized as follows. The uniqueness of a solu-
tion to the inverse problem under consideration is established in Section 8.1 under
the assumption that the possibly nonlinear function g is componentwise strictly
monotone increasing. This is done using a variational approach instead of using a
Carleman estimate like in [165–167]. The inverse problem (8.1)-(8.4) is ill-posed
since small errors present in any practical measurements give rise to large errors
into the solutions. In Section 8.2, an iterative regularization method in the form of
a convergent and stable algorithm for the recovery of the unknown vector source
is proposed in the case that g is linear. This method is based on a sequence of
well-posed direct problems, which are numerically solved at each iteration step by
using the finite element method. The instability of this inverse source problem is
overcome by stopping the iterations using the discrepancy principle [163]. The
scheme is of the Landweber-Fridman type [173, 174] and is similar to that of Jo-
hansson and Lesnic for the heat conduction equation [175]. This procedure is also
used for the heat conduction equation with time-dependent coefficients in [176].
Note that the recovery of the unknown source is not achieved by minimizing a
cost functional, which is typical for IPs. Finally, some numerical experiments are
developed in Section 8.3.
8.1 Uniqueness
Using Green’s formulas, the following coupled variational formulation for (8.1) is
obtained:
Given u0, u1, ξT ∈ L2(Ω), θ0 ∈ L2(Ω), r ∈ L2
(
(0, T ),L2(Ω)
)
and
h ∈ L2 ((0, T ),L2(Ω)),
find 〈u(t), θ(t),p〉 ∈ H10(Ω)×H10(Ω)× L2(Ω)
such that
(∂ttu(t),ϕ) + (g (∂tu(t)) ,ϕ) + α (∇u(t),∇ϕ)
+ β (∇ · u(t),∇ ·ϕ) + γ (∇θ(t),ϕ) = (p+ r(t),ϕ) (8.5)
and
(∂tθ(t), ψ) + ρ (∇θ(t),∇ψ) + ((k ∗ ∇θ)(t),∇ψ)
− γ (∂tu(t),∇ψ) = (h(t), ψ) , (8.6)
for all ϕ ∈ H10(Ω), ψ ∈ H10(Ω) and a.a. t ∈ (0, T ].
The space-dependent measurement (8.4) ensures that the inverse problem has a
unique solution. This is stated in the following theorem.
Theorem 8.1.1 (Uniqueness). Let u0,u1, ξT ∈ L2(Ω), θ0 ∈ L2(Ω) and g′ > 0
componentwise. Then there exists at most one triplet 〈u(t), θ(t),p〉 ∈ H10(Ω) ×
H10(Ω)× L2(Ω) such that problem (8.1) together with condition (8.4) holds.
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Proof. We use a classical variational approach to establish the uniqueness of a
solution. The proof is by contradiction. Suppose that there are two solutions
〈u1, θ1,p1〉 and 〈u2, θ2,p2〉 to (8.1)-(8.4). Subtract, equation by equation, the
variational formulation (8.5)-(8.6) corresponding with the solution 〈u2, θ2,p2〉
from the variational formulation for 〈u1, θ1,p1〉. Set u = u1 − u2, p = p1 − p2
and θ = θ1−θ2. Then u(x, 0) = 0, u(x, T ) = 0, ∂tu(x, 0) = 0 and θ(x, 0) = 0.
We obtain that
(∂ttu(t),ϕ) + (g (∂tu1(t))− g (∂tu2(t)) ,ϕ) + α (∇u(t),∇ϕ)
+ β (∇ · u(t),∇ ·ϕ) + γ (∇θ(t),ϕ) = (p,ϕ) (8.7)
and
(∂tθ(t), ψ) + ρ (∇θ(t),∇ψ)
+ ((k ∗ ∇θ)(t),∇ψ)− γ (∂tu(t),∇ψ) = 0, (8.8)
for all ϕ ∈ H10(Ω) and ψ ∈ H10(Ω). First, we prove that u = 0 and θ = 0.
Afterwards, we show that p = 0. For this reason, in the first part of the proof, we
want to get rid of p. This can be done in a simple way. The main idea is∫ T
0
p(x) · ∂tu(x, t) dt = p(x) · u(x, T )− p(x) · u(x, 0) = 0.
Indeed, putting ϕ = ∂tu(t) in (8.7) and integrating in time over (0, T ) gives
1
2
‖∂tu(T )‖2 +
∫ T
0
(g (∂tu1)− g (∂tu2) , ∂tu1 − ∂tu2)
+ γ
∫ T
0
(∇θ, ∂tu) = 0, (8.9)
because u(x, 0) = u(x, T ) = ∂tu(x, 0) = 0. Taking ψ = θ(t) in (8.8) yields
‖θ(T )‖2
2
+ ρ
∫ T
0
‖∇θ‖2 +
∫ T
0
(k ∗ ∇θ,∇θ)− γ
∫ T
0
(∂tu,∇θ) = 0, (8.10)
due to θ(x, 0) = 0. Now, adding (8.9) and (8.10) implies
1
2
‖∂tu(T )‖2 +
∫ T
0
(g (∂tu1)− g (∂tu2) , ∂tu1 − ∂tu2)
+
‖θ(T )‖2
2
+ ρ
∫ T
0
‖∇θ‖2 +
∫ T
0
(k ∗ ∇θ,∇θ) = 0. (8.11)
Moreover, the strongly positive definiteness of k implies that∫ T
0
(k ∗ ∇θ,∇θ) > C0
∫ T
0
‖k ∗ ∇θ‖2 .
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Thus, from (8.11) follows that
‖∂tu(T )‖2 +
∫ T
0
(g (∂tu1)− g (∂tu2) , ∂tu1 − ∂tu2) = 0
and
‖θ(T )‖2 +
∫ T
0
‖∇θ‖2 +
∫ T
0
‖k ∗ ∇θ‖2 = 0. (8.12)
Due to the fact that θ = 0 on ∂Ω, we deduce that
θ = 0 a.e. in QT .
Here, we can also see why the damping term is necessary. Without this term,
we would only have that ‖∂tu(T )‖ = 0, which gives no guarantee that u = 0.
Employing the fact that the vector field g is componentwise strictly monotone
increasing, we get that ut = 0, i.e. u is constant in time. Therefore,
u(x, 0) = 0⇒ u(x, t) = 0 a.e. in QT .
Substituting the obtained information in (8.7) gives
(p,ϕ) = 0, ∀ϕ ∈ H10(Ω).
From this, we conclude that p = 0 in L2(Ω).
Remark 8.1.1. From the previous theorem also the uniqueness of a solution to
the inverse problem corresponding with type-I thermoelasticity (k = 0, ρ 6= 0)
follows. For type-II thermoelasticity (ρ = 0, k 6= 0) the proof of uniqueness of a
solution is less straightforward. Then (8.12) becomes
‖θ(T )‖2 +
∫ T
0
‖k ∗ ∇θ‖2 = 0.
Therefore,
∫ t
0
k(t − s)∇θ(x, s) ds = 0 for all t ∈ [0, T ] and x ∈ Ω. Hence,
since the Laplace transform is one-to-one, one can derive that∇θ = 0 inQT . The
uniqueness of a solution follows from θ = 0 on ∂Ω.
Remark 8.1.2. In fact, to prove the uniqueness of a solution in the case of type-
III thermoelasticity, it is sufficient that the kernel k is positive definite instead of
strongly positive definite. But, the strongly positive definiteness of k is immedi-
ately considered because under this assumption the uniqueness of a solution to the
inverse problem is valid for all types of thermoelasticity, as mentioned in Remark
8.1.1.
Remark 8.1.3. The main trick of the proof cannot be applied if the heat source
h(x) would be unknown, i.e.
∫ T
0
h(x)θ(x, t) dt 6= 0.
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Remark 8.1.4. The uniqueness of the solution can also be obtained for more gen-
eral coefficients. For instance, for{
∂ttu+ g (∂tu)−∇ · (α(x)∇u)−∇ (β(x)∇ · u) + γ∇θ = f in QT ,
∂tθ −∇ · (ρ(x)∇θ)− k ∗∆θ + γ∇ · ∂tu = h in QT ,
the following assumptions have to be satisfied for a.a. x ∈ Ω:
0 6 α(x) 6 α1, 0 6 β(x) 6 β1 and 0 < ρ0 6 ρ(x) 6 ρ1.
8.2 Reconstruction of the source term in a linear case
First, the well-posedness of problem (8.1) is discussed (thus for given p, i.e. take
p = 0 for ease of exposition). Rivera and Qin [159] proved the global existence
and uniqueness of solutions to problem (8.15) in one dimension when r ≡ 0 ≡ g
and h = 0. In the same situation, a more-dimensional case for type-III thermoelas-
ticity is studied in [177]. The following lemma summarizes the available results.
For a more general setting, see also [151, 152, 178]. The derivation of the corre-
sponding a priori estimates can be found in Theorem A.1.4 in Appendix A.1 (such
that Rothe’s method can be applied to show the existence of a solution).
Lemma 8.2.1.
(i) Assume that r ∈ L2 ((0, T ),L2(Ω)), h ∈ L2 ((0, T ),L2(Ω)), u0 ∈ H1(Ω),
u1 ∈ L2(Ω), θ0 ∈ L2(Ω), g(0) = 0, g′ > 0 and |g(s)| 6 C(1 + |s|) a.e.
in R. Then (8.15), has a unique solution 〈u, θ〉 such that
u ∈ C ([0, T ],L2(Ω)) ∩ L2 ((0, T ),H10(Ω)) ,
∂tu ∈ L2
(
(0, T ),L2(Ω)
)
, ∂ttu ∈ L2
(
(0, T ),H10(Ω)
∗) ,
θ ∈ C ([0, T ],L2(Ω)) ∩ L2 ((0, T ),H10(Ω)) ,
∂tθ ∈ L2
(
(0, T ),H10(Ω)
∗) .
(ii) Assume that r(0) ∈ L2(Ω), h(0) ∈ L2(Ω), ∂tr ∈ L2
(
(0, T ),L2(Ω)
)
,
∂th ∈ L2
(
(0, T ),L2(Ω)
)
, u0 ∈ H2(Ω) ∩ H10(Ω), u1 ∈ H1(Ω), θ0 ∈
H2(Ω) ∩ H10(Ω), g(0) = 0 and 0 < g′(s) 6 C a.e. in R. Then (8.15), has
a unique solution 〈u, θ〉 such that
u ∈ C ([0, T ],H10(Ω)) ,
∂tu ∈ C
(
[0, T ],L2(Ω)
) ∩ L2 ((0, T ),H10(Ω)) ,
∂ttu ∈ L2
(
(0, T ),L2(Ω)
)
,
θ ∈ C ([0, T ],H10(Ω)) , ∂tθ ∈ L2 ((0, T ),H10(Ω)) .
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In the special situation that u0 = 0, u1 = 0, θ0 = 0, h = 0 and r = r(x),
the following estimate is valid
max
t∈[0,T ]
{‖∂ttu(t)‖2 + ‖∇∂tu(t)‖2 + ‖∇ · ∂tu(t)‖2
+‖∂tθ(t)‖2 + ‖∇θ(t)‖2
}
+
∫ T
0
‖∇∂tθ(s)‖2 ds 6 C ‖r‖2 . (8.13)
The unknown source can be reconstructed if the assumptions on the function g
are strengthened. From now on, it is assumed that g is linear (without loss of
generality suppose that g = I) such that the principle of linear superposition is
applicable on problem (8.1)-(8.2)-(8.3)-(8.4). The situation is much more difficult
when g is nonlinear. The solution 〈u, θ,p〉 is given by 〈u1+u2, θ1+θ2,p〉, where
〈u1, θ1,p〉 is a solution to
∂ttu+ ∂tu− α∆u− β∇ (∇ · u) + γ∇θ = p in QT ,
∂tθ − ρ∆θ − k ∗∆θ + γ∇ · ∂tu = 0 in QT ,
u = 0 on ΣT ,
θ = 0 on ΣT ,
u(x, 0) = ∂tu(x, 0) = 0, θ(x, 0) = 0 x ∈ Ω
(8.14)
and 〈u2, θ2〉 is solving
∂ttu+ ∂tu− α∆u− β∇ (∇ · u) + γ∇θ = r in QT ,
∂tθ − ρ∆θ − k ∗∆θ + γ∇ · ∂tu = h in QT ,
u = 0 on ΣT ,
θ = 0 on ΣT ,
u(x, 0) = u0(x), ∂tu(x, 0) = u1(x), θ(x, 0) = θ0(x) x ∈ Ω.
(8.15)
In the remainder of the chapter, next to the linearity of g, it is assumed that the
assumptions of Lemma 8.2.1(ii) are valid. This is important because in this sit-
uation the boundary conditions are satisfied since u(·, t) ∈ H10(Ω) and θ(·, t) ∈
H10(Ω) for t ∈ [0, T ]. Moreover, also the restriction u(x, t0) is well-defined for
t0 ∈ [0, T ]. This means in particular that the final displacement measurement
u(x, T ) ∈ H10(Ω) is well-defined. Following Theorem 8.1.1 and Lemma 8.2.1(ii),
the solution 〈u1, θ1,p〉 to problem (8.14) is unique if the additional final measure-
ment is satisfied, i.e.
u1(x, T ) = ξT (x)− u2(x, T ) =: ξ˜T (x), x ∈ Ω, (8.16)
where u2 is the solution to problem (8.15). Note that for given p, problem (8.14)
is a special case of problem (8.15). In the following subsection, an algorithm for
the recovery of the unknown source term is proposed.
Remark 8.2.1. The well-posedness of problem (8.15) can be obtained for more
general coefficients. In particular, when the coefficients are space-dependent, the
following assumptions have to be satisfied
0 < α0 6α(x) 6 α1, 0 < β0 6β(x) 6 β1,
0 < ρ0 6 ρ(x) 6 ρ1, 0 < γ0 6 γ(x) 6 γ1.
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8.2.1 Algorithm for finding the source term
In this section, an algorithm for finding the source term is described. This algo-
rithm is based on an iterative regularization method (Landweber-Fridman itera-
tion) instead of using the Tikhonov regularization.
Let 〈v, ζ〉 be the unique solution to (8.14) for given p, see Lemma 8.2.1. Define
the corresponding operator M(t) ∈ L (L2(Ω),L2(Ω)) by
M(t)p = v(·, t).
Finding a solution to the inverse problem is then equivalent to solving the follow-
ing operator equation
M(T )p = ξ˜T (8.17)
or equivalent to solving the fixed point equation
p = p+ κM(T )
(
ξ˜T −M(T )p
)
, κ > 0,
due to the linearity of the operator M(T ). The parameter κ is called a relaxation
parameter. The method of successive approximations can be applied to this latter
equation as follows
pk := pk−1 − κM(T )
(
M(T )pk−1 − ξ˜T
)
, k ∈ N,
with an initial guess p0, which plays the same role as in the Tikhonov regulariza-
tion.
This gives rise to the following procedure for the stable reconstruction of the so-
lution 〈u, θ〉 and the source term p of problem (8.1)-(8.2)-(8.3)-(8.4), which is
similar to the one presented in [175, 176, 179]. It runs as follows:
(i) Solve problem (8.15) and determine the transformed final overdetermination
ξ˜T (x), see equation (8.16). Denote the solution by 〈u∗, θ∗〉;
(ii) Choose an initial guess p0 ∈ L2(Ω). Let 〈v0, ζ0〉 be the solution to (8.14)
with p = p0;
(iii) Assume that pk and 〈vk, ζk〉 have been constructed. Let 〈wk, ηk〉 solve
(8.14) with p(x) = vk(x, T )− ξ˜T (x);
(iv) Define
pk+1(x) = pk(x)− κwk(x, T ), x ∈ Ω,
where κ > 0, and let 〈vk+1, ζk+1〉 solve (8.14) with p = pk+1;
(v) Repeate steps (ii) and (iii) until a desired level of accuracy is achieved,
see Subsection 8.2.2. Suppose that the algorithm stopped after k˜ itera-
tions. Denote the corresponding solution by 〈vk˜, ζk˜,pk˜〉. Then, the ap-
proximating solution to the original problem (8.1)-(8.2)-(8.3)-(8.4) is given
by 〈u∗ + vk˜, θ∗ + ζk˜,pk˜〉.
8.2. RECONSTRUCTION 237
The problems used in this iterative procedure are well-posed, see Lemma 8.2.1.
Moreover, the restrictions of the solutions are well-defined. The following theorem
shows the convergence of the proposed algorithm.
Theorem 8.2.1 (Existence). Assume that the assumptions of Lemma 8.2.1(ii) are
satisfied and suppose that the relaxation parameter κ satisfies 0 < κ < ‖M(T )‖−2.
Denote by 〈u, θ,p〉 = 〈u∗+v, θ∗+ζ,p〉 the unique solution to the original inverse
problem (8.1)-(8.2)-(8.3)-(8.4), where 〈u∗, θ∗〉 is the solution to problem (8.15)
and 〈v, ζ,p〉 is solving (8.14)-(8.16). Let 〈vk, ζk,pk〉 be the k-th approximation
in the iterative algorithm of Subsection 8.2.1. Then
lim
k→∞
{
‖v − vk‖C([0,T ],H10(Ω)) + ‖ζ − ζk‖C([0,T ],H10(Ω))
}
= 0
and
lim
k→∞
{
‖∂tv − ∂tvk‖L2((0,T ),H10(Ω)) + ‖∂tζ − ∂tζk‖L2((0,T ),H10(Ω))
}
= 0
for every function p0 ∈ L2(Ω).
Proof. From the iterative algorithm and the linearity of the operator M(t), it is
possible to deduce that
pk+1 = pk − κwk(·, T )
= pk − κM(T )
(
vk(·, T )− ξ˜T
)
= pk − κM(T ) (M(T )pk −M(T )p)
= pk − κM(T )M(T ) (pk − p) .
Therefore,
pk+1 − p = (I − κM(T )M(T )) (pk − p) .
This is a Landweber-Fridman iteration scheme for solving the operator equation
(8.17). The standard proof of convergence for Landweber’s iterations is given for
T2 = T
∗
1 and T1 ∈ L(X,Y ) withX and Y abstract Hilbert spaces in [52, Theorem
6.1]. This theorem is based on a more general version of the proof of convergence
for two not self-adjoint operators T1, T2 ∈ L(X,Y ), which is given in [180, The-
orem 3]. This implies thanks to the assumption 0 < κ < ‖M(T )‖−2 that the
sequence pk converges to p in L2(Ω) for an arbitrary p0 ∈ L2(Ω). Inequal-
ity (8.13) implies that vk → v and ζk → ζ in C
(
[0, T ],H10(Ω)
)
. Furthermore,
∂tvk → ∂tv in L2
(
(0, T ),H10(Ω)
)
and ∂tζk → ∂tζ in L2
(
(0, T ),H10(Ω)
)
.
8.2.2 Stopping criterion
Reconsider the algorithm given in Subsection 8.2.1. The displacement at the final
time is measured to obtain a solution to problem (8.1)-(8.2)-(8.3). There is noise
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present in each practical experiment. Hence, there is some error considered in the
additional measurement (8.4), i.e.
‖ξT − ξeT ‖ 6 e, (8.18)
with e > 0. This implies that also ξ˜T is perturbed, see (8.16). The perturbed
field is designated analogously by ξ˜
e
T . The functions p
e
k,v
e
k and ζ
e
k are obtained
by using the algorithm with no noise on the initial data (8.2). Note that this latter
is a good assumption since the inverse problem is stable with respect to small
perturbations in the initial data.
The absolute L2-error between this final measurement ξ˜
e
T and the k-th approxima-
tion vek(·, t) at t = T is denoted by
Ek,uT =
∥∥∥vek(·, T )− ξ˜eT∥∥∥ . (8.19)
and depends on the noise level e and the choice of the relaxation parameter κ.
Given the noise level e, the discrepancy principle [163] can be used to obtain a
stopping criterion for the algorithm [52, Proposition 6.4]. This principle suggests
to finish the iterations at the lowest index k = k(e, κ) for which
Ek,uT 6 e.
Remark 8.2.2. The iteration index k takes the role of the regularization param-
eter α in the Tikhonov regularization and the stopping rule plays the role of the
parameter selection method.
Remark 8.2.3. The algorithm is a special case of the gradient (steepest) descent
method.
8.3 Numerical experiment
In the numerical experiments, it is assumed that the density, the thermal coefficient,
the Lame´ parameters and the coupling coefficient are normalized to one, i.e. α =
β = γ = ρ = 1. The 1D linear model of type-I thermoelasticity is considered,
which reads as: find 〈u, θ, p〉 such that (x ∈ (0, L) and t ∈ (0, T ])
utt(x, t) + ut(x, t)− uxx(x, t) + θx(x, t) = p(x) + r(x, t),
θt(x, t)− θxx(x, t) + uxt(x, t) = h(x, t),
u(0, t) = u(L, t) = θ(0, t) = θ(L, t) = 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x)
(8.20)
and such that the final overdetermination condition
u(x, T ) = ξT (x), x ∈ (0, L) (8.21)
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is satisfied. The solution to problem (8.20)-(8.21) is recovered by applying the
algorithm proposed in Subsection 8.2.1. In all the experiments, it is assumed that
L = T = 1. The forward mixed problems in this procedure are discretized in
time according to the backward Euler method. The time step for the equidistant
time partitioning is chosen to be 0.001. At each time step, the resulting elliptic
mixed problems are solved numerically by the finite element method using first
order (P1-FEM) Lagrange polynomials for the space discretization.
In each experiment, the exact solution for p is compared with the numerical solu-
tion pk˜ obtained when the algorithm finishes after a finite number of k˜ iterations.
The index k˜ is the lowest index k = k(e, κ) for which Ek,uT 6 e or is the maxi-
mum number of iterations when this number is reached. In both experiments, the
maximum number of iterations equals 10000.
8.3.1 Experiment 1
The exact solution 〈u, θ, p〉 to problem (8.20)-(8.21) is prescribed as follows
u(x, t) = (1 + t)2x(x− 1),
θ(x, t) = (1 + t)x(1− x),
p(x) = x(x− 1). (8.22)
Some simple calculations with the use of this exact solution give the exact data for
the numerical experiment
r(x, t) = 2 tx2 − 2 t2 − 4 tx+ 3x2 − 3 t− 5x− 1
h(x, t) = 4 tx− x2 + 5x
ξ1(x) = 4x(x− 1)
u0(x) = x(x− 1)
u1(x) = 2x(x− 1)
θ0(x) = x(1− x).
For the space discretization, a fixed uniform mesh consisting of 50 intervals is
used. In this experiment, an uncorrelated noise is added to the additional condition
(8.21) in order to simulate the errors present in real measurements. The noise is
generated randomly with given magnitude e˜ = 1%, 3% and 5% and the resulting
final measurement is denoted by ξeT (x), see also Section 8.2.2. This gives for
(8.18) that
‖ξT − ξeT ‖ ≈ e(e˜) =

0.0047 e˜ = 1%
0.0148 e˜ = 3%
0.0222 e˜ = 5%.
(8.23)
According to the discrepancy principle, the algorithm is finished at the lowest in-
dex k = k(e, κ) such that (8.19) is satisfied, see Table 8.1. The obtained results,
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κ \ e˜ 1% 3% 5%
1 151 108 107
10 14 10 10
50 3 2 2
Table 8.1: The stopping iteration number k = k(e, κ) for Experiment 1 given by (8.19),
with e(e˜) given by (8.23).
see Figure 8.1, are in accordance with the numerical experiments performed for
the heat conduction equation in [175]. As κ or e˜ increases, the attainability of the
stopping criterion (8.19) becomes faster. In this experiment, the numerical solution
pk˜, with k˜ the stopping index, approximates the unknown source better for larger
values of κ. Even for a large amount of noise (5%), an accurate approximation for
the source is obtained. Note that the algorithm is divergent for κ > 50.
(a) (b)
Figure 8.1: The exact solution (8.24) and the numerical solution for the source (8.22) for
e˜ = 1% and e˜ = 5% for different values of κ.
8.3.2 Experiment 2
In this experiment a discontinuous source given by
p(x) =

0 for 0 6 x < 13
1 for 13 6 x <
2
3
0 for 23 < x 6 1
(8.24)
is reconstructed. Since the direct problems in the algorithm do not have an ana-
lytical solution for the given p, the data (8.21) is obtained by solving the direct
problem using the FEM for r = h = u0 = u1 = θ0 = 0. Now, a fixed uniform
mesh consisting of 100 intervals is used for the space discretization. Only a ran-
domly generated noise with magnitude e˜ = 1% is considered on the resulting final
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measurement. In this experiment, e(e˜) = 0.0048. The stopping index is equal to
229 and 1145 for κ = 50 and κ = 10, respectively. There are more than 10000
iterations needed for κ = 1. The numerical solution for the source in the case
that κ = 10 is given in Figure 8.2. The approximation is in accordance with the
experiment performed in [175] with the same unknown source for only the heat
conduction equation. Note that there is a large number of iterations needed to ob-
tain this solution. In the light of this, other stopping criteria were also considered,
but they need the same amount of iterations to obtain the same accuracy.
Figure 8.2: The exact solution (8.24) and the numerical solution for the source (8.24) for
e˜ = 1% and κ = 10.
8.4 Conclusion
The determination of a space-dependent vector source in a thermoelastic system
of type-I, type-II and type-III has been studied using information from a supple-
mentary measurement at the final time. The uniqueness of a solution to the in-
verse problem has been proved using a variational approach when a damping term
g(∂tu) is added in the hyperbolic equation of the classic thermoelasticity system
(7.1). The main assumption is that g is componentwise strictly monotone increas-
ing.
Landweber’s regularization method has been applied to cope with the ill-posedness
of the inverse problem. In the case that the damping term is linear, a stable iterative
algorithm has been proposed to recover the unknown source. This method is based
on a sequence of well-posed direct problems that are numerically solved at each
iteration step by using the finite element method. The instability of this inverse
source problem has been overcome by stopping the iterations using the discrepancy
principle of Morozov. The convergence of the algorithm has been illustrated by
numerical experiments.

9
Recovery of a time-dependent source
in 1D thermoelastic systems
This chapter is based on the article [181], which is submitted to
Inverse Problems in Science and Engineering.
In this chapter, an inverse problem of determining a time-dependent heat source
in a thermoelastic system of type-III using an additional global measurement is
studied. Up to now, to the best of the author’s knowledge, there are no papers
dealing with this topic.
An isotropic and homogeneous thermoelastic body occupying a one-dimensional
slab of length L is considered, i.e. Ω = (0, L) ⊂ R. Let QT = Ω × (0, T ) for a
given final time T > 0. The convolution product of a kernel k and a function v is
denoted with the sign ‘∗’, i.e.
(k ∗ v) (x, t) :=
∫ t
0
k(t− s)v(x, s)ds, (x, t) ∈ QT .
For simplicity, the following notations for spacial and time derivatives for func-
tions depending both on time and space variables are used:
v′(x, t) := ∂v∂x (x, t), v
′′(x, t) := ∂
2v
∂x2 (x, t),
v˙(x, t) := ∂v∂t (x, t), v¨(x, t) :=
∂2v
∂t2 (x, t).
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The following thermoelastic system of type-III describing the elastic and thermal
behaviour in Ω is discussed: find a triple 〈u, θ, h〉 such that
u¨− αu′′ + γθ′ = r in QT ,
θ˙ − ρθ′′ − k ∗ θ′′ + γu˙′ = h(t)f(x) + s in QT ,
u′(0, t) = u′(L, t) = θ(0, t) = θ(L, t) = 0 in (0, T ],
u(x, 0) = u0(x), u˙(x, 0) = u˙0(x), θ(x, 0) = θ0(x) in (0, L).
(9.1)
Here, u and θ denote respectively the displacement and the temperature difference
from the reference value (in Kelvin) of the solid elastic material at the location x
and time t. The Lame´ parameter α, the coupling (absorbing) coefficient γ and the
thermal coefficient ρ are assumed to be positive constants because the medium is
supposed to be isotropic homogeneous. The kernel function (also called relaxation
function) k ∈ C([0, T ]) is decaying to zero as the time goes to infinity.
Due to a lack of information, the space average of the temperature is measured to
recover the unknown source h(t), i.e.∫ L
0
θ(x, t)dx = m(t), t ∈ [0, T ]. (9.2)
The added value of this research consists of the global (in time) solvability of
problem (9.1)-(9.2) and of the designed numerical scheme for computations. The
way of retrieving the triplet 〈u, θ, h〉 is not by the minimization of a cost functional
(which is typical for IPs), but by the semidiscretization in time by Rothe’s method.
In [42, 182], the reconstruction of an unknown time-dependent source term in a
semilinear parabolic problem is studied. The same subject for a damped wave
equation is addressed in [183]. In [184, 185], the authors investigated the identifi-
cation of a solely time-dependent memory kernel in a semilinear integrodifferential
parabolic problem. In these papers, the inverse problems are reformulated into an
appropriate direct formulation by using an additional measurement. A numeri-
cal scheme is developed to recover the unknowns. The same technique is used
in this contribution. Nevertheless, the analysis (uniqueness of a solution, a priori
estimates, convergence of the numerical scheme) is more complicated due to the
coupling of both PDEs under consideration, even in this one-dimensional case.
The remainder of this chapter is organized as follows. In Section 9.1, the inverse
problem is re-casted into a direct problem by using the additional measurement. A
suitable variational formulation is deduced. The uniqueness of a solution is studied
in Section 9.2. Section 9.3 deals with the time discretization. The convergence of
the proposed numerical scheme to the unique weak solution of problem (9.1)-(9.2)
is shown. Finally, in Section 9.4, numerical experiments support the theoretically
obtained results.
Remark 9.0.1. The results in this chapter stay true for type-I thermoelasticity
(ρ 6= 0, k = 0). However, they are not valid for type-II thermoelasticity (ρ =
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0, k 6= 0). The results in this chapter are not valid if the boundary conditions are
switched:
u(0, t) = u(L, t) = θ′(0, t) = θ′(L, t) = 0 in (0, T ].
9.1 Reformulation of the inverse problem to a direct
problem
The idea is to recast the inverse problem into a direct coupled problem by elimi-
nating the unknown source function h using the additional measurement (9.2).
First, the second equation in (9.1) is integrated over Ω. This gives an expression
for the unknown function h in terms of the unknown u and θ, i.e.
h(t) =
m˙(t)− ρ ∫ L
0
θ′′(t)−
(
k ∗ ∫ L
0
θ′′
)
(t) + γ
∫ L
0
u˙′(t)− ∫ L
0
s(t)∫ L
0
f
∈ R, (9.3)
t ∈ (0, T ], if ∫ L
0
f 6= 0. Next, this expression for h is substituted in (9.1). Using
Green’s formulas, the following coupled variational formulation for (9.1)-(9.2) is
obtained: find 〈u(t), θ(t)〉 ∈ H1(Ω)×H10(Ω) such that
(u¨(t), φ) + α (u′(t), φ′) + γ (θ′(t), φ) = (r(t), φ) (9.4)
and(
θ˙(t), ψ
)
+ ρ (θ′(t), ψ′) + (k ∗ θ′(t), ψ′)− γ (u˙(t), ψ′)
=
m˙(t)− ρ ∫ L
0
θ′′(t)−
(
k ∗ ∫ L
0
θ′′
)
(t) + γ
∫ L
0
u˙′(t)− ∫ L
0
s(t)∫ L
0
f
(f, ψ)
+ (s(t), ψ) (9.5)
for a.a. t ∈ [0, T ] and for all φ ∈ H1(Ω) and ψ ∈ H10(Ω).
The following Hilbert spaces for u and θ are used in the analysis
Vu = H
2(Ω), V ∗u = H
2(Ω)∗,
Vθ = H
2(Ω) ∩H10(Ω), V ∗θ =
(
H2(Ω) ∩H10(Ω)
)∗
.
These spaces are endowed with the norms
‖φ‖2Vu = ‖φ‖
2
H1(Ω) + ‖φ′′‖2
and
‖ψ‖2Vθ = ‖ψ‖
2
H1(Ω) + ‖ψ′′‖2 ≡ ‖ψ′′‖2 .
The equivalence of the norms ‖ψ‖2H1(Ω) + ‖ψ′′‖2 and ‖ψ′′‖2 in Vθ is given in
Theorem 2.9.32.
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9.2 Uniqueness
In this section, the uniqueness of the solution to the ISP (9.1)-(9.2) is proved under
the assumption that the variational problem has a solution.
Theorem 9.2.1 (Uniqueness). Assume that m ∈ C([0, T ]), k ∈ C ([0, T ]), f ∈
H1(Ω) and
∫ L
0
f 6= 0. Then there exists at most one triple
〈u, θ, h〉 ∈ [C ([0, T ],H10(Ω)) ∩ L2 ((0, T ), Vu)]× L2 ((0, T ), Vθ)× L2(0, T )
solving problem (9.1)-(9.2).
Proof. Suppose that there are two solutions 〈u1, θ1, h1〉 and 〈u2, θ2, h2〉 to (9.1)-
(9.2). Then u := u1 − u2, θ := θ1 − θ2 and h := h1 − h2 satisfy (9.1)-(9.2)
with m = r = s = u0 = u˙0 = θ0 = 0. We cannot prove the uniqueness
of a solution by using the classical weak formulation (9.4) − (9.5) since higher
regularity is necessary to hold the second space derivative of θ under control in
(9.3). From this point of view, the first equation of (9.1) is multiplied with u˙′′(x, t)
and the second equation with θ′′(x, t). This choice of test functions imply also that
the coupling term is cancelled out later in the proof. The resulting equations are
integrated over the domain. Then, using Green’s formulas and (9.3), we get that
(u¨′(t), u˙′(t)) + α (u′′(t), u˙′′(t)) + γ (θ′′(t), u˙′(t)) = 0 (9.6)
and(
θ˙′(t), θ′(t)
)
+ ρ ‖θ′′(t)‖2 + ((k ∗ θ′′) (t), θ′′(t))− γ (u˙′(t), θ′′(t))
=
ρ
∫ L
0
θ′′(t) +
(
k ∗ ∫ L
0
θ′′
)
(t)− γ ∫ L
0
u˙′(t)∫ L
0
f
(f, θ′′(t)) .
We integrate both equations in time over (0, η) ⊂ (0, T ) and add them up to obtain
‖u˙′(η)‖2
2
+ α
‖u′′(η)‖2
2
+
‖θ′(η)‖2
2
+ ρ
∫ η
0
‖θ′′(t)‖2 dt+
∫ η
0
((k ∗ θ′′) (t), θ′′(t)) dt
=
∫ η
0
ρ
∫ L
0
θ′′(t) +
(
k ∗ ∫ L
0
θ′′
)
(t)− γ ∫ L
0
u˙′(t)∫ L
0
f
(f, θ′′(t)) dt. (9.7)
Using Necˇas inequality (2.12) in 1D
|z(0)|+ |z(L)| 6 ε ‖z′‖+ Cε ‖z‖ , z ∈ H1(Ω), 0 < ε < ε0,
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the RHS of (9.7) can be estimated as∣∣∣∣∣∣
∫ η
0
ρ
∫ L
0
θ′′(t) +
(
k ∗ ∫ L
0
θ′′
)
(t)− γ ∫ L
0
u˙′(t)∫ L
0
f
(f, θ′′(t)) dt
∣∣∣∣∣∣
.
∫ η
0
(
‖θ′′(t)‖L1(Ω) +
∫ t
0
‖θ′′(s)‖L1(Ω) ds+ ‖u˙′(t)‖L1(Ω)
)
|(f, θ′′(t))|dt
.
∫ η
0
(
‖θ′′(t)‖+
∫ t
0
‖θ′′‖+ ‖u˙′(t)‖
) ∣∣∣− (f ′, θ′(t)) + f(x)θ′(x, t)|L0 ∣∣∣ dt
.
∫ η
0
(
‖θ′′(t)‖+
∫ t
0
‖θ′′‖+ ‖u˙′(t)‖
)
(ε1 ‖θ′′(t)‖+ Cε1 ‖θ′(t)‖) dt
. (ε1 + ε2Cε1)
∫ η
0
‖θ′′(t)‖2 dt+ (Cε1Cε2 + Cε1)
∫ η
0
‖θ′(t)‖2 dt
+ (ε1 + Cε1)
∫ η
0
(∫ t
0
‖θ′′(s)‖2 ds
)
dt+ (ε1 + Cε1)
∫ η
0
‖u˙′(t)‖2 dt,
if k ∈ C([0, T ]) and f ∈ H1(Ω). The last term in the LHS can be estimated as∣∣∣∣∫ η
0
(∫ t
0
k(t− s)θ′′(s)ds, θ′′(t)
)
dt
∣∣∣∣
6 Cε3
∫ η
0
∥∥∥∥∫ t
0
k(t− s)θ′′(s)ds
∥∥∥∥2 dt+ ε3 ∫ η
0
‖θ′′(t)‖2 dt
6 Cε3
∫ η
0
(∫ t
0
‖θ′′(s)‖2 ds
)
dt+ ε3
∫ η
0
‖θ′′(t)‖2 dt.
Now, we first fix ε1 and ε3, and then ε2 such that ε1 + ε2Cε1 + ε3 is sufficiently
small to simplify equation (9.7) to
‖u˙′(η)‖2 + ‖u′′(η)‖2 + ‖θ′(η)‖2 +
∫ η
0
‖θ′′‖2
.
∫ η
0
[
‖θ′‖2 +
(∫ t
0
‖θ′′‖2
)
+ ‖u˙′‖2
]
.
An application of Gro¨nwall’s lemma implies that
‖u˙′(η)‖2 + ‖u′′(η)‖2 + ‖θ′(η)‖2 +
∫ η
0
‖θ′′‖2 = 0. (9.8)
We see that θ′ = 0 in QT . Due to the homogeneous boundary condition for θ, we
get that
θ = 0 in QT .
From equation (9.8), we also have that ‖u′′(η)‖ = 0 in (0, T ) or u′(·, η) is constant
in Ω for every η ∈ [0, T ]. Employing the boundary conditions of u, we get that
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u′(x, η) = 0 with (x, η) ∈ QT . This implies that u is constant in QT . This fact,
together with the initial condition u0 = 0 in Ω, gives that u = 0 in QT . Now, the
uniqueness of h follows immediately from (9.3).
9.3 Existence of a solution
To address the existence of a solution to (9.1)-(9.2), a semidiscretization in time is
employed. This discretization is based on Rothe’s method, see Section 2.12. The
interval [0, T ] is divided into n ∈ N equidistant subintervals [ti−1, ti] with time
step τ = Tn < 1, thus ti = iτ, i = 0, . . . , n. With the standard notation for the
discretized fields for any function z
zi ≈ z(ti) and δzi = zi − zi−1
τ
,
the following linear recurrent scheme is proposed to approximate the original prob-
lem for i = 1, . . . , n (φ ∈ H1(Ω) and ψ ∈ H10(Ω)):(
δ2ui, φ
)
+ α (u′i, φ
′) + γ (θ′i, φ) = (ri, φ) , (9.9)
(δθi, ψ) + ρ (θ
′
i, ψ
′) +
(
i∑
l=1
klθ
′
i−lτ, ψ
′
)
−γ (δui, ψ′) = hi−1 (f, ψ) + (si, ψ) , (9.10)
u0 = u0, δu0 = u˙0, θ0 = θ0 (9.11)
with
hi :=
m′(ti+1)− ρ
∫ L
0
θ′′i −
i+1∑
l=1
τkl
∫ L
0
θ′′i+1−l + γ
∫ L
0
δu′i −
∫ L
0
si+1∫ L
0
f
. (9.12)
Note that
∫ L
0
θ′′i = θ
′
i|L0 and that for a given i ∈ {1, . . . , n}, first equation (9.12)
and next problem (9.9)-(9.10)-(9.11) are solved. Then, i is increased to i+ 1. This
is equivalent with solving for any i ∈ {1, . . . , n}:
a
((
ui
θi
)
,
(
φ
ψ
))
= Fi
(
φ
ψ
)
, u0 = u0, δu0 = u˙0, θ0 = θ0
with
a
((
ui
θi
)
,
(
φ
ψ
))
:=
L1
τ
+ L2, Fi
(
φ
ψ
)
:=
R1
τ
+R2,
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and
L1 :=
1
τ2
(ui, φ) + α (u
′
i, φ
′) + γ (θ′i, φ)
= (ri, φ) +
1
τ2
(ui−1, φ) +
1
τ
(δui−1, φ) =: R1, (9.13)
L2 :=
1
τ
(θi, ψ) + ρ (θ
′
i, ψ
′)− γ
τ
(ui, ψ
′)
= hi−1 (f, ψ) + (si, ψ)−
(
i∑
l=1
klθ
′
i−lτ, ψ
′
)
+
1
τ
(θi−1, ψ)− γ
τ
(ui−1, ψ′) =: R2. (9.14)
In the following theorem, the existence and uniqueness of a solution on a single
time step is proved.
Theorem 9.3.1 (Single time step). Suppose that k ∈ C([0, T ]), m ∈ C1([0, T ]),
r, s ∈ L2 ((0, T ),L2(Ω)) and f ∈ H1(Ω) with ∫ L
0
f 6= 0. Moreover, assume that
θ0 ∈ H2(Ω), u0 ∈ H1(Ω) and u˙0 ∈ H1(Ω). Then there exists a unique triple
(ui, θi, hi) ∈ Vu×Vθ×R solving (9.9)-(9.10)-(9.11) for i = 1, . . . , n and for any
τ > 0.
Proof. The bilinear form a is coercive and continuous on H1(Ω)× H10(Ω). Note
that
|h0| .
∣∣∣∣∣m′(t1)− ρ
∫ L
0
θ′′0 − τk1
∫ L
0
θ′′0 + γ
∫ L
0
u˙′0 −
∫ L
0
s1
∣∣∣∣∣ . 1
if θ0 ∈ H2(Ω) and u˙0 ∈ H1(Ω). Then F1 ∈
(
H1(Ω)×H10(Ω)
)∗
if also u0 ∈
L2(Ω). From the Lax-Milgram lemma 2.11.1, we obtain the existence and unique-
ness of a solution (u1, θ1) ∈ H1(Ω) × H10(Ω) to (9.13)-(9.14) or equivalently to
(9.9)-(9.10). Now, we can apply Green’s theorem in a backward way to equations
(9.13)-(9.14) for i = 1 to obtain for any φ ∈ H1(Ω) and ψ ∈ H10(Ω) that
−α (u′′1 , φ) = (r1, φ) +
1
τ2
(u0, φ) +
1
τ
(u˙0, φ)− 1
τ2
(u1, φ)− γ (θ′1, φ) ,
−ρ (θ′′1 , ψ) = h0 (f, ψ) + (s1, ψ) + (k1θ′′0 τ, ψ)
+
1
τ
(θ0, ψ) +
γ
τ
(u′0, ψ)−
1
τ
(θ1, ψ)− γ
τ
(u′1, ψ) .
The term −αu′′1 has to be understood in the sense of duality, as a functional on
H1(Ω). In the same way, the term −ρθ′′1 can be seen as a functional on H10(Ω).
The RHSs of the first and second equation are a linear and bounded functional on
H1(Ω) and on H10(Ω) respectively. Thus both RHSs can be extended to a functional
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on L2(Ω) with the same norm by the density of H10(Ω) and H
1(Ω) in L2(Ω) and
applying the Hahn-Banach theorem. Therefore,
−αu′′1 = r1 +
1
τ2
u0 +
1
τ
u˙0 − 1
τ2
u1 − γθ′1 ∈ L2(Ω),
−ρθ′′1 = h0f + s1 + k1θ′′0 τ +
1
τ
θ0 +
γ
τ
u′0 −
1
τ
θ1 − γ
τ
u′1 ∈ L2(Ω).
Hence, (u1, θ1) ∈ Vu × Vθ. Now, we can go to the following time steps and prove
in an analogous way that also (ui, θi) ∈ Vu×Vθ for i = 2, . . . , n. The uniqueness
of hi ∈ R follows from the uniqueness of (ui, θi) ∈ Vu × Vθ, i = 1, . . . , n.
Lemma 9.3.1. Let the assumptions of Theorem 9.3.1 be fulfilled. Then there exist
positive constants C and τ0 such that for 0 < τ < τ0 we have
max
16j6n
{
‖δuj‖2 +
∥∥u′j∥∥2 + ‖θj‖2}+ n∑
i=1
‖δui − δui−1‖2
+
n∑
i=1
∥∥u′i − u′i−1∥∥2+ n∑
i=1
‖θi − θi−1‖2+
n∑
i=1
‖θ′i‖2 τ 6 C
(
1 +
n∑
i=1
|hi−1|2τ
)
.
Proof. We set φ = δuiτ and ψ = θiτ in (9.9)-(9.10) and sum both equations up
for i = 1, . . . , j with 1 6 j 6 n. Then, we add both resulting equations up. In
this way, the coupling term is cancelled out and we obtain that
j∑
i=1
(
δ2ui, δui
)
τ + α
j∑
i=1
(u′i, δu
′
i) τ +
j∑
i=1
(δθi, θi) τ + ρ
j∑
i=1
‖θ′i‖2 τ
+
j∑
i=1
(
i∑
l=1
klθ
′
i−lτ, θ
′
i
)
τ =
j∑
i=1
(ri, δui) τ+
j∑
i=1
hi−1 (f, θi) τ+
j∑
i=1
(si, θi) τ.
We use Abel’s summation rule for the first three terms on the LHS:
2
j∑
i=1
(
δ2ui, δui
)
τ = ‖δuj‖2 − ‖u˙0‖2 +
j∑
i=1
‖δui − δui−1‖2 ,
2
j∑
i=1
(u′i, δu
′
i) τ =
∥∥u′j∥∥2 − ‖u′0‖2 + j∑
i=1
∥∥u′i − u′i−1∥∥2 ,
2
j∑
i=1
(δθi, θi) τ = ‖θj‖2 − ‖θ0‖2 +
j∑
i=1
‖θi − θi−1‖2 .
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Using Ho¨lder’s inequality, the last term in the LHS is bounded by∣∣∣∣∣
j∑
i=1
(
i∑
l=1
klθ
′
i−lτ, θ
′
i
)
τ
∣∣∣∣∣ 6 Cε
j∑
i=1
∥∥∥∥∥
i∑
l=1
klθ
′
i−lτ
∥∥∥∥∥
2
τ + ε
j∑
i=1
‖θ′i‖2 τ
6 Cε
j∑
i=1
(
i∑
l=1
∥∥θ′i−l∥∥2 τ
)
τ + ε
j∑
i=1
‖θ′i‖2 τ
6 Cε
j∑
i=1
(
i−1∑
l=0
‖θ′l‖2 τ
)
τ + ε
j∑
i=1
‖θ′i‖2 τ.
The first and third terms in the RHS can be estimated in a classical way by using
the Cauchy and Young inequalities. Analogously, for the second term in the RHS,
we get ∣∣∣∣∣
j∑
i=1
hi−1 (f, θi) τ
∣∣∣∣∣ .
j∑
i=1
|hi−1|2τ +
j∑
i=1
‖θi‖2 τ.
Collecting all the results above, fixing ε small enough and applying Gro¨nwall’s
argument concludes the proof.
Lemma 9.3.2. Let the assumptions of Theorem 9.3.1 be fulfilled. Moreover, as-
sume that r ∈ L2 ((0, T ),H1(Ω)). Then there exist positive constants C and τ0
such that for 0 < τ < τ0, it holds that
max
16i6n
{∥∥δu′j∥∥2 + ∥∥θ′j∥∥2 + ∥∥u′′j ∥∥2}+ n∑
i=1
‖θ′′i ‖2 τ
+
n∑
i=1
∥∥δu′i − δu′i−1∥∥2 + n∑
i=1
∥∥θ′i − θ′i−1∥∥2
+
n∑
i=1
∥∥u′′i − u′′i−1∥∥2 6 C
(
1 +
n∑
i=1
|hi−1|2τ
)
.
Proof. The starting point is the strong form of (9.9)-(9.10) in L2(Ω):
δ2ui − αu′′i + γθ′i = ri, (9.15)
δθi − ρθ′′i − k ∗ θ′′i + γδu′i = hi−1f + si. (9.16)
We multiply the first equation with −δu′′i τ and the second equation with −θ′′i τ .
Then, we integrate both equations over Ω and sum the resulting equations up for
i = 1, . . . , j (1 6 j 6 n) to obtain
−
j∑
i=1
(
δ2ui, δu
′′
i
)
τ + α
j∑
i=1
(u′′i , δu
′′
i ) τ
− γ
j∑
i=1
(θ′i, δu
′′
i ) τ = −
j∑
i=1
(ri, δu
′′
i ) τ (9.17)
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and
−
j∑
i=1
(δθi, θ
′′
i ) τ + ρ
j∑
i=1
(θ′′i , θ
′′
i ) τ +
j∑
i=1
(
i∑
l=1
klθ
′′
i−lτ, θ
′′
i
)
τ
− γ
j∑
i=1
(δu′i, θ
′′
i ) τ = −
j∑
i=1
(hi−1f, θ′′i ) τ −
j∑
i=1
(si, θ
′′
i ) τ. (9.18)
Note that due to the boundary conditions, we may write
j∑
i=1
(δu′i, θ
′′
i ) τ = −
j∑
i=1
(θ′i, δu
′′
i ) τ.
Then, adding up relations (9.17) and (9.18) implies
−
j∑
i=1
(
δ2ui, δu
′′
i
)
τ + α
j∑
i=1
(u′′i , δu
′′
i ) τ −
j∑
i=1
(δθi, θ
′′
i ) τ + ρ
j∑
i=1
‖θ′′i ‖2 τ
= −
j∑
i=1
(ri, δu
′′
i ) τ −
j∑
i=1
(hi−1f, θ′′i ) τ
−
j∑
i=1
(si, θ
′′
i ) τ −
j∑
i=1
(k ∗ θ′′i , θ′′i ) τ. (9.19)
We apply the integration by parts formula and Abel’s summation rule on the first
and third terms of equation (9.19), i.e.
−
j∑
i=1
(
δ2ui, δu
′′
i
)
τ =
j∑
i=1
(
δ2u′i, δu
′
i
)
τ
=
∥∥δu′j∥∥2
2
− ‖u˙
′
0‖2
2
+ 12
j∑
i=1
∥∥δu′i − δu′i−1∥∥2 ,
−
j∑
i=1
(δθi, θ
′′
i ) τ =
j∑
i=1
(δθ′i, θ
′
i) τ =
∥∥θ′j∥∥2
2
− ‖θ
′
0‖2
2
+ 12
j∑
i=1
∥∥θ′i − θ′i−1∥∥2 .
The second term equals
j∑
i=1
(u′′i , δu
′′
i ) τ =
∥∥u′′j ∥∥2
2
− ‖u
′′
0‖2
2
+ 12
j∑
i=1
∥∥u′′i − u′′i−1∥∥2 .
Now, we can estimate the remaining terms in (9.19) by using the Cauchy and
Young inequalities as in Lemma 9.3.1. We only point out the first two terms in the
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RHS of (9.19). From the assumptions r ∈ L2 ((0, T ),H1(Ω)), f ∈ H1(Ω) and
the Necˇas inequality, we deduce that
−
j∑
i=1
(ri, δu
′′
i ) τ =
j∑
i=1
(r′i, δu
′
i) τ .
j∑
i=1
‖r′i‖2 τ +
j∑
i=1
‖δu′i‖2 τ
and ∣∣∣∣∣
j∑
i=1
(hi−1f, θ′′i ) τ
∣∣∣∣∣ 6 Cε
j∑
i=1
|hi−1|2τ + ε
j∑
i=1
‖θ′′i ‖2 τ.
The rest of the proof is straightforward.
Lemma 9.3.3. Let the assumptions of Lemma 9.3.2 be satisfied. Then there exist
positive constants C and τ0 such that for 0 < τ < τ0 it holds that
max
16j6n
{
‖δuj‖2 +
∥∥u′j∥∥2 + ‖θj‖2 + ∥∥δu′j∥∥2 + ∥∥θ′j∥∥2 + ∥∥u′′j ∥∥2}
+
n∑
i=1
‖δui − δui−1‖2 +
n∑
i=1
∥∥u′i − u′i−1∥∥2 + n∑
i=1
‖θi − θi−1‖2 +
n∑
i=1
‖θ′′i ‖2 τ
+
n∑
i=1
∥∥δu′i − δu′i−1∥∥2 + n∑
i=1
∥∥θ′i − θ′i−1∥∥2 + n∑
i=1
∥∥u′′i − u′′i−1∥∥2 6 C.
and
n−1∑
i=0
|hi|2τ 6 C.
Proof. Putting the results of Lemma 9.3.1 and 9.3.2 together, we get that
‖δuj‖2 +
∥∥u′j∥∥2 + ‖θj‖2 + ∥∥δu′j∥∥2 + ∥∥θ′j∥∥2 + ∥∥u′′j ∥∥2
+
j∑
i=1
‖δui − δui−1‖2 +
j∑
i=1
∥∥u′i − u′i−1∥∥2 + j∑
i=1
‖θi − θi−1‖2 +
j∑
i=1
‖θ′i‖2 τ
+
j∑
i=1
‖θ′′i ‖2 τ +
j∑
i=1
∥∥δu′i − δu′i−1∥∥2 + j∑
i=1
∥∥θ′i − θ′i−1∥∥2 + j∑
i=1
∥∥u′′i − u′′i−1∥∥2
6 Cε + Cε
j∑
i=1
|hi−1|2τ + Cε
j∑
i=1
‖θi‖2 τ + C
j∑
i=1
‖δui‖2 τ + C
j∑
i=1
‖δu′i‖2 τ
+ Cε
j∑
i=1
‖θ′i‖2 τ + ε
j∑
i=1
‖θ′′i ‖2 τ + Cε
j∑
i=1
(
i−1∑
l=0
‖θ′l‖2 τ
)
τ.
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From equation (9.12), using the Necˇas inequality (2.12), it is possible to deduce
that
|hi−1| 6 |m′(ti)|+ ρ
∣∣∣θ′i−1∣∣L0 ∣∣∣+ i∑
l=1
τ |kl|
∥∥θ′′i−l∥∥L1(Ω)
+ γ
∥∥δu′i−1∥∥L1(Ω) + ‖si‖L1(Ω)
6 C + ε
∥∥θ′′i−1∥∥+ Cε ∥∥θ′i−1∥∥+ C i−1∑
l=0
‖θ′′l ‖ τ + C
∥∥δu′i−1∥∥+ C ‖si‖ .
Therefore, using Ho¨lder’s inequality, we get that
j∑
i=1
|hi−1|2τ 6 C + ε
j∑
i=1
∥∥θ′′i−1∥∥2 τ + Cε j∑
i=1
∥∥θ′i−1∥∥2 τ
+ C
j∑
i=1
(
i−1∑
l=0
‖θ′′l ‖2 τ
)
τ + C
j∑
i=1
∥∥δu′i−1∥∥2 τ + C j∑
i=1
‖si‖2 τ. (9.20)
Collecting the previous estimates, fixing ε sufficiently small and applying Gro¨nwall’s
argument, we get the estimates for ui and θi. The estimate for hi follows from
equation (9.20).
Lemma 9.3.4. Let the assumptions of Lemma 9.3.2 be fulfilled. Then there exist
positive constants C and τ0 such that
max
16j6n
‖uj‖ 6 C
for 0 < τ < τ0.
Proof. This follows easily from uj = u0 +
∑j
i=1 δuiτ together with Lemma
9.3.3.
Lemma 9.3.5. Let the assumptions of Lemma 9.3.2 be fulfilled. Then there exist
positive constants C and τ0 such that
max
16i6n
∥∥δ2ui∥∥ 6 C and n∑
i=1
‖δθi‖2 τ 6 C
for 0 < τ < τ0.
Proof. We multiply equation (9.15) with δ2ui and (9.16) with δθi. Then, we
integrate the result over the domain Ω. For i = 1, . . . , n, it holds that∥∥δ2ui∥∥2 = (ri, δ2ui)+ α (u′′i , δ2ui)− γ (θ′i, δ2ui) ,
‖δθi‖2 = hi−1 (f, δθi) + si + ρ (θ′′i , δθi) + (k ∗ θ′′i , δθi)− γ (δu′i, δθi) .
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Employing Young’s inequality and Lemma 9.3.3, we get the asked estimates.
We can also use the variational formulation to prove this theorem. We point this
out for the second estimate. It holds that ‖δθi‖ = sup
‖ψ‖61
(δθi, ψ) for i = 1, . . . , n.
Using the variational formulation (9.10), we have that
(δθi, ψ) = hi−1 (f, ψ) + (si, ψ) + ρ (θ′′i , ψ) +
(
i∑
l=1
klθ
′′
i−lτ, ψ
)
− γ (δu′i, ψ) .
Therefore, we deduce that
‖δθi‖ . sup
‖ψ‖61
(
1 + |hi−1|+ ‖θ′′i ‖+
i∑
l=1
∥∥θ′′i−l∥∥ τ + ‖δu′i‖
)
‖ψ‖
. 1 + |hi−1|+ ‖θ′′i ‖+
i∑
l=1
∥∥θ′′i−l∥∥ τ + ‖δu′i‖ .
Using Ho¨lder’s inequality and Lemma 9.3.3, we get that
‖δθi‖ . 1 + |hi−1|+ ‖θ′′i ‖ . (9.21)
We multiply the square of (9.21) with τ and sum the result up for i = 1, . . . , n.
Again, using Lemma 9.3.3, we obtain that
n∑
i=1
‖δθi‖2 τ .
n∑
i=1
τ +
n∑
i=1
|hi−1|2τ +
n∑
i=1
‖θ′′i ‖2 τ 6 C.
The following piecewise linear in time functions un : [0, T ] → L2(Ω) and vn :
[0, T ]→ L2(Ω)
un(0) = u0,
un(t) = ui−1 + (t− ti−1)δui for t ∈ (ti−1, ti], i = 1, . . . , n;
vn(0) = u˙0,
vn(t) = δui−1 + (t− ti−1)δ2ui for t ∈ (ti−1, ti], i = 1, . . . , n
and the piecewise constant in time functions un : [0, T ] → L2(Ω) and vn :
[0, T ]→ L2(Ω)
un(0) = u0, un(t) = ui, for t ∈ (ti−1, ti], i = 1, . . . , n;
vn(0) = u˙0, vn(t) = δui, for t ∈ (ti−1, ti], i = 1, . . . , n
are introduced. Similarly, the functions θn, θn, kn, rn, hn,mn and m˙n are defined.
Note that vn = u˙n. Introduce also the notation d·eτ defined by dteτ = i when
t ∈ (ti−1, ti]. Using these so-called Rothe functions, the variational formulation
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(9.9–9.12) can be rewritten for all φ ∈ H1(Ω) and ψ ∈ H10(Ω) and a.a. t ∈ (0, T )
as
(v˙n(t), φ) + α (u
′
n(t), φ
′) + γ
(
θ
′
n(t), φ
)
= (rn(t), φ) , (9.22)
(
θ˙n(t), ψ
)
+ ρ
(
θ
′
n(t), ψ
′
)
+
dteτ∑
l=1
kn(tl)θ
′
n(t− tl)τ, ψ′

− γ (u˙n(t), ψ′) = hn(t− τ) (f, ψ) + (sn(t), ψ) , (9.23)
with(∫ L
0
f
)
hn(t) = m˙n(t+ τ)− ρ
∫ L
0
θ
′′
n(t)
−
dt+τeτ∑
l=1
τkn(tl)
∫ L
0
θ
′′
n(t+ τ − tl) + γ
∫ L
0
u˙′n(t)−
∫ L
0
sn(t+ τ). (9.24)
The a priori estimates in Lemma 9.3.3 and 9.3.4 in the new notations read as
max
t∈[0,T ]
{
‖un(t)‖2H2(Ω) + ‖u˙n(t)‖2H1(Ω) +
∥∥θn(t)∥∥2H1(Ω) + ‖v˙n(t)‖2}
+
∫ T
0
∥∥∥θ′′n(t)∥∥∥2 dt+ ∫ T
0
∥∥∥θ˙n(t)∥∥∥2 dt+ n∑
i=1
∥∥∥∥∥
∫ ti
ti−1
u˙n(t) dt
∥∥∥∥∥
2
H2(Ω)
+
n∑
i=1
∥∥∥∥∥
∫ ti
ti−1
θ˙n(t) dt
∥∥∥∥∥
2
H1(Ω)
+
n∑
i=1
∥∥∥∥∥
∫ ti
ti−1
v˙n(t) dt
∥∥∥∥∥
2
H1(Ω)
6 C
and ∫ T
0
∣∣hn(t− τ)∣∣2 dt 6 C. (9.25)
Now, the convergence of the sequences {un}, {un}, {θn} and {θn} to the unique
weak solution of (9.1)-(9.2) is proved as τ → 0 or n→∞.
Theorem 9.3.2 (Existence). Suppose that the conditions of Lemma 9.3.2 are ful-
filled. Then there exists a triplet 〈u, θ, h〉 such that
(i) un → u in C
(
[0, T ],H1(Ω)
)
, un → u in L2
(
(0, T ),H1(Ω)
)
and u˙n ⇀ u˙
in L2
(
(0, T ),H1(Ω)
)
;
(ii) θn, θn → θ in L2
(
(0, T ),H1(Ω)
)
and θ˙n ⇀ θ˙ in L2
(
(0, T ),L2(Ω)
)
;
(iii) vn ⇀ u˙ in L2
(
(0, T ),H1(Ω)
)
and v˙n ⇀ u¨ in L2
(
(0, T ),L2(Ω)
)
;
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(iv) hn(t− τ) ⇀ z in L2(0, T );
(v) θ
′′
n ⇀ θ
′′ in L2
(
(0, T ),L2(Ω)
)
;
(vi)
∫ η
0
θ
′
n(0, t−τ) dt→
∫ η
0
θ′(0, t) dt and
∫ η
0
θ′n(L, t−τ) dt→
∫ η
0
θ′(L, t) dt,
∀η ∈ [0, T ];
(vii)
∫ η
0
∫ L
0
θ
′′
n(x, t− τ) dxdt→
∫ η
0
∫ L
0
θ′′n(x, t) dx dt, ∀η ∈ [0, T ];
(viii)
∫ η
0
∫ L
0
u˙′n(x, t− τ) dxdt→
∫ η
0
∫ L
0
u˙′(x, t) dxdt, ∀η ∈ [0, T ];
(ix)
∫ η
0
hn(t− τ) dt→
∫ η
0
h(t) dt, ∀η ∈ [0, T ], i.e. z = h in L2(0, T );
(x) 〈u, θ, h〉 ∈ [C ([0, T ],C(Ω)) ∩ L∞ ((0, T ),C1(Ω))]×[
C
(
[0, T ],L2(Ω)
) ∩ L2 ((0, T ),C1(Ω))] × L2(0, T ) is a weak solution to
(9.1)-(9.2).
Proof. The proof of convergence is split up into several steps.
(i) Thanks to Theorem 2.9.23, we have that
H2(Ω) ↪→↪→ H1(Ω).
Due to
max
t∈[0,T ]
{
‖un(t)‖2H2(Ω) + ‖u˙n(t)‖2H1(Ω)
}
6 C,
we have that the conditions of Lemma 2.12.3 are satisfied. Therefore, there exists
u ∈ C ([0, T ],H1(Ω)) ∩ L∞ ((0, T ),H2(Ω)) and a subsequence {unk}k∈N of
{un}n∈N such that
unk → u, in C
(
[0, T ],H1(Ω)
)
,
unk(t) ⇀ u(t), in H
2(Ω) for all t ∈ [0, T ],
unk(t) ⇀ u(t), in H
2(Ω) for all t ∈ [0, T ],
u˙nk ⇀ u˙, in L
2
(
(0, T ),H1(Ω)
)
. (9.26a)
We denote this subsequence again with {un} to skip double indices. Moreover,
u : [0, T ]→ H1(Ω) is Lipschitz continuous. For every t ∈ (ti−1, ti], it holds that
‖un(t)− un(t)‖2H1(Ω) = ‖(t− ti)δui‖2H1(Ω) 6 τ2 ‖u˙n(t)‖2H1(Ω) . τ2,
i.e. {un} and {un} have the same limit in L2
(
(0, T ),H1(Ω)
)
.
(ii) The Rellich-Kondrachov theorem 2.9.22 implies that
H2(Ω) ↪→↪→ H1(Ω) ↪→↪→ L2(Ω).
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We can use the generalized Aubin-Lions lemma 2.12.4 because θn and θn ∈
L2
(
(0, T ),H2(Ω)
)
, and θ˙n ∈ L2
(
(0, T ),L2(Ω)
)
. Therefore, there exists a func-
tion θ ∈ L2 ((0, T ),H1(Ω)) and a subsequence {θnk}k∈N of {θn}n∈N such that
θnk → θ, in L2
(
(0, T ),H1(Ω)
)
, (9.27a)
θnk ⇀ θ, in L
2
(
(0, T ),H2(Ω)
)
, (9.27b)
θ˙nk ⇀ θ˙, in L
2
(
(0, T ),L2(Ω)
)
,
which we denote again by {θn} for ease of reading. Applying Lemma 2.9.5(i), we
get θ ∈ C ([0, T ],L2(Ω)) because θ ∈ L2 ((0, T ),H2(Ω)) and
θ˙ ∈ L2 ((0, T ),L2(Ω)). Applying Lemma 9.3.3, we obtain that
∫ T
0
∥∥θn(t)− θn(t)∥∥2H1(Ω) dt 6 τ n∑
i=1
‖θi − θi−1‖2H1(Ω) . τ,
i.e. {θn} and {θn} have the same limit in L2
(
(0, T ),H1(Ω)
)
.
(iii) From (i), we immediately get that vn = u˙n ⇀ u˙ in L2
(
(0, T ),H1(Ω)
)
.
Employing Lemma 9.3.3, we see that∫ T
0
‖vn(t)− vn(t)‖2H1(Ω) dt 6 τ
n∑
i=1
‖δui − δui−1‖2H1(Ω) . τ,
i.e. {vn} and {vn} have the same limit in L2
(
(0, T ),H1(Ω)
)
. From the bound-
edness of v˙n in the reflexive space L2
(
(0, T ),L2(Ω)
)
follows that v˙n ⇀ u¨ in
L2
(
(0, T ),L2(Ω)
)
.
(iv) This follows from (9.25) and the reflexivity of L2(0, T ).
(v) From
∫ T
0
∥∥∥θ′′n(t)∥∥∥2 dt 6 C and the reflexivity of L2 ((0, T ),L2(Ω)), we get
that θ
′′
n ⇀ w in L
2
(
(0, T ),L2(Ω)
)
. Using the Green theorem and (ii), we obtain
for all φ ∈ C∞0 (Ω) that∫ η
0
(
θ
′′
n(t), φ
)
dt = −
∫ η
0
(
θ
′
n(t), φ
′
)
↓ ↓∫ η
0
(w(t), φ) dt −
∫ η
0
(θ′, φ′) =
∫ η
0
(θ′′, φ) .
From the density argument C∞0 (Ω) = L
2(Ω), it follows that
∫ η
0
(w(t), φ) dt =∫ η
0
(θ′′, φ) for all φ ∈ L2(Ω). Therefore, w = θ′′ in L2 ((0, T ),L2(Ω)).
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(vi) Using the Necˇas inequality,
∫ T
0
∥∥∥θ′′n(t)∥∥∥2 dt 6 C and (9.27b), we obtain for
every η ∈ [0, T ] that∫ η
0
∣∣∣θ′n(0, t− τ)− θ′(0, t)∣∣∣2 dt
6 ε
∫ η
0
∥∥∥θ′′n(t− τ)− θ′′(t)∥∥∥2 dt+ Cε ∫ η
0
∥∥∥θ′n(t− τ)− θ′(t)∥∥∥2 dt
6 ε+ Cε
∫ η
0
∥∥∥θ′n(t− τ)± θ′n(t)− θ′(t)∥∥∥2 dt. (9.28)
As before, we have that∫ η
0
∥∥∥θ′n(t− τ)− θ′n(t)∥∥∥2 dt 6 τ n∑
i=1
∥∥θ′i − θ′i−1∥∥2 . τ.
Employing (9.27a), we get that∫ η
0
∥∥∥θ′n(t)− θ′(t)∥∥∥2 dt→ 0 as n→∞.
Passing to the limit for τ → 0 in (9.28), it holds that
lim
τ→0
∫ η
0
∣∣∣θ′n(0, t− τ)− θ′(0, t)∣∣∣2 dt 6 ε,
which is valid for any small ε > 0. Hence,
lim
τ→0
∫ η
0
∣∣∣θ′n(0, t− τ)− θ′(0, t)∣∣∣2 dt = 0.
Analogously, one can prove that
lim
τ→0
∫ η
0
∣∣∣θ′n(L, t− τ)− θ′(L, t)∣∣∣2 dt = 0.
(vii) We may write∫ η
0
∫ L
0
θ
′′
n(x, t− τ) dxdt =
∫ η
0
(
θ
′
n(L, t− τ)− θ
′
n(0, t− τ)
)
dt.
Using (vi), we obtain for τ → 0 that∫ η
0
∫ L
0
θ
′′
n(x, t− τ) dxdt
→
∫ η
0
(θ′(L, t)− θ′(0, t)) dt =
∫ η
0
∫ L
0
θ′′(x, t) dxdt.
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(viii) We easily see that∣∣∣∣∣
∫ η
0
∫ L
0
u˙′n(x, t− τ) dxdt−
∫ η
0
∫ L
0
u˙′(x, t) dx dt
∣∣∣∣∣
6
∣∣∣∣∣
∫ η
0
∫ L
0
u˙′n(x, t− τ) dx dt−
∫ η
0
∫ L
0
u˙′n(x, t) dxdt
∣∣∣∣∣
+
∣∣∣∣∣
∫ η
0
∫ L
0
u˙′n(x, t) dxdt−
∫ η
0
∫ L
0
u˙′(x, t) dxdt
∣∣∣∣∣ .
Both terms in the RHS of this inequality converge to zero as τ → 0. For the first
term, we have by Lemma 9.3.3 that∣∣∣∣∫ η
0
(u˙′n(x, t− τ)− u˙′n(x, t), 1) dxdt
∣∣∣∣ 6
∣∣∣∣∣
n∑
i=1
∫ ti
ti−1
(
δu′i−1 − δu′i, 1
)∣∣∣∣∣
.
√
τ
√√√√ n∑
i=1
∥∥δu′i−1 − δu′i∥∥2 . √τ .
The second term converges to zero by (9.26a).
(ix) We integrate (9.24) at t− τ in time over (0, η) ⊂ (0, T ) and obtain(∫ L
0
f
)∫ η
0
hn(t− τ) dt =
∫ η
0
m˙n(t) dt− ρ
∫ η
0
∫ L
0
θ
′′
n(x, t− τ) dx dt
−
∫ η
0
dteτ∑
l=1
τkn(tl)
∫ L
0
θ
′′
n(x, t− tl) dx
 dt
+ γ
∫ η
0
(∫ L
0
u˙′n(x, t− τ) dx
)
dt−
∫ η
0
(∫ L
0
sn(x, t) dx
)
dt. (9.29)
It is clear that m˙n → m˙ in L2([0, T ]), kn → k in L2([0, T ]), sn → s
in L2
(
(0, T ),L2(Ω)
)
and rn → r in L2
(
(0, T ),H1(Ω)
)
becausem, k, s and r are
prescribed data functions. We pass to the limit for τ → 0 in (9.29). Note that
dteτ∑
l=1
τkn(tl)
∫ L
0
θ
′′
n(x, t− tl)
=
(
kn ∗
∫ L
0
θ
′′
n
)
(t) +
∫ τdteτ
t
kn(s)
∫ L
0
θ
′′
n(x, t− s) dx ds
=
(
kn ∗
∫ L
0
θ
′′
n
)
(t) +O (τ) .
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Employing (iv), (v), (vii) and (viii), we obtain(∫ L
0
f
)∫ η
0
z(t) =
∫ η
0
m˙(t)− ρ
∫ η
0
∫ L
0
θ′′(x, t)
−
∫ η
0
(
k ∗
∫ L
0
θ′′
)
(t) + γ
∫ η
0
∫ L
0
u˙′(x, t)−
∫ η
0
∫ L
0
s(x, t). (9.30)
By (9.3), we get that
∫ η
0
z(t) =
∫ η
0
h(t). Finally, we differentiate (9.30) with
respect to η and we arrive at (9.3).
(x) Note that
dteτ∑
l=1
kn(tl)θ
′
n(t− tl)τ =
(
kn ∗ θ′n
)
(t) +
∫ τdteτ
t
kn(s)θ
′
n(t− s) ds
=
(
kn ∗ θ′n
)
(t) +O (τ) .
We integrate (9.22) and (9.23) in time and pass to the limit for τ → 0 using (i), (ii),
(iii) and (ix). We differentiate the result with respect to the time variable to arrive
at (9.4)-(9.5). The convergences of Rothe’s functions towards the weak solution
have been shown for a subsequence. However, taking into account Theorem 9.2.1,
the whole Rothe’s sequence converges towards the solution. Note that by [39,
Theorem 3.5], H1(Ω) ⊂ C(Ω) and H2(Ω) ⊂ C1(Ω).
9.4 Numerical examples
The aim of the simulations is to demonstrate the proposed numerical scheme from
the previous section for the recovery of the unknown heat source h(t) in the case
of type-I thermoelasticity (ρ 6= 0, k = 0) with ρ = γ = α = 1.
In each experiment, the domain Ω = (0, 1) and the final time T = 1. The number
of time discretization interval is chosen to be 26, 27 and 29. At each time-step,
the resulting elliptic problems are solved numerically by the finite element method
(FEM) using first order (P1-FEM) Lagrange polynomials for the space discretiza-
tion for which a fixed uniform mesh of 2000 subintervals is used. The displace-
ment and temperature are the same in each experiment:
uex(x, t) =
(
t2 + t+ 1
)
(1 + cos (pi x))
and
θex(x, t) = 1 + 2
(
t2 + 1
)
x (1− x) .
The additional measurement is given by
m(t) =
4
3
+
1
3
t2.
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An uncorrelated noise is added to m′(t) = 23 t in order to simulate the errors
present in real measurements. This noise is generated randomly with given mag-
nitude of 1% and 5%. Two numerical experiments are developped depending on
the choice of the unknown heat source
hex(t) = 1 + t
2 or hex(t) = sin(2pit).
The results of these experiments are depicted in Figures 9.1–9.2. The experiments
show that good approximations are obtained when the timestep is small enough
even if the noise is larger.
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Figure 9.2: Unknown heat source in thermoelasticity: results of Experiment 2
9.5. CONCLUSION 263
9.5 Conclusion
A thermoelastic system of type-III in 1D with an unknown solely time-dependent
heat source has been considered. The missing heat source has been recovered from
a measurement in time of the average temperature inside the body. Using this ob-
servation, the inverse problem has been reformulated in a direct setting. The exis-
tence and uniqueness of a weak solution has been addressed and a new numerical
algorithm based on Rothe’s method has been designed. The convergence of the
numerical scheme is demonstrated by means of some numerical experiments.

10
Conclusions and perspectives for
further research
The present dissertation is a study on numerical techniques for partial differential
equations arising in superconductivity and in thermoelasticity. This chapter sum-
marizes and discusses the results presented in the previous chapters. In Chapter
1, two general goals were formulated. Section 10.1 and Section 10.2 discuss and
evaluate Goal I, respectively Goal II of this study. Also future research directions
are included.
10.1 Goal I
The first general goal of this study was to present mathematical models for nonlo-
cal superconductivity and to analyse these models using Rothe’s method.
In Chapter 3, three new macroscopic models for nonlocal superconductivity have
been introduced: a parabolic and hyperbolic model for type-I superconductivity
and a model for an intermediate state between type-I and type-II superconductivity.
These models have the magnetic field as unknown function and they have been
studied in the first part of this dissertation.
A vectorial nonlocal linear parabolic problem (4.1) with applications in supercon-
ductors of type-I has been studied in Chapter 4. This model was obtained from
the eddy current version of the Maxwell equations, the two-fluid model of Lon-
don and London, and the nonlocal representation of the superconductive current
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by Eringen. The nonlocal term in this model is given by a space convolution with
a singular kernel. The problem is standard, except of the appearance of the con-
volution term. The existence of a unique solution has been proved using Rothe’s
method.
Two time-discrete numerical schemes based on backward Euler method have been
developed to approximate the solution to the parabolic problem. In the first scheme,
the convolution has been taken implicitly (from the actual time step). In the second
one, the convolution has been taken explicitly (from the previous time step). This
second scheme was considered because it is easier to implement than the first one
and it gives the same order of convergence.
For both schemes, error estimates for the time discretization have been obtained
using a priori estimates, which are based on Gro¨nwall’s argument. The conver-
gence rates are of (optimal) order O (τ) = eCT τ in the space C ([0, T ],L2(Ω)) ∩
L2 ((0, T ),H(curl; Ω)) under appropriate conditions, where τ is the discretiza-
tion parameter. To get rid of the exponential (in time) character of this constant,
a new convolution kernel has been derived under the assumption that the normal
component of the unknown vector field equals zero on the boundary of the super-
conductor. With the aid of the additional assumption, it has been demonstrated
that under higher regularity the solution of the original model satisfies a simpler
problem which is easier to implement. Both time-discrete schemes stayed valid.
One major advantage of working with this simpler model is the positive definite-
ness of the kernel. Using this property, better error estimates of orderO (τ) = Cτ
have been obtained for the implicit scheme.
A numerical experiment for the semi-implicit scheme supported the obtained the-
oretical results. The time-discrete problems have been solved using the finite ele-
ment method. The convolution integral has been approximated by a space-discrete
convolution in such a way that the singularity in the kernel has been avoided. Also
convergence of a fully discrete finite element scheme to a solution of the prob-
lem has been shown. In a similarly way to the time-discrete schemes, it has been
demonstrated how to improve the error estimates under higher regularity.
An analogue working scheme has been followed for the hyperbolic model. This
model was derived from the full Maxwell equations instead of the eddy current
version. The well-posedness of this model has been addressed in Chapter 5.
Two time-discrete schemes (based on an explicit and implicit handling of the con-
volution term) have been established. The error estimates have been derived for
both schemes. As in the parabolic case, the solution of the original model sat-
isfied a simpler problem under the assumption that the normal component of the
unknown vector field equals zero on the boundary of the superconductor. No better
error estimates for the time discretization have been obtained despite the positive
definiteness of the kernel. This model has not yet been computationally imple-
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mented.
In Chapter 6, a vectorial nonlocal nonlinear parabolic problem for an intermedi-
ate state between type-I and type-II superconductivity has been analysed. This
model was obtained from the eddy current version of the Maxwell equations, the
two-fluid model of London and London, the nonlocal representation (by a space
convolution with a singular kernel) of the superconductive current by Eringen for
type-I superconductivity and the power law by Rhyner for type-II superconductiv-
ity. A semi-implicit time-discrete scheme based on the backward Euler method in
which the convolution is taken explicitly has been developed. The well-posedness
of the problem has been shown under low regularity assumptions and suboptimal
error estimates have been derived for the time-discretization. No numerical exper-
iments have been presented.
An interesting area for future research is the further implementation of the different
models (with correct physical parameters) and their related schemes. In particular
for the parabolic model, one can focus on the comparison of the error estimates
for both schemes. Possibly, also a comparison can be made between the results of
the nonlocal parabolic and hyperbolic model. Moreover, the validity of the pro-
posed models should be checked experimentally (in particular for the intermediate
model) and the results should be compared with available results from physics.
This would give more support to the findings in this study.
10.2 Goal II
The second goal of this study was to recover unknown sources in thermoelastic
systems from additional data.
A thermoelastic system consists of two equations that are coupled: a parabolic
(heat) equation and a vectorial hyperbolic equation for the displacement. Green
and Naghdi developed three theories of thermoelasticity, each with a correspond-
ing system: type-I, type-II and type-III thermoelasticity. In the analysis presented
in this thesis, an isotropic and homogeneous thermoelastic body has been consid-
ered. Two inverse source problems for thermoelasticity have been discussed.
In Chapter 8, the determination of a space-dependent vector source in a thermoe-
lastic system of type-I, type-II and type-III has been studied using information
from a final in time measurement of the displacement. Using a variational ap-
proach, the uniqueness of a solution to the inverse problem has been proved when
a damping term g(∂tu) is added in the hyperbolic equation of the classic ther-
moelasticity system. The main assumption was that g is componentwise strictly
monotone increasing.
Landweber’s regularization method has been applied to cope with the ill-posedness
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of the inverse problem. In the case that the damping term is linear, a stable iterative
algorithm has been proposed to recover the unknown source. This algorithm is
based on a sequence of well-posed (direct) problems, which are solved at each
iteration step using the finite element method. The instability has been overcome
by stopping the iterations at the first iteration for which the discrepancy principle
of Morozov is satisfied. The convergence of the algorithm has been illustrated by
numerical experiments.
In Chapter 9, a classic thermoelastic system of type-III in 1D with an unknown
solely time-dependent heat source has been considered. The missing heat source
has been recovered from a measurement in time of the average temperature inside
the rod. The proposed technique differs from the standard approaches for inverse
source problems. Using the measurement, the inverse problem has been reformu-
lated in a direct setting. This is a new technique, which can also be applied to
inverse problems in other settings. The existence and uniqueness of a weak solu-
tion has been addressed and a new numerical algorithm based on Rothe’s method is
designed. The results are also valid for type-I thermoelasticity. The convergence of
the numerical scheme is demonstrated by means of some numerical experiments.
Before closing this study, some suggestions for further research are offered. In the
case of the unknown space-dependent vector source, future research can concern
an extension of the results to general thermoelastic systems or to more general
(Robin) boundary conditions. Moreover, the main trick in obtaining a unique so-
lution fails when applying the same technique if a space-dependent heat source is
unknown. This gives rise to a research question in that direction: to establish a nu-
merical scheme to recover a solely space-dependent heat source in thermoelastic
systems.
In the case of the unknown time-dependent heat source, the focus can be put on
the multi-dimensional case and on the recovery of a solely time-dependent vector
source. Another research direction is the recovery of the solely time-dependent
convolution kernel in a thermoelastic system of type-III.
In both cases, it can be interesting to consider Tikhonov regularization to retrieve
the unknown sources such that the results obtained with the different methods
can be compared. The existence and uniqueness questions can be repeated when
considering other additional measurements in relation with the unknown sources.
A
Mathematical background
A.1 Some proofs
Lemma A.1.1. For all x,y ∈ Rd, it holds that
(i)
|x|2e + |y|2e + x · y > C∗ |x− y|2e , C∗ ∈
[
−1
2
,
1
4
]
,
(ii) (
|x|β−1e x− |y|β−1e y
)
·(x− y) > 1
4 · 12 β+12
|x− y|β+1e , β ∈ [1,+∞),
(iii) (
|x|β−1e x− |y|β−1e y
)
·
(
|x|α−1e x− |y|α−1e y
)
> 4αβ
(α+ β)2
(
|x|α+β2e − |y|
α+β
2
e
)2
> 0,
for α, β ∈ [0,+∞),
(iv) there exists a positive constant C such that∣∣∣|x|β−1e x− |y|β−1e y∣∣∣
e
6 C |x− y|βe , β ∈ (0, 1].
Proof. (i) For all x,y ∈ Rd, it holds that
|x+ y|2e > 0.
270 APPENDIX
Therefore,
|x|2e + |y|2e > −2x · y.
Moreover, for p > q > 0, we get that
p
[
|x|2e + |y|2e
]
> −2qx · y. (A.1)
The asked lower bound can be rewritten in this form. Indeed,
|x|2e + |y|2e + x · y > C∗ |x− y|2e = C∗
[
|x|2e + |x|2e − 2x · y
]
is equivalent with
(1− C∗)
[
|x|2e + |y|2e
]
> −(1 + 2C∗)x · y.
Employing (A.1), this is only valid if 1− C∗ > 12 + C∗ > 0 or C∗ ∈ [− 12 , 14 ].
(ii) The proof is the corrected version of [186, Lemma 4.4]. Take x,y ∈ Rd.
Denote x · y as 〈x,y〉. Introducing a parameter s ∈ [0, 1] gives that
〈|x|β−1e x− |y|β−1e y,x− y〉
= 〈
∫ 1
0
d
ds
(
|sx+ (1− s)y|β−1e [sx+ (1− s)y]
)
ds,x− y〉
= (β − 1)
∫ 1
0
|sx+ (1− s)y|β−3e (〈sx+ (1− s)y,x− y〉)2 ds
+
∫ 1
0
|sx+ (1− s)y|β−1e |x− y|2e ds.
Due to β > 1, we have that
〈|x|β−1e x− |y|β−1e y,x− y〉 > |x− y|2e
∫ 1
0
|x− (1− s)(x− y)|β−1e ds.
Now, a distinction is made between |x|e > |x− y|e and |x|e < |x− y|e. Firstly,
when |x|e > |x− y|e, then
|x− (1− s)(x− y)|e > ||x|e − (1− s) |x− y|e|
> s |x− y|e .
We obtain that
〈|x|β−1e x− |y|β−1e y,x− y〉
> |x− y|2e
∫ 1
0
sβ−1 |x− y|β−1e ds =
1
β
|x− y|β+1e .
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Secondly, when |x|e < |x− y|e, then using Jensen’s inequality (see Lemma
2.3.10), we get that
〈|x|β−1e x− |y|β−1e y,x− y〉 > |x− y|2e
∫ 1
0
|x− (1− s)(x− y)|β+1e
|x− (1− s)(x− y)|2e
ds
> |x− y|2e
∫ 1
0
(
|x− (1− s)(x− y)|2e
) β+1
2
(2− s)2 |x− y|2e
ds
> 1
4
(∫ 1
0
|sx+ (1− s)y|2e ds
) β+1
2
> 1
4
1
3
β+1
2
(
|x|2e + 〈x,y〉+ |y|2e
) β+1
2
(∗)
> 1
4 · 12 β+12
|x− y|β+1e ,
where in the step (∗) part (i) of the lemma is used with C∗ = 14 . The proof
concludes by observing that 1
4·12 β+12
6 1β for β > 0.
(iii) This follows form the fourth inequality in Lemma 2.3.1:(
|x|β−1e x− |y|β−1e y
)
·
(
|x|α−1e x− |y|α−1e y
)
= |x|α+βe + |y|α+βe − |x|β−1e |y|α−1e x · y − |y|β−1e |x|α−1e x · y
> |x|α+βe + |y|α+βe − |x|βe |y|αe − |y|βe |x|αe
=
(
|x|βe − |y|βe
)
(|x|αe − |y|αe )
> 4αβ
(α+ β)2
(
|x|α+β2e − |y|
α+β
2
e
)2
.
(iv) The proof can be found in [187, Lemma 6.4]. 
Lemma A.1.2. Let Ω be a nonempty bounded set in Rd, d ∈ N, and let 1 6 p <
∞. Suppose that
un → u in Lp(Ω) as n→∞.
(i) If h : R→ R is Lipschitz continuous, then
h(un)→ h(u) in Lp(Ω) as n→∞.
(ii) If h : R → R is continuous and satisfies the growth condition |h(s)| 6
C0(1 + s) for all s ∈ R with C0 > 0, then there exists a subsequence {unk}
of {un} such that
h(unk)→ h(u) in Lp(Ω) as k →∞.
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(iii) If h : R → R is continuous and linear (thus bounded), then there exists a
subsequence {unk} of {un} such that
h(unk)→ h(u) in Lp(Ω) as k →∞.
Proof. From the convergence un → u in Lp(Ω), it follows (see Example 2.7.8)
that there exists a subsequence {unk}k∈N of {un} such that
unk(x)→ u(x) as k →∞ for a.a. x ∈ Ω. (A.2)
Moreover, there exists a function v ∈ Lp(Ω) such that
|unk(x)| 6 v(x) for all nk and a.a. x ∈ Ω.
(i) If h is Lipschitz continuous, then
lim
n→∞ ‖h(un)− h(u)‖
p
Lp(Ω) = limn→∞
∫
Ω
|h(un(x))− h(u(x))|p dx
6 lim
n→∞L
p
0
∫
Ω
|un(x)− u(x)|p dx
= Lp0 limn→∞ ‖un − u‖
p
Lp(Ω)
= 0.
(ii) If h is continuous, then the convergence result follows from
lim
n→∞ ‖h(unk)− h(u)‖
p
Lp(Ω) = limn→∞
∫
Ω
|h(unk(x))− h(u(x))|p dx
(∗)
=
∫
Ω
lim
n→∞ |h(unk(x))− h(u(x))|
p
dx
=
∫
Ω
0 dx
= 0.
For (∗), we need the Lebesgue dominated convergence theorem 2.9.12 with M =
Ω, Y = R and fnk(x) = |h(unk(x))− h(u(x))|p. By (A.2), the continuity of h
and x 7→ |x|p, we get that fnk(x) converges for a.a. x ∈ Ω to 0. Therefore, the
second condition is already satisfied. For the first condition, we get by the triangle
inequality and the Growth condition on h that for almost all x ∈ Ω hold
|fnk(x)| = |h(unk(x))− h(u(x))|p 6 (|h(unk(x))|+ |h(u(x))|)p
6 (C0(|unk(x)|+ 1) + C0(|u(x)|+ 1))p
6 Cp0 (|v(x)|+ |u(x)|+ 2)p.
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Define g : Ω → R by g(x) = Cp0 (|v(x)| + |u(x)| + 2)p. Then, we get by Jensen
inequality (see Lemma 2.3.11) that∫
Ω
g(x) dx = Cp0
∫
Ω
(|v(x)|+ |u(x)|+ 2)p dx
6 C
p
0
3
[∫
Ω
|v(x)|p dx+
∫
Ω
|u(x)|p dx+
∫
Ω
2p dx
]
6 C.
Hence, the first condition is also satisfied and we can apply the Lebesgue domi-
nated convergence theorem.
(iii) If h is linear and continuous, then h is bounded and no growth condition
is necessary to obtain the convergence via the Lebesgue dominated convergence
theorem. We follow the same lines as in (ii). Suppose that |h(s)| 6 C1 for all
s ∈ R. Then, the sequence fnk is uniformly bounded, i.e. |fnk(x)| 6 Cp1 for a.a.
x and for all nk. Define now g : Ω → R by g(x) = Cp1 . Then the sequence is
dominated by g. Furthermore, g is integrable since it is a constant function on a
set of finite measure. 
Lemma A.1.3. Let V, Y and W be Banach spaces, V be separable and reflexive,
V ↪→↪→ Y and Y ↪→W.
Then W1,2,2([0, T ];V,W ) ↪→↪→ L2 ((0, T ), Y ). For every bounded sequence
{un} in W1,2,2([0, T ];V,W ) there exists a function u ∈ L2 ((0, T ), Y ) and a
subsequence {unk}k∈N of {un}n∈N such that{
unk → u, in L2 ((0, T ), Y ),
unk ⇀ u, in L
2 ((0, T ), V ).
Moreover,
u ∈ C([0, T ], Y ) and ∂tunk ⇀ ∂tu, in L2 ((0, T ),W )
if also the following evolution triple is satisfied
V ⊂ V1 ↪→ Y ∼= Y ∗ ↪→W = V ∗1 ⊂ V ∗, (A.4)
i.e. W has a predual, with
• V1 a reflexive and separable Banach space;
• Y Hilbert;
• V1 dense in Y .
Proof. The compact embedding of W1,2,2([0, T ];V,W ) in L2 ((0, T ), Y ) is shown
in [38, Lemma 7.7]. In the proof of Lemma 7.7 in [38], the weak convergence of
{∂tunk} is not studied in detail. Now, let us consider the prescribed situation in
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(A.4). The duality pairing between W = V ∗1 and V1 can be seen as a continuous
extension of the inner product on Y , i.e.
〈u, v〉W×V1 = (u, v)Y , ∀u ∈ Y and v ∈ V1.
The spaces W and V ∗ are separable and reflexive because V1, respectively V is
separable and reflexive. Therefore, also the spaces L2 ((0, T ),W ),
L2 ((0, T ), V1) and L2 ((0, T ), V ∗) are reflexive. By Lemma 2.9.5(iii), we have
for each u ∈W1,2,2([0, T ];V1,W ), the following generalized integration by parts
formula with 0 6 t1 6 t2 6 T :
(u(t2), v(t2))Y − (u(t1), v(t1))Y
=
∫ t2
t1
〈
du(t)
dt
, v(t)
〉
W×V1
dt+
∫ t2
t1
〈
u(t),
dv(t)
dt
〉
W×V1
dt. (A.5)
Note that also unk ⇀ u in L
2 ((0, T ), V1) due to the reflexivity of this space,
i.e. unk(t) ⇀ u(t) in V1 for a.a. t ∈ [0, T ]. The sequence {un} is bounded in
W1,2,2([0, T ];V,W ). This implies that {∂tunk} is bounded in L2 ((0, T ),W ). By
the reflexivity of this space, there exists a subsequence {∂tunkl} such that
∂tunkl ⇀ z in L
2 ((0, T ),W ) .
Thanks to Theorem 2.9.11, we immediately get that z = ∂tu ∈ L2 ((0, T ),W ).
Nonetheless, it is an interesting exercise to make the proof. For this, we take v
time independent in (A.5), i.e. put v = ϕ ∈ V1. Then, the following diagram is
valid(
unkl(t2), ϕ
)
Y
− (unkl(t1), ϕ)Y = ∫ t2
t1
〈
dunkl(t)
dt
, ϕ
〉
W×V1
dt
↓ ↓
(u(t2), ϕ)Y − (u(t1), ϕ)Y =
∫ t2
t1
〈z, ϕ〉W×V1 dt,
(A.6)
for all ϕ ∈ V1 and for a.a. 0 6 t1 6 t2 6 T . First, we prove that this relation is
valid for every time. From the result of (A.6) follows for all ϕ ∈ V1 that
(u(t2), ϕ)Y − (u(t1), ϕ)Y 6 ‖ϕ‖V1
√∫ t2
t1
‖z(t)‖2W dt
√
t2 − t1 .
√
t2 − t1,
i.e.
lim
t2→t1
(u(t2), ϕ)Y = (u(t1), ϕ)Y , ∀ϕ ∈ V1.
This means that u(t2) ⇀ u(t1) as t2 → t1. Consider ϕ = u(t2) and ϕ = u(t1) in
(A.6). Adding up the resulting equations gives
‖u(t2)‖2Y − ‖u(t1)‖2Y =
∫ t2
t1
〈z, u(t2) + u(t1)〉W×V1 dt.
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This implies that ‖u(t2)‖Y → ‖u(t1)‖Y , hence by Lemma 2.4.19, we get u(t2)→
u(t1) in Y . Therefore, u ∈ C([0, T ], Y ) and (A.6) is valid for every 0 6 t1 6
t2 6 T . From relation (A.6), we get that(
u(t+ h)− u(t)
h
, ϕ
)
Y
=
1
h
∫ t+h
t
〈z(s), ϕ〉W×V1 ds
and∥∥∥∥u(t+ h)− u(t)h − z(t)
∥∥∥∥
W
= sup
ϕ∈V1
‖ϕ‖V1=1
〈
u(t+ h)− u(t)
h
− z(t), ϕ
〉
W×V1
= sup
ϕ∈V1
‖ϕ‖V1=1
1
h
∫ t+h
t
〈z(s)− z(t), ϕ〉W×V1 ds
6 sup
ϕ∈V1
‖ϕ‖V1=1
1
h
∫ t+h
t
‖z(s)− z(t)‖W ‖ϕ‖V1 ds
=
1
h
∫ t+h
t
‖z(s)− z(t)‖W ds
6
√
1
h
∫ t+h
t
‖z(s)− z(t)‖2W ds. (A.7)
By Theorem 2.9.10(ii), there exists an element y ∈ C ([0, T ],W ) such that∫ T
0
‖y(t)− z(t)‖2 dt < h2. (A.8)
Using this function y, we easily see that
1
h
∫ t+h
t
‖z(s)− z(t)‖2W ds 6
1
h
∫ t+h
t
‖z(s)− y(s)‖2W ds
+
1
h
∫ t+h
t
‖y(s)− y(t)‖2W ds+
1
h
∫ t+h
t
‖y(t)− z(t)‖2W ds.
By the first mean value theorem for integration 2.2.6, there exists ξ ∈ [t, t + h]
such that
1
h
∫ t+h
t
‖z(s)− z(t)‖2W ds 6
1
h
∫ t+h
t
‖z(s)− y(s)‖2W ds
+ ‖y(ξ)− y(t)‖2W + ‖y(t)− z(t)‖2W .
By the density argument (A.8), we have that
1
h
∫ t+h
t
‖z(s)− z(t)‖2W ds 6 h+ ‖y(ξ)− y(t)‖2W + ‖y(t)− z(t)‖2W .
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Therefore, by the continuity of y in the time variable and ξ → t as h → 0, we
obtain that∫ T
0
‖∂tu(t)− z(t)‖2W dt = limh→0
∫ T
0
∥∥∥∥u(t+ h)− u(t)h − z(t)
∥∥∥∥2
W
dt
(A.7)
6 lim
h→0
∫ T
0
[
h+ ‖y(ξ)− y(t)‖2W + ‖y(t)− z(t)‖2W
]
dt
(A.8)
6 lim
h→0
[
hT +
∫ T
0
‖y(ξ)− y(t)‖2W dt+ h2
]
= 0.
This implies that z = ∂tu ∈ L2 ((0, T ),W ). The weak convergence of the whole
sequence {∂tunk} to {∂tu} follows from Lemma 2.4.20 because this result can be
obtained for each subsequence of {∂tunk}. 
Lemma A.1.4.
(i) Assume that r ∈ L2 ((0, T ),L2(Ω)), h ∈ L2 ((0, T ),L2(Ω)), u0 ∈ H1(Ω),
u1 ∈ L2(Ω), θ0 ∈ L2(Ω), g(0) = 0, g′ > 0 and |g(s)| 6 C(1 + |s|) a.e.
in R. Then (8.15), has a unique solution 〈u, θ〉 such that
u ∈ C ([0, T ],L2(Ω)) ∩ L2 ((0, T ),H10(Ω)) ,
∂tu ∈ L2
(
(0, T ),L2(Ω)
)
, ∂ttu ∈ L2
(
(0, T ),H10(Ω)
∗) ,
θ ∈ C ([0, T ],L2(Ω)) ∩ L2 ((0, T ),H10(Ω)) ,
∂tθ ∈ L2
(
(0, T ),H10(Ω)
∗) .
(ii) Assume that r(0) ∈ L2(Ω), h(0) ∈ L2(Ω), ∂tr ∈ L2
(
(0, T ),L2(Ω)
)
,
∂th ∈ L2
(
(0, T ),L2(Ω)
)
, u0 ∈ H2(Ω) ∩ H10(Ω), u1 ∈ H1(Ω), θ0 ∈
H2(Ω) ∩ H10(Ω), g(0) = 0 and 0 < g′(s) 6 C a.e. in R. Then (8.15), has
a unique solution 〈u, θ〉 such that
u ∈ C ([0, T ],H10(Ω)) ,
∂tu ∈ C
(
[0, T ],L2(Ω)
) ∩ L2 ((0, T ),H10(Ω)) ,
∂ttu ∈ L2
(
(0, T ),L2(Ω)
)
,
θ ∈ C ([0, T ],H10(Ω)) , ∂tθ ∈ L2 ((0, T ),H10(Ω)) .
In the special situation that u0 = 0, u1 = 0, θ0 = 0, h = 0 and r = r(x),
the following estimate is valid
max
t∈[0,T ]
{‖∂ttu(t)‖2 + ‖∇∂tu(t)‖2 + ‖∇ · ∂tu(t)‖2
+‖∂tθ(t)‖2 + ‖∇θ(t)‖2
}
+
∫ T
0
‖∇∂tθ(s)‖2 ds 6 C ‖r‖2 .
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Proof. In this proof, a priori estimates are derived under the assumption that there
exists a solution to (8.5)-(8.6) with p = 0. This gives insight into the space
where the solution belongs. Then, Rothe’s method can be applied to establish the
existence of a solution.
(i) Firstly, we choose ϕ = ∂tu(t) and ψ = θ(t) in (8.5)-(8.6) with p = 0 and
integrate in time over t ∈ (0, η) ⊂ (0, T ). We obtain that
‖∂tu(η)‖2
2
+
∫ η
0
(g (∂tu) , ∂tu) + α
‖∇u(η)‖2
2
+ β
‖∇ · u(η)‖2
2
+ γ
∫ η
0
(∇θ, ∂tu) =
∫ η
0
(r, ∂tu) +
‖u1‖2
2
+ α
‖∇u0‖2
2
+ β
‖∇ · u0‖2
2
and
‖θ(η)‖2
2
+ ρ
∫ η
0
‖∇θ‖2 +
∫ η
0
(k ∗ ∇θ,∇θ)
− γ
∫ η
0
(∂tu,∇θ) =
∫ η
0
(h, θ) +
‖θ0‖2
2
.
Adding both equations together gives
‖∂tu(η)‖2
2
+
∫ η
0
(g (∂tu) , ∂tu) + α
‖∇u(η)‖2
2
+ β
‖∇ · u(η)‖2
2
+
‖θ(η)‖2
2
+ ρ
∫ η
0
‖∇θ‖2 +
∫ η
0
(k ∗ ∇θ,∇θ) =
∫ η
0
(r, ∂tu) +
‖u1‖2
2
+ α
‖∇u0‖2
2
+ β
‖∇ · u0‖2
2
+
∫ η
0
(h, θ) +
‖θ0‖2
2
.
If we assume that g is componentwise strictly monotone increasing, then∫ η
0
(g (∂tu) , ∂tu) > 0.
The strongly positive-definiteness of k implies that∫ η
0
(k ∗ ∇θ,∇θ) > 0.
Employing the Cauchy, Young and Friedrichs inequalities give∫ η
0
(h, θ) 6
∫ η
0
‖h‖2
2
+
∫ η
0
‖θ‖2
2
and ∫ η
0
(r, ∂tu) 6
∫ η
0
‖r‖2
2
+
∫ η
0
‖∂tu‖2
2
.
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We arrive at
‖∂tu(η)‖2
2
+ α
‖∇u(η)‖2
2
+ β
‖∇ · u(η)‖2
2
+
‖θ(η)‖2
2
+ ρ
∫ η
0
‖∇θ‖2 6
∫ η
0
‖r‖2
2
+
∫ η
0
‖∂tu‖2
2
+
‖u1‖2
2
+ α
‖∇u0‖2
2
+ β
‖∇ · u0‖2
2
+
∫ η
0
‖h‖2
2
+
∫ η
0
‖θ‖2
2
+
‖θ0‖2
2
.
Assuming that r ∈ L2 ((0, T ),L2(Ω)), u1 ∈ L2(Ω), u0 ∈ H10(Ω), θ0 ∈ L2(Ω)
and h ∈ L2 ((0, T ),L2(Ω)), an application of Gro¨nwall’s argument gives
max
t∈[0,T ]
{‖∂tu(t)‖2 + ‖∇u(t)‖2 + ‖∇ · u(t)‖2 + ‖θ(t)‖2}+ ∫ T
0
‖∇θ‖2 6 C.
Note that for a.a. t ∈ [0, T ] it holds that
‖(k ∗ ∇θ)(t)‖ 6 (|k| ∗ ‖∇θ‖) (t) 6
√∫ t
0
|k(s)|2 ds
√∫ t
0
‖∇θ(s)‖2 ds.
From the a priori estimate, it follows that∫ T
0
‖∂ttu(s)‖2H10(Ω)∗ ds 6 C and
∫ T
0
‖∂tθ(s)‖2H10(Ω)∗ ds 6 C.
Consider the following evolution triple of spaces
H10(Ω) ↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H10(Ω)∗.
Applying Lemma 2.9.5(i) and (iii), we get that
u ∈ C ([0, T ],L2(Ω)) and θ ∈ C ([0, T ],L2(Ω)) .
(ii) For the second estimate, we start with taking the time derivative of both equa-
tions in (8.5)-(8.6). Note that from the differentiation under the integral sign for-
mula (see Theorem 2.2.7) follows that
∂t(k ∗ ∇θ)(t) = k(0)∇θ(t) + (k′ ∗ ∇θ)(t).
Then, we choose ϕ = ∂ttu(t) and ψ = ∂tθ(t) in the result and integrate in time
over t ∈ (0, η) ⊂ (0, T ). We get that
‖∂ttu(η)‖2
2
+
∫ η
0
(g′ (∂tu) ∂ttu, ∂ttu) + α
‖∇∂tu(η)‖2
2
+ β
‖∇ · ∂tu(η)‖2
2
+γ
∫ η
0
(∇∂tθ, ∂ttu) =
∫ η
0
(∂tr, ∂ttu)+
‖∂ttu(0)‖2
2
+α
‖∇u1‖2
2
+β
‖∇ · u1‖2
2
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and
‖∂tθ(η)‖2
2
+ ρ
∫ η
0
‖∇∂tθ‖2 + k(0)‖∇θ(η)‖
2
2
+
∫ η
0
(k′ ∗ ∇θ,∇∂tθ)
− γ
∫ η
0
(∂ttu,∇∂tθ) =
∫ η
0
(∂th, ∂tθ) +
‖∂tθ(0)‖2
2
+ k(0)
‖∇θ0‖2
2
.
We add both equations together
‖∂ttu(η)‖2
2
+ α
‖∇∂tu(η)‖2
2
+ β
‖∇ · ∂tu(η)‖2
2
+
‖∂tθ(η)‖2
2
+ ρ
∫ η
0
‖∇∂tθ‖2 + k(0)‖∇θ(η)‖
2
2
=
∫ η
0
(∂tr, ∂ttu)−
∫ η
0
(g′ (∂tu) ∂ttu, ∂ttu) +
‖∂ttu(0)‖2
2
+ α
‖∇u1‖2
2
+ β
‖∇ · u1‖2
2
−
∫ η
0
(k′ ∗ ∇θ,∇∂tθ)
+
∫ η
0
(∂th, ∂tθ) +
‖∂tθ(0)‖2
2
+ k(0)
‖∇θ0‖2
2
.
Due to the definition of k, we have that k(0) ∈ (0,+∞). Note that ∂ttu(0)
and ∂tθ(0) are not well-defined. Knowing that r(0) ∈ L2(Ω), h(0) ∈ L2(Ω),
u0 ∈ H2(Ω) ∩ H10(Ω), u1 ∈ H1(Ω), θ0 ∈ H2(Ω) ∩ H10(Ω), we can define the
following compatibility conditions
∂ttu(0) = r(0)− g (u1) + α∆u0 + β∇ (∇ · u0)− γ∇θ0,
∂tθ(0) = h(0) + ρ∆θ0 + k ∗∆θ0 − γ∇ · u1,
i.e.
‖∂ttu(0)‖ . 1 and ‖∂tθ(0)‖ . 1.
Thanks to (i), it holds that∣∣∣∣∫ η
0
(k′ ∗ ∇θ,∇∂tθ)
∣∣∣∣
6 Cε
∫ η
0
∥∥∥∥∫ t
0
k′(t− s)∇θ(s) ds
∥∥∥∥2 dt+ ε∫ η
0
‖∇∂tθ(t)‖2 dt
6 Cε
∫ η
0
(∫ t
0
|k′(t− s)| ‖∇θ(s)‖ ds
)2
dt+ ε
∫ η
0
‖∇∂tθ(t)‖2 dt
6 Cε
∫ η
0
(∫ t
0
|k′(t− s)|2 ds
)(∫ t
0
‖∇θ(s)‖2 ds
)
dt
+ε
∫ η
0
‖∇∂tθ(t)‖2 dt
6 Cε + ε
∫ η
0
‖∇∂tθ(t)‖2 dt.
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Fixing ε sufficiently small, an application of Gro¨nwall’s inequality gives
max
t∈[0,T ]
{‖∂ttu(t)‖2 + ‖∇∂tu(t)‖2 + ‖∇ · ∂tu(t)‖2
+‖∂tθ(t)‖2 + ‖∇θ(t)‖2
}
+
∫ T
0
‖∇∂tθ‖2 6 C.
Applying Lemma 2.9.5(i), we obtain that
u ∈ C ([0, T ],H10(Ω)) , ∂tu ∈ C ([0, T ],L2(Ω))
and
θ ∈ C ([0, T ],H10(Ω)) .
A.2 Crank-Nicolson scheme: example
Let Ω ⊂ Rd be a bounded domain with Lipschitz continuous boundary, d ∈ N.
Consider the following heat problem ∂tu(t,x)−∆u(t,x) = f(x) in (0, T ]× Ω,u(t,x) = 0 on (0, T ]× ∂Ω,
u(0,x) = u0(x) in Ω.
First, the time domain is discretized n equal subintervals [ti−1, ti] with length τ =
T/n and approximate the problem using the trapezoidal rule (Crank-Nicolson)
instead of backward Euler method. Use the notations
u(ti) ≈ ui, ∂tu(ti) ≈ δui = ui − ui−1
τ
.
The sequence (i = 1, . . . , n) of time-discrete problems is given by
δui − 12 (∆ui + ∆ui−1) = f
or
ui − τ
2
∆ui = τf + ui−1 +
τ
2
∆ui−1
with ui = 0 on ∂Ω. The variational formulation is given by
(δui, φ) +
1
2 (∇ui +∇ui−1,∇φ) = (f, φ) (A.9)
for all φ ∈ H10(Ω). If u0 ∈ H1(Ω) and f ∈ L2(Ω), then by the Lax-Milgram
lemma, there exists a unique ui ∈ H10(Ω).
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Choose φ = (ui + ui−1)τ in (A.9) and sum up for i = 1, . . . , j. We get that
j∑
i=1
(δui, (ui + ui−1)τ) + 12
j∑
i=1
‖∇ui +∇ui−1‖2 τ
=
j∑
i=1
(f, (ui + ui−1)τ) .
We have that
j∑
i=1
(δui, (ui + ui−1)τ) =
j∑
i=1
(ui − ui−1, ui + ui−1) = ‖uj‖2 − ‖u0‖2
and by Friedrich’s inequality that∣∣∣∣∣
j∑
i=1
(f, (ui + ui−1)τ)
∣∣∣∣∣
6 Cε
j∑
i=1
‖f‖2 τ + ε
j∑
i=1
‖∇ui +∇ui−1‖2 τ
6 Cε + ε
j∑
i=1
‖∇ui +∇ui−1‖2 τ.
Fixing ε > 0 sufficiently small, we obtain that
‖uj‖2 +
j∑
i=1
‖∇ui +∇ui−1‖2 τ 6 C.
Put φ = δuiτ in (A.9) and sum up for i = 1, . . . , j. We get that
j∑
i=1
‖δui‖2 τ + 12
j∑
i=1
(∇ui +∇ui−1,∇δui) τ =
j∑
i=1
(f, δui) τ.
For the RHS, we have that∣∣∣∣∣
j∑
i=1
(f, δui) τ
∣∣∣∣∣ 6 Cε + ε
j∑
i=1
‖δui‖2 τ.
The second term in the LHS simplifies to
1
2
j∑
i=1
(∇ui +∇ui−1,∇ui −∇ui−1) = 12 ‖∇uj‖2 − 12 ‖∇u0‖2 .
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Fixing ε sufficiently small, we get that
j∑
i=1
‖δui‖2 τ + ‖∇uj‖2 6 C, (A.10)
if u0 ∈ H1(Ω).
Put φ = δuiτ and sum up for i = 1, . . . , j. We obtain that
j∑
i=1
‖δui‖2 τ + 12
j∑
i=1
(∇ui +∇ui−1,∇δui) τ =
j∑
i=1
(f, δui) τ.
Using (A.10), the RHS can be estimated as∣∣∣∣∣
j∑
i=1
(f, δui) τ
∣∣∣∣∣ 6 C.
The second term in the LHS can be splitted by the trick ±∇ui−1 as follows
1
2
j∑
i=1
(∇ui ±∇ui−1 +∇ui−1,∇δui) τ
= 12
j∑
i=1
(∇δuiτ,∇δui) τ +
j∑
i=1
(∇ui−1,∇δui) τ =: S1 + S2.
We immediately see that
S1 =
1
2
j∑
i=1
‖∇δuiτ‖2 = 12
j∑
i=1
‖∇ui −∇ui−1‖2
and by (A.10) we derive that
S2 =
j∑
i=1
[
(∇ui−1,∇ui)− ‖∇ui−1‖2
]
6
j∑
i=1
[
‖∇ui−1‖2
2
+
‖∇ui‖2
2
− ‖∇ui−1‖2
]
=
j∑
i=1
[
1
2 ‖∇ui‖2 − 12 ‖∇ui−1‖2
]
= 12 ‖∇uj‖2 − 12 ‖∇u0‖2
6 C.
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Combining the previous results give
j∑
i=1
‖δui‖2 τ +
j∑
i=1
‖∇ui −∇ui−1‖2 6 C.
Therefore, we obtained the same estimates as in the case of using backward Euler
method if u0 ∈ H1(Ω). This implies that the convergence results stay valid and
that there exists a unique weak solution to the problem under consideration by
using the Crank-Nicolson scheme.

Abbreviations
a.a. almost all
a.e. almost everywhere
BC boundary condition
BVP boundary value problem
EV eigenvalue
FEM finite element method
IBVP initial and boundary value problem
IC initial condition
iff if and only if
inf infimum
IP inverse problem
ISP inverse source problem
LHS left-hand side
lim inf limit inferior
PDE partial differential equation
RHS right-hand side
sup supremum
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boundary, 40
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canonical mapping, 34
Cartesian coordinates, 6
Cartesian product, 8, 22
Cauchy sequence, 21
Cea’s lemma, 108
classical solution, 78
closure, 21
compact, 22
compact embedding, 30
complete space, 24
complex number, 7
cone condition, 42
continuous function, 36
continuous linear functional, 31
convergence in L1(Ω), 45
convergence principles, 36
direct sum theorem, 25
divergence, 8
divergence theorem, 71
domain in Rd, 37
dual space, 31
eigenvalue, 26
eigenvector, 26
elliptic problems, 78
embedding operator, 30
embedding Sobolev spaces, 61
embedding theorems, 60
equibounded, 39
equicontinuous, 39
equivalent norm, 30, 66
essential supremum, 46
extension, 26
extreme value theorem, 13
finite element, 113
finite element method, 106
Fre´chet derivative, 84
function
absolutely continuous, 11
codomain, 9
continuous, 10
convex or concave, 14
domain, 9
Ho¨lder continuous, 10
Lipschitz continuous, 10
open or closed, 10
range, 9
uniform continuous, 10
functional
linear, 31
Gaˆteaux derivative, 84
Galerkin method, 107
generalized derivative
definition, 47
properties, 48, 56
generalized mean value theorem, 85
gradient, 8
Green’s theorem
fundamental, 71
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Sobolev spaces, 71
Ho´lder-continuous function, 38
Hahn-Banach theorem, 31
Hilbert space, 24
inequality
Cauchy-Schwarz, 15
Friedrichs, 65
Gro¨nwall’s, 17
Ho¨lder, 15
Jensen’s, 16
Minkowski, 16
Necˇas, 65
Young, 16
initial conditions, 75
inner product, 6, 22
inner product space, 22
integral identities, 71
interpolant, 114
isometry, 30
isomorphism, 29
Laplacian, 8
Lax-Milgram lemma, 81
Lebesgue dominated convergence theo-
rem, 56
Lebesgue space, 43, 52
Levi-Civita symbol, 8
limit inferior, 34
limit relations for integrals, 55
Lipschitz continuous boundary, 40
locally integrable, 47
mean continuity, 44
mean value theorem
differentiable function, 13
for Lebesgue integration, 13
metric space, 9
monotone operator theory, 83
multi-index, 36
Ne´de´lec edge elements, 113
norm
definition, 19
equivalent norms, 30
Euclidean, 6
seminorm, 20
normed linear space, 19
normed linear space
bounded set, 20
Cartesian product, 22
Cauchy sequence, 21
closed set, 20, 21
closure, 21
compact set, 22
dense, 21
open ball, 20
open set, 20
reflexive, 34
relatively compact set, 22
separable, 21
subspace, 21
operator
adjoint, 33
bijective, 26, 28
bounded, 27
compact, 29
completely continuous, 29
continuous, 27
definition, 26
domain, 26
dual, 32
identity, 28
injective, 26
into or onto, 26
inverse, 28
kernel, 26
linear, 26
linear and bounded, 27
nonlinear, 26
range, 26
surjective, 26
order of a PDE, 73
orthogonal, 25
orthogonal complement, 25
orthogonal sequence, 25
reflexive space, 34
relatively compact, 22
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Rellich-Kondrachov Compactness The-
orem, 61
restriction, 26
Riesz’ representation theorem
Lp(Ω), 44
Hilbert space, 32
Riesz’ theorem, 29
Riesz’s lemma, 22
Riesz-Kolmogorov theorem, 46
Rolle’s theorem, 13
Rothe’s functions
un, 89
un, 89
Rothe’s method, 88
rotor, 8
scalar field, 8
Schwartz space, 37
semicontinuity, 35
separability
Hilbert space, 25
normed space, 21
smooth boundary, 41
Sobolev embedding theorems, 60
Sobolev space, 49
Sobolev space
fractional, 52
real function, 48
relationships, 51
Sobolev spaces
for vector fields, 67
Sobolev-Bochner space, 57
spaces
X∗, 31
Cd, 7
H(curl; Ω), 68
H(div; Ω), 68
H10(Ω), 64
H20(Ω), 64
H
1
2 (Γ), 63
H1(Ω), 68
H
1
2 (Ω), 70
L1loc(Ω), 47
Lip([0, T ], H), 56
Rd, 6
W1,2,2([0, T ];V1, V2), 57
Cm ([0, T ], X), 39
Ck(Ω), 37
Ck,λ(Ω), 38
Ck(Ω), 37
Hk,p(Ω), 50
Hk(Ω), 50
Lp(Γ), 62
Lp ((0, T ), X), 52
Lp(Ω), 43
Wk,p(Ω), 49, 52
D(Ω) = C∞0 (Ω), 37
L(X,Y ), 27
strong solution, 78
summation by parts, 18
superconductivity, 119
support, 37
test function, 37
Trace, 62
trace theorem, 64
trace theorem in H1(Ω), 62
triangle inequality, 19
uniform boundedness principle, 28
uniform convergence, 38
uniform equicontinuous, 39
variational formulation, 78
vector field, 8
weak compactness of reflexive spaces,
34
weak convergence
Lp(Ω), 45
definition, 33
properties, 48
weak derivative
definition, 47
weak divergence, 67
weak gradient, 67
weak rotor, 67
weak solution, 78
weak∗ convergence
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definition, 35
properties, 35
weakly lower semicontinuity, 35
well-posedness, 76
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