Lezione 17: 30 novembre 2011 by Ritelli, Daniele
1/23 Pi?
22333ML232
Dipartimento di Matematica per le scienze economiche e
sociali Universita` di Bologna
Modelli 1
lezione 17 30 novembre 2011
Media e varianza
professor Daniele Ritelli
www.unibo.it/docenti/daniele.ritelli
2/23 Pi?
22333ML232
Teorema
Per ogni funzione di Distribuzione cumulativa non costante, crescente,
continua a destra G : R → R esiste una ed una sola misura σ-finita
µ su B(R) tale che µ((a, b]) = G(b) − G(a) ove a, b sono due numeri
reali qualsiasi.
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Teorema
Per ogni funzione di Distribuzione cumulativa non costante, crescente,
continua a destra G : R → R esiste una ed una sola misura σ-finita
µ su B(R) tale che µ((a, b]) = G(b) − G(a) ove a, b sono due numeri
reali qualsiasi.
Inoltre se si assume G(0) = 0 allora reciprocamente µ determina G:
G(x) =
 µ((0, x]) se x > 0−µ((x, 0]) se x < 0
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Teorema
Per ogni funzione di Distribuzione cumulativa non costante, crescente,
continua a destra G : R → R esiste una ed una sola misura σ-finita
µ su B(R) tale che µ((a, b]) = G(b) − G(a) ove a, b sono due numeri
reali qualsiasi.
Inoltre se si assume G(0) = 0 allora reciprocamente µ determina G:
G(x) =
 µ((0, x]) se x > 0−µ((x, 0]) se x < 0
Quindi ogni funzione di distribuzione puo` essere usata per
costruire una misura di probabilita`
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Teorema
Se g : R→ R e` crescente e derivabile, allora
fg(X)(y) = fX(g
−1(y))
d
dy
g−1(y)
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Teorema
Se g : R→ R e` crescente e derivabile, allora
fg(X)(y) = fX(g
−1(y))
d
dy
g−1(y)
Teorema
Se g : R→ R e` decrescente e derivabile, allora
fg(X)(y) = −fX(g−1(y)) d
dy
g−1(y)
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Esempio
Se la variabile aleatoria X ha distribuzione normale standard
f(x) =
1√
2pi
e−
1
2 x
2
allora la densita` di Y = µ + σX := g(X) e` data dalla distribuzione
gaussiana
fg(X)(y) =
1√
2pi σ
exp
(
−(y − µ)
2
2σ2
)
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Expectation
Se X e` una variabile aleatoria definita nello spazio di probabilita`
(Ω,A, P ) l’integrale (astratto)
E(X) =
∫
Ω
XdP
e` chiamato valore atteso (speranza matematica) di X
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Expectation
Se X e` una variabile aleatoria definita nello spazio di probabilita`
(Ω,A, P ) l’integrale (astratto)
E(X) =
∫
Ω
XdP
e` chiamato valore atteso (speranza matematica) di X
La teoria sviluppata in precedenza consente di esprimere questo inte-
grale astratto mediante un integrale di Lebesgue, che spesso e` espri-
mibile mediante un integrale di Riemann, usando la distribuzione
cumulativa di probabilita` e nel caso assolutamente continuo le densita`
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Usando la distribuzione cumulativa abbiamo
E(X) =
∫ +∞
−∞
x dPX(x)
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Usando la distribuzione cumulativa abbiamo
E(X) =
∫ +∞
−∞
x dPX(x)
Nel caso di variabili aleatorie assolutamente continue si ha
E(X) =
∫ +∞
−∞
x fX(x)dx
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Applicazioni
La probabilita` che i valori di una variabile aleatoria X siano compresi
fra due numeri reali a < b e`:
PX(a < X ≤ b) = PX(X ≤ b)− PX(X ≤ a) = FX(b)− FX(a)
conclusione
PX(a < X ≤ b) =
∫ b
a
fX(t) dt
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Esercizio
Determinare la costante k in modo che la funzione
f(x) =
kxe−x se x > 00 altrimenti
sia una densita` e, successivamente calcolare
P (1 < X < 3), P (X > 5), P (
39
10
< X <
41
10
)
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Esercizio
Determinare la costante k in modo che la funzione
f(x) =
kxe−x se x > 00 altrimenti
sia una densita` e, successivamente calcolare
P (1 < X < 3), P (X > 5), P (
39
10
< X <
41
10
)∫ ∞
0
xe−xdx = 1 =⇒ k = 1
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Esercizio
Determinare la costante k in modo che la funzione
f(x) =
kxe−x se x > 00 altrimenti
sia una densita` e, successivamente calcolare
P (1 < X < 3), P (X > 5), P (
39
10
< X <
41
10
)∫ ∞
0
xe−xdx = 1 =⇒ k = 1 poi P (1 < X < 3) =
∫ 3
1
xe−xdx =[
e−x(−x− 1)]3
1
=
2
(
e2 − 2)
e3
= 0.536611
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Esercizio
Calcolare il valore atteso di una variabile aleatoria X con distribuzione
uniforme
FX(x) :=

0 se x < a
x− a
b− a se a ≤ x ≤ b
1 se x > b
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Esercizio
Calcolare il valore atteso di una variabile aleatoria X con distribuzione
uniforme
FX(x) :=

0 se x < a
x− a
b− a se a ≤ x ≤ b
1 se x > b
La densita` e`
F ′X(x) = fX(x) :=

0 se x < a
1
b− a se a ≤ x ≤ b
0 se x > b
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx =
1
b− a
∫ b
a
x dx
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx =
1
b− a
∫ b
a
x dx =
1
b− a
(
b2
2
− a
2
2
)
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e quindi
E(X) =
∫ +∞
−∞
x fX(x)dx =
1
b− a
∫ b
a
x dx =
1
b− a
(
b2
2
− a
2
2
)
In conclusione
E(X) =
a+ b
2
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
11/23 Pi?
22333ML232
Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx =
∫ +∞
0
x
λ
e−x/λdx
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx =
∫ +∞
0
x
λ
e−x/λdx = λ
∫ +∞
0
ue−udu
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` espo-
nenziale
fX(x) =
1
λ
e−x/λ 1(0,+∞)(x)
E(X) =
∫ +∞
−∞
x fX(x)dx =
∫ +∞
0
x
λ
e−x/λdx = λ
∫ +∞
0
ue−udu
Conclusione
E(X) = λ
[
e−u(−u− 1)]+∞
0
= λ
12/23 Pi?
22333ML232
Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
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2
2σ2
)
E(X) =
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+ µ
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du =
µ√
pi
∫ +∞
−∞
e−u
2
du
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Esercizio
Calcolare il valore atteso della variabile aleatoria X con densita` gaus-
siana
fX(x) =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
E(X) =
∫ +∞
−∞
x fX(x)dx =
1√
2pi σ
∫ +∞
−∞
x exp
(
−(x− µ)
2
2σ2
)
dx
Cambio di variabile
x− µ√
2σ
= u =⇒ x = √2σu+µ =⇒ dx = √2σdu
E(X) =
1√
pi
∫ +∞
−∞
(√
2σu+ µ
)
e−u
2
du =
µ√
pi
∫ +∞
−∞
e−u
2
du = µ
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Momenti di una variabile aleatoria
Premessa: Lo spazio Lp
Se p ≥ 1 e se E e` un insieme misurabile introduciamo lo spazio delle
funzioni con p-esima potenza sommabile
Lp(E) =
{
f |
∫
E
|f(x)|pdx < +∞
}
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Momenti di una variabile aleatoria
Premessa: Lo spazio Lp
Se p ≥ 1 e se E e` un insieme misurabile introduciamo lo spazio delle
funzioni con p-esima potenza sommabile
Lp(E) =
{
f |
∫
E
|f(x)|pdx < +∞
}
Se f ∈ Lp(E) la norma in Lp e` definita da
||f ||p :=
(∫
E
|f(x)|pdx
) 1
p
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Disuguaglianza di Ho¨lder
Se p > 1 e se
1
p
+
1
q
= 1 allora se f ∈ Lp(E), q ∈ Lq(E) si ha che
fg ∈ L1(E) e
||fg||1 ≤ ||f ||p ||g||q
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Disuguaglianza di Ho¨lder
Se p > 1 e se
1
p
+
1
q
= 1 allora se f ∈ Lp(E), q ∈ Lq(E) si ha che
fg ∈ L1(E) e
||fg||1 ≤ ||f ||p ||g||q
Disuguaglianza di Minkowski
Se p > 1, f, g ∈ Lp(E)
||f + g||p ≤ ||f ||p + ||g||p
15/23 Pi?
22333ML232
Spazio L2
Nell’insieme delle funzioni a quadrato sommabile e` definita una ope-
razione specifica, chiamata prodotto interno: per ogni f, g ∈ L2(E)
〈f | g〉 :=
∫
E
f(x) g(x) dx
che induce la norma L2 :
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Spazio L2
Nell’insieme delle funzioni a quadrato sommabile e` definita una ope-
razione specifica, chiamata prodotto interno: per ogni f, g ∈ L2(E)
〈f | g〉 :=
∫
E
f(x) g(x) dx
che induce la norma L2 :√
〈f | f〉 =
√∫
E
f 2(x) dx = ||f ||2
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Proprieta` del prodotto intorno: conseguenze immediate di svariate
proprieta` elementari dell’integrale. Per ogni f g, h ∈ L2(E)
Simmetria 〈f | g〉 = 〈g | f〉
Linearita` 〈f + g | h〉 = 〈f | h〉+ 〈g | h〉
Omogeneita` 〈λf | g〉 = λ〈f | g〉
Positivita` 〈f | f〉 ≥ 0, 〈f | f〉 = 0 ⇐⇒ f = 0 q.d.
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Momenti
Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande
importanza in probabilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il
numero
E(Xn), n ∈ N
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Momenti
Le variabili aleatorie che appartengono a spazi Lp(Ω) hanno grande
importanza in probabilita`.
Il momento di ordine n di una variabile aleatoria X ∈ Ln(Ω) e` il
numero
E(Xn), n ∈ N
Posto µ = E(X) il momento centrale di ordine n e` definito da
E(X − µ)n, n ∈ N
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I momenti si calcolano conoscendo le distribuzioni cumulative di pro-
babilita`
E(Xn) =
∫
R
xndPX(x), E(X − µ)n =
∫
R
(x− µ)ndPX(x)
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I momenti si calcolano conoscendo le distribuzioni cumulative di pro-
babilita`
E(Xn) =
∫
R
xndPX(x), E(X − µ)n =
∫
R
(x− µ)ndPX(x)
Se X ha una densita` fX abbiamo gli integrali di Lebesgue
E(Xn) =
∫
R
xnfX(x)dx, E(X − µ)n =
∫
R
(x− µ)nfX(x)dx
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Varianza
La varianza di una variabile aleatoria e` il momento centrale del
secondo ordine
Var(X) = E (X − E(X))2
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Varianza
La varianza di una variabile aleatoria e` il momento centrale del
secondo ordine
Var(X) = E (X − E(X))2
Posto µ = E(X) abbiamo:
Var(X) = E
(
X2 − 2µX + µ2) = E(X2)−2µE(X)+µ2 = E(X2)−µ2
19/23 Pi?
22333ML232
Varianza
La varianza di una variabile aleatoria e` il momento centrale del
secondo ordine
Var(X) = E (X − E(X))2
Posto µ = E(X) abbiamo:
Var(X) = E
(
X2 − 2µX + µ2) = E(X2)−2µE(X)+µ2 = E(X2)−µ2
Esercizio
Calcolare Var(aX) in termini di Var(X)
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Esercizio
Calcolare la varianza di una variabile aleatoria X con distribuzione
uniforme.
Abbiamo fX =
1
b− a 1[a,b] e sappiamo che µ =
a+ b
2
quindi
Var(X) = E(X2)− µ2 = 1
b− a
∫ b
a
x2dx− (a+ b)
2
4
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Esercizio
Calcolare la varianza di una variabile aleatoria X con distribuzione
uniforme.
Abbiamo fX =
1
b− a 1[a,b] e sappiamo che µ =
a+ b
2
quindi
Var(X) = E(X2)− µ2 = 1
b− a
∫ b
a
x2dx− (a+ b)
2
4
Var(X) =
a2 + ab+ b2
3
− (a+ b)
2
4
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Esercizio
Calcolare la varianza di una variabile aleatoria X con distribuzione
uniforme.
Abbiamo fX =
1
b− a 1[a,b] e sappiamo che µ =
a+ b
2
quindi
Var(X) = E(X2)− µ2 = 1
b− a
∫ b
a
x2dx− (a+ b)
2
4
Var(X) =
a2 + ab+ b2
3
− (a+ b)
2
4
=
(b− a)2
12
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Esercizio
Calcolare la varianza di una variabile aleatoria X con distribuzione
normale.
Abbiamo fX =
1√
2pi σ
exp
(
−(x− µ)
2
2σ2
)
e sappiamo che la media e` µ
quindi
Var(X) =
1√
2pi σ
∫ +∞
−∞
(x− µ)2 exp
(
−(x− µ)
2
2σ2
)
dx
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usando anche questa volta la sostituzione
x− µ√
2σ
= u si ottiene
Var(X) =
σ2√
pi
∫ +∞
−∞
2u2e−u
2
du
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usando anche questa volta la sostituzione
x− µ√
2σ
= u si ottiene
Var(X) =
σ2√
pi
∫ +∞
−∞
2u2e−u
2
du
Integrando per parti:
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usando anche questa volta la sostituzione
x− µ√
2σ
= u si ottiene
Var(X) =
σ2√
pi
∫ +∞
−∞
2u2e−u
2
du
Integrando per parti:∫
2u2e−u
2
du =
∫
u
d
du
(
−e−u2
)
du
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usando anche questa volta la sostituzione
x− µ√
2σ
= u si ottiene
Var(X) =
σ2√
pi
∫ +∞
−∞
2u2e−u
2
du
Integrando per parti:∫
2u2e−u
2
du =
∫
u
d
du
(
−e−u2
)
du = −ue−u2 +
∫
e−u
2
du
22/23 Pi?
22333ML232
usando anche questa volta la sostituzione
x− µ√
2σ
= u si ottiene
Var(X) =
σ2√
pi
∫ +∞
−∞
2u2e−u
2
du
Integrando per parti:∫
2u2e−u
2
du =
∫
u
d
du
(
−e−u2
)
du = −ue−u2 +
∫
e−u
2
du
allora
Var(X) =
σ2√
pi
∫ +∞
−∞
e−u
2
du = σ2
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Osservazione
I momenti centrali di ordine dispari di una variabile aleatoria gaus-
siana sono tutti nulli in quanto gli integrali
E(X − µ)2n−1 = 1√
2pi σ
∫ +∞
−∞
(x− µ)2n−1 exp
(
−(x− µ)
2
2σ2
)
ripetendo la sostituzione precedente conducono all’integrale di una
funzione dispari.
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Osservazione
I momenti centrali di ordine dispari di una variabile aleatoria gaus-
siana sono tutti nulli in quanto gli integrali
E(X − µ)2n−1 = 1√
2pi σ
∫ +∞
−∞
(x− µ)2n−1 exp
(
−(x− µ)
2
2σ2
)
ripetendo la sostituzione precedente conducono all’integrale di una
funzione dispari.
Viceversa si vede che
E(X − µ)2n = (2n− 1)!!σ2n
