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”Il testo che avrei voluto scrivere
Non è di certo questo
Perciò dovrò continuare a scrivere
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Introduzione
L’obiettivo del lavoro svolto in questa tesi è quello di sperimenta-
re l’adozione di tecniche e algoritmi dell’Intelligenza Artificiale per
supportare le operazioni dei medici del Trauma Center dell’ospedale
Maurizio Bufalini di Cesena durante le prime fasi del trattamento del
paziente con trauma grave.
La tesi si colloca all’interno di un più ampio lavoro che ha l’o-
biettivo di integrare Trauma Tracker – un sistema sviluppato presso
l’università Alma Mater Studiorium di Bologna, in collaborazione con
i medici e gli infermieri dell’ospedale Maurizio Bufalini di Cesena, per
il tracciamento del trauma e attualmente in uso nel centro trauma-
tologico del suddetto ospedale - con un sistema per l’analisi real-time
dei dati raccolti sul paziente in cura, al fine di fornire al medico sug-
gerimenti e allarmi ritenuti utili per un processo di cura più rapido ed
efficace. Il sistema Trauma Tracker verrà descritto nel capitolo 2.
Allo scopo in questa tesi è stato sviluppato un sistema informatico
composto da due parti principali: la prima è responsabile di indivi-
duare dei pazienti simili all’ultimo degente arrivato presso il centro
e suggerire ai medici un piano d’azione mentre la seconda cerca di
predire se il paziente sotto trattamento andrà in stato di shock.
La prima parte sarà di aiuto all’inizio del trattamento, quando
i medici dovranno scegliere cosa fare e potranno vedere i risultati
ottenuti dalle varie operazioni effettuate su pazienti simili all’attuale.
Questo sottosistema, basandosi sulle informazioni riguardanti lo
stato iniziale dei vari degenti in cura presso il centro traumatologico
(incluso quello appena arrivato), cerca di trovare dei pazienti simili e
per mostrare la loro risposta alle cure e il rispettivo andamento clinico.
La seconda parte invece sarà utile durante il trattamento per poter
suggerire ai medici quali azioni intraprendere in base alla predizione
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che il paziente vada in stato di shock. Si pensi, ad esempio, alle
possibili conseguenze subite da un paziente, sottoposto ad un esame
TAC; infatti durante questo esame sarebbe impossibile per i medici
agire immediatamente in caso di complicazioni.
Per effettuare queste predizioni il sistema utilizza quasi tutte le
informazioni presenti nei report generati da Trauma Tracker (descritti
nella sezione 2.2.1). Più precisamente le informazioni dei report che
sono state utilizzate da questo sottosistema sono lo stato iniziale del
paziente e l’elenco delle azioni effettuate durante il trattamento.
Questa parte del sistema sviluppato risponderà in tempo reale al-
l’inserimento di nuovi eventi relativi al trattamento del paziente. Inol-
tre sfruttando le informazioni relative ai pazienti precedenti inseriti nel
sistema Trauma Tracker cercherà di predire se il paziente possa andare
o meno in stato di shock.
Questi due sottosistemi sono stati realizzati e, sebbene non siano
ancora completamente integrati con Trauma Tracker, hanno prodotto
dei buoni risultati.
Le validazioni dei due sottosistemi sono molto incoraggianti e fan-
no pensare che con un numero maggiore di dati e qualche piccola
modifica si potrebbe riuscire a fornire al centro traumatologico dell’o-
spedale Bufalini di Cesena degli strumenti utili durante la prima fase




Il primo intervento a cui è sottoposto un paziente che ha subito un
trauma è determinante al fine di aumentare le possibilità di succes-
so del trattamento effettuato sul paziente stesso. In diversi articoli è
stata sottolineata l’importanza della “golden hour” [2, 6] ovvero delle
operazioni effettuate sul paziente durante i primi 60 minuti a parti-
re dal momento dell’incidente e di come queste abbiano una grande
influenza sull’esito globale del trattamento.
Questo termine generalmente sottolinea come la mortalità e la mor-
bidità possano aumentare se non vengono prestate le cure necessarie
nella prima ora dopo l’incidente.
Durante questa fase l’equipe medica è quindi sottoposta ad un
lavoro cruciale e a dei ritmi frenetici che le lasciano poco tempo per
decidere quali azioni intraprendere.
Si pensa che, al fine di aiutare i medici durante il loro intervento,
possa essere utile un sistema informatico che agevoli tutta l’equipe
medica senza essere d’intralcio nel loro lavoro. Per sviluppare questo
sistema al meglio si possono sfruttare i vantaggi ottenuti dall’utilizzo
dell’informatica negli ospedali e in tutto il mondo sanitario a 360o.
Uno di questi vantaggi è rappresentato dagli “electronic medical
record” (EMR) cioè delle strutture dati con all’interno le informazioni
mediche di un paziente.
Anche l’utilizzo di dispositivi wearable ha permesso di ideare solu-
zioni alternative poiché permettono di creare interfacce uomo-computer
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che non siano d’intralcio durante le operazioni che la persona deve
svolgere.
L’università Alma Mater Studiorum di Bologna, in collaborazione
con l’ospedale Maurizio Bufalini di Cesena, ha sviluppato il sistema
Trauma Tracker con l’intento di supportare medici ed infermieri du-
rante le prime fasi della rianimazione di un paziente che ha subito un
trauma (il sistema è descritto nel capitolo 2).
Tra i vari modi possibili in cui progettare il sistema è stato scelto
il paradigma ad agenti. Quest’ultimo appare il più idoneo nell’ambito
dell’eHealth perché permette di migliorare le prestazioni del sistema
sanitario tramite l’infrastruttura informatica.
Per agente si intende un’entità autonoma in grado di percepire
l’ambiente (virtuale o reale) che lo circonda e agire sia in maniera
reattiva (rispondere ad uno stimolo) che proattiva (iniziare un’azione
in maniera autonoma). Se l’agente è inserito in un contesto fisico
è presente, oltre alla componente software, anche una hardware per
permettergli di poter interagire con il mondo che lo circonda.
Il paradigma ad agenti permette, quindi, di costruire dei siste-
mi multiagente in cui ogni servizio è svolto da un singolo agente e
tutti quanti comunicano in maniera proattiva tra di loro, mediante
un’opportuna organizzazione, interagendo anche con l’ambiente che li
circonda.
Secondo [11] un sistema ad agenti può fornire i seguenti vantaggi
ad un’organizzazione sanitaria:
1. gestione dei dati medici: gestire l’accesso, l’integrazione e la con-
divisione dei dati dei pazienti tramite più sorgenti remote per
poter facilitare il lavoro dei dottori oltre che per scopi statistici;
2. sistema di supporto alle decisioni: supportare l’equipe medica
sulle scelte da effettuare;
3. pianificazione e allocazione delle risorse: l’allocazione dei medici
e dei vari professionisti deve essere coerente con le principali
tecniche di pianificazione in modo da ottimizzare le risorse;
4. trattamento remoto: assistere a distanza i pazienti in modo tale
che questi non siano obbligati a spostarsi permettendo quindi, ai
dottori, di monitorare a distanza lo stato di salute dei pazienti.
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Tra tutti i reparti ospedalieri soprattutto quelli d’emergenza ri-
chiedono un’alta reattività, una risposta veloce e coordinata e una
capacità di prendere decisioni in maniera accurata e rapida.
In questi scenari, dunque, la tecnologia ad agenti può aiutare sotto
più punti di vista [5]:
• suggerire la migliore soluzione in maniera proattiva agli opera-
tori umani che hanno poco tempo per decidere quale possa es-
sere la migliore cura a causa del susseguirsi di eventi in maniera
frenetica;
• creare una documentazione accurata della rianimazione del pa-
ziente, in modo da poter migliorare la qualità delle cure. Ripor-
tando [3] ”La qualità delle cure del trauma può essere definita
come ottenere il miglior risultato per un determinato insieme di
circostanze cliniche”;
• aumentare la coordinazione tra i vari partecipanti alla gestione
del trauma.
1.1 Confronto tra pazienti
Si è pensato, in maniera congiunta con i membri del centro traumato-
logico dell’ospedale Bufalini di Cesena, che ottenere dei report relativi
a pazienti simili a quello in cura possa aiutare i medici nelle prime fasi
della rianimazione.
Per questo motivi sono stati ricercati in letteratura degli studi in
cui si affrontasse il problema della comparazione dei segni vitali di due
pazienti generici. Poiché non sono stati trovati studi di questo tipo
si è effettuata una seconda ricerca, di spettro più ampio, spostando il
focus ad un confronto generico tra insiemi di dati.
Confrontare lo stato iniziale di due pazienti è risultato essere un
problema più complesso di quanto non ci si aspettasse poiché in pochi
studi sono stati sviluppati algoritmi in grado di calcolare la similarità
tra dataset non omogenei.
Ad aumentare la complessità di questo confronto è stato il fatto
che non tutti i report avessero le informazioni relative a tutti i cam-
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pi. Infatti sono presenti diversi report in cui lo stato iniziale non è
compilato in maniera esaustiva.
Per effettuare questa comparazione sono state valutate più tecni-
che: una si basava del confronto tra i singoli campi e un’altra confron-
tava l’intero dataset dello stato iniziale.
Per confrontare i singoli campi sono state analizzate varie metri-
che che fossero in grado di valutare la distanza tra insiemi di valori
numerici, categorici e misti[15, 20, 8, 18].
Si è pensato anche di confrontare i dataset degli stati iniziali nel-
la loro interezza mediante l’algoritmo NCD (Normalized Compress
Distance)[4].
La scelta finale è stata quella di confrontare i singoli campi in modo
tale da aver un maggior controllo su di essi potendo inserire eventuali
pesi e gestire in maniera più precisa i campi assenti nel report.
1.2 Predizione di serie temporali
Per poter predire lo stato di shock di un paziente è necessario analiz-
zare tutta la sequenza di eventi relativi al suo trattamento. Quando
si esaminano queste sequenze è importante non dimenticare l’ordine
temporale con i vari eventi si susseguono. Per questo motivo queste
sequenze vengono dette serie temporali.
In letteratura sono stati trovati pochi studi che abbiano analizzato
e implementato sistemi atti a predire serie temporali in ambito medico.
Uno di questi studi è stato presentato in [17] e dimostra l’effica-
cia di una rete neurale ricorrente nel riconoscere un’apnea del sonno
utilizzando solo le informazioni relative al battito cardiaco.
Tale studio, tuttavia, sfrutta le reti neurali per classificare delle
sequenze di dati in varie categorie, ma il problema analizzato non
risulta essere affine a quello che si vuole risolvere in questa tesi.
Un altro studio che cerca di predire delle valutazioni mediche ba-
sandosi su serie temporali è presentato in [19]. In questo caso si cerca
di predire la qualità del sonno utilizzando i dati ottenuti mediante dei




I dati ottenuti mentre il paziente era sveglio sono stati utilizzati per
predire la qualità del sonno. I dati acquisiti quando il paziente dormiva
sono stati confrontati con la predizione effettuata per addestrare e
validare i risultati della rete.
Tuttavia nell’analisi della letteratura si è notata l’assenza di una
base solida di studi nei quali le serie temporali vengono calcolate (e
predette) in base a dati eterogenei e campionati in maniera irregolare.
Per questo motivo è stata necessaria un’analisi approfondita della let-
teratura per trovare almeno uno studio simile a quello svolto in questa
tesi.
Lo studio presentato in [1] ha trattato una problematica molto più
simile a quella affrontata durante questo lavoro poiché ha fornito ad
un ospedale pediatrico un sistema basato su reti neurali ricorrenti in
grado di predire il rischio di mortalità di un paziente durante la sua
permanenza nel reparto di terapia intensiva.
In questo studio sono stati utilizzati come input i parametri vitali,
i farmaci somministrati, le procedure effettuate e i risultati delle prove
di laboratorio.
Ogni input veniva quindi immesso nel sistema solo quando variava
un componente dell’input sopra descritto. Di conseguenza bisogna
sottolineare che in questo studio gli input non hanno una cadenza






Al giorno d’oggi le tecnologie di wearable computing e di eyewear com-
puting hanno raggiunto un livello di maturità tale da poter essere adot-
tate anche in contesti reali permettendo di progettare sistemi innova-
tivi. Ad esempio gli smart glass consentono la creazione di interfacce
uomo-macchina in cui non è necessario l’uso delle mani o distogliere
lo sguardo da ciò che si sta facendo per guardare un monitor.
Lo sviluppo di queste tecnologie permette l’ideazione di nuovi ti-
pi di software personal agents poiché consente di collaborare con i
membri dell’equipe medica senza ostacolarli nel loro lavoro.
Trauma Tracker si appoggia proprio su tecnologie di questo tipo
(tablet e smart glass) al fine di creare un assistente medico digitale
che faciliti l’operato di tutta l’equipe medica durante il suo lavoro nel
trattamento di un paziente appena arrivato al centro. Al momento
l’assistenza è limitata alla creazione del report dell’intervento e alla
generazione di warning nel caso in cui le varie procedure non siano
effettuate correttamente.
Trauma Tracker è un sistema informatico già installato ed opera-
tivo presso il centro traumatologico dell’ospedale Bufalini di Cesena,
centro che si occupa del trattamento di pazienti che hanno subito
un trauma di qualsiasi tipo e che non possono essere trattati in altri
reparti data la gravità del trauma stesso.
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Figura 2.1: Architettura del sistema Trauma Tracker attualmente in
uso; da [5]
2.1 Architettura
Trauma Tracker è stato sviluppato seguendo il paradigma ad agenti.
Questi sono immersi in un ambiente virtuale che viene descritto di
seguito.
L’architettura generale del sistema, rappresentata nella figura 2.1,
è del tipo agent-oriented e service-oriented ed include quattro parti
principali:
• il Personal Medical Digital Assistant Agents (PDMA): presente
in figura con il nome di Trauma Assistant Agent ;
• un insieme di servizi Web-based sviluppati nella rete LAN del-
l’ospedale riportati come GT2 infrastructure;
• un insieme di servizi pervasivi forniti da dispositivi distribuiti
nell’ambiente fisico dell’ospedale, riportati in figura come GT2
pervasive;
• un insieme di web-app, riportate come GT2 apps, che permet-
tono agli utenti di accedere ed interagire con alcuni servizi della
GT2 infrastructure.
Il Trauma Assistant Agent è eseguito sia su dispositivi mobili (ta-
blet) che su dispositivi indossabili (smart-glasses) utilizzati dal team
leader dell’equipe medica (Trauma Leader). L’agente interagisce con
i servizi di GT2 infrastructure e di GT2 pervasive; mentre la GT2
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infrastructure include un insieme di servizi web sfruttati dal Trau-
ma Assistant Agent e dalle web-app. La GT2 pervasive include, al
momento, un insieme di beacon piazzati nelle varie stanze coinvolte
nella gestione del trauma al fine di poter localizzare la stanza in cui è
presente il paziente.
2.2 Funzionalità
Attualmente Trauma Tracker svolge due funzionalità chiave:
• tracking : tenere traccia di ciò che avviene durante il trattamento
del paziente in modo tale da avere un’accurata documentazione
del trauma, automatizzare la creazione e gestione del report e
permettere l’analisi dei dati in un secondo momento;
• assistance: assistere in real time l’operato dell’equipe medica
generando automaticamente avvisi e suggerimenti in base agli
eventi registrati durante l’operazione.
2.2.1 Tracking
La funzionalità di tracking e di creazione automatica dei report è stata
inserita all’interno di Trauma Tracker sia per diminuire il carico delle
operazioni che l’equipe medica deve svolgere durante il trattamento
del trauma che per migliorare la qualità dei report finali.
Ciò avviene perché durante la fase di rianimazione del paziente
si susseguono rapidamente molte operazioni e il soggetto incaricato
di creare il report, avendo anche altri compiti da svolgere durante il
trattamento del paziente, potrebbe non essere in grado di produrre
un lavoro preciso tanto quanto un sistema informatico appositamente
creato.
I report sono dei documenti che contengono all’interno varie infor-
mazioni tra cui quali membri dell’equipe medica sono coinvolti, chi è
il Trauma Leader, la data di inizio e fine dell’intervento, l’Injury Seve-
rity Score (ISS, indicatore della gravità del trauma) per ogni regione
del corpo, le informazione anagrafiche del paziente quali età e genere,
i segni vitali del paziente nel momento in cui arriva presso il centro
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traumatologico e l’insieme di eventi, in ordine cronologico, che si sono
succeduti durante la rianimazione del paziente.
All’interno dei segni vitali sono presenti informazioni riguardanti
i parametri vitali, le vie aeree e la respirazione, l’esame neurologi-
co, la valutazione dei polsi periferici, la presenza di eventuali accessi
vascolari, informazioni su fratture ossee e/o ustioni (se presenti).
Gli eventi invece servono per descrivere meglio il corso delle ope-
razioni e cosa avviene durante il trattamento del paziente. Per que-
sto motivo vengono registrati, tra gli altri, i seguenti tipi di evento:
procedura o manovra effettuata, esame clinico svolto, farmaci som-
ministrati (in maniera continua o singola), acquisizione dei parametri
vitali da monitor, variazione di altri parametri vitali, acquisizione di
documentazione multimediale (foto, video, audio o testo) e cambio di
stanza.
Infine le informazioni riguardanti gli eventi riportano il numero
progressivo, la data e l’ora, il luogo e il tipo di evento; in base alla
tipologia dell’evento riportato sono presenti ulteriori campi necessari
a descrivere meglio l’accaduto (es: risultati di un esame diagnostico,
la quantità di farmaco somministrato, i valori di un parametro vitale
in quel momento e cos̀ı via).
Durante la rianimazione del paziente il Trauma Leader può anche
decidere di inserire foto, video e registrazioni audio da includere nel
report fatte tramite gli smart-glasses che indossa. Queste azioni ven-
gono riportate nel report come eventi ed hanno il rispettivo tipo di
evento.
2.2.2 Assistance
Sfruttando il livello di tracking è stato costruito il livello di assistenza
che in real-time colleziona dati e produce degli avvisi per il Trauma
Leader.
Le regole utilizzate per generare i messaggi di avviso si basano sulle
direttive suggerite dal Trauma Team che sono codificate all’interno del
programma.
Sfruttando il modello BDI (Beliefs, Desires, Intentions) del pa-
radigma ad agenti è stato possibile aggiungere, al livello di tracking,
quello di assistenza in maniera naturale e senza utilizzare forzature.
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Tabella 2.1: Esempio delle regole dell’assistenza di Trauma Tracker
Rule no. Condition Warning
1 Zero Negative Blood ad-
ministered at the time t
but at the time t + 5min
not administered fibrino-




Acid” for 10 secs
2 When administered 3 unit
of zero negative blood





Infatti ogni volta che un evento viene registrato nel livello di trac-
king vengono aggiornati i Beliefs dell’agente (la conoscenza che ha del
mondo che lo circonda) ed eventualmente vengono aggiunti dei piani o
dei timeout nel caso in cui all’evento appena registrato siano associate
delle regole.
Queste regole possono essere dipendenti o meno dal tempo e ser-
vono a generare degli avvertimenti per il Trauma Leader al fine di
suggerire dei compiti da svolgere per rispettare determinate prassi.
Due esempi di queste regole sono riportate in tabella 2.1
Affinché un piano venga attuato si deve verificare che il contesto
in cui la regola è descritta sia concorde con la situazione attuale del
paziente (i Beliefs dell’agente); successivamente il piano verrà eseguito
e sarà generato un nuovo messaggio d’avviso ai Beliefs dell’agente che
sarà notificato al Trauma Leader oppure, in accordo con il piano ese-
guito, verrà rimosso un avviso dai Beliefs rimuovendo anche il relativo
messaggio dal display.
2.3 Uso di Trauma Tracker
I dati acquisiti tramite il sistema Trauma Tracker con la funzionalità
di tracking possono essere riutilizzati per creare ulteriori supporti per
11
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i medici durante le prime fasi della gestione di un paziente arrivato al
centro traumatologico.
Una delle due funzionalità sviluppate in questa tesi permette di
ottenere informazioni sui pazienti simili a quello appena arrivato in
ospedale al fine di dare una prima indicazione ai medici circa l’effet-
to che hanno avuto le azioni effettuate in passato sugli altri pazien-
ti e guidare le prime operazioni sulla base dei dati precedentemente
accumulati.
L’altra funzionalità invece serve a prevedere la possibilità che il
paziente sotto trattamento vada in stato di shock. Quest’informazione
è utile per permettere ai medici di decidere in maniera più consapevole
quali esami effettuare e come procedere nella gestione del trauma.






In vari studi si è notato che, nel trattamento di un paziente che ha
subito un trauma, sono molto importanti le operazioni eseguite dallo
staff medico nella prima ora successiva al trauma.
Per agevolare il lavoro dell’equipe durante la prima ora e dare dei
possibili consigli su quale trattamento effettuare al paziente è stata
implementata una nuova funzionalità di Trauma Tracker che, parten-
do da tutti i pazienti già trattati, riporta al medico quelli più simili
a colui che è appena arrivato. Questo sottosistema si basa sulle dif-
ferenze tra tutti i parametri che descrivono lo stato iniziale dei vari
pazienti.
L’idea di avere una lista di pazienti simili ha suscitato interesse dei
medici dell’ospedale Bufalini che vorrebbero provarla sul campo per
testarne l’utilità. Infatti una funzionalità di questo tipo permetterebbe
a medici con meno esperienza sul campo di avere un feedback sul
trattamento più opportuno da eseguire al paziente.
Inoltre l’unione di database da più ospedali potrebbe permettere
al Trauma Leader di confrontare le proprie idee con quelle di altri
medici, riuscendo, ipoteticamente, ad avere nuovi incipit utili alla cura
del paziente appena arrivato.
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3.1 Metriche
Per calcolare la similarità tra due pazienti sono state sviluppate più
metriche che si differenziano per il modo di combinare la distanza tra
i campi numerici e quelli categorici.
I campi numerici comprendono sia i campi che rappresentano valori
continui (es: la temperatura corporea, pressione sistolica e via dicen-
do) che quei campi che accettano solo un ristretto insieme di valori
ma che è possibile ordinare (es: il grado di ustione, il grado di Gustilo
di una frattura, ecc...).
I campi categorici comprendono sia i campi booleani [8](es: la pre-
senza di battito in un determinato polso) che tutti quei campi in cui
l’operatore deve scegliere tra una serie di possibilità che non posso-
no essere ordinate (es: il tipo di ustione, la decompressione pleurica,
ecc...).
Nel caso in cui un campo sia riempito solo in uno dei due report si
è preferito non effettuare il confronto per i campi numerici ed esclu-
dere il campo stesso in quanto potrebbe portare ad eventuali errori di
valutazione; per i campi categorici, invece, si assume che i campi siano
diversi e quindi verrà aumentata la distanza tra i report. In questo
modo si può considerare vera la seguente equivalenza
pcat 6= qcat ⇐⇒ D(P,Q)cat 6= 0 (3.1)
dove P e Q si riferiscono ai report relativi a due generici pazienti
e con pcat e qcat si considera la sottoparte di report che include solo i
dati di tipo categorico mentre con D(P,Q)cat la distanza degli attributi
categorici per i report P e Q. Questa distanza verrà poi definita in
3.1.2 e in 3.1.3
L’equivalenza corrispondente a (3.1) per la controparte numerica
del report non si può assumere vera poiché, se si considerano due re-
port uguali ad eccezione di almeno un campo numerico presente solo
in un report si otterrebbe comunque D(P,Q)num = 0. Di conseguen-
za nemmeno un’equazione derivata da (3.1) ma che consideri l’intero
report risulta essere vera.
Tuttavia si tratta di casi particolari e quindi si è scelto di ignorare
il problema per evitare di ottenere una distanza maggiore a quella
reale.
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Di seguito vengono descritti due metodi di normalizzazione dei
campi numerici per fare in modo tale che nessuno abbia un peso
maggiore rispetto all’altro.
Infine sono riportate nel dettaglio le due metriche sviluppate (Me-
trica euclidea e Metrica unificata) descrivendo come vengono combi-
nati i campi numerici e quelli categorici.
3.1.1 Normalizzazione
La normalizzazione si applica ai soli campi numerici. Essa è necessaria
per uniformare i valori che hanno range differenti e per evitare che
campi con range più estesi possano avere un’influenza maggiore sul
calcolo del risultato.
• Massimo e minimo.
La normalizzazione che considera il massimo e il minimo (di
seguito MinMax ) risulta essere la più intuitiva in quanto si ri-
portano tutti i valori ad un numero appartenente all’intervallo
[0,1].
Otterremo quindi il valore normalizzato relativo all’i-esimo cam-





Dove per Xi si intende l’insieme dei valori che assume il campo
i-esimo nei vari pazienti, escludendo il valore nullo.
La distanza d(P,Q)i tra due report P e Q si può misurare
attraverso la normalizzazione (3.2) come:




• Media e varianza
Un altro modo per normalizzare i valori dei campi numerici con-
siste nell’utilizzare la media e la varianza come proposto in [18].
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In questo caso la differenza tra i due valori analizzati non è di-
visa per l’ampiezza dell’intervallo di appartenenza dei dati ma
per la varianza dei dati stessi.
In questo caso non si ha la garanzia che i risultati siano com-
presi tra 0 e 1, invece viene dato maggior peso al percentile in
cui si trova il valore del campo che si sta calcolando, consideran-
do quanto questo sia anomalo in relazione con quelli degli altri
pazienti.






Dove per E(Xi) si intende la media dell’insiemeXi e per V ar(Xi)
la relativa varianza.
La formula per calcolare la distanza d(P,Q)i tramite la norma-
lizzazione (3.4) è la seguente:




Nel seguito della tesi questa normalizzazione verrà chiamata
MeanVariance.
3.1.2 Metrica euclidea
Per i valori categorici la metrica euclidea è stata definita come segue:
d(P,Q)i =
{
0, se xP,i = xQ,i,
1, se xP,i 6= xQ,i.
(3.6)
In cui xP,i 6= xQ,i comprende anche il caso in cui uno solo dei due
campi non è presente nel report.
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Dove N corrisponde al numero totale di campi (categorici e nume-
rici) e Ncomp il numero di campi comparati ovvero la somma dei campi
numerici presenti in entrambi i report e quelli categorici presenti in
almeno uno dei due.
In questo caso quindi sono stati sommati indistintamente tutti i
campi numerici e categorici, successivamente il risultato è stato nor-
malizzato per il numero di campi confrontati in modo tale da non
penalizzare una coppia di report per la quale sono stati esaminati più
campi. Questo accadrebbe poiché d(P,Q)2i ≥ 0 per ogni coppia di
report P e Q.
Si è pensato di considerare la più generica distanza di Minkowski1
ma come riportato in [18] i risultati migliori si sono ottenuti per n = 2
ovvero utilizzando la distanza euclidea.
3.1.3 Metrica unificata
Uniformare i campi categorici a quelli numerici per il calcolo della
similarità tra due dataset generici non porta sempre a dei buoni ri-
sultati, come dimostrato in [15]. Per questo motivo la distanza totale
tra i due report è stata ottenuta come una combinazione di due me-
triche distinte: una utilizzata per i campi numerici e l’altra per quelli
categorici.
La metrica utilizzata per i campi numerici è tratta da [16] e ripor-
tata in [18] poiché sono stati ottenuti risultati migliori nel determinare
la distanza percepita tra due vettori numerici. Di seguito è riportata
la formula:
D(P,Q)num = 1− exp(−d(P,Q)τnum) (3.8)
Dove τ è un parametro libero che è stato posto a 1 nell’implementazio-
ne della metrica, mentre d(P,Q)num è la distanza euclidea normalizza-
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dove Nnum è il numero di campi numerici totali e Ncomp,num è il
numero di campi numerici confrontati.
Per i campi categorici è stata considerata la misura di similarità









dove Pcat e Qcat rappresentano rispettivamente l’insieme dei campi
categorici dei report P e Q, |Pcat
⋂
Qcat| indica il numero di campi
comuni tra i due pazienti, a è un parametro libero e |Pcat − Qcat|
rappresenta la differenza tra i due insiemi, ovvero il numero di campi
diversi tra i report P e Q.
In base ai risultati ottenuti in [20] si è scelto di porre a = 1 e quindi
di utilizzare la metrica di similarità di Simpson2 che in questo caso,
potendo applicare le stesse ipotesi presenti in [20], coincide anche con
il secondo coefficiente di Kulczyński3.
Per rendere la misura simmetrica |Pcat − Qcat| è sostituita con
|(Pcat − Qcat)
⋃
(Qcat − Pcat)| considerando sia i campi presenti in
Pcat e non in Qcat che il viceversa ed ottenendo quindi la differenza
simmetrica degli insiemi Pcat e Qcat (Pcat∆Qcat).
Per ottenere una metrica che possa quindi misurare la differenza,
e non la somiglianza, (3.10) è stata modificata in:





























Y |+ |Y −X|
)
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dove df è pari al numero dei campi categorici più 1.
Sostituendo le funzioni di similarità con le metriche che definiscono
la distanza e considerando che non è necessaria un’ulteriore normaliz-
zazione poiché queste sono già realizzate nelle due metriche si ottiene
quindi:
D(p, q) = D(p, q)num +D(p, q)cat (3.13)
3.2 Pesi
Durante lo sviluppo della tesi si è tenuta in considerazione l’ipotesi di
pesare i vari campi in modo tale da dare un peso maggiore a quelli
ritenuti più importanti.
Per introdurre dei pesi nei campi numerici sarebbe sufficiente mol-






dove wi corrisponderebbe al peso dell’i-esimo campo.






Un discorso analogo potrebbe essere fatto nelle formule (3.4) e (3.5)
per la normalizzazione rispetto alla media e alla varianza.
Bisogna ricordare che, nel momento in cui venissero introdotti dei
pesi, bisognerebbe anche andare a modificare (3.7) e (3.9) in modo
tale che la normalizzazione non sia più rispetto al numero di campi
confrontati ma rispetto alla somma dei pesi di questi campi.
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Per pesare i campi categorici, invece, si potrebbe sostituire in (3.11)
il conteggio dei campi (uguali o differenti) con la somma dei pesi asso-
ciati ad ogni campo. In questo caso non sarebbero necessarie ulteriori
modifiche alla formula.
Tuttavia durante un incontro con il Dott. Gamberini si è scelto di
non inserirne nessuno per evitare un possibile condizionamento umano
sull’operato del programma.
Ciò non esclude comunque la possibilità di determinare automati-
camente quali siano i campi più rilevanti in base alla distribuzione dei
valori in tutto il database come è stato fatto in [15].
3.3 Algoritmo sviluppato
Per effettuare il controllo in maniera esatta e trovare con precisione i
pazienti più simili al nuovo arrivato è stata calcolata la distanza tra
questo e coloro già presenti nel database.
Inizialmente era stata presa in considerazione l’ipotesi di effettuare
un clustering tra i pazienti già esistenti in modo tale che, nel momento
in cui ne arrivasse un nuovo degente, sarebbe necessario effettuare un
numero minore di confronti.
Successivamente, dato il numero esiguo di pazienti e di campi da
confrontare, quest’idea è stata scartata poiché un’eventuale euristica
avrebbe potuto escludere dei pazienti affini a quello sotto esame, in-
troducendo un errore. Tuttavia, dalle prove svolte si è notato che il si-
stema risultava essere molto veloce anche confrontando tutti i pazienti
e quindi, al momento, l’euristica non risulta essere necessaria.
Si sarebbe rischiato infatti di ottenere un calo delle performan-
ce dovuto all’aggiunta di questa fase di pre-processing dei dati che
non sarebbe riuscita a bilanciare il guadagno ottenuto diminuendo il
numero di confronti da effettuare.
Per questi motivi l’algoritmo sviluppato è risultato essere molto
semplice una volta definita con precisione la metrica da utilizzare per
il confronto.
Di seguito è riportata la sequenza di istruzioni che viene utilizzata
per calcolare la distanza tra il nuovo paziente ed un singolo paziente
del database.
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Innanzitutto è stata creata un’interfaccia Metric che all’interno ha
i seguenti tre metodi: computeNumbersDistance, computeObjectsDi-
stance e computeFinalDistance. Quest’interfaccia è stata implemen-
tata da due classi, una per ogni metrica presentata nello studio.
Per ogni gruppo di valori viene richiamata una funzione che effettua
il confronto tra tutti i campi che appartengono a tale gruppo. Per
ciascun campo viene poi richiamata una funzione differente in base
al tipo di dati che si vogliono confrontare: computeNumbersDistance
per i campi numerici piuttosto che computeObjectsDistance nel caso
di campi categorici.
Entrambe le funzioni non restituiscono nulla poiché la distanza
calcolata, relativa al singolo campo, è memorizzata all’interno della
classe che implementa l’interfaccia Metric.
La funzione computeNumbersDistance ha come parametri il fattore
di normalizzazione, che cambia in base a quello scelto nell’interfaccia
grafica e i due parametri relativi ai valori del campo nel paziente nuovo
e nel paziente presente nel database. Questi due parametri sono gli
unici della funzione computeObjectsDistance.
Dopo che tutti i campi sono stati confrontati viene richiamata la
funzione computeFinalDistance. Quest’ultima calcola la distanza to-
tale tra i due pazienti presi in esame in base alle distanze memorizzate
all’interno della classe durante tutto il confronto.
Questi calcoli vengono iterati con tutti i pazienti presenti nel da-
tabase in modo tale da poterli ordinare in base alla somiglianza con
l’ultimo degente arrivato in reparto.
La descrizione dell’architettura di questa componente e di come si
potrebbe interfacciare con Trauma Tracker è fornita nel paragrafo 5.1.
3.4 Validazione dei risultati
Per validare i risultati sono stati estratti in maniera aleatoria 16 report
dal database dell’ospedale, di questi uno è stato considerato il paziente
appena arrivato in reparto mentre gli altri 15 sono stati inseriti in un
nuovo database.
Il database di partenza contiene i report dei pazienti registrati da
quando è stato installato Trauma Tracker fino al 24 aprile 2018.
21
CAPITOLO 3. METRICHE PER L’IDENTIFICAZIONE DI
PAZIENTI SIMILI
Si è creato un database di dimensioni ridotte in modo tale che possa
essere analizzato completamente da un medico senza che l’operazione
richieda troppo tempo.
La riduzione del database ha però un risvolto negativo: avendo
meno dati i fattori di normalizzazione si basano su un campione mi-
nore e quindi hanno una precisione inferiore rispetto a quelli ottenuti
considerando l’intero database.
Per validare i risultati è stato chiesto al Dott. Emiliano Gamberini
del centro traumatologico dell’ospedale Bufalini di Cesena di stilare
una classifica dei pazienti presenti nel secondo database che vada dal
più simile al più differente rispetto al paziente preso come riferimento.
Di seguito sono riportati i risultati delle due metriche utilizzando
le normalizzazioni implementate.
















doveN rappresenta il numero di pazienti, Cd rappresenta la classifi-
ca stilata dal medico, Cs la classifica calcolata dal sistema mentre Cd(i)
e Cs(i) restituiscono la posizione dell’i-esimo paziente rispettivamente
nella classifica del medico e in quella del sistema.
La funzione (3.17), utilizzando il quadrato dello scostamento, ri-
salta maggiormente gli errori più rilevanti effettuati dal sistema.
Considerando N pari a 15 e due classifiche opposte tra loro (il
primo in una è l’ultimo nell’altra, il secondo è penultimo e cos̀ı via) la
funzione definita in (3.16) restituirebbe 7,5 mentre quella che considera
il quadrato delle distanze (ovvero (3.17)) restituirebbe un valore pari
a 74,7.
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Tabella 3.1: Risultati della validazione per la metrica euclidea
Id paziente Medico MinMax MeanVariance
20170612-203351 1 4 3
20180412-022951 2 8 6
20180422-212014 3 2 2
20180120-103751 4 1 1
20180329-211303 5 11 9
20171228-134747 6 7 4
20180126-000450 7 12 12
20180210-165729 8 5 10
20180310-015132 9 6 11
20180118-012811 10 9 7
20170919-071524 11 3 5
20170831-225801 12 14 15
20170515-143945 13 15 13
20170422-121200 14 13 14
20170807-221441 15 10 8
3.4.1 Metrica euclidea
Nella tabella 3.1 sono riportati: l’identificativo del paziente, la posi-
zione del paziente nella classifica stilata dal medico, la posizione nella
classifica ottenuta utilizzando la normalizzazione MinMax e la posi-
zione nella classifica derivante dalla normalizzazione MeanVariance.
La metrica utilizzata in entrambi i casi è quella euclidea.
Si può notare in ambedue i casi che tre dei cinque pazienti più
simili, secondo il medico, a quello appena arrivato sono presenti nelle
prime cinque posizioni definite dal sistema informatico.
Utilizzando la normalizzazione MeanVariance il paziente più si-
mile risulta essere il terzo della classifica; con MaxMin questo viene
riportato in quarta posizione.
Applicando la funzione d’errore (3.16) alle classifiche ottenute dal
sistema si ottiene un errore pari a 3,3 per la normalizzazione MaxMin
e 2,9 per la normalizzazione MeanVariance.
Calcolando l’errore secondo (3.17) la normalizzazione MaxMin ot-
tiene un valore pari a 15,6 mentre quella MeanVariance ha un pun-
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Tabella 3.2: Risultati della validazione per la metrica unificata
Id paziente Dottore MinMax MeanVariance
20170612-203351 1 4 4
20180412-022951 2 5 6
20180422-212014 3 6 7
20180120-103751 4 1 1
20180329-211303 5 8 9
20171228-134747 6 3 3
20180126-000450 7 12 12
20180210-165729 8 11 11
20180310-015132 9 12 13
20180118-012811 10 2 2
20170919-071524 11 9 10
20170831-225801 12 15 15
20170515-143945 13 10 8
20170422-121200 14 14 14
20170807-221441 15 7 5
teggio di 12,4.
Si nota quindi, per la metrica euclidea, che la normalizzazione
basata sulla varianza funziona meglio e riesce ad ottenere dei buoni
risultati poiché per ogni paziente si ottiene un errore medio minore a
tre posizioni.
3.4.2 Metrica unificata
Per validare i risultati ottenuti con la metrica unificata è stata compi-
lata la tabella 3.2 (simile alla tabella 3.1) in cui sono riportati i dati
ottenuti utilizzando la metrica unificata.
Dai risultati riportati si nota che nelle prime cinque posizioni della
classifica ottenuta con MinMax sono presenti sia i primi due pazienti
più simili secondo il medico che il quarto. Invece, con la normaliz-
zazione MeanVariance, nelle prime cinque posizioni è presente solo il
primo e il quarto paziente della classifica stilata dal Dott. Gamberini.
In entrambi i casi il paziente più simile è stato relegato alla quarta
posizione.
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Calcolando l’errore mediante la funzione (3.16) si ottiene un valore
pari a 3,5 per la normalizzazione MaxMin mentre la MeanVariance ha
ottenuto una valutazione pari a 4. Utilizzando invece la funzione errore
(3.17) i valori ottenuti dalle due normalizzazioni sono, rispettivamente,
pari a 16,5 e 21,6.
L’errore commesso da entrambe le normalizzazioni che ha pregiu-
dicato maggiormente la bontà della metrica è stato quello relativo al
paziente 20180118-012811 che è stato posizionato al secondo posto
della classifica quando avrebbe dovuto occuparne il decimo.
Analizzando i due report si è notato come non sia stato possibile
confrontare nessun campo numerico, mentre solo in un terzo dei campi
categorici uno dei due report aveva un valore non nullo.
Di conseguenza questo comportamento anomalo potrebbe essere
corretto inserendo una penalità per i campi non confrontabili poiché
con le attuali metriche questi campi sono semplicemente ignorati.
3.4.3 Commenti generali
I risultati ottenuti dalle validazioni non sono dei migliori ma bisogna
sempre considerare che è stato utilizzato un database ridotto che non
ha garantito una buona normalizzazione dei valori numerici.
Inoltre si suppone che, con un numero maggiore di report, anche se
quelli riportati dal sistema non fossero i più simili al paziente appena
arrivato possano comunque essere di interesse per i medici del centro
traumatologico.
Tuttavia potrebbe essere comunque interessante applicare questo
sottosistema nella realtà per verificare se apporti o meno dei vantaggi
nell’operato dei medici.
Un altro aspetto degno di nota è la differenza tra quale delle due
normalizzazioni sia risultata migliore in base alla metrica utilizzata; in-
fatti in un caso MaxMin ha riportato i valori migliori mentre nell’altro
è stata la normalizzazione MeanVariance ad avere l’errore minore.
Complessivamente questo sottosistema presenta risultati interes-
santi e che potrebbero essere migliorati applicando dei pesi ai singoli
campi, come definito in [15], in modo tale da far risaltare maggior-
mente i campi che apportano una maggiore quantità di informazione
e migliorare i risultati ottenuti.
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Previsione dello stato di
shock
Un’altra funzionalità utile ai medici durante il loro operato è quella di
prevedere se il paziente attualmente in cura potrebbe andare in uno
stato di shock.
Questa funzionalità è stata richiesta dai medici dell’ospedale Bufa-
lini soprattutto per prevenire situazioni d’emergenza durante un esame
TAC che impedirebbe un pronto intervento per cercare di ripristinare
una situazione migliore.
4.1 Reti neurali ricorrenti
Le reti neurali artificiali sono dei modelli matematici utili a risolvere
vari problemi ingegneristici di intelligenza artificiale. Il loro nome è
dovuto alla somiglianza tra il modello matematico e le reti neurali
biologiche che presentano tutti gli animali.
Le reti neurali sono formate da neuroni artificiali ovvero strutture
dati con all’interno un valore numerico, raggruppati in più livelli. Ogni
neurone è presente in uno e un solo livello ed è collegato ai neuroni
(tutti o una parte) del livello successivo. In questo modo l’informa-
zione si propaga dal livello di input a quello di output muovendosi
in avanti (per questo motivo sono anche dette feedforward networks).
Una rappresentazione grafica di queste reti è presente nella figura 4.1.
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Queste reti vengono utilizzate per tutti i problemi in cui ogni in-
put è indipendente dal successivo e non ci sono correlazioni temporali
tra essi, un caso d’uso frequente delle reti neurali feedforward è la
classificazione di immagini.
Figura 4.1: Topologia delle reti neurali feedforward
Queste reti non hanno la capacità di immagazzinare dei dati e
quindi non sono utili nell’analisi di sequenze di dati. Per superare
questa impasse sono state sviluppate le reti neurali ricorrenti.
Se invece all’interno della rete almeno un neurone è collegato a sé
stesso o ad un altro neurone dello stesso livello o di un livello preceden-
te la rete si dice ricorrente. Questo collegamento forma un ciclo che
consente alla rete di memorizzare gli input ricevuti ed utilizzare que-
ste informazioni per calcolare il nuovo output. Una rappresentazione
grafica di queste reti è presente nella figura 4.2.
Quest’ultime (Recurrent neural network, di seguito RNN) sono uti-
lizzate quando gli input non sono indipendenti tra di loro ma rappre-
sentano i vari stati nel tempo di una determinata sequenza; per questo
motivo queste reti si rilevano utili, ad esempio, nell’elaborazione del
parlato.
Tutte le reti neurali, prima di poter essere applicate ai sistemi
reali devono essere addestrate tramite delle coppie input-output. Per
ognuno di questi esempi si inserisce l’input nella rete, si confronta
l’output prodotto dalla rete con quello esatto (che si vorrebbe ottenere)
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Figura 4.2: Topologia delle reti neurali ricorrenti; da [7]
e si propaga all’indietro la differenza tra i due output, in altre parole,
l’errore.
4.1.1 LSTM-RNN
La Long short-term memory - RNN (di seguito LSTM-RNN) è una
tipologia di reti ricorrenti presentata da Sepp Hochreiter e Jürgen
Schmidhuber in [10].
Il vantaggio di questa rete è che non soffre del problema della
scomparsa del gradiente, ovvero l’appiattimento della funzione di re-
tropropagazione dell’errore che causa difficoltà nel momento in cui si
vuole addestrare la rete.
Le reti LSTM inoltre contengono, oltre al normale flusso di dati
della rete ricorrente, ulteriori informazioni che vengono salvate in delle
celle gated. Questi dati possono essere memorizzati, scritti o letti da
altre celle, ottenendo un comportamento simile a quello della memoria
di un computer.
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Sono poi le celle stesse, durante l’addestramento, a decidere cosa
memorizzare e quando permettere lettura, scrittura e cancellazione
tramite dei gate che si aprono e chiudono.
Tuttavia, diversamente dalle celle di memoria del computer, che
sono digitali, questi gate sono analogici, implementati tramite il pro-
dotto di sigmoidi1, funzioni che appartengono all’intervallo ]0, 1[, che
permettono una migliore retropropagazione dell’errore rispetto a dei
gate digitali.
Questi gate, come i nodi delle reti neurali, variano il loro comporta-
mento in base ai segnali, pesati, ricevuti dagli altri neuroni e in base ai
loro valore di soglia bloccando o facendo passare l’informazione. Que-
sti pesi e valori vengono modificati durante la fase di apprendimento,
come avviene in tutte le reti neurali. Il modo in cui l’informazione
fluisce attraverso le varie celle e i vari gate è mostrato nella figura 4.3.
Figura 4.3: Funzionamento delle celle di una rete LSTM-RNN; da [10]
Questa è la tipologia di rete usata negli studi [1],[19] e [17] illustrati
nel paragrafo 1.2.
Inoltre questa rete è stata anche utilizzata in altri studi relativi ad
ambiti differenti da quello medico.
Ad esempio, nello studio effettuato in [9] è stata utilizzata una
LSTM-RNN in ambito industriale per ottenere un indicatore della
salute di alcuni supporti. Nonostante la differenza di ambito, si nota
comunque una certa analogia con il caso analizzato in questa tesi.




essere pure utilizzate delle varianti.
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Invece nello studio effettuato in [21] è stata sviluppata una LSTM-
RNN modificata per riuscire ad ottenere delle previsioni meteorologi-
che a breve termine. In questo caso si sono ottenuti dei buoni risultati
che hanno dimostrato l’affidabilità di questo tipo di rete.
Per avere una visione più dettagliata delle LSTM-RNN e dei casi
in cui vengono applicate si può consultare la review svolta da Lipton
([14]) in cui vengono analizzate varie RNN per l’apprendimento di
sequenze.
4.2 LSTM-RNN in Trauma Tracker
In questo lavoro è stata quindi sviluppata una rete di tipo LSTM-RNN
per cercare di predire l’eventualità che un paziente vada in stato di
shock.
Uno dei problemi inizialmente sollevato dai medici dell’ospedale
Bufalini era quello relativo al rischio di un possibile stato di shock del
paziente durante un esame TAC. Considerando la durata media di ta-
le esame, si è deciso di scegliere il tempo di 15 minuti come orizzonte
temporale rispetto al quale il sottosistema deve valutare il possibi-
le stato del paziente. Quest’intervallo di tempo è stato determinato
effettuando una ricerca riguardo la durata media di questo tipo di
esame.
La rete andrà ad analizzare solo una porzione degli eventi che ver-
ranno man mano inseriti nel report generato da Trauma Tracker (ri-
portati nel paragrafo 2.2.1) in quanto alcuni sono stati considerati
irrilevanti e non modificano la probabilità che un paziente possa an-
dare in stato di shock. Alcuni di questi eventi scartati sono il cambio
di stanza o di Trauma leader.
In generale si è voluto creare un sistema simile a quello presentato
in [1] data la somiglianza tra i due casi. Per questo motivo sono stati
riportati gli eventi relativi a procedure, farmaci, esami diagnostici e
parametri vitali.
Lo scopo della rete è quindi quello di stabilire se il paziente andrà o
meno in stato di shock per ogni evento che riceverà in input, ricordando
l’andamento degli eventi precedenti grazie alla sua struttura.
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In questo modo si cercherà di fornire un assistente informatico che
possa supportare e consigliare i membri dell’equipe medica su quali
procedure effettuare e quali farmaci somministrare nel caso in cui si
preveda una degenerazione delle condizioni cliniche del paziente sotto
esame.
La struttura della rete e l’organizzazione dell’input è descritta in
maniera più approfondita nei paragrafi seguenti.
4.3 Implementazione della rete
Per vari motivi non è stata implementata una rete da zero ma si è
partiti da un framework in cui fossero già implementate reti neurali
di tipo LSTM-RNN e che si potessero parametrizzare in base alle
esigenze.
Data la necessità di implementare l’intero sistema nel linguaggio
Java (motivo per cui è stata escluso TensorFlow), consentendo even-
tuali parallelizzazioni e garantendo un facile trasporto del calcolo della
CPU alla GPU, la scelta è ricaduta sul framework Deeplearning4j [22]
poiché soddisfa queste caratteristiche.
Questo framework ha il vantaggio di essere riutilizzabile in altri
linguaggi quali C++, python e tutti quelli basati sulla JVM. Inoltre
è ben documentato ed è open-source, caratteristiche che ne facilitano
l’apprendimento e l’utilizzabilità.
La rete è organizzata in maniera analoga a quella realizzata in [1]
ma si è cercato di semplificare la struttura dato il minor numero di dati
che non permetterebbe di effettuare un addestramento con la stessa
efficacia.
4.3.1 Struttura della rete
La rete è quindi organizzata in tre livelli:
1. il livello di input è formato da 74 neuroni, numero pari agli
elementi del vettore di input (descritto nel paragrafo 4.3.3);
2. il livello hidden ha al suo interno 50 neuroni; questo numero è
stato scelto in modo tale da mantenere la stessa proporzione tra
input e hidden utilizzata in [1];
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3. il livello di output è composto da 2 neuroni, corrispondenti alle
classi Non shockato e Shockato che rappresentano il possibile
stato del paziente.
Con questa configurazione della rete sono presenti circa 46.000 pa-
rametri da configurare correttamente per ottenere delle buone presta-
zioni.
Nella rete i parametri vengono inizializzati con dei valori stocastici
che rispettano la distribuzione normale con media pari a 0 e varianza
posta a 1.
Questi parametri vengono poi aggiornati mediante l’algoritmo Adam.
Si è scelto questo metodo tra i vari poiché in [12] è risultato essere il più
performante nell’aggiornamento dei pesi delle reti neurali. Il learning
rate utilizzato è quello proposto in [12].
La funzione di attivazione del livello di input e del livello hidden è
la softsign (riportata in (4.1)) poiché in [13] risulta essere la funzione






Come si può notare in figura 4.4 la funzione softsign è quella che si
satura meno velocemente, in questo modo l’algoritmo di backpropa-
gation sarà più efficace consentendo alla rete di imparare più in fretta
e con meno dati in ingresso.
Per il livello di output è stata scelta la funzione di attivazione soft-
max (riportata in (4.2)) che è la più utilizzata in tutte le applicazioni
nel livello di output. La peculiarità di questa funzione è che restitui-
sce, per ogni neurone, un valore compreso nell’intervallo ]0, 1] e che





j = 1, ..., K (4.2)
dove K è il numero dei neuroni di output e j è il neurone di cui si sta
calcolando il valore.
Seguendo gli esempi forniti dal framework si è deciso di settare la
negative log likelihood (riportata in (4.3)) come loss function2 della
2Funzione che indica la differenza tra i valori predetti e quelli reali
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Figura 4.4: Confronto tra funzioni di attivazione; da [13]
rete.















y(i) log (φ(i)) + (1− y(i)) log (1− φ(i)) (4.3)
4.3.2 Pre-processing
Prima di inserire i dati nella rete si effettua un confronto per verificare
che l’evento registrato da Trauma Tracker produca una variazione dei
dati presenti nel vettore di input. Questo avviene nel momento in
cui si verificano degli eventi che non sono registrati nella struttura di
input (es.: cambio di stanza, scatto di una foto, ecc...).
Un evento definisce l’inizio dello stato di shock del paziente quando
a quest’ultimo è somministrato uno dei seguenti farmaci: adrenalina,
noradrenalina, dopamina, cristalloide, colloidi, emazie concentrate, so-
luzione ipertonica. Questa lista è stata fornita dai medici dell’ospedale
Bufalini.
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Nel caso in cui un paziente non vada in stato di shock durante
la fase di rianimazione tutti gli eventi (significativi) vengono immessi
nella rete neurale.
Se, invece, il paziente dovesse andare in stato di shock durante
il trattamento ricevuto in reparto non sarebbero immessi nella rete
tutti gli eventi successivi alla somministrazione di uno dei farmaci
sopra riportati. Questi eventi vengono scartati poiché sono ininfluenti
rispetto alla possibilità che un paziente vada in stato di shock.
4.3.3 Input
L’input è rappresentato da un vettore che unisce i seguenti dati:
• Segni vitali: in questa sezione vengono riportati tutti i parametri
che possono evolvere nel corso dell’intervento, per questo motivo
sono stati esclusi i valori sulle ustioni e sulle fratture; sono invece
stati inclusi i parametri vitali, i dati degli esami neurologici, le
rilevazioni dei polsi, gli accessi vascolari e i dati sulle vie aeree e
sulla respirazione;
• Procedure: in questa sezione viene riportato solo l’identificativo
della procedura che viene effettuata. Nel caso in cui si tratti di
una procedura protratta nel tempo si riporta sia l’evento in cui
si definisce l’inizio che quello in cui viene definita la fine;
• Esami diagnostici: per ridurre la quantità di informazioni in-
serite nella rete neurale sono riportati solo gli esami per cui si
hanno risultati numerici che possono essere inseriti nella rete,
per questo motivo vengono considerati soltanto l’emogasanalisi
e l’esame ROTEM;
• Farmaci: nella sezione dei farmaci sono stati creati vari campi,
uno per ogni farmaco somministrabile in maniera continua nel
tempo in cui si riporta la quantità del determinato farmaco som-
ministrato in quel momento, inserendo 0 se non è somministrato.
Oltre a questi campi sono presenti due campi relativi ai farmaci
”one-shot”, uno in cui viene riportato il farmaco e l’altro in cui
è espressa la relativa quantità.
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Sia i campi dei segni vitali che quelli degli esami diagnostici ven-
gono riportati ad ogni passo. Se non si hanno nuove informazioni si
riutilizzano i valori degli input precedenti perché si assume, come in [1],
che le misurazioni sono effettuate solo se ci si aspetta delle variazioni.
Poiché tutti i dati devono essere uniformi tra loro è necessario
definirne un tipo in cui tutti i valori possano essere convertiti. Per
questo motivo si è optato per il tipo double e sono state effettuate le
seguenti conversioni per omogenizzare i dati: i campi numerici sono
stati trasformati in double senza effettuare modifiche; i campi booleani
sono stati trasformati in 0 se il loro valore fosse false, altrimenti in 1
nel caso in cui valgano true; i campi Enum sono stati trasformati in
double utilizzando il metodo ordinal ; invece ai campi di tipo String in
cui all’interno è presente del testo è stato calcolato il valore di hash
ed è stato utilizzato questo come input. A tutti i campi nulli è stato
sostituito -100 poiché non è un valore che potrebbe essere presente nei
vari campi.
Dato che la rete è ricorrente bisogna tenere in considerazione la
correlazione tra gli input immessi nella rete. Per questo motivo nel-
la rete vengono inseriti blocchi di input in modo tale da immettere
insieme, e nel giusto ordine, tutti i vettori relativi allo stesso paziente.
Alla fine quindi risulta che l’input della rete è un vettore bidimen-
sionale di elementi di tipo double in cui in ogni colonna c’è lo stato
del paziente in un determinato momento mentre nelle righe si possono
vedere gli andamenti dei vari valori nel corso del tempo. In figura 4.5
è riportata la matrice che rappresenta i dati di input per ogni singolo
paziente.
4.3.4 Output
L’output rappresenta la possibilità che un paziente vada in stato di
shock nei 15 minuti successivi all’ultimo evento registrato.
Il problema potrebbe essere considerato sia come classificazione
in due classi (Shockato e Non shockato) che come una regressione
rispetto alla funzione che indica la probabilità che il paziente vada in
stato di shock nell’intervallo di tempo considerato. Un’altra visione
del problema potrebbe essere quella in cui la rete neurale individui il
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Figura 4.5: Struttura dei dati dopo il pre-processing; tratta da [1]
tempo entro il quale il paziente possa andare in shock, considerando
un tempo massimo oltre al quale considerare il paziente non a rischio.
Data la bassa quantità di dati si è deciso di effettuare una classifi-
cazione più che una regressione della probabilità che il paziente vada
in stato di shock o una previsione del tempo entro il quale ciò potreb-
be avvenire. Questo perché il problema della classificazione è il più
semplice per la rete neurale e quindi quest’ultima necessita meno dati
per poter apprendere correttamente ad elaborare l’input.
Per stabilire a quale delle due classi appartenga il paziente si va-
lutano i risultati presenti nei due neuroni di output. Il primo neurone
indica la possibilità che il paziente non vada in stato di shock; viceversa
per il secondo neurone.
Di conseguenza la classificazione viene effettuata scegliendo la clas-
se corrispondente al valore più alto tra i due. I valori presenti nei neu-
roni di output potrebbero essere utilizzati anche per calcolare la proba-
bilità che il paziente vada in stato di shock; data la bassa accuratezza
si è preferito rimandare questo calcolo, che richiede un’accuratezza
maggiore, ad un momento successivo.
4.3.5 Allenamento
Il database utilizzato in questa tesi ha all’interno i dati dei pazienti
ricoverati presso il centro traumatologico dell’ospedale Bufalini fino al
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24 aprile 2018. È composto da 281 pazienti di cui 161 hanno subito
uno shock durante la rianimazione.
La rete è stata allenata utilizzando l’80% del database sopra de-
scritto. La restante parte dei dati è stata utilizzata successivamente
per effettuare la validazione della rete.
I pazienti utilizzati sono stati scelti in base all’ordine presente nel
database senza aggiungere una componente stocastica nella scelta di
quale utilizzare per questa fase. Si è deciso di operare in questo modo
dato che i pazienti finiti in stato di shock erano già sparsi nel database
e non raggruppati in un solo settore.
Sono stati utilizzati i dati di 225 pazienti ottenendo circa 1100
eventi per addestrare la rete. Si ha quindi una media poco superiore
a 4 eventi significativi prima che il paziente vada in stato di shock.
Questo numero cos̀ı basso di eventi per paziente è dovuto al fatto
che, essendo il centro traumatologico dell’ospedale Bufalini uno dei
più importanti della zona, molti pazienti arrivano in condizioni cri-
tiche quando lo shock è imminente, con poco margine temporale di
intervento e prevenzione da parte dei medici.
Inoltre dato che il sistema Trauma Tracker è stato introdotto da
poco tempo non sono stati registrati numerosi pazienti nel database.
Inoltre è importante evidenziare che è stato necessario un periodo di
tempo rilevante prima che Trauma Tracker venisse utilizzato a pieno
regime.
4.4 Validazione dei risultati
Data la bassa quantità di dati presenti nel database rispetto ai para-
metri della rete non è stato possibile addestrarla in maniera adeguata.
Come riportato nella pagina del framework utilizzato in cui ven-
gono descritte le reti di tipo LSTM-RNN3 è necessario, per avere una
rete di buona qualità, che il numero di esempi sia maggiore di quello
dei parametri. In questo caso, invece, il numero di parametri è circa
40 volte più grande di quello degli esempi forniti alla rete e per questo
motivo non è possibile sperare di ottenere dei buoni risultati.
3https://deeplearning4j.org/lstm
38
CAPITOLO 4. PREVISIONE DELLO STATO DI SHOCK
Tabella 4.1: Confusion matrix
Non shockato Shockato
Non shockato 227 18
Shockato 68 37
Tabella 4.2: Risultati ottenuti in 5 esecuzioni
Risultato 1 2 3 4 5
Accuratezza 75,4% 65% 80% 78,8% 74,7%
Precisione 72,1% 63,8% 77,1% 72,3% 72,4%
Recall 64% 60,2% 66,1% 66,2% 65,9%
F1 46,3% 45% 49,2% 49,2% 51,2%
Per la validazione della rete sono stati utilizzati i dati relativi a 56
pazienti, per un numero totale di input pari a 331 eventi.
Validando la rete si è ottenuta un’accuratezza del 75,4% e per
la classe Shocked sono stati ottenuti i seguenti risultati: precisione
del 72,1%, recall del 64% e F1 del 46,3%. Inoltre nella tabella 4.1 è
riportata la confusion matrix 4 relativa alla validazione della rete.
Effettuando ulteriori validazioni si è notata una varianza non in-
differente dei risultati. Nella tabella 4.2 sono riportati i valori di
accuratezza, precisione, recall e F1 in 5 esecuzioni differenti.
Da queste esecuzioni, svolte in sequenza e senza aver modificato
nulla, si nota come tutti gli indicatori fluttuino su vari intervalli.
Si può dedurre quindi che l’efficacia della rete dipenda dai valori
iniziali dei parametri, che sono settati in maniera aleatoria.
Per questo motivo non è stato ritenuto di particolare interesse pro-
vare la rete con differenti configurazioni modificando il numero di pa-
rametri, l’inizializzazione dei parametri, le funzioni di attivazioni e la
loss function (tutto ciò che è stato definito inizialmente).
4La matrice è in formato ”Classe riga effettiva predetta come classe colonna N
volte”
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Il lavoro svolto in questa tesi non è stato collegato con Trauma Tracker
ma è stato sviluppato con l’obiettivo che la fusione tra i due sistemi
possa essere quanto più semplice possibile.
Di seguito è descritta l’architettura di entrambi i sottosistemi mo-
strando come questi possano essere integrati con il sistema Trauma
Tracker.
5.1 Confronto pazienti simili
Per il confronto tra i pazienti il sistema creato si interfaccia con il
database MongoDB in cui sono memorizzati tutti i report dei pazienti
già ricoverati precedentemente presso l’ospedale Bufalini di Cesena.
Nel momento in cui arriva un nuovo paziente il sistema si connette
al database per caricare in memoria tutti i report precedenti al fine di
poterli trasformare in strutture dati apposite che facilitino il confronto
tra i pazienti stessi, per ottimizzare il processo questa trasformazione
è eseguita in parallelo.
Una volta conclusa questa fase si trasforma il report del nuovo
paziente nella stessa struttura in cui sono stati convertiti i report
precedenti.
A questo punto il controllo passa alla classe CalculateSimilarPa-
tients che confronta tutti i pazienti presenti nel database con quello
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attuale (anche quest’operazione è svolta in parallelo) e ad ogni pa-
ziente viene associato un valore numerico che rappresenta la distan-
za dal nuovo arrivato. Questo passaggio è descritto in maniera più
approfondita nel paragrafo 3.3.
Infine i risultati sono ordinati dal paziente più simile a quello più
differente e sull’interfaccia sono mostrati gli N pazienti più simili. N
è un valore arbitrario che può essere deciso in accordo con i medi-
ci in base alle loro necessità e preferenze; pochi pazienti potrebbe-
ro portare poca informazione ma troppi risulterebbero d’intralcio e
rallenterebbero le operazioni.
Tutte queste operazioni sono rappresentate in forma grafica nel-
l’activity diagram presente in figura 5.1. In questo diagramma una
singola freccia da un’operazione all’altra rappresenta una computazio-
ne sequenziale mentre più frecce rappresentano un calcolo effettuato
in parallelo.
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Figura 5.1: Activity diagram della sottoparte relativa al confronto tra
pazienti simili
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5.2 Previsione dello stato di shock
Questa seconda parte del sistema ha un’architettura differente rispetto
alla precedente poiché si basa su un sistema completamente diverso.
Poiché la rete neurale è un modello matematico in cui l’appren-
dimento è una parte fondamentale, sarebbe opportuno che questa
continuasse a imparare anche in seguito alla sua installazione.
Per fare ciò sono possibili diverse alternative:
• apprendimento on-line: in questo modo la rete apprende man
mano che predice i risultati durante il suo utilizzo. Tuttavia
dato che questi dipendono da eventi futuri questa possibilità
potrebbe essere complessa da realizzare;
• apprendimento incrementale: viene memorizzata la rete otte-
nuta al termine del primo apprendimento. Successivamente si
aspetta di memorizzare un numero rilevante di dati e si effettua
un nuovo apprendimento partendo dalla rete già esistente.
Supponendo di utilizzare il secondo metodo di apprendimento si
potrebbe creare un nuovo componente di Trauma Tracker che abbia
al suo interno la rete neurale e un buffer in cui memorizzare i dati dei
pazienti che non sono stati ancora utilizzati per l’apprendimento della
rete.
Una rappresentazione grafica del possibile componente da instal-
lare per fornire la predizione dello stato di shock è presente in figura
5.2.
Figura 5.2: Possibile architettura del sotto sistema Shock Predictor
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Il nuovo componente Shock Predictor si interfaccia esternamente
solo con Trauma Assistent Agent poiché è questo agente incaricato a
registrare i nuovi eventi che avvengono durante il trattamento ed è
anche colui che gestisce l’interfaccia tra l’equipe medica e il sistema
informatico.
Ogni volta che viene registrato un nuovo evento relativo ad un
paziente viene notificato il Listener che è sempre in ascolto e che
inoltra l’evento e il codice del paziente ad Actual Patients che gestisce
i pazienti attualmente in rianimazione.
Actual Patients confronterà l’identificativo del paziente a cui si
riferisce l’evento con quelli dei pazienti presenti nella sua memoria.
Se il paziente non rientrasse tra quelli memorizzati ne viene creato
uno nuovo, invece se si trattasse di un evento di fine intervento si
andrebbe ad immagazzinare il report completo in Buffer. Nel caso
in cui l’evento non sia nè il primo nè l’ultimo viene creato il vettore
relativo al nuovo stato e confrontato con quello dello stato precedente
per verificare se l’evento appena inserito abbia fornito indicazioni utili
per poter determinare la possibilità che il paziente vada in stato di
shock.
Se l’evento di cui sopra fosse il primo per il paziente o avesse fornito
nuove informazioni, il sotto-componente Actual Patients invierà i dati
del paziente in forma matriciale (come descritto nel paragrafo 4.3.3)
al sotto-componente corrispondente alla rete neurale, LSTM-RNN.
Questo, dopo aver elaborato i dati invierà i risultati all’agente
Trauma Assistent Agent, il quale si occuperà di mostrarli all’equipe
medica.
La presenza di una lista permette di gestire in maniera corretta
più pazienti contemporaneamente. Per lo stesso motivo è importante
che ogni volta la rete rielabori tutta la storia del paziente e che non
aggiunga agli ultimi risultati il nuovo evento.
Nel momento in cui sia stato raggiunto un numero congruo di pa-
zienti nel buffer e in cui non ci sia nessuna persona sotto trattamento si
possono aggiornare i parametri della rete addestrandola con gli ultimi
pazienti in cura presso il centro traumatologico.
Questo è un possibile modo di integrare la nuova componente al
sistema Trauma Tracker. Lo studio su quale possa essere la scel-
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I due sottosistemi sviluppati in questa tesi potrebbero rivelarsi utili
nell’operato del centro traumatologico dell’ospedale Bufalini di Cese-
na.
Di seguito viene effettuata una ricapitolazione dei risultati ottenuti
e vengono descritti quelli che potrebbero essere i prossimi passi da
realizzare relativi ai due sottosistemi.
6.1 Calcolo di pazienti simili
Il primo sottosistema descritto ha ottenuto dei risultati mediocri in
fase di validazione, tuttavia, come descritto alla fine del capitolo 3
potrebbero esserci dei margini di miglioramento nel momento in cui
si riuscisse ad effettuare una comparazione pesando ogni singolo cam-
po e attribuendo maggior importanza a quei campi con valori che si
discostano maggiormente dal resto dei report.
Un possibile sviluppo potrebbe essere quello di inserire una nor-
malizzazione anche per i campi categorici, in maniera tale che i valori
meno usuali abbiano un maggior peso durante il calcolo della distanza.
In questo modo si andrebbe ad assegnare ad ogni singolo campo un
peso differente in base al valore contenuto.
Inoltre si potrebbe modificare l’algoritmo attualmente implemen-
tato in maniera tale che, dopo esser stato analizzato, il nuovo paziente
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venga aggiunto al database aggiornando costantemente i fattori di
normalizzazione.
In questo modo si potrebbe tenere il database sempre in memo-
ria senza doverlo caricare ogni volta che un nuovo paziente viene
ricoverato presso il centro traumatologico.
Nel momento in cui il confronto con tutti i report dovesse iniziare
ad essere lento diventerebbe necessario implementare un’euristica per
non dover confrontare il nuovo report con tutti quelli presenti nel
database.
6.2 Previsione dello stato di shock
In fase di validazione questo sottosistema ha ottenuto dei buoni risul-
tati nonostante la bassa quantità di dati che non hanno permesso di
addestrare la rete ad elaborare correttamente i valori ricevuti in input.
Prima di rendere attivo questo sottosistema bisognerebbe valutare
la possibilità di modificare la loss function ed utilizzarne una asim-
metrica. In questo modo si potrebbe aumentare l’indice di recall per
la classe Shockato in maniera tale che i medici abbiano una maggio-
re probabilità di avere l’informazione che il paziente vada in stato di
shock anche a discapito di un aumento dei falsi allarmi.
Tuttavia certe configurazioni dovrebbero essere esaminate attenta-
mente con i medici in modo da ottenere il loro parere su cosa sia più
importante durante il corso del trattamento di rianimazione.
Inoltre, nel momento in cui si avrà una quantità maggiore di dati,
si potrebbero aumentare le dimensioni della rete in maniera tale da
utilizzare un numero maggiore di input e poter ottenere risultati più
precisi.
Nel caso in cui fosse possibile utilizzare una GPU sarebbe impor-
tante modificare l’implementazione della rete in modo tale da poter
sfruttare la scheda grafica alleggerendo i calcoli che deve fare la CPU
e ottenendo delle prestazioni migliori.
Un ulteriore sviluppo futuro potrebbe essere quello di realizzare
l’architettura descritta in 5.2, o una simile, in modo tale da poter
integrare a Trauma Tracker questo sottosistema in maniera rapida
senza doverlo modificare.
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6.3 Commenti generali
Oltre a migliorare i due sottosistemi un possibile sviluppo futuro può
essere quello di integrarli in Trauma Tracker. Infatti, nonostante tutto
sia stato realizzato con l’idea di poter integrare i sottosistemi facil-
mente, questi sono ancora staccati da Trauma Tracker e non operativi
presso l’ospedale Bufalini.
Sarebbe infatti interessante poter validare i due sottosistemi uti-
lizzandoli nell’ambiente ospedaliero in modo tale da avere un feedback
da tutti i membri dell’equipe medica e poterli perfezionare in base alle
loro necessità.
Complessivamente i sottosistemi sviluppati hanno ottenuto dei ri-
sultati interessanti; inoltre implementando gli sviluppi precedente-
mente proposti si potrebbero ottenere dei risultati migliori che sia-
no effettivamente d’aiuto durante la prima fase di trattamento del
trauma.
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Il progetto è stato implementato nel linguaggio Java in modo tale da
renderlo uniforme al resto del sistema Trauma Tracker.
L’intera implementazione del progetto è disponibile nella reposito-
ry pubblica raggiungibile tramite l’indirizzo bitbucket.org/Enrico_
Cagnazzo/traumatrackersimilarpatients .
I dati utilizzati nel corso della tesi non sono disponibili nel rispetto
della privacy dei pazienti ricoverati presso il centro traumatologico
dell’ospedale Bufalini di Cesena.
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