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Recently supervised machine learning has been ascending in providing new predictive approaches for chem-
ical, biological and materials sciences applications. In this Perspective we focus on the interplay of machine
learning algorithm with the chemically motivated descriptors and the size and type of data sets needed for
molecular property prediction. Using Nuclear Magnetic Resonance chemical shift prediction as an example,
we demonstrate that success is predicated on the choice of feature extracted or real-space representations of
chemical structures, whether the molecular property data is abundant and/or experimentally or computation-
ally derived, and how these together will influence the correct choice of popular machine learning algorithms
drawn from deep learning, random forests, or kernel methods.
Success of chemical prediction with machine learning relies heavily
on the interplay of three key components: representation, algorithm
and data. Molecules can be represented as extracted descriptors
(fingerprints, etc.) or direct real-space representations (for example
3D coordinates or densities). Common algorithms for input-output
mapping including deep learning models, kernel methods and ran-
dom forests are of different model complexity. Type and quality of
data must be considered to achieve an effective integration of the
three aspects.
INTRODUCTION
The rise (again) of machine learning (ML) in the molecu-
lar sciences is a transformation of the traditional ways in
which we perform computational chemistry. Unlike von
Neumann machine algorithms, which articulate a math-
ematical model whose equations can be solved in a log-
ical progression, machine learning computational chem-
istry is formulated as ”non-algorithmic” computing us-
ing (typically) supervised learning of well-curated data
to map molecules to chemical properties. With appropri-
ate strategies, ML has been successfully applied to quan-
tum mechanically derived energy and force evaluation1–3,
molecular dynamics4, three-dimensional structure pre-
diction of small molecule crystals to large proteins5–7,
pathways for chemical reactivity and catalysis8–10, and
the rapid evaluation of spectroscopic and molecular
properties11–14.
ML has a long and storied history that builds on
traditional mathematical programming and statistical
and clustering models, and early meta-heuristic meth-
ods such as genetic algorithms and artificial neural net-
works (ANNs)15. Broadly speaking, the most popular
machine learning algorithms used in the chemical sciences
today have evolved from these early efforts to now include
non-parametric statistical learning such as decision trees
and random forests, kernel-based models such as Gaus-
sian Process regression (GPR) or Kernel Ridge regression
(KRR), and deep learning (DL) networks exemplified by
convolutional neural networks (CNNs)16.
Although machine learning algorithms were developed
primarily by statisticians or computer scientists for other
tasks such as image recognition17, the chemical sciences
domain has arguably advanced most effectively the de-
velopment of novel feature representations, or descrip-
tors, that informs the physical nature of the input-output
mapping. These well designed descriptors offer many
benefits including greater interpretability of the ML ap-
proach, to incorporate physical constraints on the learn-
ing parameters, or to better utilize a ML surrogate model
for classification or regression.
But in order for ML algorithms and chemical de-
scriptors to be effective requires the appropriate form
and amount of the training data. If there is abun-
dant training data which covers a wide scope of chem-
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2ical space, it empowers DL networks with their (typi-
cally) huge number of parameters to discover complicated
patterns in the data through successive transformations
through their layers. For example, the popular CNNs
have utilized widely available 3D representations in suc-
cessful application to enzyme classification18, molecular
representations19, and amino acid environment similarity
analysis20. On the other hand, small datasets with a well
formulated chemical representation can still be utilized
by statistical or kernel models to make faithful predic-
tions, such as predicting electronic structure correlation
energies using sparse HartreeFock input21. Hence the
choice of machine learning approach will be decided by
whether the data stems from first-principles but limited
in quantity due to expensive calculations from quantum
mechanics (QM) or from abundant inexpensive calcula-
tions, or experimental data that may also be noisy, error
prone, or difficult to interpret.
In this perspective, we first describe the three elements
of successful prediction: ML algorithms, chemical feature
representations, and dataset sizes and quality. We then
illustrate their interplay for predicting nuclear magnetic
resonance (NMR) chemical shifts, either through a
combination of engineered features with random forest
regression for protein NMR chemical shifts in solution11
compared to shallow ANNs, while a deep learning CNN
can improve performance over a KRR for chemical shift
prediction in the solid state by exploiting physically
motivated data augmentation12. Finally we conclude
with an outlook for future directions of machine learning
in the areas of feature representation development, data
scarcity and sparsity, as well as physics-infused models
and approaches to greater interpretability of machine
learning.
THE COMPONENTS OF MACHINE LEARNING
Popular ML Algorithms in the Chemical Sciences
Artificial neural network methods attempt to map the
input-output relationship through a mathematical model
which resembles the connections of neurons in a mam-
malian brain. In the chemical context, the input of a
supervised machine learning model is a ”representation”,
x, of a group of atoms that may form a drug molecule,
a protein, a crystal structure, etc, and the output, y, is
the chemical property of interest.
The most basic computing element of an ANN, the
simple perceptron22, is capable of performing linear or
logistical regression and classification with appropriate
activation functions (Figure 1), and can perform Boolean
operations such as the simple OR and AND functions. A
slightly more complex architecture is needed when exe-
cuting the exclusive XOR function that requires a pre-
processing ”hidden” layer between the input and output
layers to appropriately define the linear decision bound-
aries that separates its solution space. Such early shallow
ANN architectures, using everything from hand-crafted
features to molecular structures, have successfully pre-
dicted more than 20 different types of physiochemical
properties of a molecule, such as water solubility, Henry’s
law constant, heats of formation and crystal packing.23
The universal approximation theorem states that a sin-
gle hidden layer with many simple perceptrons and suit-
able activation functions can represent any function of
{x} to predict f(y|{x}), regardless of complexity or how
non-linear is its solution space. However what is not
guaranteed is that there is a universal procedure for how
to learn the transformation {x}→ f(y|{x}) using a sin-
gle layer architecture, nor what is the best feature rep-
resentation of {x} to ensure that it will perform well on
previously unobserved target function data. Hence most
of the recent excitement in machine learning is the emer-
gence of DL architectures, a meta-heuristic approach that
replaces a single hidden layer with many, many hidden
layers each composed of many artificial neurons. The DL
network learns the input-output representations by mini-
mizing a loss function through adjustments of the weights
that connect the neuronal nodes of its architecture.
Figure 1. The simple perceptron of an ANN compared to
the transformation of a 2D representation of a molecule
with convolutions accumulated through layers of a CNN
to yield atomic magnetic properties in a molecular frame-
work, such as a chemical shift or scalar coupling value.
The most classical example of a DL architecture are
the CNNs that were originally introduced and popular-
ized by LeCun for handwriting and other image recogni-
tion tasks17. CNNs are neural networks that use convolu-
tion operations in place of general matrix multiplication
(as in standard ANNs) in at least one of their layers.
During the learning process the convolutional layers typ-
ically generate multiple feature maps that when aggre-
3gated together represent new formulations of the input
data. Figure 1 pictorially displays how the input data
is ”transformed” by the processing units of the convolu-
tion through many layers. In order to aid the learning
strategy of a CNN, the sparser L connections between
L convolutional layers have been recently replaced by a
”denser” network of L(L+1)/2 direct connections, also
known as a ”DenseNet”24. In this case the feature maps
of all preceding layers are used as inputs to a current
convolution layer, and its own resulting feature maps are
then used as inputs into all subsequent layers of the deep
layered architecture.
The primary distinction of a DL architecture is its
much greater network capacity relative to early ANN’s,
and thus its greater advantage in handling much larger
data sets than previously possible. The DL approach
has advanced through better learning heuristics that are
now well established16: regularization through appropri-
ate loss functions and back-propagation, data augmenta-
tion using noise injection or non-linear transformations,
and the use of dropout and batch normalization; adap-
tive learning strategies that bear strong equivalence to
a Newton step using preconditioners that are combined
with stochasticity in the gradients as per methods like
RMSProp25 and Adam26; and finally the finetuning of
the ”hyperparameters” in all of these learning choices
through formulations of validation data sets and through
methods such as early stopping and ensemble prediction.
As such, DL is ready for prime time in the chemical
sciences as their architectures can be adapted to many
types of problems, their hidden layers reduce the need for
feature engineering, and they have benefited from several
important regularizations that allows them to efficiently
learn from high-dimensional data. At the same time DL
approaches are not always suitable as general-purpose
ML algorithms because they have orders of magnitudes
more parameters to estimate, they require much more
expertise to tune (i.e. to set the architecture and opti-
mize the hyperparameters), and especially because they
require a very large amount of well-curated labelled data.
Alternatively, machine learning methods such as GPR
and KRR can be traced back to the advent of Sup-
port Vector Machines (SVMs), which were the first
machine learning algorithm with a solid mathematical
foundation15. These kernel-based methods are formu-
lated to capture the similarities of a collection of data
points through a clever choice of the ”kernel”. If the
optimal kernel is found, the simplest linear regression
is sufficient to predict the target value from its input
data using similarity to the input features of the training
dataset. As such kernel methods are powerful supervised
classifiers that optimize non-linear decision boundaries
directly. They have been found to be superior to multi-
ple linear regression and radial basis function neural net-
works when applied to chemical toxicity prediction for
example27. More recently, KRR has realized excellent
performance on regression prediction for molecular prop-
erties such as NMR chemical shifts for small molecules
either in solution28,29 or in the solid state30. In this case
the physical understanding of a chemical system helped
in the creation of a reasonable kernel function. Specif-
ically the SOAP kernel31 is explicitly designed to faith-
fully represent an atomic environment of a molecule with
uniqueness. Furthermore kernel methods naturally in-
corporate symmetry functions for which it is often de-
sirable to enforce translational or rotational invariances
that may be relevent to the chemical prediction31,32.
While kernel methods work very well in practice, and
are robust against overfitting even in high-dimensions,
they are tricky to tune due to the importance of picking
the right kernel, and if the kernel function is not smooth
enough in the space of the atomic environment, the re-
sulting kernel-based method will suffer from outliers in
the training dataset that will degrade prediction perfor-
mance. They also require the storage of and operation on
all of the support or feature vectors, which can be pro-
hibitive for application to large datasets. Especially in
the case of KRR and GPR, because the similarity kernel
needs to be applied between the pairwise features with
all data examples in the training dataset, its unfavorable
scaling with the number of training examples prevents it
from benefiting from large datasets.
Often statistical models such as decision trees are
preferred over kernel methods as they are more robust to
outliers, are much more computationally scalable, and do
not require the luck of finding the kernel function as they
quite naturally model non-linear decision boundaries
thanks to their hierarchical structure.16 In a statistical
learning model such as decision trees, training comprises
the optimal splitting of the features driven by a decrease
in the maximum entropy loss function from information
theory. Decision tree models are equally suited for big
or small datasets because once the cutting points have
been identified, the application of the algorithm to new
data is just a constant of time. The classification or
regression prediction from a statistical model are also
easier to interpret compared to other parametric models,
because the splitting reveals causal relationships which
are easy to understand and explain. For example, by
analyzing the number of times each feature is used in a
node to split data in a decision tree, we can understand
the relative importance of different features and to de-
termine those that are most influential for the predicted
property33. But of all machine learning techniques,
decision trees are amongst the most prone to overfitting
because we cannot know a priori how to formulate the
smallest tree that completes the learning task, and all
practical implementations must mitigate this challenge.
This has led to specialized approaches such as pruning
or bagging and boosting to prevent overfitting, as well
as other regularization techniques also developed in deep
learning such as early stopping and ensemble learning
for which decision trees benefit from becoming ”ran-
dom forests”16. Statistical learning models have been
successfully applied to molecular property predictions,
as in the example of modeling of different quantitative
4structure-activity relationships with a decision tree
based on random forest optimization34, and are starting
to replace the use of SVMs in classification tasks more
broadly.
Feature Representation
Similar to all modeling tasks, a representation or de-
scriptor, is a mathematical abstraction of the inherent
nature of the input, x, such as its chemical structure.
Therefore, it is subject to the limitations of omitted fea-
tures that may be influential for the property of interest.
Thus, it is common practice to add more physical details
into the representation such that they then correlate bet-
ter/easier with target properties, y. In fact, research top-
ics like quantitative structure property/activity relation-
ships (QSPR/QSAR) have been popular and effective in
the feature domain before modern machine learning has
become more widespread. For ML, feature representa-
tions, when matched with the capabilities of the learning
algorithms, are our most effective means to learn a chem-
ical pattern/trend in data35.
There are key criteria that we should consider for the
construction of new descriptors:
• uniqueness. The representation should be unique
with respect to the relative spatial arrangement
of atoms. Often we need to develop descriptors
that are invariant to the symmetries of the sys-
tem (e.g., translation, rotation, atomic permuta-
tion, etc.), but are also distinctive for asymmetries
(e.g., stereochemical chirality of molecules). Hence
we prefer a one-to-one mapping not only for the
easier training of ML models but also for a better
generalizability and prediction performance.
• universality. The representation should be easily
extendable to any system. If a descriptor is more
representative to the fundamental chemical nature
of the system, it also exhibits better transferability
to new and future datasets. This is a key point
for the accelerated exploration of molecular space,
for example by means of virtual high-throughput
screening36.
• efficiency. The representation should be com-
putationally efficient. The key advantage of any
ML model to its computational or experimental
alternatives is the efficiency. However, for some
type of descriptors the cost of feature representa-
tion is narrowly comparable to the generation of
reference (computational) data. For example, this
is specifically the case for higher-order many-body
interactions37.
Fulfilling all these criteria for the development of a de-
sirable descriptor is a challenging task that necessitates
expert knowledge of chemistry and computer science. In
addition, the comparison of descriptors in terms of per-
formance and efficiency is a nontrivial task, as it strongly
depends on the data type and molecular diversity. A fair
comparison of feature representations requires the same
training setup in terms of data set size and sampling and
ML model complexity. The main reason is that if a data
set is sparse and less representative of the entire molec-
ular space, their feature representation is also limited to
the available molecular makeup. Thereby, the resulting
prediction performance is also restricted to the applica-
bility domain of model that is imposed by training data.
Considering a broad spectrum of representations used
to build ML models38, the required chemical informa-
tion to encode molecular descriptors varies based on their
availability and necessity for a given task. For exam-
ple, inspired by QM we might consider atomic numbers,
Z, and their chemical bonding sufficient to differenti-
ate chemical systems from each other (2D descriptors).
Moreover, if we aim to ultimately sidestep expensive QM
calculations, we hope for the availability of atomic co-
ordinates in order to correlate with rigorous electronic
properties of the system (3D descriptors)39. Basic inputs
with topological features of chemical structures such as
type and size of ring or walk and path counts are also
useful.
The computational cost of obtaining the chemical in-
formation affects the overall efficiency of feature repre-
sentation, and should be considered for their usage. For
instance, the choice of 3D descriptors for training on QM
computational data may require almost equally expen-
sive geometry optimization for data generation. Thus,
for future predictions the cost of preparing ML model
inputs will be comparable to the reference QM calcula-
tions. However, if the atomic coordinates are available
in advance, e.g., from experimental characterizations, or
if the reference data is more demanding than geometry
optimization (e.g., experimental data that is not easy to
simulate such as melting point or solubility) the compu-
tational cost is often justifiable.
In addition, physicochemical properties such as elec-
tronegativity, polarizability, and ionization potential has
been commonly used in the drug discovery community.
These types of data can be obtained using first principles
or data mining, and has its roots in the bioinformatics
and cheminformatics domains. Descriptors based on such
processed information are commonly referred to as hand-
crafted descriptors or ”engineered” features40.
The employed techniques for determining feature rep-
resentation rely on different factors, including data type,
ML algorithm, and of course the developer’s creativity.
For example, one may consider a molecule as a weighted
graph with features assigned to its nodes and edges, i.e.,
atomic features and bond features, and their consecutive
interactions of atomic and bond features of their nearest
neighbours. Thus, the overall representation is built us-
ing local atomic environments that rely on 2D chemical
information. In 2015, Duvenaud and coworkers applied
this idea in the form of graph convolutional networks
(GCNs) to generalize the well established fingerprint al-
gorithms that describe molecular makeups41. The hi-
erarchical complexity of GCNs helped to extract from
5the topological combination of atomic and bond features
an accurate explanation of a variety of chemical prop-
erties. Since then, a large number of published studies
have reported successful improvements by tuning types
of atomic/bond features and their interactions13,42. Sev-
eral recent studies also consider non-bonded interactions
(i.e., disconnected nodes) by accounting for interatomic
distances as pairwise features43,44(see Figure 2).
Figure 2. The illustration of graph convolutional net-
works with different representations of Caffeine molecule
as input. Molecular information can be represented as
atomic and bond feature tensors extracted from connec-
tivity based 2D information, or as distance matrices ob-
tained from 3D coordinates, or any other form of sensible
representations.
Alternatively, one may consider many-body interac-
tions beyond only pairs of atoms and assign a unique
functional form, e.g. symmetry functions, to represent
the histogram of available interactions up to a certain
degree31,32,45. Thus, similar to composing molecular de-
scriptors from atomic and pairwise features, they decom-
pose many-body interactions and build a descriptor that
relies on all terms individually and simultaneously.
More recent attention has focused on the provision of
3D structures with minimum information loss. The idea
is to represent molecules to the ML model in the same
way that they are visualized12,18, e.g., using a set of
atomic densities. This type of representation has simi-
larities with both QM, i.e., by providing electron density
distribution of atoms, and computer vision, i.e., by repli-
cating human vision using the complete configuration of
the elements of a system46.
Due to the flexibility in design and hierarchical ma-
nipulation of latent feature space, neural networks have
become the cornerstone of creative ideas to integrate
chemical information with the ML workflow. The results
of such efforts has created a new branch of feature rep-
resentation that is commonly known as learned features.
Later in this paper, we present notable examples from
our lab of employing engineered and learned features in
the course of molecular property prediction.
Types of Data and their Abundance
The quality of labelled chemical datasets, composed of
(x,y) pairs, is one of the key components in developing an
accurate and predictive ML model. Even though generat-
ing systematic and exhaustive datasets which samples the
chemical space computationally has arrived recently47,
experimental datasets are indispensable because some
properties are either difficult or impossible to compute.
In developing ML models, one needs to be aware of the
inherent differences between computational and experi-
mental data, and take them into account when designing
suitable representation for a given target property.
The reliability, accuracy, and reproducibility of compu-
tational data is improved by applying a concrete compu-
tational protocol across the dataset and carefully choos-
ing and reporting its parameters, like level of theory, ba-
sis set, convergence criteria, and number of grid points.
Even though similar standards can be applied in gen-
erating experimental data, the nature of experimental
protocol or experimental conditions (e.g., solvent, tem-
perature, pH) is most likely different as the data is com-
monly compiled from various sources. This leads to an
inherent inconsistency in data compounded by different
measurement errors in different experiments. For exam-
ple, Nuclear magnetic resonance (NMR) chemical shift
prediction utilizes X-ray crystal structures and solution
NMR measurements to define the (x,y) labelled pairs,
although their correspondence is not one-to-one.
The comprehensiveness of computational data is
systematically improvable by continued enumeration of
chemical compounds and their properties. In contrast,
experimental measurements are time-consuming and
resource-intensive, and adding additional data points
to an experimental set is difficult, thus they sample
chemical space more sparsely. This has led to com-
bining experimental and computational data in some
cases48. To further capture the inherent complexity of
experimental data, their feature representation can be
augmented with environmental conditions (like temper-
ature, pH, and solvent). For example, hydrogen-bonding
environments from crystal waters in the X-ray structure
were also included in the prediction of a chemical shift of
atoms in proteins to account for solvent effects11. Data
6augmentation from computation can be designed to in-
corporate ensemble averaging of experimental structures,
such as introducing backbone flexibility commensurate
with X-ray diffraction49 and/or side chain repacking
that reproduces NMR J-couplings50 for proteins. Alter-
natively, one can include multiple input representations
to the same property value which also increases the size
of the dataset. Typically these augmentation approaches
seek the sweet spot of low computational cost and high
chemical/structural diversity to achieve the desirable
experimental prediction accuracy.
INTERPLAY OF REPRESENTATION, DATA, AND
MACHINE LEARNING ALGORITHM TO PREDICT
CHEMICAL PROPERTIES
NMR spectroscopy is one of the most important molecu-
lar probes of chemical composition, structure and dynam-
ics of small molecules through to large proteins. The least
invasive techniques of NMR are the chemical shifts and
spin-spin splittings which can be measured to very high
accuracy. Because they are sensitive to their functional
groups, detailed geometries, and chemical environments,
they allow for prediction of solution phase protein struc-
tures or to identify or verify the structure of chemical
compounds in the crystalline phase.51
The connection between NMR chemical shifts to struc-
tural or dynamical properties, while true in principle,
is nevertheless sometimes difficult to reveal in practice
through direct assignment of the spectrum. One solution
to this problem is to rely on expensive QM methods
that often can accurately predict spectral observables
from structure of small molecular fragments52. While
chemical physics approaches have achieved considerable
success in spectral assignment and structure determina-
tion, here we consider two recent examples of supervised
learning approaches where the interplay of chemical
descriptors, data size and augmentation strategies,
and choice of ML algorithm has significantly improved
the accuracy of chemical shift predictions and their
connections to complex structure in aqueous solution
and in the solid state.
Engineered Features and Random Forest Regression
to Predict Chemical Shifts for Aqueous Proteins
Given the expense of QM calculation for magnetic prop-
erties, heuristic NMR ”calculators” have been developed
for efficient chemical shift evaluations for aqueous pro-
teins. In particular, the single-layer feed-forward network
developed and packaged as SPARTA+53 remains among
the most popular of chemical shift prediction methods.
Better predictive power can also be gained by exploiting
sequence homology as that used in SHIFTX254, as the
expectation is that as more sequence and spectroscopic
data is deposited in public repositories, it will allow in-
terpolation to replace extrapolation for a variety of NMR
observables.
Even with these successes, these algorithms are still
open to change as modern day ML approaches march
forward alongside accumulating biological data. Further-
more, engineered features are ideal for predicting exper-
imental chemical shifts in solution because they better
model the averaged chemical shifts over different instan-
taneous conformations of the structure in the thermalized
ensemble. Therefore classification features, like whether
an atom is involved in a hydrogen bond or a residues sec-
ondary structure category, are relatively stable for differ-
ent conformations in the ensemble relative to the coordi-
nates of the atoms in 3D space.
Recently engineered features extracted from protein X-
ray crystal structures has been utilized together with ran-
dom forest regression to formulate the UCBShift chem-
ical shift predictor for aqueous proteins.11 All backbone
atoms and the side chain β-carbon chemical shifts of a
residue are mapped from numerical and non-numerical
features built from the geometries and biophysical prop-
erties of a tripeptide centered at the target residue. The
features include backbone and side chain torsion angles,
BLOSUM numbers identifying the likelihood of residue
substitution, secondary structure, hydrogen bond geome-
tries, ring currents, half surface exposure, accessible sur-
face area, and non-linear transformations of distance fea-
tures which have physical relevance from QM. All of these
features are formulated as internal properties of the pro-
tein which naturally exhibit translational and rotational
invariance.
However, the universality of the representation is lim-
ited to proteins without functional group modifications
or bonding with ions, ligands or other hydrogen-bonding
motifs with water. To increase the applicability of our
ML model, we have also included extraction of crystal
water positions in the evaluation of features such as hy-
drogen bonding, and alignment scores that characterize
sequence and structural homology to other proteins with
recorded chemical shifts, aiding the chemical shift pre-
diction through learned direct transfer if the similarity is
faithful enough to the query protein.11
The UCBShift algorithm utilizes two successive deci-
sion tree ensemble models (Figure 3a), one which dif-
ferentiates the various atomic environments in a protein
utilizing engineered features, and a second that make
predictions based on the most similar sequence and/or
structural alignments in the training dataset. As a result,
UCBShift has significantly lower root-mean-square-error
(RMSE) when applied to an independently generated test
dataset when compared to SPARTA+ and SHIFTX2 on
all the relevant protein atom types (Figure 3b). Further
analysis of the total number of decisions made in each
tree, which is visualized in Figure 3c, reveals that the
QM-inspired transformations of the features account for
more than 20% of the feature importance.11
SPARTA+53 and SHIFTX254, which are based on
simpler machine learning models, as well as our own
attempts with deep recurrent neural networks with
residual connections, have not performed as well as the
random forest model presented here. This is because
simple MLs do not have sufficient capacity to recog-
nize the complexity of the mapping from engineered
7Figure 3. (a) Illustration of the UCBShift algorithm11 (b) Testing RMSEs (ppm) for each atom type from
SPARTA+, SHIFTX2 and UCBShift, when evaluated on an independently generated test dataset (c) Relative
importance of all the input features analyzed from UCBShift model.
features to chemical shifts, and the limited number
of well-formulated structure-chemical shift pair in the
dataset prevents those more complicated deep neural
networks to effectively train. This consequence once
again reinforces the importance to wisely choose a ML
algorithm depending on the size of the dataset and a
featurized representation of the molecular system to
realize the excellent predictive power for solution-phase
NMR properties.
Chemical Shift Prediction in the Solid State using DL
Architectures and Data Augmentation
Crystal structures of small molecules can be identified
by comparing the experimental measurements of solid-
state NMR chemical shifts with the calculated results us-
ing DFT, typically using the Gauge-Including Projector-
Augmented Waves (GIPAW) method52. However, be-
cause of the cubic scaling with the size of the atomic
basis sets used in the DFT calculation, ML algorithms
have been investigated to approximate the QM physics.
For example, a shallow ANN using engineered features
was used to predict chemical shifts (and quadrupolar
couplings) in silica materials using symmetry functions
operating on the Cartesian coordinates to respect rota-
tional invariance of the chemical shift value to applied
magnetic field55. Paluzzo et al. devised a ML approach
using 3D structures, while also directly incorporating ro-
tational symmetry using KRR and the SOAP kernel31,
yielding very good results for chemical shift prediction
for small molecule crystal systems30. Even though a sig-
nificant acceleration factor was achieved over QM using
these ML approaches, the training data generation us-
ing DFT is itself a bottleneck, thereby making a shallow
ANN necessary, while the quadratic-to-cubic complexity
for calculating and inverting the kernel matrix makes it
also impractical for KRR to treat larger datasets.
The question we set out to address was whether a deep
learning approach was tenable for the prediction of DFT
chemical shifts for hydrogen (1H), carbon (13C), nitrogen
(15N) and oxygen (17O) of organic molecules in molecular
crystals. The input representation was comprised of the
3D coordinates of atoms in the unit cell taken from the
Cambridge Structural Database (CSD), ”imagery” that
was ideally suited to a multi-resolution CNN based on a
DenseNet approach as shown in Figure 4a.
We utilized the chemical environment for each atom
whose chemical shift is predicted is represented on a 3D
grid with a calculated Gaussian density at each atom
8Figure 4. (a) Illustration of MR-3D-DenseNet architecture (b) Testing RMSEs (ppm) for each atom type from
KRR, 3D-DenseNet without data augmentation and 3D-DenseNet with data augmentation.
center. This input representation describes local bond-
ing characteristics that arrange atoms into 3D shapes
with more global spatial organization. CNNs are ideally
suited to the 3D structural data and electron density rep-
resentation. This is because the network architecture of
a CNN was originally formulated to operate on data that
has temporal organization, i.e. 2D images arranged in a
time series, but for which the time axis can be replaced by
a 3rd spatial dimension to represent the electron density
distribution. Hence We benefited from the open access
to the original DFT chemical shifts calculated on 2000
organic molecules containing ∼ 30− 40 atoms to create
the labelled data.30
Furthermore, better data representations and data
quantity proved crucial to the success of our DL ap-
proach. First, we showed that the chemical environment
for each atom type could be represented by multiple reso-
lutions (MR), thereby incorporating the atomic densities
of the other atoms over different grid sizes of d (4A˚, 6A˚,
8A˚, 10A˚, and 14A˚) with 16 × 16 × 16 voxels, and rep-
resenting each resolution with its own dedicated chan-
nel. Under each resolution, we divided the density based
on the atom types into 4 different channels for 1H, 13C,
15N, 17O, respectively, similar to RGB channels used in
image recognition. Second, given the limited number of
examples in the training dataset, and the prohibitive ex-
pense of creating an order of magnitude more data, we
recognized that a cheap data augmentation method was
obviously available. Instead of enforcing chemical shift
invariance through explicit rotational symmetry opera-
tions, we instead just augmented the data by rotating
the Cartesian coordinates of atoms randomly with the
Euler angles uniformly distributed between [−pi2 , pi2 ] along
each of x, y and z axis. During the training phase, both
the original data and augmented data are included in
the training dataset, while during the testing phase we
average the prediction results over the different rotation
configurations, thereby manifesting ensemble learning.16
Figure 4b summarizes the results for the MR-3D-
DenseNet workflow in terms of the root mean square
error (RMSE) for chemical shift prediction of the DFT
results for each atom type. Using the greater capacity
of the MR-3D-DenseNet deep network, we obtain nearly
15% improvement for 17O and close to 25% for 13C, 15N,
9and 1H chemical shifts over KRR, for which hydrogen
chemical shifts are similar in error between ab initio
calculations and experimental measurements.
CONCLUSIONS AND OUTLOOK
We have shown that three key components of a machine
learning workflow - algorithm, features, and data - are in-
exorably intertwined for achieving predictive success for
biological, chemical, and materials applications. Incon-
sistent decisions about choice of ML algorithms and fea-
ture representation with respect to size and source of data
can lead to inaccurate deployment of techniques in molec-
ular property prediction. We illustrated that proper ex-
ecution of the ML triad can lead to successful prediction
of NMR chemical shifts of molecules in solution or for
crystalline states.
Not surprisingly, these three key components are also
at the heart of current developments in ML, and many
open questions and challenges need to be addressed to
push the boundaries toward new applications. In terms
of feature representation, systematic development of new
descriptors, standardization of their evaluation, and eas-
ier accessibility via user interfaces (e.g., Python libraries)
are necessary to establish their long-term development56.
A transparent and sustained study of feature represen-
tation would involve researchers with variety of domain
knowledge and expertise to accelerate future develop-
ments.
In addition, technical challenges involved with scarce
and sparse data sets need to be vigorously discussed, as
it is often a prevalent case for applying ML to real-world
chemical applications when expensive calculations or dif-
ficult experiments are the bottleneck. The good news is
that the entire ML community has been giving more at-
tention to this issue, and as a result, techniques that can
deal with limited data have been growing:
• methods that are intrinsically suitable for small size
data, such as kernel methods or low-variance mod-
els with feature reduction capabilities,
• methods that leverage small size data in the learn-
ing task, for example by transfer learning57 from
pre-trained or high-fidelity models, or in some cases
by multitask learning,
• methods for data curation, such as learning to im-
pute missing data or by physically meaningful data
augmentation10,12
• decreasing the number of data generation trials via
sampling methods using an active learning (AL)
approach56,58; AL methods can discover the uncer-
tainty of trained models in the high-dimensional
data distribution and query more informative train-
ing data that improves the model most
• future work would be to investigate imbalanced
data and underrepresented regions of the solution
space studied in the form of unsupervised ML tech-
niques, such as clustering methods.
Moreover, future research needs to examine more
closely the interpretability of chemical ML models. In
this regard, gaining chemical insights and understand-
ing direct relationships between molecular observables
and their properties is the ultimate goal. The issue with
model interpretability is that ML algorithms are designed
to learn patterns (or mappings) in high-dimensional data
that is otherwise not obvious to ourselves. Thus, predic-
tive models are generally perceived as a so-called black-
box model with limited transparency59. However, we ar-
gue that this would not be the case if we work with hand-
crafted features and the simplest possible ML model.
Hence part of the current concern regarding interpretabil-
ity of ML models stems from highly parameterized mod-
els with arbitrary choice of hidden states. Thus, a general
practice for the future work is to simplify state-of-the-art
models and evaluate model shrinkage as part of a cost-
benefit analysis. For instance, a learning curve based on
the number of trainable parameters (or number and type
of layers) should become a trend in applications of deep
learning models.
On the other hand, ML complexity is still some-
times needed, and the interpretability of models requires
greater contributions from expertise equipped with do-
main knowledge. For example relevance propagation
techniques60 can help interpret a trained ML model. Re-
cent efforts on developing visualization tools can also help
to monitor the change/gain by adding extra layers to
deep learning models.
Often there is a fear that a new approach such as ML
could supplant existing computational chemistry tech-
niques or suppress models designed for physical insight.
This will never be the case. Given the considerable
progress in algorithms, molecular feature representation,
and data accessibility, we expect interest in applying ML
to almost any vein of chemical and materials sciences will
continue to grow and ultimately settle in as a long term
player in the general computational chemistry landscape.
ACKNOWLEDGMENTS
The authors thank the National Institutes of Health for
support under Grant No 5U01GM121667. FHZ thanks
the Research Foundation-Flanders (FWO) Postdoctoral
Fellowship for support of this work. XG thanks the
U.S. DOE under the Basic Energy Sciences CPIMS pro-
gram, Contract No. DE-AC02-05CH11231 for research
support of ML to chemical reactions. This research
used computational resources of the National Energy
Research Scientific Computing Center, a DOE Office of
Science User Facility supported by the Office of Science
of the U.S. Department of Energy under Contract No.
DE-AC02-05CH11231.
REFERENCES
1Stefan Chmiela, Huziel E. Sauceda, Igor Poltavsky, Klaus Robert
Mu¨ller, and Alexandre Tkatchenko. sGDML: Constructing ac-
curate and data efficient molecular force fields using machine
learning. Computer Physics Communications, 240:38–45, 2019.
10
2Justin S. Smith, Benjamin T. Nebgen, Roman Zubatyuk,
Nicholas Lubbers, Christian Devereux, Kipton Barros, Sergei
Tretiak, Olexandr Isayev, and Adrian E. Roitberg. Approaching
coupled cluster accuracy with a general-purpose neural network
potential through transfer learning. Nature Communications,
10(1):1–8, 2019.
3Silvia Amabilino, Lars A. Bratholm, Simon J. Bennie, Alain C.
Vaucher, Markus Reiher, and David R. Glowacki. Training Neu-
ral Nets to Learn Reactive Potential Energy Surfaces Using Inter-
active Quantum Chemistry in Virtual Reality. Journal of Phys-
ical Chemistry A, 123(20):4486–4499, 2019.
4Y. Wang, R. J. M. Lamim Ribeiro, and P. Tiwary. Machine learn-
ing approaches for analyzing and enhancing molecular dynamics
simulations. Current Opinion in Structural Biology, 61:139–145,
2020.
5Benjamin Sanchez-Lengeling and Ala´n Aspuru-Guzik. Inverse
molecular design using machine learning: Generative models for
matter engineering. Science, 361(6400):360–365, 2018.
6Andrew W Senior, Richard Evans, John Jumper, James Kirk-
patrick, Laurent Sifre, Tim Green, Chongli Qin, Augustin Zˇ´ıdek,
Alexander WR Nelson, Alex Bridgland, et al. Improved protein
structure prediction using potentials from deep learning. Nature,
pages 1–5, 2020.
7Mohammed AlQuraishi. End-to-end differentiable learning of
protein structure. Cell systems, 8(4):292–301, 2019.
8Sebastian Brickel, Akshaya K Das, Oliver T Unke, Haydar T
Turan, and Markus Meuwly. Reactive molecular dynamics for
the [ClCH 3 Br] reaction in the gas phase and in solution: a
comparative study using empirical and neural network force fields
. Electronic Structure, 1(2):024002, 2019.
9Khosrow Shakouri, Jo¨rg Behler, Jo¨rg Meyer, and Geert Jan
Kroes. Accurate Neural Network Description of Surface Phonons
in Reactive Gas-Surface Dynamics: N2 + Ru(0001). Journal of
Physical Chemistry Letters, 8(10):2131–2136, 2017.
10Philippe Schwaller, Teodoro Laino, The´ophile Gaudin, Peter Bol-
gar, Christopher A. Hunter, Costas Bekas, and Alpha A. Lee.
Molecular Transformer: A Model for Uncertainty-Calibrated
Chemical Reaction Prediction. ACS Central Science, 5(9):1572–
1583, 2019.
11Jie Li, Kochise C Bennett, Yuchen Liu, Michael V Martin, and
Teresa Head-Gordon. Accurate prediction of chemical shifts for
aqueous protein structure for” real world” cases using machine
learning. arXiv preprint arXiv:1912.02735, 2019.
12S. Liu, J. Li, K. C. Bennett, B. Ganoe, T. Stauch, M. Head-
Gordon, A. Hexemer, D. Ushizima, and T. Head-Gordon. Mul-
tiresolution 3d-densenet for chemical shift prediction in nmr crys-
tallography. J Phys Chem Lett, 10(16):4558–4565, 2019.
13Kevin Yang, Kyle Swanson, Wengong Jin, Connor Coley, Philipp
Eiden, Hua Gao, Angel Guzman-Perez, Timothy Hopper, Brian
Kelley, Miriam Mathea, Andrew Palmer, Volker Settels, Tommi
Jaakkola, Klavs Jensen, and Regina Barzilay. Analyzing Learned
Molecular Representations for Property Prediction. Journal of
Chemical Information and Modeling, 59(8):3370–3388, 2019.
14Mojtaba Haghighatlari, Gaurav Vishwakarma, Mohammad
Atif Faiz Afzal, and Johannes Hachmann. A Physics-Infused
Deep Learning Model for the Prediction of Refractive Indices
and Its Use for the Large-Scale Screening of Organic Compound
Space. ChemRxiv, pages 1–9, 2019.
15Stuart Russell and Peter Norvig. Artificial Intelligence: A Mod-
ern Approach. Prentice Hall, 3 edition, 2010.
16Ian Goodfellow, Yoshua Bengio, and Aaron Courville. Deep
Learning. MIT Press, 2016. http://www.deeplearningbook.org.
17Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard,
W. Hubbard, and L. D. Jackel. Backpropagation applied to hand-
written zip code recognition. Neural Computation, 1(4):541–551,
Dec 1989.
18Afshine Amidi, Shervine Amidi, Dimitrios Vlachakis, Vasileios
Megalooikonomou, Nikos Paragios, and Evangelia I Zacharaki.
Enzynet: enzyme classification using 3d convolutional neural net-
works on spatial representation. PeerJ, 6:e4750, 2018.
19Denis Kuzminykh, Daniil Polykovskiy, Artur Kadurin, Alexander
Zhebrak, Ivan Baskov, Sergey Nikolenko, Rim Shayakhmetov,
and Alex Zhavoronkov. 3d molecular representations based on
the wave transform for convolutional neural networks. Molecular
pharmaceutics, 15(10):4378–4385, 2018.
20Wen Torng and Russ B Altman. 3d deep convolutional neural
networks for amino acid environment similarity analysis. BMC
bioinformatics, 18(1):302, 2017.
21Matthew Welborn, Lixue Cheng, and Thomas F. Miller. Trans-
ferability in machine learning for electronic structure via the
molecular orbital basis. Journal of Chemical Theory and Com-
putation, 14(9):4772–4779, 2018. PMID: 30040892.
22F. Rosenblatt. The perceptron: A probabilistic model for in-
formation storage and organization in the brain. Psychological
Review, 65(6):386–408, 1958.
23Jyrki Taskinen and Jouko Yliruusi. Prediction of physicochemical
properties based on neural network modelling. Advanced drug
delivery reviews, 55(9):1163–1183, 2003.
24G. Huang, Z. Liu, G. Pleiss, L. Van Der Maaten, and K. Wein-
berger. Convolutional networks with dense connectivity. IEEE
Transactions on Pattern Analysis and Machine Intelligence,
pages 1–1, 2019.
25Tijmen Tieleman and Geoffrey Hinton. Lecture 6.5-rmsprop: Di-
vide the gradient by a running average of its recent magnitude.
COURSERA: Neural networks for machine learning, 4(2):26–31,
2012.
26Diederik P Kingma and Jimmy Ba. Adam: A method for stochas-
tic optimization. arXiv preprint arXiv:1412.6980, 2014.
27CY Zhao, HX Zhang, XY Zhang, MC Liu, ZD Hu, and BT Fan.
Application of support vector machine (svm) for prediction toxic
activity of different data sets. Toxicology, 217(2-3):105–119, 2006.
28Matthias Rupp, Raghunathan Ramakrishnan, and O Anatole
Von Lilienfeld. Machine learning for quantum mechanical prop-
erties of atoms in molecules. The Journal of Physical Chemistry
Letters, 6(16):3309–3313, 2015.
29Will Gerrard, Lars A Bratholm, Martin J Packer, Adrian J Mul-
holland, David R Glowacki, and Craig P Butts. Impression–
prediction of nmr parameters for 3-dimensional chemical struc-
tures using machine learning with near quantum chemical accu-
racy. Chemical Science, 2020.
30Federico M Paruzzo, Albert Hofstetter, Fe´lix Musil, Sandip
De, Michele Ceriotti, and Lyndon Emsley. Chemical shifts in
molecular solids by machine learning. Nature communications,
9(1):4501, 2018.
31Albert P. Barto´k, Risi Kondor, and Ga´bor Csa´nyi. On represent-
ing chemical environments. Physical Review B, 87(18):184115,
may 2013.
32Jo¨rg Behler and Michele Parrinello. Generalized Neural-Network
Representation of High-Dimensional Potential-Energy Surfaces.
Physical Review Letters, 98(14):146401, apr 2007.
33Leo Breiman. Classification and regression trees. Routledge,
2017.
34Vladimir Svetnik, Andy Liaw, Christopher Tong, J Christopher
Culberson, Robert P Sheridan, and Bradley P Feuston. Random
forest: a classification and regression tool for compound classifi-
cation and qsar modeling. Journal of chemical information and
computer sciences, 43(6):1947–1958, 2003.
35Mojtaba Haghighatlari and Johannes Hachmann. Advances of
machine learning in molecular modeling and simulation. Current
Opinion in Chemical Engineering, 23:51–57, jan 2019.
36Johannes Hachmann, Mohammad Atif Faiz Afzal, Mojtaba
Haghighatlari, and Yudhajit Pal. Building and deploying a cy-
berinfrastructure for the data-driven design of chemical systems
and the exploration of chemical space. Molecular Simulation,
44(11):921–929, 2018.
37Sergey N. Pozdnyakov, Michael J. Willatt, Albert P. Barto´k,
Christoph Ortner, Ga´bor Csa´nyi, and Michele Ceriotti.
On the Completeness of Atomic Structure Representations.
Arxiv:2001.11696, 2020.
11
38Felix A. Faber, Luke Hutchison, Bing Huang, Justin Gilmer,
Samuel S. Schoenholz, George E. Dahl, Oriol Vinyals, Steven
Kearnes, Patrick F. Riley, and O. Anatole Von Lilienfeld. Pre-
diction errors of molecular machine learning models lower than
hybrid DFT error. Journal of Chemical Theory and Computa-
tion, 13(11):5255–5264, 2017.
39Keith T. Butler, Daniel W. Davies, Hugh Cartwright, Olexandr
Isayev, and Aron Walsh. Machine learning for molecular and
materials science. Nature, 559(7715):547–555, 2018.
40Krishna Rajan. Informatics for materials science and engineer-
ing: data- driven discovery for accelerated experimentation and
application. Amsterdam: Butterworth-Heinemann, 2013.
41David Duvenaud, Dougal Maclaurin, Jorge Aguilera-
Iparraguirre, Rafael Go´mez-Bombarelli, Timothy Hirzel,
Ala´n Aspuru-Guzik, and Ryan P Adams. Convolutional Net-
works on Graphs for Learning Molecular Fingerprints. Advances
in Neural Information Processing Systems, pages 2224–2232,
2015.
42Steven Kearnes, Kevin McCloskey, Marc Berndl, Vijay Pande,
and Patrick Riley. Molecular graph convolutions: moving be-
yond fingerprints. Journal of Computer-Aided Molecular Design,
30(8):595–608, aug 2016.
43K. T. Schu¨tt, H. E. Sauceda, P. J. Kindermans, A. Tkatchenko,
and K. R. Mu¨ller. SchNet - A deep learning architecture for
molecules and materials. Journal of Chemical Physics, 148(24),
2018.
44Chi Chen, Weike Ye, Yunxing Zuo, Chen Zheng, and Shyue Ping
Ong. Graph Networks as a Universal Machine Learning Frame-
work for Molecules and Crystals. Chemistry of Materials,
31(9):3564–3572, 2019.
45Anders S. Christensen, Lars A. Bratholm, Felix A. Faber, and
O. Anatole von Lilienfeld. FCHL revisited: Faster and more
accurate quantum machine learning. The Journal of chemical
physics, 152(4):044107, 2020.
46David A. Forsyth and Jean Ponce. Computer Vision: A Modern
Approach. Prentice Hall Professional Technical Reference, 2002.
47Raghunathan Ramakrishnan, Pavlo O. Dral, Matthias Rupp, and
O. Anatole von Lilienfeld. Quantum chemistry structures and
properties of 134 kilo molecules. Scientific Data, 1:140022, 2014.
48Dipendra Jha, Kamal Choudhary, Francesca Tavazza, Wei-keng
Liao, Alok Choudhary, Carelyn Campbell, and Ankit Agrawal.
Enhancing materials property prediction by leveraging computa-
tional and experimental data using deep transfer learning. Nature
Communications, 10(1):5316, 2019.
49Gregory D Friedland and Tanja Kortemme. Designing ensem-
bles in conformational and sequence space to characterize and
engineer proteins. Curr. Opin. Struct. Bio., 20:377–84, 2010.
50A. Bhowmick and T. Head-Gordon. A monte carlo method for
generating side chain structural ensembles. Structure, 23(1):44–
55, 2015.
51Jinlei Cui, David L Olmsted, Anil K Mehta, Mark Asta, and
Sophia E Hayes. Nmr crystallography: Evaluation of hy-
drogen positions in hydromagnesite by 13c {1H} redor solid-
state nmr and density functional theory calculation of chemical
shielding tensors. Angewandte Chemie International Edition,
58(13):4210–4216, 2019.
52Chris J Pickard and Francesco Mauri. All-electron magnetic re-
sponse with pseudopotentials: Nmr chemical shifts. Physical
Review B, 63(24):245101, 2001.
53Yang Shen and Ad Bax. Sparta+: a modest improvement in
empirical nmr chemical shift prediction by means of an artifi-
cial neural network. Journal of biomolecular NMR, 48(1):13–22,
2010.
54Beomsoo Han, Yifeng Liu, Simon W Ginzinger, and David S
Wishart. Shiftx2: significantly improved protein chemical shift
prediction. Journal of biomolecular NMR, 50(1):43, 2011.
55Je´roˆme Cuny, Yu Xie, Chris J Pickard, and Ali A Hassanali.
Ab initio quality nmr parameters in solid-state materials using
a high-dimensional neural-network representation. Journal of
chemical theory and computation, 12(2):765–773, 2016.
56Mojtaba Haghighatlari, Gaurav Vishwakarma, Doaa Altarawy,
Ramachandran Subramanian, Bhargava U. Kota, Aditya Sonpal,
Srirangaraj Setlur, and Johannes Hachmann. Chemml: A ma-
chine learning and informatics program package for the analysis,
mining, and modeling of chemical and materials data. WIREs
Computational Molecular Science, n/a(n/a):e1458, 2019.
57Hironao Yamada, Chang Liu, Stephen Wu, Yukinori Koyama,
Shenghong Ju, Junichiro Shiomi, Junko Morikawa, and Ryo
Yoshida. Predicting Materials Properties with Little Data Using
Shotgun Transfer Learning. ACS Central Science, 5(10):1717–
1730, oct 2019.
58Andrew E. Sifain, Nicholas Lubbers, Benjamin T. Nebgen,
Justin S. Smith, Andrey Y. Lokhov, Olexandr Isayev, Adrian E.
Roitberg, Kipton Barros, and Sergei Tretiak. Discovering a
Transferable Charge Assignment Model Using Machine Learn-
ing. The Journal of Physical Chemistry Letters, 9:4495–4501,
2018.
59Ribana Roscher, Bastian Bohn, Marco F. Duarte, and Jochen
Garcke. Explainable Machine Learning for Scientific Insights and
Discoveries. Arxiv:1905.08883, may 2019.
60Sebastian Bach, Alexander Binder, Gre´goire Montavon, Freder-
ick Klauschen, Klaus Robert Mu¨ller, and Wojciech Samek. On
pixel-wise explanations for non-linear classifier decisions by layer-
wise relevance propagation. PLoS ONE, 10(7), 2015.
