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Abst rac t - -A  modification of the work in [1] is established in a way that allows to suppress the 
assumption of matrix-symmetry. SimilAr results to the ones obtained in [1], for the spectral raditm 
of the iteration matrix I - M-1A a~mociated to a splitting of the matrix A, are obtained. Numerical 
examples how that the computational cost is equivalent. Besides, our method ~quires to solve only 
diagonal linear systems. 
1. INTRODUCTION 
In [1], Codenotti and Favati have defined anew iterative method for the solution of linear systems 
Az  "- b, which is based on the minimization, in Frohenius matrix norm, of the iteration matrix 
corresponding to a given splitting of the type A = M + (A - M). Let us remind that, for 
B 6 R "~×n, the expression 
IIBIIF -- b ~ 0 
ij=i 
denotes the Frobenius matrix norm of B. 
To make the subject more specific, we recall that the problem stated in [1] is to find a nousingu- 
lax matrix M such that M - t  is a symmetric tridiagonal matrix and in such way that [I I-M-1AN[F 
would be a minimum. The preceding problem leads to the solution of a new linear system which 
coefficient matrix is a tridiagonal one. By means of numerical examples, Codenotti and Favati 
show that their method improves the Jacobi iteration method in the convergence point of view. 
Moreover, they show that the corresponding algorithm can be implemented fficiently on parallel 
computers. 
The goal of this paper is to generalize the method of [1] when it is not assumed that M- t  
is a symmetric matrix. We will show that our modification doesn't increase the computational 
cost of the method of Codenotti and Favati. Besides, in our case, the tridiagonal linear system 
obtained in [1] is replaced by diagonal linear systems which axe more easily solved. Numerical 
experiments will also show that the spectral radii of our iteration matrices axe very close to the 
ones of [1]. In short, the previous consideration of a more general version of the matrix M -1 
leads, in a more simple way, to equivalent algorithms with respect o the convergence. 
2. DESCRIPTION OF THE METHOD 
Let A E R nxn be a nonsingulax matrix and b 6 R n. Let ~ be the class of n x n nonsingulax 
matrices M such that M -1 is tridiagonal (see [2]). 
For every M E .M, we consider the splitting 
A=M+(A-M)  
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and we look for a M E A4 minimizing the Frobenius norm 
Given 
and considering 
M- l= 
I I .Z - M-~AIIr. 
I 1 c2 b~ d2 . , dn-  i Cn J 
c=(cl ,c2,. . . ,c,) ,  b=(bl,b2,...,b,), dm(da,dz,...,dn), 
we define the function 
f ( c ,  b, d) = tlZ - M-IAH2F : ~ (6,~ -- d~-1 a( i _ l )  j - -  b,a(,.l.1)~) 2, 
i , j= l  
(1) 
where b0 = 0, a0j = 0, a(n+l)j = 0 and 
1 i f i= j  
6~j = 0 otherwise ' 
usual. 
The minimization conditions 
Of _ .  0; Of Of 'ae~ ~ = 0; ~ = 0, 
k : l , . . . ,n ,  1 :1 , . . . ,n -1 ,  r : l , . . . ,n -1 ,  
lead us to the solution of the problem by virtue of the convexity of f(¢, b, d). 
The equations (2) are equivalent to the next (3n - 2)-order linea~ system: 
L~ D2 TI = g2 
L L~ ~ z)., o= 
in which: 
(2) 
DI -- disg(Sll,. . . ,  s , , ) ,  
D2 - diag(s22,..., s..), 
Ds - disg(s11,..., s(,- i)(,- I)),  
LI = [did(st2, S2SO • •, s(--1)-)l ' 
[ o ] 
1;2 = d i~( . l~ ,82s . . . . , s ( . _ l ) , , )  ' 
T1 -- [diag(sls, s2fl... ,  s(n_,),) ] 01 ' 
gl = [a111a22~.. • , ann]t1 
g2 = [a21, a32, • • •, ~r'~r,-1] t 
and 
g3 - -  [G12, a28 , . . . ,  a (n -1)n]  t, 
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where 
skp = ~ a~j apj, 
j=l 
From the above linear system, we obtain: 
in which 
k,p: 1, . . . ,n.  
Dl  c = gl - L ib - L2d 
Elb = v21 - Bd  
(E2 - BtE~IB)  d = vs2 - BtE~lv21 J 
E1 = D2 -- LC1D11L1 
E2 = D8 - Lt2D~I L2 
B = Yl - Lt lD~IL2 
V2I "- g2 -- Ltl D11g1 
vs2 = gs - L~D~lg l  • 
(3) 
STEP 5. Compute 
STEP 4. Compute 
sO, fo r j -2<i<j ,  j : 1, . . . ,n.  
L~D~ 1, L~D'~I; 
L~D'~IL1, L~D71L2, L~D71L2. 
E1 = D2 - L~D11L1 
E2 = Ds  - L~D~IL~ 
B = Yl - L~D~IL2  
v21 = g2 - L ]D~lg l  
vs2 = gs - L~D~lgl .  
BtE~IB ,  BtE~'lv21. 
E2 - BtE~IB, rs2 - BtEllV21. 
STEP 6. Solve for d the diagonal system 
(E2 - BtE~IB)  d = rs~ - BtE~lv~I. 
STEP 7. Compute 
b = E 1(v21 - Bd) 
c = D~1(g l  - L ib  - L~d).  
STEP 3. Compute 
STEP 2. Compute 
STEP 1. Compute 
Let us note that in (3) all the matrices on the left hand side are diagonal. 
3. ALGORITHM AND COMPUTATIONAL COST 
Taking into account he description given in Section 2, to obtain the matrix M -1 we must 
solve (3) for the vectors c, b, and d. The corresponding values can be obtained by means of the 
following algorithm: 
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In order to evaluate the computational cost of the preceding algorithm let us notice that, in 
the sequential case, it is O(n 2) in Step 1 and O(n) for Steps 2-7. With respect to the parallel 
case, it is O(log n) in Step 1 by considering O(n 2) processors and O(1) for Steps 2-7 when O(n)  
processors are required. 
In our case, we obtain an overall computational cost of the same order than the one obtained by 
Codenotti and Favati (see Table 1 of [1]). Nevertheless, our Step 6 seems to be less expensive-- 
both in the sequential and in the parallel cases--than the corresponding Step 4 of [1]. In fact, 
when it is assumed the symmetry of the matrix M -I, Codenotti and Favati get a tridiagonal 
linear system which has a sequential cost of O(nlogn) and a parallel cost of O(logn) for O(n) 
processors. In this case, cyclic or odd-even reduction algorithms (see [3]) are used. In this paper, 
given that all the linear systems to solve are diagonal, we get a sequential cost of O(n), except 
in Step 1, and a parallel cost of O(1) when using O(n) processors (Steps 2-7). 
4. NUMERICAL  RESULTS 
To contrast the results obtained in [1] with ours, we have used the same kind of examples which 
Codenotti and Favati show in Tables 2-4 of [1]. Moreover, an additional case is considered. The 
results obtained for the spectral radii in the following cases are displayed in Tables 1-4. 
CASE 1. A--" uu t-t- a I ;  u t - (1, 1. . . ,1) ,  ~ = 7 -  (2h+ 1)/5, h : 0,1, . . . ,14,  n = 8. 
Table 1. Case 1. 
Spectral  radius of 
Jacobi 
i terat ion matr ix  
Spectral  radius of 
Codenott i  and Favati 
i terat ion matr ix  
p(I - M- I  A)  
0.8974 
0.9459 
1.0000 
1.0606 
1.1290 
1.2089 
1.2963 
1.4000 
1.5217 
1.6667 
1.8421 
2.0588 
2.3333 
2.6923 
3.1818 
0.3533 
0.3701 
0.3883 
0.4081 
0.4297 
0.4533 
0.4791 
0.5073 
0.5382 
0.5722 
0.6094 
0.6500 
0.6943 
0.7421 
0.7930 
0.3542 
0.3/11 
0.3894 
0.4092 
0.4309 
0.4545 
0.4803 
0.5085 
0.5393 
0.5730 
0.6097 
0.6497 
0.6930 
0.7394 
0.7886 
CASE 2. A symmetric Toeplitz matrix with random off-diagonal entries and a ,  - ~-~j~i aij - 
5 + (5h + 1)/20, h : 0, 1, . . . .  14, n = 32. 
CASE 3. A -- QQ~, where Q has random entries, n - 40. 
CAsE 4. A random matrix, n -- 40. 
The results reflected in the corresponding tables allow us to apply to our method the same 
conclusions that Codenotti and Favati point out in [1]: we get a convergent method when the 
Jacobi method is convergent and, moreover, in some cases in which the Jacobi method diverges. 
Besides, the obvious agreement between the spectral radii in the two last columns show that 
both methods have similar rates of convergence, whenever improving the convergence rate of the 
J acobi method. 
It is well known the relation--when the Jacobi matrix in nonnegative--between thespectral 
radii of the Jacobi and the Gauss-Seidel matrices associated with the coefficient matrix A of 
the linear system Az -- b (see the Stein-Rosenberg theorem in [4] for the corresponding result). 
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Table 2. Case 2. 
Spectral radius of 
Jacobi 
iteration matrix 
1.4312 
1.5~5 
1.4046 
1.3480 
1.4~6 
1.2~2 
1.23~ 
1.2615 
1.3752 
1.1627 
1.1~5 
1.1~0 
1.1615 
1.1066 
1.1147 
Spectral radius of 
Codenotti and Favati 
iteration mtrix 
0.9496 
0.8607 
0.8130 
0.9361 
0.9230 
p(l-- M-1A) 
0.9495 
0.8607 
0.8129 
0.9360 
0.9228 
0.9106 
0.8094 
0.8537 
0.9487 
0.7643 
0.7722 
0.7609 
0.8439 
0.7245 
0.7580 
0.9104 
0.8094 
0.8536 
0.9485 
0.7643 
0.7721 
0.7608 
0.8438 
0.7245 
0.7579 
Table 3. Case 3. 
Spectral radius of 
Jacobi 
iteration matrix 
29.7398 
29.2497 
29.3863 
29.2969 
29.2763 
29.5022 
29.339 
29.1955 
29.2214 
29.3331 
29.4829 
29.7509 
29.6942 
29.1860 
29.2~9 
Spectral radius of 
Codenotti and Favatl 
iteration matrix 
1.0000 
1.0000 
0.9999 
1.0000 
1.0000 
0.9998 
1.0000 
1.0000 
0.9999 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
p(1- M-1A) 
1.0000 
1.0000 
0.9999 
1.0000 
1.0000 
0.9999 
1.0000 
1.0000 
0.9999 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
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To compare, in the above numerical experiments, these spectral radii with the ones due to our 
modification, we present he Table 5. 
As it is evident from the displayed tables, in Cases 1 and 2 the Gauss-Seidel method clearly 
improves the convergence. Both, the model of [1] and our modification, present intermediate 
values for the spectral radii between the Gauss-Seidel values and the Jacobi ones. 
Given the triangular structure of the Gauss-Seidel matrices, the above results have suggested 
to us a new modification of the techniques in [1]. It is based on the minimization of I I I -M-1A I IF  
when M -1 is lower triangular. The obtained results lead to an improving for the spectral radii of 
I - M-1A which, in Cases 1 and 2, are even smaller that the corresponding to the Gauss-Seidel 
matrices associated with A. Nevertheless, in the algorithm leading to the calculus of the elements 
of M-1, full matrices must be inverted. Therefore, the authors' opinion is that the computational 
cost would be increasing. 
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Table 4. Case 4. 
Spectral radius of 
Jacobl 
iteratAon mtrix 
Spectral radius of 
Codenotti and Favati 
52.2471 
90.0558 
68.3997 
85.3818 
102.3347 
76.0877 
97.3087 
109.1797 
163.2838 
78.8759 
94.4385 
54.1326 
61.5814 
76.5378 
124.2292 
iteration mtrix 
p(I - M-1A) 
1.0~6 
1.1489 
1.0~5 
1.0661 
1.0658 
1.1030 
1.0999 
1.0~0 
1.0046 
1.1281 
1.0~1 
1.09~ 
1.0~5 
1.1099 
1.0903 
1.1074 
1.0977 
1.0935 
1.0945 
1.1112 
1.1242 
1.1058 
1.0616 
1.1099 
1.1421 
1.1531 
1.1350 
1.1048 
1.1049 
1.1286 
Table 5. Spectral 
Case 1 Case 2 
0.2042 0.3322 
0.2162 0.3082 
0.2296 0.2945 
0.2446 0.2910 
0.2613 0.3281 
0.2802 0.2750 
0.3017 0.2633 
0.3262 0.2724 
0.3544 0.3028 
0.3872 0.2453 
0.4256 0.2436 
0.4710 0.2479 
0.5252 0.2546 
0.5905 0.2386 
0.6696 0.2341 
raxiil for GauM-Seidel matrices. 
Case 3 CMe 4 
0.9996 5868.9828 
1.0000 458185.1759 
0.9997 1608178.8428 
1.0000 219566013.4864 
0.9998 1216180.2665 
0.9994 423155.2742 
1.0000 25383862.9651 
0.9999 5160862.5299 
0.9997 101632255.2427 
1.0000 1668429.5345 
1.0000 47819566846.5761 
0.9999 68945.6888 
1.0000 3088789.2407 
0.9995 215031080.4639 
0.9996 230718059.5799 
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