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Introducción 
Los esquemas de modismos Mor(X, Y) entre dos esquemas proyectivos, X 
e Y, son objeto natural de estudio en Geometría Algebraica. Se construyen 
como una aplicación de la teoría de esquemas de Hilbert de A. Grothendieck 
([Gral). 
El caso particular en que Y es una variedad de Grassmann G y X es una 
curva ha sido especialmente estudiado. El motivo principal es que gracias a 
la propiedad universal de las variedades de Grassmann, los morfismos de X 
en G se corresponden con ciertas sucesiones exactas de fibrados en X. 
Además, tales morfismos pueden interpretarse como familias de espacios 
lineales y dan lugar a una geometría muy rica. 
En esta memoria nos interesamos por la topología de la variedad de mor- 
fismos de un grado fijo d, en el caso en que X = B1 e Y = G. El grado de un 
modismo de una curva en G es el grado de la imagen inversa del generador 
amplio de Pic(G). 
El punto de partida en nuestro estudio es el artículo de S.A.Str$mme "On 
parametrized rational curves in Grassmann varieties"([Str]), en el que se cal- 
culan los números de Betti de una compactificación natural R de la variedad 
Mor(B1, G), y se da una descripción mediante generadores y relaciones (que 
no se calculan explícitamente) de su anillo de cohomología. 
Nuestro objetivo es describir explícitamente bases, sobre Z, de los grupos 
de cohomología dando, por tanto, mayor precisión a la descripción de la 
estructura aditiva de la cohomología dada por Str$mme. 
Como una consecuencia de su estudio, Str$mme probó que los grupos de 
cohomología de R con coeficientes en Z, son isomorfos a los correspondientes 
- 
grupos de Chow, y que éstos son grupos libres. 
Para dar una idea de los resultados obtenidos, describimos a continuación 
el caso de codimensión uno en la variedad G de rectas del espacio proyectivo 
P3. 
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En este caso, la dimensión de R es 4d +4, donde d es el grado fijado en la 
variedad de morfismos (que supondremos al menos 2). El número de genera- 
dores de A1(R), y por dualidad de A4d*3(R), es en este caso igual a 2. En el 
texto describimos las bases para ambos grupos de manera geométrica. Para 
estas descripciones se usa fuertemente la aplicación de evaluación natural 
ev : P1 x Mor(P1, G)-G. Esta evaluación describe curvas en G. La apli- 
cación de evaluación no está bien definida en P1 x R, pero se construye un 
esquema birracional con éste con una aplicación de evaluación bien definida 
a G, y que extiende la definida sobre la variedad de morfismos. Esta evalua- 
ción nos permite imponer condiciones geométricas para construir ciclos en 
R, como mostramos en el siguiente ejemplo. 
Para el grupo de Picard, A1(R), una base queda representada por los 
siguientes ciclos: 
1. El ciclo asociado al subesquema cerrado en R, clausura del lugar de 
puntos en la variedad de morfismos que al evaluar nos dibujan una curva 
en G que pasa por una subvariedad de Schubert especial de codimensión 
uno en un momento, t o  E P1, fijo. En la literatura, una tal subvariedad 
de Schubert especial se denomina complejo lineal especial, y se describe 
como la subvariedad de rectas de P3 que pasan por una recta fija L, el 
eje del complejo lineal especial. La clausura en R de este lugar, tiene 
codimensión uno, es irreducible y definimos así el ciclo que formará 
parte de nuestra base, digamos a, como el asociado a este subesquema 
irreducible. 
2. Otro tipo de condición que también nos describe un lugar de codi- 
mensión uno en la variedad de morfismos es la de pasar, esta vez en un 
momento t E P1 arbitrario, por una subvariedad de Schubert especial 
de codimensión 2. Esta está formada por el conjunto de rectas que 
pasan por un punto dado de P3. De nuevo la clausura de este lugar es 
un subesquema cerrado irreducible de R, y se define así el ciclo asociado 
P. 
Para demostrar que los anteriores ciclos forman base sobre Z de A1(R), 
presentamos una base dual formada por los ciclos construidos de la siguiente 
manera. 
1. Fijamos en G una curva C de grado d - 1, uno menos que el grado 
fijado en la variedad de morfismos. Por cada punto de la misma, deter- 
minamos en G un punto distinto, fuera de la curva, y de manera que 
esté bien definida la recta que une ambos. Bastará para este objetivo 
fijar ciertos fibrados con grado suficientemente alto para asegurar la 
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construcción, y elegir secciones. Se tiene así descrita una familia de 
rectas, de grado d - 1, en G, y para cada punto podemos considerar la 
curva unión de C y la correspondiente recta, de grado d. Esto define 
una familia de dimensión 1 en el esquema R, gracias a la propiedad 
universal de éste. Podríamos representarla gráficamente por: 
Consideraremos así el ciclo asociado, a, a este subesquema cerrado, que 
hemos descrito, como antes, geométricamente. 
2. Análogamente, fijada en G una curva C de grado d - 1, esta vez con 
un punto distinguido en ella, P, podemos construir una familia bien 
definida de rectas que pasan por P. Para ello, se elige una subvariedad 
lineal 2-dimensional que contenga a P, y en ella una recta general L 
que no pase por P. La subvariedad lineal se elige en el texto de cierto 
tipo que en este caso es el plano de rectas que pasan por un punto de 
P3. De nuevo, y esta vez para cada punto Q de L, se tiene bien definida 
la recta que pasa por Q y P, y así estamos describiendo una familia 
1-dimensional de rectas. La unión de la curva C con cada una de estas 
rectas, describe así una familia de dimensión uno en el esquema R. 
Llamaremos b al ciclo asociado a este cerrado, y lo representaremos 
gráficamente por: 
Es claro ahora que estos ciclos se construyen así con la pretensión de 
tener ciertas intersecciones vacías y otras en un solo punto. Efectivamente, 
los ciclos a: y a diremos que cortan una vez, pues de su construcción, ve- 
mos que la aplicación de evaluación dibuja, para a la curva de rectas antes 
descrita. Puesto que el ciclo pide cortar al complejo lineal especial en el 
momento determinado t o  E P1, al fijar este momento de la familia de rectas 
nos quedamos con la única recta que pasa por el correspondiente punto de la 
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curva C obtenido al evaluar en t. Esta recta corta al complejo lineal especial 
una sola vez, pues se suponen están en posición general. 
Por su parte, los ciclos ,8 y b también describen una situación geométrica 
clara. Las rectas dibujadas por parte de la familia, estaban todas apoyadas 
en un único punto de la curva, y se describían dentro de un plano (el de 
rectas de P3 que pasaban por un punto.) El ciclo quedaba definido por la 
condición de pasar por un plano del mismo tipo, de manera que ambos planos 
cortan en un sólo punto (el correspondiente a la recta de P3 que pasa por los 
dos puntos que definen a cada plano) de G, transversalmente. La recta que 
une este punto y el prefijado en la curva C describe un único elemento de la 
familia en R. De nuevo decimos que ambos ciclos cortan una vez. 
Por otra parte, la familia que define al ciclo b, no puede verificar el tipo 
de condición geométrica impuesta en la definición de a, pues no se puede 
elegir el punto de la curva sobre el que se dibujan las rectas. 
Los números de intersección de estos ciclos determinan una matriz 
con unos en la diagonal y un cero debajo de la misma, quedando así de- 
mostrado que forman base sobre Z de los correspondientes grupos A1(R) y 
A4df3(R).  El conocimiento del cuarto número de intersección (a. P) carece 
de interés para nuestro propósito inmediato, pero no es difícil ver que coin- 
cide con el grado de la curva C. Esta es la filosofía general seguida en esta 
memoria. 
Las variedades de morfismos tienen, en el caso que nos ocupa, dimensión 
calculable, son lisas e irreducibles. La aplicación de evaluación nos permite 
considerar objetos geométricos en nuestras construcciones. 
Si bien, como queda demostrado en [Str], el esquema R es irreducible, 
liso, racional y proyectivo de la dimensión esperada (Teorema 2.1. en [Str]), 
no tenemos una aplicación de evaluación bien definida de P1 x R en G. Pode- 
- 
mos, no obstante extender esta aplicación de evaluación a un esquema & ir- 
reducible y birracional con P1 x R, pudiendo recuperar el objetivo geométrico 
del trabajo. Por su interés particular, mostramos algunas de las propiedades 
del esquema S", como su irreducibilidad, dimensión y la citada aplicación de 
evaluación. 
En [Str] encontramos una función que determina los rangos de todos los 
grupos de Chow del esquema R. Nuestro segundo capítulo está dedicado a 
un estudio explícito de esta función que en [Str] se deduce calculando dimen- 
siones de espacios tangentes a las células de una descomposición explícita 
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del esquema proporcionada por una acción de con un número finito de 
puntos fijos (teoremas de Bialynicki-Birula). Del mismo deducimos una man- 
era especialmente sencilla y directa de calcular estos rangos para los grupos 
de ciclos de codimensión no superior al grado previamente fijado. Consi- 
deraciones puramente combinatorias, nos permiten construir bases enteras a 
partir de un número determinado de ladrillos que sólo depende de la variedad 
de Grassmann fijada. 
La construcción del número apropiado de ladrillos nos quedará asegurada 
considerando los distintos ciclos de Schubert especiales en G y, biyectiva- 
mente, subvariedades lineales que corten a éstos de manera sencilla, al modo 
visto en el ejemplo anterior. 
Separamos en el trabajo, la descripción de unos y otros ciclos en secciones 
dedicadas a cerrados en dimensión alta y baja respectivamente. Para el caso 
de dimensión alta, las propiedades de los morfismos y esquemas involucra- 
dos nos definirán ciclos con soporte irreducible. Además, éstos tendrán por 
esta construcción una información geométrica clara, como ciertas condiciones 
de intersección con las subvariedades de Schubert especiales iniciales. De- 
nominaremos a estos ciclos ladrillos, pues para formar bases con el número 
apropiado de elementos, bastará generalizar en la línea de la combinatoria 
que nos marca el número explícito de cada rango en dimensión alta, la cons- 
trucción de los mismos. Explícitamente, el rango de uno de estos grupos, 
digamos Ak(R), siempre que k sea menor que el grado d, vienen dado como 
el número de monomios mónicos en cierto número de variables, cada una de 
un peso determinado (ladrillos), cuyo grado total es k. La generalización de 
la construcción particular para los ladrillos busca por tanto dar sentido claro 
a la expresión monomios en las variables ladrillo. 
Esta generalización no contiene, en cambio, las propiedades geométricas 
de la construcción de los ladrillos, pues los esquemas considerados son esta 
vez productos cartesianos y fibrados, y los mofismos que intervienen no 
tienen las propiedades adecuadas a este efecto. En particular, no podemos 
asegurar la irreducibilidad de los cerrados así construidos en R, pues puede 
ocurrir que existan componentes de dímensión excedentaria. 
Adoptamos por tanto una postura distinta y construimos directamente, 
con los mismos diagramas, los ciclos partiendo de ciclos en productos carte- 
sianos de G, de manera que queda bien determinado en cada caso el grupo al 
que pertenece el ciclo construido. Así es como definimos nuestras potencias, 
y, finalmente intersecando, nuestros monomios en dimensión alta. 
En definitiva, estas construcciones nos definen tantos ciclos de dimensión 
alta como necesitamos para formar una base sobre Z. 
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Con la misma combinatoria describimos ciclos de dimensión baja, cons- 
truyendo abiertos en R de familias de rectas sobre una curva fija C en G, 
de grado d' siempre menor que d, el apropiado para definir lugares de R. 
Podemos así describir familias de rectas parametrizadas por un espacio de 
parámetros que nos marca la dimensión. Estos espacios de parámetros son 
siempre productos de rectas proyectivas (tantos como puntos móviles necesi- 
tamos en la curva C), y subvariedades lineales de G. Se fijan además puntos 
en la curva, y por cada punto móvil y cada punto fijado de C se da una 
familia de rectas que se apoyan en éstos y en las subvariedades lineales. El 
grado de la curva C será la diferencia entre el grado inicial d, y el número de 
puntos, móviles y fijos, que para cada parámetro se eligen en C. Los ciclos 
de dimensión baja, serán los asociados a las clausuras de estas familias en el 
esquema R. 
La construcción explícita se desarrolla con el objetivo geométrico de des- 
cribir lugares que por la aplicación de evaluación determinen subvariedades 
lineales generales, de la dimensión adecuada a asegurar de manera precisa la 
intersección con una subvariedad de Schubert especial. En concreto, cada in- 
tersección planteada será claramente transversal por la generalidad de ambos 
tipos de subvariedades en G. 
Dedicamos la última sección del capítulo 3 a demostrar cómo estos con- 
juntos de ciclos nos aportan bases como Z-módulos de los grupos de Chow 
de nuestro esquema de cocientes en dimensión y codimensión estrictamente 
inferiores al grado fijado, mostrando cómo, por su construcción, podemos 
disponer los correspondientes números de intersección en una matriz diago- 
nal superior con unos en la diagonal. 
Por otra parte, en nuestras construcciones el dato que aporta el grado, 
afecta claramente como obstrucción a los ciclos de dimensión baja, pues las 
familias necesitan una curva C cuyo grado disminuye en función de las rec- 
tas que necesitamos describir. La obstrucción, no obstante, es simplemente 
numérica, de manera que estas bases tienen descripción idéntica si se consi- 
deran en grado suficientemente alto. 
Para el resto de grupos, en dimensión (o codimensión) mayor o igual al 
grado, la descripción geométrica de los ciclos no aporta el suficiente número 
de ellos para tener una base, debido a la obstrucción del grado antes citada. 
Si bien el rango de un tal grupo es siempre menor que el correspondiente 
para grado suficientemente alto (hecho que hemos constatado con un cálculo 
explícito de estos rangos para el espacio proyectivo y la Grassmanniana de 
rectas del mismo), el cálculo combinatorio de éste excluye menos casos de los 
que geométricamente hemos de descartar en nuestras construcciones. Esto 
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sugiere como solución para construir bases en el caso d 5 k, el permitir que 
la curva C, que hasta ahora era una curva fija, varíe dentro de familias de 
curvas racionales. 
En algunos casos particulares esta idea nos permite construir bases, pero 
no aparece claramente la sistemática que puede haber detrás. En   articular 
- - * 
aparecen matrices de intersección no triangulares que resultan difíciles de 
manipular en el caso general. 
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Capítulo 1 
Esquema Quot 
1.1 Grassmannianas de cocientes 
Sean k un cuerpo algebraicamente cerrado y V un espacio vectorial sobre k 
de dimensión n. Dado un k-esquema X ,  denotemos por 0; el fibrado trivial 
V @ % de rango n. Consideremos el funtor contravariante de la categoría 
de k-esquemas en la de conjuntos que a cada k-esquema X le asocia 
F (X)  := (O$-+E,-O 1 sucesíones exactas cortas con 
E, fibrado de rango r); 
y a cada morfismo f : X-Y de k-esquemas, la aplicación de conjuntos 
definida por 
Este funtor es representable por un k-esquema, G(r,V) ó G(r,n), de- 
nominado la Grassmanniana de cocientes de rango r del espacio vectorial 
n-dimensional V. 
Como elemento universal para el funtor F, este k-esquema, G := G(r, n), 
viene dotado de un cociente universal 
donde EG es un fibrado de rango r tal que la biyección 
Mor(X, Gr(r, n)) F(X)  
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viene determinada por: 
d ( 1 ~ )  = (05-EG-O), 
(ver [EGA 11). 
Podemos reformular esta propiedad universal de G(r, n) de la siguiente 
manera. Dados un k-esquema cualquiera X y un fibrado de rango r sobre 
X ,  cociente del fibrado trivial 0;: 
existe un único morfismo f : X-G(T, n) tal que 
Esta construcción se puede generalizar, y se definen las Grassmannianas 
de cocientes de un haz arbitrario, que engloban a las ya descritas. Fijados un 
entero p 2 1, un esquema S y un Os-módulo casi-coherente E, definimos un 
funtor FP,& contravariante de la categoría de S-esquemas en la de conjuntos 
de la siguiente manera. Dado un S-esquema T se define FP,&(T) como el 
conjunto 
Fp,E(T) := {E(T)-Ii-O 1 Ii cociente localmente 
libre de rango p). 
Por otra parte, dado un S-morfismo g : TI-T, definimos una aplicación de 
conjuntos 
F~,&(g) :F ~ , ~ ( T ) ~ F ~ , & ( T 1 )  
definida por 
Obsérvese que dado un cociente K = E(T)/N de £(TI localmente libre de rango 
p, el O(Tr)-mÓdulo g*(K) es un haz localmente libre de rango p, isomorfo al 
cociente de = g*(&(~)) por la imagen de g*N. Es inmediato que, para 
un segundo S-morñsmo g' : Tf'-TI, se tiene la igualdad F p , ~ ( g  o = 
FP,&(g1) O Fp,E(g). En estas condiciones tenemos el siguiente resultado: 
Teorema 1 (EGA I Tma.(9.7.4)) Para todo esquema S y todo Os-módulo 
casi-coherente E, el funtor FP,& es representable. 
Esquema Quot 3 
El S-esquema X que representa al funtor Fp,&, y que queda definido salvo 
isomorfismo, se !.lama la Grassmanniana de &dice p de E, y la denotaremos 
Grp(E), o más simplemente Gp. Se tiene un Ogp-módulo Egp, localmente libre 
de rango p y cociente de E(g,,), determinado salvo isomorfismo, tal que la apli- 
cación g H Fp,E(g) es un isomorfismo funtorial Homs(T, Gp) 2 Fp,E(E(T)). 
Al OGp-módulo Eg, lo denominaremos el cociente universal de Gp. Sobre este 
esquema Grp(E) se tienen los siguientes resultados: 
Proposición 1 (EGA I Prop.(9.7.7)) Para todo 0s-módulo casi-coherente 
E, Grp(E) es un S-esquema separado sobre S. Si E es de tipo finito (res- 
pectivamente de presentakión finéta), GrP(E) es un S-esquema de tipo finito 
(respectivamente, de presentación finita) sobre S. 
Para S fijo Fp,E(S) no es un funtor (contravariante) de la categoría de 
Os-módulos casi-coherentes en la de conjuntos, puesto que a un morfismo 
cualquiera g : £-E1 de Os-módulos casi-coherentes no le corresponde en 
9 general una aplicación Fp,&t(S)+Fp,&(S). La composición E -+ E'-% de 
g y un homomorfismo sobreyectivo E'-31, no es sobreyectiva en general. 
Esta última condición es no obstante satisfecha siempre que g : £-E1 sea 
un epimorfismo; y todo Os-módulo cociente 31 de C ,  localmente libre de 
rango p, puede entonces ser considerado como un Os-módulo cociente de E. 
En otras palabras, dar un tal morfismo g define una inyección de conjuntos 
ig : .7'p,o(S)-Fp,&(S). (1.2) 
Esta inyección de conjuntos levanta a cualquier S-esquema. Efectivamente, 
es claro que, para todo morfismo T-S, el homomofismo g ( ~ )  : E(T)-E(T) 
(imagen recíproca de g : E-E'), es un epimorfismo, de manera que se 
obtiene una inyección de conjuntos 
: FP,&"--cFP,E(T)~ 
y para todo S-mofismo f : T1-+T, el diagrama 
es conmutativo. Puesto que los funtores FP,& y Fp,&t son representables, 
corresponde a todo epimofismo g : E-£' de Os-módulos casi-coherentes 
un S-morfismo 
Grp(g) : Grp(E1)-Grp(E) (1.3) 
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tal que la imagen recíproca del cociente universal sobre Grp(&) es el cociente 
universal sobre GrP(E1). Fkcogemos esto último en la siguiente: 
Proposición 2 (EGA I, Prop.(9.7.9)) Para todo epimorfsmo g : E-&' de 
Os-módulos casi-coherentes, el S-morfsmo (1.3) es una inmersión cerrada. 
Además, la imagen GEJ de GrP(E1) en Gr,(E) por (1.3), tiene la siguiente 
propiedad universal. Para todo morfismo 
y todo cociente O+-E libre de rango r que factorice a través de FE', 
existe un único levantamiento 
con imagen contenida en GEI. 
1.2 Esquema de morfismos 
A partir de ahora, utilizaremos ciertas construcciones generales únicamente 
en el caso particular que nos interesa. Sean, pues, k un cuerpo algebraica- 
mente cerrado, P1 la recta proyectiva sobre k y V un espacio vectorial sobre 
k de dimensión n. Denotaremos, como antes, por G(r, n) el esquema de espa- 
cios vectoriales cocientes de rango r de V, o de otra forma, la Grassmanniana 
de cocientes de rango r de V. 
Denotaremos por Rd, o RO, el espacio de morfismos de grado d de la 
recta proyectiva P1 en la Grassmanniana G(r,n). La dimensión de R0 es 
n . d $ r(n - r )  (cf. [Str]). Dar un morfismo tal es equivalente a dar un 
cociente (localmente libre) del fibrado V @ 4 1  sobre P1, con rango r y grado 
d. Es decir, todo elemento cp E R0 tiene asociada una sucesión exacta de 
fibrados sobre P1: 
O+N-O$-If+O, (l.4] 
donde hemos denotado por O;, el fibrado trivial V €3 Opi. El cociente tiene 
polinomio de Hilbert: 
esto es, rango r y grado d. 
Las sucesiones exactas (1.4), se organizan en una sucesión 
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exacta de fibrados que, por la propiedad universal de la Grassmanniana dota 
al espacio P1 x Ro de un morfismo natural: 
que llamaremos aplicación de evaluación. 
1.3 Esquema Quot 
El fin último de esta memoria es el de calcular intersecciones en el esquema 
de morfismos, pero éste no es compacto. Trabajaremos por tanto en una 
compactificación del mismo, cierto esquema que parametriza familias de co- 
cientes del fibrado trivial O;, := @I @ V, (dim(V) = n), sobre P1, que 
pasamos a describir. 
Sea P ( t )  = r . (t $ 1)  + d, un polinomio fijo, y consideremos el funtor 
contravariante de la categoría de k-esquemas en la de conjuntos, definido 
por: 
Fp(X) := (C3flxx+E-01 sucesión exacta corta con E 
de polinomio de Hilbert x(£,, m) E P(m) 
en las fibras de X ,  salvo isomorfismos.) 
f 9 Dos cocientes - E, O,",,, - E', se dicen isomorfos si existe un 
isomorfismo 4 : E-£' tal que 4 o f = g. 
El funtor Fp es representable (cf [Vieh] 1.5, ó [Gro IV]) por un k-esquema 
que denotaremos Quotr,d, O simplemente &,d. Nos referiremos a él como el 
esquema de cocientes de rango r y grado d ,  y a sus elementos como cocientes. 
En ocasiones, y por abreviar, usaremos la notación: 
para un cociente en &,d. De otra manera, cada elemento de Rr,d es una 
sucesión exacta de haces sobre P1, 
con cociente de rango r y grado d. Otro tal cociente isomorfo define el mismo 
elemento de &,d 
Como elemento universal para el funtor representable Fp, &,d viene 
dotado de una sucesión exacta universal de haces: 
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y una biyección de conjuntos: 
que se realiza asociando a un morfismo 
el pullback de la sucesión (1.6) por la aplicación: 
Una descripción explícita de los puntos de R utilizada en [R-R-W] es 
la siguiente. Cada punto en &,d se puede considerar como una clase de 
equivalencia de matrices (n- r) x n, M = (Mij(s, t)), donde cada Mij(s, t) es 
un polinomio homogéneo de grado di con di = d. Dos tales matrices, M y 
M', serán equivalentes si, tras un reordenamiento adecuado de filas si fuera 
necesario, los grados de las filas de M y M' coinciden y existe una matriz 
(n - r) x (n - r), U = (Uij(s, t)), con Uij(s, t), polinomio homogéneo de grado 
di - dj, det U no idénticamente cero, y M' = UM. Tenemos, no obstante, 
una descripción más natural de los puntos de R,,d como haces cocientes, y 
convendrá poder pasar de una a otra. 
Dado un cociente (O;, -B) E &,d, sea 
la sucesión exacta que lo define. Elegido un isomorfismo A E @~:~Opi(-di) 
y fijada una base en V, podemos identificar el haz cociente B con la matriz 
M de la aplicación A-0;. 
El esquema de morfismos Rd es el mayor abierto U de Rr,d con la propiedad 
de que el cociente universal, ER, tiene rango constante r sobre P1 x U. 
El esquema Quot, &,d, es, además, una variedad proyectiva, lisa, racional 
e irreducible de dimensión 
dim(&,d) = nd + r(n - r), (l.7] 
como se demuestra en [Str] ($2, Tma. 2.1.). 
1.4 Haces de torsión 
Ya hemos distinguido en R al esquema de morfismos, R0 = Rd, como el 
mayor abierto, U C R, con la propiedad de que el cociente universal ER tiene 
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rango constante r sobre P1 x U. Por otra parte, de su definición original 
dada en la sección $1.2, sabemos que los puntos de R0 son cocientes libres, 
esto es, puntos en R de la forma 
con B libre de rango r y grado d. Describimos a continuación otros lugares 
de R. 
Denotemos por R1 el cerrado en R definido por: 
Un punto en R1 será así de la forma: 
con T # O haz de torsión, E libre de rango r ,  y tales que el grado total es 
Si sop(T) = {pl , .  . . ,pk) P1 es el soporte, por supuesto finito, del haz de 
torsión, escribiremos T como suma directa de haces de torsión 
con sop(Tpi) = {pi), i = 1,. . . , k. Dado un pi E sop(T), podemos suponer 
que p; = [O, 11, es decir, es el origen en una carta afín de P1 con coordenada 
x. El haz Tpi puede verse entonces como k[x]-módulo con soporte en pi y 
por tanto es de la forma 
$ k[xll(xtj). 
j 
Incluimos seguidamente algunos resultados generales sobre módulos de 
torsión, con el objeto de fijar la notación utilizada posteriormente. Podemos 
traducir resultados sobre k[x]-módulos, a resultados sobre endomo&smos 
t : V-V de espacios vectoriales vía la siguiente 
Proposición 3 (Proposición 7, Cap.X, 54 [S-G]) Sea k un cuerpo. Cada 
k[x]-módulo A determina un espacio vectorial V = VA sobre k (VA el grupo 
aditivo A y multiplicación escalar por los elementos del cuerpo k c k[x]) 
y un endomorfismo t ,  : V-V de este espacio (con t, la operación de 
multiplicación escalar por x). La asignación A ~-t   VA,^,) es una biyección 
de todos los módulos sobre k[x] en todos los pares (V,t), con V un espacio 
vectorial sobre k y t : V-V un endomorfsmo del mismo. 
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Bajo esta identificación, un módulo de torsión sobre k[x] con soporte 
{[O, 11) será de la forma 
Sea T' el esquema que parametriza haces de torsión soportados en P y con 
grado m. Si tomamos una carta afín para P en la que P = [O, 11, T' se 
identifica con la fibra sobre xm de la aplicación 'J? del conjunto de matrices 
cuadradas (m x m) en el de polinomios mónicos de grado m, que a cada 
matriz H le asocia su polinomio característico. Si consideramos en T', bajo 
esta identificación, el abierto U,,, de matrices con polinomio mínimo xm, el 
grupo GL(m) actúa en él transitivamente, con la acción natural dada por 
El abierto U, es así irreducible y 
donde Est(Um) es el estabilizador de U,. Fijemos en U, un elemento t y 
consideremos en el espacio vectorial asociado V con endomorfismo t : V-cV, 
la base en la que t viene dado por su forma canónica 
El estabilizador del elemento t es así el conjunto de endomorfismos h E 
End(V) tales que hth-l = t, esto es el subespacio de matrices H  = (a,) 
invertibles m x m con H J  = J H ,  es decir, tales que 
a, = O siempre que i > j, 
al1 = a22 = ' ' ' = amm, 
a12 = a23 = ' .' = a(rn-l)m, 
al (m-2) = %?(m-1) = a3m, 
al (m-1) = a2m, 
alm libre. 
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Pero éste es un sistema lineal de ecuaciones en las entradas de H con espacio 
de soluciones m-dimensional. Una matriz solución será de la forma: 
Además, el lugar, Ue, de matrices con polinomio mínimo xe con < m, 
tiene estabilizador de dimensión superior a m. Como, por otra parte, la 
dimensión de toda componente de la fibra de @ ha de ser mayor o igual que 
m2 - m, se tiene que T' es irreducible de dimensión m2 - m. 
De todo lo anterior podemos concluir que dado un punto en R1 de la 
forma: 
O;i-E$T 
con E libre de rango r y T # O haz de torsión soportado en {pl, ... , p k }  P1, 
si descomponemos T como suma de haces torsión 
y mi, i = 1,. .., k, es la dimensión del espacio vectorial corresponiente a cada 
sumando (cf Proposición 3), el grado total de O;,-E $ T es 
k 
d = deg(E) $ ho(T) = deg(E) + mi. 
Tras este paréntesis volvemos a nuestro propósito inicial. Puesto que 
describimos cocientes de Rr,¿, la identidad (1.8) impone una limitación a la 
diversidad de cocientes en R1. Concretamos esta última afirmación en la 
siguiente descomposición de &,d. 
En lo que sigue denotaremos por R al esquema &,di sea, para m 2 1 
R,,, := {(OPl-E $ T) E R 1 V x  E sop(T), dimT, 5 m}. 
Con la misma notación, si m = O, i& estará formado por los cocíentes exclu- 
sivamente libres, es decir i& = RO. Además, el abierto R0 está incluido en 
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cualquier R,,, así definido. Es fácil ver así que cada R,,, es un abierto en R. 
De la definición es clara la siguiente cadena de inclusiones: 
que es finita puesto que, obviamente, Rk = R para cualquier k 2 n - r ;  de 
hecho &-,-l = R. Efectivamente, supongamos fijados un punto x c P1 y 
un cociente en R: 
o;,-E $ T, 
con T # O haz de torsión soportado en {x} y de dimensión n - r. Si en el 
epimorfismo de fibras 
QL-Elx Tz, 
consideramos el epimorfismo inducido de espacios vectoriales, éste lo es entre 
dos espacios vectoriales de dimensiones 
Así, el epimorfismo es de hecho isomorfismo, digamos 
w 
dc:OL- El. Tx. 
El epimorfismo de haces 
4 0" - E $ T ,  
tiene así como núcleo un haz de torsión, de manera que, al ser 0" libre de 
torsión, Ker(q5) E O, y por lo tanto 0" es isomorfo a E $T, en contradicción 
con 0" libre de torsión. Queda así probado el siguiente 
Lema 4 Con las notaciones anteriores, para cualquier k 2 n- r - 1 se tiene 
que 
Rk = R. 
Por otra parte, la identidad (1.8) impone nuevas restricciones a la exis- 
tencia de los subesquemas R,,,. Si (O;,-E $ T) E h, T descompone 
k como T = Tpi, {pl,.  . . ,pk} = sop(T), y ti = hO(Tpi), es inmediato que 
y en particular m 5 d. 
Consideremos finalmente los siguientes subesquemas en R: 
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de otra manera, para cada entero m = O, 1,. . . ,min{d,n - r - l), 
Xm := {(O;,-E $ T) 1 Vx E sop(T), dim(T,) 5 m 
y 3y E sop(T) con dim(T,) = m). 
Los siguientes hechos son consecuencia directa de las definiciones 
1. si i # j entonces X; n X j  = 0; 
2. cada Xm es localmente cerrado en R; 
3. el esquema R es unión disjunta de los Xm, es decir: 
Se tiene, además, la siguiente 
. ., Proposicion 5 Para cada m = 1,. . . , min{d, n - r - 11, el subesquema lo- 
calmente cerrado Xm C R es irreducible de dimensión 
Demostración: Consideremos en Xm x P1 el diagrama de incidencia 
es decir, sea 
Vm := {(O;,-E $ T, x) E Xm x P1 1 dim(T,) = m),  
con las proyecciones inducidas por las naturales de Xm x P1 es sus factores. 
Como el soporte de un haz de torsión en R es en particular finito, la aplicación 
pl es finita. Además, el grupo PGL(1) actúa transitivamente en P1 en la 
forma 
g(x) := 9-12, 
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y en Xm por imagen inversa, es decir: 
de manera que también lo hace en Vm. El morfismo p2 es equivariante para 
esta acción y, por tanto, 
para cualquier x E P1. 
Fijado un punto P E P1, denotemos por Xm(P) la fibra sobre P de 
pz : Vm4P1.  Consideremos los siguientes esquemas: 
1. el esquema de cocientes de rango T y grado d - m, Q := Rr,d-mi que 
sabemos es irreducible de dimensión 
2. el esquema Ti que parametriza haces de torsión soportados en P y con 
grado m. Este esquema es irreducible de dimensión m2 - m. 
Sobre T' x P1 podemos considerar el haz tautológico E, con fibras: 
Si ?r : Ti x P1+T' denota la proyección sobre el primer factor, 
es un haz sobre Ti con fibra &((On)* 8 E)T N HOm(On,ET). Sea T" el 
fibrado vectorial asociado al haz localmente libre r,((On)* BE) ([H] Cap.11, 
Ejercicio 5.18), y consideremos el abierto irreducible 
formado por pares (On+&, O$,-F) tales que el morfismo inducido de 
haces 
0"-F $ E, 
es epimorñsmo. Este es un abierto irreducible, con una aplicación dominante 
natural sobre R dada por la propiedad universal del esquema de cocientes, 
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con imagen F(U) = Xm(P), de manera que Xm(P) es irreducible. Fijemos, 
finalmente, un k[x]-módulo Tp soportado en P, y sea U0 el abierto en U de 
puntos de la forma 
El mofismo F restringido a U", Fo := que, es claramente dominante sobre 
X,(P). Además, U0 tiene dimensión: 
dim(Uo) = dim(Hom(O$, Tp)) + dim(Q) 
= n m + n ( d - m ) + r ( n - r ) = n d f  r(n-r) .  
Por otra parte, sea Z la fibra de Fo sobre un punto general q E Xm(P), esto 
es un cociente de la forma: 
con E libre de rango r y grado m, T de torsión de grado m soportado en un 
punto P E P1. La dimensión de Z es así, por definición del esquema R, la 
siguiente 
dim(Z) = dim(Homk(Ep, Tp)) + dim(Aut(Tp, Tp)) = rm + m, 
y por tanto 
en definitiva: 
dim(Vm) = nd + r(n - r) + 1 - r(m + 1) 
como queríamos demostrar. • 
1.5 Subvariedades en la Grassmanniana 
En secciones posteriores, necesítaremos utilizar ciertos resultados geométricos 
en la Grassmanniana, G(r, n), de cocientes de rango r de un espacio vectorial 
V de dimensión n, ó, de otra manera la Grassmanniana, G(r - l,P(V)), 
de subespacios lineales de dimensión r - 1, del espacio proyectivo P(V) de 
cocientes de rango 1. Por comodidad denotaremos a lo largo de esta sección 
por G(k,m) a G(r - l,P(V)), esto es, k = r - 1 y m = n - 1. 
En concreto, nos interesaremos por las subvariedades lineales y las de 
Schubert especiales, que en posición general intersequen en un único punto 
de la Grassmanniana. 
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Sea así G(k, m) la Grassmanniana de subespacios lineales de dimensión k 
en un espacio proyectivo de dimensión m. Esta tiene una inmersión natural, 
la inmersión de Plücker, en un espacio proyectivo, PN := ~ ( l \ ~ ' l V ) ,  de 
dimensión N = (r) - 1. 
Como ya hemos adelantado, nos interesan en primer lugar las subvarie- 
dades lineales, Q> C PN, en G(k,m). Si At denota un subespacio lineal 
arbitrario de dimensión t ,  se tienen los siguientes dos tipos de subvariedades 
lineales en G(k, m): 
- el conjunto de subespacios Ak, contenidos en un subespacio fijo, A:, y 
conteniendo un subespacio fijo, 
Una tal subvariedad lineal tiene dimensión e, y nos referiremos a ella 
como de tipo a. La dimensión de una subvariedad lineal de tipo a es, 
a s í , a l o m á s m - k = n - r .  
- El conjunto de subespacios Ak, contenidos en un subespacio fijo, A:, y 
conteniendo un subespacio fijo, A:-,: 
Una tal subvariedad lineal tiene dimensión p, que será a lo más m = 
r - 1, y nos referiremos a ella como de tipo B. 
En particular, una recta en G(k, m), queda determinada al fijar dos sub- 
espacios en P(V), de dimensiones k - 1 y k + 1. La recta así determinada en 
G(k, m) será: 
y como subvariedad lineal es tanto de tipo a como de tipo P. 
Las siguientes, en simplicidad, subvariedades de G(k, m), corresponden 
a la intersección de ésta con una subvariedad lineal de PN. las llamadas 
variedades de Schubert, que pasamos a describir. 
Fijemos una bandera de k i- 1 subespacios lineales de P(V): A. S Al 
. . . S Ak (aquí, los subíndices sólo enumeran los subespacios, y no indican 
dimensión). Se define la variedad de Schubert asociada a esta bandera como 
el conjunto: 
n(A,, . . . ,Ak) := {A E G(k,m) 1 dim(A n Ai) 2 i, i = O , .  . . , k}. 
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Se define un ciclo de Schubert como la clase de equivalencia en el anillo de 
Chow de una variedad de Schubert. Un ciclo de Schubert se denota por 
R(lo, . . . , zk), donde los enteros li, i = O , .  . . , k, son las dimensiones de los 
correspondientes subespacios Ai, de un representante de la clase. Es fácil 
verificar que 
k 
dimR(l0,. . . , lk) = E ( ¿ ;  - i). 
i = O  
Un ciclo de Schubert especial es u" = R(m - k - a, m - k $1,. . . ,m), 
es decir, el ciclo de elementos en G(k, m) que cortan a un espacio lineal de 
dimensión m-k-a. Esto sólo tiene sentido para O 5 a 5 m-k = n-r, y toda 
variedad de Schubert especial representante del ciclo ua es de codimensión a 
en G(k, m). Fijado un subespacio lineal en B(V) de dimensión (m - k - a), 
o 
Am-k-a> siempre que O 5 a 5 m - k, la subvariedad de Schubert especial 
asociada es 
a "  := (Ak E G(k, m) 1 dim(Ak n AL-,-=) 2 o}, 
y tiene codimensión a en G(k, m). 
Supongamos fijados dos subespacios en B(V) de dimensiones complemen- 
o tarias, y en posición general, A:+, y Am-lk+a,, en P(V), éstos se cortan en 
. . 
un único punto P. Si en A!+, fijamos además un subespacio, A:-l podemos 
considerar la subvariedad lineal de tipo a en G(k, m) 
de dimensión a. El subespacio de dimensión k unívocamente determinado 
por P y A!-, en A:+,, constituye el único punto de intersección en G(k, m) 
de la subvariedad lineal a, y la variedad de Schubert especial, a", asociada al 
subespacio El siguiente gráiico muestra la situación recién descrita 
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Es también sencillo comprobar cómo una subvariedad lineal de tipo ,O, Q?, 
y una variedad de Schubert especial, @", de dimensiones complementarias, y 
definidas, respectivamente, por subespacios lineales en G(k ,  m) en posición 
general, tienen intersección vacía siempre que a > 1. El caso a = 1 corres- 
ponde a la subvariedad lineal recta de G(k ,m) ,  que es de ambos tipos de 
subvariedades lineales, y @, y por lo tanto interseca a toda variedad 
de Schubert especial de codimensión 1 definida en posición general con la 
recta, como se ha mostrado en el párrafo anterior. Recogemos este sencillo 
resultado en forma de lema: 
Lema 6 Sean 4, una subvariedad lineal de tipo a de dimensión a, y @ una 
subvariedad de Schubert especial en G(r ,n)  de  codimensión a. Si [+,], [@] 
son los ciclos asociados, entonces 
[+a] - [@] = [P], [P] la clase de un punto. 
Bajo las mismas hipótesis, pero con una subvariedad lineal de tipo ,@, +, la 
intersección 4, n @ es vacia (salvo el caso a = 1.) 
1.6 Acciones de grupos 
Recogemos en esta sección un sencillo resultado que utilizaremos en la cons- 
trucción de ciertos cerrados de dimensión baja en R en el capítulo (3). 
Lema 7 Sean X e Y esquemas irreducibles, con una acción en ambos de un 
grupo algebraico G irreducible, con: 
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a) G x Y-Y, acción transitiva; 
6) G, := {g E G 1 g . y = y), irreducible vy E Y. 
Entonces, para todo morfismo sobreyectivo G-equivariante 
y para todo elemento y E Y, la fibra: 
es irreducible. 
Demostración: Puesto que G actúa transitivamente en Y, y el morfismo es 
equivariante, todas las fibras son isomorfas. Así, basta probar el resultado 
para un y E Y general. 
La dimensión de cualquier componente de la fibra X, es mayor o igual que 
n := dim(X) - dim(Y), por la semicontinudad de la dimensión de las fibras. 
Por otra parte, esta dimensión ha de ser siempre n, pues de ser mayor, toda 
fibra tendría una subvariedad de dimensión mayor que n, de manera que la 
dimensión de X sería mayor que dim(Y) + n. 
Supongamos que la fibra X, sobre un punto general y E Y tiene dos 
subconjuntos cerrados propios, Xl,X2 2 Xy, tales que Xy = Xl U X2. 
Supongamos además que Xl es irreducible. Sea G, C G el estabilizador 
de y, que es irreducible por hipótesis. Bajo estas condiciones, G, actúa sobre 
Xl. Efectivamente, dado un elemento zl E X1, la órbita 
es irreducible, por serlo G,, y por tanto ha de estar totalmente contenida en 
XI. En caso contrario, existiría un elemento g E Gy y un x1 E Xl \ (Xl nX2),  
con x2 := gxi E X2 \ (X2 i l  Xl), de manera que la órbita de xl tendría al 
menos dos componentes. 
Consideremos la acción de G sobre Xl: 
con imagen Z := U g . Xl, que es en particular un conjunto constructible B. ([H], Cap. 11, Ejercicio 3.19). Por lo anterior, es claro que 
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es una componente irreducible en cada fibra. Además, si h. a E G son tales 
. - 
que h .  y = g . y, entonces h(X1) = ~ ( X I ) ,  pues h-'g E G,, y por tanto 
h-'g(X1) = Xl. 
El conjunto Z C X tiene dimensión: 
Ahora bien, X es irreducible, y por lo tanto Z = X ,  por ser un cerrado en 
un irreducible de igual dimensión. Existe, por tanto, un abierto de Zariski, 
U, con X > Z _> U ([H], Cap. 11, Ejercicio 3.18(b)). 
Sea X \ U = Tl U .. . U Tk, para ciertos cerrados Ti. Supongamos que 
ninguno de los cerrados Ti domina sobre Y. Sea entonces y E (Y \ U(f (Ti))). 
La fibra sobre y tendría al menos dos componentes, pero ambas se obtendrían 
a partir de Xl por G, contradiciendo lo anterior. 
Supongamos ahora que alguno de los cerrados Ti domina sobre Y. Sea 
y E Y un punto general. Cualquier componente X' de la fibra de y diferente 
de la componente de la de la forma g(Xl), estará contenida en una Tia que 
domina Y. Pero dim(T;:,) < dimX, y por tanto se tendría que dim(Xr) < n, 
llegando de nuevo a contradiccíón. 
Capítulo 2 
Anillo de Chow: rangos 
En este capítulo exponemos los resultados que sobre los rangos de los grupos 
de ciclos k-dimensionales, ( O  5 k 5 dim R), aparecen probados en [Str]. 
Fijaremos además la notación usada en capítulos posteriores. 
2.1 Algunos resultados de Bialynicki-Birula 
Como en [Str], damos a continuación algunos resultados de A. Bialynicki- 
Birula [Bl,B2]. 
Sea X una variedad proyectiva lisa con una acción del grupo multiplica- 
tivo r = k*. Supongamos que el esquema de puntos fijos X r  = {x l , .  . . ,xp} 
es finito, y para cada i ,  1 5 i 5 p, sea X; = { x  E X 1 l i m ~ , ~  A .  x = si}. El 
grupo F actúa linealmente en el espacio tangente Tx,X. Denotemos por T,+ 
el k[r]-submódulo sobre el que l? actúa con pesos positivos. 
Teorema 2 (Bialynicki-Birula) 
(E) Los X; forman una descomposición celular de  X ,  esto es, X tiene una 
filtración por cerrados X = FP > Fp-1 > . . . > F-1 = 0 tal que cada 
Fj \ Fj-1 es uno de los Xi. 
(E) Cada X; es isomorfo a algún espacio afin, y Tx,X; = Ti+ como sub- 
espacios de Tx,X. En particular, X es racional. 
(iii) El anillo de  Chow A ( X )  es el grupo abeliano libre generado por las 
clases de los y;, y las equivalencias racional y numérica de  ciclos en 
X coinciden. 
Para cada entero k = O , .  . . , dim X, denotemos por bzk(X) el número de 
índices i E (1 , .  . . ,p} tales que dim T: = k, es decir, el número de células 
k-dimensionales de la descomposición. Se tiene entonces el siguiente 
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Corolario 1 bzk(X) = rangoZA"X). 
En el caso particular en que el cuerpo base es C, Ak(X) HZk(X,N), 
y las cohomologías impares se anulan. Así los bzk(X) son los números de 
Betti de la variedad compleja X. En particular, la característica de Euler 
topológica es 
di", X 
r xtOp(X) = E bzk(X) = p = cardinal de X . 
k=O 
2.2 Números de Betti 
Describimos a continuación la acción de l? sobre R con puntos fijos aíslados, 
que aparece en [Str]. Esta da una descomposición celular de R que nos 
permite obtener sus números de Betti y su característica de Euler. 
Identifiquemos los puntos de R con subhaces A de Vpi := V @ OP1 con 
rango n - r y grado -d. El grupo GL(V) actúa sobre R de manera natural: 
Si g E GL(V), entonces g(A) := gA C VPI, donde gA es la imagen de 
A bajo el automorfismo inducido n*(g) de Vpi. Fijemos un toro maximal 
T GL(V); entonces el k[T]-módulo V descompone como suma directa de 
representaciones 1-dimensionales Vi (1 5 i 5 n). Si fi E HO(P1, OPi(di)) es 
una forma de grado di, denotamos por 
la imagen de la aplicación (K)p @ O(-di) + (K)p inducida por f i .  Con 
esta notación se tiene la siguiente descripción de los puntos fijos de R bajo 
la acción de T: 
Proposición 8 El punto (A Vpi) de R queda fijo por la acción de T si y 
sólo si éste puede escribirse en la forma 
donde cada Si es O ó 1. 
Obsérvese que el rango y el grado de A implican las relaciones 
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Además, si 6; = 1 entonces di queda unívocamente determinado y f; es único 
salvo un escalar no cero. 
Para obtener puntos fijos aislados, consideremos coordenadas homogéneas 
X , Y  E HO(Opi(l)) sobre P1 y sea T' un toro 1-dimensional de SL(2) ac- 
tuando sobre HO(Opi(l)) (y por lo tanto sobre P1) en la forma X i3 tX, 
Y e t-'Y (t E T'). Existe una acción inducida en R que conmuta con la 
acción de T C GL(V), y por lo tanto una acción de T x T' sobre R. Un 
punto (A c VPi) queda fijo bajo la acción de T x T' si y sólo si queda fijo por 
la acción de ambos toros. Pero el punto ($6; fix(-di) C Vpi) queda fijo por 
T' si y sólo si todos los fi son monomios en X, Y. Esto motiva la siguiente 
definición 
Definición. Sea F C Na3" e1 conjunto de sucesiones (a,  B, 6) = (al,. . ,an, 
Di,. . . ,pn, S,, . . . ,Jn) satisfaciendo las siguientes condiciones: 
(i) C 6 i  = s := n - r, CSi(a; +Di) = d; 
(ii) aj = Bi = O siempre que bi = 0; 
(iii) cada si es O ó 1. 
Para cada (a, p, 6) E F, sea r(a, p, 6) E R el punto (cerrado) dado por 
Se tiene el siguiente resultado [Str]: 
Teorema 3 La aplicación r : F + R es una biyección sobre el lugar de 
puntos jijos R ~ ~ ~ ' .  
Observación. Existe un toro 1-dimensional l? C T xT' tal que Rr = R ~ ~ ~ '  , 
es decir, con puntos fijos aislados. Tenemos así el siguiente 
Teorema 4 La caracterz'stica topológica de  Euler de  R es 
Recogemos, por último, una fórmula implícita para los números de Betti 
bzk(R) dada en [Str]. 
Sea h : F + N la aplicación definida por 
n 
h(a,B, 6) = (6i6j(aj + Bj) + Si(1- 6j)(ai + Bi + 1)) + Jipi. 
i < i < j < "  i = 1  
Anillo de Chow: rangos 
Sea Fk C F el conjunto definido por: 
Fk = { ( a ,  p, 6 )  E F I h(a, B, 6 )  = k}. 
Se demuestra en [Str] el siguiente teorema: 
Teorema 5 Con las notaciones anteriores: 
bzk(R) = rango Ak(R) = 1Fk). 
2.2.1 La aplicación h 
Hacemos ahora un sencillo estudio de la aplicación h : F + N, esto es, la 
aplicación dada por 
n 
h (a ,B ,  6 )  = (SiJj(aj + Bj )  + Ji(1 - Jj)(ai + Bi + 1 ) )  + Jipi, 
i < i < j < "  i =  1 
donde 
De otra manera, se consideran vectores a, ,O, 6 E N" de la forma: 
(61,6~,...,6n-l,6n) 
s coordenadas son 1, 
r coordenadas son 0; 
a = ( ~ I , o z , .  . . ,on-~,mn) 
al menos r coordenadas son 0 ,  
las mismas que las de 5; 
B = ( P I ~ P z , .  . ,Pn-i>Bn) 
al menos r coordenadas son 0,  
las mismas que las de cr y 6. 
Esta descripción nos permite descomponer el conjunto F en N = c) 
subconjuntos disjuntos. Denotemos por A[n, r] el conjunto de vectores 6 con 
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n - r  coordenadas 
Supongamos dada 
en esa ordenación. 
igual a 1 y r coordenadas O. Es claro que IA[n, r]I = N .  
una ordenación en A[n ,  r ] ,  y sea S[i]  el elemento i-ésimo 
Podemos entonces escribir F como la unión disjunta 
siendo 
F" := { (cv , ,~ ,  S )  E F  1 S = S[;]) ,  
d+2(n-r)-1 y donde, además, IFiI = ( 
. ) * 
La restricción de h  a cada Fa, que denotaremos hi, plantea N tipos, en 
principio distintos, de sumas: 
hl ,  hz, . . . , h ~ .  
Veamos con algunos ejemplos a qué nos estamos refiriendo. 
Ejemplo 1 n = 4, r  = 1, (t) = 4. 
hi=ff3+2ff4+Pz+2P3+3/& 
h2= ff4+Pi +P3+2P4 + d +  1  
h 3 = f f z + f f 4 + P 1 + 2 P 2 + 2 ~ 4 + d + 2  
h 4 = a 2 + 2 a 3 + P 1 + 2 P 2 + 3 P 3 + d + 3 .  
Se tienen además las siguientes desigualdades: 
O 5 hl 5 3d 
d + 1 5  h~  <3d+1  
d + 2 5  h3 53d- I -2  
d + 3  5 h4 5 4 d + 3 .  
Ejemplo 2 n = 4, r  = 2, e) = 6 .  
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Se tienen además las siguientes desigualdades: 
Ejemplo 3 n = 5, r = 2, (2) = 10. 
A[5,21 = { (O, O, O, 1,1), (O, O, 1, O, l), (O, O, 1,1, O), ( O ,  1, O, 0,1), 
(O, L O ,  l , O ) ,  (O, 1 7  L O ,  01, (1, o, o to ,  11, ( l , O ,  O , l ,  01, 
( l , O > l ,  O ,O)>  ( l , l , O ,  O>O)}, 
hi = f f s  + P4 d- 2Bs 
h z = d + l + B 3 + P s  
h 3 = d + 2 + ~ ~ q +  P 3 i - 2 h  
h4=d+2+ffz+2Pz+Bs 
h s =  2d+3+Pz+B4 
he= 2d+4+a3+B2+2P3 
h , = d +  3 + 2 f f i + 3 P i + P s  
h s = 2 d + 4 + ~ 1 + 2 B i + B 4  
h g = 3 d + 5 + P i f  B3 
hlo=3d+6+<1.2-I-B1+2P2 
Ejemplo 4 n = n, r = 1, (i) = n. 
Una de estas n sumas, la correspondiente al caso 
n-1 
6[1] = (O, 1,. . . , 1 )  
Ejemplo 5 n = n, r = 2, c) = v. 
Tomemos como antes el caso: 
n-2 
6[1] = (O, O,  1,. . . , l), 
siendo la suma correspondiente 
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Estos ejemplos nos motivan el siguiente: 
Lema 9 Dado h(a,P,S) como antes, si S es de la forma 
con Sk E Nk, y Sr # O ,  entonces 
Demostración: La demostración es un sencillo ejercicio de observación. 
Sea Si,, el primer elemento no nulo en el vector S (jo 5 r) .  Por este primer 
1 se obtienen, al menos, los sumandos: 
ffi + Pi V3 > jo 
y ajo + Pfi + 1 para el correspondiente O 
de la 2% parte. 
Así la suma h es al menos d + 1. O 
También obtenemos un sencillo resultado sobre el caso general men- 
cionado en los ejemplos 4 y 5: 
Lema 10 Dado h(a,,ü, S )  como antes, si 6 es de la forma 
r 
6[1] = ( O , .  . . , O ,  1,. . . , 1) 
n-P n-r 
entonces, h(ol,P, 6[1]) = x ( j  - l)a,+j + x j P , + j .  
j=2 j=l 
Denotemos por 
hi = h(a,P, 6[1]). 
La suma es: 
Visto así, hl indica el grado de un monomio mónico en 2n- (2r+1) variables, 
siendo de pesos 1,2,. . . , (n-T- 1) dos de ellas, y una variable de peso (n-T). 
Capítulo 3 
Bases para los grupos A ~ ( R )  
con k < d 
En este capítulo se describen bases geométricamente sencillas para los grupos 
de Chow Ak(R) y Adim(R)-k, siempre que k sea menor que el grado prefijado 
d. Con geométricamente sencillas queremos dar a entender que en su cons- 
trucción intervienen, como veremos, ciclos de Schubert de la Grassmanniana 
Gr(r, V )  que aparece en la definición de R. 
La descripción geométrica se basa en que tenemos una aplicación de eva- 
luación de un abierto U de P1 x R en Gr(r, V ) .  De esta manera podemos 
imponer condiciones del tipo pasar por H C Gr(r, V ) ,  ciclo de Schubert. 
Esta aplicación de evaluación no está bien definida en el esquema P1 x R, 
pero podemos extenderla a otro esquema, Q, que veremos es irreducible y 
birracional con P' x R. 
3.1 Aplicación de evaluación 
Sea Q := P1 x R, denotemos por 0; := V @ Oe, y sea E el cociente 
universal del haz O;, es decir, sea 
la sucesión exacta universal sobre Q, donde E es un haz de rango r que 
no es en general localmente libre. Sea U el abierto de Q sobre el que E es 
localmente libre (U > P1 x RO). Sobre U tenemos entonces un morfismo 
natural f ,  la aplicación de evaluación 
dada por la propiedad universal de la Grassmanniana Gr(r, V) (ver Cap.1, 
$1.2.) 
La aplicación f no extiende a & pues en los puntos (x, q) de & \ U, el 
cociente de O:, tiene fibra en x de dimensión 2 r + 1. Este tiene la forma: 
siendo Ed-% localmente libre de rango r y grado d - n, y T haz de torsión 
de grado total n, con O < n < d. De esta manera las fibras en los puntos 
x; E sop(T) son de la forma E,¿ $ T,,, y tienen dimensión 2 r $1, esto es: 
dim(Gr(r, E,, $ T,,)) 2 1, 
y la elección de la imagen f (x, q)  no es única. 
Nos interesará, sin embargo, tener una aplicación de evaluación comple- 
tamente definida. El esquema descrito en la siguiente sección nos resuelve el 
problema, al considerar, dado un cociente con fibras de rango mayor que r, 
todos los cocientes de éste de rango r. 
3.1.1 Extensión de la aplicación de evaluación 
- 
En concreto, sea Q := Gr(r, E )  la Grassmanniana de cocientes de rango r de 
- 
E (ver, Cap.1 $1.1). El esquema Q tiene una inmersión natural 
Gdr, E )  S Gr(r, 
(cf. EGA 1, 9.7.8.)) es decir: 
C P1 x R x Gr(r, V).  
El morfismo de E en P1 x R induce un morfismo natural nl : G-P' x R que 
es propio. Además S" tiene un abierto isomorfo por nl al abierto U sobre el 
- 
que E es localmente libre, que denotaremos QO. La clausura de este último 
en 5 es irreducible de dimensión = dim(P1 x R). La subida de la sucesión 
(3.1) a G: 
O+n~M+O~-n;E-O, e (3.2) 
- 
aporta una sucesión exacta sobre Q. 
Se tiene además una sucesión exacta universal sobre G: 
con cociente localmente libre de rango r y con la siguiente propiedad univer- 
sal. Dados un morfismo 
f : T+P~ x R, 
y un (salvo isomorfismo) cociente localmente libre de rango r, y&--IC, 
- 
existe un único levantamíento f : T+G tal que el diagrama 
Conmuta, y 
(f"EdIC) = f"* (n;&-.Eé) 
Efectivamente, en la notación de la sección 1.1 del capítulo 1, el esquema 
representa el funtor contravariante Fp,&, de manera que tenemos una 
biyección de conjuntos: 
- 
El cociente universal, Eé, es un haz sobre Q cuya fibra en un punto 
q E es el cociente libre de rango r de E,,(,) que define a q. El epimorfismo 
composición 
Oé-EG+O, 
dado por las sucesiones exactas (3.2) y (3.3), determina una función: 
M 
dada por la propiedad universal de Gr(r, V). La imagen de un punto q E S, 
F(q), será el cociente libre de rango r que define a q, visto como punto en 
Gr(r, V). 
M 
En la siguiente sección vamos a caracterizar Q como subesquema de ceros 
de una sección de cierto fibrado sobre el esquema 8 := Gr(r, 
- 
Realizamos a continuación un breve estudio de este esquema Q, cuyas 
propiedades nos interesará conocer para construcciones posteriores. 
3.1.2 Propiedades de 
Denotemos por 8 := Gr(r, OFlxR) = P1 x R x Gr(r, V). Sobre B tenemos 
una sucesión exacta universal: 
con E, cociente localmente libre de rango r. La subida por el morfismo de 
proyección, n : 8+P1 x R, de la sucesión exacta sobre P1 x R (3.1), nos 
aporta una sucesión exacta sobre 8: 
donde 7r*OgIxR = 0;. Tenemos así un cociente n*O{,xB-cn*E-+O, y por 
M 
tanto una inmersión, i : Q 8. Además, si denotamos por Q a la imagen 
de i(3) C 8 ,  ésta tiene la siguiente propiedad universal (cf proposición (2) 
en el capítulo (1)): para todo morfismo f : T-P1 x R, y todo cociente 
O$--E,, con E, localmente libre de rango r, que factorice a través de F E ,  
existe un único levantamiento f : T+G, con imagen contenida en S. 
Consideremos el diagrama dado por las sucesiones (3.6) y (3.5): 
y denotemos por g : naM-+Eg, el morfismo composición $ o v. Si conside- 
ramos g como elemento de HO(n'MV @I Ep), podemos considerar el esquema 
Z := (g)o, de ceros de g, que será cierto subesquema de 8.  
Proposición 11 Con las notaciones anteriores, los subesquemas S y Z de 
8 ,  coinciden. 
Demostración: Veamos, en primer lugar que S" C Z. Sea E, el fibrado 
.-- 
cociente universal de rango r sobre Q: 
La composición 
n*on-n*& 
determina el morfismo 
- i Q-G.  
Es claro, por otra parte, que el morfismo composición h: 
O-a*M-n*On 
es idénticamentenulo, de manera que la imagen de i está dentro de 2 := (g),. 
Veamos ahora cómo Z C g. Sobre Z el morfismo 
del diagrama anterior, factoriza a través de n*E. Efectivamente, sobre Z es 
claro que g O, de manera que existe un morfismo $ : n*~z-cE91Z,  que 
hace conmutativo el diagrama: 
O-a*Mlz-n*Obli-a*EIZ--O 
/ \ ~ u / / T  
El2 
siendo además $ sobreyectivo. La propiedad universal de S" nos asegura así 
que el morfismo inclusión 
j 
- 
2 - G  
tiene imagen Z contenida en S. O 
- 
Tenemos, por lo tanto, una caracterización de Q como lugar de ceros de 
una sección de un fibrado sobre G, F := n*MV @ EG, de rango r . (n - r). 
Este último hecho nos permite demostrar el siguiente resultado: 
Proposición 12 El esquema S" es irreducible. 
Demostración: Por ser lugar de ceros en C, de una sección de un fibrado 
d 
de rango r(n - r), toda componente irreducible de Q tendrá codimensión a 
lo más r(n - r) en un espacio de dimensión: 
dim(P1 x R) $ dim(Gr(r, V)) = dim(P1 x R) + r(n - r), 
esto es, toda componente irreducible de S" tiene, al menos, la dimensión del 
- 
esquema P1 x R. Ahora bien, por construcción, sabemos que en Q tenemos 
un abierto, So con clausura irreducible de esta dimensión. La imagen por el 
morfismo natural 
- 
n : Q-R, 
del abierto @ contiene al abierto R0 c R de cocientes libres. Denotemos por 
Xo la componente irreducible que contiene al abierto @. Supongamos que 
existe otra componente, X'. Por lo anterior sabemos que ésta ha de tener 
dimensión mayor o igual que la de Xo, esto es: 
Consideremos en P1 x R los cerrados 
para j > O. Sea X' un cerrado en Q con Q = XoUXr. Si suponemos que # 
XO, existirá un j mínimo, digamos jo, tal que la proyección n1 : Q-P1 x R 
restringida a X' tiene imagen contenida en Fo. De esta manera la dimensión 
de un tal X' será: 
dim(X1) = dim(q0) + jo.  
Veamos cuál es la dimensión de un q cualquiera. Primeramente hemos 
de observar que los j son enteros de la forma: 
para ciertos enteros positivos m. Concretamente, si un punto general q E Y, 
es de la forma: 
q = (x, (On-E, @ TI) ,  
el haz cociente es suma directa de una parte localmente libre, E,, de rango 
r y grado d' = d - m < d, y una parte de torsión, T, con hO(T) = m. Las 
fibras de este tipo de cocientes es de rango r, salvo en los puntos del soporte 
del haz de torsión que tienen rango T + m. 
Por otra parte, observamos que para medir la dimensión de un F, basta 
tomar los cocientes de la forma: 
con E libre de rango r y grado d-m, T haz de torsión con Isop(T)I = 1 y con 
hO(T) = m. Un tal tipo de cocientes es el punto general en el subesquema 
X, C R (cf Capítulo 1, 1.4, Proposición 5). Así, la dimensión de un q será: 
donde rrn = j y, en definitiva: 
- n Este mismo argumento muestra cómo un producto fibrado QXR -. . xRS 
- n - 
no será en general irreducible. Consideremos en a, := QXR .. . XRS el
abierto: 
20 := ((qi, qz,. . . , qn) E an 1 Qi # qjivi # j), 
- 
y denotemos por S, su clausura. Esta es irreducible, dominante sobre R, y 
tiene dimensión 
dim(&) = (n - 1) + dim(S). 
Sea Y, un cerrado en P1 x R de la forma 
Y, := {q E P1 x R 1 dim(?r;l(q)) > rm} 
para algún m > O. Sea X, := a;'(Y,) la imagen inversa en 3 dada por el 
modismo natural ni : 6-P1 x R, de dimensión 
Sea F, el producto fibrado: 
de dimensión 
De esta manera, siempre - es posible encontrar, para n 2 2, - componentes 
distintas de la componente S,, de dimensión, al menos, la de S,. 
Bases 
3.2 Cerrados básicos de dimensión alta 
De las secciones anteriores, sabemos que tenemos una aplicación de eva- 
luación 
F : S"-~r(r, V), (3.7) 
que extiende la aplicación de evaluación natural: 
ev : P' x R"-Gr(r, V). (3-8) 
Describiremos sus imágenes, y construiremos subesquemas cerrados en 
S" como la imagen recíproca de subesquemas cerrados de Gr(r, V). Estos 
definirán, a su vez, subesquemas cerrados en R, por medio de la proyección 
natural: 
7r : Q-R. 
Análogamente, vía la proyección 
podremos definir subesquemas cerrados en P1 x R, como imágenes de los 
cerrados en S" anteriores. La interseccción de éstos con cerrados en P' x R 
de la forma 
Z := {xO) x R, 
nos definirán, a su vez, nuevos cerrados en R, como imágenes directas por la 
segunda proyección: 
7r22 : {XO) x R-R. 
Ambos tipos de cerrados, tendrán una interpretación geométrica sencilla 
en Gr(r, V), como conjuntos de curvas racionales que verifican ciertas condi- 
ciones de paso por los subesquemas cerrados de Gr(r, V) iniciales. 
Imágenes de F 
Fijado un punto y E RO, la imagen por F de n;l(P1 x {y)) viene dada por 
la curva en Gr(r, V) imagen de P1 por cp (como ya vimos en el Capítulo 1, 
§1.2), pues en este caso, la aplicación F coincide con la evaluación natural 
sobre RO. 
Consideremos, por otra parte, un cociente r E R de la forma: 
donde E es localmente libre de rango r, T = $5, haz de torsión soportado 
en m  puntos distintos 21,. . . , x,, con fibras T,, de rango 1. El grado de la 
parte libre es d - m, pues el cociente ha de tener grado total: 
La parte libre de este cociente, determina así un morfismo de grado d-m 
de P1 en Gr(r, V). Su imagen es una curva racional en Gr(r, V), y, si el 
morfismo es inyectivo, tendrá grado d - m. La denotaremos por Cd-,, y la 
representaremos gráficamente por: 
Cada uno de los m puntos en el soporte de la parte de torsión, determinan 
m puntos distinguidos en la curva Cd-, y sendas rectas apoyadas en ellos, 
dadas por Gr(r, E,; @ T,,), gráficamente: 
Cerrados básicos en R 
Nos referiremos aquí al lema 7 de la sección 51.6 del Capítulo 1. Si 
denotamos por G elgrupo PGL(n), éste actúa demaneranatural en Gr(r, V), 
- 
en R, y en g. El morfismo F es equivariante, los esquemas Q y Gr(r, V) son 
irreducibles, y la acción es transitiva en Gr(r, V). Podemos por tanto aplicar 
el lema citado y concluir el siguiente resultado: 
Proposición 13 Dado un cerrado irreducible D C Gr(r, V ) ,  el subesquema 
es cerrado e irreducible en S. 
Fijadas las notaciones: 
z:={xo) x R c p1 x R, 
al: S"-P' x R y 
nz : lP1 x R-R, las aplicaciones naturales, 
a:=m onl, 
- 
wz:=sqz o nl,Z, Z := r;l(Z) 
F : S"-~r(r, V), la aplicación de evaluación, 
definimos los siguientes subesquemas de R: 
Por construcción se tienen las siguientes igualdades: 
N 
codim(D, Q) = codim(D, Gr(r, V)), y por tanto: 
dim(5) = dim(Xl(D)) + 1 
= dim(Xz(D)). 
Así, siendo e la codimensión de D en Gr(r,V), tenemos las siguientes 
dimensiones: 
dim(Xl(D)) = 4d + 3 - (E - l), 
dim(Xz(D)) = 4d + 3 - (E). 
Podemos representar geométricamente estos cerrados, vía la aplicación 
de evaluación, como ciertos conjuntos de curvas en Gr(r, V). Efectivamente, 
por construcción, tenemos las siguientes identidades conjuntistas: 
Xl(D) = (11 E R 1 F ( T - l ( ~ ) )  n D # 01, 
Xz(D) = {II E R 1 F(ai l (K))  n D # 0). 
En particular, se tienen los siguientes subconjuntos de los anteriores: 
X:(D) = {Y E R0 1 cp(P1) n D # 01, 
X$(D) = {Y E R0 1 Y(XO) E D). 
Definimos finalmente, los siguientes ciclos en A(R): 
De la representación geométrica natural de los cerrados irreducibles que los 
definen, diremos que vienen definidos por la condición 
- "cortar al menos una vez a D", para los ciclos [Xl(D)]; 
11 
- cortar a D al menos una vez determinada", para los ciclos [Xz(D)]. 
Potencias 
En la construcción recién descrita, hemos terminado representando los 
cerrados construidos, por simples condiciones geométricas. Hemos podido 
describir cada uno de ellos, como el conjunto de curvas racionales que, al 
menos una vez, pasa por D. Construiremos, ahora, cerrados generalizando 
esta descripción, condicionando el paso por D en al menos n ocasiones. 
Veamos un ejemplo previo para ilustrar esta pretensión. 
Eiemplo. En principio tenemos varias opciones para generalizar la cons- 
trucción anterior. Podríamos fijar dos subesquemas cerrados, D1 y Dz, en 
Gr(r, V), ambos de la misma codimensión, c. Dados estos cerrados, podemos 
pensar en el conjunto de curvas racionales que pasan, al menos una vez, 
por ambos. Este conjunto correspondería, con las notaciones de la sección 
anterior, al cerrado intersección: 
Análogamente, podríamos imponer la condición de corte en momentos de- 
terminados, construyendo, en este caso, el cerrado: 
Una segunda opción es la siguiente. Dado un subesquema cerrado D 
Gr(r,V), de codimensión c, nos fijaremos ahora en el conjunto de curvas 
racionales que pasan al menos dos veces por D (análogamente, que cortan 
en al menos dos momentos determinados a D.) Este tipo de cerrados, si 
bien parten de una premisa más simple, al considerar sólo un cerrado D 
en Gr(r, V), no tienen una descripción en R sencilla, pues, obviamente, no 
corresponden a la intersección Xl(D) n Xl(D) (ó Xz(D) n Xz(D).) Los 
siguientes cerrados en R se ajustan a esta úitima descripción geométrica. 
Sea Qz = Q XR Q = P1 x P1 x R, el producto fibrado del R-esquema 
Q := P1 x R, y denotemos por nz el mofismo natural 
Consideremos el cerrado Z en P1 x P1 x R definido por: 
para dos puntos distintos xl, xz de P1. 
Consideremos, además, el producto fibrado sobre R, s z  := 
morñsmo natural 
- 
ni : Qz-Qz. 
El esquema s z  no es en general irreducible (ver comentario siguiente a la 
proposición (12 de 3.1.2)), pero podemos considerar la clausura del abierto: 
Esta nos y o r t a  una componente irreducible, dominante sobre R, que deno- 
taremos Q2, con un morfismo: 
2 F' G~(T, V) x Gr(r, V), 
definido por: 
Fz((q1, qz)) := (F(q1), F(qz)), 
- 
y que, por lo tanto, llamaremos aplicación de evaluación e de Q2 en Gr(r, V) x 
Gr(r, V). Denotemos por .rrl la restricción de ni a '22, 
Sea D C Gr(r, V) un subesquema cerrado y Dz C Gr(r, V) x Gr(r, V) el 
subesquema cerrado Dz := D x D. 
Definimos en el cerrado: 
Consideraremos el subesquema cerrado imagen directa ni(&) en P1 x 
P1 x R. Finalmente, fijadas las notaciones: 
podemos definir en R los subesquemas: 
Podemos representar geométricamente estos cerrados, vía la composición 
de la primera proyección de Gr(r, V) x Gr(r, V) con la aplicación de evaluación 
F2, como ciertos conjuntos de curvas en Gr(r,V) que cortan a D en al menos 
dos puntos, bien arbitrarios (Xi(Dz)), bien determinados (Xz(D2)). 
Observación Los morfismos y los esquemas usados en la definición de estos 
cerrados, no están ahora en las condiciones del lema 7 de la sección 51.6 
del Capítulo 1, de manera que no podemos asegurar la irreducibilidad de 
estos cerrados. Por tanto, no definiremos ciclos asociados a éstos, aunque sí 
usaremos el diagrama de su construcción, para, partiendo de un ciclo en un 
producto cartesiano de la Grassmanniana Gr(r, n), definir directamente los 
ciclos en A*(R) que denominaremos potencias de los anteriores. 
m m Sean Qm el producto fibrado QxR . * .  XRQ = IP1x .-. xIP1 x R; y S,,, 
- m la componente irreducible del producto fibrado gm := QXR ... XRQ que 
contiene al abierto 
Sea Fm la aplicación de evaluación 
m donde Gr(r, n)" indica el producto cartesiano Gr(r, n) x . . . xGr(r, n). Con- 
sideremos el diagrama 
En el mismo, i es la inmersión natural 
pl, pz y n las proyecciones naturales; el morfismo Fm verifica la igualdad 
pz o i = Fm. Se tiene además que Fm es de dimensión relativa m $ dim(R). 
El subesquema 2 es de la forma 
para ciertos puntos distintos ti E P1. 
Podemos así definir ciclos en A*(R) a partir de ciclos en A*(Gr(r,n)m). 
Efectivamente, cosideremos un ciclo 
donde D denota una subvariedad de Gr(r, V), la misma en todos los factores 
(ver discusión anterior.) 
Con estas notaciones, y siendo la codimensión de D en Gr(r, n), se 
definen los siguientes ciclos en A*(R): 
P := T. [p.. ( p ; [ ~ ( ~ ) ]  . i.[em]) ~ [ z ] ]  e Ami(R). (3.10) 
Se tiene el siguiente 
Lema 14 Los ciclos a, € A"("~)(R), Pm E  ami(^) son divisibles por rn!. 
Demostración: Consideremos el diagrama 
- Pz S, C (P1)" x R x Gr(r, n)" - Gr(r, n)" 
Pl 1 
9 
P 1 
s"G c SmP1 x R x SmGr(r, n) - SmGr(r,n) 
7r 
donde Sm denota el producto simétrico. Además, el morfismo p es m! : 1. 
Dado un ciclo a E Z,(Gr(r, n)m) se tienen las igualdades 
p1*p;a = g*p*a, 
(ver Proposición 1.7 en [F]), 
[Gm] = p~ [S' e] .  (3.12) 
Así, dado un ciclo a E Z,(Gr(r, n)") se tiene 
n,pl,(pacu. [Sm]) = ~,PI*(P@. p;[s2G1)  PO^ 3.12 
= n*(~i*p;a. [S'S"]) fórmula de proyección 
= 7r*(g*p,a . [ s 2 G ] ~  por 3.11 
= (m!)n,(g*P. [S2Ql), 
Bases 40 
donde (P = $pea) E Z,(SmGr(r,n)), que está bien definido puesto que p es 
m! : 1. En particular, para cualquier ciclo a E Z,(Gr(r,n)"), el ciclo 
es divisible por (m!) como queríamos demostrar. 
Cada componente en el soporte de estos ciclos, se puede interpretar 
geométricamente vía, de nuevo, la aplicación de evaluación y la primera 
proyección a Gr(r, V). Podemos describir geométricamente estos cerrados 
como conjuntos de curvas racionales en Gr(r, V) que pasan, al menos, en m 
momentos distintos por el cerrado D Gr(r, V) original. Nos referiremos a 
ellos en los siguientes términos: 
- "pasar al menos m veces por D", para los cerrados en el soporte de a,; 
- LLpasar al menos m veces, fijadas por Z, por D", para los cerrados en 
el soporte de p,. 
3.3 Cerrados básicos de dimensión baja 
Nuestro interés final es el de dar una descripción geométricamente explícita 
de bases en los grupos de Chow de cierto esquema que compactifica una 
variedad de morñsmos de la recta proyectiva en una Grassmanniana de co- 
cientes. La aplicación de evaluación nat;ural nos permite identificar un mor- 
fismo dado con su imagen; hablamos así de curva racional parametrizada, 
con un claro abuso de lenguaje. Los ciclos de codimensión k < d han sido 
descritos por condiciones geométricas impuestas por subvariedades de Schu- 
bert especiales de la Grassmanniana. Los ciclos dudes de los anteriores, 
de dimensión k < d, serán los asociados a ciertas subvariedades de curvas 
racionales parametrizadas construidas en base a subvariedades lineales en la 
Grassmanniana, transversales a las subvariedades de Schubert especiales. 
Pasamos así a la descripción explícita de lo que damos en llamar familias 
geométrtcas en el esquema R. Estas serán las imágenes de un morfismo de 
un k-esquema S, que denominaremos esquema de parámetros, en R. Para 
dar un tal morfismo, basta utilizar la propiedad universal de R (ver capítulo 
1 §1.3), que ahora recordamos. 
Sobre P1 x R se tiene un cociente universal: 
Dar un morfismo 
equivale a dar un cociente 
OPlxs-B, 
de rango r y grado d en las fibras de S, esto es 
y tal que B = (1 x f)*lR. 
Daremos así una familia en R describiendo cocientes de OglXs bajo las 
condiciones de la propiedad universal de R. Veamos, paso a paso, la con- 
strucción básica en que utilizaremos para el caso más general posterior. 
Construcción básica 
1. Sea E, un cociente libre de O;,, de rango r y grado d - 1 comprimido, 
esto es, si d - 1 = kr + m, con O 5 m < r ,  E, es de la forma 
Sea Fr+e una extensión genérica de E, por O' de grado d - 1 y de rango 
r $ n, esto es una sucesión exacta de fibrados sobre P1: 
El fibrado F,+e se puede tomar de forma general: 
con O 5 bi, de manera que está generado por sus secciones. Podemos 
por tanto fijar un epimofismo 
Tenemos pues la siguiente sucesión de epimorfismos: 
2. El cociente libre de grado r y grado d - 1, E,, se corresponde con un 
morfismo 
: P1- G(r, n). 
Denotemos por C ,  su imagen en G(r, n). 
3. Denotemos por 
(~E-EG 
el cociente universal de G(r,n) (cf capítulo 1 §1.1), y consideremos su 
restricción al subesquema C 
De otra manera, consideremos para cada punto cp(t) E C (t E P1), el 
correspondiente cociente (E,)t de O;,. Además se tiene de la sucesión 
de cocientes 
(3:1-F~+e-Er, 
para cada t E P', una inclusión 
Geométricamente esta inclusión nos permite construir, para cada punto 
cp(t) E G, una subvariedad lineal conteniéndolo que pasamos a des- 
cribir. 
4. Sea E,-l un cociente general libre de rango r - 1 de E,. Este se 
puede dar fijando un cociente libre de rango r - 1 del cociente universal 
restringido a C 
con grado suficientemente alto para que (E& 8 Fr-llc) esté generado 
por secciones. Suponemos entonces fijada una sección s o  E r (C,  (E&,& 
F,-lp)). 
De manera análoga podemos tomar un cociente Fe de Fr+e, de grado 
suficientemente alto para que 
esté generado por sus secciones. Además se puede ele* de manera 
que P(Er) n P(Fe) se corten en sólo un número finito de puntos, y así 
P(E,-l) y P(Fe) sean disjuntos en P(F,+e). Suponemos entonces elegida 
una sección sl E r(C, (F&e 8 Fe)). 
5. Dadas las elecciones anteriores, se tiene bien definida, para cada t E P1 
una subvariedad lineal Be(t) de tipo a: de dimensión l 
De igual manera, tenemos una subvariedad lineal de tipo a de di- 
mensión e - 1, @,-,(t), para cada t E P1, 
Es directo de la construcción que para cada t E P1 se tiene la inclusión 
@c.-i (t) C @e(t). 
6. Para cada Q E @e-i(t) consideremos la recta 
que está bien definida por la elección general de Fe. Tenemos, en defini- 
tiva, descrita para cada t E P1, una familia lineal (e- 1)-dimensional, 
de rectas pasando por cp(t), todas incluidas en <Pe(t). 
7. Resumiendo los puntos anteriores, si denotamos por S el subesquema 
en P1 x Gr(r, V) descrito como 
para cada s = (t, Q) E S tenemos descrita una recta 
Además, para dos puntos distintos s, S' E S, las correspondientes rectas 
L, y L,, son distintas. La familia de rectas, Ls, así formada tiene 
dimensión 
dim(Ls) = dim(S) = 1 + dim(@e-1) = e. 
8. Sea E := y tomemos su proyectivo de cocientes de rango r: 
G(r, E )  E P1 x S x G(r, n). 
Consideremos las siguientes proyecciones naturales: 
P 1 x S  S x G ( r , n )  
Pl1 PZ] p3\ 
P1 S G(T, n). 
9. Denotemos por 
P1 
OP"1xs - Fv (3.13) 
el cociente libre de rango r y grado d - 1 que resulta de levantar a 
P1 x S por pl, el cociente de la curva C;I-1 dado en el punto 2. 
10. Levantemos a S x G(r, n) por p3 la epiyección universal de G(r, n) 
O ~ X G - U  PPG? 
y consideremos en S x G(r, n) el subesquema 
z := {(S, P) 1 P E L,}. 
La inclusión Z S x G(r, n) nos aporta una epiyección natural 
P~EG- PPGIZ, 
y, componiendo, un cociente 
OSx~- P ~ G I Z .  
La operación nl,r; lleva este último a un cociente sobre P1 x S del haz 
trivial, que denotaremos 
11. Consíderemos el morfismo suma p := pl + pz: 
12. Es fácil ver que el morfismo p es sobreyectivo en las fibras de la p r e  
yección de P1 x S a S, de manera que (3.15) es un cociente de O{ixs. 
Efectivamente, en un punto (t,s) & sop(Tz), el morfismo p coincide 
con el epimorfismo pl. En los puntos (t, S) E sop(Tz), el morfismo de 
fibras es el dual de la inmersión (t,s, L,) L, P1 x S x G(r, n), esto es: 
(ti 8, Ls) = G(r, F, @ Tzl(t,=)) '-, G(r, O{~,~i(t,~)) = {t} x { S )  x G(r, n). 
Así tenemos sobre P1 x S el cociente (3.15). Por otra parte, es claro 
de la construcción que las fibras sobre S del haz cociente son todas de 
rango r y grado total (d - 1) $1 = d, esto es, Ii := F, $ Tz tiene 
polinomio de Hilbert sobre S: 
de manera que K es plano sobre S. 
13. En definitiva hemos construido una sucesión exacta sobre P1 x S que 
verifica las condiciones de la propiedad universal de R. Tenemos, por 
tanto, un morfismo: 
H : S-R 
bien definido, y dada la dimensión de S, esto da una familia de di- 
mensión e - 1 en R que denotaremos en forma monomial como Bk1. 
Construcciones generales 
Construimos seguidamente familias generales. Para ello, bastará ampliar 
el espacio de parámetros S descrito anteriormente, que nos permitía describir 
la familia como imagen de un morfismo H : S-R. Daremos la construcción 
de una tal familia por pasos. 
1. Sea 09,-E, el cociente libre de rango r y grado d - (v + f )  > 0, 
para ciertos enteros positivos v y f ,  comprimido (ver puntos (1) y (2) 
en el ejemplo anterior) correspondiente a un morfismo 
Denotemos por C, su imagen en G(r, n). 
2. Fijemos 
1 2  t i t i . . . ,  t ,  i = l  ,..., n - r - 1 ,  
un total de f puntos distíntos de P1, y sea 
donde los exponentes denotan el número de factores en el producto 
cartesiano múltiple de la base, esto es: 
(Pl x P')"'+' := (P1 x P ' ) ~  oit! x(p' x P'), 
Sea p la proyección de S al producto de factores en lugar impar: 
Nos restringiremos en nuestra construcción al abierto de este producto 
de factores impares, formado por puntos P cuyas entradas son distintas 
dos a dos. Si denotamos tal abierto por Uo, nuestra construcción toma 
como espacio de parámetros 
3. Supongamos además que los enteros bi+l y cj anteriores se han elegido 
de manera que 
donde v y f son como en el punto (1). 
4. Sea P un punto en U. que denotaremos 
con 
1 i=O,l, ..., n-r -1 ;  Wi =(wi,  ..., Wi 
t j = ( t i 7  ..., t i ) ,  j=l ,  ..., n-r -1 ;  
y consideremos en C los v + f puntos imágenes por (o de éstos. De otra 
forma, nos referiremos a estos v + f puntos como (o(P). 
5. Tenemos, por tanto, distinguidos en C un total de v + f puntos 
6"-P {PO,. . . , P$} U... U {P;-r-l>. . . , Pn-r-l} 
e,,-7-1 u{Q:, ... , Q ~ ) u . . . u { Q ~  -r-17...>&n-r-1) Cc. 
6. Para cada subconjunto 
en esta última unión, describimos una familia i-dimensional de rec- 
tas sobre cada punto, fijando, para todos los puntos del mismo sub- 
conjunto, los mismos cocientes F,+i, Gi (ver notación en el ejemplo 
anterior.) 
Realizamos la misma construcción para cada subconjunto 
C ' {Q: ,..., Qj'), j=l, . .%, n- r -1 ,  
eligiendo Fr+j y Gj distintos a los anteriores del mismo rango. 
7. La construcción anterior describe, dados (v + f )  puntos en C, sub- 
variedades lineales de tipo a en G(r, n) 
con dimensiones indicadas por su subíndice. Fijemos isomorfismos 
con los correspondientes Pi del primer factor de S, y 
para los del segundo factor. Con estas identificaciones, consideremos 
como espacio de parámetros 
de otra manera 
donde S; es el abierto isomorfo a So obvio por este cambio de notación. 
8. Con la notación del punto (9) del ejemplo previo, tendremos así des- 
crita, para cada punto s E So una familia en R de cocientes de la 
forma 
-FV @ Tz,  
con F, libre de rango r y grado d - (v + f) ,  y Tz de torsión con soporte 
y fibras sobre cada punto en su soporte, de rango 1 correspondientes a 
la inmersión de la correspondiente recta en G(r, n). 
9. La construcción nos describe así una familia en R cuyo punto general 
determina en G(r, n), vía la aplicación de evaluación, una curva fija C 
de grado d - (v + f )  y en (u + f )  de sus puntos, sendas rectas. La 
familia tiene dimensión 
y la denotaremos en forma monomial 
3.4 Bases en A*(R) 
Por los lemas (9) y(10) del capítulo (2 ) ,  sabemos que el rango de un grupo 
Ak(R), y por dualidad de A ~ ~ ~ ( ~ ) - ~  (R),  para O 5 Ic 5 d es 
donde hl es una función en 2 ( n  - r - 1)  + 1 variables, digamos yl,  . . . , y  ,-,- ,, 
. , yn-?, t i , .  . . , t,,-,.-l, con expresion 
La expresión de hl indica así el grado de un monomio mónico en 2(n-r-l)+l 
variables, Yl, . . . , Yn-,-l, Y,-,, TI, .  . . , Tn-,-l con grado el indicado por su 
subíndice. 
Efectivamente, dado un monomio mónico en estas variables: 
éste tiene grado total: 
Denotemos por oj una subvariedad de Schubert especial de codimensión 
j en Gr(r, n). Usando las notaciones de las sección (3.2) definimos en R los 
ciclos asociados a las subvariedades irreducibles X l ( d ) ,  Xz (o i )  de codimen- 
siones i - 1 e i respectivamente: 
y nos referiremos a ellos como los ladrillos en nuestra construcción. 
Podemos definir también los ciclos que denominaremos potencias de estos 
ladrillos. Con la notación del apartado Potencias de la sección (3.2), sea 
u C Gr(r, n) una subvariedad de Schubert especial de codimensión i, i = 
1,. . . , n - r, y denotemos por 
Sea [ c ( ~ ) ]  E Ami(Gr(r,n)m) el ciclo asociado. 
Definimos los ciclos: 
Además, por el lema (14) sabemos que éstos son divisibles por m!, de manera 
que definimos, finalmente, nuestros ciclos potencia como 
1 ~ m ( i - 1 )  
(R) , T!~) := -am E i-1 i = 2 ,  ..., n - r ;  m! 
Finalmente, definimos monomios: 
a = Y(Y"-7) . . . . , , ~ ( ~ n - ~ - l )  . 
n-r n-r-1 . . . . ~ , ( t l )  E A~(R) ,  (3.21) 
como el ciclo intersección en el grupo Ak(R) con 
Tenemos así, para cada k < d, descritos en Ak(R) un total de r k  := 
rango(Ak(R)) ciclos distintos, aj. Mostraremos que éstos constituyen una 
base en Ak(R), para cada k < d, presentando r k  ciclos distintos, aj, en 
~ d i m ( ~ ) - k  (R), tales que la matriz de intersección es de determinante 1. De 
hecho, dado un orden en ambos conjuntos de ciclos, ésta será una matriz 
triangular superior con unos en la diagonal. 
Se consideran así los ciclos de dimensión k < d asociados a familias en R 
de la forma 
a :=B:;F.. . BFC n-F-1 cn-?-l . . . q, (3.22) 
con las notaciones de la sección (3.3). Denotaremos un tal ciclo por a. Una 
tal familia se construye a partir de una curva fija irreducible C c G(r, n), de 
grado d - m > O con 
y tiene dimensión 
dim(a) = i(bi + c;) t (n - r)bn-,., ) 
de manera que de nuevo tenemos, para cada k < d, descritos en A ~ ' ~ ( ~ ) - ~ ( R )  
un total de rk ciclos distintos. 
Tenemos así, para cada k < d, dos conjuntos 
( k )  := { a j  E A ~ ( R )  1 aj como en 3.211, 
B(k)" := {a j  E A ~ ' " ( ~ ) - ~ ( R )  1 aj como en 3.221, 
ambos de cardinal rk. 
Dado un ciclo a E B(k) ,  denotaremos por ~ ( a )  a la suma 
Análogamente, para a E B(k)", p(a) se define como 
n-r 
p(a) := bi. 
Dados dos ciclos a, a' E Ak(R), definimos el siguiente orden: 
1. si p(a) 2 p(al), entonces a S a'; 
2. si p(a) = p(al), tomaremos el orden lexicográñco inducido por el orden 
en los monomios: 
Así, por ejemplo, en el conjunto B(3) daremos sus elementos ordenados, 
de menor a mayor: 
Este orden se traduce, elemento a elemento, de un B(k) en el Bv(k) 
correspondiente. De esta manera, con ambos conjuntos ordenados de menor 
a mayor, definimos la matriz késima de intersección, Mk, como 
M .  := (m,) , donde mij := ai . aj. (3.23) 
El objetivo de ordenar las bases así es el de conseguir matrices triangulares 
superiores, es decir, matrices Mk con mij = O siempre que i > j .  Desarre 
llamos seguidamente un argumento de intersección que nos permitirá calcular 
estos números de intersección aplicando la fórmula de proyección. 
3.4.1 Argumento de intersección 
Sea k < d la siguiente suma de números enteros no negativos: 
y denotemos por 
Consideremos de nuevo el diagrama 
Sea a E Ak(R) de la forma 
definido a partir del diagrama anterior. Es decir, sea 
f Z := {t l}  x . . , x (t,} x P1x . - . xP1 x R, 
con p(a) puntos distintos ti E P1, y a definido como intersección de ciclos, 
cada uno construido con el diagrama correspondiente. 
Sea a E A~'"@)-~(R) ciclo de la forma 
bn-r en-,-, a := [Bn-, . . B:'C~-,-, . . . q] 
El O-ciclo intersección a . a queda unívocamente determinado por su 
número de intersección, pues AO(R) E Z. Veamos cómo éste coincide con el 
número de intersección de ciertos ciclos en Gr(r, n)"+f. 
Efectivamente, sea [DI E A*(Gr(r, n)v+f) el ciclo que define a a, esto es 
donde K = nnz: y;!. 
Entonces para el producto a .  a se tiene, por la fórmula de proyección 
para el morfismo n 
El ciclo intersección en el anillo del esquema intermedio P1x xB1 x R, 
que aparece representado es de nuevo un O-ciclo, de manera que puesto que 
estamos interesados por el número de intersección, seguiremos nuestro cálculo 
con 
.L K [pl* (p;[~]  - ~ [ & f ] )  .j.[z] . Tea] . (3.25) 
En esta expresión, el ciclo intersección j,[Z] . n'a requiere algún comen- 
tario. En primer lugar, la definición del ciclo a es por medio de una familia 
construida (3.3) con un cociente libre de cierto grado, y ciertos haces de 
torsión de rango 1 soportados en dos tipos distintos de puntos de B1: unos 
fijos, y otros arbitrarios. Es entonces claro que, por la definición de Z, debe 
haber un número de puntos arbitrarios en la definición de la familia que sea 
al menos v. Pero esto se puede leer como la siguiente relación numérica en 
el multiexponente de la familia: 
n-r n-r 
En caso contrario la intersección es nula. Supongamos, entonces, que se veri- 
fica la relación (3.26). En tal caso, el número distinto de elecciones (órdenes) 
en que se pueden acoplar estos puntos arbitrarios con los fijados en Z se 
refleiará en un factor K' 
Se tiene así, que la intersección anterior, siempre que no sea nula, nos 
produce un ciclo (k + f)-dimensional, que representaremos por az, y así 
(3.25) queda 
I('' [pl. (.;[DI . ~.[G"+,I) . az] , (3.27) 
donde el coeficiente Ii" es 5. Podemos de nuevo aplicar la fórmula de 
proyección para la proyección pl, quedando (3.27) en la forma 
Es directo, de las definición de a, que el ciclo que aparece dentro de la 
expresión es de nuevo un O-ciclo, y así basta calcular 
y, en definitiva, aplicando una última vez la fórmula de proyección para pz: 
o, por ser su interior un O-ciclo, expresada como producto de ciclos en 
A*(Gr(r, n)"+f) 
[[DI -a. (i.[Ci"+il. p;az)] , (3.31) 
como queríamos en un principio. 
3.4.2 Matrices de intersección 
Es fácil mostrar, ahora, la forma general de una matriz de intersección. Bas- 
tará para ello calcular los productos de intersección de la diagonal principal 
y de las entradas por debajo de la misma. Para cada uno de estos casos el 
argumento de intersección anterior nos permitirá aplicar la fórmula (3.31)) y 
será suficiente identificar geométricamente los ciclos implicados. 
En primer lugar, sea PO := max{p(a) 1 a E B(lc)), y consideremos la 
partición disjunta 
donde Fp := {a E B(k) 1 p(a) = p). Con las notaciones obvias, podemos 
definir una partición disjunta 
y claramente, 1 Fpl = 1 Fgl, p = 0, . . . ,PO. 
Distingamos ahora, en la matriz Mk, las submatrices M(Fp) formadas por 
los números de intersección entre los elementos de los Fp y F,V, p = O,.  . . ,po, 
Estas submatrices nos permiten considerar la matriz Mk por cajas, siendo 
las M(F,), las cajas en la diagonal. 
Con esta visión de Mk por cajas, siempre considerando en B(k) y B(k)" 
el orden de menor a mayor ya descrito, podemos asegurar que: 
Lema 15 La matriz Mk tiene la siguiente estructura por cajas: 
En particular, si este resultado es cierto, el determinante de Mk es el 
producto de los determinantes de las submatrices de la diagonal M(F,), 
p = o ,  ...,Po 
Demostración: Los elementos de la matriz que estamos afirmando que son 
nulos, son de la forma 
a .  a, 
con a E FP y cu E F, tales que p < q, donde 
n-r n-P 
p = C b i ,  q = C y i ;  
i=l i=l 
de manera que no se verifica la relación (3.26) que nos aparecía de manera 
natural en el argumento de intersección. O 
Por otra parte, veremos que estas submatrices en la diagonal, son también 
triangulares superiores. Además, los elementos en sus diagonales son todos 
1, de manera que el determinante de la matriz Mk es 1. Esto demuestra que 
B(k) y Bv(k) son Z-bases dudes para los correspondientes grupos Ak(R) 
A ~ ' ~ ( ~ ) - ~ ( R ) .  Verifiquemos, finalmente, la afirmación sobre las submatrices 
diagonales. 
(y11 . T(t"-r-l) Dado un ciclo a = ~k') . . . . n-r-1 . . . . . T?), denotaremos 
por (a)  su multiexponente: 
(a) := (Y,-,, . . . i yii tn-r-1,. . . , t i ) ,  
y nos interesará en algunas ocasiones escribirlo en la forma: 
De manera análoga (a) indicará el multiexponente de un ciclo 
Con estas notaciones, basta verificar las siguientes afirmaciones: 
2. B ~ . y i ( " ) = l ,  i= l ,  ..., n - r ;  
3. si h(a) = h(a), p(a) = p(a) y 
(0) = ( V I ,  ~ 2 , .   ., vzn-zr+i)i 
(a) = ( w i ,  W Z > .  ., w~n-zr+i)> 
son tales que existe un índice j o ,  con vi = wi para todo i = 1,. . . , jo- 1, 
y vj, > wj, , entonces a .  a = 0; 
4. si ( a )  = (a) entonces a .  a = l. 
Terminamos demostrando estos resultados: 
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(Y := E A"'(R), 
a := B? E ~ d i m ( ~ ) - m i  (R) ,  i = I ,  ..., n - r ;  
p := ~ i ( ~ )  E A ~ ~ ( R ) ,  
b := E ~d im(R) -m i  
t (R) ,  i = l ,  ..., n - r - l .  
Entonces: 
Demostración: Basta en ambos casos identificar los ciclos 
así como la constante K" descritos por el argumento de intersección. Con- 
sideremos primero el caso de a.  a. El ciclo a queda determinado por fijar un 
ciclo en Gr(r, n)m de la forma 
[DI := [o' x -. . x o'], 
para cierta subvariedad de Schubert especial o' de codimensión i fijada. En 
la definición de éste, el subesquema Z es de la forma 
Z := {tl} x . . . x {t,} x R, 
y así 
1 
:= 7.. m. [PI* (PW] .k[G,]) j.[Z]] . 
Por otra parte, el ciclo a está asociado a una familia construida como imagen 
de un morfismo a R de un espacio S de parámetros de la forma 
Así, en la curva fija correspondiente al cociente libre de la familia, quedan 
m puntos arbitrarios. La clausura de esta familia define el ciclo a, y en ella 
aparecen puntos en los que los puntos arbitrarios son distintos, pero también 
en los que éstos han coincidido. Las componentes con puntos coincidentes 
tienen así un número menor de arbitrariedades, y así éstas no cortan al 
subesquema 2, esto es no aportan soporte al ciclo intersección az. Este queda 
así definido al acoplar m-uplas de puntos distintos a los valores t i , .  . . , t,, y 
por tanto 
K' = m! (cf 53.4.1) + K" = 1. 
Queda por tanto determinar qué tipos de subvariedades en Gr(r, n)" están 
en el soporte del ciclo 
Ahora bien, cada punto de la familia de a, en la que hemos forzado a que los m 
puntos arbitrarios ahora sean fijos, distingue, vía la aplicación de evaluación, 
en Gr(r, n): 
m bien un punto en la curva fija C de grado d - m, determinada como 
imagen de un morñsmo (o de grado d - m de P1 en Gr(r, n); 
m bien un punto en la subvariedad lineal mi de dimensión i que contiene 
a uno de los m puntos distintos (o(tl), . . .,(o(&). 
Así, las subvariedades en el soporte del ciclo aG se forman como m-uplas de 
los siguientes tipos: 
1. los m puntos sobre la curva C; 
2. algunos sobre la curva, y el resto en las distintas subvariedades lineales 
ai; 
3. varios en la subvariedad lineal que pasa por un mismo punto cp(tj); 
4. uno en cada subvariedad lineal a'. 
La única manera de verificar en cada factor la intersección con la subvariedad 
de Schubert especial o' es con el tipo 4. De éstas, sólo cumplen completa- 
mente la condición las ordenadas en la forma 
donde el subíndice indica el punto p ( t j )  de C sobre el que están definidas. 
La intersección es, en cada caso, un único punto debido a la generalidad de 
las subvariedades o' y @"e Gr(r, n). Queda así probado que 
como queríamos. 
Consideremos ahora el segundo caso: b . B. Ahora el ciclo B E Am"R) 
queda determinado al fijar en Gr(r, n)" un ciclo 
con o"l una subvariedad de Schubert especial fijada de codimensión (i + 1). 
El esquema Z que interviene en la definición es ahora 
esto es 
La familia que define al ciclo b es imagen de un morfismo a R de un espacio 
S de parámetros de la forma 
con xl, . . . , x, puntos fijados y distintos en P'. El ciclo az no adquiere 
ahora multiplicidad, esto K' = 1, y así Ií" = 5. Con el mismo argumento 
aplicado antes a la familia para a, se tiene que cada punto de la familia de 
b distingue los mismos tipos de m-uplas en Gr(r,n)", y sólo los del tipo 4 
pueden verificar el corte con 
Las variedades lineales en los puntos cp(zj) fijados en la curva C, son ahora 
(i + 1)-dimensionales, y por lo tanto cada una de ellas determina un único 
punto de intersección con el ciclo o"+'. Como no se ha fijado un orden en los 
puntos xl, . . . , x, está intersección tiene m! maneras de realizarse y así 
como queríamos demostrar. 
Nos queda, por último, verificar el siguiente 
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Y "  , . q ( ~ l )  . ~(t"-'-l) .a = Y,-, . . . - -  1 .... Tl (ti) , 
con multiexponente ( a )  := (al ,  az, . . . , a ~ , - z ~ + ~ )  
a = B("-') . 
,-,. " '  n-7-1 
( ~ 1 )  . b f l )  . c(""-'-') . . .. . Cl 
, 
con multiexponente (a) := (a l ,  az, . . . , azn-zr+i) 
ciclos en A*(R) con h(a) = h(a), p(a) = p(a) y tales que existe un Zndice 
j o ,  con ai = ai para todo i = 1,. . . , jo  - 1, y ctio > ajo, entonces 
Además, si ( a )  = (a) entonces 
Demostrac&5n: Supongamos en primer lugar el caso en que, en las condi- 
ciones del lema (a )  # (a), y separemos éste en dos. 
El primer exponente distinto aparece sobre los monomios Te y Cl. El 
argumento seguido en la demostración del lema anterior, muestra cómo, en 
este caso, la familia que define al ciclo a, fija todos los puntos de soporte 
en sus haces de torsión. Además, las condiciones de paso por las distintas 
subvariedades de Schubert especiales que se imponen en a por los monomíos 
de tipo %, sólo pueden ser verificadas por los monomios en a del tipo Bj. 
Efectivamente, el soporte del ciclo final ac está formado de distintos tipos 
de subvariedades, determinadas por las distintas m-uplas descritas en la 
demostración anterior, y basta seguir el mismo argumento de ésta. En par- 
ticular, todas las condiciones de los monomios % son así satisfechas, por la 
igualdad de las primeras componentes en ambos multiexponentes. 
Quedan así por cumplir las condiciones de paso por las subvariedades 
de Schubert de los monomios Tj. En particular, las de un tal monomio 
sólo puede ser verificada por un monomio en la familia Ck con k 2 j (los 
Bm ya quedaron acoplados.) Así, este último objetivo no se puede realizar 
completamente para Te puesto que 
ti = , (i = l . .  . , - 1 pero te > ce. 
Caso 2. -1 
En este caso, hemos de tener en cuenta que la parte móvil en la familia (la 
de puntos de soporte en los haces de torsión que no están fijados) puede pro- 
ducir componentes en que ambos de estos puntos hayan coincidido, elevando 
el grado del correspondiente haz de torsión. De esta manera, una condición 
con cierto peso correspondiente a un monomio puede ser verificada agru- 
pando varios monomios Bk con Ic < j. Pero un tal agrupamiento disminuye 
el número de puntos arbitrarios en la familia. Estaríamos entonces en la 
situación descrita en la demostración del lema 15, esto es con p(a) > p(a), 
y por tanto, estas componentes producen intersecciones vacías. Así, sólo nos 
queda la posibilidad de verificar las condiciones de cada l$ con los Bk de 
subíndice k 2 j, pues claramente, los monomios Cm no pueden realizarlas al 
tener los soportes en los haces de torsión fijados por construcción. Se termina 
el argumento entonces igual que en el caso anterior. 
Finalmente, si ambos multiexponentes coinciden, es claro que ha al 6 menos una intersección realizada acoplando cada potencia qy' con Bj , y 
Tm con Cm-, por el lema (16). Además, cualquier otra combinación plantea 
intersecciones que son nulas por la primera parte del lema. 
Hemos probado así el 
Teorema 6 Sea B(k) el conjunto formado por los ciclos de la forma 
y B(k)" el conjunto análogo de ciclos 
Entonces, B(k) y B(k)" describen Z-bases para los grupos Ak(R) y 
Adim(R)-k(~), respectivamente. 
Apéndice: Números de Betti 
Denotaremos por R$ la variedad de moilisrnos de P' en P3 de grado fijo d. 
El esquema Quot correspondiente se denota.rá Rp. Notaciones análogas, R$ 
y RGi usaremos para la variedad de morli~inos de P1 en G(l,3), con grado 
fijo d, y su esquema Quot, 
En este apéndice hacemos efectivo el cálculo de los números de Betti para 
los esquemas Rp y RG. Se estudian en cada caso los conjuntos F y Fk, así 
como la aplicación h : F -t ZZ, definidos en el capítulo (2) Sabemos que los 
rangos de los grupos de Chow vienen dados por : 
En lo que sigue denotaremos por Fp ;iI conjunto F para el esquema Rp, 
y por FG el correspondiente a RG. Aml~os on subconjuntos de NI2 y están 
definidos por ternas (a, B, 5) de elementos de N4 tales que 
- ES; = 3 para Fp, y E5i = 2 para. FO; 
- s i = o ó l ;  
- &(ai + Bi) = d; 
- a; =Pi = O si Si = O. 
Sus cardinales son: 
La aplicación h restringida a cada uno (Ir estos conjuntos, tiene recorridos 
Por otra parte, ya vimos en el capítulo (2) cómo esta aplicación adopta 
distintas configuraciones. En los casos q t i ~  nos ocupan, h es de (;') = 4 tipos 
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para Fp, y de (;) = 6 para FG. A la Iiora de calcular el cardinal de un 
Fk determinado, esto último nos permite liacerlo partiendo Fk en N, 4 ó 6, 
subconjuntos disjuntos que denotaremos l.;, . . . , F f ,  dados por 
De esta manera: 
Al 
.1 Números de Betti de Rp 
Calculamos ahora en detalle el cardinal de Fk para Rp, distinguiendo los 
c a s o s k < d y k > d .  
Caso 1: 
Por los lemas (9) y (10) del capítulo (2), sabemos que para k 5 d, los 
números de Betti correspondientes sólo sr. calculan en las sumas de tipo: 
El número p(k) de maneras distintas de verificar 
con enteros no negativos, coincide con el d r  inonomios mónicos de grado total 
k en las variables X, Y, 2, T, U, siendo 
X de grado 3 
Y de grado 2 
Z de gra.du 1 
T de gra.do 2 
U de grado 1. 
Es claro que el grado de un monomio I al, digamos 
es igual a la suma 32 + 2y +- z + 2t +u, doiide todas las variables son enteros 
no negativos. La equivalencia con nuestro problema inicial es así obvia. En 
Números de Betti 62 
el ejemplo 6  del apéndice sobre funciones ~eneratrices, se comprueba que el 
valor de p(k )  tiene las siguientes expresioii<.s polinómicas: 
siendo m 
Caso 2: m 
En las cuentas que abordamos a contii~iinción tiene una especial relevancia 
la definición de F ,  en concreto la condicic;ii C(ai + pj) = d. Veremos cómo 
esta condición disminuye el número de wluciones posibles, hecho que no 
ocurría en el caso anterior. 
Supongamos dado un entero k E [d 1 1.2d + 11, y sea como antes 
Fk={(a ,B ,S )  E F 1 i r (a ,p , J )=  k) .  
Es claro que el cardinal lFkl se puede c-;ilcular como la suma de los cardi- 
nales de los siguientes 4 conjuntos disjiiiiios: 
Fk = { ( f f , P , ( O , l , l , i ) i ~ ~  1 h l = k )  
Fk2 = { ( ~ , P , ( I , O , ~ , I ) ~ E F I ~ ~ = ~ )  
Fk3 = { ( f f , B , ( l , l , O , l i l ~ F l h ~ = k )  
Fk = { ( f f , p , ( l , l ,  l , ~ ) )  E F 1 h4 = k ) ,  
(ver Ejemplo 1  52.2.1, capítulo 2). 
La determinación de cada uno de estos 4 cardinales requiere resolver un 
sistema de inecuaciones con, a lo más, 6  variables enteras no negativas. 
Así, por ejemplo, el cardinal de Fi vendrá dado por el número de solu- 
ciones de la forma (az, 013, a4, Bz, p3, ,Bd) E KF al sistema 
o al sistema 
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donde hemos obviado la variable cuz, pasiiiido de la igualdad (.34) a la de- 
sigualdad (.35). Ahora bien, dada una solución (a3, ff4,P2,P3,P4) E N5 al 
segundo sistema, el vector 
es solución al sistema original, y esto da iiiia biyeccíón entre las soluciones a 
ambos. 
Finalmente, y por comodidad, escribireiiios éste en las variables x, y, z, t, u, 
y en la resolución hablaremos del número [le soluciones enteras no negativas 
a dicho tipo de sistemas, refiriéndonos al iiúmero de vectores (x, y,z,t,u) 
correspondientes en el conjunto F i .  Deiioi tiremos además a k por 
De manera análoga, estableceremos 105 sistemas para F:, Fk y Fk. El 
problema queda así reducido a la resoluciiíii de los siguientes sistemas: 
Cardinal de FA+, 
Queremos calcular el número de soIuCioiics enteras no negativas al sistema 
3 x + 2 ( y + t ) + ( c  t u )  = d + l  
x + y + z + t + , ~ i  < d  
que es equivalente al sistema 
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donde: 
X = 2 ,  Y = y + t ,  I ~ = Z $ J J .  j = x + y + z + t + u .  
Cada solución entera no negativa eii liis variables X,Y del sistema (II), 
aporta (Y + l)(k + 1) soluciones al sisteriia (1). 
El sistema (a) tiene, para cada par (12 ,  j) de coordenadas enteras, una 
solución única 
de manera que, para contabilizar el núm(.l.o de soluciones buscadas de (1), 
basta contar, con su peso, el número d r  It,li.es (k, j) de coordenadas enteras 
no negativas en el dominio D dado por I ; I ~  inecuaciones de (Ir), junto a las 
condiciones X,Y > O. Se tiene así el sigiiiciite sistema de inecuaciones en el 
plano KJ: 
1 O < j < d  O l k l j  2 j - k s d + 1  ( @ S > O )  3 j - 2 k > d + I  ( w Y 2 0 ) .  
Cada par (k, j )  en D tiene un peso 
Pasemos al cálculo de la zona D cleti~rininada por este sistema. Sean 
lo, 11,12,13,14,15 las rectas 
El sistema de inecuaciones tiene sus soluciones en la zona del primer 
cuadrante del plano KJ, por encima de 12 y 14, y por debajo de 11 y 13. 
Concretando aún más, dados los siguíerit<~s puntos 
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Q~ = ll n l2 = ( d .  (1) 
Q2=13nl ,  = ( d t l , d + l )  
Q3 = lo Ti l1 = ( O .  11) .  
El dominio D es: 
1. para 1 = d  + 1 ,  el triángulo Q3P3P.ir con 
Q~ = ( O ,  d ) ,  P3 = ( ( d  - 1)/^, d ) ,  P4 = (0, (2d + 1113); 
2. para 1 = d, el triángulo PlP3P4, coi1 
Pl = Pz = Q3 = ( 0 ,  d) ,  P3 = ( d / 2 ,  d ) ,  P4 = ( 0 ,  (2d) /3 ) ;  
3. para O < 1 < d ,  el cuadrilátero P1R2 
Para las cuentas posteriores conviene ditscomponer el cuadrilátero Pl P2P3P4 
como unión del triángulo Di = PlP5 P4 31 el cuadrilátero D2 = PlP2P3P5. 
Este es el tipo de dominio en los casos O < 1 < d. 
La cuenta a realizar requiere el conocimiento de todos los puntos del 
dominio D que tienen coordenadas enbe1.a~ no negativas. Llamemos S al 
dominio reticular S = D í l  z2. Por ejemplo, en el siguiente gráfico 
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el conjunto S está formado por los vértici.~ del cuadriculado que caen en el 
interior de la zona resaltada. 
El número buscado de soluciones a (1) c. el resultado de realizar la siguien- 
te suma doble E ~ ( 6 . .  j). 
A la vista de la forma de los vértices del dominio D, esta suma dependerá, a 
priori, de cada una de las congruencias mótlulo 6 de d+1, y de la paridad de l. 
Esto es, tendremos que distinguir un total (le 6.2 = 12 casos distintos. Puesto 
que el peso a sumar, P(k, j )  dado por (.41), es un polinomio de grado 2, el 
resultado, en cada caso, de esta suma scii un polinomio S en las variables d 
y 1 de grado menor o igual a 4, que cal(~iiIiireinos por interpolación. 
La función S(d, 1) viene dada por: 
siendo: 
P(k, j )  = (3j  - 2k - (d + 1) + l)(k + 1) la función peso; 
[.] la función parte entera; 
ro(j) el valor de k en la recta de eciiación k = 9; 
rl( j)  el valor de k en la recta de ecliación k = 2 j  - (d + 1); 
todas las sumas sobre los valores ciiteros de los rangos dados en las 
variables k, j. 
Así las cosas, el polinomio que nos d a  la aportación de hl al rango de 
Ad+'(R) para 1 5 1 5 d + 1, es el poliriomio interpolador de la función 
S(d, 1). Para calcularlo, puesto que que tiene grado a lo más 4, bastará en 
cada uno de los 12 posibles casos, conocel. para 25 valores distintos S(d, 1). 
Como resultado de la interpolación, si (lenotamos por Ai el polinomio en 
las variables d y 1, para 1 p a  y d+l  E i(6). y por Bi su análogo para 1 impar, 
se tiene que: 
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d + I = f 2 ( 6 )  
¿par d + 1 3 ( 6 )  
1 impar d + 1 E O(6) 
¿impar d + l  ~ f l ( 6 )  
¿ impar d + 1 = f 2(6) 
1 impar d  + 1 3(6) 
siendo: 
f i ( 1 )  = 21 + 9;  
fz( l )  = 31' + 271 + 56; f:(o = { 10P + 2712 - 521 - 144 si i es par 10P + 2712 - 521 - 135 si i es impar; 
fq( l)  = - 10412 + 2SS; fi(1) = 1014 - 1041' - 1Sl + 175; fi(¿) = 1014 - 1041' + 256; 
f:(¿) = 1014 - 10412 - 181 $ 107; 
f44(1) = f%); 
fq5(1) = fi(1); 
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10P + 2712 - 5'21 - 126 si i es par 
10P + 2712 - 5'21 - 117 si i es impar; 
g:(l) = 1014 - 1 0 4 ~  S ISI S 207; 
g;(l) = 1014 - 1041' + 94; 
gj(1) = l0 l4  - 1041' + 1SI + 175; 
gz( l )  = 1014 - 10412 + 126; 
9 8 )  = g i ( l ) ;  
94(0 = gi ( l ) .  
Cardinal d e  Fd+, 
La aportación de hz aparece en los raiigos de Ad+'(R) con 1 5 1 5 d i -  1. 
El problema a resolver ahora es el de calciilar el número de soluciones enteras 
positivas al sistema: 
o, equivalentemente, al sistema: 
siendo X = x, Y = y + z + t ,  j = p + q. í ';ida solución a este último sistema 
dará lugar a ('7) . ( j  + 1)  soluciones dcl primero. Ahora bien, el segundo 
tiene soluciones 
Estas serán enteras no negativas, siempre que: 
X > o + j > d - ( 1 - 1 ) ;  
Y > o + j < d - i .  2 9 
y, en consonancia coi1 la primera desigualdad 
' > 0 + 1 5 d + 1 .  3 - 
La siguiente suma cuenta el número < l i s  soluciones al primer sistema: 
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siendo 
y donde sumamos sobre todos los enteros no negativos del rango señalado. 
Así el cardinal de F&,, para 1 5 1 5 cl + 1 viene dado por los siguientes 
polinomios: 
Cardinal de F:+, 
1 par 
1 impar 
La aportación de hs aparece en los raiiqos de Ad+'(R) con 2 5 1 5 d + 1. 
Se pretende averiguar el número de solu~.ioiies enteras no negativas al sistema: 
d(2l3+9l2+l0/) 1(713+1812-281-72) 
Co(d,l) = - 24 96 
Cl (d, 1) = d(213+912+101+:1) - 714+1813-2812-661-27 24 96 
o, equivalentemente, al sistema: 
Por comodidad, escribiremos este último <.i i  la forma 
siendo, X = a: + y, k = z + t + u. Cada solución del sistema en las variables 
X, k, aportará P ( j )  = (X + 1) (kr) sriluciones al sistema original. Por 
otra parte, pedir que las solucíones sean <,nteros no negativos, establece las 
siguientes desigualdades: 
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Además j ha de ser también mayor o igu;il que cero; pero esto queda asegu- 
rado al ser 15 d + 1 .  
El número buscado surge así como re~~iltaclo del cómputo de la siguiente 
suma 
Finalmente, se tiene que IFd+[l viene dad<, por los polinomios: 
Cardinal de Fd+, 
1 impar 
La aportación de h4 aparece en los iaiisos de Ad+'(R) con 3 5 1 5 d + l. 
Se trata ahora de resolver el sistema: 
(1-l)(/~i712+151+9) 
Di(¿) = 96 
Ahora bien, el número de soluciones 1.11t;eras no negativas 
tal, se calculó en el caso (k 5 d). El resuliitdo ahora es: 
a un sistema 
Números de Betti 
Cardinal de Fd+l 
En definitiva, y puesto que IFd+ld+rl = E;=, IFj+lI, el rango de Ad+'(Rp) es 
el resultado de sumar los poliilomios adeciiados en cada caso, concretamente: 
IFdi-11 = IFd+i 1 IFd+i 1 
= ( 1  + ( l .  1 )  (i = 0,1,2,3); 
IFdiil  = IFd+il + lFd+il t Fj+il lFd+il 
= { Ai(4  1) t C.;((/. 1 )  + Dj(1) + Et(1) Bi(d,l) + C,';(J. 1 )  + Di(l) + Et(1) 
siendo: d + l ~ i i i i ) , l r j ( 2 ) , l e t ( 6 ) .  
.2 Números de Betti de RG 
Desarrollamos ahora las cuentas que detc,rminan el cardinal de F k  para el 
esquema RG, separando los casos k 5 d y Ir > d. 
Caso 1: 
Como en el caso homónimo para Rr, 10; rangos de Ak(R), con O 5 k 5 d, 
se pueden determinar resolvieildo el pi.ol,ieina combinatorio equivalente de 
determinar el número p(k) de inonomio. mónicos de grado total k en las 
variables X, Y, 2, siendo 
X de grarlo 2 
1' de grado 1 
Z de grado 1. 
Este número, p(k), viene dado entonces por (ver ejemplo 7 del apéndice sobre 
funciones generatrices): 
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Caso 2: Ik<dl 
Para k = d + 1 > d, los conjuntos 1.;1+1 tienen ahora una descomposición 
en los 6 conjuntos disjuntos: 
(ver Ejemplo 2 $2.2.1, capítulo 2). 
Por otra parte nos estamos restringieiido, por dualidad, a los rangos de 
los grupos Ak(RG) para O 5 Ic 5 2d + 2. I'uesto que las sumas de tipo: 
son ambas superiores a 2d $ 2 ,  el cardiii~ii de Fd+l, con 1 5 1 5 d + 2, viene 
dado por la fórmula: 
En un proceso análogo al caso de R p ,  .I: plantean los siguientes sistemas: 
Cardinal d e  FA+, 
Se quiere conocer el número de solucioiies enteras no negativas al sistema: 
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para O 5 1 5 d. Si denotamos por t = y t -. el sistema queda en la forma: 
La resolución de éste es sencilla. Basi;~ delimitar en el plano XT la zona 
dada por la desigualdad; y contar cada. solución al sistema 
con 1 5 j 5 [a] (cf. Figura I ) ,  y con cl !>eso P ( j )  adecuado, a saber 
El valor superior del rango de j  es: 
Y, puesto que la solucióii rs fiilica, Iia-ra calcular la suma de los pesos: 
obteniéndose el siguiente resultado para 1 'qi+,l: 
siempre que 1 5 1 5 d. 
Números de Betti 
Figura 1 
Cardinal d e  F:+, 
La aportación de h2 apa.rece en los i.iiiigos de Adf'(R) con 1 2 1 < d + 1. 
El problema a resolver aliora es el (11.  calcular el número de soluciones 
enteras positivas al sistema: 
o, equivalentemente, al sistema: 
Así, 1 Fjfll viene dado por el polinoinio: 
Cardinales de F:+, y Fd+, 
La aportación de h3, al igual que lii de h4, aparece en los rangos de 
Adf l (R)  con 2 5 1 5 2d + 2, El probleiuir a resolver ahora es el de calcular 
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el número de soluciones enteras positivas al sistema: 
Para 2 5 1 5 d + 2, el problema que di^ equivalente al del caso k 5 d. Los 
cardinales de Fj+l y F&, vienen dados Ix>r los polinomios: 
Cardinal de F ~ + I  
El rango de A~+'(RG),  para 1 5 1 < rl + 2, viene así dado por: 
Por otra parte se tienen las siguieill es identidades: 
de donde, para toda 1, 1 5 1 5 d + 2, sc í iene: 
Apéndice: Funciones 
generatrices 
Ejemplo 6 Queremos contar el número p(k) de monomios mónicos de  grado 
total k en las variables X ,  l', 2, T y U .  
donde x es múltiplo no negafivo de 3) y !J t son pares no negativos y z y v 
son enteros no negativos. Es claro que lodos esos monomios aparecen en el 
desarrollo del producto 
De grado k son aquellos monomios 
Como sólo interesa contar el número de tllos que aparecen, llamando a todas 
las variables con un único nombre, digamos x, obtenemos que éstos aparecen 
en el desarrollo 
donde a(k)  es el número d e  monomio-: rle grado total k ,  es decir, coincide 
con p(k). Por lo tanto, bastar6 encontr«r el coeficiente k-ésimo del desarrollo 
de Taylor en torno al cero de  la funci(;i/ de la izquierda. En realidad, esto 
es un ejemplo del uso de una potente tícnica conocida como las funciones 
generatrices, que consiste en asociar a. una sucesión infinita de números la 
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función que obtenemos al sumar la sen'r <le potencias cuyos coeficientes sean 
los términos de esa sucesión. 
E n  nuestro caso, como ln función ón.9 un producto de series geométricas, 
basta buscar el coeficiente Ic-ésimo de lo herie de Taylor de la función 
Para ello, seguiremos el método de descnri)posición en fracciones simples, con 
el objeto de simplijcar las cuentas. Plri~~leamos asi la siguiente identidad: 
El sistema lineal de 9 ecunciones coi1 9 incógnitas que nos plantea esta 
identidad, tiene la siguiente solución: 
1 A = ,  B =+ - ,  c =- 64 7
D =' E ='"' 3 
32 172s 
G =i H=, 1 1 =J-, 
144 12 
Por otra parte, las funciones invol~ir.i~idas en la parte derecha de la iden- 
tidad, tienen los siguientes desarrollos rli Taylor: 
As( si denotamos por ci al coejcir.,ite d-ésimo de la Serie de T a y l o ~  
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buscada, con d E i (6) ,  tenemos que: 
c,= B + C + D ( d + l )  
+E + F(c1 + 1) + G ( " r 2 )  + H ( ~ ? )  + I ( ~ Y )  
C I =  A - B - C - ~ ( d + l j  
+E + F(d + 1) + ~ ( ~ f 2 )  + ~ ( ~ 7 )  f qdy)  
c2= - A + C + D ( d + l )  
+E + F(d + 1) + G ( " t 2 )  + ~ ( ~ 7 )  + I ( ~ ?  
c3= B - C - D ( d + l )  
+E + F(d + 1 )  + G(":') + ~ ( ~ 3 3 )  + ~ ( ~ y )  
c4= A - B + C + D ( d + I )  
r ,/+2 + E + F ( t l + l ) + G i  ) + H ( ~ ? ) + I ( ~ ~ )  
cg= - A - C - D ( d + 1 )  
+E + F ( d +  1) + G ( " f 2 )  + ~ ( ~ 7 )  + 1(~1;4) 
Un cálculo final da los siguientes resiiltados para el coeficiente ci: 
siendo 
Ejemplo 7 E n  este caso, ntcesitamos ( 1  desarrollo en Serie de Taylor, cen- 
trada en O ,  de la función: 
Solución: Análogamente al ejercicio antrrior, descomponemos la función en 
fracciones simples: 
El sistema lineal 4 x 4 que nos plan/r<i la identidad, tiene como solución: 
1 1 1 1 A = -  B = -  - D = - .  
S 8 4 2 
Si denotamos ahora por cj el coeficirizte d-ésimo de la serie de Taylor 
buscada, con d E i (2) ,  se tiene que: 
Funciones generatrices 
siendo 
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