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Abstract
The necessity of a proper modelization of molecular diffusion in solution phase chem-
istry in order to rationalize properties and observables of the same give rise to the question
“which tools from the theoretical chemistry field can be used?”. The most commonly used
approaches in order to answer this question relies on the usage of stochastic models. Then,
depending on the particular conformational dynamics of the studied systems and the time
scale on which molecular relaxation phenomena occurs, different models and tools can fit
the desired level of description. Among all these approaches I focused on the Smoluchowski
equation since its wide application in the theoretical chemistry community and since it well
adapts to many diffusion problems in solution phase chemistry. Smoluchowski equation
is a partial derivative equation that describes how the probability density of a set of co-
ordinates evolves along time. Once the equation is solved, the probability profiles enclose
informations upon specific properties and observables. My research activity in this field
focused on new and more general numerical approaches to the solution of Smoluchowski
equation with the application to specific case studies of chemical interest.
Initially I have studied a class of methods apt to solve partial derivative differen-
tial equations. In particular, the chosen methodology is known as Discrete Variable
Representation (DVR). Successively I have used this methodology in order to solve the
one-dimensional Smoluchowski equation, in the stochastic processes framework applied to
molecular systems. Comparing this method with preexisting ones I have validated this
novel approach. This method has been implemented on a FORTRAN code with the aim
of having an integrated approach for the solution of the one-dimensional Smoluchowski
equation.
Then I focused my research activity on the enhancement of the several physico-
chemical ingredients that enter into the one-dimensional Smoluchowski equation. In par-
ticular I extended an earlier diffusion tensor model including the dependence of the same on
a generalized coordinate. Then, applying DVR theory to one-dimensional Smoluchowski
equation I gave a more complete and general theoretical scenario of the same. In the
framework of stochastic processes applied to molecular systems I have implemented and
validated this novel approach.
At last, for what concerns the Smoluchowski equation solved with DVR, I extended
i
the same formalism to coupled one-dimensional Smoluchowski equations along the same
generalized coordinate where there is the possibility of reactive exchanges of population
and/or sinking terms between different coupled states. This is of great interest for example
in the context of photoexcitations, where one has a population evolving through a ground
and an excited state, along a specific coordinate, e.g. a twisting coordinate. From the
temporal evolution of the probability density of the excited state one can retrieve lifetimes
and/or compute the time resolved spectra at different times, etc. This last implementation
merge the use of DVR basis with product approximation and diffusion tensor calculation
along a generalized coordinate. The result is an integrated computational “black-box” tool
in the framework of Gaussian software that give access to the generic user the possibility
to study these specific systems of interest.
ii
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1.1 Basic concepts of stochastic dynamics and
the Smoluchowski equation
An important class of methods apt to describe molecular processes in con-
densed phases is that of stochastic methods. The understanding of stochastic
dynamics and formal methods for the solution of mathematical equations that
describe them are of fundamental importance when dealing with the mod-
elization of solution phase chemistry. In this class of dynamics enters var-
ious processes of interest for the generic chemist, such as roto-translational
molecular motions in liquid phases, conformational dynamics, collective fluc-
tuations in “soft” materials (e.g. biomembranes, liquid crystals), etc. In this
view, a simple example of stochastic process can be thought as the conforma-
tional dynamics of simple molecules (e.g. n-butane) considered as a diffusive
motion over a specific torsion angle, taken as the only stochastic variable of
the problem. [1, 2]
Given a dynamical system, a stochastic process is the time evolution of
an ensemble of variables X(t) (characteristics of the system) under the even-
tual action of deterministic forces and “stochastic” forces due to the random
interaction with the surrounding. In the chemist’s practice, X(t) is typi-
cally a collection of positional, orientational, internal degrees of freedom of
single molecules, and the stochastic component is modeled as a “Gaussian
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white noise” resulting from the collisions with surrounding molecules (ther-
mal bath). Such dynamics is named Brownian motion and it is described by
Langevin equation. This equation is the prototype of differential stochastic
equations, where the force experienced by the system under study is given by
the sum of three main contributes: two deterministic contributes, one arising
from the potential that generates a force field and the other of dissipative
kind coming from the friction that damps the motion and then a stochastic
contribution given by the fluctuating forces.
The numerical integration of Langevin equation generates a stochastic
trajectory for the X(t) variables that it is different each time even when
starting from the same initial conditions. This loss of determinism is such
that in order to describe the dynamical process it is preferable to adopt a
probabilistic treatment, where the quantity of interest is the non-equilibrium
probability distribution (or density) p(X, t); the product p(X, t) δX gives
the probability that the system is in a state X(t), when it is observed at time
t, included in the interval of amplitude δX and centered in X. Obviously,
it is necessary to give an initial condition, that is the time-zero distribution
p(X, 0) that specifies how the system has been “prepared” (or that says in
which configuration it has been “seen” at such initial moment).
Along time, p(X, t) evolves under a specific law. Hereafter we shall con-
sider a particular category of physical systems, and precisely the systems
that are macroscopically at thermal equilibrium. In this case, the stochastic
process is of stationary kind, that is, p(X, t) admits limit-profile reached over
infinitely long times, and this limit-profile is unique and corresponds to the
Boltzmann equilibrium distribution limt→+∞ p(X, t) = peq(X). Other than
stationary, we shall assume that the process is of Markov type, i.e. in order
to know the actual state of the system, it is necessary to know the state
just at the previous instant. In other words, dynamics is assumed to have
no memory effects. It can be shown that this is coherent with the adopted
stochastic noise (the white noise) [3, 4]. Finally we shall further restrict the
field considering a stationary Markov diffusive process. In order to consider
a stochastic as diffusive, it is necessary that:
• the local friction must be sufficiently high (this is known as “over-
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damped” regime);
• the system is observed at sufficiently long time intervals.
the first two conditions are equivalent to assume that inertial effects of dy-
namics are negligible (i.e. we ignore momenta and angular momenta). The
second condition corresponds in practice to use a “slow” investigative exper-
imental technique to observe dynamics; from here it can be understood that
the transition from a dynamical regime to the other (from non-diffusive to dif-
fusive) is related with the time scale between two consecutive observations of
the system. In case of diffusive regime of motion, that is legitimately adopt-
able for molecular dynamics in condensed fluid phases at ordinary temper-
atures, the only relevant coordinates X are configurational ones (positions,
orientations, internal conformations of molecules, etc.). Indeed, using pro-
jective methods [5] conjugated momenta are eliminated treating them as fast
variables that rapidly lose correlation with the values assumed in previous in-
stants, while the configurational variables are slow because of correlation loss
over longer time scales. Evolution of p(X, t) is governed by the Smoluchowski
equation [5], introduced in the following. Diffusion description of stochastic
processes via the Smoluchowski equation has found widespread application
in chemistry, in particular to describe kinetic processes that are diffusive in
nature where fluctuations play an important role, and proper probabilistic
modelization is needed [6]. This time-dependent partial derivative equation
belongs to the wider class of Fokker-Planck equations that are used to model
numerous systems in physics, chemistry, biology, finance and other research
fields [3].
From hereafter we shall treat our case of interest that is the one-dimensional
Smoluchowski equation where X reduces to a single variable x. In this case
the Smoluchowski equation reads
∂
∂t
p(x, t) = −Γ p(x, t) (1.1)
with







This is a partial derivative differential equation: of the first order with respect
to time t and of the second order with respect to x. Derivatives with respect
to x appear in the evolution operator Γ, in which enter two fundamental
physical ingredients: the energetics of the system, that is introduced with
the equilibrium distribution peq(x) and the dissipative term, that is repre-
sented by the diffusion coefficient D(x), typically coordinate dependent. This






in which ξ(x) is the friction coefficient dependent itself by medium viscosity
and from molecular geometry. We point out that Smoluchowski equation
can be intended as the extension of the “common” translational diffusion
equation that regulates the matter transport in fluid phases at rest (Fick’s
Law) to generic stochastic variables cases. We also point out that eqn. (1.1)
is isomorphic to Schrödinger equation concerning wave functions in quantum
mechanics, i.e. the two equations have an analogous mathematical structure.
This suggests that also solution methods can have affinities.
As a last remark, we stress that Smoluchowski equation is valid in the
limit of high friction regime. This is a valid assumption for chemical systems
presented throughout the next Chapters. By the way, this assumption is
not always valid and other equations must be invoked in order to properly
describe the time evolution of the probability density, e.g. Fokker-Planck,
Kramers-Klein, generalized Langevin equations. As stated before, both the
selected timescale ∆t, on which the dynamics is observed and friction play
an important role in discriminating whether the dynamics is diffusive or
not. In particular, the dynamics of the system must be observed at “suffi-
ciently long” time intervals. This means not too long time intervals to un-
dermine the mathematical approximation that underlies Fokker-Planck and
Smoluchowski equations, that is ∆t → 0, and not too short, otherwise the
evolution of “fast” variables wouldn’t be negligible. In other words, given
a set of stochastic variables X, only if a particular subset of “slow” vari-
ables XS ⊆ X is isolated and their dynamics is observed at “sufficiently
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long” time intervals, the dynamics appears diffusive with good approxima-
tion. The other variables of the set XF, are the so called “fast” ones, and
they can be eliminated in order to describe the probabilistic evolution of the
system if observed in such timescale, because they are “redundant”1. The
formal method in order to operate such XF variables elimination, passing
from the Fokker-Planck equation to the Smoluchowski equation2, is the so
called Mori-Zwanzig projective method [5]. In the common practice, the
choice of the “slow” variables subset is driven by chemical intuition. When-
ever the diffusive regime and/or the Markovian properties of the stochastic
variables are no longer verified, the validity of the Smoluchowski equation
breaks down. This is evident by numerical anomalies that arise when solv-
ing the correspondent Smoluchowski equation in non diffusive regime and/or
with non Markovian variables. Several examples of the application of the
Smoluchowski equation apt to describe femtosecond dynamics probed with
fast experimental techniques are present in the literature starting from the
earlier works of the eighties on femtosecond dynamics of geminate pair re-
combination, internal twisting of fluorescent species, etc. [7, 8, 9, 10, 11].
1.2 Work plan
In this introductive Chapter we made a rapid overview over the basic con-
cepts of stochastic dynamics. Based on these premises on the next Chapter
we shall start with the presentation of a new general framework for solving
the one-dimensional Smoluchowski equation using a discrete variable repre-
1As an example, for the Brownian motion of a particle of mass m that experiences a
translational friction ξ it can be shown that if the dynamics is observed over a timescale
∆t mξ , the dynamics is diffusive on the positional variable r (that is X
S ≡ r), while the
velocity (XF ≡ v) can be eliminated because it is “redundant”. In the time interval ∆t
the velocity loses memory (time correlation) of its initial conditions. In other words r is a
variable that evolves slowly, while v is subjected to rapid fluctuations (with r essentially
fixed) due to the stochastic noise because of the interaction with the thermal bath and
such to produce a memory loss of the initial state. If XF ≡ v is relevant, we are in the so
called “underdamped regime” or “low friction regime”, and in this situation Kramers-Klein
equation must be used in order to describe the system dynamics.
2And so passing from the original Fokker-Planck operator ΓX to the reduced Smolu-
chowski operator ΓXS .
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sentation (DVR) based on the so called sinc basis set. The reliability of
our implementation is assessed by comparing the convergence of diffusive
operator eigenvalues calculated using our method and using a simple finite
difference scheme for some model diffusive problems. Then in Chapter 3
a generalization to arbitrary large amplitude motions of a recent approach
to the evaluation of diffusion tensors is presented and is implemented in
a widely available package for electronic structure computations. A fully
black-box tool is obtained, which, starting from the generation of geomet-
ric structures along different kinds of paths, proceeds toward the evaluation
of an effective diffusion tensor and to the solution of the one-dimensional
Smoluchowski equations by means of DVR numerical approach presented in
Chapter 2. Application to a number of case studies shows that the results
issuing from our approach are identical to those delivered by previous soft-
ware (in particular DiTe) for rigid scans along a dihedral angle, but can be
improved by employing relaxed scans (i.e., constrained geometry optimiza-
tions) or even more general large amplitude paths. In Chapter 4 a new and
more general approach to diffusion problems with the inclusion of reactivity
among different coupled diffusional states is rationalized and presented. The
result is a system of coupled Smoluchowski equations. The two main devel-
opments presented in the previous Chapters are combined and implemented
in a software package tool allowing the generic user to set up and run diffu-
sional calculations along a generalized coordinate with very low efforts. We
show the applicability of the whole framework to a generic diffusional case of
chemical interest that is the study case of (N,N -dimethylamino)benzonitrile
(DMABN) fluorescence, whose excited state undergoes twisted intramolec-
ular charge transfer (TICT) relaxation. The population dynamics of the
excited state coupled to the ground state is followed, and fluorescence decay





of Smoluchowski equation using
a sinc basis set
The mathematical structure of the Smoluchowski equation (1.1) is similar
to Schrödinger’s equation and this suggests analogous solution methods to
solve it. The most common approaches in current use are finite-difference
methods in space and time [12], and basis set expansions [13]. In the first kind
of approaches one follows the evolution of the probability density p(x, t) using
finite difference approximations in x and t. On the other hand, the second
class of methods is based on the projection of the time evolution operator
upon a conventional basis of orthogonal functions, typically referred to as a
spectral basis. Once constructed, the matrix representation of the operator Γ
is diagonalized in order to find the eigenvalues spectrum and then to calculate
the time propagation.
A third class of methods that seems to straddle the boundary between grid
discretization and basis function expansion are the so called pseudospectral
methods which use functions that are localized on a grid in coordinate space.
Among these methods, discrete variable representation (DVR) has enjoyed
great success as highly accurate representation for the solution of a variety
of problems in molecular vibration-rotation spectroscopy, reactive scatter-
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ing, etc. . . [14, 15, 16, 17, 18] It is a well known numerical method within
the quantum chemistry community for solving time-dependent Schrödinger’s
equation [19], while, to the best of our knowledge, this method has not yet
seen widespread use in the “classical” community.
To construct a DVR, a finite basis of orthonormal functions, typically
classical orthogonal polynomials or Fourier basis, is transformed to another
orthonormal basis set (the DVR) in which each basis function is localized
about one point of a coordinate space grid [20]. Those points are their
associated grids of Gaussian quadrature points that, in the case of classical
orthonormal polynomials, coincide with their roots. The advantages of using
DVRs are the fact that they solve the problem of integral evaluation, because
there are no integrals to evaluate, and the fact that they produce diagonal
representations of coordinate functions (like the potential in Schrödinger’s
equation); while for derivative operators (such as kinetic energy) they usually
produce analytical representations, depending on the starting basis set [14,
21].
The real power of DVRs becomes evident in multidimensional problems,
where the calculation of the operator’s matrix representation is very cheap
and for complicated operators, i.e. operators whose terms involve both (non-
commuting) derivatives and functions of coordinate, where it is possible, in
some instances, to use the product approximation [16, 20].
This last aspect, as it will be pointed out in the next Section, is especially
significant in connection with the Smoluchowski diffusion operator. In this
first exploration we shall focus our attention on one-dimensional problems of
the general coordinate x, and we shall treat only bound potentials. DVR is
used to approximate p(x, t) and the time evolution operator, using a uniform
grid in the coordinate x for which the corresponding basis set is a Fourier
basis (also known as sinc methods).
In the next Section we provide both a rapid overview of the theory behind
DVR of complicated operators, and the details on how to apply it to Smolu-
chowski equation; in Section 2.3 we show the application of the method to
some specific familiar diffusion problems, and we make a comparison with
another method, a simple finite difference (FD) scheme. After we have val-
8
idated the new method we apply it to a chemical case-study represented by
the diffusive torsion dynamic of some simple molecules. A short review of
DVR theory is proposed in Appendix A, and the FD scheme that will be
employed is reported in Appendix B.
2.1 DVR of complicated operators
DVRs are representations in bases of continuous functions which are in
some sense localized “on a grid” in coordinate space. They are usually ob-
tained by transformation from a truncated global basis, i.e. to construct a
DVR, a finite basis of “global” orthonormal functions (typically orthogonal
polynomials or Fourier basis) is transformed to another orthonormal basis
set (the DVR) in which each basis function is “localized” about one point
of a coordinate space grid {xi}. The mathematical theory that underlies
DVR and how they are constructed is well reported in the classical works of
Light, Bačić and coworkers [20, 22, 23]. In order to not make heavier the
reading, we have summarized this theory in Appendix A, where we address
the interested Reader which might be unfamiliar with the general theory of
DVR.
The essential feature of DVR is that we have a set of N basis functions

















dx θi(x) θj(x) = δij (2.2)
for an interval [a, b] that contains all of the xj.
DVRs are generally used with the approximation that the matrix represen-
tation of a general function of the coordinate is diagonal and the diagonal
matrix elements are simply the values of the function at the DVR points (see
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eqn. (A.14) in Appendix A).
For simple operators as d
n
dxn
, the DVR matrix D(n) DVR (with elements
D
(n) DVR
ij = 〈θi| d
n
dxn
|θj〉) is determined from transformation matrices and ex-
act matrix representations of one-dimensional operators in the original “de-
localized” polynomial basis set. Of course, changing the global starting basis
set (e.g. Legendre, Laguerre, Hermite polynomials, Fourier basis, etc. . . )
will result in different D(n) DVR. For n = 1, 2 see refs. [14, 21]. However, for




, with F (x) a rational function, for
which matrix elements of terms or factors with derivatives must be calculated
numerically, defining a DVR is harder.
A DVR can be defined from a finite basis representation (FBR) where
matrix elements of terms or factors in the complicated operator are computed
by quadrature, but this step undermines the simplicity and convenience of
the DVR. One may bypass quadrature by replacing the matrix representation
of the whole operator with a product of matrix representations, making use
of approximate resolution of the identity. This approach is usually referred











or in matrix form
ΞDVR = D(1) DVR FDVR D(1) DVR (2.4)
where FDVR is diagonal, (FDVR)ij = F (xi) δij. In some instances this ap-
proximation can spoil the Hermiticity of the operator; this will be seen in
the next Section.
2.2 DVR applied to Smoluchowski equation
In the high-friction regime (also called overdamped regime) the Fokker-
Planck equation simplifies into the Smoluchowski equation (eqns. (1.1, 1.2)).
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p−1eq (x) p(x, t) = −Γ p(x, t) (2.5)
As stated in the Introduction, D(x) is a space-dependent diffusion coefficient
and p(x, t) is the probability density of finding a value of x at time t, with





is the canonical (Boltzmann) distribution, for the potential V (x); with β =
1/kBT the Boltzmann factor and Z =
∫
dx e−βV (x) the partition function; Γ
is the diffusion operator. In particular, we shall take in consideration only
bound potentials, i.e. V (x) goes to infinity at the endpoints of the domain,
such that it’s always possible to define peq(x). Consequently we shall treat
only cases with reflective or periodic boundary conditions.
It is more convenient to deal with Hermitian operators, so we will consider
the symmetrized form of the diffusion operator Γ. To this scope we multiply
both members of eqn. (2.5) by p
−1/2
eq (x); defining p̃(x, t) = p
−1/2
eq (x) p(x, t)
∂
∂t
p̃(x, t) = −Γ̃ p̃(x, t) (2.7)
and










The eigenvalues {λi} associated to Γ̃ are all real and the fact that diffusion
D(x) is a positive function, assures that they are all positive. They regu-
late the time evolution of p(x, t), describing the correct relaxation till the
equilibrium state for a given initial distribution p(x, 0). In particular, the
presence of a unique null eigenvalue λ0 = 0 guarantees the existence of the
equilibrium state while the positivity of the others guarantees to reach it; in
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fact λ0 is associated to the eigenfunction p
1/2
eq (x), indeed Γ̃ p
1/2
eq (x) = 0. The
eigenvalues {λi} have physical dimension of rates (inverse of time), and in
the case of diffusive dynamics under the influence of a potential V (x) that
presents sufficiently deep wells separated by an energy gap, we can associate
to small λi values “jump” processes between wells (i.e. slow activated pro-
cesses where it is required to overpass the energy gap); high λi values can be
associated, instead, to fluctuation processes inside the wells (fast processes).
This aspect will be examined in Section 2.3.2, when we treat the bistable
potential.
At this point we can construct Γ̃DVR matrix using an ordinary prod-
uct approximation (as seen in Section 2.1); considering for brevity M(x) =
D(x) peq(x)
Γ̃DVR = −P−1/2 DVReq D(1) DVR MDVR D(1) DVR P−1/2 DVReq (2.9)
As already mentioned, in some instances use of the product approximation
can spoil the Hermiticity of the operator and of course, this problem may
arise also in many dimensions. In this case we can see that depending on
the chosen DVR basis functions, if D(1) DVR is not anti-Hermitian, Γ̃DVR will
not be Hermitian. In order to obtain an Hermitian DVR of the symmetrized
diffusion operator by invoking the product approximation one must write
Γ̃DVR in the explicitly Hermitian form [16]















and the arrow denotes differentiation to the left. With this
last expedient we have guaranteed Hermiticity to the operator, and in DVR
it will be:
Γ̌DVR = P−1/2 DVReq (D
(1) DVR)†MDVR D(1) DVR P−1/2 DVReq (2.11)
On the other hand, even if this procedure looks easy and straightforward,
at the computational level it may cause some problems. In particular, when
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dealing with bound potentials (as in our case), the high values of V (x) at the
endpoints and inside the x domain (if present) generate numerical instability
with great ease, due to the computation of peq(x) ∝ exp(−βV (x)). It is more



























obtained from eqn. (2.8) using eqn. (2.6) and setting out derivatives. Em-
ploying again the product approximation is straightforward, because deriva-
tives of the potential and diffusion are simple functions of x and consequently
their DVR matrices are diagonal. One has only to carry about DVR of deriva-
tive operators terms, D(1) DVR and D(2) DVR in this case. The great advantage
of using this way, instead of eqn. (2.11), is that one can manage great values
of V (x) with no numerical problems, but the drawback is that both D(1) DVR
and D(2) DVR must be Hermitian in order to have Γ̃DVR to be Hermitian as
well. This requirement is fulfilled using sinc-DVR (that is constructed in
turn on Fourier basis, see Subsection “sinc-DVR” in Appendix A) [14, 15],
but not using other DVRs [21].
Following Colbert and Miller [14], we consider probability densities p(x, t)
that are defined on a grid consisting of N −1 equally spaced grid points {xi}
on the range [a, b]
xi = a+ i
(b− a)
N
, i = 1, . . . , N − 1 (2.13)
In this case the weights coincide simply with ∆x = b−a
N
, the grid spacing and















These functions are “localized” on the grid points; indeed they are equal to
1√
∆x
for x = xi and zero for x = xj, j 6= i.
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In the case of reflective boundary conditions the associated N − 1 (FBR)










, m = 1, . . . , N − 1 (2.15)
where the range has to be taken in the mathematical limit a → −∞, b →




















(i−j)2 i 6= j
(2.17)
On the other hand, in the case of periodic boundary conditions in the generic







, m = 0,±1,±2, . . . ,±N (2.18)




, i = 1, . . . , 2N + 1 (2.19)
The matrix elements for the first and second derivatives has been derived
and evaluated using procedures analogous to those presented by Colbert and
Miller [14], and the expressions are
(D(1))ij =
{
















sin2[π(j−i)/(2N+1)] i 6= j
(2.21)
Using these expressions, once the bound potential V (x) and the diffusion
coefficient D(x) are given, Γ̃DVR is easily constructed using product approx-
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imation on eqn. (2.12). Then, eigenvalues and eigenfunctions are calculated
from the numerical diagonalization of Γ̃DVR. Given the initial distribution
p(x, 0), the profile p(x, t) is built expanding upon DVR functions calculated
at DVR points {xi} for which θi’s are equal to 1√∆x , cfn. eqns. (2.1, 2.14).
2.3 Case-study calculations
In this Section, we apply the methodology sketched in the preceding Sec-
tion to some diffusive test problems described with Smoluchowski equation,
considering different potentials and the effect of a constant or variable diffu-
sion coefficient. Our objective is to determine the eigenvalues (λDVR in the
following) of the DVR diffusion operator matrix Γ̃DVR, calculated using sinc-
DVR with product approximation on eqn. (2.12) as shown in the previous
Section. In particular we shall focus on three different kinds of potentials,
namely the analytic case of harmonic potential and the well known case of
bistable potential with equivalent and nonequivalent minima that is usually
adopted in the modelization of numerous chemical problems. In order to
illustrate the validity of the method we concentrate on the eigenvalue con-
vergence, i.e. how many grid points (Npoints in the following) are necessary
for sinc-DVR to provide accurate first eigenvalues in order to have a reliable
description of the system. We compare them with analytic results (where
possible) or with values calculated by other methods, in particular, a simple
finite difference (FD) scheme (reported in Appendix B), λFD in the following.
We remark that for reflective boundary conditions Npoints ≡ N − 1 while for
periodic ones Npoints ≡ 2N + 1 (see Section 2.2); from now on the potential
V (x) is expressed in kBT units.
2.3.1 Harmonic potential
It is always convenient to make reference to analytic cases when a new
method is tested. One of these is the one-dimensional diffusion problem
over a parabolic potential, shown in Figure 2.1, with a constant diffusion
15
Figure 2.1: Plot of the harmonic potential used in our calculations, eqn. (2.22).





Here, x is defined over the entire real axis and k denotes the force constant;
the axes origin is chosen such as to coincide with the potential minimum.
Physically this case can be used to describe the local oscillatory dynamic of
molecules in a certain phase (e.g. a molecule fluctuating in a layer of a smectic
liquid crystal phase). Boundary conditions are reflective and eigenvalues are
simply1
λm = mkD, m = 0, 1, 2, . . . (2.23)
with the null eigenvalue λ0 associated to the stationary solution
1The diffusion operator eigenfunctions in this case are simply given by Hermite poly-













The x range for calculations is chosen following the proposal of Colbert and
Miller [14], that is, introducing an energy cutoff Vcutoff for the potential energy
and discarding grid points for which:
V (xi) > Vcutoff (2.25)
i.e. where the probability density p(x, t) would be negligibly small. Practi-
cally, we accomplish this by choosing a range for which the gap: potential
at the endpoints/potential at the global minima is less than 50 kBT units.
Convergence of the calculation can also be checked by increasing the energy
cutoff, but for the sake of simplicity and since we have chosen a large enough
Vcutoff , this will not be discussed.
In Table 2.1 we report the convergence of the first ten nonzero eigenvalues
calculated with DVR method, given in diffusion coefficient units (that is
equivalent to have taken D = 1, i.e. D is a scaling factor for the eigenvalues)
and shown up to five significant figures, for k = 1.0 and x range [−10.0, 10.0].
We compare them with the ones calculated using the FD scheme. As it can
be easily seen, the convergence is more rapid using DVR instead of FD; in
particular forNpoints > 26 we are just at convergence, while for FD, more than
65 and more than 210 grid points are required in order to have respectively
λFD1 and λ
FD
10 converged up to five significant figures.
2.3.2 Bistable potential
Another suitable model to test the DVR method, is the well known
bistable potential, that has the general shape sketched in Figure 2.2: two
minima a and c respectively, separated by a potential maximum b and bound
at the endpoints. There are several examples of bistable systems, those an-
alyzed most often in the literature being the laser, the tunnel diode [26],
and more generally activated reactions, e.g. hindered rotations. A more
recent example currently studied and continuously under intensive investiga-
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Table 2.1: Convergence of the first ten nonzero eigenvalues, given in diffusion coefficient
units and shown up to five significant figures, for the harmonic potential, eqn. (2.22), with























6 0.63371 4.4689 4.5375 12.655 12.677
8 0.76420 2.9013 3.0612 7.8742 7.9163 15.303 15.323
10 0.92271 2.2799 2.6542 5.6605 5.7480 10.624 10.658 17.280 17.300
12 0.98723 2.0638 2.7630 4.6092 4.8203 8.1653 8.2305 12.892 12.923 18.909
14 0.99876 2.0094 2.9385 4.1662 4.6719 6.8699 7.0204 10.406 10.463 14.835
16 0.99992 2.0008 2.9928 4.0288 4.8753 6.2616 6.6567 9.0108 9.1386 12.437
18 1.0000 2.0000 2.9995 4.0028 4.9829 6.0493 6.8302 8.3163 8.6640 11.037
20 1.0000 2.0000 3.0000 4.0002 4.9988 6.0051 6.9750 8.0608 8.8133 10.323
22 1.0000 2.0000 3.0000 4.0000 5.0000 6.0003 6.9983 8.0061 8.9731 10.060
24 1.0000 2.0000 3.0000 4.0000 5.0000 6.0000 6.9999 8.0003 8.9983 10.006
26 1.0000 2.0000 3.0000 4.0000 5.0000 6.0000 7.0000 8.0000 9.0000 10.000
28 1.0000 2.0000 3.0000 4.0000 5.0000 6.0000 7.0000 8.0000 9.0000 10.000






















6 0.72186 93.365 93.365 24150 24150
8 0.69747 7.9693 7.9708 181.03 181.03 4120.2 4120.2
10 0.80433 3.1002 3.1203 22.513 22.513 166.29 166.29 1228.7 1228.7
12 0.91504 2.1594 2.2633 8.2333 8.2333 32.869 32.869 131.78 131.78 528.49
14 0.96955 1.9344 2.2284 4.9808 4.9821 13.544 13.544 37.479 37.479 103.94
16 0.98603 1.9112 2.4633 3.9550 3.9730 8.2174 8.2174 17.758 17.758 38.701
18 0.99180 1.9350 2.7130 3.6684 3.7885 6.2576 6.2581 11.289 11.289 20.764
20 0.99470 1.9569 2.8430 3.6731 4.0490 5.5100 5.5196 8.6252 8.6252 13.955
22 0.99640 1.9708 2.8989 3.7574 4.4227 5.3311 5.4241 7.4555 7.4561 10.880
24 0.99747 1.9796 2.9299 3.8302 4.6483 5.4200 5.7815 7.0293 7.0429 9.4068
26 0.99817 1.9852 2.9496 3.8786 4.7570 5.5702 6.2318 7.0302 7.1653 8.7705
28 0.99864 1.9891 2.9628 3.9108 4.8229 5.6873 6.4848 7.2247 7.6825 8.6494
30 0.99897 1.9917 2.9719 3.9328 4.8672 5.7670 6.6225 7.4226 8.1307 8.8386
a For Npoints = 30 convergence up to 5 significant figures is reached till λ15.
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Figure 2.2: Sketch of a generic bistable potential; b individuates the maximum
that separates the two minima a, c.
tion is the folding-unfolding of proteins along a single effective coordinate.
The energy landscape involved in this process presents a bistable like pro-
file [27], and protein folding trajectories can be described qualitatively by
one-dimensional diffusion over this energy landscape [28].
As anticipated in Section 2.2, when the barrier that separates the two
minima is sufficiently high, the diffusion process from a to c and vice versa
is said to be activated. In this situation, the lowest nonzero eigenvalue λ1
is associated with the “jump” process between the two wells and its value
is generally separated by several orders of magnitude from the the others.
When the barrier height increase, λ1 gets smaller, showing an Arrhenius law
behaviour, and in this limit it can be identified as [4]
λ1 = rac + rca (2.26)
where rac and rca are the escape rates from well a towards well c and vice
versa. Kramers in his pioneering work [29] has shown that for the dynamics
19
in a bistable potential, with constant diffusion coefficient (D(x) = D), these




V (2)(a) |V (2)(b)|
2π
e−V (b)+V (a) (2.27)




. To calculate rca one has simply to exchange a
with c in the previous equation.
This asymptotic result has been refined many years later by Edholm and






























+O([V (b)− V (a)]2)
]
(2.28)
which gives a better approximation to eqn. (2.27). This result is important
for a first comparison between the calculated λDVR1 and λ
FD
1 , for different
functional forms of the bistable potential (see below), where analytic expres-
sions are not available for the eigenvalues.
In the following we take in consideration the two different cases of symmetric
and non-symmetric bistable potentials in order to provide a more complete
picture; for the last case we discuss also the situation of a non-constant dif-
fusion coefficient.
Symmetric case
A symmetric potential (V (x) = V (−x)) is characterized by equivalent
minima V (a) = V (c), and with a constant diffusion coefficient D we also
have that rac = rca. By calling V (b) − V (a) = V0 the energy barrier height,
we take in consideration two different functional forms for V (x), respectively
V (x) = V0 (x
2 − 1)2 (2.29)
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for which we apply reflective boundary conditions and
V (x) = α cosx+ 2α cos 2x (2.30)
for which we apply periodic boundary conditions. In the last equation α
is a parameter and the energy barrier will be V0(α). Just to mention, the
potential in eqn. (2.29) is also known as the quartic potential or “Landau-
Ginzburg potential” and is a popular model for bistable systems [4]. On the
other hand, the potential of eqn. (2.30) can be used to describe the diffusive
problem involving a torsion angle. The potentials and the parameters used
in our calculations are reported in Figure 2.3 where the profiles are shifted
to the origin in order to have a direct comparison of the barrier heights.
In Table 2.2 we report the convergence of the first three nonzero eigen-
values calculated with the DVR method, given in diffusion coefficient units
and shown up to five significant figures, for different values of the barrier
heights V0, and V0(α). We compare our results with those issuing from a FD
calculation and with the λ1’s obtained with the Edholm’s approximation
λE1 = 2 r
E
ac (2.31)
using eqn. (2.28). We want to stress that eqns. (2.26, 2.27, 2.28) are only
good approximations to λ1 and one should not take λ
E
1 as the true value to
be reached. Finally, for the periodic potential eqn. (2.30) we also report the
first three nonzero eigenvalues obtained using the orthonormal representation
(OR) method with a Fourier basis, for which the matrix elements of the
diffusion operator are analytical.
As anticipated above, λ1’s always differs by several orders of magnitude from
λ2’s and λ3’s and this gap increases as V0 becomes larger, implying different
time scales for the diffusive relaxation processes.
Secondly, in all cases, λ1’s converge collectively to values slightly different
from λE1 , confirming the fact that these last ones should not be taken as
exact reference values. Finally, we see that for the two cases of lowest energy






Figure 2.3: Plot of the quartic potential, eqn. (2.29) (panel a), and of the periodic
potential, eqn. (2.30) (panel b). Both profiles are shifted with respect to the origin
in order to emphasize the energy barriers involved, V0 and V0(α) respectively.
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Table 2.2: Convergence of the first three nonzero eigenvalues, given in diffusion coef-
ficient units and shown up to five significant figures, for the bistable potentials, eqns.
(2.29, 2.30), for different values of V0, and V0(α), calculated with DVR method and FD


















20 7.9016×10−2 5.5459×10−2 16.448 16.462 26.287 25.943
25 5.5693×10−2 5.5491×10−2 16.445 16.460 26.282 26.082
30 5.5505×10−2 5.5501×10−2 16.445 16.457 26.283 26.146
35 5.5523×10−2 5.5506×10−2 16.445 16.454 26.283 26.184
40 5.5523×10−2 5.5510×10−2 16.445 16.452 26.283 26.208
V0 = 10.0
a 7.8683×10−4
35 4.8909×10−4 7.8357×10−4 36.170 36.325 58.181 59.439
40 7.7788×10−4 7.8357×10−4 36.170 36.297 58.181 59.165
45 7.8386×10−4 7.8357×10−4 36.170 36.275 58.181 58.970
50 7.8368×10−4 7.8357×10−4 36.170 36.257 58.181 58.826




21 1.1167×10−2 9.6731×10−3 10.426 10.624 12.867 12.952
25 9.7230×10−3 9.6744×10−3 10.426 10.572 12.871 12.940
31 9.6771×10−3 9.6753×10−3 10.426 10.524 12.871 12.922
35 9.6772×10−3 9.6757×10−3 10.426 10.504 12.871 12.913




35 4.8442×10−5 4.3487×10−5 25.244 25.418 28.800 28.938
41 4.3282×10−5 4.3487×10−5 25.244 25.393 28.800 28.931
45 4.3462×10−5 4.3487×10−5 25.244 25.376 28.800 28.920
51 4.3484×10−5 4.3487×10−5 25.244 25.353 28.800 28.903
55 4.3487×10−5 4.3487×10−5 25.244 25.341 28.800 28.892
61 4.3487×10−5 4.3487×10−5 25.244 25.341 28.800 28.892
a The selected x range is [−2.0, 2.0].
b The selected x range is [0, 2π].
c Using orthonormal representation method with a Fourier basis, at convergence: λOR1 =
9.6772× 10−3, λOR2 = 10.426, λOR3 = 12.871.
d Using orthonormal representation method with a Fourier basis, at convergence: λOR1 =
4.3487× 10−5, λOR2 = 25.244, λOR3 = 28.800.
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while the same cannot be said doubling V0. However, in all instances, for the
other two eigenvalues (λ2, λ3) FD shows a very slow convergence compared
to DVR, and in order to have the first three nonzero eigenvalues all equal to
DVR ones, up to the fifth significant figure, we have to use a huge number
of grid points. Indeed, in order of potential appearance as in Table 2.2, we
need respectively more than 450, 1500, 750 and 1500 grid points to reach
convergence with FD to the same values calculated with DVR; which need
fewer points. So, as an example, for the quartic potential with V0 = 10.0
using FD we need 1500 grid points in order to have λFDi (i = 1, 2, 3) equal
to the ones calculated with DVR; this shows the slow convergence of FD
as opposed to DVR. These simple examples (together with the harmomic
potential) show how DVR can be used to reproduce accurately the eigenvalue
spectrum of the diffusion operator and consequently to describe the correct
relaxation dynamics till the equilibrium with a low computational effort.
Non-symmetric case
Finally we consider a non-symmetric bistable potential with nonequiva-
lent minima V (a) 6= V (c), and with non-constant diffusion coefficient. In
particular we analyze a periodic potential of the form
V (x) = α1 cosx+ 2α1 cos 2x− α2 sinx (2.32)
with fixed parameters α1 = 2.0, α2 = 1.5, shown in Figure 2.4. This potential
could describe the energetics of a torsion angle that identifies, for example,
the relative orientation between two parts of a molecule and it has been
shown how to compute well sound variable diffusion coefficients for this kind
of situations [31]. Starting from constant diffusion coefficient, it is clear that
a change in the coefficient would produce only a scaling of the eigenvalues
(as stated previously); in particular, as D increases, the friction that damps
the motion while keeping it alive at the same time [5] gets smaller, and the
eigenvalues get increased accelerating the relaxation dynamics; of course,
the opposite behaviour is observed when D decreases. However, when the
diffusion coefficient is no longer constant, it is difficult to predict a priori its
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Table 2.3: First three converged eigenvalues calculated with DVR method and
shown up to five significant figures, for the non-symmetric bistable potential eqn.
(2.32) with different diffusion functions eqns. (2.33, 2.34).





D(x) = Da 1.9435×10−2 9.8592 13.418
D(x) = cosx+ 2.0 2.1135×10−2 12.467 20.132
D(x) = − cosx+ 2.0 5.6454×10−2 17.145 23.545
D(x) = sinx+ 2.0 3.5715×10−2 11.949 19.751
D(x) = − sinx+ 2.0 4.0402×10−2 15.321 22.124
a For a constant diffusion, we can use eqns. (2.26, 2.28)
to calculate estimated rEac = 1.1381 × 10−3, rEca =
2.0473×−2, λE1 = 2.1611× 10−2.
effect on the eigenvalues; to this purpose, here we treat four different cases
D(x) = ± cosx+ c (2.33)
and
D(x) = ± sinx+ c (2.34)
with fixed shift c = 2.0. These four functions are chosen in order to see the
effect of locally increasing the diffusion around respectively the two endpoints
and around the maximum, eqn. (2.33); and respectively around the left and
right minima of the potential, eqn. (2.34).
In Table 2.3 we report the first three converged eigenvalues for the non-
symmetric bistable potential eqn. (2.32) with different diffusion coefficients
eqns. (2.33, 2.34), calculated with the DVR method. Also FD converges to
the same DVR values, but more slowly; indeed to reach convergence with
constant diffusion (first entry in Table 2.3) we just need 35 grid points with
DVR method, while more than 800 grid points are required using FD. In
the case of variable diffusion function (last four entries in Table 2.3) we just
need 45 grid points with DVR method, while more than 1300 grid points are
required using FD to reach the same λDVRi (i = 1, 2, 3).
Taking as reference the constant diffusion case (first entry), we can see
that increasing the diffusion around the maximum (third entry) has the effect
to give the greatest acceleration, i.e. greatest eigenvalues, compared to the
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Figure 2.4: Plot of the non-symmetric potential, eqn. (2.32); a, c individuate the
two minima separated by the energy barriers V0,ac = 7.4670 and V0,ca = 4.3543
kBT units going respectively from a to c, and vice versa.
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others. One can qualitatively imagine that increasing the diffusion (and
so, lowering friction) around the maximum has the same effect of directly
lowering the energy barrier, by the way, we remark that further insights
would be only speculative at this point.
Finally, in Figure 2.5 (panel a) we report the relaxing profile till the
equilibrium state, built using 101 DVR points at each time propagation step
with constant diffusion and a gaussian initial distribution centered at x = 4.5
and with standard deviation σ = 0.05. It can be noted the initial rapid
broadening of the profile p(x, t) due to the fast “fluctuation” processes inside
the potential well; these are related to large eigenvalues. As time progresses,
the other deeper minimum starts to become populated; this slow population
movement between wells is a low activated process related to λ1. Finally
the profile reaches the equilibrium distribution, that matches perfectly the
analytic one (see panel b).
2.3.3 A chemical case-study
As a final example, in order to show the applicability of DVR method
to case-studies of chemical interest we consider here the specific case of
conformational dynamics of n-butane and three dihaloethanes, in particu-
lar 1-chloro-2-fluoroethane, 1-bromo-2-fluoroethane, 1-bromo-2-chloroethane
(from now on respectively abbreviated as CFE, BFE, BCE). We treat the
dynamic as a diffusive motion upon the torsion angle γ of the central C–
C bond, taken as the only variable for this problem. This choice has been
dictated by the renewed interest for such kind of dynamics, indeed, recent
developments in the field of pulsed-IR spectroscopy allowed the experimen-
tal determination of kinetic constants of isomerization between conformers
[32]. Since time scale is very short (some ten ps), these processes are indeed
too fast to be investigated with the conventional spectroscopical techniques,
and since few years ago the only possibility to study them was to recover to
molecular dynamics simulations.
For each molecule above mentioned we solve the Smoluchowski equation




Figure 2.5: (a) Surface plot for the relaxation profile p(x, t) of the non-symmetric
diffusive problem eqn. (2.32) with constant diffusion and an initial gaussian distri-
bution centered at x = 4.5 and σ = 0.05. The profile is calculated using 101 DVR
grid points at each step of time propagation; this last is expressed in decimal log-
arithm units. (b) Analytic equilibrium distribution peq(x) for the non-symmetric
problem (black line), and extrapolated from relaxation profile (red dots).
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gauche ←→ trans transitions given in diffusion coefficient units.The internal
dynamic is regulated by the conformational energetics that in this case is rep-
resented by the torsion potential V (γ), generally different for each molecule
and by the friction, of viscous nature, that damps the motion. With regard
to the friction, that determines the torsion diffusion coefficient, here we shall
assume a constant diffusion D, thus independent from the conformation.
This approximation is valid till we have small molecules in which the two
external rotating groups don’t have big size as in this case. From the phys-
ical point of view we are assuming that hydrodynamic interactions between
the atoms considered as beads are negligible. This is a valid assumption at
this stage of the thesis, where the focus is on numerical methods apt to solve
the Smoluchowski equation, in Section 3.4 we shall show the relevance of the
angular dependence of diffusion constant and the hydrodynamic interactions
between beads for n-butane, here omitted. As seen before, as long as D will
not have a specific value, it will be only a scaling factor.
The torsion potential for the considered molecules is expressed as
V (γ) = α1 cos γ + α2 cos 2γ + α3 cos 3γ (2.35)
a tristable potential, where each well corresponds to a particular molecule
conformation, namely the two equivalent gauche and the trans (from now on
respectively abbreviated as g+, g− and t); see Figure 2.6, where the profiles
has been shifted to the origin. The potential parameters αi are taken from
ref. [33] for n-butane and ref. [34] for dihaloethanes; they are all reported in
Table 2.4 in kBT units, where T = 298 K.
In Table 2.4 we also report the first three converged eigenvalues calculated
with the DVR method (the convergence is reached using only 41 grid points),
given in diffusion coefficient units and shown up to five significant figures,
for the examined molecules. These eigenvalues have the same values of the
ones obtained using OR method with a Fourier basis, for which the matrix
elements of the diffusion operator are once again analytical.
It can be readily noticed the presence of two lowest eigenvalues λDVR1 and
λDVR2 related (in a not straightforward way) to slow “jump” processes and
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Figure 2.6: Plot of the torsion potential V (γ), eqn. (2.35), for the examined
molecules; profiles are shifted with respect to the origin in order to emphasize
the energy barriers involved. The parameters employed to build the profiles are
reported in Table 2.4.
Table 2.4: Potential parameters (in kBT units, T = 298 K) used for the potential
profiles V (γ) shown in Figure 2.6, taken from refs. [33, 34] and first three converged
eigenvalues given in diffusion coefficient units calculated with DVR method and
shown up to five significant figures.







n-butane 1.285 0.266 2.708 0.060936 0.073656 15.508
CFE 1.402 0.811 2.997 0.035881 0.062864 16.585
BFE 1.419 0.481 2.601 0.073566 0.10030 14.379
BCE 3.377 1.562 3.006 0.13863 0.17044 15.306
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clearly separated by λDVR3 by two/three orders of magnitude. In all these
cases the jump processes are four (the direct transition g+ → g− is kinetically
forbidden because of the too high energy barrier involved, and here it will
not be considered), even if only two are distinguished, namely t → g± and
g± → t, due to the impossibility to discriminate between g+ and g−.
Now the problem is how to relate these two lowest eigenvalues with the
rate constants kt→g± and kg±→t associated to the “jump” transitions between
potential wells. For the chemist used to think in terms of activated processes,
indeed, these rate constants are precisely the ones to assume relevance and to
constitute phenomenological parameters to be determined from experimen-
tal data (or from molecular dynamics simulation of these systems). In phe-
nomenological terms, the transitions between the two gauche and the trans
conformation are described adopting a first order kinetic scheme for the site
populations evolution. By generic n-th “site” we mean the “potential well”
inside which there is the n-th minimum of the potential profile (n ≡ t, g±
in our case); the population of this site is naturally defined integrating the
nonequilibrium distribution p(γ, t) inside the site domain delimited by the




dγ p(γ, t) (2.36)





The kinetic model regulates the relaxation Pn(t) → Peq,n starting from
generic initial conditions. As anticipated before, for our specific case we
adopt the following scheme based on four elementary steps (two by two one
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with kg+→t = kg−→t and kt→g+ = kt→g− because of the symmetry of potential
and considering the principle of microscopic reversibility
kg±→t Peq,g± = kt→g± Peq,t (2.39)
in order to guarantee the reaching of the correct equilibrium state.
Kinetic schemes like the one in eqn. (2.38) can be written as a set of
differential equations of the kind
dP (t)
dt
= −KP (t) (2.40)
with P and K, respectively, the populations vector and the kinetic matrix.
The crucial point is to find a meeting point between the discretized descrip-
tion (kinetic approach for the transitions between the “sites”) and the con-
tinuous one (diffusive model for the generalized coordinate), i.e. to look for
a possible connection between K and Γ̃. Intuitively the two descriptions are
interfaced if a neat separation between the time scales of fast processes (fluc-
tuations inside the wells) and slow processes exists (jumps between wells).
This problem has been formally faced by Moro and Nordio [35, 36] using
“localized site functions”. Briefly, the starting point is to construct a basis
set of functions of the stochastic variable, called “localized site functions”,
that in the limit of high potential barriers tends to become an orthonormal
basis upon which it is possible to represent in matrix form the diffusion oper-
ator. The resulting matrix has the same dimensions of the kinetic matrix K
and it is possible to establish an univocal connection amongst its eigenvalues
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Table 2.5: Equilibrium populations calculated by numerical integration of eqn.
(2.37) and rate constants given in diffusion coefficient units calculated with eqns.
(2.39, 2.42), using λDVR1 , λ
DVR




n-butane 0.682 0.159 0.0130 0.0556
CFE 0.529 0.235 0.0154 0.0346
BFE 0.651 0.174 0.0186 0.0694
BCE 0.818 0.0911 0.0155 0.139
a Populations are normalized, in fact Peq,t +
2Peq,g± = 1.
and the kinetic constants. In the end, one discovers that the eigenvalues of
the symmetrized kinetic matrix K̃ must be equal to the eigenvalues (both
in ascending order) of the symmetrized diffusion representation Γ̃. The final




kt→g± = λ2 Peq,g± (2.41)
The two values of kt→g± would be certainly different, but it can be shown
that their difference decrease as the barriers between minima get increased.
Consequently the best estimate that we can produce is the arithmetic average











while the rate constant for the back transitions kg±→t is calculated using
microscopic reversibility, eqn. (2.39).
In Table 2.5 we report the equilibrium populations calculated by numerical
integration of eqn. (2.37) and the rate constants given in diffusion coefficient
units for the examined molecules, calculated with eqns. (2.39, 2.42) and
using λDVR1 , λ
DVR
2 reported in Table 2.4.
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2.4 Final remarks
In this Chapter we have presented how to setup a reliable framework to
solve the one-dimensional Smoluchowski equation making use of sinc-DVR
methods in conjunction with product approximation. We have demonstrated
the efficiency of the approach calculating the eigenvalues of the diffusion op-
erator for some simple and familiar test-cases and reaching convergence with
the use of few grid points. The reliability of the results has been assessed
through the comparison with a simple finite difference scheme, which has
shown in some cases much poorer performances with respect to DVR. An-
other strength point of the DVR pseudospectral method is its simplicity,
especially concerning code implementation.
We really believe that both the difficulties encountered with a simple FD
scheme, where the convergence is reached more slowly, or orthonormal rep-
resentation, where analytic matrix elements are not always available, can
effectively be overcame by use of a discrete variable representation coupled
with product approximation. Also, there are very encouraging perspectives
concerning the application of this approach to multidimensional problems
(where FD becomes often unfeasible), or more complicated Smoluchowski
equations that contain other coordinate dependent terms, e.g. a reactive
term. This last point will be discussed in Chapter 4.
Indeed, in multidimensional problems if the diffusion operator has no mixed
second derivatives and if a direct product basis is used for the multidimen-
sional system, the basis for each dimension may be separately transformed to
the DVR. The resulting DVR matrix for the diffusion operator will be very
sparse [14], simplifying and speeding-up its construction and diagonalization.
For more complicated diffusion operators, direct product DVR’s in conjunc-
tion with product approximation are still highly advantageous leading to
straightforward simplifications of the matrix representation of the operator
[16, 20]. Despite the simplicity of these approaches, it is difficult to predict
a priori their numerical limit.
As a final consideration, in order to have a proper modelization of the
diffusion function D(x) it is necessary to construct reliable hydrodynamical
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models, a task that it not always straightforward. In the next Chapter we
will cover these important aspects; starting from the past works that has
been done in this field [31, 37, 38], in order to have sound variable diffusion
functions, even for multidimensional problems (where diffusion becomes a
tensor). Once reliable information upon diffusion are achieved (in conjunc-
tion with the energetics of the system under study) one can complete the
picture of the diffusive problem, e.g. calculating absolute kinetic constants
for the molecules examined in Section 2.3.3 and comparing them with their




Variable diffusion tensor along
a generalized coordinate
Interpretation of experimental (especially spectroscopic) data in terms of
structural and dynamical characteristics of molecular systems of increasing
complexity is of paramount interest, but remains often not straightforward.
In this connection, the role of computational simulations is constantly in-
creasing in parallel with the improvement of hardware and, especially, of
theoretical models and of the corresponding software. In several cases mo-
tions of the whole molecular system (e.g. global tumbling of the solute in a
solvent) and internal degrees of freedom can be defined as diffusive param-
eters, which, in turn, can be effectively described in terms of an effective
tensorial quantity, the diffusion tensor.
Several proposals have been published in recent years, which employ dif-
ferent general assumptions and hydrodynamic models. A comprehensive re-
view of the most interesting approaches has been recently published by de la
Torre and Bloomfield [39]. The main limitation of these models is that they
can be applied either to rigid molecules (e.g. the HYDRONMR software [40])
or offer a quite limited choice of large amplitude internal motions (essentially
torsions like, e.g., in the DiTe approach [31]). However, chemists are often
faced with diffusive problems involving motion along more general paths,
which can be parametrized only in terms of a generalized coordinate lacking
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an overall analytical expression, but rather described only numerically by a
non-linear combination of local (curvilinear) coordinates.
A general approach for building such a generalized coordinate involves
three main steps. The first one is the generation of an ordered series of ge-
ometrical structures visited by the system under study. The simplest way
of obtaining these structures involves a rigid or relaxed (i.e. constrained
optimization of all the other variables) scan along a predefined internal coor-
dinate. More refined strategies range from steepest-descent paths originating
from first-order saddle points (the length along this path is the well-known in-
trinsic reaction coordinate, IRC) [41] to principal component analyses (PCA)
of molecular dynamics (MD) simulations [42]. In the second step, the vari-
ation of angular momentum between pairs of successive structures must be
minimized, in order to minimize the coupling between the generalized co-
ordinate and the overall rotations of the molecular system. Note that this
step leads also to the minimization of the corresponding couplings in the
diffusion tensor. Finally, the generalized coordinate is computed as the dis-
tance in mass-weighted Cartesian coordinates between successive structures.
This choice leads to kinematic computations characterized by a unitary re-
duced mass. Once the generalized coordinate has been computed, it can be
used, for instance, in a quantum mechanical (QM) context to compute vibra-
tionally averaged values of observables solving an effective one-dimensional
Schrödinger equation.
Several applications of this approach have been reported for different
spectroscopies mostly employing a relaxed scan definition of the generalized
coordinate [43, 44, 45, 46]. Of course, the IRC route has been pioneered by
Fukui and further developed by Miller in terms of the so-called reaction path
Hamiltonian [41, 47, 48]. Much less work has been performed along these
lines in a classical mechanical context, especially in connection with diffusion
problems.
We have implemented in the context of the Gaussian package [49] an ex-
tension to generalized coordinates of the diffusion tensor approach proposed
in previous works [31, 37, 38]. Although the specific applications presented in
the following employ rigid or relaxed scans, the implementation permits also
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the use of IRC or PCA [42] paths. The final goal is to build a reliable frame-
work for setting up and solving the one-dimensional Smoluchowski equation
along any generalized coordinate, making use of the quite powerful solution
method based on Discrete Variable Representation (DVR) [1] presented in
the previous Chapter. Once both the main pieces of information (dissipation
and energetics) are given and after the diffusive problem solved, some specific
quantities (e.g. time correlation functions) can be connected to the dynam-
ical quantities of interest (e.g. magnetic relaxation times). Furthermore, in
some cases, it becomes possible to establish a connection between the contin-
uum diffusive process along a generalized coordinate and the discrete kinetic
process between well separated potential energy minima, thus enabling the
calculation of rate constants [36, 37, 38, 1], which have a close connection
with the phenomenological parameters extracted from experimental data.
In our opinion the diffusion tensor approach sketched above can be ap-
plied, in addition to the Smoluchowski equation, also in the context of the
stochastic Liouville equation (SLE), which is at the heart of the most refined
integrated models for the simulation of electronic paramagnetic resonance
(EPR) spectra [50, 51, 52, 53, 54, 55] or in connection with the Fokker-
Planck equation, which plays a comparable role in the simulation of nuclear
magnetic resonance (NMR) spectra [56, 57, 58].
In the next two Sections we shall provide a short description of the ap-
proach used to compute the generalized coordinate and the diffusion tensor
along the same. Then in Sections 3.3 and 3.4 we shall give essential details
about the actual numerical implementation of the approach and the main
results obtained for a couple of specific cases of chemical interest.
3.1 Computation of generalized coordinate
A straightforward strategy for calculating the generalized coordinate is
to perform a relaxed potential energy scan along a predefined internal coor-
dinate and obtain the generalized coordinate as the distance between mass-
weighted Cartesian coordinates of the successive geometries obtained by the
scan. The angular momentum between the pairs of consecutive structures
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should be minimized in order to minimize the coupling between the rotations
of the system and the generalized coordinate. For this we have used an ap-
proach based on the IRC [41, 47]. A closed curve representing the minimum
energy path in the mass-weighted Cartesian space C of the motion along the
internal rotation, is generated [46]. The space C contains the coordinates
of a point c which are the elements of the set ci : i = [1, 2, . . . , 3N ]. c is
defined as a function of s, the parameter corresponding to the generalized







Here g is the energy gradient in mass-weighted Cartesian coordinates. Each
value of s is associated with a point c in C by a map a(s), according to the
Reaction Path Hamiltonian (RPH) of Miller and coworkers [48]




Here we have taken into consideration the fact that eqn. (3.1) has seven
solutions which are zero: six corresponding to translations and external ro-
tations and one related to the curve as the energy along the internal rotation
is expected to vary slowly. In eqn. (3.2), Lk(s) contains the eigenvectors
corresponding to the nonzero eigenvalue of the Hamiltonian and Qk are the
vibrational normal modes.
Imposing the Eckart conditions to two consecutive optimized geometries
and then superimposing their Eckart frames, we are able to minimize the roto-
translational displacement between them. More precisely, Eckart conditions
minimize the Coriolis coupling between the external and internal motions
of a molecule, i.e., separation of the roto-translational motion from internal
motions or vibrations [59]. The origin of the coordinate system for the first
geometry (usually the equilibrium geometry) is shifted to the center of mass
and subsequently, the successive geometries obtained by the scan are shifted
with respect to the same. The normalized coordinates of the molecule at the
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successive geometries are then calculated from the transformation matrix
which imposes the so-called rotational and translational Eckart conditions.1
The numerical algorithm that carries out this operation is based on quater-
nions [60]. Finally, the map a(s) is calculated as the distance between two
consecutive points in C in terms of mass-weighted coordinates
|ds|2 = |ai+1(s)− ai(s)|2 = |ci+1 − ci|2 (3.3)
Considering that two consecutive points (i.e. two consecutive geometries)
in the configurational space C are close enough to neglect the vibrational
displacement (i.e. the second part in RHS of eqn. (3.2)).
The reduced mass has been taken to be unity and the information about
kinematic coupling is stored as the discrepancy between the curve s, param-
eterized by the map a(s) in a point to point basis and the corresponding
internal coordinate along which the scan is performed.
3.2 Modeling of the diffusion tensor
A molecular system made of N material points (see Figure 3.1) is con-
sidered, representing the atoms of a molecule without constraints, immersed
in a continuous medium with viscosity η. The Cartesian positions rα (α =
1, . . . , N) of the atoms are referred to a Laboratory Frame (LF) and the as-
sociated velocities vα = ṙα as well. Also a Molecular Frame (MF) is defined
and placed on the center of mass of the system, with new atom coordinates
cα. The Cartesian forces acting on the material points are associated to
velocities via the 3N × 3N friction matrix Ξ
1The minimization of vibro-rotational coupling is necessary to minimize the coupling
between the large amplitude motion and rotations, because the goal when calculating the
movement from one point to the next one is to have a generalized coordinate “uncontam-
inated” from the fact that the moluecule is simultaneously rotating.
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Figure 3.1: Sketch of an (un)constrained molecular system and physical quan-
tities involved in the model construction. The dashed orange lines highlight the


















For the constrained system an external coordinate set [ρ,Ω, q] is de-
fined, where ρ represents the distance of the system center of mass from
the LF, Ω collects the three Euler angles that bring the LF to the MF and
q are the 3N − 6 internal coordinates. Now a subset of the internal co-
ordinates x : x1, . . . , xn with n < 3N − 6 is selected and the remaining
ones, y : y1, . . . , y3N−6−n are kept frozen; a new set of external coordinates
R = [ρ,Ω,x] is now considered. Associated to the external coordinates
there is the velocity set V = [v,ω, ẋ], including, the translational velocity,
the angular velocity and the internal moments. The total force is composed
as well of three contributions F = [f , τ , τx], namely, the translational force,
the torque and the internal forces. Now, the new relation is
 fτ
τx




with ξ the (6 + n)× (6 + n) friction matrix for the constrained system.
It can be easily shown [38, 61] that F = A F and v = BV , where A and
B are matrices of dimension, (6+n)×3N and 3N× (6+n) respectively that
depend only on instantaneous molecular geometry. Also it can be shown that
B = Atr and after some algebra we arrive to
ξ = Btr Ξ B =
ξTT ξTR ξTIξRT ξRR ξRI
ξIT ξIR ξII
 (3.6)
where the subscripts T,R, I stand, respectively, for translational, rotational,
internal contributions. In order to find the expression for the B matrix the
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Cartesian velocities vα are expressed with respect to the external coordinates,
using simple classical mechanics relations [62]
vα = v + E
tr(Ω) ·
(
































13 −Etr(Ω) c×N Etr(Ω)
∂cN
∂x1








where c×α is the 3×3 matrix with elements (c×α )mn =
∑
εmln (cα)l and where
εmln is the Levi-Civita symbol.
It can be readily noticed that B is dependent only on the instantaneous
geometry and, in principle, knowledge of the derivatives ∂c
∂x
is required. In
the case one wants to deal just with natural internal coordinates, as dihedrals




In our treatment the subset x is reduced to a single generalized coordinate
s, calculated from eqn. (3.3) with the method sketched in the previous
Section. Equation (3.8) still holds; the derivatives will be now ∂c
∂s
.
Once B is constructed, the remaining task is to model the unconstrained
friction tensor Ξ. The simplest model is that of independent beads, i.e.
Ξ = Ξ0 1N (3.9)
with Ξ0 = CRe η π, Re being the hydrodynamical radius and C = 4, 6 the
slip or stick, respectively, boundary condition coefficient. The constrained
friction tensor is so
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ξ = Ξ0 B
tr B (3.10)
and the requested diffusion tensor is easily calculated using Einstein relation
D = kBTξ
−1 =
DTT DTR DTGDRT DRR DRG
DGT DGR DGG
 (3.11)
where G now stands for generalized. Since we are dealing with just one
generalized coordinate, DGG is a scalar function of s, and hereafter we shall
name it simply DGG(s).
More sophisticated models can be chosen in order to take into account the
effects of hydrodynamic interactions among the beads, using for example the
Oseen [64, 65] or the Rotne-Prager [66] model. When evaluating the friction
exerted by the medium over a generic bead, these models account for the
perturbative effect of the other particle motion over the fluid velocity field.
Here, we adopt the Rotne-Prager model because it has the advantage to
always provide positive-definite diffusion tensors. Considering two generic
atoms α, β the 3× 3 blocks of the unconstrained diffusion tensor (here called









































if rαβ ≤ 2Re
(3.12)
where rαβ = rα−rβ, rαβ = |rαβ| and ⊗ the dyadic product. From eqn. (3.10)








Here we just provide a short overview about the implementation. In a
separate code embedded in the framework of the Gaussian package we have
merged the computation of the potential (or free, vide infra) energy along
the generalized coordinate with the calculation of the diffusion tensor along
the same path. In particular during the scan along the internal coordinate,
the molecular geometry can be optimized or not (relaxed and non-relaxed
scan). In both cases at each step of the scan, the generalized coordinate s is
calculated and the new Cartesian coordinates referred to the MF are given.
The MF is chosen at the initial geometry to be fixed on the molecule center of
mass and in Eckart orientation; all the following coordinates c are referred to
this MF; in the present version of the code the derivatives ∂c
∂s
are calculated
numerically, although implementation of analytical derivatives is under way.
Several checks have been anyways performed to verify the stability of the
numerical approach.
After the boundary conditions are chosen, the only free-parameter is the
hydrodynamic radius of the beadsRe. Following ref. [31] we chose an effective






where nX is the number of atoms of type X and RX is the associated van
der Waals (vdW) radius (we use the UFF set of vdW radii [67]). From this
computation and the whole diffusion tensor calculation we only take into
account non-hydrogen atoms, because the hydrogen ones are negligible from
the consideration of exposed surface “wetted” by the solvent and typically
they end up only with numerically negligible contributions.
3.4 Case-study calculations
In this Section we apply the method sketched above in Section 3.2 to some
case-study molecules. Our goal is to determine DGG(s) from the integrated
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calculation of the potential scan along the generalized coordinate with the
calculation of the diffusion tensor along the same path. In some cases we shall
use these two pieces of information to set up and solve a one-dimensional
Smoluchowski equation for the generalized coordinate treated as a diffusive
one and making use of the novel DVR solving approach illustrated in Chapter
2.
We shall examine three test cases of chemical interest in order to illustrate
the applicability of the method, starting from the internal rotation around
the central C-C bond of n-butane and we shall compare our results with
those delivered by the DiTe software [31] showing the reliability of the novel
approach. Next, we investigate the inversion motion (envelope twist) of cy-
clopentene that couldn’t be treated with the previous softwares and finally
the internal rotation of 3-chloro-2-(chloromethyl)toluene and 2,2’-bifuran.
The hydrodynamic boundary constant has been always set equal to C = 6,
(stick boundary conditions). Since the examined potential and diffusion pro-
files along s will result periodic, periodic boundary conditions for a generic
range are used, eqns. (2.20, 2.21).
n-butane
The generalized coordinate s is calculated along the internal rotation of
the central C-C bond θ, starting from the optimized geometry of n-butane,
and performing both a non-relaxed and a relaxed scan of 100 steps in the
range 0◦ < θ < 360◦; where θ = 0◦ corresponds to the eclipsed conformation
(see Figure 3.2, panel a). Initially we have performed a non-relaxed scan
that is useful in order to compare our results with DiTe ones for the same
system. In fact, we can retrieve DII(θ) (quantity calculated by DiTe) from




can be done inside our program, again carried out numerically. As it can be
seen in panel a of Figure 3.3 the two profiles are identical, confirming the
consistency of our approach and the linear variation of s with respect to θ
(panel b), as expected from a non-relaxed scan. This is no more true when a
relaxed scan is performed, indeed s shows a curvilinear dependence from θ.
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Figure 3.2: Sketch of n-butane (panel a) and cyclopentene (panel b) starting




Figure 3.3: Panel a; calculated internal component of the diffusion tensor of n-
butane from the non-relaxed scan (black line) and from DiTe (red line) at T = 292
K; the two curves are coincident. Panel b; variation of the generalized coordinate
s with respect to the internal rotation θ.
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Then we have performed a relaxed scan for the same system at the
B2PLYP level [68, 69] using the aug-cc-pVTZ basis [70], adding dispersion
corrections by the D3 empirical model [71] and including bulk solvent effects
of n-butane by the conductor version of the polarizable continuum model (C-
PCM) [72]. Note that the energy issuing from this treatment has the status
of a free energy [73] and the only significant approximation (which can be
lifted if needed) is to consider constant the frequencies of small amplitude
motions perpendicular to the large amplitude path. The calculated energet-
ics V (s) and diffusion DGG(s) profiles are shown in Figure 3.4. The angular
dependence of diffusion coefficient shows significant variations implying that
the choice of a constant diffusion as in Subsection 2.3.3 is not recommended
in order to properly describe diffusion properties and retrieve reliable ob-
servables (vide infra). We want to stress that there is no direct link between
potential and diffusion. As stated before, they are essential ingredients to
set up and solve the Smoluchowski equation for the generalized coordinate
treated as a stationary diffusive process. Similarly to what we have done in
Subsection 2.3.3, we use the two first lowest and non zero eigenvalues and
the equilibrium populations in order to calculate the kinetic constants for
the transitions between the three stable conformations, eqn. (2.42). These
conformations can be identified with the three wells (marked with an aster-
isk in panel a of Figure 3.4) separated by a sufficiently high energy gap and
they geometrically correspond to the two equivalent gauche and the trans
conformation (from now on respectively abbreviated as g± and t). Edberg
and coworkers [74] have calculated the kinetic constant kt→g± = 1.9 × 1010
s−1 and kg±→t = 2.9 × 1010 s−1 performing a nonequilibrium molecular dy-
namics simulation of bulk n-butane at T = 292 K. At the same temperature
and using the viscosity of the medium as the one of n-butane [75] we obtain
kt→g± = 3.75×109 s−1 and kg±→t = 1.17×1010 s−1, while assuming the same
potential in the [0◦, 360◦] range but using DII(θ) calculated from DiTe we
obtain kt→g± = 3.41× 109 s−1 and kg±→t = 1.07× 1010 s−1. The kinetic con-
stants calculated with our method and with Dite are very similar, confirming
the reliability of our approach and showing that the relaxation effects of a




Figure 3.4: Calculated potential energy of n-butane from the relaxed scan (panel
a) and diffusion along the generalized coordinate (panel b). The asterisks on
the potential wells highlight the stable conformations. The upper axis shows the
corresponding internal coordinate upon which the scan is performed. (T = 292 K)
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reported in the work of Edberg and coworkers, our kt→g± in both cases are
one order of magnitude smaller, while kg±→t are very close. We believe that
this difference is mainly due to the fact that in our kinetic model we are not
accounting for the solvent fluctuations around the molecule, in other words,
we are considering the surrounding solvent molecules as if they are at equi-
librium. Finally, the importance of including hydrodynamic interactions and
the angular dependence of diffusion coefficient (differently from Subsection
2.3.3) is evident if we calculate kt→g± and kg±→t with a constant diffusion
coefficient. Indeed, in this specific situation kt→g± = 5.1 × 1011 s−1 and
kg±→t = 2.2 × 1012 s−1 obtaining an overestimation of the kinetic constant
values because of the simple hydrodynamical model adopted (i.e. constant
diffusion).
cyclopentene
The generalized coordinate s is calculated along the envelope movement
regulated by a properly defined bending angle φ (see Figure 3.2, panel b),
performing a relaxed scan of 100 steps in the range −60◦ < φ < 60◦ where
φ = 0◦ correspond to the situation in which the envelope is completely opened
(the energy minimum). We want to stress that this kind of computation was
unfeasible using previous softwares like HYDRONMR and/or DiTe. The
relaxed scan for the same system is performed at the B3LYP level [76] adding
the D3 dispersion corrections and 6-31++G** basis including bulk solvent
effects of carbon tetrachloride by the C-PCM. The potential and DGG(s)
are shown in Figure 3.5 and, as expected, it can be seen that V (s) is just
a parabola inside which the system oscillates around the minimum along s.
This is also confirmed after solving the Smoluchowski equation where there is
no neat separation (in terms of orders of magnitude) between the eigenvalues,





Figure 3.5: Calculated potential energy of cyclopentene from the relaxed scan
(panel a) and diffusion along the generalized coordinate (panel b). The upper axis
shows the corresponding internal coordinate upon which the scan is performed.
(T = 298.15 K) 53
Figure 3.6: Sketch of 3-chloro-2-(chloromethyl)toluene (panel a) and 2,2’-bifuran
(panel b) starting conformations for the scans along the highlighted internal coor-
dinate.
3-chloro-2-(chloromethyl)toluene and 2,2’-bifuran
The generalized coordinate s is calculated along the internal rotation
of 3-chloro-2-(chloromethyl)toluene C-C bond and the central one in 2,2’-
bifuran (see Figure 3.6), performing a relaxed scan of 100 steps in the range
0◦ < ω < 360◦ and −90◦ < ψ < 270◦ for 3-chloro-2-(chloromethyl)toluene
and 2,2’-bifuran molecules respectively. The relaxed scan for both systems
is conducted at B3LYP level adding the D3 dispersion corrections and 6-
31++G** basis including bulk solvent effects of carbon tetrachloride by the
C-PCM. The potential and the generalized part of the diffusion tensorDGG(s)
are shown in Figure 3.7 and Figure 3.8, as it can be seen they are both
bistable with equivalent and nonequivalent minima respectively. Again, it




Figure 3.7: Calculated potential energy of 3-chloro-2-(chloromethyl)toluene from
the relaxed scan (panel a) and diffusion along the generalized coordinate (panel
b). The upper axis shows the corresponding internal coordinate upon which the




Figure 3.8: Calculated potential energy of 2,2’-bifuran from the relaxed scan
(panel a) and diffusion along the generalized coordinate (panel b). The upper axis
shows the corresponding internal coordinate upon which the scan is performed.
(T = 298.15 K)
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profiles. We use them both to set up and solve the Smoluchowski equation
for the generalized coordinate treated as a stationary diffusive process and,
as in the n-butane case, we calculate the kinetic constant for the transitions
between the wells. Since this time the number of possible jumps is reduced
(the forward and backward jump between the two wells), the kinetic model is
different than for the n-butane case and this is also the case for the expression
that links the eigenvalues to the kinetic constants, kf and kb respectively. In
fact, in the case of a bistable potential we adopt a 2 elementary reactions






related by microscopic reversibility
kf Peq,1 = kb Peq,2 (3.16)
In the case of equivalent minima (3-chloro-2-(chloromethyl)toluene case) kf =







for the 2,2’-bifuran case and




for the 3-chloro-2-(chloromethyl)toluene case. At room temperature T =
298.15 K and using the viscosity of the medium as the one of carbon tetra-
chloride [75] we obtain kf = kb = 3.18 × 106 s−1 for the first molecule and
kf = 4.30× 107 s−1, kb = 2.67× 108 s−1 for the second one. As expected, the
huge barrier for 3-chloro-2-(chloromethyl)toluene gives the smallest kinetic
constant, while for 2,2’-bifuran, considering that the backward jump faces an
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energy barrier similar to the ones of n-butane jumps, the lower magnitude
of diffusion gives globally lower kinetic constants.
3.5 Final remarks
In this Chapter we have constructed and implemented an effective ap-
proach for computing diffusion tensors depending on a generalized large am-
plitude coordinate. The proposed approach is obtained by the integration
of previous proposals for diffusive processes (mainly the HYDRONMR and
DiTe approaches) with the intrinsic reaction coordinate and reaction path
Hamiltonian descriptions of general large amplitude motions. The analysis
of some case studies involving medium-size molecular systems shows that the
new implementation fully agrees with the DiTe results for non relaxed scans,
whereas it allows to improve the agreement with experimental results due to
its ability of including full relaxation along directions perpendicular to the
generalized large amplitude coordinate.
A number of extensions of the approach is possible. The first step is the
solution of systems of coupled Smoluchowski equations including reactive
terms [6, 7, 8, 77, 78, 79], of particular interest for the study of time resolved
fluorescence experiments or, more generally, of photochemical processes. This
will be the main topic of the next Chapter. In parallel, methods for solving
stochastic Liouville or Fokker-Planck [3] equations can be implemented along
the same lines and can be of remarkable interest for instance in connection
with magnetic (EPR and NMR) spectroscopies.
A more ambitious target is the extension of the approach to more than
one internal generalized coordinate. Among the main difficulties encountered
in this purpose there is the computational cost of performing a relaxed scan
simultaneously along two internal coordinates, implying a large number of
optimizations steps. Then the selection of internal coordinates upon which
the scan is performed in order to construct multiple generalized coordinates is
not trivial. To the best of our knowledge this choice is still subjective and re-
lated to chemical intuition. After the generalized coordinates are computed,
calculation of hypothetical correlations between them is also a problem. A
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final drawback concerns the usage of diffusion tensor in the Smoluchowski
equation context. Indeed, this usage requires that the dynamics over these
generalized coordinates still constitutes a Markov process. This is surely true
for one-dimensional systems, but the same cannot be said for multidimen-
sional ones.
By the way, work along the extension of the approach to more than one
internal generalized coordinate has already been performed in the quantum
mechanical community, leading to the so-called reaction surface Hamiltonian,
in which all the remaining internal coordinates are optimized at selected val-
ues of two or three large amplitude coordinates [80, 81]. An alternative is
to perform a principal component analysis of a trajectory obtained from e.g.
molecular dynamics and to select a reduced number of eigenvectors of the
covariance matrix (the so-called essential dynamics) as large amplitude co-
ordinates [42]. The theoretical machinery for all these approaches is well
known and the corresponding stochastic equations can be solved by multi-
dimensional extensions of the DVR approach, which are also well known in
the quantum mechanical community [82, 83].
Numerical stability of the approach presented in this Chapter is guaran-
teed by the replacement of numerical derivatives by their analytical coun-
terparts along the same lines recently followed in connection with vibronic
contributions to electronic spectra [84, 85]. Numerical stability is also guaran-
teed by the reliability and the efficiency of DVR approach to one-dimensional
problems [1] presented in Chapter 2 and, in different contexts, also for multi-
dimensional problems [82, 83].
A final issue concerns the use of electronic energies in place of (the correct)
free energies. From the one side, free-energies can be obtained by computing
harmonic frequencies at different values of the large amplitude coordinate for
all the remaining orthogonal (small amplitude) motions and employing well
known statistical thermodynamics equations. Even leading anharmonicities
can be included for those transverse motions by means of e.g. second order
vibrational perturbation theory (VPT2) [46, 69, 86, 87]. From another side
true dynamical techniques like e.g. the so called dynamic reaction coordi-
nate [88] or metadynamics [89] can be employed to obtain free energies as a
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function of the large amplitude generalized coordinate. Another recent and
relevant alternative is represented by the construction of free-energy profiles
along a specific coordinate using non-equilibrium sampling methods based on
Jarzinsky’s equality and Crook’s theorem [90, 91]. The essence of Jarzinsky’s
equality is to put in relation the free-energy difference between two states of
the coordinate of interest with the statistical distribution of the amounted
work done in order to bring the system from the first state to the second one
by following an arbitrary transformation protocol. [92, 93, 94]
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Chapter 4
General Approach to Coupled
Reactive Smoluchowski
Equations: Integration and
Application of DVR and
Generalized Coordinate
Methods to Diffusive Problems
The chemist is often faced with several microscopic processes that are
diffusive in nature, for example solution phase chemical processes, biochem-
ical kinetics or configurational dynamics of fluorophores in liquid solution.
For such microscopic systems in solution, apart from pure diffusion, reactive
phenomena involving one or more species can also be included. As an exam-
ple, problems such as recombination of isolated ion pairs [77], fluorescence
quenching [6, 78, 79], and intramolecular electron transfer [95, 9, 96] have
been considered in the past. The picture of the whole process must include
the coupling between the reactant species and in this view the description
and theoretical modeling of such complicated systems become difficult and
in many cases is not trivial.
61
The main problems that emerge are the selection of reliable tools from
the theoretical chemistry and how they can be used in order to properly
model the reactivity; in particular how to face and include the coupling of
the different reactant species to diffusion and between them. This problem
has been faced in the past by many scientific groups using chemical kinetics
and in many cases the most robust theoretical tools from stochastic processes
field. [3, 4] Here we take into consideration this last branch that has paved
the road to a proper modeling of several microscopic processes which are
diffusive in nature, adopting the Smoluchowski or more complicated Fokker-
Planck equations.
For such systems diffusion can be thought of as occurring along one or
more relevant coordinates. Then, reactivity can be taken into account by
adding a coordinate dependent rate constant to the equation that is coupled
to diffusion. Just to mention, in the last four decades, several works that
have used this approach have adopted the so called reactive Smoluchowski
equation; e.g. the pioneering works of Agmon and Hopfield on geminate re-
combination in excited-state proton transfer reactions [7, 8, 10], the diffusive
dynamics of CO binding to heme proteins [11, 97], the barrierless isomeriza-
tion in solution [77], the twisted-intramolecular charge transfer (TICT) from
singlet excited state [6, 98], etc.
By the way, all these problems still lack a general and solid approach.
In many cases the coupling that describes the population exchange between
different diffusional states is absent and/or not directly explicit. In fact, the
chemist is often faced with such diffusional problems and in the presence of
reversible reactions, two or more coupled Smoluchowski equations are needed
in order to describe completely the time evolution of the probability density.
From this information, after proper modeling, observables can be retrieved;
just to mention, computed time resolved emission spectra, rates, binding
constants and survival probabilities.
We propose a general approach to a system of coupled reactive Smolu-
chowski equations capable to properly describe reactive systems in solution.
We set down the main equations that govern the microscopical evolution of
the system where we include the possibility of population exchange or dis-
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appearance; calculating and considering respectively, coordinate dependent
rate constants and sink contributions. We merge in a modular code all our
previous developments on the solution of the one-dimensional Smoluchowski
equation and molecular diffusion field seen in previous Chapters. So we merge
the robust numerical approach rooted in the discrete variable representation
(DVR) in order to solve the equation [1] and the variable diffusion tensor
along a one-dimensional generalized coordinate considered as a diffusive pro-
cess [2].
We briefly recall that the advantage in using DVR, instead of classical nu-
merical methods such as finite difference methods and/or spectral methods,
is the higher performances in terms of rapid eigenvalues convergence with
the use of few grid points.
While the advantage in using a generalized coordinate is to treat diffusive
problems involving motion along more general paths, this motion is param-
eterized by the generalized coordinate that lacks an absolute analytical ex-
pression, but is rather described only by a nonlinear combination of local
(curvilinear) coordinates.
The final goal is to have a reliable framework with which it is possible
to set up and solve two or more coupled Smoluchowski equations along a
generalized coordinate with reactive and/or sink coordinate dependent con-
tributions. In this view we propose a novel and reliable machinery different
from the previous one proposed by Krissinel’ and Agmon [77], surpassing
the problems found in the past and integrating the combined effect of our
two novel approaches. The code is embedded in the previously implemented
framework for the diffusion tensor, in a development version of the Gaussian
code [49].
A specific test case is used in order to verify the reliability of the code.
Then we apply our integrated tool to the study case of TICT state fluores-
cence of (N,N -dimethylamino)benzonitrile (DMABN) molecule in water.
In the next Section we provide the mathematical background underlying
the implemented code for an arbitrary number of coupled diffusive and reac-
tive states; in Sections 4.2 and 4.3 we give some details about the reliability
of the implemented code and its application to a specific case of chemical
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interest.
4.1 Coupled reactive Smoluchowski equations
We consider n coupled states upon which diffusion and reaction take
place along the same generalized coordinate s. The reactive one-dimensional
Smoluchowski equation for the i-th state reads
∂pi(s, t)
∂t










kji(s) pj(s, t) (4.1)
where again, pi(s, t) is the probability density of finding a value of s at time t,









This operator, under the potential Vi(s) and diffusion function Di(s) of the
i-th state, regulates the population relaxation till the stationary limit repre-
sented by the Boltzmann distribution, eqn. (2.6).
The term kij(s) physically represents the rate at which the population of
the i-th state at a specific value of s migrates towards the j-th state, while
the sink term li(s) physically represents the rate of population depletion
from the i-th state at a specific value of s. The combined effect of potential
and diffusion governs the population dynamics starting from an initial dis-
tribution and widening it till the equilibrium state. But in the presence of
reactive terms that are respectively, the reaction rate kij(s) from level i to
level j and the sink term li(s), the achievement of a stationary limit and the
normalization condition of the populations
∫
pi(s, t) ds = 1, ∀t are no longer
guaranteed.
The computation of the generalized coordinate s is carried out by means
of eqn. (3.3) with the method reported in Section 3.1, while the diffusion
tensor along the same Di(s) is carried out with the approach reported in
Section 3.2. The main theory and equations underlying the DVR approach
are reported in Chapter 2. Here we recall and summarize for clarity the main
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steps in order to apply DVR to the system of coupled reactive Smoluchowski
equations:
1. Using eqn. (2.6) we express Γi in a more convenient way, allowing the

































2. We express the operators acting on pi(s, t) and pj(s, t) in the DVR ma-
trix form by using product approximation, making use of approximate
resolution of the identity and recalling the DVR matrix representa-
tion of first and second derivative operators (respectively D(1) DVR and
D(2) DVR) for bounded and periodic potentials see eqns. (2.16, 2.17,
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3. Choosing the same DVR grid points {sα} for the generalized coordinate
































4. Eigenvalues and eigenfunctions are then calculated from the numerical
diagonalization of MDVR. Given the initial distributions pi(s, 0), the
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profiles pi(s, t) are built expanding upon DVR functions calculated at
DVR points {sα}.
Code details
The code has been written in a modular fashion inside the previously
implemented framework for the diffusion tensor, in the same development
version of the Gaussian code [49]. After the user has chosen the system of
interest, he/she must specify the number n of coupled states upon which the
population relaxes under the combined effect of diffusion and reaction. Also
he/she must specify the number α of DVR grid points {sα} and the endpoints
[a, b] of the generalized coordinate domain. Finally reactivity information,
i.e. all li(s) and kij(s) functions, must be given as input numerical files.
Supplementary input information, such as the number of time steps upon
which the profile is calculated, the initial and final time of propagation,
hydrodynamical parameters for the diffusion function calculation must be
given.
From the relaxed or rigid scan calculation (respectively, the molecular
geometry is optimized at each scan step, the molecular geometry is not op-
timized at each scan step) the generalized coordinate s is calculated and the
energetics Vi(s) and the diffusion functions Di(s) are automatically retrieved
from the program. The code, thanks to a built-in FORTRAN interpreter,
can also retrieve these information from numerical input files prepared from
the output of other computational chemistry tools.
Since MDVR is not hermitian and computations with complex numbers
are required, all the linear algebra calculations are carried out using standard
LAPACK and BLAS routines [99], optimized for such goal.
We are currently trying to merge the calculation of rate constants and
sink terms, still not available in Gaussian, inside our framework (vide infra).
Also many efforts are being done in order to ease the tedious input stage via a
Guided User Interface (GUI) in the framework of the Virtual Multi-frequency
Spectrometer (VMS) project [55, 100, 101].
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4.2 Test-case
In this Section we show the reliability of the program by comparing the
results obtained for a specific case where analytical solution is available. In
particular this is the case for one state with a parabolic potential V (s) = c1s
2,
constant diffusion coefficient D, and a parabolic sink term l(s) = c2s
2 for a
chosen normalized initial distribution (here we have chosen p(s, 0) ≡ peq(s)).




p(s, t) ds (4.6)




(2 + γ)2 − (2− γ)2 e−4Dc1t/γ
(4.7)






The survival probability gives information about the cumulative probability
of not reacting till time t.
The potential V (s) is always expressed in kBT units (multiplied by β) for a
constant temperature of 300 K.
We have chosen c1 = 0.25, c2 = 0.5, D = 10
−6 s−1 and the number of
DVR grid points is α = 100, in the domain [−4.0, 4.0]. In Figure 4.1 we
compare the resulting profile of Q(t) and the analytical one, eqn. (4.7). The
two profiles are identical, confirming the consistency of our approach. The
agreement has been verified also for steeper potential (higher values of c1),
different diffusion and sink magnitudes and diffusional space domains. Here
we have shown the limit in which both diffusion and reaction take place,
that is one of the most problematic case where space-dependent sink term
is present. The reliability of the method in the case of free diffusion and/or
no reactivity [1] has been shown in Chapter 2, guaranteeing the performance
also in other simpler limits.
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Figure 4.1: Plot of the survival probability for the test-case. The black line is the
calculated survival probability with our code, while the red line is the analytical
one, eqn. (4.7). The physical and diffusional parameters are reported in the text.
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4.3 Application
In this Section we apply the whole framework presented till here to a
specific case-study of chemical interest. We focused on the prototype TICT
system of (N,N -dimethylamino)benzonitrile (DMABN) molecule depicted
in Figure 4.2, studied with similar approaches in the past by Polimeno and
coworkers, ref. [98]. This system and in general TICT systems are charac-
terized by a high dipole moment in the excited singlet state S1 when excited
from the ground state S0 minimum. The system then undergoes relaxation
via the intramolecular rotation of the dimethyl group along the C–N bond
(dihedral angle θ in Figure 4.2) reaching a potential minimum. Inversely, in
this situation the dipole reaches its maximum value, and this state is known
as TICT state. In the singlet excited state and in particular in the twisted
situation, charge-transfer from S1 occurs via a deactivation decay mechanism
(both radiative and non-radiative in nature).
Inspired by the previous work of Pedone and coworkers, ref. [6], our ob-
jective is to determine the excited state dynamics of the population density
pES(s, t) from which it is possible to calculate the time resolved emission spec-
tra. By using our established modular framework we performed a relaxed
scan calculation for both ground and excited states along the θ internal co-
ordinate from which the generalized coordinate s, the ground VGS(s) and
excited state VES(s) potential energies and the diffusion functions, DGS(s),
DES(s) are calculated. Finally using quantum mechanical calculations (vide
infra) we have calculated the reactive rate constant from the excited state
to the ground state, kES,GS(s). We neglected the possibility of population
disappearance and so we didn’t consider the sink term lES(s). Also, since our
focus is on the excited state dynamics and since the laser pulse is not con-
tinued after the instantaneous irradiation, the rate constant from the ground
state to the excited state, kGS,ES(s) is assumed to be zero.
S0 and S1 energetic and diffusion properties have been calculated by
means of density functional theory (DFT) and time dependent (TD)-DFT
[103] relaxed scan computations done with a development version of Gaus-




Figure 4.2: Panel a; sketch of the DMABN molecule depicting the optimized
ground state geometry calculated at the level of CAM-B3LYP/6-31+G* in wa-
ter. Panel b; starting conformation for the scan along the highlighted internal
coordinate θ.
70
[104] and using 6-31+G* basis set. We chose the long-range corrected CAM-
B3LYP functional because it is known that B3LYP functional [76] overesti-
mates the energies of charge transfer states, for example as seen in the work
of Pedone and coworkers for coumarin derivatives. Bulk solvent effects of wa-
ter have been included by means of the polarizable continuum model (PCM)
[73].
In panel a of Figure 4.3 we report VGS(s) and VES(s) profiles, while in panel
b we report the oscillator strength for the S0 → S1 transition as a function
of the generalized coordinate s. The ground state has a minimum at θ = 0◦,
while at the same angle, the excited state has a maximum, corresponding to
the locally excited (LE) state. Specular to this, the situation is inverted at
θ = 90◦, where the excited state has now a minimum that is the TICT state,
separated from the LE state by 9.018 kBT units. Just to have an idea, this is
the order of magnitude of rotation barriers in common alkanes, e.g. n-butane
[2, 105]. The oscillator strength is widely affected by the twist of the angle
θ reaching its minimum at θ = 90◦; this suggests that at room temperature,
the TICT state should not be populated.
Figure 4.4a shows the diffusion function profiles along the generalized
coordinate, for the two states. Since there is no direct correlation between
energetics and diffusion, providing quantitative inferences about the profiles’
shape is not trivial. Qualitatively, we can state that they reflect the geometry
change of the system step by step during the relaxed scan. In particular the
irregularities in DES(s) profile reflect the geometry changing in the excited
state and they are not directly explicable. In order to check the reliability of
this profile we performed the same calculation extending the domain of the
internal coordinate θ, from 0◦ to 180◦. In the domain [90◦, 180◦] we retrieved
the specular profile of DES(s) reported in Figure 4.4a (also for DGS(s)). This
is a first indication that the computed DES(s) profile is reliable and together
with the good results obtained from the calculation of fluorescence lifetime
(vide infra) we can state a posteriori that DES(s) profile is trustworthy and
we believe that there are not numerical artifacts in the diffusion computation.
In Figure 4.4b we see the plot of the dipole moment µ in the excited state;




Figure 4.3: Panel a; calculated potential energies of S0 (black line) and S1 (red
line) states, of DMABN from the relaxed scan in water. Panel b, oscillator strength
plot for the S0 → S1 transition. In the upper axis is shown the corresponding
internal coordinate θ along which the scan is performed. (T = 300K) As expected,
the oscillator strength falls from the LE to the TICT state, which is dark.
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increases till its maximum (19.8 D) in the TICT state. The dipole moment
at the ground state minimum is 10.4 D.
The rate constant term kES,GS(s) accounts for the continuous depletion






These two separated contributions have been calculated using Fermi’s golden
rule (main theory and equations here used are reported in Appendix C). In
Figure 4.5 we show the computed profiles of the radiative and non-radiative
rate constants (krES,GS(s) and k
nr
ES,GS(s)) as a function of the generalized coor-
dinate. The non-radiative contribution dominates over the radiative one by
a factor around 72. This compares fairly well to the ratio of 30 between the
two for DMABN in n-butyl chloride at 150 K. [98] As expected, the emission
rate is near zero at the charge transfer state conformation, because of orbital
symmetry. Symmetrically, the non-radiative rate is lower at the LE state
and reach a maximum around the TICT state.
After we have calculated all the above mentioned energetic, diffusion and
reaction input parameters, we followed the excited state population dynamics
pES(s, t) by means of eqn. (4.1). Just before the radiation pulse excitation,
the ground state population is assumed to be at equilibrium, and after the
laser pulse excitation the excited state population resembles the ground state
one. Consequently, as initial population we have chosen
pES(s, 0) = peq,GS(s) (4.10)
In other words, the ground state energetics provides the initial distribution
function on the excited state, after photon excitation.
In Figure 4.6 we plot the calculated probability density profile for the
excited state, pES(s, t) as a function of the generalized coordinate s and time
t, while in panel b we report the same computed at several times. The
initial population quickly diffuses towards the TICT state and after 15 ps




Figure 4.4: Panel a; diffusion function along the generalized coordinate for both
the ground and excited states. Panel b; variation of the dipole moment of the S1
state along the generalized coordinate. In the upper axis is shown the correspond-
ing internal coordinate θ along which the scan is performed. (T = 300K) The




Figure 4.5: Panel a; radiative rate constant along the generalized coordinate;
krES,GS(s) falls sharply from the LE to the TICT state. Panel b; non-radiative
rate constant along the generalized coordinate; knrES,GS(s) increases from LE to
TICT state which is predominantly a dark state. In the upper axis is shown the
corresponding internal coordinate θ along which the scan is performed.
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to the combined effect of reactive contribution and after 50 ps it relaxes
back completely to the ground state. The migration to the TICT dark state
(radiative contribution is approximately zero in this conformation) decreases
the fluorescent population. The rate of this decay is affected both by diffusion
and reaction.
In order to better state this effect we have calculated the time resolved
emission spectrum of DMABN molecule using pES(s, t) using the relations
reported in Appendix D. In panel a of Figure 4.7 we report the calculated
time resolved fluorescence spectra as a function of the frequency ν and time
t, while in panel b we report the same computed at several times. The
parameters used for the line shape function, g are the asymmetry parameter
γ = −0.4 and the bandwidth ∆ = 3300 cm−1, while the electronic transition
moment, M(z) is collected from the Gaussian scan calculation output. It
can be seen that the peak position shifts to red and the fluorescence intensity
gradually decreases till a total loss of fluorescence emission occurs. In Figure
4.8 we have collected the peak intensities as a function of time (black dots and
line) and fitted the peak intensity decay with a mono-exponential function
(red line) in order to retrieve an approximate life time; τ = 12.98 ps. This
value is in good agreement with the measured life time of 15 ps of DMABN
in water [106].
We also performed a similar set of calculations in n-hexane solution to
determine the variation of the radiative and non-radiative rates with the ro-
tation of the dimethyl group along the C–N bond. Hexane, being a non-polar
solvent; results in a more pronounced character of the LE state and there-
fore, the relative variation of the radiative and non-radiative rates between
the LE and TICT states is different from that in water.
For example, we see that the dipole moments of both states are lower by
about 4 to 5 D in hexane, compared to those in the highly polar solvent
water. The transition dipole moment shows an initial increase corresponding
to the LE state and then from θ ∼ 30◦, starts falling steadily to zero, as
expected for the TICT state. This leads to an initial increase in the rate of
radiative decay (in the order of 107 s−1), followed by a steady decay to zero.




Figure 4.6: Panel a; calculated probability density profile along the generalized
coordinate and along time. Panel b; The same probability density profile extrap-
olated at several times; in the upper axis is shown the corresponding normalized







































Figure 4.7: Panel a; calculated time resolved emission spectra. Panel b; The
same spectra extrapolated at several times.
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Figure 4.8: Calculated peak intensities of the DMABN time resolved spectrum
along time (black dots and line) and mono-exponential fit (red line).
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dark.
On the other hand, the rate of non-radiative decay shows a slow increase till
θ = 30◦, from around 7.6× 108 s−1 to 1.7× 109 s−1, and then shows a more
pronounced increase till 3.2× 109 s−1 corresponding to the dark TICT state.
The data agree fairly well to previously reported data for DMABN in n-butyl
chloride at 150 K, as also observed before for our simulations performed in
water [98].
Existing literature on fluorescence quantum yields of DMABN in different
solvents suggest that the effect of solvent relaxation on the same is not a very
prominent one [107, 108, 109]. Polimeno and coworkers [98] suggest that fast
relaxing solvents can alter the rate constant by a factor of about 0.82. In
the methodology we followed, the solvent relaxation energy, can, in princi-
ple, be computed as a difference of the vertical excitation energies using the
state-specific solvation scheme of the polarizable continuum model, within
the equilibrium and non-equilibrium regimes. However, this means that two
additional computations have to be performed at each of the scan geometries,
which will increase considerably the computation time for medium sized sys-
tems such as DMABN. Although explicit consideration of dielectric friction
is outside the scope of this work, we believe that since dielectric friction plays
an important role in the kinetics of ionic systems or electrolytic solutions, for
a neutral molecule such as DMABN, we can intuitively comment that the
effect of dielectric friction can be neglected in the present scope of this work.
4.4 Final remarks
In this Chapter we have presented a general approach for the solution
of coupled reactive one-dimensional Smoluchowski equations. This updated
approach embedded in the Gaussian framework covers a wide class of chemi-
cal problems and overcomes the limitations of previous models. It allows for
a generic treatment of diffusion coupled to reactivity coupled also to differ-
ent possible diffusional states. The reliability of the solution is guaranteed
by the consolidated numerical method of DVR presented and the inclusion
of a generalized coordinate along which the system is evolving across more
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general paths give access to more detailed information.
We have shown the robustness of our implementation with a test case,
by comparing the calculated survival probability with an analytical one for
a specific diffusional problem. Then we have considered a concrete exam-
ple of chemical interest that is the fluorescence intensity decay for a TICT
molecule. The computed evolution of the probability density of the excited
state coupled to the ground state with a specific rate constant gives access
to the spectra calculation. The modularity of the implemented code allows
the integration of scan calculations with the computation of the generalized
coordinate and the diffusion tensor along the same, reducing the input stage
efforts for the generic user. If needed, these information can also be given
manually.
A recent diabatization approach based on the dipole moments of the elec-
tronic states and the corresponding transition dipole moments was used to
compute the rates of radiative and non-radiative transitions for the depletion
of the excited state population. A definitive implementation of such theory
in the above mentioned framework is currently under work in our group.
There are encouraging perspectives about the extension of the approach
to more than one internal generalized coordinate leading to multidimensional
coupled reactive Smoluchowski equations; this will be the main objective
of our future investigations. Also a more versatile graphical input format
interface, using the VMS software, is currently under implementation. It will
facilitate the creation of complicated input files for diffusional computations
and the understanding of difficult output files, allowing direct visualization
of the results. The modularity of the software constructed as an integrated
environment for electronic and magnetic spectroscopies will function as a base
for future comparisons between collected experimental results and theoretical
ones. The embedded scientific data visualizer for the analysis and processing
of data will then ease the interpretation of results with the aid of different
graphical tools.
In conclusion, apart from the further improvements and developments
mentioned above, we think that, we already have at our disposal a quite
powerful “black-box” machinery allowing us to complement experimental
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The research activity done in these years of my Ph.D. were focused on
learning and understanding the basic concepts about stochastic dynamics of
single molecules in liquid phases, and methods to practically treat the equa-
tions underlying the description of these processes. The work was constituted
by the development of a part of formal elaboration over the manipulation of
algebraic structures of the Smoluchowski equation in conjunction with the
application of a new numerical method based on DVR. New approaches like
the inclusion of a generalized coordinate and the computation of variable
diffusion tensor along the same has opened the road for the development of
a general and complete framework to set up and solve the one-dimensional
Smoluchowski equation and more complicated descriptions like the system
of coupled reactive Smoluchowski equations. Then we applied these instru-
ments to the study of simple case models. The chosen cases were focused on
the conformational dynamics of single molecules in liquid phase, this choice
was mainly dictated by the fact that they are simple and good systems to
perform preliminary tests. Also these molecular systems with few internal
degrees of freedom have been widely studied over the past decades by means
of Molecular Dynamics simulations, and this line of research seemed to be
exhausted at the beginning of the nineties. By the way, the interest for such
rapid conformational dynamics has been recently renewed thanks to the ad-
vancement of “fast” spectroscopic techniques that give access to experimen-
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tal investigations over time scales of teens of ps. The results here presented
open encouraging possibilities for dealing with more complicated systems, for
example when multidimensional treatments are needed and traditional meth-
ods often become unfeasible. Apart from the chemical systems presented in
this thesis, we believe that the approaches here presented can be applied to
other areas of interest currently under study. In particular they could sup-
port the modern description of molecular motors where the conformational
fluctuation is coupled to reactive events; e.g. photo-excitations, localized
ATP hydrolysis, etc., [110]. The theoretical and numerical background is
robust and general enough to allow extensions in several directions (e.g., so-
lution of Fokker-Planck or stochastic Liouville equations, multidimensional
problems, free-energy rather than electronic-energy driven processes). To the
best of our knowledge, there are no such works in the current literature, by
the way, the ambitious target to apply the whole machinery to more compli-
cated equations as Fokker-Planck and/or stochastic Liouville equation is not
a trivial task. Methodological difficulties can be encountered when translat-
ing the concept of generalized coordinate and diffusion tensor along the same
to the above mentioned equations. The passage to multidimensional cases
implies the construction of multiple generalized coordinates carrying all the
problematics mentioned in Section 3.5. In particular we want to remark that
Markovian properties are not assured for complex system characterized by
more than one degree of freedom and this represent still an open problem.
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Appendix A
General theory of DVR
The theory that underlies DVR finds its mathematical roots upon the
theory of Gaussian quadratures which is in turn intimately linked with the
theory of orthogonal polynomials, even if it is possible to construct DVR
starting from other orthogonal functions, like the sinc-DVR built from the
Fourier basis (see below). Consider a set of polynomials ρ(x) orthogonal with
respect to a weight function w(x) ≥ 0 on the interval [a, b] (where a and b










may be written as
I[f ] = 〈ρ0|f〉 (A.3)
with ρ0(x) ≡ 1. An N -point quadrature approximation to the integral is






and is exact for the first 2N orthogonal polynomials ρ0, . . . , ρ2N−1. This
is possible because there are precisely 2N parameters (xi, wi) that may be
chosen. We want to eliminate the weight function from the definition of the
scalar product, and in order to do so we introduce the functions
φn(x) =
√
w(x) ρn−1(x), n = 1, . . . , N (A.5)
where we have absorbed the square root of the weight function. Then the










and because of the Gaussian quadrature is exact for polynomials of degree
2N − 1 we also find that the quadrature approximations of the matrix ele-
ments





















φ∗m(xi)φn(xi) = δmn (A.9)
and that eqn. (A.7) can be rewritten in matrix form as
X = U†XDVR U (A.10)
where XDVR is a diagonal matrix of DVR points {xi}. Since U is unitary,
eqn. (A.10) also states that DVR points can be found diagonalizing the
coordinate matrix X:
U X U† = XDVR (A.11)
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Thus the Gaussian quadrature points are the DVR points and U is the
transformation between the so called Finite Basis Representation (FBR) and
DVR. The idea of a DVR, is to apply the unitary transformation to the basis




















Thus, any multiplicative operator (e.g. G(x) here) will be diagonal in this
basis if quadrature approximation is used





θ∗j (xi)G(xi) θk(xi) = G(xi) δjk
(A.14)






, . . .), will not be diagonal in a DVR and it will be necessary to find
their representation in the chosen DVR basis, (DDVR in the text).
sinc-DVR
This DVR is constructed starting from Fourier basis; following Tannor
[19] we show the similarity between this DVR and the ones built from a set
of orthogonal polynomials. We consider the band limited Fourier orthogonal
basis functions, i.e. functions that have no component of |k| beyond K, and




, −K ≤ k ≤ K , −∞ < x <∞ (A.15)
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Taking ∆x = 2π
2K
, xj = j∆x =
jπ
K






In order to construct the DVR basis we perform a Fourier transform on the
basis set, obtaining a basis that is complete for all band limited functions∫ K
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It is readily seen that each sinc function is centered on a different grid point
for a uniform grid, xj = j∆x, with ∆x =
π
K
; cfn. eqn. (2.14) in the text.
Another simple derivation of this sinc-DVR starting with particle-in-a-box




The one-dimensional Smoluchowski equation (eqn. (2.5) in the text) can
be compacted introducing the probability flux J(x, t) as
∂
∂t









p−1eq (x) p(x, t) (B.2)
Given that x varies between the endpoints xmin and xmax, we partition the
domain [xmin, xmax] into N intervals (here N ≡ Npoints in the text), each
one labeled by the central point xn belonging to the same interval and by its
endpoints, respectively x−n ≡ x+n−1 (left) and x+n ≡ x−n+1 (right). The intervals
length is chosen to be the same; i.e. ∆x = xmin−xmax
N
. Eqn. (B.1) evaluated
in the generic point xn can be approximated as incremental ratio
∂
∂t





n , t)− J(x−n , t)
∆x
(B.3)
It is possible to set out the fluxes evaluated at the n-th interval endpoints
using eqn. (B.2) and approximating again the derivative as incremental ratio.
Collecting the factors and introducing the column vector P(t) with elements
Pn(t) = p(xn, t) (n = 1, 2, . . . , N) one obtains the following matrix relation
Ṗ(t) = −Γ(t) P(t) (B.4)
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To complete the procedure it is necessary to set the proper boundary con-
ditions on fluxes in correspondence with the domain endpoints xmin, xmax ≡
x−1 , x
+
N . For reflective boundary conditions, the flux at the endpoints must
vanish
J(x−1 , t) = 0 and J(x
+
N , t) = 0 (B.6)













On the other hand, for periodic boundary conditions, it must be
J(x−1 , t) = J(x
+
N , t) (B.8)

































Finally the eigenvalues λFD’s are found by diagonalizing Γ.
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Appendix C
Rate of internal conversion
using adiabatic and diabatic
electronic states
The first order rate constants of fluorescence (radiative) and internal con-
version (non-radiative) between the S1 and S0 states have been computed




V 2f(∆E, T ) (C.1)
where V is the electronic coupling between the two states and ∆E is the
adiabatic energy difference between them. The Franck-Condon weighted
density of states f(∆E, T ) has been computed as the Fourier transform of a
time-dependent correlation function χ(t); in the so-called time domain, the
rate expression becomes [111]
k = V 2Z−1
∫ ∞
−∞
dt ei∆Et χ(t) (C.2)
where Z is the thermal vibrational partition function of the initial state.
For fluorescence, V is given by the square of the magnitude of the transition
electric dipole moment µ12.
For internal conversion, V has been computed using a diabatic representation
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of the electronic states, as a function of the altering dihedral. This has been
done to avoid possible singularities of the non-adiabatic coupling introduced
by the nuclear kinetic energy operator, which brings about internal conver-
sion between adiabatic states.
Diabatic states (Ψdiai ) can be expressed as a linear combination of adiabatic







where T is an orthogonal transformation matrix. For transitions between
two electronic states, the transformation matrix is obtained from a rotation






cos θ sin θ






The recently developed dipole-quadrupole (DQ)-diabatization scheme by Truh-
lar and coworkers has been used to compute the rotation angle [112]. As the
name suggests, the dipole- and quadrupole moments of the two electronic
states and the corresponding transition moments are used to compute θ. For
states involving distinctly different dipole moments, or excited states with
charge transfer character, such as the TICT state for DMABN, the dipole
moments are sufficient for diabatization. Here, the diabatic states are se-
lected so that the following function fD is maximized:
fD = |µ11|2 + |µ22|2 + P +
√
(P 2 +Q2) cos (4(θ − γ)) (C.5)
where P and Q are computed from the state and transition dipole moments,











γ = arctan(−Q/P ) (C.8)
From eqn. (C.5), it can be easily shown that fD is maximized when [112]
θ = γ, γ + π/2, . . . (C.9)
Under the harmonic approximation, the time-dependent autocorrelation func-










KT (b̄− ā) J(B−A)−1(b̄− ā) JT K
)]
The matrices A and B are given as
A = ā + JT ā J (C.11)
B = b̄ + JT b̄ J
J is the Duschinsky matrix and K is the shift vector between the normal
modes of the states.






























Additionally, ā is set to zero everywhere; in the determinant pre-factor of
eqn. (C.10), it is set to Γ̄.
Here, we have used the so-called vertical gradient (VG) approximation [113]
for the vibronic simulations, i.e., the Duschinsky matrix has been assumed to
be the identity matrix, thus neglecting mode-mixing effects and the excited
state PES has been assumed to be identical to the ground state PES. The
gradient of the PES and the normal modes and frequencies of the initial state
are used to approximate the shift vector.
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Appendix D
Time resolved emission spectra
calculation
The calculation of time resolved fluorescence spectrum makes use of the
main relations presented in the Glasbeek model for femtosecond fluorescence
studies in liquid solution [114, 115] and previously used by others [116]. Ini-
tially a normalized coordinate z is calculated, in our case we have chosen
it between [1, 2] where the endpoints correspond respectively to θ = 0◦ and
θ = 90◦. The fluorescence intensity can be expressed as
Ifl(ν, t) ∝
∫
g(ν0(z), ν − ν0(z)) |M(z)|2 p(z, t) ν3 dz (D.1)
where g(ν0(z), ν − ν0(z)) is a line shape function characterizing the Franck-
Condon factor, M(z) is the coordinate dependent electronic transition mo-
ment between the ground and the excited states, p(z, t) is the probability
density from eqn. (4.1) and ν the frequency.
For the Franck-Condon line shape function g, we used the following log-
normal function used in the works cited above
g(ν) = h
{
e− ln 2 (ln(1+α)/γ)
2
α > −1







where ν0(z) is the coordinate dependent energy gap between S1 and S0, γ is
the asymmetry parameter and ∆ represents the bandwidth.
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