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ABSTRACT
Motivated by recent high resolution observations of the solar surface, we investigate the
problem of non-linear magnetoconvection in a three-dimensional compressible layer.
We present results from a set of numerical simulations which model the situation in
which there is a weak imposed magnetic field. This weak-field regime is characterised
by vigorous granular convection and spatially intermittent magnetic field structures.
When the imposed field is very weak, magnetic flux tends to accumulate at the edges
of the convective cells, where it forms compact, almost ‘point-like’ structures which are
reminiscent of those observed in the quiet Sun. If the imposed field is slightly stronger,
there is a tendency for magnetic flux to become concentrated into ‘ribbon-like’ struc-
tures which are comparable to those observed in solar plages. The dependence of these
simulations upon the strength of the imposed magnetic field is analysed in detail, and
the concept of the fractal dimension is used to make a further, more quantitative
comparison between these simulations and photospheric observations.
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1 INTRODUCTION
In recent years, it has become possible to make detailed ob-
servations of magnetic fields at the solar surface (Title 2000).
Berger et al. (2004) describe high resolution observations of
a remnant active region plage (taken from the Swedish 1-
m Solar Telescope), in which they are able to resolve fea-
tures down to 70km in the CH G-band. The observations
of this plage region show that magnetic elements tend to
form ‘ribbon-like’ structures which have a non-uniform mag-
netic flux density with localised regions of kilogauss-strength
magnetic fields. In the quiet Sun, magnetic flux is primarily
confined to the convective downflows in the intergranular
lanes (Lin & Rimmele 1999), where it forms localised, al-
most ‘point-like’ structures (Domı´nguez Cerden˜a, Sa´nchez
Almeida & Kneer 2003). For sufficiently intense magnetic
fields, these structures show up in CH G-band images as
bright points which are observed to move rapidly along the
intergranular lanes (Berger & Title 1996; Sa´nchez Almeida
et al. 2004).
Convective motions play a crucial role in the formation
of these photospheric magnetic structures, and observations
of the solar surface have considerably enhanced our under-
standing of the complex interactions between convection and
magnetic fields. Magnetic fields in a highly conducting gas
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will tend to move with the fluid. As a result of this, hor-
izontal outflows, that occur when rising convective plumes
reach the upper layers of a convectively unstable domain,
will tend to expel magnetic flux, causing it to accumulate
at the edges of the convective cell (Proctor & Weiss 1982).
This process of flux expulsion, coupled with the stretching of
field lines by the convective downflows, can result in locally
intense concentrations of magnetic flux. The large magnetic
pressure in areas of strong magnetic field causes such regions
to become highly evacuated in order to maintain a pressure
balance with their surroundings.
Numerical simulations can provide a more quantitative
description of these physical processes, and it is now possi-
ble to carry out simulations of three-dimensional, non-linear
magnetoconvection that can be compared, in a meaningful
way, to observations of photospheric magnetic fields (see,
for example, Weiss 2003). There are two complementary
approaches to the problem of modelling photospheric mag-
netoconvection. In the first of these approaches, the idea
is to construct models which represent photospheric con-
ditions as realistically as possible, typically including the
effects of processes such as radiative transfer (Stein & Nord-
lund 2003; Vo¨gler & Schu¨ssler 2003). These models have
produced magnetic structures that compare favourably to
those observed in solar plages and the quiet Sun, as well
as generating synthesised G-band images which show bright
magnetic features (Schu¨ssler et al. 2003; Carlsson et al. 2004;
Vo¨gler et al. 2005). The other approach to this problem is to
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consider more idealised models of magnetoconvection (often
with simplified boundary conditions) which, by neglecting
effects such as radiative transfer, focus entirely upon the
fundamental interactions between convection and magnetic
fields.
Idealised models have already provided important in-
sights into some of the physical processes that are taking
place within photospheric magnetoconvection. Initial stud-
ies of three-dimensional compressible magnetoconvection, in
a horizontally-periodic Cartesian domain, showed that the
patterns of convection that are obtained depend crucially
upon the strength of the imposed magnetic field (Matthews,
Proctor & Weiss 1995; Weiss et al. 1996; Tao et al. 1998;
Rucklidge et al. 2000). However, it was also clear that there
was some dependency upon the size of the computational do-
main. In order to remove this box-size dependency, Weiss,
Proctor & Brownjohn (2002) carried out numerical simula-
tions of magnetoconvection in a large aspect ratio domain.
They varied the strength of the imposed magnetic field in a
systematic way, and found several different regimes of con-
vection. When the convection is dominated by a strong mag-
netic field, they found a steady, nearly-hexagonal pattern of
weak convection cells. As the imposed field strength is re-
duced, flux separation occurs: in part of the domain there
are field-free plumes of vigorous convection, in the rest of the
domain the convection remains magnetically-dominated. As
the imposed field strength is reduced further, the convec-
tion becomes more vigorous and there is a reduction in the
spatial extent of the magnetically-dominated region.
Due to numerical constraints, Weiss et al. (2002) were
unable to carry out a thorough investigation of the weak-
field regime, although a simulation that was carried out in
a smaller computational domain suggests that this regime
might be characterised by vigorous convection and spatially
intermittent magnetic field structures. In this paper, we
present results from simulations of compressible magneto-
convection in a large aspect ratio domain, which extend the
survey carried out by Weiss et al. (2002) into the weak-
field regime. This enables us to compare results from ide-
alised simulations with observations of solar plages and the
quiet Sun. In the next section, we present the physical model
and briefly describe the numerical techniques that have been
used in order to carry out the simulations. In Section 3 we
describe the numerical results from this model, with par-
ticular reference to the magnetic field structures and the
dependence of these upon the strength of the imposed mag-
netic field. In Section 4 we consider the fractal dimension
as a means of quantitatively describing these magnetic field
structures. In the final section, we present some conclusions
and relate our findings to photospheric observations.
2 THE MODEL
In this paper, we consider a model which describes fully com-
pressible three-dimensional magnetoconvection in a plane
layer. The set up of this model is essentially identical to
that described by Matthews et al. (1995), although we are
investigating magnetoconvection in a much larger compu-
tational domain. Adopting a Cartesian frame (x, y, z), with
zˆ pointing vertically downwards, we consider a plane layer
of an electrically-conducting, perfect, monatomic gas, which
occupies the region {0 6 x 6 λd, 0 6 y 6 λd, 0 6 z 6 d}.
In all the calculations described here, the aspect ratio of the
box is held fixed at λ = 8, giving a wide domain with a
square cross-section. The layer is heated from below, with
fixed temperatures at the upper and lower boundaries of T0
and T0 +∆T respectively. The gravitational acceleration is
uniform and is given by g = gzˆ. There is an imposed vertical
magnetic field which is initially uniform, with a flux density
of B0.
We make several simplifying assumptions before formu-
lating the equations. For convenience a number of quantities
are held constant, including the magnetic permeability µ0,
the shear viscosity µ, the thermal conductivity K, the mag-
netic diffusivity η, and the specific heat capacities cp and
cv. The equations can then be non-dimensionalised, using
the scalings described by Matthews et al. (1995) and Ruck-
lidge et al. (2000). Lengths are scaled with the layer depth
d, the magnetic field is scaled with B0, temperature with
T0 and density with ρ0 (the unperturbed density at the top
of the layer). Time is scaled in terms of an acoustic travel
time, d/(R∗T0)
1/2, where R∗ is the gas constant. This dif-
fers slightly from the scalings used by Weiss et al. (1996) and
Weiss et al. (2002), who scaled time by a modified acoustic
travel time, d/(R∗∆T )
1/2.
As described by Matthews et al. (1995), where more
details can be found, these scalings introduce several non-
dimensional parameters into the problem. The extent of the
stratification within the layer is essentially determined by
two parameters: the polytropic indexm = gd/R∗∆T−1 and
the dimensionless temperature difference θ = ∆T/T0. For
the unperturbed state, the parameter F = B20/ρ0µ0R∗T0
represents the square of the ratio of the Alfve´n speed to
the sound speed at the top of the layer, and can be re-
garded as a measure of the strength of the imposed mag-
netic field. The parameter κ = K/ρ0dcp(R∗T0)
1/2 is a non-
dimensional thermal diffusivity; σ = µcp/K is the Prandtl
number; ζ0 = ηρ0cp/K is the ratio of the magnetic diffusiv-
ity to the thermal diffusivity at the top of the layer. Finally,
γ = cp/cv is the ratio of specific heats – for a monatomic
gas γ = 5/3.
Having introduced these parameters, the equations for
the density ρ, the momentum density ρu, magnetic field B
and temperature T are given by
∂ρ
∂t
= −∇ · (ρu) , (1)
∂
∂t
(ρu) = −∇
(
P + F |B|2/2
)
+ θ(m+ 1)ρzˆ (2)
+∇ · (FBB − ρuu + κστ ) ,
∂B
∂t
= ∇× (u ×B − κζ0∇×B) , (3)
∂T
∂t
= −u · ∇T − (γ − 1)T∇ · u + κγ
ρ
∇2T (4)
+
κ(γ − 1)
ρ
(
στ 2/2 + Fζ0|∇ ×B|2
)
.
In the momentum equation (2), the pressure, P , is given by
the equation of state for a perfect gas
P = ρT, (5)
and the components of the stress tensor, τ are given by
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τij =
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij . (6)
In addition to satisfying the induction equation (3), the mag-
netic field must also remain solenoidal:
∇ ·B = 0. (7)
The boundary conditions that are used here match
those used by Matthews et al. (1995) and Weiss et al.
(1996) and they reflect the idealised nature of the model.
In the horizontal plane we adopt periodic boundary con-
ditions. The upper and lower boundaries are held at fixed
temperature, which (in these non-dimensional units) corre-
sponds to setting T = 1 and T = 1 + θ at z = 0 and
z = 1 respectively. Weiss et al. (2002) assume a “radia-
tive” boundary condition for the temperature at the up-
per surface – in fact the deviations from the unperturbed
temperature at the top of the layer are small, so this does
not have a significant qualitative effect upon the solutions
that are obtained. We also assume that the upper and lower
boundaries are impermeable and stress-free, and that the
magnetic field is vertical at these surfaces. Therefore we set
Bx = By = uz = ∂ux/∂z = ∂uy/∂z = 0 at z = 0 and z = 1.
With these boundary conditions, these model equations
have a stationary solution which corresponds to a polytropic
state with a uniform vertical magnetic field:
u = 0, B = zˆ, T = 1 + θz, ρ = (1 + θz)m. (8)
As an initial condition for this model, we use this equilibrium
solution coupled with a small temperature perturbation. We
take θ = 10 and m = 1 – this gives a highly stratified layer
across which both the temperature and density vary by an
order of magnitude.
Rather than prescribing values for κ and F , we intro-
duce two new parameters, the Rayleigh number
R = (m+ 1−mγ)(1 + θ/2)2m−1 (m+ 1)θ
2
κ2γσ
, (9)
and the Chandrasekhar number
Q = F/κ2ζ0σ. (10)
The Rayleigh number, defined here as its mid-layer value, is
a non-dimensional measure of the destabilising effects of the
superadiabatic temperature gradient relative to the stabilis-
ing influence of viscous and thermal diffusion (Matthews et
al. 1995). In the calculations that are described below, we
vary Q, whilst holding R and all the other parameters in the
problem fixed. For a box of aspect ratio 8, Weiss et al. (2002)
varied Q between 500 and 3000. We focus on the weak-field
regime, which corresponds to values of Q < 500. For ease of
comparison with the results of Weiss et al. (2002) we pick
the same values for the fixed parameters: R = 1.0 × 105,
σ = 1.0 and ζ0 = 0.2. In the absence of a magnetic field,
this choice for R corresponds to highly supercritical con-
vection, whilst σ = 1.0 is chosen primarily for numerical
convenience. The choice of ζ0 = 0.2 reflects the efficiency of
the thermal conductivity relative to the magnetic diffusivity
at the solar surface. Further discussion of the consequences
of this choice of parameters can be found in Weiss et al.
(2002).
The code that has been used in order to carry out these
numerical simulations is a modified version of the mixed
pseudo-spectral/finite difference code that was originally de-
scribed by Matthews et al. (1995). All horizontal derivatives
are evaluated in Fourier space, whilst vertical derivatives are
calculated using fourth order finite differences. The time-
stepping is done via an explicit 3rd order Adams-Bashforth
technique. For most of the simulations that are described
below, we used a computational domain which consists of
256 × 256 × 120 gridpoints. The simulations were all car-
ried out on parallel architectures and many were carried out
on the SunFire supercomputer at the Cambridge-Cranfield
High Performance Computing Facility.
3 NUMERICAL RESULTS
In this section, we focus primarily upon the convective be-
haviour and magnetic field structures that are obtained
when Q < 500. In this parameter regime, the convection
is vigorous and time-dependent, whilst magnetic fields form
spatially intermittent structures which evolve on a dynami-
cal time-scale that is comparable to the convective turnover
time. It typically takes around 50 dimensionless time units
(acoustic crossing times) for these simulations to reach a
statistically steady state.
Results from a simulation in which Q = 100 are shown
in Fig. 1. The top part of Fig. 1 shows a snapshot of the
spatial distribution of the vertical magnetic field compo-
nent, in a horizontal plane just below the upper surface of
the computational domain, whilst the bottom part of Fig. 1
shows the temperature distribution in the same layer. In the
temperature plot, the broad regions of warmer fluid corre-
spond to rising convective plumes that expand as they reach
the upper surface. Around the edges of these plumes, there
are much narrower regions of cooler descending fluid. This
pattern of convection is reminiscent of the granular convec-
tion that is observed in the solar photosphere. Since there
is a tendency for magnetic flux to be expelled from con-
vective plumes, a large part of the computational domain
is essentially field-free. However, magnetic flux does accu-
mulate around the edges of the convective plumes, where it
tends to form structures that are ‘ribbon-like’ in appearance.
These magnetic ribbons are similar to those observed in solar
plages by Berger et al. (2004). Convectively-driven motions
are suppressed within intense magnetic flux concentrations,
and convective downflows tend to be restricted to the edges
of these regions. As a result of this, comparatively cool fluid
accumulates within these magnetic structures – the broad
dark regions in the temperature plot closely correspond to
these localised regions of magnetic flux.
Decreasing Q to Q = 10 is equivalent to reducing the
strength of the imposed magnetic field by a factor of
√
10.
Fig. 2 shows the spatial distribution of the temperature and
the vertical magnetic field component, in the same horizon-
tal plane to that shown in Fig. 1. As was found for Q = 100,
there is a granular pattern of convection, and magnetic flux
tends to accumulate at the edges of the convective cells.
However, rather than forming magnetic ribbons, as was the
case when Q = 100, the flux becomes concentrated into
more compact structures. These regions of strong magnetic
fields are adequately resolved in these simulations, however
we shall refer to these localised features as ‘point-like’ in
order to distinguish them from the ‘ribbon-like’ structures
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Figure 1. The spatial distribution of the vertical magnetic field
component (top) and temperature (bottom), for a simulation
in which Q = 100, in a horizontal plane just below the up-
per surface of the computational domain. In the temperature
plot, lighter colours correspond to regions of higher temperatures
(darker colours represent cooler regions). In the magnetic plot,
most of the region is field free, although the brighter regions cor-
respond to positive magnetic fields (the black regions represent
weak negative magnetic fields). This solution is characterised by
‘ribbon-like’ magnetic features and vigorous granular convection.
that were found when Q = 100. Regions of intense magnetic
fields are now so localised that the magnetic suppression of
convective transport is barely observable in the temperature
plot – the pattern of convection is almost the same as that
of field-free convection. This granular convection, coupled
with ‘point-like’ magnetic features, is reminiscent of what is
observed in the quiet Sun (Domı´nguez Cerden˜a et al. 2003).
It is clear that the strength of the imposed magnetic
field plays a crucial role in determining the shape of the
resulting magnetic field structures. The imposed field is ini-
tially uniform across the layer although, as convection sets
Figure 2. As Fig. 1, showing the spatial distribution of the ver-
tical magnetic field component (top) and temperature (bottom),
but here for a simulation in which Q = 10. The magnetic fields
in this simulation tend to form relatively compact, almost ‘point-
like’ structures in the horizontal plane.
in, it is rapidly expelled from the rising convective plumes.
As flux accumulates at the edges of the convective cells, the
local flux density (and therefore the local magnetic pressure)
increases rapidly until the magnetic field starts to have a dy-
namical effect upon the convection. This magnetic feedback
will tend to resist the horizontal outflows that are responsi-
ble for the expulsion of flux and its subsequent concentration
at the edges of the convective cells. The greater the strength
of the imposed magnetic field, the earlier the magnetic fields
will play a dynamical role in the convection. For weaker
fields, the convection has to concentrate flux into much more
compact regions before magnetic effects become important.
This is the major reason why we find compact ‘point-like’
structures for Q = 10 and more extended ‘ribbon-like’ struc-
tures for Q = 100.
These strong magnetic fields also play a dynamical role
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Figure 3. Probability density functions for the vertical magnetic
field at the upper surface of the domain, for Q = 100 (top) and
Q = 10 (bottom). The field strengths shown on the horizontal
axes are normalised with respect to the strength of the initial
imposed field.
in the the local density evolution. The high magnetic pres-
sure in these regions implies that there must be a reduction
in the local gas pressure in order to maintain a pressure bal-
ance with the non-magnetic surroundings. Assuming that
any variations in the temperature are relatively small, equa-
tion (5) implies that a reduction in the gas pressure must be
associated with a reduction in the local density. The density
at the centre of regions of intense magnetic fields is typi-
cally an order of magnitude smaller than the density of the
surrounding field-free fluid. From a numerical point of view,
any localised reduction in the density places a significant
constraint upon the time-step that can be used in these cal-
culations. The fact that the thermal diffusion coefficient in
equation (4) is inversely proportional to ρ implies that the
critical time-step for stability of the numerical scheme is pro-
portional to the minimum density within the computational
domain. It is partly for this reason that the weak-field regime
was not investigated in any detail by Weiss et al. (2002).
So far, the patterns of convection and the magnetic field
structures have been described mainly in qualitative terms.
Probability density functions can provide a more quantita-
tive description of the distribution of the vertical component
of the magnetic field at the upper surface of the compu-
tational domain. Following Weiss et al. (2002), we define
the probability density function, p(B) such that p(B)dB
gives the probability of finding a vertical field Bz in the
interval (B,B + dB) – this probability can be obtained by
calculating the fraction of gridpoints, at the upper surface,
that have Bz within the appropriate interval. Since this is
a probability density function, p(B) is normalised such that∫
p(B)dB = 1.
Time-averaged probability density functions for Q =
100 and Q = 10 are shown in Fig. 3. In each plot, the
field strengths that are shown on the horizontal axes are
expressed in terms of the magnitude of the initial imposed
field. Both functions have a prominent spike at Bz = 0.
This is evidence of the extensive field-free regions at the up-
per surface of the domain. In addition, both functions show
that there are some regions of weak negative vertical flux: as
flux is expelled from convective plumes, there can be a re-
versal of magnetic field in the convective downflows. These
negative fields correspond to the very dark regions of the
magnetic plots in Figs. 1 and 2. For Q = 100, in addition
to the peak at Bz = 0, there is a smaller and wider peak
centred at (approximately) Bz = 9. This corresponds to
the mean field strength within the spatially extended mag-
netic features. For Q = 10, there is no obvious additional
peak, although the probability density function has a broad
‘shoulder’ which extends up to approximately Bz = 40.
Table 1 lists some (time-averaged) global quantities that
can be used to make further quantitative comparisons be-
tween these simulations. In addition to the simulations de-
scribed above (for Q = 10 and Q = 100), simulations have
also been carried out for Q = 0, Q = 200 and Q = 1000.
As Q is varied, all the other parameters are held fixed. For
Q = 0, which corresponds to a non-magnetic state, we find
vigorous, time-dependent, granular convection. For Q = 200
we obtain convective patterns and ribbon-like magnetic field
structures that are comparable to those found for Q = 100.
Flux separation (c.f. Tao et al. 1998) occurs when Q = 1000,
in agreement with the findings of Weiss et al. (2002). In
this state, convection is inhibited by strong magnetic fields
throughout most of the domain, although there are localised
field-free regions of vigorous convection.
In Table 1, the parameter Em/Ek denotes the ratio of
the total magnetic energy, Em =
∫
1
2
F |B2|dV , to the total
kinetic energy, Ek =
∫
1
2
ρ|u2|dV . The parameter Em/EQ
represents the ratio of the magnetic energy to the initial
(unperturbed) magnetic energy, EQ (c.f. Weiss et al. 2002).
The Nusselt number, N , is the ratio of the mean superadi-
abatic temperature gradient at the lower boundary, to its
value in the absence of convection. Defining dT¯ /dz|z=1 to
be the mean temperature gradient at the lower boundary,
the Nusselt number is given by
N =
dT¯ /dz|z=1 − θ(m+ 1)(1− 1/γ)
θ − θ(m+ 1)(1− 1/γ) . (11)
All of these quantities are chosen because they give a quanti-
tative comparison between the simulations that is indepen-
dent of the non-dimensionalising scalings that are used in
the problem.
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Table 1. Table summarising the dependence of the time-averages
of Em/Ek, Em/EQ and N upon the value of Q.
Q Em/Ek Em/EQ N
1000 1.74 2.11 3.32
200 0.46 6.02 4.54
100 0.23 8.76 4.93
10 0.057 28.3 5.28
0 0 N/A 5.72
For Q = 1000, the global quantities that are listed in
Table 1 all differ by a couple of percent from the values
quoted by Weiss et al. (2002). Given that they used a radia-
tive boundary condition for the temperature at the upper
surface, it is not surprising that there are small quantitative
differences. This level of agreement is probably better than
might have been expected – this is an indication that the
precise choice of temperature boundary condition at the up-
per surface makes very little difference to the solutions that
are obtained. Weiss et al. (2002) also carried out a simula-
tion for Q = 200 albeit in a smaller (4 × 4 × 1) computa-
tional domain. For this simulation there is a larger discrep-
ancy (of the order of 10%) between the values in Table 1
and those quoted by Weiss et al. (2002). This is probably a
consequence of the differences between the sizes of the two
computational domains – a box of aspect ratio 4 can only ac-
commodate a limited number of convective plumes. We find
a more convectively-dominated regime, with a larger Nusselt
number and a smaller amplification of the initial magnetic
field.
As Q is varied, the quantities that are listed in Table 1
follow clear trends. The quantity Em/Ek decreases dramati-
cally as Q is decreased. This is equivalent to saying that the
solution changes from a magnetically-dominated regime to
a convectively-dominated regime as the strength of the im-
posed magnetic field is decreased. As the convection becomes
more vigorous, the transport of heat becomes more efficient
– this is why the Nusselt number increases as Q decreases.
The final quantity that is listed in Table 1 is Em/EQ, and
this increases significantly as the strength of the imposed
magnetic field is reduced. Vigorous convective motions will
tend to amplify a weak imposed magnetic field, until the
field itself begins to resist this amplification process. The
observed trend in Em/EQ is simply a consequence of the
fact that weaker fields must be amplified to a greater extent
before they will begin to play a significant dynamical role
in the system. Weiss et al. (2002) found similar patterns of
behaviour for larger values of Q, so these general trends ap-
pear to be a robust feature of the system, irrespective of the
strength of the imposed magnetic field.
4 THE FRACTAL DIMENSION OF THE
MAGNETIC FIELD STRUCTURES
The concept of the fractal dimension has been used as a
means of providing a more quantitative description of the
self-similar magnetic field structures that are found within
solar plages (see, for example, Schrijver et al. 1992; Balke et
al. 1993). Balke et al. (1993) measured the fractal dimension
1 2
log L
1
2
3
lo
g 
N
Figure 4. The fractal dimension of magnetic field structures for
Q = 100. The position of each cross is determined by plotting
the logarithm of the number of pixels (N) within each individual
region of vertical magnetic flux against the logarithm of the num-
ber of pixels (L) that are needed in order to obtain the minimum
square bounding box for that region. The straight line represents
a best fit through the data points. The gradient of this line gives
a fractal dimension of Df = 1.58± 0.04.
of one particular plage region by choosing some threshold
magnetic field strength and identifying patches of field on
the corresponding magnetogram that exceed this threshold.
They then calculated the area A of each super-threshold
magnetic region and the size l of the smallest square box
that can bound the region. The fractal dimension, Df , is
then given by the relationship A ∝ lDf . As defined here, Df
is closely related to the (so-called) threshold dimension (see,
for example, Tao et al. 1995). For this particular plage re-
gion, Balke et al. (1993) found Df = 1.54±0.05. In more re-
alistic simulations, the fractal dimensions of simulated field
structures have already been compared successfully to pho-
tospheric magnetic fields (Janßen, Vo¨gler & Kneer 2003).
At least in qualitative terms, we have already shown that
idealised simulations are able to produce magnetic features
that are reminiscent of those observed in solar plages and
in the quiet Sun. The simulation which produced the most
“plage-like” magnetic fields took Q = 100. We have applied
the fractal dimension determination technique of Balke et al.
(1993) to this simulation in order to quantitatively compare
our results to photospheric observations.
In order to determine the fractal dimension of the mag-
netic structures in the Q = 100 simulation, we took six
snapshots (well separated in time) of the vertical magnetic
field component in a horizontal layer at the upper surface
of the domain. Within these snapshots, we identified any
patches of field where the absolute value of Bz exceeded
some threshold value – here the threshold was arbitrarily
taken to be twice the initial imposed field strength. The area
of each magnetic patch can then be expressed in terms of
the number of magnetic pixels (gridpoints), N , within each
region. The size of the minimal square bounding box, L, is
also expressed in terms of a number of pixels. The results
of this process are shown in a log-log plot in Fig. 4 – each
cross corresponds to a single patch of magnetic field. Since
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N is related to L via the formula N ∝ LDf , the gradient of
the best fit straight line through these points gives an esti-
mate of the fractal dimension – for this simulation, we found
Df = 1.58 ± 0.04. The error in this estimate is bounded by
repeating the same procedure for different sets of snapshots
of the domain. There is a weak dependence upon the size of
the chosen threshold field strength, although halving it and
doubling it only produces a 1% change in Df .
Given the idealised nature of these simulations, it is
extremely encouraging to note that this value for the fractal
dimension is comparable to the value quoted by Balke et al.
(1993). It should be mentioned that, in Fig. 4, there seems
to be a tendency for the data points at larger values of L
to lie above the best fit straight line. This suggests that Df
may be increasing at larger scales. This phenomenon has
been noted observationally (Schrijver et al. 1992) as well as
in the simulations carried out by Janßen et al. (2003). The
inclusion of these larger scales may be the reason why our
value for Df is slightly larger than that quoted by Balke et
al. (1993). Alternatively, this could simply be an issue of the
differing resolutions between the magnetograms and these
simulations. Carrying out the same analysis for Q = 10 gives
a lower value for the fractal dimension of Df = 1.38± 0.05.
The comparatively ‘point-like’ magnetic features in the Q =
10 case generally have smaller values of L. Therefore, this is
a further indication that there seems to be a tendency for Df
to increase as the scale of the magnetic features increases.
5 CONCLUSIONS AND DISCUSSION
It is clear that, at least in qualitative terms, idealised sim-
ulations are able to reproduce many of the main observa-
tional features of photospheric magnetoconvection. In this
paper, we have described three-dimensional simulations of
fully compressible magnetoconvection in a large aspect ra-
tio domain. The results from these numerical simulations
depend strongly upon the strength of the initial imposed
magnetic field. The weak-field regime is characterised by
vigorous granular convection and spatially intermittent, dy-
namically varying, magnetic field structures. For Q = 100,
we find ‘ribbon-like’ magnetic structures that are reminis-
cent of those observed in solar plages (Berger et al. 2004).
For Q = 10, relatively compact (almost ‘point-like’) mag-
netic features form in the downflows at the edges of the con-
vective cells. These features are similar to those observed in
the quiet Sun (Domı´nguez Cerden˜a et al. 2003).
These simulations emphasise the fact that small-scale
photospheric magnetic features are formed primarily by in-
teractions between convection and magnetic fields. The sim-
ilarity between these results and those obtained from more
realistic simulations (Carlsson et al. 2004; Vo¨gler et al. 2005)
suggests that additional physical processes, such as radia-
tive transfer, play a relatively minor role in determining the
shapes of these magnetic features. Having said that, these
simplified models cannot really address the question of why
some magnetic features appear to be bright – this requires a
more realistic representation of photospheric conditions. The
findings of Carlsson et al. (2004) suggest that the relative
brightness (in the CH G-band) of intense regions of magnetic
field is a consequence of the fact that these regions become
highly evacuated. The opacity of these magnetic regions is
therefore going to be smaller than the surrounding medium.
This implies that we are actually looking into deeper layers,
where the temperature is higher. These flux concentrations
will therefore appear as bright regions in CH G-band images.
Given that we also see evacuated regions in these idealised
simulations, this is an explanation that would be consistent
with our findings.
The formation of partially-evacuated concentrations of
magnetic flux is often described in terms of a process known
as “convective collapse” (Webb & Roberts 1978; Spruit &
Zweibel 1979). This is an instability that occurs in a su-
peradiabatically stratified layer, when a thin magnetic flux
tube is in thermal equilibrium with the surrounding non-
magnetic fluid. If the magnetic field is not strong enough to
totally suppress convection, convective downflows will tend
to cause partial evacuation at the top of the tube. If the
flux tube is to maintain pressure equilibrium with its non-
magnetic surroundings, the tube must then collapse – this
amplifies the local magnetic field. This process will continue
until the field is strong enough to suppress the convective in-
stability. This process provides a very plausible mechanism
for field intensification in a thin magnetic flux tube, how-
ever this is a rather idealised representation of the processes
that are occurring in photospheric magnetoconvection. In
the convective collapse instability, there is minimal interac-
tion between the flux tube and the surrounding fluid – any
external convective motions are essentially ignored. In the
simulations described in this paper, the surrounding convec-
tion plays a crucial role in the formation of localised regions
of intense magnetic field. Therefore, the formation of these
magnetic structures should be regarded as a complex magne-
toconvective phenomenon that cannot simply be described
in terms of a convective collapse instability.
The concept of the fractal dimension seems to be a
useful way of quantitatively comparing photospheric obser-
vations to numerical simulations. For Q = 100, we found
a value for the fractal dimension that was comparable to
that calculated from a solar plage magnetogram (Balke et
al. 1993). In order to calculate the fractal dimension, the
surface of the computational domain was divided up into
magnetic and non-magnetic parts. Although this process has
the advantage of being very simple, it does lead to the loss
of information concerning the detailed spatial structure of
some of the magnetic regions. With this in mind, an al-
ternative possibility would be to describe the spatial dis-
tribution of magnetic structures in terms of “multifractals”
(Lawrence, Ruzmaikin & Cadavid 1993; Ott 1993; Tao et al.
1995). The detailed spatial distribution of simulated mag-
netic fields will almost certainly depend upon the size of
the magnetic Reynolds number Rm – more detailed spatial
structures will be found at larger values of Rm. The values
of Rm that are currently attainable in three-dimensional nu-
merical simulations are rather small compared to estimated
photospheric values. Having said that, it would still be of in-
terest (in the future) to investigate the effects of varying Rm
upon the multifractal spectrum and to compare the results
with photospheric observations.
Finally, we should consider the possibility of small-scale
dynamo action in which convective motions amplify a seed
magnetic field. Small-scale dynamo action has already been
found in the context of Boussinesq magnetoconvection (Cat-
taneo 1999; Cattaneo, Emonet & Weiss 2003) and in com-
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pressible magnetoconvection with weak density stratifica-
tion (Vo¨gler & Schu¨ssler 2003). However, dynamo action
does not occur in the highly stratified magnetoconvection
simulations of Stein & Nordlund (2003). This may be a con-
sequence of the penetrating lower boundary condition that is
used in these particular simulations (which limits the recir-
culation of magnetic fields through the convective domain),
but this is a controversial issue that remains unresolved.
For the parameter values that have been used through-
out this paper, when a seed magnetic field (with no net
vertical flux) is inserted into a fully developed non-magnetic
convective state, there is a transient period of amplification
before the total magnetic energy decays. In these simula-
tions, Rm ≈ 70 – previous studies suggest that larger mag-
netic Reynolds numbers are required in order to produce a
successful convectively-driven dynamo. Larger values of Rm
will produce highly complex, spatially intermittent magnetic
field structures. In order to resolve these detailed structures,
higher numerical resolution is required. In addition, such in-
tense regions of magnetic field will become highly evacuated,
which will place severe limitations upon the critical time-
step for the stability of any explicit numerical scheme for
this problem. Despite these numerical difficulties, this is an
important problem that certainly requires further investiga-
tion.
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