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ABSTRACT
I present a new framework for modeling the dynamics of tidal streams. The framework consists of
simple models for the initial action–angle distribution of tidal debris, which can be straightforwardly
evolved forward in time. Taking advantage of the essentially one-dimensional nature of tidal streams,
the transformation to position–velocity coordinates can be linearized and interpolated near a small
number of points along the stream, thus allowing for efficient computations of a stream’s properties
in observable quantities. I illustrate how to calculate the stream’s average location (its “track”) in
different coordinate systems, how to quickly estimate the dispersion around its track, and how to draw
mock stream data. As a generative model, this framework allows one to compute the full probability
distribution function and marginalize over or condition it on certain phase–space dimensions as well
as convolve it with observational uncertainties. This will be instrumental in proper data analysis
of stream data. In addition to providing a computationally-efficient practical tool for modeling the
dynamics of tidal streams, the action–angle nature of the framework helps elucidate how the observed
width of the stream relates to the velocity dispersion or mass of the progenitor, and how the progenitors
of “orphan” streams could be located.
The practical usefulness of the proposed framework crucially depends on the ability to calculate
action–angle variables for any orbit in any gravitational potential. A novel method for calculating
actions, frequencies, and angles in any static potential using a single orbit integration is described in
an Appendix.
Subject headings: dark matter — Galaxy: halo — Galaxy: kinematics and dynamics — Galaxy:
structure — galaxies: interactions — stellar dynamics
1. INTRODUCTION
Tidal streams hold enormous promise as probes of
both the large-scale structure of the Milky Way (MW)
halo’s density distribution (e.g., Johnston et al. 1999;
Koposov et al. 2010) and its small-scale fluctuations
(Carlberg 2012). However, two factors have hampered
the practical use of tidal streams in obtaining constraints
on the MW gravitational potential. First, streams do not
trace a single orbit, which has led to confusion over how
to best fit streams and over how problematic the single-
orbit approximation really is (Eyre & Binney 2011;
Sanders & Binney 2013a). Second, approaches that go
beyond the single-orbit assumption encounter practical
difficulties of computational cost and observational data
quality making many of these approaches impractical
for real, noisy data (Law et al. 2005; Sanders & Binney
2013b; Price-Whelan & Johnston 2013). Observed gaps
in tidal streams may be due to interactions with dark–
matter subhalos (Yoon et al. 2011), but underdensities
could also be created by the dynamics of stream stars
(Ku¨pper et al. 2010). This hinders our ability to use un-
derdensities in star counts along a tidal stream in order
to constrain the number of encounters with dark satel-
lites and their masses (Ngan & Carlberg 2014). Simple,
analytic models of how tidal streams are generated—
generative models—would greatly benefit both of these
applications.
It has long been clear that the dynamics of tidal
streams is most simply described in terms of action–
angle coordinates (Tremaine 1999; Helmi & White 1999).
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Once a star has been tidally stripped from the progeni-
tor, the self-gravity of the stream can be neglected and
the orbital actions of a stream member are conserved
while the angles increase linearly with time. The action–
angle structure of a stream is therefore characterized by
strong but straightforward correlations between the ac-
tions and angles of stream members, the exploitation of
which is crucial for using streams to measure the host
gravitational potential (Sanders & Binney 2013b). The
description of a stream in action–angle coordinates also
elucidates the connection between the orbit and veloc-
ity dispersion (or mass) of the progenitor and the action
distribution of the tidal debris (Eyre & Binney 2011), al-
lowing simple physical models of the stream to be used
and to be constrained by observational data.
However, streams are observed in position–velocity co-
ordinates and for action–angle descriptions to be useful,
we must be able to calculate the transformation between
these coordinate systems efficiently. Until now this has
required accurate phase–space data and specialized algo-
rithms that break down for the eccentric orbits on which
tidal-stream progenitors are typically found (that is, ra-
dial and/or vertical actions of similar magnitude as the
angular momentum; Sanders 2012). However, even with
Gaia (Perryman et al. 2001), all of the phase–space co-
ordinates except for the sky position will typically have
non-negligible uncertainties compared to the intrinsic
dispersion of the stream and in particular the line-of-
sight velocities of the faintest stream members will not
be observed for many stars. Additionally, streams are su-
perimposed on a non-negligible background of field stars
and background contamination cannot be easily taken
into account in any of the current stream-fitting meth-
2ods.
In this paper, I present a new method for modeling
tidal streams that fundamentally lives in frequency–angle
space, because the stream distribution function is es-
sentially one-dimensional in this space. While many of
the results of this paper are more generally valid, the
fiducial stream model in this paper consists of a three-
dimensional (close to) Gaussian distribution of frequen-
cies in the stream, a three-dimensional Gaussian distribu-
tion of initial angle offsets between stream members and
the progenitor, and a uniform distribution of stripping
times; the frequency and angle offset distributions are
independent of stripping time. While this model over-
simplifies the real stripping process, I hypothesize that
at least for constraining the gravitational potential with
stream data, this simple model is likely unbiased. For de-
tailed mock stream data, more elaborate models of the
stripping process as a function of time might be neces-
sary and I discuss how these could easily be incorporated
into the proposed framework.
To evaluate the model in position–velocity coordinates,
the transformation to and from action–angle coordinates
is computed using a novel method for calculating action–
angle coordinates presented in Appendix A. This trans-
formation is linearized at a small number of points near
the stream that span its length. For streams originat-
ing from progenitors with masses . 108M⊙, the sepa-
ration between the stream track and the progenitor or-
bit as well as the internal differences within the stream
are small, such that the linear approximations used here
are accurate enough. The linear approximation allows
for fast evaluation of the average stream location (the
stream “track”) in position–velocity coordinates and ef-
ficient mock data generation. For a uniform distribu-
tion of stripping times, an observed stream member’s
phase–space probability distribution function (PDF) can
be analytically marginalized over stripping time, such
that using the linear approximation any evaluation—
including marginalization and uncertainty convolution—
of the PDF is extremely rapid. This clears the way for
proper probabilistic inference of the Milky Way halo’s
gravitational potential and progenitor properties using
stream data for individual stars.
The framework presented in this paper differs from
other approaches that model streams in action–angle co-
ordinates in a few respects. As in Helmi & White (1999),
the model is a generative one in that it gives an ana-
lytic prescription for the initial action–angle distribution
of tidal debris that is then evolved in time to generate
a tidal stream. The difference between these two gen-
erative models is that I propose simple, few-parameter
models for the initial action–angle distributions, that I
work out the properties of streams in observable coor-
dinates in more detail, and that I present and use a
general action–angle transformation that allows stream
modeling in general potentials. The average location of
a stream in phase-space can be computed in the frame-
work presented here and it could be used to replace
orbit fitting; Varghese et al. (2011) discussed a similar
method to model observed streams. The method in this
paper differs from that of Varghese et al. (2011) in that
the model is fundamentally located in action–angle space
rather than position–velocity space and in that the width
and length of the stream are related to the offsets be-
tween the stream, the progenitor’s orbit, and the aver-
age orbit as a function of stream position. Thus, the
present framework does not have to assume a progenitor
velocity dispersion, but can constrain it from the stream
data as well. My approach differs from the framework
of Johnston (1998), which is also a generative model, in
that it lives in action–angle space rather than energy–
angular-momentum space and that it can be applied to
arbitrary time-independent potentials rather than just
spherical potentials close to a logarithmic potential.
This paper is outlined as follows. In § 2 I briefly sum-
marize the dynamics of tidal streams in terms of action–
angle coordinates. A generative model of a tidal stream
in frequency–angle coordinates is given in § 3. § 4 de-
scribes how to compute the stream’s properties as a func-
tion of angle along the stream, both in action–angle co-
ordinates and in position–velocity coordinates. § 5 dis-
cusses how to generate mock stream data using the gen-
erative model of a tidal stream and in § 6 I show how
to calculate the stream PDF for individual stream mem-
bers as well as its marginalization and convolution over
missing and noisy directions. A discussion and outlook
is presented in § 7 and I conclude in § 8. In Appendix A
I review the method of Fox (2012) for calculating actions
in any static gravitational potential and I show how it
can be simplified and extended to compute frequencies
and angles.
2. THE DYNAMICS OF TIDAL STREAMS
The dynamics of tidal streams both in position–
velocity and action–angle space has been described
previously by various authors (e.g., Helmi & White
1999; Tremaine 1999; Johnston 1998; Sanders & Binney
2013a). I provide here a brief description of the dynamics
of tidal streams that is relevant for what follows.
In position–velocity space, a tidal stream forms as stars
are stripped from a progenitor cluster or satellite galaxy
some time ts > 0 in the past and then evolve (largely)
independently in a galaxy’s host potential, moving away
both in position and velocity from the progenitor ob-
ject as time goes on. Thus, a star was offset by a small
amount (∆x,∆v) from the position of the progenitor
(xp,vp)(−ts) at that time. Then the star orbited under
the influence of the same gravitational potential Φ as the
progenitor until the present day (t = 0), when it was ob-
served: (x,v)(t = 0) =Hts(x
p(−ts)+∆x,vp(−ts)+∆v),
where H denotes the Hamiltonian flow from t = −ts to
t = 0 (see Binney & Tremaine 2008); this is simply the
orbit of the star between these times. In phase-space this
orbit can be calculated by solving Hamilton’s equations:
x˙ = v; v˙ = −dΦ/dx.
In action–angle space the dynamics of stream forma-
tion is much simpler. A star received an offset (∆J,∆θ)
at time −ts from the action–angle coordinates of the pro-
genitor (Jp, θp), similar to the small offset (∆x,∆v).
The offset in the actions corresponds to an offset in
the frequencies ∆Ω; ultimately, this frequency offset is
responsible for the spreading of the stream over long
stretches on the sky. Because both the progenitor’s an-
gles and the star’s angles increase linearly with time, al-
beit at different frequencies, the difference in the angles
also increases linearly in time. Therefore at time t = 0
3the difference in angles is
∆θ(t = 0) = ∆θ(−ts) + ∆Ω ts , (1)
while the difference in actions is constant
∆J(t = 0) = ∆J(−ts) . (2)
As the initial offset ∆θ(−ts) in angles is small compared
to the growth ∆Ω ts, we have that ∆θ(t = 0) ≈ ∆Ω ts.
Thus, in action–angle coordinates, the dynamics of
tidal-stream formation is simplified to linear growth
of small initial angle differences due to small ac-
tion/frequency differences. The angle direction Ωˆ ≡
∆Ω/|∆Ω| along which a star moves away from the pro-
genitor is related to the initial action offset by ∆Ω ≈
(∂Ω/∂J)∆J = (∂2H/∂J∂J)∆J, in the limit of small ac-
tion offsets, because Ω = ∂H/∂J, where H is the Hamil-
tonian. For an approximately one-dimensional stream to
form, the Hessian matrix (∂2H/∂J∂J)|Jp has to be dom-
inated by a single large eigenvalue; in this case the angle
difference of stars stripped from the stream at any time
will fall along approximately the same direction Ωˆ, and
the stream will be essentially one dimensional. In de-
tail, because the distribution of initial offsets ∆J is not
isotropic, the direction Ωˆ is not just determined by the
potential (through H) and the progenitor orbit Jp, but
also by the distribution of ∆J, which is set through a
combination of the internal dynamics of the progenitor
and the stripping process.
3. GENERATIVE MODELS OF TIDAL STREAMS
3.1. A simulation
I illustrate the theoretical considerations set forth in
this paper by using a simulated tidal stream. This stream
is set up similarly to that used in Sanders & Binney
(2013b). The stream is constructed by running an
N -body simulation of a King cluster (King 1966) on an
orbit similar to that of the GD-1 stream (Koposov et al.
2010). Specifically, a King cluster with a mass of
2 × 104M⊙, a tidal radius of 0.07 kpc, and a ratio of
the central potential to the velocity dispersion squared
of 2.0 is sampled using 104 particles. The cluster is
evolved with self-gravity in an external logarithmic
host potential with Vc = 220 km s
−1 and a flattening
q = 0.9 (Φ = V 2c ln[R
2 + z2/q2]) using the gyrfalcon
code (Dehnen 2000, 2002) with a softening of 1.5 pc
in the NEMO toolkit (Teuben 1995). The cluster is
evolved for 5.011Gyr (= 5.125 kpc/[ km s−1]) from
the initial condition (X,Y, Z) = (−11.63337239
,−20.76235661, −10.631736273934635) kpc and
(VX , VY , VZ) = (−128.8281653 , 42.88727925,
79.172383882274971) km s−1, chosen such that the
cluster ends up at roughly the observed location
of the GD-1 stream at the end of the simulation
(Koposov et al. 2010). The progenitor cluster’s orbit
has an eccentricity of 0.31, a pericenter of 13.7 kpc,
and a current r = 14.4 kpc, such that the cluster
is close to pericenter at the end of the simulation.
The actions of the progenitor are (JR, LZ , JZ) =
(288.5,−3173.7, 897.6) kpckm s−1 and its orbital fre-
quencies are (ΩR,Ωφ,ΩZ) = (15.7,−10.8, 11.9)Gyr−1.
The final position of the stream in (X,Z) is shown in
Figure 1. Figure 2 shows the final position of the stream
Fig. 1.— Mock tidal stream simulated as described in § 3.1 after
5.011Gyr of evolution in Galactocentric X and Z coordinates. The
gray dot shows the current position of the progenitor cluster and
the dashed line shows its orbit. The solid line gives the stream
track, calculated using the method described in § 4. The inset
shows a zoomed-in version of part of the leading stream (stretched
in X and Z) that more clearly shows the offset between the stream
track and the progenitor orbit.
in action–frequency–angle coordinates, calculated using
the algorithm described in Appendix A. As described in
§ 2, a one-dimensional tidal stream forms because even
though the action distribution of the tidal debris is not
isotropic or one-dimensional, the Hessian (∂2H/∂J∂J)|Jp
is so strongly dominated by a single large eigenvalue (the
ratio of the largest to the second largest eigenvalue is
about 30), that the frequency distribution of the debris
is essentially one dimensional. The angle distribution
of the debris at the end of the simulation is therefore
essentially one dimensional as well.
3.2. A model in frequency–action space
The action and frequency distributions shown in Fig-
ure 2 combined with the knowledge that for any tidal
stream the Hessian (∂2H/∂J∂J)|Jp must be strongly
dominated by a single large eigenvalue leads me to
propose that frequency–angle space is a better coordi-
nate system than action–angle space for modeling tidal
streams. That is, the distribution of actions in a tidal
stream has a complicated structure that is hard to cap-
ture using a simple, analytic form (see also the dis-
cussion in Eyre & Binney 2011). Especially the “bow
tie” structure in (JR, LZ) and the overlapping leading-
and trailing-arm distributions in (JR, JZ) are difficult to
model with a simple distribution function2. The distribu-
tion of frequencies, however, is close-to one dimensional,
its direction of largest variance can be well-modeled as a
Gaussian (although below we will model it slightly dif-
2 For triaxial potentials, the azimuthal action Jφ 6= LZ is the
correct action to use instead of LZ . Even though the modeling in
this paper also applies to triaxial potentials, we denote Jφ as LZ ,
because the simulation uses an axisymmetric potential.
4Fig. 2.— Simulated tidal stream from § 3.1 after 5.011Gyr of evolution in action–frequency–angle coordinates. The top row displays
projections of the actions (left), frequencies (middle), and angles (right) in the R and Z directions; the bottom panels shows the same for R
and φ. While the action distribution has a quite complicated form, the frequency distribution is close to one-dimensional and the leading
and trailing parts of the stream clearly separate (the two clouds in action–action and frequency–frequency correspond to the leading and
trailing arm). In the right panels, the angles of the progenitor have each been shifted to pi and the dashed lines show the direction of the
progenitor’s frequency vector. The misalignment between the progenitor’s frequency vector and the mean frequency-offset vector of the
debris is 0.18◦.
ferently), and its parameters can all be easily estimated
from the velocity dispersion of the progenitor, the orbit
of the progenitor, and the gravitational potential, as dis-
cussed below. Therefore, we will model tidal streams in
frequency–angle space. Because the leading and trailing
arm are well-separated in frequency space, we model each
arm individually.
A generative model of a tidal stream in frequency–
angle space requires three ingredients: (a) a model for
the distribution of times at which stars are stripped from
the progenitor, (b) a prescription for the distribution
of frequency offsets from the progenitor at every given
stripping time, and (c) a description of the angle off-
sets for any given frequency offset and stripping time.
Having specified these ingredients, we can then gener-
ate tidal debris at any given stripping time and evolve it
forward using the simple linear dynamics in frequency–
angle space discussed in § 2. The initial angle offsets
are small enough that they are likely unobservable even
with futuristic data (especially in the direction of the
frequency offset, where the initial angle offset is quickly
overwhelmed by the subsequent dynamical evolution; for
the simulated stream used here this happens after ap-
proximately 20Myr). For that reason, I will assume that
the initial angle offsets are independent of both stripping
time and frequency offset. In what follows, I will model
them using a simple isotropic Gaussian distribution with
a dispersion σθ.
Ingredients (a) and (b) require more careful modeling.
The right panel of Figure 3 shows the distribution of
times at which stream particles are stripped from the
progenitor. These stripping times are calculated from
the final snapshot by linear regression of a particle’s angle
offset ∆θ from the progenitor, versus the frequency offset
∆Ω as
ts =
∆Ω ·∆θ
|∆Ω|2 . (3)
The dotted line shows a finely-binned histogram of these
stripping times, which indicates that stripping happens
in bursts with a period of about 400Myr, the radial pe-
riod of the progenitor’s orbit. Thus, as expected, strip-
ping happens primarily at pericenter passages, with a
smaller number of particles lost between pericenter pas-
sages. Realistic models of a stream, especially those that
require good models of the surface-density structure of
the stream as a function of stream angle, need to model
this non-uniform stripping process. In what follows, we
will use a uniform distribution of stripping times. This
is appropriate for modeling the large-scale structure of
streams, such as what is used when constraining the grav-
itational potential.
The middle panel of Figure 3 shows the frequency off-
5Fig. 3.— Properties of the simulated tidal stream of § 3.1 as a function of time. Stripping times are calculated by linear regression of
the angle difference between a stream particle and the progenitor versus the equivalent frequency difference. The distribution of stripping
times is shown in the left panel. While the stripping process happens in bursts with a period of roughly 400Myr (the radial period of the
progenitor), it can be approximated as constant (more coarsely-binned solid histogram). The magnitude of the frequency offset between
stream particles and the progenitor is shown in the middle panel. While particles stripped at pericenter have larger frequency offsets than
those between pericenter passages, there is almost no secular trend and the typical frequency offset (averaged over a radial period) can be
considered constant with time. The right panel shows the magnitude of the angle offset between stream particles and the progenitor as a
function of stripping time. There is a spread in the angle offset at all stripping times because of the dispersion in frequency offsets, but
typically stars that have been stripped earlier reach larger angle offsets. That is, self-sorting happens only to a small degree.
sets between stream particles and the progenitor as a
function of stripping time, corresponding to ingredient
(b) above. The same burstiness that is apparent in the
distribution of stripping times shows up here. Particles
stripped at pericenter typically have larger frequency off-
sets than those lost at larger radii. This can be described
as saying that particles are removed at pericenter, but
only peeled off between pericenter passages. Again, re-
alistic models of tidal streams need to take this detailed
structure into account.
The right panel of Figure 3 shows the angle offset (at
the end of the simulation) versus the stripping time.
There is a spread in the angle offset reached for any given
stripping time, but it is nevertheless typically the case
that particles that have been stripped earlier are found
at larger angle offsets today. Self-sorting—the tendency
of particles stripped later with larger frequency offsets to
overtake particles stripped earlier at smaller frequency
differences and thus to erase correlations between parti-
cle position along the stream and stripping time and sort
the stream in frequency offset—happens to a small extent
but the narrow distribution of frequency offsets limits the
ability of particles removed later to reach large distances
from the progenitor.
We can model streams in frequency space because
the mapping J → Ω is of full rank for axisymmetric
and triaxial potentials. However, for spherical poten-
tials this mapping only has rank two, because Ωφ =
sgn(LZ)ΩZ , such that the determinant |∂Ω/∂J| is zero.
For spherical potentials, tidal streams only spread in a
five-dimensional subspace and when modeling streams in
spherical potentials we need to keep the direction perpen-
dicular to this subspace constant.
3.3. The fiducial stream model
The discussion of the simulated stream’s properties as
a function of stripping time in the previous section indi-
cates that we can build simple models of the structure of
tidal streams when considering them in frequency–angle
space. In this section, I propose a very simple fiducial
model that I will use in the remainder of this paper. This
model combines simple analytic forms for ease of compu-
tation that are nevertheless realistic enough to provide
adequate models for tidal streams in many applications.
First, we approximate the bursty, non-uniform distri-
bution of stripping times in Figure 3 with a uniform dis-
tribution
p(ts) ∝ 1 , 0 < ts < td
= 0 , otherwise .
(4)
The thick, solid histogram in the right panel of Figure 3
shows a coarser-binned histogram of stripping times, in-
dicating that the uniform distribution is a good ap-
proximation over intervals longer than a radial period
(≈ 400Myr). The disruption time td is a free parame-
ter of the model that needs to be determined for each
stream. For the model of the simulated stream used here
I set td = 4.5Gyr. This distribution of stripping times
is different from that of Johnston (1998), who assumed
that stripping happens exactly at pericenter and is there-
fore a sum of delta functions located at each pericenter
passage. We do not consider such a distribution here
further, but it should be straightforward to repeat the
analytical calculations in § 4 and 6 below for this alter-
native distribution.
Similarly, we model the distribution of frequency off-
sets between stream particles and the progenitor to be
independent of stripping time, even though the middle
panel of Figure 3 clearly shows that particles are stripped
at larger frequency differences at pericentric passages
than between them. The fact that there is only a small
long-term trend in the typical frequency offset means
that this is a good model on time-scales larger than
the radial period. While this means that the small-scale
structure of the stream will not be perfectly represented
by the model, the large-scale structure of the stream will
be fine. For using tidal streams to constrain the gravita-
tional potential, large arcs are most important, such that
this simple model will be adequate for such inferences.
The distribution of frequencies is three dimensional.
6Fig. 4.— Distribution of the magnitude of frequency offsets be-
tween stream particles and the progenitor along the direction of
the mean frequency offset. The dashed line is a Gaussian fit to
this distribution, while the solid line is a fit of our preferred form
for this distribution, given in equation (8) (the dashed and solid
lines almost entirely overlap). Both forms provide adequate fits to
the distribution.
Because we model the leading and the trailing arm sepa-
rately, a single-peaked distribution suffices to describe
the frequency distribution. A general description in
terms of a Gaussian distribution would have nine free
parameters. However, we can model it with fewer free
parameters as follows. First, following Eyre & Binney
(2011), we approximate the action distribution as a
Gaussian with standard deviations given by the approxi-
mate spread in the actions (δJR, δLZ , δJZ) in the cluster
σJR ≈ δ
(
1
2 pi
∮
dr pr
)
≈ 1
pi
σv (rapo − rperi) , (5)
σLZ ≈ δLZ ≈ σv rperi , (6)
σJZ ≈ δ
(
1
pi
∮
dz pz
)
≈ 2
pi
σv Zmax , (7)
where σv is the velocity dispersion of the progenitor, rapo
and rperi are the apo- and pericenter radii of the pro-
genitor orbit, respectively, and Zmax is the maximum Z
reached on this orbit. We assume that all of the correla-
tions between the actions are zero (see Figure 2). Then
we propagate this Gaussian variance to frequency space
using the Hessian (∂Ω/∂J)|Jp3, which gives the variance
matrix VΩ. The principal eigenvector of this matrix is the
model direction along which the stream spreads. While
the model I propose here is a simple one, it works well
without having been tweaked for the simulation under
scrutiny. The angle between the principal eigenvector of
VΩ and the progenitor’s frequency vector is 0.50
◦ which
is close to the value measured from the simulation using
3 The Hessian (∂Ω/∂J)|Jp can be computed using the method
in Appendix A by computing ∂(J, θ)/∂(x, v) and ∂(Ω,θ)/∂(x, v)
and forming ∂Ω/∂J = (∂(J,θ)/∂(x, v))−1 (∂(Ω, θ)/∂(x, v)).
the mean frequency-offset vector is 0.18◦ (see Figure 2).
For a model with an isotropic action distribution, the
misalignment would be 1.28◦, much larger than the mea-
sured value.
I then further constrain the mean frequency offset to
lie along the principal eigenvector of VΩ. Therefore, this
mean frequency offset can be described in terms of a
parameter µΩ = ∆Ω
m/σΩ,1, where σΩ,1 is the square
root of the largest eigenvalue of VΩ and ∆Ω
m is the one-
dimensional mean frequency offset. The sign of µΩ sets
whether we are modeling a leading or a trailing arm. We
can gain insight on good values for µΩ from the sim-
ulation. Figure 4 shows the distribution of frequency
offsets in the direction of the median frequency offset in
the stream. Two fits to this distribution are displayed
in Figure 4. The dashed line is a Gaussian fit to this
distribution, while the solid line is a fit of the form
p(|∆Ω|‖) ∝ |∆Ω|‖N
(|∆Ω|‖|∆Ωm, σ2Ω,1) , (8)
where N (x|m, v) represents a Gaussian distribution for
x with mean m and variance v. The fit is equally
good (because the dispersion is much smaller than the
mean) and I choose the second form because it simplifies
some of the stream-track calculations below. The best-
fit (∆Ωm, σΩ,1) is (0.19, 0.033)Gyr
−1 for both fits. Based
on this information, a model with σv = 0.365 km s
−1 and
µΩ = 6 provides a good fit to the simulation data. The
distribution of frequency offsets in the two-dimensional
space perpendicular to the principal eigenvector of VΩ is
modeled as a zero-mean Gaussian with variance matrix
given by the projection of VΩ onto this space.
Because we expect the typical ∆Ω to scale with the
velocity dispersion of the progenitor, I conjecture that a
constant µΩ can be used for modeling tidal streams of
any (small-ish) velocity dispersion. Further modeling of
simulated streams, however, is necessary to check this
and to find the optimal value of µΩ. In particular, if the
progenitor has internal rotation the action distribution
of the debris and µΩ may be significantly different. Fix-
ing µΩ leaves a single free parameter σv for modeling the
frequency offset distribution of a tidal stream. In model-
ing observed data, this parameter needs to be fit and we
expect it to be proportional to the velocity dispersion of
the progenitor, although this proportionality needs to be
checked more carefully. The discussion in § 5 and Fig-
ure 3 in Sanders & Binney (2013a) demonstrates that
the size of the frequency distribution scales as mass1/3
over more than five orders of magnitude in mass, or
approximately as the velocity dispersion through appli-
cation of the virial theorem and the expression for the
tidal radius as a function of the progenitor mass. Sim-
ilarly, Johnston (1998) successfully modeled streams by
assuming that the scale of the energy distribution in the
stream is proportional to mass1/3. The initial angle dis-
tribution, modeled here as an isotropic Gaussian, has a
characteristic spread σθ which I set here to σθ = 0.003
(= σv/[122 km s
−1]) for the model σv = 0.365 km s
−1;
see above) based on a comparison with the simulation
data, and we likewise expect this spread to scale with
the velocity dispersion of the progenitor.
The fiducial model for a tidal stream in frequency–
angle coordinates proposed here is therefore described
by essentially two free parameters in addition to the pro-
7Fig. 5.— Stream properties as a function of angle along the stream. The top, left panel shows the magnitude of frequency offsets along
the stream. The gray line shows the mean predicted frequency offset calculated using the framework of §§ 3.2 and 4, while the grayscale
bands show the 68% and 95% limits of the predicted distribution. The dashed line shows the angle θ‖ = ∆Ω
m td, angles beyond which
can only be reached by having a larger ∆Ω‖ than average. The top, right panel shows the magnitude of frequency offsets perpendicular
to those in the left panel. The predicted distribution is constant as a function of angle and therefore not shown. The bottom, left panel
shows the angle offset perpendicular to the stream and the grayscale bands show 68% and 95% limits of the predicted distribution of
angle offsets; the white dashed line shows the 68% limit calculated using a simplified method. The bottom, right panel shows the stripping
time. The gray line and grayscale bands again show the mean and 68% and 95% confidence limits of the predicted distribution. While
the “burstiness” related to the energetic stripping at pericenter that is apparent in the simulated data’s distributions is (by design) absent
in the model, the overall scale and the mean trends with angle are well represented by the model.
genitor’s phase-space position: the progenitor’s velocity
dispersion σv and the disruption time td. As shown be-
low, these two parameters are the most important in de-
termining the track of the stream. More sophisticated
models can leave µΩ and σθ as free parameters as well.
In what follows, I will fix these to the values given in the
previous paragraphs. It must be stressed, however, that
all of these parameters here have been fixed “by-eye”,
and better fits might be possible using more quantitative
fit procedures.
4. THE TRACK OF A TIDAL STREAM
In this Section, I discuss how to calculate the track of
a model tidal stream in the generative model described
in § 3. The track consists of the mean location of the
stream as a function of angle along the stream. I also
describe how to estimate the dispersion of the stream
along this track. In § 4.1, I explain how to calculate
the track of the stream in frequency–angle coordinates
as well as how to estimate the spread around this track.
In § 4.2 I discuss how to efficiently project the stream
track and dispersion into position–velocity coordinates
(x,v) or observable coordinates (l, b,D, Vlos, µl, µb).
4.1. In frequency–angle coordinates
In the generative model described above, the direc-
tion of the angle along the stream lies along the princi-
pal eigenvector of VΩ, the variance matrix of the model
∆Ω distribution. We denote the angle in this direction
as θ‖ and the frequency in this direction Ω‖; the two-
dimensional angle- and frequency-space perpendicular to
this direction is denoted as θ⊥ and Ω⊥.
First, we compute the distribution of ∆Ω‖, the fre-
quency offset between stream members and the progen-
itor given the angle offset ∆θ‖ as follows (considering
∆Ω‖ to be positive)
p(∆Ω‖|∆θ‖) =
∫
dts p(∆Ω‖, ts|∆θ‖)
∝
∫
dts p(∆θ‖|∆Ω‖, ts) p(∆Ω‖, ts) ,
≈
∫
dts δ(∆θ‖ −∆Ω‖ ts) p(∆Ω‖, ts) ,
=
1
∆Ω‖
p(∆Ω‖,
∆θ‖
∆Ω‖
) ,
(9)
8Fig. 6.— Illustration of the determination of the average stream track described in § 4. The small black dots in each panel are the points
along the auxiliary orbit at which the Jacobian ∂(Ω,θ)/∂(x, v) is calculated. The large black dots are the corresponding points on the
stream where the track is calculated. The short-dashed line in each panel is the progenitor’s orbit, the long-dashed line is the auxiliary
orbit, and the solid line and dash-dotted lines are the mean track and 2σ dispersion. The daggers (†) indicates the step in this procedure
where the calculation of the mean stream track in (x,v) can be iterated (see text). The offset between the auxiliary orbit and the stream
track is exaggerated for display purposes in all panels; typically the auxiliary orbit is very close to the stream track.
9where in the penultimate step I have approximated the
initial angle distribution as a delta function (as the ini-
tial angle offset is small with respect to the final offset).
This is a fully general expression. For the fiducial stream
model, this can be simplified to
p(∆Ω‖|∆θ‖) ∝ 1
∆Ω‖
p(∆Ω‖) , 0 <
∆θ‖
∆Ω‖
< td .
0 , otherwise .
(10)
Equation (10) shows why I chose to model p(∆Ω‖) as a
Gaussian multiplied with |∆Ω‖|. p(∆Ω‖|∆θ‖) is then
a Gaussian with mean ∆Ωm and variance σ2Ω,1, for
∆Ω‖ > ∆θ‖/td, and zero otherwise. The mean and vari-
ance of such a Gaussian is straightforward to calculate in
terms of error functions. The top left panel of Figure 5
shows the distribution of |∆Ω‖| versus |∆θ‖| (absolute
value in order to show the trailing and leading stream
together) for the simulated stream, as well as the mean
and dispersion calculated from the fiducial model. The
dashed line shows ∆θ‖ = ∆Ω
m td, approximately the an-
gle where the finite disruption time starts to influence
the mean ∆Ω‖ of the stream. The finite disruption time,
≈ 4.5Gyr in this case, of a tidal stream means that for
stream members to have reached very large angle differ-
ences with respect to the progenitor, they must have been
removed at large frequency differences. Around ∆Ωm td,
average stream stars, i.e., those removed with the aver-
age frequency offset, do not have a large enough offset
to reach large angle offsets. Therefore, even though the
average frequency offset does not change much over time
(see Figure 3), the average frequency offset, and there-
fore the average orbit, does change with distance from
the progenitor.
In the fiducial model, the average ∆Ω⊥, and ∆θ⊥ as a
function of ∆θ‖ are zero. Therefore, the average stream
track as a function of ∆θ‖ is entirely specified by the
mean ∆Ω‖(∆θ‖) in the parallel direction and zero off-
sets in the perpendicular directions. This track can be
rotated into the (R, φ, Z) coordinate system using the
eigenvectors of VΩ.
To estimate the spread around the stream track, we
need to calculate the distributions p(∆Ω⊥|∆θ‖) and
p(∆θ⊥|∆θ‖). The former is just the zero mean Gaus-
sian with variance given by the projection of VΩ onto
the direction perpendicular to the stream. The distri-
bution p(∆θ⊥|∆θ‖), however, does depend on ∆θ‖, be-
cause ∆θ⊥ = ∆θ
init
⊥ +∆Ω⊥ts and the distribution of ts
depends on ∆θ‖. Therefore, we first calculate p(ts|∆θ‖).
We can calculate p(ts|∆θ‖) as follows
p(ts|∆θ‖) =
∫
d∆Ω‖ p(ts,∆Ω‖|∆θ‖) ,
=
∫
d∆Ω‖ p(ts|∆Ω‖,∆θ‖) p(∆Ω‖|∆θ‖) ,
≈ p
(
∆Ω‖ =
∆θ‖
ts
) ∣∣∣∣∆θ‖(ts)2
∣∣∣∣ ,
(11)
where in the last step I have again approximated the ini-
tial distribution of parallel angle offsets as a delta func-
tion. The first factor in this equation is given by the
expression given in equation (9) (in general) or in equa-
tion (10) for the fiducial model. The lower right panel
of Figure 5 shows the distribution of stripping times for
members of the simulated stream as well as the mean
and dispersion calculated from equation (11). Similar to
the distribution of ∆Ω‖ as a function of ∆θ‖, the distri-
bution of ts has a kink at the angle offset that can only
be reached by stars that have to have been stripped at
large frequency offsets (that is, larger than average).
We can now also calculate p(∆θ⊥|∆θ‖):
p(∆θ⊥,ii|∆θ‖) =
∫
dts d∆Ω⊥,ii p(∆θ⊥,ii|∆Ω⊥,ii, ts)
× p(∆Ω⊥,ii|ts,∆θ‖) p(ts|∆θ‖) ,
(12)
where ii = 2, 3 for the first and second perpendicular
direction. For the fiducial model, this simplifies to
p(∆θ⊥,ii|∆θ‖) =
∫
dtsN
(
∆θ⊥,ii|0, σ2θ + (ts σΩ,ii)2
)
× p(ts|∆θ‖) ,
(13)
where σΩ,ii is the model frequency dispersion in the per-
pendicular direction (corresponding to the middle and
smallest eigenvalue of VΩ). I have not approximated the
initial angle-offset distribution as a delta function here,
because its width is a significant fraction of that of the
final perpendicular-angle-offset distribution. In the fidu-
cial model, this distribution is the only one of those con-
sidered in this section that requires an explicit integra-
tion. However, we can approximate the distribution by
using the mean ts(∆θ‖) rather than integrating over ts.
The lower left panel of Figure 5 shows the distribution of
perpendicular angle offsets and the grayscale bands show
the dispersion calculated using equation (13); the white
dashed line shows the approximate estimate obtained us-
ing the mean stripping time rather than integrating over
it. This simple estimate agrees well with the exact cal-
culation.
We can then estimate the dispersion around the stream
track, which is useful for getting a sense of the width of
the model stream and to find appropriate integration in-
tervals when marginalizing the stream PDF as discussed
in § 6. At a given angle offset ∆θ‖ we calculate the dis-
persion in ∆Ω‖ from equation (10) and we substitute
this appropriately in VΩ. We can also calculate the dis-
persion in ∆θ⊥ using equation (13). How to estimate
the dispersion in ∆θ‖ near a given ∆θ‖ is more difficult,
and I simply use a dispersion of 1, as the stream typi-
cally spreads out over ≈ 1 radian. We could calculate
the correlation between ∆Ω⊥,ii and ∆θ⊥,ii using similar
equations as those given in the previous paragraphs, but
for a simple estimate we can approximate these as 0.5; I
set the correlation between ∆Ω‖ and ∆θ‖ to zero. While
these estimates are not perfect, they give a reasonable
estimate of the dispersion along the stream track. This
provides an adequate starting point for more precise cal-
culations of the dispersion in § 6.
4.2. In position–velocity coordinates
Having estimated the track of the stream and the dis-
persion around this in frequency–angle space, we can
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Fig. 7.— Simulated stream after 5.011Gyr as a function of Galactic longitude. The top panel shows the stream in Galactic latitude
and the bottom panel shows it in the distance from the Sun. The progenitor is shown as the large gray dot and its orbit as the dashed
lines. The predicted track of the stream is shown as the solid line. Insets show various zoomed-in parts of the stream to show the stream,
progenitor orbit, and predicted stream track up close.
propagate the track to position–velocity coordinates by
inverting the transformation (x,v) → (Ω, θ). I do this
by linearizing the transformation in the vicinity of the
stream along an estimate of the stream track, obtained
using the procedure below, and inverting this linearized
transformation. That this works relies on the stream
being relatively cold (in that σv/Vc ≪ 1) for a few dif-
ferent reasons. First, the track of a cold stream, while
in general offset from the orbit of the progenitor, does
not stray too far from it close to the progenitor, such
that the transformation to frequency–angle coordinates
can be linearized over the range of the stream–orbit off-
set close to the progenitor. Second, cold streams are
essentially one-dimensional, that is, they only spread sig-
nificantly over a single direction. This means that non-
linearity in the (x,v) → (Ω, θ) transformation only af-
fects a single direction. Therefore, we can linearize the
(x,v) → (Ω, θ) transformation along a one-dimensional
grid of points, rather than on a full six-dimensional grid.
Third, the coldness of the stream means that any signif-
icant mass of the full stream PDF is close enough to the
stream track that all frequency–angle calculations can
be performed using the linear approximation along the
progenitor orbit.
Figure 6 illustrates how I linearize the (x,v)→ (Ω, θ)
transformation and use it to propagate the track of the
stream to position–velocity coordinates and to observ-
able quantities (l, b,D, Vlos, µl, µb). The top panel shows
the orbit of the progenitor, an auxiliary orbit, and the
mean stream track in frequency–angle coordinates. Only
the projection onto the parallel direction is shown here.
The auxiliary orbit is determined by converting the mean
stream frequencyΩ = Ωp+∆Ω, where ∆Ω is determined
using the techniques from the previous section, at zero
angle difference with respect to the progenitor to (x,v)
and integrating this orbit. The transformation to config-
uration space is done by linearizing the (x,v) → (Ω, θ)
transformation around (xp,vp) and inverting this trans-
formation. At a small number of points along the auxil-
iary orbit, chosen here to span 1.5 radians, we calculate
the Jacobian ∂(Ω, θ)/∂(x,v). In this Figure this is done
at four points, but for all other figures and calculations in
this paper eleven points are used. Each Jacobian calcu-
lation requires seven frequency–angle calculations, such
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Fig. 8.— Simulated stream velocities as a function of Galactic longitude. Same as Figure 7, but for the stream in heliocentric line-of-sight
velocity Vlos (top panel), proper motion in the direction of Galactic longitude (middle panel), and in the direction of Galactic latitude
(bottom panel). Insets again show various interesting parts of the stream up close.
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that the total number of such computations is less than
100 to adequately model the stream (each computation
involves a single orbit integration, see Appendix A).
We then calculate the stream track in Galactocentric
position–velocity coordinates at the parallel angles for
which we have linearized the frequency–angle transfor-
mation. This is shown in the middle panel of Figure 6.
Similarly, we transform the approximated variance de-
scribed at the end of the previous section to position–
velocity coordinates under the linear approximation. We
can then interpolate the track of the stream between this
small number of points at which it is calculated; this
gives the full track of the stream. In § 6, we require an
estimate of the dispersion around the track at any angle
along the stream (for calculating the marginalized PDF).
We can obtain this from interpolating the estimated vari-
ances at the calculated track points. This interpolation
can be performed practically as follows. We decompose
the variance matrix at each calculated track point into
its eigendecomposition and order the eigenvalues by size.
We then interpolate each of the six eigenvalues using
spline interpolation. The direction of each eigenvector
is interpolated using slerp (Shoemake 1985), which is a
type of spherical linear interpolation. The variance ma-
trix at interpolated track points can then be constructed
from the interpolated eigenvalues and eigenvectors. All
other (x,v)↔ (Ω, θ) calculations can then be performed
by using the closest interpolated track point in (x,v) or
(Ω, θ) and using the calculated Jacobian from the closest
calculated track point.
Finally, we can calculate the stream track in observable
quantities (l, b,D, Vlos, µl, µb) by converting the interpo-
lated track in (x,v) to these coordinates. The disper-
sion at calculated track points is calculated from that
in (Ω, θ) using the appropriate Jacobians and the six-
dimensional dispersion can again be interpolated using
the eigendecomposition. This is illustrated in the bot-
tom panel of Figure 6.
This procedure for propagating the stream track from
frequency–angle space to configuration space works well
when the misalignment between the stream track and a
single orbit is not too large (as is the case for the ex-
ample used throughout in this paper). However, when
this misalignment is large, the auxiliary orbit deviates
significantly from the stream track and the linear ap-
proximations to go from auxiliary orbit to stream track
break down. This can be diagnosed by calculating the
frequencies and angles along the estimated stream track
in configuration space using the algorithm in Appendix A
and comparing it to those of the desired stream track
computed using the methods from the previous section.
When the misalignment is large and the linear approx-
imations break down, these two do not agree (in that
they deviate by much more than the spread in the stream
around the mean track).
We can fix this by iterating the calculation of the
stream track. After the first estimate of the stream track
is obtained using the auxiliary orbit, we can compute
another estimate starting from the previous estimate of
the stream track—now the auxiliary track, because it
is no longer a single orbit—in (x,v) in the same way
as the first estimate was calculated. Thus, we linearize
the (x,v) → (Ω, θ) transformation around points along
the auxiliary track and calculate a new estimate of the
stream track based on the offset in frequency–angle be-
tween the auxiliary track and the desired track. Even for
large misalignments, this procedure converges in a few
iterations (that is, the difference between the calculated
stream track and the desired stream track in frequency–
angle becomes much smaller than the dispersion within
the stream).
The average stream location computed in the manner
described in this section is an approximate track. The
mean stream location, for example, in distance from the
Sun at a given Galactic longitude, can be exactly cal-
culated by marginalizing over the full six-dimensional
stream PDF in (l, b,D, Vlos, µl, µb) over the unobserved
dimensions (b, Vlos, µl, µb). In general this will give a
slightly different stream location, because the stream DF
is not exactly Gaussian. However, it is demonstrated in
§ 6, where I calculate the full stream PDF, that the ap-
proximate mean stream location of this section is suffi-
ciently close to the true average position for all practical
purposes. The same should hold for any cold stream.
Figure 1 shows the simulated stream particles as well
as the stream track calculated in this section in Galac-
tocentric X and Z coordinates. It is clear that the av-
erage stream location tracks the position of the simu-
lated stream. Figures 7 and 8 show the same, but in
observed coordinates (l, b,D, Vlos, µl, µb). These figures
show that the simple fiducial stream model does a good
job of predicting where the stream is located as a func-
tion of Galactic longitude.
5. MOCK STREAM DATA
Using the generative model described in § 3.2, it is
straightforward to draw mock stream data in frequency–
angle space. The three ingredients—time, frequency, and
angle distributions of the debris—allow for mock data to
be generated in four steps. First, a stripping time ts is
sampled from the distribution of stripping times. Second,
a frequency offset ∆Ω with respect to the progenitor is
drawn from the frequency distribution at ts. Third, an
initial angle offset is drawn. Fourth, the initial angle
offset is incremented by ∆Ω ts. This generates the final
frequency–angle coordinates of the mock stream member
(∆Ω,∆θ +∆Ω ts) + (Ωp, θp).
For the fiducial stream model of § 3.3 the procedure
for producing mock data is simplified to sampling a
small number of easy-to-sample distributions. First, ts
is drawn uniformly between 0 and td. Second, ∆Ω⊥ is
drawn from the Gaussian distribution of ∆Ω⊥. The dis-
tribution of ∆Ω‖ is not Gaussian, as it is a Gaussian in
|∆Ω‖| multiplied with |∆Ω‖| over the range ∆Ω‖ > 0.
This distribution is log-concave, that is, the derivative of
its logarithm is negative everywhere, and therefore it can
be efficiently sampled using adaptive-rejection sampling
(Gilks & Wild 1992). The sign of ∆Ω‖ is determined by
whether we are generating a leading or trailing stream.
Third, initial angle offsets are drawn from the Gaussian
distribution of such offsets. The fourth step is as above.
To transform the mock stream in frequency–angle co-
ordinates to position–velocity space, we use the approxi-
mate procedure for this transformation along the stream
track described at the end of the previous section. The
mock stream in (x,v) can then be further transformed to
observable coordinates (l, b,D, Vlos, µl, µb) or any other
similar quantities as desired.
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Fig. 9.— Mock stream data generated from the model. The top
panel shows the same N-body stream as shown in previous figures,
but 1.96Gyr earlier in its evolution. Symbols, lines, and the stream
model are the same as those in Figure 1, except that the model
progenitor phase-space location from Figure 1 has been integrated
backward in time for 1.96Gyr and the model disruption time was
reduced by 1.96Gyr (no other changes were made to the model’s
parameters). The bottom panel shows mock stream data drawn
from the model using the procedures discussed in § 5. The gap
between the leading and the trailing arm is due to the difference in
mean frequency between the arms. Overall, the spatial distribution
of the mock data is very similar to that of the N-body stream.
Figure 9 shows mock data generated for the model of
the simulated stream described in § 3.3. The mock data
in this Figure have been generated 1.96Gyr before the
final snapshot of the simulation (that is, 1.96Gyr before
Figure 1). The model from § 3.3, which was for the final
snapshot, was adjusted to this earlier time by backward
orbit integration of the model progenitor and by revising
the disruption time downward by 1.96Gyr. No other
changes were made to the model. The bottom panel of
Figure 9 shows the mock data generated from the model
in (X,Z), while the top panel shows the simulated stream
data at this time. Overall, the distribution of the mock
and simulated data are similar.
6. THE FULL STREAM PDF
Data on tidal streams typically come in one of two
flavors: data on individual stream members, often with
multiple missing phase–space components, or data de-
scribing the mean position and width of the stream. For
the proper analysis of these kinds of data it is useful to be
able to evaluate the PDF for the stream model described
in this paper and to marginalize over or condition it on
certain dimensions.
The generative model described in § 3.2 corresponds to
the stream PDF in frequency Ω, angle θ, and stripping
time ts
p(Ω, θ, ts) = p(ts) p(Ω|ts) p(θ|Ω, ts) , (14)
where the three factors on the right are specified through
the three ingredients of § 3.2. The PDF in position–
velocity space is then given by
p(x,v, ts) = p(Ω, θ, ts)
∣∣∣∣∂Ω∂J
∣∣∣∣ , (15)
where |∂Ω/∂J| is equal to the Jacobian |∂(Ω, θ)/∂(x,v)|
because |∂(J, θ)/∂(x,v)| = 1. The PDF in ob-
servable quantities (l, b,D, Vlos, µl, µb) can be ob-
tained from p(x,v, ts) by multiplying by the Jacobian
|∂(x,v)/∂(l, b,D, Vlos, µl, µb)|.
The stripping time ts cannot be observed and should
therefore be marginalized over when evaluating the PDF.
One of the great advantages of modeling a stream in
frequency–angle coordinates is that this marginalization
can be calculated analytically for many choices of p(ts)
if p(Ω|ts) ≡ p(Ω). Specifically, for the fiducial model
p(ts) is uniform up to a maximum disruption time td
(see equation [4]) such that we can write
p(Ω, θ)
=
∫
dts p(Ω, θ, ts) ,
= p(Ω)
∫ td
0
dts
1
(2 pi)3/2 σ3θ
× exp

− 1
2 σ2θ

 ∑
R,φ,Z
(∆θi −∆Ωi ts)2



 ,
(16)
where the sum in the argument of the exponential is over
the three components of ∆θi and ∆Ωi. This integral can
be done analytically, resulting in
p(Ω, θ) = p(Ω)
erf(a0) + erf(ad)
4 pi σ2θ |∆Ω|
× exp

− 1
2 σ2θ

 ∑
R,φ,Z
∆θ2i −
(∑
R,φ,Z ∆Ωi∆θi
)2
|∆Ω|2



 .
(17)
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Fig. 10.— Marginalized, conditional p(Z|X) PDFs. The left panel shows the model leading stream (see Figure 1), with the stream track
shown as the solid line, the estimated 2σ width of the stream as the dash-dotted line, and the progenitor orbit as the dashed line. The solid
line in the middle and right panels shows p(Z|X) calculated at the X indicated in the left panel by thick vertical lines; the dash-dotted
line is a simple Gaussian estimate. The upper branch near Z ≈ 5 kpc of the stream is chosen for the middle panel. The right panel shows
an X close to where the stream turns around in X; the PDF has multiple peaks in this case.
In this expression, ∆X2 ≡ (X1−X2)2. The expression in
square brackets is positive by using the Cauchy-Schwarz
inequality. The quantities a0 and ad in this expression
are defined by the following expressions
t˜s =
∑
∆Ωi∆θi
|∆Ω|2 , (18)
a0 =
|∆Ω|√
2σθ
t˜s , (19)
ad =
|∆Ω|√
2σθ
(
td − t˜s
)
. (20)
The time t˜s is the best estimate of the stripping time
for a given ∆Ω and ∆θ. The quantity a0 then serves to
suppress the PDF in case the stripping time is smaller
than zero, i.e., a stream member appears to have been
removed in the future; in this case erf(a0) ≈ −1 and
the PDF goes to zero. Similarly, ad suppresses the PDF
when the stripping time is larger than td, i.e., the stream
member seems to have been stripped before disruption
began. Both of these get a tolerance corresponding to the
initial angle spread. For example, if t˜s is negative, but
so small such that |∆Ω| t˜s ∼ σθ, the PDF is only mildly
suppressed. For stars well within the stream erf(a0) +
erf(ad) ≈ 2.
We can marginalize equation (15) over ts and find that
p(x,v) = p(Ω, θ)
∣∣∣∣∂Ω∂J
∣∣∣∣ . (21)
When evaluating this PDF as a function of (x,v) or as a
function of observable quantities (l, b,D, Vlos, µl, µb) we
calculate frequencies and angles using the approximate,
linear transformation near the stream track as described
at the end of § 4.2. Thus, p(x,v) can be evaluated very
quickly by making efficient use of array operations. In
this approximation the Jacobian |∂Ω/∂J| is constant ev-
erywhere near the track (for a given potential).
We can marginalize the PDF over unobserved direc-
tions, convolve it with uncertainty distributions, or con-
dition it on certain directions using the standard rules of
probability theory; I will refer to all of these as marginal-
izations in what follows, as they all involve integrations
over the PDF. In practice, to perform these marginaliza-
tions it is useful to estimate the extent of the PDF to
define appropriate intervals for efficient numerical inte-
gration. For this we can use the average stream track
and dispersion around it as estimated in § 4. This is
most easily explained through an example. To deter-
mine p(Z|X), the distribution of Galactocentric Z at a
given Galactocentric X , we need to calculate
p(Z|X) = p(Z,X)
p(X)
=
∫
dY dv p(x,v)∫
dY dZ dv p(x,v)
. (22)
Thus, we need to marginalize over (Y,v) in the numer-
ator and (Y, Z,v) in the denominator. Focusing on the
numerator, we find the closest point on the stream track
calculated as in § 4.2 and calculate its six-dimensional
Gaussian approximation. Then we condition this six-
dimensional Gaussian on (X,Z) using the standard rules
of Gaussian conditioning (e.g., Appendix B of arXiv ver-
sion 1 of Bovy et al. 2011) to obtain the approximate
PDF p(Y,v|X,Z). We then evaluate ∫ dY dv p(x,v) by
numerical integration over the, e.g., 3σ range of this
Gaussian; this numerical integration can be performed
efficiently using Gaussian quadrature.
Figure 10 shows such PDFs of p(Z|X) for a few X on
the leading arm of the stream as well as the estimated
Gaussian PDFs determined using the procedure in § 4.2.
It is clear that the average stream location as calculated
in § 4.2 is very close to the actual average location of the
stream in (x,v) and that the estimated dispersion is close
to the true model dispersion. The fact that the estimated
Gaussian in the right panel is only at the highest peak is
by choice; there is an estimated Gaussian dispersion at
the lower peak as well, but it is not shown.
Similar procedures can be followed to evaluate other
projections and marginalizations of the PDF (e.g., p(b|l)
for the observed track of the stream on the sky), to con-
volve the PDF with observational uncertainties, and to
calculate moments of the PDF, e.g., the density and ve-
locity dispersion along the stream. Another example is
shown in Figure 11. This Figure shows the model’s den-
sity as a function of Galactic longitude and compares it
to that of the simulated stream in the final snapshot (i.e.,
that of Figures 7 and 8). The model density here is cal-
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Fig. 11.— Density distribution as a function of Galactic longitude. The smooth solid line shows the fiducial model’s prediction, while the
histogram shows the density along the simulated stream. The simple fiducial stream model can accurately predict the density distribution
along the stream.
Fig. 12.— Same as Figure 1, but for a simulation of a progenitor
with a massMp that is 1, 000 times larger and therefore a velocity
dispersion σpv that is ten times larger. The model used to predict
the stream track (solid line) is the same as that used in Figure 1,
except that the model velocity dispersion σv has been increased by
a factor of ten. The stream spreads over a much larger volume for a
heavier progenitor, but the fiducial model still accurately predicts
its location in phase space.
culated using a Monte Carlo mock stream sample, drawn
as described in § 5, rather than through direct numerical
integration.
7. DISCUSSION
7.1. At what progenitor mass does the framework break
down?
I have illustrated the new framework for modeling tidal
streams using a cold, narrow stream with a progenitor ve-
locity dispersion of only σpv = 1.4 km s
−1 (and a progen-
itor mass of Mp = 2× 104M⊙). For a tidal stream that
is as cold as that, the offset between the progenitor’s or-
bit and the stream track as well as the dispersion within
the stream are small (we expect these relative offsets to
be approximately σv/Vc). Therefore, we can linearize
the (x,v) ↔ (Ω, θ) transformation over the relevant
range of (x,v). The stream dispersion and the stream–
progenitor-orbit offset scale approximately as mass1/3,
such that for streams arising from the tidal disruption of
small dwarf galaxies, we expect the stream–progenitor-
orbit offset to be around 10%. In the fiducial model
and for the simulated stream used in this paper, the
internal frequency dispersion in the stream is six times
smaller than the stream–progenitor-orbit offset. There-
fore, bridging the latter with a linearized frequency–angle
transformation is the more stringent constraint.
To test whether the framework presented applies to
streams arising from the tidal disruption of small dwarf
galaxies, I have run the same simulation as that described
in § 3.1, but for a progenitor mass of Mp = 2 × 107M⊙
and a velocity dispersion of σpv = 14 km s
−1. The tidal
radius of this progenitor is 0.69 kpc and I use a softening
parameter of 14 pc in this case. The final snapshot of
this simulation in Galactocentric X and Z coordinates is
shown in Figure 12. I predict the stream track for this
simulated stream by taking the same fiducial model as
described in § 3.3, except that the model velocity dis-
persion σv is increased by a factor of ten. This track is
shown in Figure 12.
It is clear from Figure 12 that the fiducial model as
well as the action–angle approximations used in this
paper still work for heavier progenitors with masses
≈ 107M⊙. Similar experiments with progenitors with
masses ≈ 108M⊙ show that the framework presented
here can model the tidal streams produced by such
heavy progenitor’s as well. When the stream–progenitor-
orbit becomes so large that the assumption of a linear
(x,v) ↔ (Ω, θ) transformation becomes invalid, we can
improve the calculation of the stream track by iterating
the procedure to calculate the stream track as described
in § 4.2 and illustrated in Figure 6. With this proce-
dure, streams originating from progenitors up to masses
of 109M⊙ should be able to be modeled with the frame-
work presented in this paper.
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Above Mp = 109M⊙ the effects of dynamical fric-
tion, the dwarf galaxy’s gravity, and non-linearity in
the J → Ω transformation are expected to start af-
fecting the structure and location of the stream (e.g.,
Sanders & Binney 2013a). Therefore, streams originat-
ing from the heaviest dwarf satellites will have to be mod-
eled with more intricate means.
7.2. Dynamical fitting
There are multiple existing methods for fitting data
on tidal streams with models for the Milky Way poten-
tial. However, none of these allow for the likelihood of a
model to be evaluated using a well-defined generative
model (e.g., Pen˜arrubia et al. 2012; Sanders & Binney
2013b; Price-Whelan & Johnston 2013). The only ex-
ceptions to this are orbit-fitting methods, but these use
a faulty generative model (see below), and the method of
Varghese et al. (2011). The latter is in many ways sim-
ilar to the method proposed here, in that it calculates
the stream track and uses this as the basis of the stream
inference. They calculate the track directly in position–
velocity space by orbit integration of stream members
released at the Lagrange points. However, they do not
relate the observed width of the stream to the velocity
dispersion of the progenitor—and thus the location of the
Lagrange points and the position of the track—which is
therefore only weakly constrained and has to be assumed.
In general, it is straightforward to write down generative
models of tidal streams in position–velocity space by sub-
stituting our initial offsets (∆Ω,∆θ) by similar offsets
(∆x,∆v) and integrating both the progenitor and off-
set stream members forward in time. However, evaluat-
ing such models when fitting observational data requires
large numbers of orbit integrations to marginalize over
stripping time (which cannot be performed analytically
in this case) and missing phase–space dimensions. Thus,
any such method will likely be orders of magnitude slower
than the method put forth here.
The forward model of this paper is superior to other
stream-fitting methods in that it allows easy marginal-
ization over missing or noisily measured phase–space co-
ordinates. The obvious exception to this is orbit fitting,
which as a purely one-dimensional model is easy to inte-
grate over. However, orbit fitting likely produces biased
results as streams do not delineate single orbits over their
full angle widths. The fiducial model I propose in this
paper allows for a straightforward replacement of orbit
fitting, at the expense of adding two extra parameters, σv
and td, in addition to the six-dimensional position of the
progenitor. The orbit in orbit fitting then gets replaced
by the stream track, calculated as in § 4. To constrain σv
and td it is necessary to also use the observed width and
length of the stream. While cold streams are typically
too narrow to be resolved in D or any of the velocity
components, the observed width of the stream’s sky pro-
jection can be measured and used as a constraint. Future
high-resolution spectroscopic data, µas-level astrometric
data, or percent-level distances for standard candles may
allow the width and structure of tidal streams to be re-
solved and provide further constraints on the generative
model. The switch from orbit fitting to stream-track fit-
ting comes at the expense of ≈ 100 orbit integrations
for each model rather than a single integration. If the
progenitor is unknown we also need to marginalize over
whether we are seeing a leading or a trailing stream.
The dynamical framework proposed here can be used
in situations where fitting a stream track is insufficient,
for example, when high-quality data in some dimensions
on individual stars are available. Many of the approaches
in the literature do not require a model progenitor po-
sition. This includes methods that attempt to minimize
the spread of orbital energies or actions in the stream
(e.g., Binney 2008; Pen˜arrubia et al. 2012, Sanderson
et al., 2014, in preparation) as well as the method of
Sanders & Binney (2013b), which constrains the poten-
tial by requiring angle differences in the stream to lie
along the same direction as frequency differences (see
equation 17 and subsequent discussion). These meth-
ods require good measurements of the phase–space co-
ordinates of stream members, or at the very least, some
measurement of all of the six phase–space coordinates
(although the latter can be relaxed when excellent mea-
surements of the line-of-sight velocity along the stream
are available; Binney 2008). If such high-quality data are
present, these methods can provide good initial guesses
for the PDF of potential parameters that fit a stream,
which can subsequently be used in a more thorough ex-
ploration of the PDF and structure of the stream using
the framework of § 6. That these methods work also
goes to show that the progenitor parameters—phase–
space position, σv and td—are not that important for
the constraints on the gravitational potential.
The probability in equation (17) incorporates and elu-
cidates commonly used methods for fitting tidal streams.
On the one hand are approaches that search to mini-
mize the spread in energy, integrals of the motion, or ac-
tions (e.g., Binney 2008; Pen˜arrubia et al. 2012, Sander-
son et al., 2014, in preparation). These approaches
ignore the correlations between actions and angles in
the stream and only use p(Ω); finding the gravitational
potential that minimizes the spread in frequencies (or
equivalently, actions) optimizes p(Ω). Recently, a new
method was proposed that only uses the correlation be-
tween the actions and the angles, expressed by the ex-
ponential in equation (17) (Sanders & Binney 2013b);
this method does not use the fact that the spread in ac-
tions in a tidal stream is small (expressed by p(Ω)), but
only uses the fact that the angles and actions/frequencies
are highly correlated. Approaches that require stream
members to re-unite with the progenitor when inte-
grating their orbits backward in time (Johnston et al.
1999; Price-Whelan & Johnston 2013) use the full PDF
(expressed in position–velocity space), but cannot be
marginalized over unobserved or noisy phase–space di-
mensions as easily.
After this paper first appeared, Sanders (2014) pre-
sented a similar tidal-stream model in frequency–angle
space as that proposed here. It employs the algorithm of
Sanders (2012) for estimating the frequencies and angles
by approximating the gravitational potential as a Sta¨ckel
potential in the orbital volume covered by the stream.
The Sta¨ckel approximation does not perform well for the
eccentric orbits that streams are typically on (Sanders
2012) and the noise induced by the approximation is
significant compared to the internal dispersion around
a stream’s track, especially for cold streams. Sanders
(2014) focuses on constraining the gravitational potential
using the generative frequency–angle model and demon-
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strates that his model, which is essentially the same as
that proposed here, is able to recover the parameters of
the potential for a GD-1-like stream.
7.3. Constraining progenitor properties with stream
kinematics
The generative model for a tidal stream proposed here
also connects the dynamics of the stream, in particular
its average track and the dispersion around this track, to
the properties of the progenitor. Primarily, we can con-
strain σv, which is proportional to the velocity disper-
sion or mass1/3 of the progenitor (see Sanders & Binney
2013a), from the observed width of the stream, even if the
stream’s sky projection is the only projection for which
we can resolve the stream. Further N -body simulations
are necessary to characterize the exact relation between
the σv parameter and the velocity dispersion of the pro-
genitor and to determine the importance of the cluster’s
internal structure, primarily its concentration, in deter-
mining σv.
Our calculation of the mean stream orbit as a function
of angle along the stream also points the way to determin-
ing the location of an “orphan” stream’s progenitor (an
orphan stream is a stream for which the progenitor is not
known). This requires high-quality data that allows the
average orbit as a function of position along the stream
to be determined. If this can be done, then the observa-
tion of a steady change in the mean orbit followed by a
plateau indicates that the progenitor lies in the direction
of the plateau. The change in the mean orbit along the
stream is a function of the mean orbit offset (∆Ωm in the
direction of ∆Ω‖), the dispersion in orbit offsets (σΩ,1 in
∆Ω‖), and the disruption time td. The first two of these
can be measured from the width of the stream and the
plateau in the mean orbit as a function of stream posi-
tion. The disruption time td can then be measured from
the change in mean orbit at the end of the stream. With
all of the parameters of the forward model measured, we
can extrapolate the stream backward to the progenitor
position. Similarly, we can extrapolate a leading stream
to its trailing counterpart, if this is unknown (and vice
versa).
While determining the mean orbit as a function of po-
sition along the stream requires high-quality data, this
should be achievable in the near future. We can average
or “stack” noisily measured phase–space coordinates in
small segments of the stream to determine high quality
average phase–space positions and use these instead of
data on individual stream stars. These considerations
show that further observations of members of the GD-
1 and Orphan streams would be highly informative for
determining the location or fate of their progenitors.
7.4. Baseline models for stream-gap finding
Besides allowing for sensitive measurements of the
Milky Way’s large-scale gravitational potential through
the wide arcs traced by tidal streams, their structure on
smaller scales is also sensitive to more subtle features of
the halo’s density distribution. In particular, the pertur-
bations from dark–matter subhalos orbiting within the
Milky Way’s halo can have the effect of removing stars
from small segments of a tidal stream (Yoon et al. 2011;
Carlberg 2012). Thus, the small-scale density structure
of tidal streams can be used to constrain the subhalo
mass function at the high-mass end (M & 105M⊙). This
holds a great promise for testing the basic predictions of
dark–matter clustering in the ΛCDM framework and for
shedding light on galaxy formation in the smallest galax-
ies in the Universe.
Tidal streams, even in the absence of perturbations
from orbiting dark–matter subhalos, are not entirely
smooth as the effects of the preferential stripping at peri-
center and orbital dynamics can create over- and under-
densities along the observed stream track (see Figure 3;
Ku¨pper et al. 2010). These effects can lead to spurious
detections of gaps in streams that provide a source of
noise in measurements of gaps due to substructure in
the halo (Ngan & Carlberg 2014).
The generative stream models proposed in this pa-
per can be useful for generating tailor-made background
models for stream gap-finding algorithms. The gener-
ative model allows for the density along the stream to
be predicted quickly for a given progenitor orbit and
distribution of stripping times. The example given in
Figure 11 using the simple fiducial model shows that
this works well. However, the fiducial model assumes
a uniform distribution of stripping times rather than
bursts at pericenter passages, and therefore it cannot
fully model the under- and over-densities along the
stream (e.g., “feathering” due to epicyclic overdensities;
see Ku¨pper et al. 2010) in detail. The mock-stream-
generation algorithm given in § 5 works almost as sim-
ply for more complicated models of the stripping process
(e.g., a bursty distribution of stripping times and more
energetic stripping at pericenter; Johnston 1998) and it is
therefore straightforward to produce more realistic mod-
els of the small-scale density structure of observed tidal
streams. These background models will allow more sensi-
tive detections of substructure due to halo substructure.
8. CONCLUSION
I have presented a new method for modeling the dy-
namics of tidal streams, making extensive use of action–
angle variables. This new framework consists of simple
models for the disruption of a star cluster in frequency–
angle space coupled with a novel method for calculat-
ing action–angle variables for any orbit in any potential.
The model is a generative model, meaning that it can be
used to sample mock stream data and evaluate the likeli-
hood of different models for observed tidal stream data.
I have described fast methods for calculating the mean
location of the stream in various coordinate systems, for
estimating the dispersion of the stream and relating it
to the velocity dispersion or mass of the progenitor, and
for marginalizing the stream likelihood over noisily or
entirely unobserved dimensions of phase space.
The framework allows for the proper analysis of data
on tidal streams by taking into account all the relevant
dynamical effects, most notably the stream–single-orbit
offset. As such, it should be immediately useful for
the proper analysis of data on the GD-1 (Koposov et al.
2010), Orphan (e.g., Sesar et al. 2013), Pal 5, and other
streams. The ability to quickly marginalize the model
over unobserved dimensions will also prove highly use-
ful when Gaia data for these streams become available
in the near future. The new framework also provides a
straightforward way to generate mock stream data that
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is useful for detecting anomalies in the structure of tidal
streams, such as those that can be caused by fly-bys of
dark–matter subhalos.
Besides being a practical tool for proper stream fitting,
the framework presented here also clarifies the relation
between the stream, the potential, and properties of the
progenitor. I have discussed how we can relate the prop-
erties of a stream to those of its progenitor, potentially
allowing for the unknown progenitor of streams such as
GD-1 or the Orphan stream to be located. Further inves-
tigations of the dynamics of cluster disruption and tidal-
stream generation for different progenitor orbits, a larger
and more realistic set of potentials, and different progen-
itor structures will be necessary to perfect the models in
frequency–angle space proposed here and to parameter-
ize the mapping between model parameters and actual
progenitor properties.
The full modeling and action–angle framework pre-
sented here is available as part of the galpy Galactic Dy-
namics code4 (J. Bovy, 2015, in preparation). A tutorial
on how to use this code is given at
http://galpy.readthedocs.org/en/latest/streamdf.html .
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APPENDIX
AN EFFICIENT, GENERAL METHOD FOR CALCULATING ACTION-ANGLE COORDINATES USING ORBIT
INTEGRATION
The wide-spread use of action–angle coordinates, in many ways the natural coordinates for studying the orbital
structure of galaxies, in dynamical modeling has been frustrated by the difficulty in calculating the transformation to
and from these coordinates, (x,v) ↔ (J, θ). The most general method for calculating the transformation (J, θ) →
(x,v) is provided by torus modeling (McGill & Binney 1990). In the context of modeling observational data, computing
the transformation (x,v) → (J, θ) is more important and the most general method consists of iteratively inverting
the torus modeling (McMillan & Binney 2008), which is computationally expensive. Recently, progress has been
made in computing (x,v) → (J, θ) for Milky-Way-like potentials by either implicitly or explicitly approximating the
gravitational potential as a Sta¨ckel potential (Binney 2012; Sanders 2012), which allows action–angle coordinates to
be computed with percent-level errors for moderately eccentric orbits. However, these methods break down for orbits
with radial and/or vertical actions of a similar magnitude as the angular momentum—that is, orbits that feel the
gravitational potential over a volume large enough that the Sta¨ckel approximation fails. This is especially problematic
for the orbits of stars in tidal streams, as the progenitors of tidal streams are typically on quite eccentric orbits (e.g.,
Sanders & Binney 2013a).
Recently, Fox (2012) has suggested a new method for calculating J(x,v) inspired by torus modeling. This method
requires only a single orbit integration and allows the actions to be calculated accurately and as precisely as desired
(that is, a convergence criterion can be applied and convergence can be attained). I describe the Fox method briefly
here, discuss how it can be simplified, and then show how to extend it to also calculate the frequencies and angles:
(x,v)→ (Ω, θ).
As in torus modeling, the method of Fox (2012) uses an auxiliary isochrone potential ΦA that should be close to
the target potential Φ for which the action–angle coordinates should be calculated (a precise definition of “close” will
be given below). The discussion here focuses on loop orbits; for box orbits an auxiliary harmonic oscillator potential
can be used. Actions and angles (JA, θA) calculated in the auxiliary potential can be related to those in the target
potential (J, θ) by a generating function that can be written as (McGill & Binney 1990)
S(θA,J) = θA · J+ 2
∑
n>0
Sn(J) sin(n · θA) , (A1)
where the n > 0 sum is over the integer three-dimensional half-space that excludes the origin and the Sn are functions
of the target actions that are to be determined. The canonical transformation corresponding to this generating function
is
J
A =
∂S(θA,J)
∂θA
= J+ 2
∑
n>0
nSn(J) cos(n · θA) , (A2)
and
θ =
∂S(θA,J)
∂J
= θA + 2
∑
n>0
∂Sn(J)
∂J
sin(n · θA) . (A3)
4 Available at http://github.com/jobovy/galpy .
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Fig. 13.— Action–angle calculations using an orbit-integration-based method. The left panel shows the cumulative mean of the radial
actions calculated in an auxiliary isochrone potential calculated along the orbit of the progenitor used in the main body of this paper. The
color-coding corresponds to the radial angle (calculated in the isochrone potential) along the orbit. The time is in units of 35.56Myr and
the radial action is normalized by its value at t = 200. The right panel shows the radial and vertical angles calculated in the auxiliary
isochrone potential, with color-coding corresponding to the azimuthal angle. The wiggles in the angles are due to the isochrone potential
not being the correct potential, but these wiggles are fit and removed to calculate the true angles.
For axisymmetric potentials Jφ ≡ LZ , such that all Sn = 0 when nφ 6= 0 in the above equations. For axisymmetric
potentials we therefore only need to consider θAR and θ
A
Z .
The Fox method consists of averaging equation (A2) over the three-dimensional torus θa covered by the orbit, such
that the mapping defined by the Sn is onto orbital tori of the target Hamiltonian, the oscillating cosine behavior
cancels, and the target actions are obtained as the auxiliary-angles-averaged auxiliary actions. Performing these three-
dimensional integrals is difficult, because it is necessary to approximate the three-dimensional volume dθA from a
one-dimensional set of points along the integrated orbit. Here I show that the three-dimensional integrals over θA can
be simplified for non-resonant orbits to one-dimensional integrals over one of the auxiliary angles along the path of
the orbit. This significantly simplifies the calculations, especially of Jφ and JZ (see below). That is, we integrate over
equation (A2) as ∫
dθAi J
A
i =
∫
dθAi Ji + 2
∑
n>0
nSn(Ji)
∫
dθAi cos(n · θA) , (A4)
where the integral is over auxiliary angles calculated on the path of the orbit in the target potential. The factor
nSn(Ji) comes out of the integral as the target actions are conserved along the orbit. In this Equation, we integrate
over the angle coordinate θAi associated with the action Ji that we want to compute (that is, θR for JR and so on). This
is because of the factor n: the condition n > 0 means that when calculating JR there are terms with n = (nR, 0, 0),
which would not cancel according to the argument below when integrating over θZ . For non-resonant orbits and after
a long-enough orbit integration, the angles can be considered to be independent (that is, the orbit “fills its torus”),
such that we can write (for example, for θR)∫
dθAR cos(n · θA) = Re
[∫
dθAR exp(−in · θA)
]
,
≈ Re
[
exp(−i nφ θAφ − i nZ θAZ )
∫
dθAR exp(−i nR θAR)
]
.
(A5)
As long as the auxiliary angle θAR goes through the full range 0 to 2pi along the orbit, the oscillatory behavior integrates
to zero and equation (A4) simplifies to
Ji =
∫
dθAi J
A
i∫
dθAi
, (A6)
that is, the target action is obtained by averaging the auxiliary action over the auxiliary angle.
The left panel of Figure 13 shows a running average of the radial action calculated using equation (A6) along the
orbit of the progenitor in the simulation used in the main body of this paper. The time in this figure is in units of
35.56Myr, so the orbit is integrated for a total of 7.11Gyr. The auxiliary isochrone potential has a scale parameter
of 6.4 kpc. After a few radial periods, the radial action quickly converges with a remaining oscillatory behavior that
is primarily a function of the radial angle, but that becomes smaller over time. With longer integrations and shorter
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time-steps, the radial action can converge to any desired tolerance. The duration of the orbit integration shown in
this figure is what is typically used in this paper and gives a precision of ≈ 2% in the actions.
Given the orbit integration already performed for calculating the actions, we can use equation (A3) to calculate the
frequencies and angles corresponding to the point (x,v) (this procedure is similar to that used in McMillan & Binney
2008). We first re-write equation (A3) in terms of the angle at time zero and the frequencies
θ = θ(t = 0) +Ω(J) t = θA + 2
∑
n>0
∂Sn(J)
∂J
sin(n · θA) . (A7)
This is a linear system of equations for each point along the orbit with unknowns θ(t = 0), Ω(J), and the functions
∂Sn(J)
∂J . For a finely integrated orbit, this system is highly over-constrained (at least when the number of expansion
terms is small) and its solution can be found by simple linear algebra for any desired number of expansion terms
sin(n · θA). For extra stability, I integrate the orbit both forward and backward in time, such that the desired angle
θ(t = 0) is at the center of the dependent variable t.
The right panel of Figure 13 shows the auxiliary radial angle versus the auxiliary vertical angle along the orbit
for the progenitor used in the main body of this paper. The periodic behavior in the angles is removed before the
linear fit described in the previous paragraph, which is shown in this figure. It is clear that the contribution of the
oscillatory terms sin(n · θA) is small, such that a small number of expansion terms is sufficient (I limit the terms in
this axisymmetric case to nR < 4 and nZ < 4).
The method described here is completely general and the only obstacle to using it is that a sufficiently close isochrone
potential has to be supplied. Sufficiently close means specifically that the auxiliary angles have to go through the full
range of 0 to 2pi along the orbit in the target potential. Whether they do or not is easy to check and I have found
that with limited trial and error a good enough isochrone potential can be determined quickly for Milky-Way-like
axisymmetric potentials in regions where the flattening is mild (i.e., in the halo). Whether this method works near
the plane of the disk where the potential is strongly flattened remains to be checked, although the fact that disk
orbits are close to circular makes the details of the auxiliary potential unimportant. Similarly, the method should be
tested in more detail for triaxial potentials as well. For analyzing stream data, the necessity of this trial-and-error
determination of the auxiliary potential does not pose a practical problem, as all of the stream stars are on very similar
orbits. Therefore, the same auxiliary potential can be used for all action–angle calculations for a given potential and
for different potentials as well, as long as they are not too different. More widespread use of this technique may require
automated methods for determining a good auxiliary potential. In the unlikely circumstance that no good auxiliary
isochrone potential can be found, the method discussed here can also be used with other auxiliary potentials for which
the actions and angles can be calculated, such as other spherical potentials or the family of Sta¨ckel potentials. This
will, however, add a non-negligible amount of computation for the necessary numerical integrations.
After this paper appeared, a similar technique for calculating actions, frequencies, and angles was presented by
Sanders & Binney (2014). Their technique fits for the coefficients of cos(n · θA) in equation (A2) to obtain the actions
(similar to how we obtain the frequencies and angles here) rather than just averaging the auxiliary actions as in
equation (A6). They also include a discussion of how to handle box orbits and a more detailed procedure for finding a
good auxiliary potential. They explicitly and in detail demonstrate that this new procedure for calculating action–angle
coordinates works well for triaxial potentials.
The action–angle method described in this Appendix is implemented in the galpy Galactic dynamics code.
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