Abstract-In this correspondence, we identify the common underlying form of the capacity expression that is applicable to both cases where causal or noncausal side information is made available to the transmitter. A genie-aided outerbound is developed that states that when a genie provides bits of side information to a receiver the resulting capacity improvement cannot be more than bits. Using the genie-bound we are able to bound the relative capacity advantage of noncausal side information over causal side information for both the single user point-to-point channel as well as the multiple-access channel (MAC) with independent side information at the transmitters. Applications of these capacity bounds are demonstrated through examples of random access channels. Interestingly, the capacity results indicate that the excessive MAC layer overheads common in present wireless systems may be avoided through coding across multiple-access blocks. It is also shown that even one bit of side information at the transmitter can result in unbounded capacity improvement.
I. INTRODUCTION
Characterizing the capacity of reliable communication between a transmitter and a receiver in the presence of side information is a problem as old as information theory itself. Starting with Shannon's characterization of the capacity with causal side information [1] and Kusnetsov and Tsybakov's seminal work [2] on coding for computer memories with defective cells that lead to a general characterization of capacity with noncausal side information by Gel'fand and Pinsker [3] , the theory of communication with side information has evolved as a dichotomy between the two cases of noncausal side information and causal side information. Capacity results with noncausal side information were generalized to the case of rate limited side information by Heegard and El Gamal [4] and more recently by Rosenzweig et al. [5] for single user communication and by Cemal and Steinberg [6] for the multiple-access channel (MAC) . Study of noncausal side information has lead to interesting duality relationships such as that between source coding and channel coding with side information [7] as well as the duality between the Gaussian multiple-input-multiple-output (MIMO) broadcast channel (BC) and MAC [8] - [10] . In addition to data storage [2] , [4] and data-hiding/watermarking/steganography [11] these results have found applications on Gaussian channels with additive Gaussian interference [3] , [12] - [14] recently leading to the determination of first the sum capacity [9] , [10] , [15] , [16] and then the entire capacity region for the MIMO broadcast channel [17] - [19] . The case of causal side information has been studied separately by researchers [1] , [20] - [23] . The original capacity result due to Shannon [1] requires coding over an extended alphabet of mappings from the channel state to the input alphabet. Caire and Shamai [21] showed that when the side information at the transmitter is a deterministic function of the side information available to the receiver, capacity achieving codes can be constructed directly on the input alphabet. The capacity of the time varying MAC with causal side information was explored by Das and Narayan [22] and more recently by Kim and Sigurjonsson [23] .
With the availability of all the above mentioned capacity results on causal and noncausal side information, there is a need to develop a unified view of communication with side information. A unified view would allow us to relate, combine and extend the existing results to new applications. In this paper, we approach this objective through the following questions: 1) Common Framework: What is the fundamental connection between the capacity characterizations with causal and noncausal side information at the transmitter? 2) Value of a bit of side information: What is the maximum possible capacity improvement with n bits of any kind (causal, noncausal, memoryless or correlated) of side information provided by a genie to the transmitter/receiver? 3) Noncausal versus Causal: What is the relative capacity advantage of noncausal side information over causal side information? 4) Multiple users: Finally, how do the causal and noncausal capacity characterizations extend to multiple user channels? In this work we focus on both causal and noncausal side information, the relationship between them, and their extensions to multiuser communications, in particular the MAC. Our interest is in general capacity expressions with finite states. Specialized expressions for AWGN or fading channels may be obtained as special cases from these general expressions, subject to input distribution optimizations.
II. BACKGROUND AND CHANNEL MODEL
The channel is a discrete memoryless channel (DMC) with message W , input Xi, output Yi, state Si, transmitter side information S T ;i and receiver side information S R;i so that P (S n ; S n T ; S n R ) = 5 n i=1 P (Si;ST;i; SR;i) and P (Y n j X n ; S n ) = 5 n i=1 P (Yi j Xi; Si).
The only difference between the causal and noncausal side information cases is that with causal side information the input to the channel at time i can only depend on the present and past states but not the future states, X i (W; S i T ), whereas with noncausal side information all inputs can depend on the entire state sequence X i (W; S n T ). Notice that for the receiver it does not matter if the side information is made available causally or noncausally. This is because the receiver can wait till the end of transmission to decode the message. Fig. 1 illustrates the two scenarios. Probability of error, achievable rates and the capacity of this channel are defined in the standard sense [21] , [24] .
For noncausal side information at the transmitter, the single user capacity is known to be [2] - [4] C noncausal = max P I(U; Y ) 0 I(U; ST ) (1) where P noncausal = fP(U; X j S T ) = P (U j S T )P(X j U; S T )g. note that the availability of side information at the transmitter is helpful in that the transmitter can match its input to the channel information by picking the input alphabet U; X conditioned on S T , as opposed to (2) where the input cannot be matched to the channel state. However, the benefit of matching the input to the channel state comes with the cost of the subtractive term in (1), i.e., I(U ; S T ) which can be interpreted as the overhead required to communicate to the receiver, the adaptation to the channel state at the transmitter. For the case where the side information is available at the transmitter only causally, the capacity expression has been found by Shannon as [1]
where T is an extended alphabet of mappings from the channel state to the input alphabet. The capacity expressions (1), (2), (3) explicitly account for side information at the transmitter. Side information at the receiver, S R , is easily incorporated into the same expressions by replacing Y with (Y; SR) in the corresponding expressions. We start by finding a common form for the causal and noncausal cases.
III. RELATING CAPACITY WITH CAUSAL AND NONCAUSAL SIDE INFORMATION
Comparing the noncausal case (1) with the causal case (3) the two capacity expressions are in different forms so that their relationship is not obvious. We start by making the relationship clearly apparent by representing the causal case in a different form, comparable to (1) . The following result has also been observed and derived independently in parallel work by [23] and [6] . with P noncausal = fP(U; X j ST ) = P (U j ST )P (X j U; ST )g P causal = fP(U; X j ST ) = P (U )P (X j U; ST )g
In the noncausal case, the choice of U can be made conditional on the channel state S T . In the causal case U is picked independent of S T . This makes the subtractive term equal to zero for the causal case. In both cases, it suffices for the optimal input symbol X to be just a function of U; S T , i.e., P (X j U; S T ) is either 0 or 1.
Sketch of Proof:
[Converse] Achievability of the capacity expression with causal side information is straightforward. Interestingly, the converse allows a very simple proof, as follows. Starting with Fano's inequality, nR I(W ; Y n ; S n R ) + n n (4)
where (7) follows because the current output is independent of the past outputs, conditioned on all the past inputs. U i = (W; S i01 T ) is the auxiliary random variable, independent of current channel state ST;i.
The capacity expression (1) has been shown [7] , [25] to be the common form of single user capacity for all four cases of noncausal side information as well as the corresponding cases for rate-distortion. In other words, for the capacity problem, whether the noncausal side information is available at the transmitter, the receiver, both, or neither, the capacity expression has the common form I(U ; Y; SR)0I(U ; ST ). The only difference is in the constraints on the distribution of the auxiliary random variable U , the input alphabet X and the state variable S. Thus, combining the results of [7] , [25] with the common expression obtained above we find that the expression I(U ; Y; S R ) 0 I(U ; S T ) is indeed the common expression for not only all cases of noncausal side information but also for causal side information as well. Investigating the relationship between causal and noncausal information further, we notice that the two capacities are the same if the transmitter side information is also available to the receiver. While the observation follows directly from known results [21] , [26] , [27] , for the sake of completeness we present a brief sketch of the proof that explicitly equates both cases.
Observation: (Relationship between causal and noncausal side information capacity) If the side-information at the transmitter is a deterministic function of the side-information at the receiver, i.e., if S T = f(SR), then capacity with causal side information is equal to the capacity with noncausal side information.
Capacity achieving codes, in both cases, can be constructed directly on the input alphabet and the auxiliary random variable U is not required [21] , [26] , [27] . Proof:
where the last equality follows from the results of [21] for causal side information. Thus, if the side information at the transmitter is a deterministic function of the side information at the receiver, then capacity with noncausal side information is the same as the capacity with causal side-information. Next we investigate the value of side information through capacity bounds.
IV. GENIE BITS AND THE VALUE OF SIDE INFORMATION
In this section, we answer the question: what is the maximum capacity gain that can result from a fixed number of bits of side information? For example, suppose a genie provides a fixed number of bits of side information G to the transmitter or the receiver per channel use.
There are no constraints on the genie provided side information, i.e., it could be causal, noncausal, temporally correlated, or independent and indentically distributied (i.i.d.). A fundamental question is whether the increase in capacity, CG 0 C, due to a fixed number of genie bits is bounded and if so, then what is the maximum capacity benefit. The following results show that transmitter and receiver side information are fundamentally different in their potential capacity advantages.
A. Receiver Side Information Theorem 1:
The maximum possible capacity improvement due to the availability of receiver side information is bounded by the amount of the side information itself.
Proof:
where the sup is over the multiletter distributions of allowed input strategies. CG is the capacity with the side information provided by the genie, C is the capacity without the side information and 1C, the capacity improvement, is bounded by the entropy rate H(G). In other words, if the genie provides one bit of side information per channel use, the capacity benefit 1C = C G 0 C cannot be more than 1 bit, regardless of the kind of side information.
B. Transmitter Side Information Theorem 2:
The maximum possible capacity improvement from a fixed number of genie bits (per channel use) of side information is unbounded, even if the side information is causal.
Proof: The proof is in the form of the following example. Consider the channel with input alphabet X 2 X = f0; 1; 2; 111 ; 2N 01g, output alphabet Y 2 Y = X [ fg where is the erasure symbol, and i.i.d. state sequence drawn from the alphabet S 2 S = f0; 1g. The input output relationship is given by Y = X; when X + S is even ; when X + S is odd. In simple words, when the channel state is S = 0, the channel conveys even inputs noise-free and erases odd inputs. Similarly, when the channel state is S = 1, the channel conveys odd inputs noise-free and erases even inputs. The channel state S is unknown to the receiver.
Suppose the genie provides one bit of side information in the form of G = S to the transmitter every channel use. With perfect knowledge of S at the transmitter, the capacity of this channel is clearly CG = log(N + 1) where N + 1 is the number of distinct outputs that can be affected by the transmitter. On the other hand, with no state information at the transmitter the optimal input distribution is uniform on X , the corresponding output distribution is Y = ; with probability 1 2 i; with probability The capacity benefit of one genie bit therefore is CG 0 C = log(N + 1) 0 1 2 log(N) 0 1 2 1 2 log(N) 0 1 2 which is unbounded, i.e., goes to infinity as N goes to infinity. Notice that C G is obtained with only causal side information at the transmitter.
Thus, the example shows that the capacity benefit of one bit of side information at the transmitter can be unbounded even when the side information is causal. The contrasting potential capacity benefits of side information are summarized in Fig. 2 .
While we have shown that, in theory, unbounded capacity improvement can result from a finite amount of causal side information at the transmitter, it is not clear how such side information and the associated capacity benefits can be obtained in practice. For practical systems, side information at the transmitter is often obtained through a feedback channel from the receiver. However, it is well known that for a DMC, even if all the past channel outputs obtained at the receiver are made available to the transmitter through a noise and delay free feedback channel, the capacity is unaffected. Thus, the unbounded potential capacity benefits of causal side information are in sharp contrast with the zero capacity benefit of causal feedback for a DMC. The key to reconciling these results lies in the definition of causal in both cases. While causal side information allows the transmitter knowledge of the current channel state, causal feedback allows information only about the past channel outputs. For a memoryless channel past outputs do not provide any information about the current channel state. In the example considered above, causal feedback of the channel outputs will provide the transmitter precise knowledge of all the past channel states, but no information about the present channel state. Thus, the timing of the side information at the transmitter can make the difference between unbounded capacity improvements and no improvement at all. Proof: From the preceding sections we have the following two results:
• if the transmitter side information is also available to the receiver, capacity with causal and noncausal side information is identical; • if a genie provides a bit of side information to the receiver it cannot improve capacity by more than a bit (Theorem 1). Combining these two results, suppose the transmitter side information is made available to the receiver by a genie. This requires H(S T j S R ) genie bits and therefore cannot improve capacity by more than H(S T j S R ) bits. Using the results stated above, we have In simple words, the advantage of noncausal side information over causal side information is bounded by the number of genie bits required to make the transmitter side information available to the receiver as well.
A. Example: Random Access Channel
Consider a single user DMC characterized by P (Y j X) and with a capacity C0 = max P (X) I(X; Y ) when the input is directly controlled by a transmitter. Now, suppose instead that the transmitter is only able to access the channel (control the input) in a random manner as X = X T S + X r (1 0 S); where S 2 f0; 1g is a switch state that determines when the transmitter can access the channel with the symbol XT , and Xr is a randomly generated input.
Suppose the state S is known to the transmitter and not known to the receiver. Such a channel is relevant to cognitive communication scenarios [28] and is also similar to the "memory with stuck-at defects" problem considered in [4] . Clearly, if the switch state is provided to the receiver by a genie the resulting capacity is C(S; S) = Prob(S = 1)C 0 = SC 0 . Since the extra information provided by the genie is only one bit we have The effect of memory in side information is also revealed by this example. Suppose the switch changes state in a block static model, i.e., it retains its state for N symbols and then changes to an i.i.d. realization. In this case, the genie only needs to provide one bit to the receiver every N channel uses and the bounds are tighter. 
VI. MULTIPLE-ACCESS CHANNEL WITH INDEPENDENT SIDE INFORMATION
Achievable regions with causal side information are straightforward to obtain because the codewords can always be constructed on mappings from the side information to the channel input alphabet. In the MAC, the two transmitters have (possibly correlated) side information ST1; ST2, respectively, and the common receiver has side information S R . The characterization of the achievable region with side information is the same as without side information, with the codes defined on auxiliary random variables that are independent of the side information, and the actual channel input symbols chosen as a function of the auxiliary random variable and the instantaneous side information. Thus, the following achievable region is obtained: where U1; U2 are mutually independent as well as independent of the side information and the channel inputs are given by X 1 = f 1 (U 1 ; S T 1 ); X 2 = f 2 (U 2 ; S T 2 ).
While a full converse is not known, upperbounds for the MAC with causal side information are obtained in [23] in terms of the capacity achieved with transmitter cooperation. In this correspondence, we focus on the MAC with independent side information at the two transmitters. We prove that the sum capacity of the MAC with side information is given by the corresponding constraint in the achievable region provided above.
Theorem 4: The sum capacity of the discrete memoryless MAC with causal side information S T 1 ; S T 2 (S T 1 ; S T 2 independent) and S R available to transmitter 1, transmitter 2 and the receiver, respectively, is given by R1 + R2 = max I(U1; U2; Y; SR) (9) with P (U1; U2; X1; X2; ST 1; ST 2) = P (U 1 )P (U 2 )P (X 1 j U 1 ; S T 1 )P (X 2 j U 2 ; S T 2 )P (S T 1 ; S T 2 ):
Proof: The converse is proved as follows: However, to the best of the author's knowledge a converse has not been shown for independent side information. 1 Correlation of the side information makes even the achievable region nontrivial, as the possibility of Slepian Wolf coding of correlated side information at the two transmitters can be exploited.
For our purpose however, we show that with independent side information at the transmitters, if all the transmitter side information is also made available to the receiver, i.e., (S T 1 ; S T 2 ) = f (S R ), then the MAC capacity region with causal side information is identical to the capacity region with noncausal side information.
Theorem 5: For the discrete memoryless MAC with side information ST 1; ST 2, (ST 1; ST 2 independent) and SR available to transmitter 1, transmitter 2, and the receiver, respectively, if (S T 1 ; S T 2 ) = f (S R ) then the capacity region for both causal or noncausal side information is given by the convex hull of all rates pairs (R1; R2) satisfying the following inequalities:
R1 I(X1; Y j SR; X2) R 2 I(X 2 ; Y j S R ; X 1 ) R1 + R2 I(X1; X2; Y j SR)g for all P (X 1 j S T 1 ); P (X 2 j S T 2 ).
Proof: Achievability is easily established as follows. Starting with the achievable region for the causal side information case, we have Equation (12) follows from the fact that X1 (resp. X2) is a function of U 1 ; S T 1 (resp. U 2 ; S T 2 ) and S T 1 (respectively, S T 2 ) is a function of S R . Thus, X 1 (resp. X 2 ) is a function of U 1 ; S R (resp. U 2 ; S R ). The corresponding inequalities for R2 and the sum rate R1 + R2 are similarly obtained. Clearly, what is achievable with causal side information is also achievable with noncausal side information.
Proof: For the converse, we start with the individual rate constraints. For both causal and noncausal side information, we have 
A. Genie Bits and Value of Side Information for a MAC
Theorem 5 extends the single user result of Theorem 1 to the MAC. By analogy to the single user case, a relationship between causal and noncausal side information capacity can be obtained by extending the results of Theorem 1 to the MAC. Recall that in Theorems 1 and 2 we characterized the potential capacity benefits of side information at the transmitter and receiver for single user communications. Clearly, Theorem 2 extends directly to the MAC, because if unbounded capacity gains are possible with transmitter side information in a single user channel, then the same must be true of the MAC which includes the single user capacity as a special point in its capacity region. The extension of Theorem 1 to the MAC is only slightly less straightforward as the derivation for the single user channel can be easily modified to the multiple access case as follows.
Theorem 6: For the MAC, the maximum possible sum capacity improvement C 6 G 0C 6 due to the availability of receiver side information is bounded by the amount of the side information itself. G is the sum capacity with the side information provided by the genie, C 6 is the sum capacity without the side information and 1C, the capacity improvement, is bounded by the entropy rate H(G).
Thus, the single user capacity result extends directly to the multiple access sum capacity. If the genie provides one bit of side information to the common receiver per channel use, the sum capacity benefit 1C = C G 0 C cannot be more than 1 bit, regardless of the kind of side information. 
B. Advantage of Noncausal Side Information Over Causal Side Information
We compare the causal and noncausal capacity regions in terms of the sum rate point C 6 . Similar to the single user case, we have shown that the sum capacities (and the entire capacity regions) are identical when S T 1 ; S T 2 are also available to the receiver. To make this information available to the receiver requires H(ST 1; ST 2 j SR) genie bits per symbol. And because we have shown for the MAC that genie bits cannot improve capacity by more than their own entropy, we have the following result:
Theorem 7: For the MAC with independent side information at the two transmitters, the sum capacity benefit of noncausal side information over causal side information is bounded as follows: 
C. Example: Random Access Channel With Multiple Users
As an example of a MAC with independent side information, the single user random access channel (see Fig. 3 ) example considered before can be easily extended to multiple users that access the channel randomly and independently of each other. However, we consider a more interesting and practically relevant extension here-one with perfectly correlated side information at the two transmitters. Consider the random access channel described before, except now the channel is accessed by two users (see Fig. 4 ) as
Thus, a scheduler randomly allows user 1 or user 2 to access the channel in bursts of N symbols. As before, the switch state S is known to the transmitters but not to the receiver. Note that the side information at the transmitters is perfectly correlated in this case. The practical implications of this example are quite interesting. In practice, random access is handled by the medium access layer (MAC layer) through explicit handshakes between the transmitter and receiver in the form of RTS-CTS (request to send, clear to send) messages. For a rapidly varying random access channel such exchanges can constitute a major overhead. Practical wireless systems such as the 802.11 Wireless LAN's use nearly half the resources just for MAC layer overheads. However, the capacity results presented above show that even in the extremely rapidly varying random access channels where a transmission may or may not be made each symbol period without the knowledge of the receiver, the capacity loss is limited to less than a bit per channel use. For random access that fluctuates at a less rapid scale, the loss is negligible. This has interesting implications in how the RTS-CTS overhead can be minimized in practical systems through coding across access attempts.
VII. CONCLUSION
Side information is a crucial factor in determining the capacity of a channel. Previous research has shown that for a single user memoryless channel even perfect feedback does not result in a capacity advantage. However, we find that even one bit of causal side information at the transmitter can increase capacity by an unbounded amount. The contrasting results are due to the fact that perfect feedback can only provide information about past channel states, whereas causal side information can provide information about the current channel state. Thus, for the transmitter the difference between the past state information and present state information is very significant. We further explore the advantage of knowing the future channel states (noncausal side information) relative to the knowledge of only the present channel state (causal side information). For a single user, we find that the knowledge of future channel states can increase capacity only if the state information is not available to the receiver. In other words, noncausal side information has no capacity benefit over causal side information when the side information is available to the receiver as well. Note that for the receiver it does not matter if the side information is made available causally or noncausally, because no delay constraint is assumed in the decoding operation for capacity results. We evaluate the benefits of receiver side information in the form of a genie bound, which states quite simply that the capacity advantage from one genie bit of side information at the receiver cannot exceed one bit. This gives us a bound on the capacity benefit of noncausal side information at the transmitter over causal side information in the form of the number of bits required to inform the receiver of the transmitter side information that is not already available to the receiver. We find that the single user results extend to the MAC with independent side information at the two transmitters. Examples of random access channels are provided throughout as illustrations of the capacity bounds. While the MAC layer overheads in practical systems can be excessive the capacity results show that such overheads can be nearly eliminated through clever coding across multiple access blocks.
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