A simple numerical technique for path-planning is presented, which relies upon recent developments regarding the existence of universal nonsingular controls. It is based on the use of \generic loops" which provide rst-order controllability along trajectories. The method can be applied in principle to any analytic system having no drift term. The basic theoretical framework is reviewed, and a convergence result is established.
1. Introduction. This paper deals with the problem of numerically nding controls that achieve a desired state transfer. That is, for any given initial and target states 0 and F in IR n , one wishes to nd a time T > 0 and a control u dened on the interval [0; T ], so that u steers 0 to F , for the system _ x = f(x; u) : (1) More precisely, the question of approximate controllability (for any " > 0, nd a control that brings the state to within " distance of F ) will be considered.
A n umber of preliminary results will be developed for general analytic systems of the type (1), but the controllability application is restricted to the case of systems without drift: _ x = G(x)u ; (2) i.e., the right-hand side f(x; u) is linear in u. F or such systems it is relatively straightforward to decide controllability, but the design of explicit control strategies has attracted considerable attention lately.
Problems of steering systems without drift are in part motivated by the study of nonholonomic mechanical systems. Many sophisticated control strategies have been proposed, based on a nontrivial analysis of the structure of the Lie algebra of vector elds generated by the columns of G; see for instance [1] , [7] , [8] , and [5] . The approach presented in this paper is of an entirely dierent nature. It represents a simple-minded algorithm, in the style of classical numerical approaches, and it requires no symbolic computation to implement. In fact, a small piece of code in any n umerical package such a s M A TLAB is all that is needed in order to obtain solutions. Obviously, as with any general procedure, it can be expected to be extremely inecient, and to result in poor performance, when compared with techniques that use nontrivial information about the system being controlled. Perhaps it will be useful mainly in conjunction with other techniques, to provide a rst step of global control, to be followed by ner local control.
Mathematically, the main contribution of this paper is in the formulation of the \generic loop" approach and the justication of the algorithm. The latter relies on a new result proving the existence of such loops with good controllability properties.
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This approach w as motivated to a great extent b y related work on time varying feedback l a ws; see especially [3] and [9] . The last section of the paper makes some remarks regarding connections with that work.
1.1. Classical Iterative T echniques. It is assumed from now on that in (1) the states x(t) e v olve i n I R n . (Systems on manifolds can also be considered, but doing so only complicates notations and adds in this case little insight.) Controls u(t) take v alues in IR m . F urther, f is continuously dierentiable (later results will impose analyticity). Given a state 0 2 IR n and a measurable and locally essentially bounded control u : [ 0 ; T ] !I R m so that the solution x : [ 0 ; T ] !I R n of the equation (1) with this control and the initial condition x(0) = 0 is dened on the entire interval [0; T ] |that is, u is admissible for x,| the state x(t) at time t 2 [0; T ] is denoted by (t; 0 ; u ). As discussed above, the objective, for any given initial and target states 0 and F in IR n , is to nd a time T > 0 and a control u dened on the interval [0; T ], so that u steers 0 to F , that is, so that (T; 0 ; u ) = F , at least in an approximate sense. After a change of coordinates, one may assume without loss of generality that F = 0 .
Classical numerical techniques for this problem are based on variations of steepest descent; see for instance [2] , or [4] for a recent reference. The basic idea is to start with a guess of a control, say u : [ 0 ; T ] !I R m , and to improve iteratively on this initial guess. More precisely, let x = (; 0 ; u ). If the obtained nal state x(T) is already zero, or is suciently near zero, the problem has been solved. Otherwise, we look for a perturbation u so that the new control u + u brings us closer to our goal of steering 0 to the origin. The various techniques dier on the choice of the perturbation; in particular, two possibilities are discussed next, later to be analized.
The rst is basically Newton's method, and proceeds as follows. Denote, for any xed initial state 0 , (u) : = ( T; 0 ; u ) thought of as a partially dened map from L m 1 (0; T ) i n to IR n . This is a continuously dierentiable map (see e.g. [14] , Theorem 1), so expanding to rst order there results
for any other control v so that (u + v) is dened, where we use \" as a subscript to denote dierentials. If we can now pick v so that
then for small enough h > 0 real,
will be smaller than the state (u) reached with the initial guess control u. In other words, the choice of perturbation is u := hv, 0 < h 1.
It remains to solve equation (3) for v. The operator
is the one corresponding to the solution of the variational equation
where A(t) : = @f @x (x(t);u(t)) and B(t) : = @f @u (x(t);u(t)) for each t, that is,
where denotes the fundamental solution associated to _
The operator L maps L m 1 (0; T ) i n to IR n , and it is onto when (6) 
where L # denotes the pseudoinverse operator (see e.g. [14] , Section 3.5, for details; we are using the canonical inner product on IR n , and L 2 norm in L m 1 (0; T ), and induced norms for elements and operators). The technique sketched above i s w ell-known in numerical control. For instance, the derivation in pages 222-223 of [2] , when applied to solving the optimal control problem having the trivial cost criterion J(u) = 0 and subject to the nal state constraints x = (x) = 0, results in formula (7), and is derived in the same manner as here.
Alternatively, instead of solving (3) for v via (7), one might use the steepest descent c hoice
where L is the adjoint o f L . F ormula (8) also results from the above derivation in [2] , now when applied using the quadratic cost J(u) = k ( u ) k 2 but relaxing the terminal constraints ( 0). In place of (4), now one has (u + hv) = ( I hLL )(u) + o ( h ) ; (9) where I is the identity operator. niques may fail to be useful in a given application: the initial guess u may be singular for 0 , the iteration may fail to converge, and so forth. The main point of this paper is to show that, for a suitable class of systems, a procedure along the above lines can be guaranteed to work. The systems with which w e will deal here are often called \systems without drift" and are those expressed as in Equation (2). A result given below shows that for such systems (assuming analytic G) rather arbitrary controls provide the desired singularity, and can hence be used as the basis of the approach sketched above. The next section establishes the basic iterative procedure and proves a convergence result assuming that nonsingular controls exist. After that, we state the existence theorem for nonsingular controls in the analytic case (a proof is given in an Appendix), and explain the application to systems without drift. Several remarks are also provided in the last section, and relationships to time-varying feedback design are briey discussed.
2. Justication of the Iterative Method. We n o w prove the convergence of the algorithm consisting of repeatedly applying a control to obtain a nonsingular trajectory, and at each step perturbing this control by means of a linear technique. As a preliminary step, we establish a few results in somewhat more generality; these are fairly obvious remarks about iterative methods, but we h a v e not found them in the literature in the form needed here. g(x; h) : = F ( x; h) + hD(x)x x is o(h) uniformly on x, that is, for each " > 0 there i s a > 0 so that h < )k g ( x; h)k < " hfor all x 2 B : (10) Then the following conclusion holds, for some constant > 0 : F or each " > 0 there is some > 0 so that, for each h 2 (0; ) and each x 2 B , k F ( x; h)k < maxf(1 h)kxk; " g : (11) Proof. Note that since D(x) is continuous on x, its singular values also depend continuously on x (see e.g. [14] , Corollary A.4.4). Let 2 > 0 b e a l o w er bound and let be an upper bound for the eigenvalues of D(x). Pick a k > 2 so that k > 2. Now x a n y " > 0. There is then some 0 < < 1 = such that, for each 0 < h < , k g ( x; h)k < "h k < " k (12) for all x 2 B and all the eigenvalues of hD(x) are in the interval (0; 1). Pick a n y h 2 (0; ) and any x 2 B . As the eigenvalues of the symmetric matrix I hD(x) are all again in (0; 1), this matrix must be positive denite and so its norm equals its largest eigenvalue; thus:
kI hD(x)k 1 2 h : Therefore, for kxk > " = 2 it holds that:
kF(x; h)k k(I hD(x))xk + kg(x; h)k (1 2h)kxk + "h=k
which implies the desired conclusion. If instead kxk < " = 2, then kF(x; h)k k I hD(x)kkxk + kg(x; h)k < " = 2 + "=k < " ; so the conclusion holds in that case as well.
Observe that continuity o f D ( x ) is only used in guaranteeing that the singular values are bounded above and away from zero. is uniformly continuous; in particular it is so at the points of the form (x; 0). Thus for each " > 0 there is some > 0 so that whenever h < then kG(x; h; t)k < " for all x 2 B . Therefore also kg(x; h)k < " h holds, and Lemma 2.1 can indeed be applied. As B is a ball, the iterates remain in B. So for each N: kF N h k < maxf(1 h) N kxk; " g:
This gives the desired result.
For each 2 IR n and each control u 2 L m 1 (0; T ) admissible for , w e let L ;u be the linear operator L m 1 (0; T ) !I R n dened as in (5), that is, the reachability map for the time-varying linear system (6) that results along the ensuing trajectory. I n troducing the matrix functions A = A(x; u) = @f @x (x; u) and B = B(x; u) = @f @u (x; u) ;
we m a y consider the following new system (the \prolongation" of the original one): 3. Application to Systems with no Drift. The application to systems without drift, those that are as in Equation (2), is as follows. As discussed in the next subsection, rescaling if necessary, w e m a y assume that the system is complete. In order to apply the numerical techniques just developed, one needs to nd a control u which leads to nonsingular loops:
u is nonsingular for every state x in a given ball B, and (T;x;u) = x for all such x.
It is shown later that for analytic systems that have the strong accesibility property, controls which are generic {in a sense to be made precise{ are nonsingular for all states. (For analytic systems without drift, Chow's Theorem states that the strong accessibility property is equivalent to complete controllability.) Starting from such a control !, dened on an interval [0; T = 2], one may n o w consider the control u on [0; T ] which equals ! on [0; T = 2] and is then followed by the antisymmetric extension:
u(t) = ! ( T t ) ; t 2 ( T= 2 ; T ] : (16) This u is as needed: nonsingularity is due to the fact that if the restriction of a control to an initial subinterval is nonsingular for the initial state, the whole control is, and the loop property is an easy consequence of the special form (2) in which the control appears linearly.
In practice, one might try using a randomization technique in order to obtain !, and from there u. More directly, one might use instead a nite Fourier series with random coecients:
a k sin 2kt; (17) which automatically satises the antisymmetry property (16) on the time interval [0; 1]. Of course, there is no theoretical guarantee that such a series will provide nonsingularity, for any given nite l; the study of Lie-algebraic conditions that insure it would be of interest. But experimentally, one may always proceed assuming that indeed all properties hold.
The rst application is with N x = L # x , the pseudoinverse discussed earlier. Here D(x) = I is certainly positive denite and continuous on x.
The second application is with N x = L x , the adjoint operator, in which case D(x) = W = Q ( T ), as obtained for the composite system (13)- (15), and as remarked earlier this is also continuous on x (and positive denite for each x, b y nonsingularity).
To summarize the procedure: First nd an u that generates nonsingular loops, in the above sense. Now calculate the eect of applying this control, starting at 0 , and compute the linearization along the corresponding trajectory, using this in turn in order to obtain the variation that allows modifying u by hN x (x), as described earlier.
The original control u is not applied to the system, but the perturbed one is. Apply this new control to the system and compute the nal state that results. If the state is not close enough to F , repeat. There is then guaranteed convergence in nite time to any arbitrary neighborhood of the origin, for small enough stepsize. One may also combine this approach with line searches, or even conjugate gradient algorithms, as discussed earlier.
Such techniques are classical in nonlinear control; see for instance [2] , [6] . What appears to be new is the observation that, for analytic systems without drift, generic loops provide nonsingularity. The techniques are also related to the material in [12] , which relied on control based on pole-shifting along nonsingular trajectories.
Rescaling: Obstacles and Completeness. For systems with no drift, a
simple rescaling of the equations may be an extremely powerful tool that allows (a) dealing with workspace obstacles and (b) the reduction to systems that are complete (no explosion times). The basic idea is very simple, and is as follows.
Assume that : I R n ! I R i s a n y smooth mapping, and consider the new system without drift _ x = (x)G(x)u : (18) Suppose that one has found a control u, dened on an interval [0; T ], so that the state 0 is transferred into the state F using this control, for the system (18) . Let x() b e the corresponding trajectory. Then, the new control v(t) : = ( x ( t ))u(t), when applied to the original system (2), also produces the desired transfer. In other words, solving a controllability problem for (18) This implies inductively that the Lie algebra generated by the columns of (x)G(x) i s included in the C 1 -module generated by the Lie algebra corresponding to the columns of G(x), so the accessibility rank condition for the former implies the same for the latter (and viceversa, by reversing the roles of (x)G(x) and G(x)).
This construction is of interest in two w a ys. First of all, one is often interested in control of systems in such a manner that trajectories avoid a certain subset Q of the state-space (which m a y correspond to \obstacles" in the workspace of a robot, for instance). If vanishes exactly on Q, then control design on the complement o f Q can be done for the new system (18), and controls can then be reinterpreted in terms of the original system, a discussed above. Since vanishes on Q, no trajectories starting outside Q ever pass through Q (uniqueness of solutions). Of course, in planning motions in the presence of obstacles, the control variations should be chosen so as to move in state space directions which do not lead to collisions. One possible approach is to rst design a polyhedral path to be tracked, and then to apply the numerical technique explained in order to closely follow this path. Reparameterization also helps in dealing with possible explosion times in the original system, a fact that had been previously observed in [5] , page 2542. In this case, one might use an (x) so that (x)G(x) has all entries bounded; for instance, (x) could be the chosen as (1 + P i;j g 2 ij (x)) 1 . This means that the new system has no nite escape times, for any bounded control.
3.2. Some Implementation Questions. Next are derived explicit formulas for the use of the above technique, in the case of systems without drift and when steepest descent v ariations are used. As just discussed, one may assume that the system is complete.
Assume that u(t); t 2[0; T ] satises the antisymmetry condition u(T t) = u ( t ) : 
and so (0) = (T) = I . The perturbed control to be applied is u+hv = u hL (u) where (u) = x ( T ) = x (0) = 0 if u satises the antisymmetry condition. The adjoint operator is (L 0 )(t) = B ( t ) (t) 0 . Summarizing, the control to be applied, which for small h should result in a state closer to the origin than 0 , i s
where _ x(t) = G(x(t)) u(t) ; x(0) = 0 _ (t) = A(x(t); u(t)) (t) ; (0) = I :
The equations for the system evolution are as follows (the state variable is now denoted by z in order to avoid confusion with the reference trajectory x):
for t 2 [0; T ], with initial condition z(0) = 0 . In a line-search implementation, one would rst compute z(T) for various choices of h; the control is only applied once that an optimal h has been found. Then the procedure can be repeated, using z(T) a s t h e new initial state 0 .
Remark. Regarding the number of steps that are needed in order to converge to an "-neighborhood of the desired target state, an estimate is as follows. For a xed ball around the origin, and sucient smoothness, one can see that h = O(") provides the inequality in (10), as required for (12) . Thus, the number of iterations N needed, using such a stepsize, is obtained from (11):
(1 c") N < " where c is a constant. Taking logarithms and using log( 4. Universal Inputs. In this Section, the systems considered will be of the type (1) where x(t) 2 X , u ( t ) 2 U , and:
X I R n is open and connected, for some n 1; U I R m is open and connected, for some m 1; f : X U ! I R n is real-analytic. A control is a measurable essentially bounded map ! : [ 0 ; T ]! U ; it is said to be smooth (respectively, analytic) if it is innitely dierentiable (respectively, realanalytic) as a function of t 2 [0; T ]. As before, we denote by (t; x; !) the solution of (1) at time t with initial condition x and control !. This is dened for all small t = t(x; !) > 0; when we write (; x ; ! ), we mean the solution as dened on the largest interval [0; ) of existence.
Recall that the system (1) is said to be strongly accessible if for each x 2 X there is some T > 0 so that int R T (x) 6 = ; ; where as usual R T (x) denotes the reachable set from x in time exactly T. Equivalently, the system must satisfy the strong accessibility rank condition: dim L 0 (x) = n for all x, where L 0 is the ideal generated by all the vector elds of the type ff(; u ) f ( ; v ) ; u ; v2 Ugin the Lie algebra L generated by all the vector elds of the type ff(; u ) ; u 2 U g ; see [17] . For systems ane in controls: 
where A(t) : = @f @x ((t); ! ( t )) and B(t) : = @f @u ((t); ! ( t )) for each t. A control ! will be said to be nonsingular for x if the linear time-varying system (24) is controllable on the interval [0; T 0 ], for some T 0 > 0. When u is analytic, this property is independent of the particular T 0 chosen, and it is equivalent to a Kalman-like rank condition (see e.g. [14] , Corollary 3.5.17). Nonsingularity is equivalent t o a F r echet derivative o f ( T 0 ; x ; ) h a ving full rank at !.
If ! is nonsingular for x 2 X , and T 0 is as above, then R T 0 (x) has a nonempty interior. This is a trivial consequence of the Implicit Function Theorem (see for instance [14] , Theorem 6). Thus, if for each state x there is some control which i s nonsingular for x, then (1) is strongly accessible. The converse of this fact is also true, that is, if a system is strongly accessible then for each state x there is some control which is nonsingular for x. This converse fact was proved in [13] (the result in that reference is stated under a controllability assumption, which is not needed in the proof of this particular fact; in any case, we review below the proof). The main purpose here is to point out that ! can be chosen independently of the particular x, and moreover, a generic ! has this property. W e n o w give a precise statement of these facts.
A control ! : [ 0 ; T ] ! U will be said to be a universal nonsingular control for the system (1) if it is nonsingular for every x 2 X . The proof is given [15] , and is repeated in an Appendix for the reader's convenience. It is heavily based on the paper [16] . This in turn generalized a weaker result in [10] , which w ould have given only Theorem 4.1 for compact X; see also this special case in [18] , Lemma 4.10).
Remarks. It is worth mentioning certain relations between the results in this
paper and recent w ork on time-varying feedback l a ws for systems without drift, especially the results in [3] and [9] .
In [3] , Coron proves, for controllable smooth systems with no drift, that there is a smooth feedback l a w u = k ( t; x), periodic on t and with k(t; 0) 0, such that the closed-loop system _ x = G(x)k(t; x) is uniformly globally asymptotically stable. The critical step in his proof is to obtain a smooth family of controls fu x (); x2I R n g , where each u x is dened for all t 2 IR, so that the following properties are satised: 1. u x (t + 1 ) = u x ( t ) 8 x; t, 2. u x (1 t) = u x ( t ) 8 x; t, 3 . u x (t) i s C 1 jointly on (x; t), 4 . for each x 6 = 0 , u x is nonsingular for x, 5. u 0 0, and 6. (t; x; u x ) is dened for all t 0.
Observe that the second and last properties imply that (1; x ; u x ) = x for all x. T h us, applying the control u x with initial state x results in a periodic motion, (t+1; x ; u x ) = ( t; x; u x ). These properties are used in deriving stabilizing feedbacks in [3] .
It is possible to obtain a family of controls as above |at least in the analytic case| using Theorem 4.1. A sketch follows. First note that one may take the system to be complete, as discussed in Section 3, so the last property will be satised for any choice of u x .
Assume that ! is a control which is analytic and universal nonsingular, dened on Similarly, extend in the other direction, to [0; 1=2], so that all derivatives also vanish at 1=2. Note that u x is still a universal nonsingular control, because its restriction to the subinterval [1=6; 1=3] is. Also, these extensions can be done in such a manner that u x depends smoothly on x and is bounded by a constant m ultiple of (x). Finally, it is trivial to extend by a n tisymmetry to [0; 1] and then periodically to all t 2 IR, so that all the desired properties hold.
A. Appendix: Proof of Nonsingularity Result. We rst recall the fact, mentioned above, that for each x there is a control nonsingular for x. This can be proved as follows. Pick x, and assume that the system (1) is strongly accessible. Let y be in the interior of R T (x), for some T > 0. It follows from [11] , Lemma 2.2 and Proposition 2.3, that there exists some real number > 0 and some positive i n teger k so that y is in the interior of the image of F : U k ! X ; ( u 1 ; . . . ; u k ) 7 ! exp (f u 1 ) . . . e x p ( f u k )(x) ; where we are using the notation exp (f u )(z) = ( ; z ; ! ) for the control ! u on [0; ]. This map F is smooth, so by Sard's Theorem it must have full-rank Jacobian at some point ( u 0 1 ; . . . ; u 0 k ). This implies that the piecewise-constant control !, dened on [0; k ] and equal to the values u 0 i on consecutive i n tervals of length , is nonsingular for the given state x, as desired.
We next need what is basically a restatement of the main results in [16] : Proposition A.1. Consider the (analytic) system (1) and assume that h : X ! I R is a real-analytic function. Let G be the set of states x so that, for some control ! = !(x), h((; x ; ! )) is not identically zero. Then, there exists an analytic control ! so that, for every x 2 G, h((; x ; ! )) is not identically zero; moreover, for each T > 0 , the set of smooth such controls is generic in C 1 ([0; T ] ; U ) .
Proof. W e consider the extended system (with state space X I R): Let ! be a control for the extended system which is universal with respect to observability. There are analytic such controls, and the desired genericity holds, by Theorems 2.1 and 2.2 in [16] . Now pick a n y x in the set G. Then (x; 0) and (x; 1) are distinguishable, and hence ! distinguishes among them. This means that h((; x ; ! ))
is not identically zero, as desired. We n o w prove Theorems 4.1 and 4.2. Let (1) be given, and take the composite system consisting of (13) and (15) with output h(x; Q) = det Q, This is seen as a system with state space X I R n n . F or an initial state of the form z = ( x; 0), and a control !, the solution of the larger system at time t, if dened, is so that h((t; z; !)) = det Z t 0 (t; s)B(s)B (s)(t; s) ds (where denotes the fundamental solution of the linearized equation), so ! is nonsingular for x precisely when h((t; (x; I; 0); ! )) is not identically zero.
By the remarks made earlier, strong accessibility guarantees that every state of the form (x; I; 0) is in the set G dened in Proposition A.1 (for the enlarged system); thus our Theorems follow from the Proposition.
