Fully Dynamic Sequential and Distributed Algorithms for MAX-CUT by Wasim, Omer & King, Valerie
Fully Dynamic Sequential and Distributed
Algorithms for MAX-CUT
Omer Wasim
Khoury College of Computer Sciences, Northeastern University, Boston, MA, USA
wasim.o@northeastern.edu
Valerie King
Department of Computer Science, University of Victoria, Canada
val@uvic.ca
Abstract
This paper initiates the study of the MAX-CUT problem in fully dynamic graphs. Given a graph
G = (V, E), we present deterministic fully dynamic distributed and sequential algorithms to maintain
a cut on G which always contains at least |E|2 edges in sublinear update time under edge insertions
and deletions to G. Our results include the following deterministic algorithms: i) an O(∆) worst-case
update time sequential algorithm, where ∆ denotes the maximum degree of G, ii) the first fully
dynamic distributed algorithm taking O(1) rounds and O(∆) total bits of communication per update
in the Massively Parallel Computation (MPC) model with n machines and O(n) words of memory
per machine. The aforementioned algorithms require at most one adjustment, that is, a move of one
vertex from one side of the cut to the other.
We also give the following fully dynamic sequential algorithms: i) a deterministic O(m1/2)
amortized update time algorithm where m denotes the maximum number of edges in G during any
sequence of updates and, ii) a randomized algorithm which takes Õ(n2/3) worst-case update time
when edge updates come from an oblivious adversary.
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1 Introduction
A fully dynamic graph algorithm is a data structure to maintain a property of a graph under
an arbitrary sequence of edge insertions and deletions. The goal is to update the graph in
less time than the best static algorithm which computes the property from scratch. A fully
dynamic graph algorithm may incur preprocessing time, after which it is able to answer
queries regarding the maintained property. Research in this area has focused mostly on
dynamic variants of well-known problems such as connectivity [42, 26, 30, 15], minimum
spanning trees [24, 26, 47], minimum cut [45], etc., all of which admit polynomial time exact
algorithms in the static setting.
Following the seminal work of Onak and Rubinfeld [40] in which fully dynamic algorithms
for maintaining constant factor approximations of maximum matching (and vertex cover) were
presented, research in dynamic algorithms has broadened to include approximate versions
of NP-hard problems. Some natural directions arising in this setting include the design
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of dynamic algorithms to maintain an approximate solution in sublinear update time and
the study of approximability-time trade-off. A list of approximate versions of NP-hard
problems investigated in the dynamic setting includes vertex cover [5, 43, 9, 38], set-cover
[22], dominating set [25], graph coloring [8], facility location [21] and maximum independent
set [23, 3, 4].
In this paper, we initiate the study of the MAX-CUT problem in fully dynamic graphs
and pose the question of whether there exist sublinear update time algorithms. Another
parameter we look at is the adjustment cost, which is defined in a dynamic graph problem as
the amount of changes to the maintained solution per update. In the case of MAX-CUT, it
is the number of vertices which move from one subset of the cut to the other.
MAX-CUT is one of the fundamental NP-hard problems [32] which continues to be
widely studied. Some of its concrete applications arise in the design of integrated circuits
[12], communication networks [14] and statistical physics [41]. It also models a standard
2-clustering objective for partitioning a graph such that the number of inter-cluster edges is
maximized.
Let G = (V,E) be an undirected, unweighted graph G = (V,E) with n = |V |,m = |E|.
A cut C is a partition of the vertex set V , and denoted by C = (S, S̄), where S, S̄ ⊆ V and
S̄ = V \S. The cut-set E(S, S̄) of C = (S, S̄) is the set of all edges which have exactly one
endpoint in S. A cut edge of C is an edge contained in the cut-set E(C) = E(S, S̄). A
maximum cut of G is a cut whose cut-set is largest among cut-sets for all possible cuts, i.e.
MAX-CUT(G) = argmaxC=(S,S̄), S⊆V |E(S, S̄)|, where |E(S, S̄)| denotes the number of cut
edges. We say a cut is t-respecting if |E(C)| ≥ t|E|. Note that the cut-set of a t-respecting
cut contains a t fraction of all edges, regardless of the size of the largest cut-set. Let OPT
denote the size of the largest cut-set. A cut is t-approximate if |E(C)| ≥ t · OPT and a
t-approximation algorithm for MAX-CUT yields a t-approximate cut. It follows that a
t-respecting cut is always a t-approximate cut but not vice-versa. This distinction can be
appreciated in the case of K2n, the complete graph on 2n vertices where a maximum cut is
any cut C = (S, S̄) where |S| = n. For large n, the size of the cut-set of a 12 -respecting cut
can be nearly twice the size of a 12 -approximate cut. Throughout this paper, we let [k] to
denote {1, 2, .., k}, ∆ to be the maximum degree of G and Õ to hide a O(polylog(n)) factor.
The Massively Parallel Computation (MPC) model was introduced by Karloff et al. [31]
and later refined in [20, 6, 1] as a theoretical framework for large scale parallel processing
settings such as those in [48, 17]. There are µ machines with S words of memory each, which
solve a problem by synchronously communicating over an all-to-all communication network
(i.e. a complete network). Initially, input data of size N (which is O(m+ n) in the case of a
graph problem) are distributed across these machines. It is desirable to have µ and S to be
O(N1−ε) for some ε > 0 and the message size is limited to O(S) bits. In each round, every
machine can: i) receive messages of the previous round from other machines ii) do local
polynomially bounded computation (i.e. taking poly(S) space and time) without additional
communication and iii) send messages to other machines which are received in the next round.
The complexity of a MPC algorithm to solve a problem is determined by 3 parameters: i)
the number of rounds of communication, ii) the size of the memory per machine and iii) the
total amount of communication per round. Typically, MPC algorithms for graph problems
use O(n) machines, Õ(n) memory per machine and take Õ(1) rounds of communication.
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1.1 Previous Work
Static sequential algorithms for 12 -respecting cuts. A simple randomized algorithm, here-
after referred to as Randomized Max-Cut obtains a 12 -respecting cut C = (S, S̄) in expectation
by placing each vertex independently in S or S̄ with probability 12 . Any edge e = {u, v}
is a cut edge of C with probability 12 , implying the result. Randomized Max-Cut can be
derandomized using the method of conditional expectation or pairwise independence.
Johnson’s folklore algorithm [28] hereafter referred to as Greedy Max-Cut, which finds a
1
2 -respecting cut can be viewed as derandomized version of Randomized Max-Cut using the
method of conditional expectation. Given G = (V,E), where V = {v1, v2, ..., vn} it starts
with S = {v1}, S̄ = ∅. Each successive vertex vj , where j ≥ 2 is added to S or S̄ depending
on which contains fewer of its neighbors vi, where i < j. Thus, at least half of all edges of
the form {vj , vi} where i < j are contained in the resulting cut. Since each vertex and edge
is encountered once, the running time of Greedy Max-Cut is O(m+ n).
Randomized Max-Cut can also be derandomized using the idea of pairwise independence
[37]. For a set S, let P(S) denote the power set of S. We first note that one can get a
1
2 -respecting cut (in expectation) which uses only k = dlogne independent random bits. The
idea is to construct a one-to-one function f : V → P([k]) and choosing R to be a uniformly
random subset of [k]. It can be shown that the cut C = (S, S̄) where S = {v| |f(v)∩R| is even}
and S̄ = {v| |f(v)∩R| is odd} is 12 -respecting in expectation. Enumerating all the 2
k = O(n)
possibilities for R, and taking the cut which maximizes |E(S, S̄)| yields a 12 -respecting cut.
For a fixed R, the time to compute C is O(nk) while determining the size of C ′s cut-set
takes O(m) time giving a total time of O(n2 logn+mn). While this algorithm isn’t better
in terms of running time as compared to Greedy Max-Cut, it has the advantage of being
parallelizable.
Static distributed algorithms for 12 -respecting cuts. We observe that the algorithm ob-
tained by derandomizing Randomized Max-Cut via pairwise independence can be used
to compute a 12 -respecting cut in O(1) rounds in the MPC model of computation with
n machines and Θ(n) memory per machine. We assume there exists a fixed coordinator
machine. Given f , each machine corresponds to a vertex v, and stores f(v) along with
the list of v′s neighbors and R ⊆ [k] which is fixed. In the first round, each machine first
computes the count of the number of edges its corresponding vertex is incident to in the cut
obtained by considering the ith choice of R where i ∈ [n]. Then each machine sends the ith
count to machine i. In the next round all machines send these counts to the coordinator,
which chooses a 12 -respecting cut and informs all other machines. Thus, at the end of the
third round, each machine is able to output the position of its corresponding vertex in the
1
2 -respecting cut. The total amount of communication is bounded by O(n
2 logn) bits.
A similar adaptation of Greedy Max-Cut in the MPC model with n machines and Θ(n)
memory per machine takes n rounds of communication and O(n∆) total communication.
The only deterministic distributed algorithm to compute a 12 -respecting cut that we
are aware of was presented by Censor-Hillel et al. [11] which takes Õ(∆ + log∗ n) rounds
and Ω(∆2) messages in the CONGEST model. Their algorithm can be adapted to the
Congested-Clique setting with the same round and message complexity.
Approximation Algorithms for MAX-CUT. We briefly survey the relevant literature on
approximation algorithms for MAX-CUT in the static setting. Goemans and Williamson
(1994) used a semidefinite programming (SDP) relaxation [19] and randomized rounding
to yield a 0.878-approximation to MAX-CUT. This polynomial-time algorithm runs in
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super-linear time using state-of-the art numerical methods for solving a semidefinite program.
Khot et al. showed that MAX-CUT is hard to approximate better than 0.878 [35] under the
Unique Games Conjecture [34].
Arora and Kale [2] presented a primal dual (SDP-based) (0.878 − ε)-approximation
algorithm which runs in Õ(m) time for d regular graphs with high probability where the
running time depends inversely on ε. Trevisan later presented a 0.53-approximation algorithm
for MAX-CUT utilizing spectral techniques [46] whose analysis was improved to 0.62 by Soto
[44]. In the same paper, Trevisan showed that the primal dual SDP-based algorithm of [2]
can be made to run in Õ(m) time for any degree, via a linear time reduction to reduce the
maximum degree to O(polylog(n)). By using the algorithm of Arora and Kale [2] together
with the rounding scheme of Charikar and Wirth [13], we note that in graphs in which the




log(1/ε) ))-respecting cut in Õ(m)
time. However, when ε = O( 1n ) (as in the case of K2n) and a
1
2 -respecting cut is desired
(instead of a 12 -approximate cut) this can take Ω(mn) time.
Kale and Seshadhri [29] presented a combinatorial algorithm based on the spectral
method [46] which uses random walks to give a (0.5+ε)-approximation with running time
depending on ε. For ε = 0.0155, the running time is Õ(n2). As the running time increases,
the approximation ratio converges to the spectral algorithm of Trevisan [46].
1.2 The Fully Dynamic Model
In this paper, we seek to maintain a 12 -respecting cut in sublinear update time and handle
meaningful queries such as determining whether an edge is in the cut-set, the size of vertex
partitions and the cut-set in constant time. We define the Fully Dynamic Max-Cut problem
as follows:
I Problem 1 (Fully Dynamic MAX-CUT). Starting with a graph G = (V,E) on n vertices
and an empty edge set E, maintain a 12 -respecting cut C = (S, S̄) for G under edge insertions
and deletions to E such that queries of the following form can be handled in constant time:
i) Is the edge {vi, vj} contained in the cut-set E(S, S̄)? ii) What is the size of the cut-set,
E(C)? iii) What are the sizes of S and S̄?
Our goal is to update C in o(m+ n) time to fare better than running Greedy Max-Cut
after every update and we require that answers to all queries between any two updates must
be consistent with respect to the maintained cut C.
In the fully dynamic MPC model that we consider in this paper, we start with a graph
G = (V,E) on n vertices and m edges. Let N = O(m+ n). We use a coordinator machine
which can be selected in a single round: machines send their ID’s to all other machines and
the coordinator is selected to be the machine with ID larger than all ID’s it receives. There
are a total of n machines each with Θ(n) memory and the goal is to maintain a 12 -respecting
cut in O(1) rounds per edge update and O(n) total communication per round. Each machine
corresponds to a vertex of G and stores the edges incident to it. After any update {u, v} to
the graph, the machines corresponding to u and v are informed of the update. In our model,
we insist on algorithms which make few adjustments to the maintained cut. We note that
there are other fully dynamic MPC models that have been studied very recently such as in
[27, 18, 39]. Our dynamic algorithm in the MPC model requires at most one adjustment.
Ensuring this is easier in the case of problems such as maximal matching where only the
neighborhood of endpoints of the updated edge needs to be examined per update. In our
case, this may not always be the case (see Theorem 9).
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Attaining a deterministic worst-case update time (i.e. without randomization or amortiza-
tion) is an important objective in the design of dynamic algorithms. For the seminal problem
of dynamic connectivity, deterministic algorithms beating O(
√
n) update time [15, 33] were
only recently discovered after decades. Another example is the maximal independent set
problem for which known deterministic algorithms [3, 23] only achieve a sublinear (in m)
amortized update time and polylogarithmic update time algorithms are yet to be discovered.
An event happens with high probability (w.h.p) if its probability is 1− 1nc for any c > 0.
For our randomized algorithm, we assume that updates come from an oblivious adversary.
This is a standard assumption used in the design of many randomized dynamic algorithms.
An oblivious adversary is one which cannot choose updates adaptively in response to the
answers returned by queries. Thus, updates to the graph can be assumed to be fixed in
advance. We assume the existence of an oracle which randomly labels each vertex uniquely
using a number in {1, ..., n}, and to which the adversary is oblivious. This is only used in
the algorithm of Theorem 6. We seek to maintain a 12 -respecting cut exactly or w.h.p.
1.2.1 Dynamic algorithms from static via lazy recomputation
The following observation allows one to obtain dynamic algorithms by using known static
algorithms as subroutines.
I Observation 2. Given a t-respecting (resp., t-approximation) static algorithm AS for
MAX-CUT which runs in time T (m,n), there exists a fully dynamic algorithm AD which
maintains a (t − ε)-respecting (resp., (t − ε)-approximate) cut for any constant ε > 0 in
O(T (m,n)εm ) worst-case update time.
The proof of Observation 2 is deferred to the Appendix. Using observation 2 gives the
following fully dynamic algorithms. For any constant ε > 0, a ( 12 − ε)-respecting cut can
be maintained in O(1/ε) worst-case update time by using Greedy Max-Cut. Similarly, the
algorithm of [2] yields a dynamic algorithm to maintain a (0.878− ε)-approximate cut (w.h.p)
for a fixed constant ε > 0 in O(polylog(n)) worst case update time. For instances where the
size of the cut-set of the optimal cut contains ( 12 + ε)|E| edges, the rounding algorithm of
[13] can be used together with the algorithm of [2] to get a ( 12 + Ω(
ε
log 1/ε ))-respecting cut in
O(polylog(n)) worst case update time where ε > 0 is a constant. However, to maintain a
1




n )) the update time using
this technique can be Ω̃(n) time which is prohibitive. Thus there remains a need to design
dynamic algorithms to maintain a 12 -respecting cut exactly in sublinear update time.
1.3 Our Contribution
We present the first fully dynamic algorithms in the sequential and distributed settings which
exactly maintain a 12 -respecting cut. Our results are summarized in the following theorems.
I Theorem 3. There exists a deterministic fully dynamic sequential algorithm which main-
tains a 12 -respecting cut, requires no more than one adjustment per update and takes O(∆)
worst case update time, where ∆ denotes the maximum degree of the graph after the update.
The algorithm in Theorem 3 is used as a subroutine in all other algorithms in this paper.
The next result gives the first fully dynamic deterministic algorithm in the MPC setting with
n machines and Θ(n) memory per machine to maintain a 12 -respecting cut. Our algorithm
takes O(1) rounds, requires no more than one adjustment and uses O(∆) total communication
per round. This significantly improves on the parallel implementation of the static algorithm
to maintain a 12 -respecting cut based on the idea of pairwise independence which can take as
much as O(n2 logn) total communication and Ω(n) adjustments.
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I Theorem 4. Given a graph on n vertices and m edges, there exists a deterministic fully
dynamic MPC algorithm on n machines having Θ(n) memory each, which maintains a
1
2 -respecting cut on G and takes O(1) rounds, makes at most one adjustment, and uses O(∆)
bits of communication per update. If we start with an arbitrary graph, the preprocessing for
the algorithm takes O(1) rounds and O(n2 logn) bits of communication.
We note that the worst-case update time of O(∆) can be quite large in the case when
∆ = Ω(n) and thus costly in the dynamic setting. This motivates the design of sublinear
update time algorithms for all regimes of ∆. Our next result is a sublinear (in m) amortized
update time algorithm which is useful for sufficiently sparse graphs having high maximum
degree.
I Theorem 5. There exists a deterministic fully dynamic sequential algorithm which main-
tains a 12 -respecting cut, and takes O(m
1/2) amortized update time where m is the maximum
number of edges in the graph during any arbitrary sequence of updates.
Our final result is a randomized algorithm which always maintains a 12 -respecting cut and
takes sublinear in n worst-case update time when updates come from an oblivious adversary.
I Theorem 6. There exists a randomized fully dynamic sequential algorithm which maintains
a 12 -respecting cut and takes Õ(n
2/3) worst-case update time with high probability.
We note that for our algorithms in Theorems 5 and 6, the adjustment cost can be Ω(n).
1.4 Our techniques
Our techniques utilize combinatorial and structural properties of cuts in graphs. The key
insight underlying our algorithms is the following: in any cut C which is not 12 -respecting,
there exists a vertex which can be moved across the cut to increase the size of C ′s cut-set.
We show that this vertex can be efficiently found, yielding a simple deterministic O(∆) worst
case update time algorithm. This algorithm is not “local” in the sense that endpoints of the
updated edge need not qualify as vertices which can be moved to increase the number of
cut edges (Theorem 9). Such locality is often exploited to obtain dynamic and distributed
algorithms for problems such as vertex cover, independent set and coloring. Despite this,
we show that the algorithm can be used to get a deterministic fully dynamic distributed
algorithm taking O(1) rounds and no more than one adjustment.
Central to our sublinear time algorithms of Theorem 5 and 6 is a cut-combining technique.
This allows us to work on induced subgraphs of G and combine their “locally maintained”
cuts to yield a 12 -respecting cut on G. However, the update time depends the complexity of
maintaining 12 -respecting cuts on individual subgraphs and the combining step. We work
around this non-trivial dependence. For our algorithm of Theorem 5, we partition vertices
based on their degree and only selectively update data structures. We show that selective
updating is sufficient for our purpose and refine the vertex partition after sufficiently many
updates. This leads to a simple O(m1/2) amortized update time algorithm. To obtain
the algorithm of Theorem 6, we extend the cut-combining idea and apply it to a random
multi-way k-partition of V and obtain a sublinear in n worst case update time algorithm.
1.5 Organization of the paper
In the next section, we present an O(∆) update time algorithm. In Section 3, we present the
dynamic distributed algorithm of Theorem 4. In Section 4, we give the O(m1/2) amortized
update time sequential algorithm of Theorem 5. In section 5, we give the randomized
algorithm of Theorem 6.
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2 Preliminaries
Starting with an empty graph G = (V,E) where V = {v1, ...., vn} is fixed, an update to
G is either an insertion or a deletion of an edge {vi, vj} from E. For a cut C = (S, S̄) let
αC(G) = |E(S,S̄)||E| denote the ratio of the sizes of C
′s cut-set and E. The sizes of sets S, S̄ and
the cut-set E(S, S̄) corresponding to the cut C = (S, S̄) are maintained by all algorithms to
facilitate queries in constant time. Let Gk = (V,Ek) be the resulting graph after k updates
have been made to G := G0 and m denote the number of edges in the graph at any given
time. The degree of any vertex v in Gk is denoted by degk(v).
The cut on G0, the empty graph is initialized to (V, ∅). Given a 12 -respecting cut
C = (S, S̄), i.e. αC(Gk−1) ≥ 12 for some k ≥ 1, there are a few cases to consider when an
edge update {vi, vj} is made to Gk−1. Deletion of a non-cut edge or insertion of a cut edge
never decreases the size of C ′s cut-set. However, C needs to be updated if a cut edge is
deleted, or a non-cut edge is inserted since C may cease to be 12 -respecting.
2.1 A crucial observation
We say that a vertex u is switched (with respect to a cut C = (S, S̄)) if u is in S (resp. S̄)
and moved to S̄ (resp. S). We leverage the existence of vertices which can be switched
to increase the size of the cut-set |E(S, S̄)| of C for any cut C which is not 12 -respecting.
Thus, if C ceases to be 12 -respecting following any update there exists a vertex which can be
switched to restore the 12 -respecting property.
I Definition 7 (Switching vertex). For a cut C = (S, S̄), let NS(u) = {v ∈ S|(u, v) ∈ E}
be the neighbors of u in S and NS̄(u) = {v ∈ S̄|(u, v) ∈ E} be the neighbors of u in S̄.
Then u is a switching vertex if one of the following two conditions holds: i) u ∈ S and
|NS(u)| − |NS̄(u)| ≥ 1 and ii) u ∈ S̄ and |NS̄(u)| − |NS(u)| ≥ 1.
I Theorem 8. Let C be a 12 -respecting cut w.r.t. Gk−1 i.e., αC(Gk−1) ≥
1
2 and {vi, vj} be
an update. If αC(Gk) < 12 , then there exists a switching vertex u w.r.t. C such that if u is
switched, then αC(Gk) ≥ 12 .


















clearly contradicting our assumption that αC(Gk) < 12 . If a switching vertex u is switched,
then the size of C ′s cut set increases by at least 1 so that αC(Gk) ≥ 12 . J
Given the count of a vertex’s neighbors in S and S̄, it can be decided whether it is switching
or not. Maintaining these neighbor counts is necessary to determine a vertex to switch.
However, testing all vertices whether they are switching is costly. In the next section we
show how to efficiently maintain a set of switching vertices. The following theorem rules out
the possibility of using end points of the updated edge as switching vertices. A proof can be
found in the Appendix.
I Theorem 9. Given an edge update {vi, vj} to Gk−1 for k ≥ 1, and a 12 -respecting cut
Ck−1 maintained on Gk−1, a switching vertex with respect to Ck−1 need not always be one
of vi, vj.
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2.2 An O(∆) worst-case update time algorithm
In this section, we give a simple fully dynamic algorithm with worst case update time O(∆).
Data Structures. For each vertex u ∈ V and a cut C = (S, S̄), we maintain the following:
i) NS(u): a list of neighbors of u in S, and its size |NS(u)|, ii) NS̄(u): a list of neighbors of
u in S̄ and its size |NS̄(u)| and, iii) flag(u): a bit which is 1 if u ∈ S and -1 if u ∈ S̄.
I Definition 10 (Gain of a vertex). The gain of a vertex u with respect to a cut C = (S, S̄)
and denoted by G(u) is given by G(u) = flag(u)(|NS(u)| − |NS̄(u)|).
The gain of a vertex u measures the change in the number of cut edges of C, if u is switched.
Note that a vertex is switching if the gain is positive, and non-switching otherwise. The
following (global) data structures are also maintained:
a. A doubly linked list L, which stores nodes corresponding to switching vertices.
b. An array P where P [i] stores the gain of vi and a pointer. The pointer points to the node
in L corresponding to vi if G(vi) > 0 and is NULL otherwise.
The head of L, denoted by L.head is NULL if no switching vertex exists. Each node of L
corresponding to a switching vertex vi stores i as its value.
Algorithm. The algorithm begins with G0, the empty graph and C = (S, S̄) = (V, ∅) on
G0. It maintains a 12 -respecting cut on Gk−1 for any k ≥ 1 as follows: when an edge
update {vi, vj} to Gk−1 arrives, NS(vi), NS̄(vi), NS(vj), NS̄(vj) are updated (including their
sizes) along with P [i] and P [j]. If either of vi, vj become switching or non-switching, L is
appropriately modified. C is checked if it is 12 -respecting. If C ceases to be
1
2 -respecting then
a switching vertex vs is found by accessing the node pointed to by L.head which stores the
value s. This node is removed from L, vs is switched and P [s] is updated. Data structures of
vt and P [t] of all neighbors vt of vs are modified to reflect v′ss switch. Thereafter, depending
on whether or not G(vt) > 0 in the updated cut, the node corresponding to vt in L is inserted
or removed. The pseudo code of the algorithm is as follows.
Algorithm 1 Delta-Dynamic Max-Cut(Gk−1, {vi, vj}, C = (S, S̄)).
1: Update NS(vi), NS(vj), NS̄(vj), NS̄(vj), αC(Gk), P [i], P [j].
2: for vt ∈ {vi, vj} do
3: Add(remove) the node corresponding to vt in L if vt becomes switching(non-switching).
4: end for
5: if αC(Gk) < 12 then
6: vs ← L.head. Remove vs from L.
7: Switch vs and update C, flag(vs), NS(vs), NS̄(vs), P [s].
8: for vt ∈ NS(vs) ∪NS̄(vs) do
9: Update NS(vt) and NS̄(vt) as appropriate.
10: Add(remove) the node corresponding to vt in L if vt becomes switching(non-
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Running Time. Updates to data structures of vi, vj and P [i], P [j] take constant time.
Inserting or removing a node from L also takes constant time. Switching vs in the case
when C is no longer 12 -respecting takes time proportional to updating all its neighbors’ data
structures, their corresponding entries in P and their corresponding nodes in L. This takes
O(∆) time. Theorem 3 follows.
3 A fully dynamic distributed algorithm
In this section, we present the algorithm of Theorem 4. Dynamic distributed algorithms
have been well studied in the past [36, 16], and techniques to design sequential fully dynamic
algorithms are often applicable in designing their distributed counterparts. As an example,
for the maximal independent set problem the distributed implementation of the dynamic
sequential algorithm of Assadi et al.[3] improves on the dynamic distributed algorithm of
Censor-Hillel et al. [10]. This is often easier for problems in which only the neighborhood
of vertices incident to an update needs to be examined to restore the maintained property.
For MAX-CUT, it may not always be the case that endpoints of the update edge can be
switched to maintain a 12 -approximate cut by Theorem 9. Nevertheless, we show how to use
the O(∆) update time algorithm to get an efficient fully dynamic distributed algorithm in
the MPC model.
In the model we consider, there are n machines M1, ...,Mn each corresponding to vertices
v1, ..., vn respectively. Given a graph G = (V,E) where n = |V | and m = |E|, each machine
Mi initially stores a list of neighbors of vi in addition to storing f(v) and R ⊆ [k] to run the
static distributed algorithm obtained by pairwise independence (see Section 1.1) and obtain
an initial 12 -respecting cut C = (S, S̄) on G. For any i, j ∈ [n] we say that machine Mi is
a neighbor of Mj if (vi, vj) ∈ E. We let Mn be the coordinator machine which stores the
position of any vertex v ∈ V in C, i.e. whether v ∈ S or S̄. Given the initial cut C, each
machine Mi maintains whether vi is a switching vertex w.r.t. C or not. This can be done in
a single round and O(m) total communication–every machine simply sends the position of
its corresponding vertex in C to all its neighbors. We also ensure that the coordinator Mn
maintains the list of all switching vertices w.r.t C, the total number of edges in the graph
and the size of C ′s cut-set. After this initial preprocessing which takes O(1) rounds and
O(n2 logn) bits of communication, the information f(v) and R stored by all machines can
be discarded.
We now describe the update algorithm. Whenever an update {vi, vj} is made to G,
machines Mi and Mj are informed and thereafter, they update their list of neighbors. Both
Mi and Mj inform the coordinator Mn of the update in addition to informing whether vi
and vj become switching w.r.t the maintained cut C. This allows Mn to update m, size of
the cut-set C and the set of switching vertices. If C ceases to be 12 -respecting, Mn selects
an arbitrary switching vertex, vs and informs Ms. Thereafter, Ms updates its local data
structures to reflect the switch and informs all its neighbors to reflect the switch. If any
neighbor vk of vs becomes a switching vertex w.r.t the updated cut C, Mk informs the
coordinator Mn, after which Mn updates the list of switching vertices.
This takes O(1) rounds, O(∆) total communication per round and at most one adjustment
to C after any edge update. Theorem 4 follows.
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4 Achieving sublinear (in m) update time
In this section, we present an O(m1/2) amortized update algorithm which improves on the
O(∆) update time algorithm for sufficiently sparse graphs having high maximum degree.
The high level ideas involve: i) partitioning the graph G into induced subgraphs G1 and G2
on Vlow and Vhigh respectively where Vlow and Vhigh are sets of low and high degree vertices
respectively, ii) combining 12 -respecting cuts C1 and C2 on G1 and G2 respectively which are
maintained using the algorithm of Theorem 3 and, iii) selectively updating data structures.
The latter idea is crucial to reduce the update time. When a high degree vertex v ∈ Vhigh
switches w.r.t. the cut C2, data structures of only its neighbors in Vhigh are updated leading
to stale information in data structures of its neighbors in Vlow. A similar idea was used in
the fully dynamic algorithm for the maximal independent set problem [3]. We show that
lazy updating of low degree vertex data structures is sufficient for our purpose and re-build
G1 and G2 after sufficiently many updates which leads to O(m1/2) amortized update time.
Given 12 -respecting cuts on any vertex disjoint induced subgraphs of G, we first show that
they can be combined to give a 12 -respecting on G.
I Theorem 11 (Cut combining). Let G = (V,E) be any graph and C1 = (S, S̄) and
C2 = (T, T̄ ) be 12 -respecting cuts with respect to the vertex disjoint induced subgraphs
G1 = (V1, E1), G2 = (V2, E2) of G such that S ∪ S̄ = V1, T ∪ T̄ = V2 and V1 ∪ V2 = V . Then
one of the following is a 12 -respecting cut C of G:
i) (S ∪ T, S̄ ∪ T̄ )
ii) (S ∪ T̄ , S̄ ∪ T ).
A formal proof of Theorem 11 is omitted for the sake of brevity but it follows by noting
that cut-edges of C1 and C2 remain cut edges in both cuts considered in i) and ii), and the
cut-set of one of the cuts in i) and ii) must contain half of the remaining edges.
Data Structures. For any U,W ⊆ V , let E(U,W ) be the set of edges having one endpoint
in U and the other in W . To determine C, the following edge counts are maintained:
|E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )|. If |E(S, T̄ )| + |E(S̄, T )| ≥ |E(S, T )| + |E(S̄, T̄ )|,
then C = (S ∪ T, S̄ ∪ T̄ ), else we take C = (S ∪ T̄ , S̄ ∪ T ). Let NU (v) denote the list of
neighbors of v in U ⊆ V . In addition to data structures required by the algorithm of Theorem
3, every vertex v ∈ Vlow maintains neighbor counts NT (v), NT̄ (v) and every vertex v ∈ Vhigh
maintains neighbor counts NS(v), NS̄(v). For any subset U,W ⊆ V s.t. U ∈ {S, S̄} and
W ∈ {T, T̄}, note that the edge count |E(U,W )| =
∑
u∈U |NW (u)|.
The main challenge is to correctly maintain these edge counts without updating all the
neighbors of a high degree vertex which switches w.r.t C2. These edge counts change if i) an
edge update (vi, vj) is encountered and/or ii) a vertex switches w.r.t. either C1 or C2. Our
update algorithm switches at most a single vertex w.r.t C1 or C2 and maintains neighbor
counts of high degree vertices accurately at any given time. Combined with recomputing
neighbor counts of low degree vertices only when they switch, this is sufficient to maintain
edge counts correctly at any given time.
Algorithm. The algorithm consists of phases. The kth phase for k ≥ 1 begins with the graph
G containing mk edges and 12 -respecting cuts C1 and C2 on the induced subgraphs G1 and
G2 respectively. Here, G1 and G2 are induced subgraphs on Vlow = {v ∈ V |deg(v) ≤ m1/2k }
and Vhigh = V \Vlow respectively. We assume that the first phase starts with a single edge, i.e.
m1 = 1. The kth phase consists of m1/2k updates after which a new phase corresponding to
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the new value of mk begins. Thereafter, all data structures are reinitialized and 12 -respecting
cuts are computed for G1 and G2 (under the new value of mk). The total time taken to
reinitialize a phase is O(mk), leading to O(m1/2k ) amortized update time.
Note that the number of high degree vertices for any phase beginning with mk edges is
bounded by |Vhigh| = O(mk)/Ω(m1/2k ) = O(m
1/2
k ). Let {vi, vj} be an edge update during
the kth phase for k ≥ 1. Then,
1. if vi ∈ Vlow, vj ∈ Vhigh: One of the lists NT (vi), NT̄ (vi) and one of NS(vj), NS̄(vj) is
updated. Additionally, one of the edge counts |E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )|
depending on the position of vi and vj in C1 and C2 respectively, is updated.
2. if vi, vj ∈ Vlow: the algorithm of Theorem 3 is used to restore C1. Let u be a vertex which
is switched w.r.t C1. All data structures of high degree neighbors of u ∈ NT (u) ∪NT̄ (u)
are updated. Moreover, u recomputes the lists of its high degree neighbors NT (u), NT̄ (u).
The edge counts |E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )| are updated.
3. if vi, vj ∈ Vhigh: the algorithm of Theorem 3 is used to restore C2. The edge counts
|E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )| are updated.
The pseudo code of the update algorithm is as follows.
Algorithm 2 Sublinear Max-Cut ({vi, vj}, C1 = (S, S̄), C2 = (T, T̄ )).
1: if vi ∈ Vlow and vj ∈ Vhigh then
2: Update |E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )|, NT (vi), NT̄ (vi), NS(vj), NS̄(vj).
3: else
4: if vi, vj ∈ Vlow then
5: u← Delta-Dynamic Max-Cut(G1, {vi, vj}, C1).
6: for w ∈ NT (u) ∪NT̄ (u) do
7: Update NS(w), NS̄(w) to reflect the new position of u in the cut (S, S̄).
8: end for
9: Update NT (u), NT̄ (u), |E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )|.
10: end if
11: if vi, vj ∈ Vhigh then
12: u← Delta-Dynamic Max-Cut(G2, {vi, vj}, C2).
13: Update |E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )|.
14: end if
15: end if
Running Time. If an update {vi, vj} is such that vi ∈ Vlow, vj ∈ Vhigh, the update time is
O(1).
If vi, vj ∈ Vlow the call to the O(∆) update time algorithm takes time O(m1/2k ) since any
vertex in Vlow has degree at most 2m1/2k = O(m
1/2
k ) throughout the phase, by definition.
Updating the list of neighbors of the switched vertex u, and updating the data structures of
u′s neighbors takes O(m1/2k ) time. Updating edge counts takes constant time since they are
incremented or decremented by constants which can be determined from the size of neighbor
lists of u.
If vi, vj ∈ Vhigh: the call to the O(∆) update time algorithm takes time O(m1/2k ) since
|Vhigh| = O(m1/2k ). As in the second case, updating edge counts takes constant time.
Thus, the time taken to handle an edge update during a phase beginning with mk edges
is O(m1/2k ). Since the amortized cost of re-initialization is O(m
1/2
k ), this gives an O(m1/2)
amortized update time algorithm where m denotes the maximum number of edges in G
during an arbitrary sequence sequence of updates. Theorem 5 follows. A proof of correctness
can be found in the Appendix.
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5 Achieving sublinear (in n) worst case update time
In this section we give a randomized algorithm which exactly maintains a 12 -respecting cut
and takes Õ(n2/3) worst case update time w.h.p. We obtain the result by first designing an
algorithm with O(n2/3) expected worst-case update time. Then, we apply the probability
amplification result in [7] which gives a Õ(n2/3) worst-case update time algorithm w.h.p.
The high level idea of our algorithm is to use cut-combining idea on k vertex disjoint
subgraphs G1, G2, ..., Gk induced by a random k-partition of V denoted by (V1, V2, ..., Vk).
The random partition is constructed using the oracle described in Section 1.2 such that⋃k
i=1 Vi = V and |V1| = |V2| = ... = |Vk−1| = dn/ke, |Vk| = n − (k − 1)dn/ke. On each
subgraph Gi induced by Vi, a 12 respecting cut Ci = (Si, S̄i) (where S̄i = Vi\Si) is dynamically
maintained using the algorithm of Theorem 3. We now describe the data structures and the
update algorithm.
Data structures. In addition to data structures required by theO(∆)-update time algorithm,
we maintain: i) For each vertex v ∈ V , lists of its neighbors in each Si, (denoted by NSi(v))
and S̄i (denoted by NS̄i(v)) for all 1 ≤ i ≤ k and, ii) For all 1 ≤ i, j ≤ k, the edge counts




= O(k2) counts. The edge
counts can be maintained using the size of neighbor lists maintained for each vertex.
Algorithm.
Cut combining: We first describe how to combine 12 -approximate cuts Ci on Gi for 1 ≤ i ≤ k
to get a 12 -approximate cut C, on G. Initially, C = (S1, S̄1). Whenever considering cut
Ci = (Si, S̄i) for 2 ≤ i ≤ k to combine with C, the edge counts |E(Si, Sj)|, |E(Si, S̄j)|,
|E(S̄i, Sj)|, |E(S̄i, S̄j)|, for 1 ≤ j ≤ i − 1 are used to compute the edge counts |E(S, Si)|,
|E(S, S̄i)|, |E(S̄, Si)|, |E(S̄, S̄i)|. Depending on the combination which maximizes |E(S, S̄)|,
either Si (resp. S̄i) is added to S (resp. S̄) or Si (resp. S̄i) is added to S̄ (resp. S).
Computing the edge counts takes O(k) time, yielding O(k2) time to compute C.
Update algorithm: Let {vi, vj} be an edge update. Then,
1. if vi ∈ Vp and vj ∈ Vq s.t. p 6= q: Only the lists NSq (vi), NS̄q (vi), NSp(vj), NS̄p(vj) and
edge counts |E(Sp, Sq)|, |E(Sp, S̄q)|, |E(S̄p, Sq)|, |E(S̄p, S̄q)| are updated which takes O(1)
time.
2. if vi, vj ∈ Vp for some p: the cut Cp is updated using the O(∆) update time algorithm.
Let u be the switched vertex w.r.t Cp. The lists NSp(w), NS̄p(w) of all neighbors w of
u are updated to reflect u′s switch. For all 1 ≤ q ≤ k such that NSq (u) ∪NS̄q (u) 6= ∅,
edge counts of the form |E(Sp, Sq)|, |E(Sp, S̄q)|, |E(S̄p, Sq)|, |E(S̄p, S̄q)| are also updated.
This can be done by using the values of |NSq (u)| and |NS̄q (u)|.
Following this, the cuts C1, ..., Ck are combined to yield C. The pseudo code of the update
algorithm is as follows.
Note that the only information required to determine how to combine the cut (St, S̄t) with
(S, S̄) in each iteration of the for loop is the position of all Si, S̄i for all i ≤ t− 1 in (S, S̄).
Thus, computing the edge counts |E(S ∪ St, S̄ ∪ S̄t)|, |E(S ∪ S̄t, S̄ ∪ St)| can be done in O(k)
time, and lines 14 and 16 of Algorithm 3 do not need to be explicitly implemented.
Running Time. For the case when vi ∈ Vp and vj ∈ Vq s.t. p 6= q updating the edge counts
takes constant time. However, the combining cost is incurred. This is because a single update
can possibly cause the cuts to combine differently in order to maintain a 12 -respecting cut
on G.
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Algorithm 3 Randomized Sublinear MAX-CUT ({vi, vj}, G1, ..., Gk, C1, ...., Ck).
1: if vi ∈ Vp, vj ∈ Vq s.t. p 6= q then
2: Update NSq (vi), NS̄q (vi), NSp(vj), NS̄p(vj).
3: Update |E(Sp, Sq)|, |E(S̄p, Sq)|, |E(Sp, S̄q)|, |E(S̄p, S̄q)| appropriately.
4: else
5: u← Delta-Dynamic Max-Cut(Gp, {vi, vj}, Cp).
6: for all neighbors v of u where v ∈ Vr for any 1 ≤ r ≤ k do
7: Update NSr (u), NS̄r (u), NSp(v), NS̄p(v).
8: Update |E(Sp, Sr)|, |E(S̄p, Sr)|, |E(Sp, S̄r)|, |E(S̄p, S̄r)| appropriately.
9: end for
10: end if
11: S = S1, S̄ = S̄1.
12: for t = 2, ...., k do
13: if |E(S ∪ St, S̄ ∪ S̄t)| ≥ |E(S ∪ S̄t, S̄ ∪ St)| then
14: S = S ∪ St, S̄ = S̄ ∪ S̄t.
15: else
16: S = S ∪ S̄t, S̄ = S̄ ∪ St.
17: end if
18: end for
For the case when vi, vj ∈ Vp for some p, the algorithm of Theorem 3 takes O(n/k) time.
Let u be the switched vertex w.r.t. Cp. Updating the neighbor lists of all neighbors of u
takes O(∆) time. Thus, the update time in this case is O(∆ + nk + k
2) = O(∆ + k2).
I Lemma 12. The running time of the update algorithm is O(∆k + k
2). With k = Θ(n1/3),
this yields O(n2/3) expected worst-case update time.
Proof. Let {vi, vj} be an edge update. The probability that this update is of the second
type, i.e. vi, vj ∈ Vp for some p ∈ [k] is at most 1/k. The expected update time, denoted by
E[T (n, k)] can be written as,
E[T (n, k)] = Pr[vi, vj ∈ Vp]O(∆ + k2) + Pr[vi ∈ Vp, vj ∈ Vq, p 6= q]O(k2)










The value of k which minimizes E[T (n, k)] is Θ(n1/3) yielding O(n2/3) expected worst case
update time. J
Bernstein et al. [7] give a general technique to convert a fully dynamic data structure
with expected worst-case update time to one with a worst-case update time with high
probability. See [7] for technical details. By using their technique as a black-box, we convert
our randomized algorithm described in this section taking O(n2/3) expected worst-case
update time to one taking O(n2/3 log2(n)) = Õ(n2/3) update time with high probability.
Theorem 6 follows.
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6 Conclusion
The following open problems arise from our work. First, it would be interesting to improve
on the algorithm in Theorem 5 to get a better update time in the worst-case. Second, the
Algorithm in Theorem 6 works only for an oblivious adversary, and it would be interesting
to design a randomized worst-case algorithm with better update time which works against
an adaptive adversary.
We believe that ideas from our fully dynamic distributed MPC algorithm may be useful
in other models such as the ones considered in [27, 39]. We observe that our dynamic
algorithm for MPC can be implemented in the Congested-Clique model. Moreover, we
believe that a dynamic MPC algorithm to maintain a 12 -respecting cut using only sublinear
(in n) memory per machine (in contrast to Ω(n) memory as in the algorithm of Theorem
4) may be possible without a blow up in the round, adjustment or message complexity.
A natural open question is whether there exists a deterministic fully dynamic algorithm
with o(∆) round complexity and O(1) adjustment and message complexity to preserve a
1
2 -respecting cut in the CONGEST model. This may necessitate new techniques and lead to
interesting connections to other fundamental problems studied in the distributed computing
and dynamic algorithms literature.
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7 Appendix
7.1 Proof of Observation 2
Proof. The high level idea is to partition the update sequence into phases consisting of
O(εm) updates and spreading the time to recompute a t-respecting (resp., t-approximate)
cut using AS over any phase. Let Pi denote phase i, GPi the graph at the beginning of
phase i and mi the number of edges in GPi . We let mi = m so that phases Pi+1 and Pi+2
begin after εm2 and εm updates have been made to GPi , respectively. Algorithm AS is
used to compute a t-respecting (resp., t-approximate) cut CPi on GPi by spending T (m,n)
time spread over updates between phase Pi and Pi+1, and CPi is used to answer all queries
between phase Pi+1 and Pi+2. This takes 2T (m,n)εm = O(
T (m,n)
εm ) worst-case update time where
CPi is a (t − ε)-respecting (resp., t-approximate) cut until phase Pi+2 begins. Moreover,
after Pi+1 begins, AS is used to compute a t-respecting (resp., t-approximate) cut CPi+1
on GPi+1 by spending T (mi+1, n) time spread over updates between phase Pi+1 and Pi+2,




εm ). Thus, the
total worst-case update time is bounded by O(T (m,n)εm ). J
7.2 Endpoints of an updated edge may not be switching
I Theorem 9. Given an edge update {vi, vj} to Gk−1 for k ≥ 1, and a 12 -respecting cut
Ck−1 maintained on Gk−1, a switching vertex with respect to Ck−1 need not always be one
of vi, vj.
Proof. We refer to Figures 7.1 and 7.2 for the sake of illustration. Let V = {v1, ..., v9}
be the set of vertices such that S = V, S̄ = ∅. Consider the following sequence of edge in-
sertions {v1, v6}, {v1, v7}, {v2, v7}, {v3, v7}, {v3, v8}, {v3, v9}, {v4, v9}, {v5, v8} which leads to
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Figure 7.1 S = {v1, .., v5}, S̄ = {v6, .., v9}.










Figure 7.2 After v3 switches and edges
{v1, v2}, {v1, v4}, {v1, v5} are added, none of
v1, v2, v4, v5 are switching, yet the cut ceases
to be 12 respecting.
v6, v7, v8, v9 moving to S̄ in that order, as a result. Next, consider the following non-cut edge in-
sertions in no particular order: {v1, v3}, {v2, v3}, {v3, v4}, {v6, v7}, {v7, v8}, {v8, v9}, {v7, v9}.
The latter set of edge insertions does not make any vertex switching, After the edge {v3, v5} is
added v3 switches to S̄. Now consider the insertion of non-cut edges {v1, v2}, {v1, v4}, {v1, v5}
so that none of their endpoints namely v1, v2, v4, v5 become switching. But, (S, S̄) is no
longer 12 -respecting. J
7.3 On the sublinear (in m) update time algorithm
7.3.1 Proof of correctness
I Lemma 13. Algorithm 2 correctly maintains the edge counts |E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|,
|E(S̄, T̄ )| where C1 = (S, S̄), C2 = (T, T̄ ).
Proof. Assume that the edge counts (|E(S, T )|, |E(S, T̄ )|, |E(S̄, T )|, |E(S̄, T̄ )|) are accurate
before Algorithm 2 is executed to handle the edge update {vi, vj}. For vi ∈ Vlow and
vj ∈ Vhigh let X ∈ {S, S̄}, Y ∈ {T, T̄} be such that vi ∈ X, vj ∈ Y . If {vi, vj} is an edge
insertion, then vi is added to NX(vj), vj to NY (vi) and |E(X,Y )| is increased by 1. On the
other hand, if {vi, vj} is an edge deletion, vi is removed from NX(vj), vj from NY (vi) and
|E(X,Y )| is decremented by 1. Thus, the edge counts are correctly updated in this case.
In the case when vi, vj ∈ Vlow, Algorithm 1 is called in order to handle the edge update
with respect to the induced subgraph G1. Let u ∈ Vlow be a switched vertex and let
X, X̄ ∈ {S, S̄} be such that u ∈ X moves to X̄ after the switch. Now, u may no longer
have an accurate count of its neighbors in T and T̄ since when high degree neighbors of u
possibly switch in previous updates, the data structures of u namely NT (u), NT̄ (u) are not
modified. Thus, lists NT (u), NT̄ (u) are updated and for all high degree neighbors w of u,
NX(w), NX̄(w) are also updated to reflect u’s switch. Since u switched from X to X̄, the
sizes of lists NX(w), NX̄(w) are modified appropriately. For all neighbors w ∈ Vlow of u,
their data structures due to u′s switch to X̄ are already updated in the call to Algorithm 1.
Since u′s neighbor lists are up-to-date, the counts |E(X,T )|, |E(X, T̄ )|, |E(X̄, T )|, |E(X̄, T̄ )|
are correctly updated.
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For the case when vi, vj ∈ Vhigh, Algorithm 1 is called in order to handle the edge update
with respect to the induced subgraph G2. Let u ∈ Vhigh be a vertex which switches and let
Y, Ȳ ∈ {T, T̄} be such that u ∈ Y before the update and switches to Ȳ . Vertices in Vhigh are
updated to reflect the switch of u with respect to the cut (T, T̄ ) during the call to Algorithm
1. Since u is a high degree vertex, the neighbor lists NS(u), NS̄(u) are always up-to-date.
Thus, the edge counts |E(X,T )|, |E(X, T̄ )|, |E(X̄, T )|, |E(X̄, T̄ )| are correctly updated. J
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