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SUPERLINEAR CONVERGENCE OF AN INFEASIBLE
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Abstract. An interior point method (IPM) deﬁnes a search direction at each interior point
of a region. These search directions form a direction ﬁeld which in turn gives rise to a system of
ordinary diﬀerential equations (ODEs). The solutions of the system of ODEs can be viewed as
underlying paths in the interior of the region. In [C.-K. Sim and G. Zhao, Math. Program. Ser. A,
110 (2007), pp. 475–499], these oﬀ-central paths are shown to be well-deﬁned analytic curves, and any
of their accumulation points is a solution to a given monotone semideﬁnite linear complementarity
problem (SDLCP). The study of these paths provides a way to understand how iterates generated
by an interior point algorithm behave. In this paper, we give a suﬃcient condition using these oﬀ-
central paths that guarantees superlinear convergence of a predictor-corrector path-following interior
point algorithm for SDLCP using the Helmberg–Kojima–Monteiro (HKM) direction. This suﬃcient
condition is implied by a currently known suﬃcient condition for superlinear convergence. Using
this suﬃcient condition, we show that for any linear semideﬁnite feasibility problem, superlinear
convergence using the interior point algorithm, with the HKM direction, can be achieved for a
suitable starting point. We work under the assumption of strict complementarity.
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1. Introduction. The notion of a central path is introduced by Sonnevend [36]
in 1985 to interior point methods (IPMs). The central path plays a key role in the path-
following IPM. Besides the central path, “nearby” paths that lead to optimal solutions
of a monotone semideﬁnite linear complementarity problem (SDLCP) also play an
important role in the study of convergence behavior of a path-following interior point
algorithm on a monotone SDLCP. This is so because, in practice, iterates generated by
the algorithm may not always lie on the central path. [3] provides a good reference on
the basic geometry of these paths. Fast local convergence of IPMs has been successfully
proved by relating it to the boundedness of derivatives of underlying paths in [26, 39,
44, 45]. See also [37, 38].
The convergence analysis using a path-following interior point algorithm on semi-
deﬁnite programs (SDPs), and hence on SDLCPs, is considered to bemore diﬃcult than
on linear programs. This arises mainly due to the diﬃculty in maintaining symmetry in
the linearized complementarity [46]. Researchersworking in the IPMareahave proposed
ways to overcome this problem, which result in diﬀerent symmetrized search directions
[2, 14, 18, 27, 29, 31, 32, 43], along which iterates generated by interior point algo-
rithms move. Among these search directions, the Helmberg–Kojima–Monteiro (HKM)
and Nesterov–Todd (NT) directions have been implemented in existing SDP solvers.
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There are various ways in which underlying paths, using these diﬀerent search
directions, for SDLCPs are deﬁned in the literature [7, 19, 21, 25, 33, 11]. Paths arising
from diﬀerent search directions are likely to behave diﬀerently from each other. In [33],
a deﬁnition of underlying paths for SDLCPs, using ordinary diﬀerential equations
(ODEs), is proposed. This deﬁnition of an underlying path will be used in this paper.
The study of these paths provides a viable way to understand how iterates gener-
ated by an interior point algorithm behave. It has been shown that oﬀ-central paths
corresponding to the Alizadeh–Haeberly–Overton (AHO) direction are analytic at
solutions of an SDLCP [21, 25]. Superlinear convergence of iterates generated by ex-
isting interior point algorithms using the AHO direction (which does not, say, perform
“narrowing” of the neighborhood) is hence possible [2, 17, 20, 24]. On the other hand,
for the HKM direction, conditions [19, 34, 35, 11] are needed to ensure that oﬀ-central
paths are analytic at solutions of an SDLCP for diﬀerent deﬁnitions of these paths.
Superlinear convergence of iterates generated by an interior point algorithm using the
HKM direction can only be proven under further modiﬁcations of the algorithm, for
example, by performing “narrowing” of the neighborhood [16]. Other suﬃcient condi-
tions for superlinear convergence of the algorithm have been suggested in [19, 22, 23].
Under a strict complementarity assumption, in this paper we give a suﬃcient
condition that ensures superlinear convergence of an infeasible predictor-corrector
primal-dual path-following interior point algorithm for the HKM direction, using oﬀ-
central paths. We do this in section 4. In section 2, we give precise deﬁnition of
an SDLCP, show how an SDP can be written as an SDLCP, and also deﬁne the
oﬀ-central path which we are studying in this paper. In section 3, we describe a
transformation on the ODE system that deﬁnes an oﬀ-central path. We end up with a
transformed ODE system that we use in section 4. In section 5, we show that the class
of linear semi-deﬁnite feasibility problems1 always enjoys superlinear convergence with
the infeasible predictor-corrector primal-dual path-following interior point algorithm
without further modiﬁcations to the algorithm for suitable starting points. We do this
using the suﬃcient condition derived in section 4.
1.1. Notations and common deﬁnitions. The space of symmetric n×n ma-
trices is denoted by Sn. Given matrices X and Y in p×q, the standard inner product
is deﬁned by X •Y ≡ Tr(XTY ), where Tr(·) denotes the trace of a matrix. If X ∈ Sn
is positive semideﬁnite (resp., positive deﬁnite), we write X  0 (resp., X  0). The
cone of positive semideﬁnite (resp., positive deﬁnite) symmetric matrices is denoted
by Sn+ (resp., S
n
++). The identity matrix is denoted by In, where n stands for the size
of the matrix. In case the subscript is absent from I, the size of the identity matrix
should be clear from the context.
‖ · ‖ for a vector in n refers to its Euclidean norm, and for a matrix in p×q it
refers to its Frobenius norm.
1Note that the class of linear semideﬁnite feasibility problems is an important class of problems
that has wide applicability in many areas, for example, in control theory [6], among others. A projec-
tive method is used in [9] to solve a linear semideﬁnite feasibility problem. This method is extended
to solve the convex feasibility problem in [1] and the conic feasibility problem in [12]. A cutting plane
method is also used to solve the convex feasibility problem, in particular, the semideﬁnite feasibility
problem in [8, 10, 40, 42]. In all these works, the assumption that the interior of the feasible region
is nonempty is always made. In this paper, we do not need such an assumption to show superlinear
convergence using the existing infeasible predictor-corrector primal-dual path-following interior point
algorithm on a linear semideﬁnite feasibility problem. Only a strict complementarity assumption and
a suitable initial point are needed.
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For a matrix X ∈ p×q, we denote its component at the ith row and jth column
by Xij . Also, Xi· denotes the ith row of X and X·j the jth column of X . In case
X is partitioned into blocks of submatrices, then Xij refers to the submatrix in the
corresponding (i, j) position.
Given square matrices Ai ∈ ni×ni , i = 1, . . . ,m, Diag(A1, . . . , Am) is a square
matrix with Ai as its diagonal blocks arranged in accordance to the way they are lined
up in Diag(A1, . . . , Am). All the other entries in Diag(A1, . . . , Am) are taken to be zero.
Given functions f : Ω −→ E and g : Ω −→ ++, where Ω is an arbitrary set,
E is a normed vector space, and a subset Ω˜ ⊆ Ω, we write f(w) = O(g(w)) for all
w ∈ Ω˜ to mean that ‖f(w)‖ ≤ Mg(w) for all w ∈ Ω˜, where M > 0 is a positive
constant. Suppose we have E = Sn. Then we write f(w) = Θ(g(w)) if for all w ∈ Ω˜,
f(w) ∈ Sn++, f(w) = O(g(w)), and f(w)−1 = O(1/g(w)). What the subset Ω˜ is should
be clear from the context. Usually, Ω˜ = (0, w¯) for a small w¯ > 0. Given Ω˜ = (0, w¯),
we write f(w) = o(g(w)) to mean that ‖f(w)‖/g(w) → 0 as w → 0.
In this paper, a reference written after the name of a proposition means a reference
to a similar result, which has been generalized in the paper.
2. Deﬁnitions of an SDLCP and an oﬀ-central path. Let us consider the
following system deﬁned by
XY = 0,(1)
A(X) +B(Y ) = q,(2)
X,Y ∈ Sn+,(3)
where A,B : Sn −→ n˜ are linear operators mapping Sn to the space n˜, where
n˜ := n(n + 1)/2. Hence A and B have the form A(X) = (A1 • X, . . . , An˜ • X)T ,
respectively, B(Y ) = (B1 • Y, . . . , Bn˜ • Y )T , where Ai, Bi ∈ Sn for all i = 1, . . . , n˜.
Also, q ∈ n˜.
The SDLCP is to ﬁnd a solution to system (1)–(3). We also called the system
(1)–(3) SDLCP.
We have the following assumptions on system (1)–(3) throughout the paper.
Assumption 2.1.
(a) SDLCP (1)–(3) is monotone; i.e., A(X)+B(Y ) = 0 forX,Y ∈ Sn⇒X•Y ≥ 0.
(b) There exists at least one solution to SDLCP (1)–(3).
(c) {A(X) +B(Y ) : X,Y ∈ Sn} = n˜.
The ﬁrst assumption is satisﬁed for the class of SDPs, with equality for X •
Y instead of inequality. The last assumption is a technical assumption that can be
satisﬁed for any given SDP.
An SDP in its primal and dual forms is given by
(P) min C •X
subject to Ai •X = bi, i = 1, . . . ,m,
X ∈ Sn+,
(D) max
m∑
i=1
biyi
subject to
m∑
i=1
yiAi + Y = C,
Y ∈ Sn+.
.
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It is without loss of generality that we assume Ai, i = 1, . . . ,m, are linearly
independent.
Written in the form (2), in this case Ai = 0, i = m + 1, . . . , n˜, while Bi = 0, i =
1, . . . ,m, and Bi, i = m + 1, . . . , n˜, linearly independent, are obtained from the sub-
space in Sn orthogonal to the space spanned by Ai, i = 1, . . . ,m.
It has been shown in [15] that a monotone SDLCP is reducible to an SDP. Hence,
we may consider Ai = 0, i = m + 1, . . . , n˜, while Bi = 0, i = 1, . . . ,m, in (2) from
now onward, although the results in this paper, such as Theorem 4.3, also hold for
any SDLCP satisfying (1)–(3), without having Ai = 0, i = m+ 1, . . . , n˜, and Bi = 0,
i = 1, . . . ,m, in (2).
Let us now deﬁne the infeasible oﬀ-central path for an SDLCP passing through a
point (X0, Y0), X0, Y0  0, using an ODE system.
Definition 2.1. The solution (X(μ), Y (μ)), X(μ), Y (μ)  0, where μ > 0, to
HP (XY
′ +X ′Y ) =
1
μ
HP (XY ),(4)
A(X ′) +B(Y ′) =
1
μ
(A(X) +B(Y )− q),(5)
with the initial condition (X(μ¯0), Y (μ¯0)) = (X0, Y0), X0, Y0  0, μ¯0 = Tr(X0Y0)/n,
is the infeasible oﬀ-central path2 for an SDLCP, corresponding to P , passing through
(X0, Y0). Here, HP (U) :=
1
2 (PUP
−1 + (PUP−1)T ), and P ∈ n×n is an invertible
matrix.
In the above deﬁnition, X ′ and Y ′ stand for the ﬁrst derivative of X and Y w.r.t.
μ, respectively.
We use μ¯0 to denote the initial starting point for μ in the ODE system (4), (5)
to distinguish it from μ0, which is the duality gap divided by n for the initial iterate
using Algorithm 4.1.
Assuming P is an analytic function of X,Y and PXY P−1 is always symmet-
ric (such P include the well-known directions like the HKM (and its dual) and NT
directions), it is proved in [33] that when A(X0) + B(Y0) = q, the oﬀ-central path,
(X(μ), Y (μ)), is well deﬁned, unique, analytic over μ ∈ (0,∞), and any of its accu-
mulation points is a solution to (1)–(3). It is easy to see that these also hold when we
consider an infeasible3 oﬀ-central path when A(X0) +B(Y0) = q.
Remark 2.1. Due to linearity, (5) can also be written as
A(X ′) + B(Y ′) = r0/μ¯0,(6)
where r0 is given by
A(X0) +B(Y0)− q.
Hence, we have that (X(μ), Y (μ)) satisﬁes
A(X) +B(Y ) = q + μr0/μ¯0.(7)
Remark 2.2. It is easy to see, using (4), that the parameter μ in the ODE system
(4)–(5) (or (4), (6)) is actually the duality gap, X(μ) • Y (μ), divided by n, at the
point (X(μ), Y (μ)) on the path.
2[33] provides a good background to understand why we deﬁne an oﬀ-central path in this way.
3From now onward, we omit the word “infeasible” when we mention oﬀ-central path.
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3. An investigation on ODE system (4), (6). In this paper, we consider
only the (dual) HKM search direction, where P = Y 1/2. Hence, (4) and (6) can be
written as
HY 1/2(XY
′ +X ′Y ) =
1
μ
HY 1/2(XY ),(8)
A(X ′) +B(Y ′) = r0/μ¯0,(9)
where r0 = A(X0) +B(Y0)− q and μ > 0.
Written in matrix-vector form, the above ODE system (8), (9) can be rewritten as( A B
I X ⊗s Y −1
)(
svec(X ′)
svec(Y ′)
)
= (1/μ)
(
μr0/μ¯0
svec(X)
)
.(10)
The operation ⊗s and the map “svec” are used extensively in this paper. For their
deﬁnitions and properties, the reader can refer to pp. 775–776 and the appendix of [41].
The matrices A and B are derived from the operators A and B, respectively, and
are given by
A =
⎛⎜⎝ svec(A1)
T
...
svec(An˜)
T
⎞⎟⎠ , B =
⎛⎜⎝ svec(B1)
T
...
svec(Bn˜)
T
⎞⎟⎠ .(11)
Since we assume that Ai = 0, i = m+1, . . . , n˜, and Bi = 0, i = 1, . . . ,m, we can write
A and B as
A =
( A1
0
)
, B =
(
0
B1
)
,(12)
where A1 consists of m rows and has full row rank (which follows from Assumption
2.1(c)), while B1 consists of n˜−m rows and also has full row rank (which follows from
Assumption 2.1(c)).
Making use of the special structure of A and B in (12), we perform block Gaussian
elimination on A1 and B1 individually to obtain
(13)⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
svec
(
(A1)11 (A1)12
(A1)
T
12 (A1)22
)T
...
svec
(
(Aj1)11 (Aj1)12
(Aj1)
T
12 (Aj1)22
)T
svec
(
0 (Aj1+1)12
(Aj1+1)
T
12 (Aj1+1)22
)T
...
svec
(
0 (Aj1+j2)12
(Aj1+j2)
T
12 (Aj1+j2)22
)T
svec
(
0 0
0 (Aj1+j2+1)22
)T
...
svec
(
0 0
0 (Am)22
)T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
svec
(
(B1)11 (B1)12
(B1)
T
12 (B1)22
)T
...
svec
(
(Bk1)11 (Bk1)12
(Bk1)
T
12 (Bk1)22
)T
svec
(
(Bk1+1)11 (Bk1+1)12
(Bk1+1)
T
12 0
)T
...
svec
(
(Bk1+k2)11 (Bk1+k2)12
(Bk1+k2)
T
12 0
)T
svec
(
(Bk1+k2+1)11 0
0 0
)T
...
svec
(
(Bn˜−m)11 0
0 0
)T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
respectively.
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Henceforth, we assume (A B) is of the form (12) with A1 and B1 taking the form
in (13).
To analyze superlinear convergence, besides Assumptions 2.1(a)–2.1(c), we need
an additional assumption as stated below.
Assumption 3.1. There exists a strictly complementary solution (X∗, Y ∗) to the
SDLCP (1)–(3). That is, X∗ + Y ∗  0.
Assumption 3.1 is currently needed in the literature [16, 22, 23] to show superlin-
ear convergence using an interior point algorithm on an SDLCP or SDP. See also [12].
Henceforth, we assume that Assumptions 2.1(a)–2.1(c) and 3.1 always hold in
this paper.
Since X∗ and Y ∗ commute, they are jointly diagonalizable by some orthogonal
matrix Q. So, using this orthogonal similarity transformation of the matrices in the
SDLCP (1)–(3), we may assume without loss of generality that
X∗ =
(
Λ∗11 0
0 0
)
, Y ∗ =
(
0 0
0 Λ∗22
)
,(14)
where Λ∗11 = Diag(λ
∗
1, . . . , λ
∗
k0
)  0 and Λ∗22 = Diag(λ∗k0+1, . . . , λ∗n)  0. Here,
λ∗1, . . . , λ
∗
n are real numbers greater than zero.
Hereafter, whenever we partition a matrix S ∈ Sn, we do it in a similar way;
i.e., S is always partitioned as (
S11 S12
ST12 S22
), where S11 ∈ Sk0 , S22 ∈ Sn−k0 , and
S12 ∈ k0×(n−k0).
First, let us make a few observations on the oﬀ-central paths deﬁned in Deﬁnition
2.1 in the following propositions.
Proposition 3.1. (see [25, Lemma 3.7]). The set U deﬁned by
{(X(μ), Y (μ)) ∈ Sn++ × Sn++ : 0 < μ ≤ μ¯0, λmin(XY )(μ¯0) ≥ D,
‖X(μ¯0)‖ ≤ C, ‖Y (μ¯0)‖ ≤ C}
is bounded for ﬁxed μ¯0, C,D > 0. Here, λmin(XY )(μ¯0) is the minimum eigenvalue of
X(μ¯0)Y (μ¯0).
Proof. Consider (X(μ), Y (μ)) ∈ U , with (X(μ¯0), Y (μ¯0)) = (X0, Y0).
We have by Remark 2.2, X(μ) • Y (μ) = (μ/μ¯0)X(μ¯0) • Y (μ¯0) = nμ.
Note that (X∗, Y ∗) satisﬁes A(X∗)+B(Y ∗) = q, and (X(μ), Y (μ)) satisﬁes A(X(μ))+
B(Y (μ)) = q + (μ/μ¯0)r0.
Let
Xˆ(μ) = (1− μ/μ¯0)X∗ + (μ/μ¯0)X0, Yˆ (μ) = (1− μ/μ¯0)Y ∗ + (μ/μ¯0)Y0.
Then
A(Xˆ(μ)−X(μ)) +B(Yˆ (μ)− Y (μ)) = (1− μ/μ¯0)q + (μ/μ¯0)(q + r0)− q − (μ/μ¯0)r0
= 0.
Hence, by Assumption 2.1(a),
(Xˆ(μ)−X(μ)) • (Yˆ (μ)− Y (μ)) ≥ 0.
That is,
Xˆ(μ) • Yˆ (μ)− Xˆ(μ) • Y (μ)−X(μ) • Yˆ (μ) +X(μ) • Y (μ)
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= (1− μ/μ¯0)(μ/μ¯0)X∗ • Y0 + (1− μ/μ¯0)(μ/μ¯0)X0 • Y ∗ + nμ2/μ¯0
−(1− μ/μ¯0)X∗ • Y (μ)− (μ/μ¯0)X0 • Y (μ)− (1− μ/μ¯0)X(μ) • Y ∗
−(μ/μ¯0)X(μ) • Y0 +X(μ) • Y (μ)
≥ 0.
Therefore,
(1 − μ/μ¯0)(X∗ • Y (μ) +X(μ) • Y ∗) + (μ/μ¯0)(X0 • Y (μ) +X(μ) • Y0)
≤ (1 − μ/μ¯0)(μ/μ¯0)(X∗ • Y0 +X0 • Y ∗) + nμ2/μ¯0 +X(μ) • Y (μ)
= (1 − μ/μ¯0)(μ/μ¯0)(X∗ • Y0 +X0 • Y ∗) + nμ2/μ¯0 + nμ.
Hence,
(1/μ− 1/μ¯0)(X∗ • Y (μ) +X(μ) • Y ∗) + (1/μ¯0)(X0 • Y (μ) +X(μ) • Y0)
≤ (1− μ/μ¯0)(1/μ¯0)(X∗ • Y0 +X0 • Y ∗) + nμ/μ¯0 + n
≤ M1,
for 0 < μ ≤ μ¯0, where M1 > 0 depends only on μ¯0, C.
Therefore,
X0 • Y (μ) ≤ μ¯0M1, X(μ) • Y0 ≤ μ¯0M1.
We have, for 0 < μ ≤ μ¯0,
‖X(μ)‖ ≤ μ¯0M1/λmin(Y0), ‖Y (μ)‖ ≤ μ¯0M1/λmin(X0).
Since ‖X0‖ ≤ C and ‖Y0‖ ≤ C, together with λmin(X0Y0) ≥ D, we must have that
λmin(X0) and λmin(Y0) are uniformly bounded from below by a positive constant
independent of (X(μ), Y (μ)) chosen from U . Hence, we are done.
Proposition 3.2. (see [34, Lemma 2.2]). Y11(μ) and X22(μ) are equal to O(μ),
and ‖X12(μ)‖ and ‖Y12(μ)‖ are equal to O(√μ), where the bounds are not dependent
on any oﬀ-central path (X(μ), Y (μ)) as long as λmin(XY )(μ¯0) ≥ D, ‖X(μ¯0)‖ ≤ C,
‖Y (μ¯0)‖ ≤ C for ﬁxed μ¯0, C,D > 0.
Proposition 3.3. (see [34, Lemma 2.3]). X11(μ) and Y22(μ) are equal to Θ(1),
and X22(μ) and Y11(μ) are equal to Θ(μ), where the bounds are not dependent on any
oﬀ-central path (X(μ), Y (μ)) as long as λmin(XY )(μ¯0) ≥ D, ‖X(μ¯0)‖ ≤ C ‖Y (μ¯0)‖ ≤
C for ﬁxed μ¯0, C,D > 0.
The proof of Proposition 3.2 and that of Proposition 3.3 are similar to that of
Lemma 2.2 and that of Lemma 2.3 in [34],4 respectively, and hence will not be shown
here again. See also Lemmas 3.10 and 3.11 of [25].
From these propositions, we have that
X(μ) =
(
Θ(1) O(
√
μ)
O(
√
μ) Θ(μ)
)
, Y (μ) =
(
Θ(μ) O(
√
μ)
O(
√
μ) Θ(1)
)
.
Hence, we can write
X(μ) =
(
I 0
0
√
μI
)
X˜(μ)
(
I 0
0
√
μI
)
,
Y (μ) =
( √
μI 0
0 I
)
Y˜ (μ)
( √
μI 0
0 I
)
,
4Proofs for these lemmas can be found at http://www.math.nus.edu.sg/∼matzgy/publist.html.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SUPERLINEAR CONVERGENCE OF IPM FOR SDLCP 109
where
X˜(μ) =
(
Θ(1) O(1)
O(1) Θ(1)
)
, Y˜ (μ) =
(
Θ(1) O(1)
O(1) Θ(1)
)
.
Before we go on, let us deﬁne new matrices A¯1(t) and B¯1(t) as follows:
(A¯1(t))i· :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
svec
(
(Ai)11 t(Ai)12
t(Ai)
T
12 t
2(Ai)22
)T
, 1 ≤ i ≤ j1,
svec
(
0 (Ai)12
(Ai)
T
12 t(Ai)22
)T
, j1 + 1 ≤ i ≤ j1 + j2.
svec
(
0 0
0 (Ai)22
)T
, j1 + j2 + 1 ≤ i ≤ m,
(B¯1(t))j· :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
svec
(
t2(Bj)11 t(Bj)12
t(Bj)
T
12 (Bj)22
)T
, 1 ≤ j ≤ k1,
svec
(
t(Bj)11 (Bj)12
(Bj)
T
12 0
)T
, k1 + 1 ≤ j ≤ k1 + k2,
svec
(
(Bj)11 0
0 0
)T
, k1 + k2 + 1 ≤ j ≤ n˜−m,
where t2 = μ.
The following proposition relates the above-deﬁned new matrices with A1 and B1.
Proposition 3.4.
A1
((
I 0
0 tI
)
⊗s
(
I 0
0 tI
))
= Diag(Ij1 , tIj2 , t
2Im−j1−j2)A¯1(t),
B1
((
tI 0
0 I
)
⊗s
(
tI 0
0 I
))
= Diag(Ik1 , tIk2 , t
2In˜−m−k1−k2)B¯1(t).
Proof. The proposition is clear from the deﬁnitions of the new matrices and
(13).
Remark 3.1. Let
A¯(t) :=
( A¯1(t)
0
)
, B¯(t) :=
(
0
B¯1(t)
)
.
Then
A
((
I 0
0 tI
)
⊗s
(
I 0
0 tI
))
= Diag(Ij1 , tIj2 , t
2Im−j1−j2 , Ik1 , tIk2 , t
2In˜−m−k1−k2)A¯(t),
B
((
tI 0
0 I
)
⊗s
(
tI 0
0 I
))
= Diag(Ij1 , tIj2 , t
2Im−j1−j2 , Ik1 , tIk2 , t
2In˜−m−k1−k2)B¯(t).
Proposition 3.5. We have
q =
⎛⎜⎜⎝
qˆ
0
ˆˆq
0
⎞⎟⎟⎠ ,(15)
where qˆ ∈ j1 , ˆˆq ∈ k1 (whose ﬁrst entry starts at the m+ 1 entry of q).
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Proof. Observe that (X(μ), Y (μ)) satisﬁes
Asvec(X) + Bsvec(Y ) = q + μr0/μ¯0.
Hence,
Diag(Ij1 , tIj2 , t
2Im−j1−j2 , Ik1 , tIk2 , t
2In˜−m−k1−k2)(A¯(t)svec(X˜)(16)
+B¯(t)svec(Y˜ )) = q + t2r0/μ¯0,
where μ = t2.
We see from (16) by taking t → 0 that q has the required form (15).
Now the inverse of the matrix on the extreme left in the ODE system (10) is given
by ( −(X ⊗s Y −1)G−1 I + (X ⊗s Y −1)G−1A
G−1 −G−1A
)
,
where G(μ) := B −A(X ⊗s Y −1).
Therefore, (10) can be written as
(17)(
svec(X ′)
svec(Y ′)
)
=
1
μ
( −μ(X ⊗s Y −1)G−1(r0/μ¯0) + svec(X) + (X ⊗s Y −1)G−1Asvec(X)
μG−1(r0/μ¯0)− G−1Asvec(X)
)
,
where μ > 0.
We have the following proposition.
Proposition 3.6.
−μ(X ⊗s Y −1)G−1(r0/μ¯0) + svec(X) + (X ⊗s Y −1)G−1Asvec(X)
= (1/2)((X ⊗s Y −1)G−1(−μr0/μ¯0 + q) + svec(X)),
μG−1(r0/μ¯0)− G−1Asvec(X) = (1/2)(G−1(μr0/μ¯0 − q) + svec(Y )),
where (X,Y ) satisﬁes Asvec(X) + Bsvec(Y ) = q + μr0/μ¯0.
Proof. We need only show the ﬁrst equality. The second equality can be shown in
a similar manner.
The equality is shown by
svec(X) + (X ⊗s Y −1)G−1Asvec(X) = (1/2)(svec(X) + (X ⊗s Y −1)G−1(q + μr0/μ¯0)).
This is true since
svec(X) + (X ⊗s Y −1)G−1Asvec(X)
= svec(X) + [B(X ⊗s Y −1)−1 −A]−1Asvec(X)
= (1/2)(svec(X) + [B(X ⊗s Y −1)−1 −A]−1q − [B(X ⊗s Y −1)−1 −A]−1Bsvec(Y )
+ svec(X) + [B(X ⊗s Y −1)−1 −A]−1Asvec(X) + (X ⊗s Y −1)G−1(μr0/μ¯0))
= (1/2)(svec(X) + (X ⊗s Y −1)G−1(q + μr0/μ¯0)),
where the second equality follows from Asvec(X) + Bsvec(Y ) = q + μr0/μ¯0.
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Using (17) and Proposition 3.6, (10) can be written as(
svec(X ′)
svec(Y ′)
)
= (1/2μ) =
(
(X ⊗s Y −1)G−1(−μr0/μ¯0 + q) + svec(X)
G−1(μr0/μ¯0 − q) + svec(Y )
)
.(18)
Observe using Propositions 3.4, 3.5, and Remark 3.1 that
(X ⊗s Y −1)G−1(−μr0/μ¯0 + q) =
((
I 0
0
√
μI
)
⊗s
(
I 0
0
√
μI
))
×(X˜ ⊗s Y˜ −1)G˜−1(−√μr˜0/μ¯0 + q),
G−1(μr0/μ¯0 − q) =
(( √
μI 0
0 I
)
⊗s
( √
μI 0
0 I
))
G˜−1(√μr˜0/μ¯0 − q).
Here, G˜(μ) := B¯(√μ)− A¯(√μ)(X˜ ⊗s Y˜ −1), and
r˜0 = Diag
(√
μIj1 , Ij2 ,
1√
μ
Im−j1−j2 ,
√
μIk1 , Ik2 ,
1√
μ
In˜−m−k1−k2
)
r0.(19)
Hence, (18) can be written as(
svec(X ′)
svec(Y ′)
)
=
1
2μ
T,(20)
where
T =
⎛⎜⎜⎝
((
I 0
0
√
µI
)
⊗s
(
I 0
0
√
µI
))
((X˜ ⊗s Y˜ −1)G˜−1(−√µr˜0/µ¯0 + q) + svec(X˜))(( √
µI 0
0 I
)
⊗s
( √
µI 0
0 I
))
(G˜−1(√µr˜0/µ¯0 − q) + svec(Y˜ ))
⎞⎟⎟⎠ .
We are going to use this ODE system (20) in our investigation on suﬃcient con-
ditions for superlinear convergence using an interior point algorithm on an SDLCP.
4. Suﬃcient conditions for superlinear convergence. We consider an infea-
sible predictor-corrector primal-dual path-following interior point algorithm to solve
an SDLCP. We consider only the (dual) HKM search direction, where P = Y 1/2, in
this paper.
Notice that the infeasible central path, (Xc(μ), Y c(μ)), μ > 0, with
(Xc(μ¯0), Y
c(μ¯0)) = (X
c
0 , Y
c
0 ), which is a special oﬀ-central path, satisﬁes
XY = μI, A(X) +B(Y ) = q + (μ/μ¯0)r0, X, Y ∈ Sn++,(21)
where
Xc0Y
c
0 = μ¯0I, X
c
0 , Y
c
0 ∈ Sn++.(22)
The existence of the infeasible central path is guaranteed and has been discussed
in [25, 28, 30].
We consider the following neighborhood of the infeasible central path:
N (β, τ) := {(X,Y ) ∈ Sn++ × Sn++; ‖Y 1/2XY 1/2 − τI‖ ≤ βτ}.
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Let us now describe the infeasible predictor-corrector primal-dual path-following
interior point algorithm for the sake of completeness. The algorithm is from [23].
In the algorithm, solving the following linear system for (U, V ) ∈ Sn × Sn plays
an important role:
Y 1/2(XV + UY )Y −1/2 + Y −1/2(V X + Y U)Y 1/2 = 2(στI − Y 1/2XY 1/2),(23)
A(U) +B(V ) = −r.(24)
The algorithm is described as follows.
Algorithm 4.1. Choose β1 < β2, with β
2
2/(2(1−β2)2) ≤ β1 < β2 < β2/(1−β2) <
1. Choose (X0, Y0) ∈ N (β1, τ0) with τ0 = μ0 = X0 • Y0/n, and set ψ0 = 1. For
k = 0, 1, . . ., do (a1) through (a5):
(a1) Set X = Xk, Y = Yk, ψ = ψk, τ = τk, and deﬁne
r = A(X) +B(Y )− q.
(a2) If max{X • Y, ‖r‖} ≤ , then report (X,Y ) as an approximate solution to
(1)–(3) and terminate.
(a3) Find the solution U, V of the linear system (23), (24), with σ = 0, r = r.
Deﬁne
X = X + αU, Y = Y + αV,
where the steplength α satisﬁes
α1 ≤ α ≤ α2.(25)
Here,
α1 =
2√
1 + 4δ/(β2 − β1) + 1
,(26)
δ =
1
τ
‖Y 1/2UV Y −1/2‖,(27)
and
α2 = max{α˜ ∈ [0, 1]; (X + αU, Y + αV ) ∈ N (β2, (1− α)τ) ∀ α ∈ [0, α˜]}.
Set ψ+ = (1− α)ψ. If α = 1, then (X,Y ) solves (1)–(3) and terminate.
(a4) Find the solution U1, V1 of the linear system (23), (24), with σ = (1 − α),
r = 0. Set
X+ = X + U1, Y+ = Y + V1,
τ+ = (1− α)τ.
(a5) Set
Xk+1 = X+, Yk+1 = Y+,
τk+1 = τ+, ψk+1 = ψ+.
We have the following theorem on the above algorithm.
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Theorem 4.1. (see [23, Theorem 2.6]).5 For any integer 0 ≤ k < K0, where
K0 = ∞ if α = 1 for all iterations, Algorithm 4.1 deﬁnes a pair
(Xk, Yk) ∈ N (β1, τk),
and
rk := A(Xk) +B(Yk)− q = ψkr0,
τk = ψkτ0,
(1− β1)τk ≤ μk = (Xk • Yk)/n ≤ (1 + β1)τk,
where
ψ0 = 1, ψk =
k−1∏
j=0
(1− αj),
and αj is deﬁned by (25).
Observe from the theorem that we have τk+1 = (1− αk)τk. Convergence of τk to
zero implies that any accumulation point of (Xk, Yk) is a solution to (1)–(3).
The following theorem states the complexity results of Algorithm 4.1.
Theorem 4.2. (see [23, Corollary 3.9]).6 Assume that in Algorithm 4.1 we choose
a starting point of the form X0 = Y0 = ρI, where ρ > 0 is a constant. Let
0 = max{X0 • Y0, ‖r0‖},
and let  > 0 be arbitrary. Then the following statements hold:
(i) The algorithm terminates with an -approximate solution (Xk, Yk) ∈ Sn+ × Sn+
with
0 ≤ Xk • Yk ≤ , ‖rk‖ ≤ ,
in a ﬁnite number of steps k = K < ∞.
(ii) If max{‖X∗‖, ‖Y ∗‖} ≤ ρ, where (X∗, Y ∗) solves (1)–(3), then
K = O(n ln(0/)).
(iii) For any choice of ρ > 0, there is an index k = Kˆ = O(n ln(0/)) such that
either
(iiia) (Xk, Yk) ∈ Sn+ × Sn+ satisﬁes 0 ≤ Xk • Yk ≤ , ‖rk‖ ≤ , or
(iiib) α ≤ 1/[n(1 + 29/√β2 − β1)], and there is no solution (X∗, Y ∗) to (1)–
(3) with max{‖X∗‖, ‖Y ∗‖} ≤ ρ.
Superlinear convergence of iterates (Xk, Yk) generated by Algorithm 4.1 means
τk+1
τk
= (1− αk) → 0.(28)
From step (a3) of Algorithm 4.1, we observe that if (α1)k → 1, then superlinear
convergence of the algorithm occurs. Now (α1)k → 1 if and only if
δk =
1
τk
‖Y 1/2k UkVkY −1/2k ‖ → 0.(29)
5Theorem 2.6 of [23] considers the case of primal-dual SDP; we have veriﬁed that the theorem
also holds for monotone SDLCP.
6Corollary 3.9 of [23] considers the case of primal-dual SDP; we have veriﬁed that the corollary
also holds for monotone SDLCP.
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By Theorem 4.1, (29) is equivalent to
δ′k =
1
μk
‖Y 1/2k UkVkY −1/2k ‖ → 0.(30)
Here, the subscript “k” in the symbols above stands for the kth iteration of the
algorithm.
A currently weak suﬃcient condition for superlinear convergence (28) using Al-
gorithm 4.1, as given in [22] (see also [19]), is
lim
k→∞
XkYk/
√
τk = lim
k→∞
XkYk/
√
μk = 0(31)
when applied to SDPs. This follows by showing that (29) or (30) holds true. In Proposi-
tion 4.5 below, we give another proof to show that (31) implies superlinear convergence
using Algorithm 4.1 on an SDP.
In the rest of this section, we discuss suﬃcient conditions that ensure superlinear
convergence using Algorithm 4.1.
Given iterates (Xk, Yk) generated by Algorithm 4.1, we have (Xk, Yk) ∈ N (β1, τk).
Let the oﬀ-central path passing through (Xk, Yk) when μ = μk be denoted by
(Xk(μ), Y k(μ)). Also, let (Xk0 , Y
k
0 ) = (X
k(μ¯0), Y
k(μ¯0)), where μ¯0 > 0 is ﬁxed to
be less than (1− β1)τ0.
We have the following proposition on (Xk0 , Y
k
0 ).
Proposition 4.1. We have (Xk0 , Y
k
0 ) satisﬁes λmin(X
k
0 Y
k
0 ) ≥ D, ‖Xk0 ‖ ≤ C,
‖Y k0 ‖ ≤ C for all k ≥ 0. Here, C and D are some ﬁxed numbers greater than zero.
Proof. We have
(Xk, Yk) ∈ N (β1, τk)
by Theorem 4.1. Hence, it is clear that
|λmin(XkYk)− τk| ≤ β1τk.
Therefore,
λmin(XkYk) ≥ (1 − β1)τk
≥ 1− β1
1 + β1
μk,(32)
where the second inequality follows from Theorem 4.1.
On the other hand,
λmin(XkYk) = λmin(X
k(μk)Y
k(μk))
=
μk
μ¯0
λmin(X
k
0 Y
k
0 ),
where the second equality holds true by Theorem 2.2 of [33].
Together with (32) we have
λmin(X
0
kY
0
k ) ≥
(1− β1)μ¯0
1 + β1
.
Now, by Theorem 4.1,
A(Xk) +B(Yk) = q +
τk
τ0
(A(X0) +B(Y0)− q).(33)
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Also, we have
A(Xk) +B(Yk) = A(X
k(μk)) +B(Y
k(μk))
= q +
μk
μ¯0
(A(Xk0 ) +B(Y
k
0 )− q).(34)
Putting (33) and (34) together and upon manipulations, we get
A
(
Xk0 −
τkμ¯0
μkτ0
X0
)
+B
(
Y k0 −
τkμ¯0
μkτ0
Y0
)
=
(
1− τkμ¯0
μkτ0
)
q
=
(
1− τkμ¯0
μkτ0
)
(A(X∗) +B(Y ∗)).
Therefore,
A
(
Xk0 −
(
τkμ¯0
μkτ0
X0 +
(
1− τkμ¯0
μkτ0
)
X∗
))
+B
(
Y k0 −
(
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗
))
= 0.
By Assumption 2.1(a), we have(
Xk0 −
(
τkμ¯0
μkτ0
X0 +
(
1− τkμ¯0
μkτ0
)
X∗
))
•
(
Y k0 −
(
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗
))
≥ 0.
Expanding the expression above and upon manipulations, we obtain
Xk0 •
(
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗
)
+
(
τkμ¯0
μkτ0
X0 +
(
1− τkμ¯0
μkτ0
)
X∗
)
• Y k0
≤ Xk0 • Y k0 +
(
τkμ¯0
μkτ0
X0 +
(
1− τkμ¯0
μkτ0
)
X∗
)
•
(
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗
)
= nμ¯0 +
(
τkμ¯0
μkτ0
X0 +
(
1− τkμ¯0
μkτ0
)
X∗
)
•
(
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗
)
.(35)
From our choice of μ¯0 and that 1/(1 + β1) ≤ τk/μk ≤ 1/(1− β1), we have
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗  1− β1
1 + β1
Y0  0,
τkμ¯0
μkτ0
X0 +
(
1− τkμ¯0
μkτ0
)
X∗  1− β1
1 + β1
X0  0,
and hence using (35) from which
Xk0 •
(
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗
)
≤ nμ¯0 +
(
τkμ¯0
μkτ0
X0 +
(
1− τkμ¯0
μkτ0
)
X∗
)
•
(
τkμ¯0
μkτ0
Y0 +
(
1− τkμ¯0
μkτ0
)
Y ∗
)
,
we obtain ‖Xk0 ‖ ≤ C for some positive constant C for all k ≥ 0. The same holds for
‖Y k0 ‖.
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Hence, using Proposition 4.1, by Propositions 3.1–3.3, the oﬀ-central paths
(Xk(μ), Y k(μ)) generated from iterates (Xk, Yk) satisfy
Xk(μ) =
(
Θ(1) O(
√
μ)
O(
√
μ) Θ(μ)
)
, Y k(μ) =
(
Θ(μ) O(
√
μ)
O(
√
μ) Θ(1)
)
(36)
independent of k.
As a special case, we have
Xk =
(
Θ(1) O(
√
μk)
O(
√
μk) Θ(μk)
)
, Yk =
(
Θ(μk) O(
√
μk)
O(
√
μk) Θ(1)
)
.(37)
Note that (37) has been established, for example, in [16, 19, 22, 25]. In (36), we
establish a stronger result than (37) in that a similar property as (37) also holds for
oﬀ-central paths derived from these iterates.
We have the following proposition.
Proposition 4.2. (see [16, Lemma 6.2]).
Y
1/2
k =
(
Θ(
√
μk) O(
√
μk)
O(
√
μk) Θ(1)
)
, Y
−1/2
k =
(
Θ
(
1√
μk
)
O(1)
O(1) Θ(1)
)
.
Proof. Let
Y
1/2
k =
(
Z11(μk) Z12(μk)
ZT12(μk) Z22(μk)
)
,
where Z = Y 1/2.
Since Y
1/2
k Y
1/2
k = Yk, we have from
Z11(μk)
2 + Z12(μk)Z
T
12(μk) = (Yk)11 = Θ(μk)
that
Z11(μk) = O(
√
μk), Z12(μk) = O(
√
μk).
Also, from
ZT12(μk)Z12(μk) + Z22(μk)
2 = Θ(1)
and Z12(μk) = O(
√
μk),
Z22(μk) = Θ(1).
Therefore,
Y
1/2
k =
(
O(
√
μk) O(
√
μk)
O(
√
μk) Θ(1)
)
.
Now
Yk =
( √
μkI 0
0 I
)
Y˜k
( √
μkI 0
0 I
)
,(38)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SUPERLINEAR CONVERGENCE OF IPM FOR SDLCP 117
where Y˜k remains symmetric, positive deﬁnite as k tends to inﬁnity, by (37). Hence,
Y˜ −1k =
(
Θ(1) O(1)
O(1) Θ(1)
)
.
Using (38), we obtain
Y −1k =
⎛⎝ Θ( 1μk) O ( 1√μk )
O
(
1√
μk
)
Θ(1)
⎞⎠ .
By Y
−1/2
k Y
−1/2
k = Y
−1
k , a similar approach as above yields the following:
Y
−1/2
k =
(
Θ
(
1√
μk
)
O(1)
O(1) O(1)
)
.
Now Y
1/2
k Y
−1/2
k = I implies that
Y
1/2
k =
(
Θ(
√
μk) O(
√
μk)
O(
√
μk) Θ(1)
)
, Y
−1/2
k =
(
Θ
(
1√
μk
)
O(1)
O(1) Θ(1)
)
.
The proof for the above proposition is slightly diﬀerent from that in [16], and
hence we show it here.
Let us now look more closely at (30), which is the same as
Y
1/2
k UkVkY
−1/2
k = o(μk).(39)
We give below an equivalent formulation of (39), using Proposition 4.2.
Proposition 4.3. We have
Y
1/2
k UkVkY
−1/2
k = o(μk)
if and only if
UkVk = μ
2
k
⎛⎜⎝ o
(
1
μk
)
o
(
1
μ
3/2
k
)
o
(
1√
μk
)
o
(
1
μk
)
⎞⎟⎠ .
Proof: Let (
H11 H12
H21 H22
)
=
1
μ2k
UkVk.
Then, by Proposition 4.2,
Y
1/2
k UkVkY
−1/2
k
= µ2k
(
Θ(
√
µk) O(
√
µk)
O(
√
µk) Θ(1)
)(
H11 H12
H21 H22
)(
Θ
(
1√
µk
)
O(1)
O(1) Θ(1)
)
= µ2k
(
Θ(1) O(1)
O(1) Θ
(
1√
µk
) )( H11 H12
H21 H22
)(
Θ(1) O(
√
µk)
O(
√
µk) Θ(
√
µk)
)
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= µ2k
(
Θ(1)H11 +O(1)H21 Θ(1)H12 +O(1)H22
O(1)H11 +Θ
(
1√
µk
)
H21 O(1)H12 +Θ
(
1√
µk
)
H22
)(
Θ(1) O(
√
µk)
O(
√
µk) Θ(
√
µk)
)
= µ2k
(
(Θ(1)H11 +O(1)H21)Θ(1) + (Θ(1)H12 +O(1)H22)O(
√
µk)(
O(1)H11 +Θ
(
1√
µk
)
H21
)
Θ(1) +
(
O(1)H12 +Θ
(
1√
µk
)
H22
)
O(
√
µk)
(Θ(1)H11 +O(1)H21)O(
√
µk) + (Θ(1)H12 +O(1)H22)Θ(
√
µk)(
O(1)H11 +Θ
(
1√
µk
)
H21
)
O(
√
µk) +
(
O(1)H12 +Θ
(
1√
µk
)
H22
)
Θ(
√
µk)
)
.
It can be veriﬁed easily using the above expression for Y
1/2
k UkVkY
−1/2
k that if
H11 = o
(
1
μk
)
,(40)
H12 = o
(
1
μ
3/2
k
)
,(41)
H21 = o
(
1√
μk
)
,(42)
H22 = o
(
1
μk
)
,(43)
then
Y
1/2
k UkVkY
−1/2
k = o(μk).
On the other hand, suppose
Y
1/2
k UkVkY
−1/2
k = o(μk).
Then
UkVk = Y
−1/2
k
(
o(μk) o(μk)
o(μk) o(μk)
)
Y
1/2
k .
Using Proposition 4.2 again, we show that (40)–(43) hold.
Hence, we have the following theorem, which gives a suﬃcient condition for su-
perlinear convergence using Algorithm 4.1.
Theorem 4.3. Let (Xk, Yk) be generated by Algorithm 4.1 and (X
k(μ), Y k(μ))
be its corresponding oﬀ-central path, k = 0, 1, . . .. If
(Xk)′(μk)(Y k)′(μk) =
⎛⎜⎝ o
(
1
μk
)
o
(
1
μ
3/2
k
)
o
(
1√
μk
)
o
(
1
μk
)
⎞⎟⎠ ,(44)
then (Xk, Yk) converges superlinearly.
Proof. Observe by comparing (4), (5) with (23), (24) (when σ = 0 and r¯ =
A(Xk) +B(Yk)− q) that
(Xk)′(μk) = − 1
μk
Uk, (Y
k)′(μk) = − 1
μk
Vk.
The result then follows from (25)–(28), (30), and Proposition 4.3.
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Remark 4.1. The suﬃcient condition for superlinear convergence using Algorithm
4.1 given in the above theorem is weaker than condition (31). This is because for the
class of linear semideﬁnite feasibility problems, we see in section 5 that
(Xk)′(μk) =
⎛⎝ o( 1μk ) o( 1√μk)
o
(
1√
μk
)
o(1)
⎞⎠ , (Y k)′(μk) =
⎛⎝ O(1) O ( 1√μk)
O
(
1√
μk
)
O
(
1
μk
) ⎞⎠ ,
which is clearly not equal to (48), with the latter being implied by condition (31).
The currently known suﬃcient condition (31) for superlinear convergence of iter-
ates (Xk, Yk) generated by Algorithm 4.1 is equivalent to
(XkYk)12 = o(
√
μk).(45)
In the proposition below, we show that (45) can be written in terms of the con-
vergence rate of block entries of Xk and Yk individually.
Proposition 4.4.
(XkYk)12 = o(
√
μk)
if and only if
(Xk)12 = o(
√
μk) and (Yk)12 = o(
√
μk).(46)
Proof. Suppose (Xk, Yk) satisﬁes
(XkYk)12 = o(
√
μk).
Let (X˜k, Y˜k), where
Xk =
(
I 0
0
√
μkI
)
X˜k
(
I 0
0
√
μkI
)
,
Yk =
( √
μkI 0
0 I
)
Y˜k
( √
μkI 0
0 I
)
are the sequence of iterates corresponding to (Xk, Yk), with any accumulation point
(X˜∗, Y˜ ∗).
We have
(X˜kY˜k)12 = o(1).
Hence,
(X˜∗Y˜ ∗)12 = 0.
We have
(Y˜ ∗)T12(X˜
∗Y˜ ∗)12 = 0.
Hence,
(Y˜ ∗)T12(X˜
∗)11(Y˜ ∗)12 + (Y˜ ∗)T12(X˜
∗)12(Y˜ ∗)22 = 0.
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Therefore, (Y˜ ∗)12 • (X˜∗)12 = −Tr((Y˜ ∗)T12(X˜∗)11(Y˜ ∗)12(Y˜ ∗)−122 ) ≤ 0.
On the other hand,
Asvec(Xk) + Bsvec(Yk) = q + μk
μ¯0
(Asvec(Xk0 ) + Bsvec(Y k0 )− q)
implies that
A¯(√μk)svec(X˜k) + B¯(√μk)svec(Y˜k)
=
(
1− μk
μ¯0
)
q + Diag
(
Ii1 ,
1√
μk
Ii2 ,
1
μk
I
n˜−i1−i2
)
μk
μ¯0
(Asvec(Xk0 ) + Bsvec(Y k0 )),
where we have used Diag
(
Ii1 ,
1√
μk
Ii2 ,
1
μk
I
n˜−i1−i2
)
q = q.
As μk → 0, we have
A¯(0)svec(X˜∗) + B¯(0)svec(Y˜ ∗) = q + 1
μ¯0
(
A¯(0)svec
(
0 0
0 (X∗0 )22
)
+ B¯(0)svec
(
(Y ∗0 )11 0
0 0
))
,
where (Xk0 , Y
k
0 ) converges to (X
∗
0 , Y
∗
0 ).
That is,
A¯(0)svec
(
X˜∗ − 1
μ¯0
(
0 0
0 (X∗0 )22
))
+ B¯(0)svec
(
Y˜ ∗ − 1
μ¯0
(
(Y ∗0 )11 0
0 0
))
= q.
Hence, we have
A¯(0)svec
(
0 (X˜∗)12
(X˜∗)T12 (X˜
∗)22 − (1/μ¯0)(X∗0 )22
)
+ B¯(0)svec
(
(Y˜ ∗)11 − (1/μ¯0)(Y ∗0 )11 (Y˜ ∗)12
(Y˜ ∗)T12 0
)
= 0,
using the structure of q in Proposition 3.5 and by monotonicity,7(
0 (X˜∗)12
(X˜∗)T12 (X˜∗)22 − (1/μ¯0)(X∗0 )22
)
•
(
(Y˜ ∗)11 − (1/μ¯0)(Y ∗0 )11 (Y˜ ∗)12
(Y˜ ∗)T12 0
)
≥ 0.
Hence, (Y˜ ∗)12 • (X˜∗)12 ≥ 0.
With (Y˜ ∗)12 • (X˜∗)12 = −Tr((Y˜ ∗)T12(X˜∗)11(Y˜ ∗)12(Y˜ ∗)−122 ) ≤ 0, we have
‖(X˜∗)1/211 (Y˜ ∗)12(Y˜ ∗)−1/222 ‖ = 0, which implies that (Y˜ ∗)12 = 0, and we are done.
The if direction follows trivially.
We now give an alternative proof to show that (31) is a suﬃcient condition for
superlinear convergence by showing that (46) implies (44).
Proposition 4.5. Suppose the iterates (Xk, Yk) generated by Algorithm 4.1
satisfy
Xk =
(
Θ(1) o(
√
μk)
o(
√
μk) Θ(μk)
)
, Yk =
(
Θ(μk) o(
√
μk)
o(
√
μk) Θ(1)
)
;(47)
7See the proof of Proposition 2.3 in [34], which can be found at http://www.math.nus.
edu.sg/∼matzgy/publist.html.
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that is, (31) is satisﬁed. Then
(Xk)′(μk) =
⎛⎝ o( 1μk ) o( 1√μk )
o
(
1√
μk
)
Θ(1)
⎞⎠ ,(48)
(Y k)′(μk) =
⎛⎝ Θ(1) o( 1√μk )
o
(
1√
μk
)
o
(
1
μk
) ⎞⎠ .
Hence, superlinear convergence of (Xk, Yk) follows.
Proof. Let (X˜∗, Y˜ ∗) be any accumulation point of (X˜k, Y˜k), where X˜k, Y˜k are
related to Xk, Yk by
Xk =
(
I 0
0
√
μkI
)
X˜k
(
I 0
0
√
μkI
)
,
Yk =
( √
μkI 0
0 I
)
Y˜k
( √
μkI 0
0 I
)
.
Hence, by (47), (X˜∗)12 = (Y˜ ∗)12 = 0.
Without loss of generality in argument, let (X˜k, Y˜k) converge to (X˜
∗, Y˜ ∗) as k → ∞.
Then, because (X˜∗)12 = (Y˜ ∗)12 = 0, we have
(X˜k ⊗s Y˜ −1k )G˜−1k q →
(
−(X˜∗)11 0
0 (X˜∗)22
)
and
G˜−1k q →
(
−(Y˜ ∗)11 0
0 (Y˜ ∗)22
)
.
Hence,
(X˜k ⊗s Y˜ −1k )G˜−1k q + svec(X˜k) = svec
(
o(1) o(1)
o(1) Θ(1)
)
,(49)
−G˜−1k q + svec(Y˜k) = svec
(
Θ(1) o(1)
o(1) o(1)
)
.(50)
(48) then follows using (49), (50) on (20).
The superlinear convergence of (Xk, Yk) can be easily seen, as (48) implies (44).
5. Superlinear convergence for a class of SDPs. Consider the class of linear
semideﬁnite feasibility problems when we either have C = 0 in (P) or bi = 0, i =
1, . . . ,m, in (D).
As mentioned in section 2, Assumption 2.1(a) is satisﬁed for any SDP and hence
for a linear semideﬁnite feasibility problem. Assumption 2.1(b) can also be satisﬁed for
any given linear semideﬁnite feasibility problem as long as the feasible regions of (P)
and (D) are nonempty. This can be seen easily by choosing an optimal solution to be
any feasible X ∈ Sn+, and yi = 0, i = 1, . . . ,m, Y = 0 in case C = 0, and X = 0, and
any feasible (y1, . . . , ym, Y ), Y ∈ Sn+ in case bi = 0, i = 1, . . . ,m. Assumption 2.1(c)
can be satisﬁed in principle by considering an equivalent linear semideﬁnite feasibility
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problem if the original linear semideﬁnite feasibility problem does not satisfy this
assumption.
A question arises whether Assumption 3.1 is automatically satisﬁed for any given
linear semideﬁnite feasibility problem. In the below example, we show that it is not
necessarily true.
Example 5.1. Let n = 4 and m = 4.
Deﬁne C = 0, b1 = 1, bi = 0, i = 2, 3, 4,
A1 =
⎛⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ , A2 =
⎛⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
⎞⎟⎟⎠ ,
A3 =
⎛⎜⎜⎝
0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞⎟⎟⎠ , A4 =
⎛⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0
⎞⎟⎟⎠ .
It can be shown easily that the optimal solution to (P) is of the form
X∗ =
⎛⎜⎜⎝
x11 x12 0 0
x12 1− x11 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠  0,
and the optimal solution to (D) is of the form
y∗1 = 0, y
∗
2 ≤ 0, y∗3 = 0, y∗4 = 0,
Y ∗ =
⎛⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 −y2 0
0 0 0 0
⎞⎟⎟⎠  0.
Hence, the strict complementarity condition does not hold for this example.
Therefore, for a linear semideﬁnite feasibility problem, Assumptions 2.1(a)–2.1(c)
are not really necessary, since they can be satisﬁed, while Assumption 3.1 is needed.
For a linear semideﬁnite feasibility problem, we have that q in (2) has its last
n˜−m entries equal to zero in case C = 0 and its ﬁrst m entries equal to zero in case
bi = 0, i = 1, . . . ,m. In the former, ˆˆq = 0 and in the latter, qˆ = 0 in Proposition 3.5.
We have the following theorem, which follows by applying Theorem 4.3 from
section 4.
Theorem 5.1. Assume Assumption 3.1. Let (Xk, Yk) be iterates generated us-
ing Algorithm 4.1 on a linear semideﬁnite feasibility problem with the initial iterate
(X0, Y0) satisfying⎛⎜⎜⎜⎜⎜⎜⎝
svec
(
0 0
0 (Aj1+j2+1)22
)T
...
svec
(
0 0
0 (Am)22
)T
⎞⎟⎟⎟⎟⎟⎟⎠ svec(X0) = 0 or(51)
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svec
(
(Bk1+k2+1)11 0
0 0
)T
...
svec
(
(Bn˜−m)11 0
0 0
)T
⎞⎟⎟⎟⎟⎟⎟⎠ svec(Y0) = 0,(52)
where C = 0 in the former and bi = 0, i = 1, . . . ,m, in the latter.
Then the iterates converge superlinearly.
Proof. We need only prove this for a linear semideﬁnite feasibility problem when
C = 0. The proof for the case when bi = 0, i = 1, . . . ,m, is similar.
Consider the corresponding (X˜k, Y˜k) to (Xk, Yk). Let (X˜
∗, Y˜ ∗) be any accumula-
tion point of (X˜k, Y˜k). Without loss of generality, let (X˜k, Y˜k) → (X˜∗, Y˜ ∗). Also,
let (Xk0 , Y
k
0 ) → (X∗0 , Y ∗0 ).
Note that by (7) and Theorem 4.1,
Asvec(Xk) + Bsvec(Yk) = q + μk
μ¯0
rk0
= q +
τk
τ0
r0,
where
rk0 = Asvec(Xk0 ) + Bsvec(Y k0 )− q,
r0 = Asvec(X0) + Bsvec(Y0)− q.
We therefore have
rk0 =
τkμ¯0
μkτ0
r0.(53)
From (51), we have using (53) that⎛⎜⎜⎜⎜⎜⎜⎝
svec
(
0 0
0 (Aj1+j2+1)22
)T
...
svec
(
0 0
0 (Am)22
)T
⎞⎟⎟⎟⎟⎟⎟⎠ svec(X
k
0 ) = 0.(54)
Now observe that
Asvec(Xk) + Bsvec(Yk) = q + μk
μ¯0
rk0 .
Hence,
Diag(Ij1 ,
√
μkIj2 , μkIm−j1−j2 , Ik1 ,
√
μkIk2 , μkIn˜−m−k1−k2)×
[A¯(√μk)(X˜k ⊗s Y˜ −1k ) + B¯(
√
μk)]svec(Y˜k) = q +
μk
μ¯0
rk0 .
Therefore,
(A¯(√μk)(X˜k ⊗s Y˜ −1k ) + B¯(
√
μk))svec(Y˜k) = q +
√
μk
μ¯0
r˜k0 ,
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
124 CHEE-KHIAN SIM
where we have used the fact that besides the ﬁrst j1 entries of q, the rest of entries of
q are zero. r˜k0 is deﬁned by (19).
Let k → ∞. Then, using (54), we obtain
(A¯(0)(X˜∗ ⊗s (Y˜ ∗)−1) + B¯(0))svec(Y˜ ∗) = q + 1
μ¯0
Diag(0, 0, 0, 0, 0, In˜−m−k1−k2)r
∗
0 ,
where r∗0 = Asvec(X∗0 ) + Bsvec(Y ∗0 )− q.
Therefore,
(B¯(0)− A¯(0)(X˜∗ ⊗s (Y˜ ∗)−1))svec(Y˜ ∗) = −q + 1
μ¯0
Diag(0, 0, 0, 0, 0, In˜−m−k1−k2)r
∗
0 .
Hence,
(X˜k ⊗s Y˜ −1k )G˜−1k (−
√
μk r˜
k
0/μ¯0 + q) → −svec(X˜∗),(55)
G˜−1k (
√
μk r˜
k
0/μ¯0 − q) → svec(Y˜ ∗)(56)
as k → ∞, where we recall that G˜k = B¯(√μk)− A¯(√μk)(X˜k ⊗s Y˜ −1k ).
Hence, from (20), we see using (55), (56) that
(Xk)′(μk) =
⎛⎝ o( 1μk ) o( 1√μk)
o
(
1√
μk
)
o(1)
⎞⎠ , (Y k)′(μk) =
⎛⎝ O(1) O ( 1√μk)
O
(
1√
μk
)
O
(
1
μk
) ⎞⎠ .
Therefore, (44) holds, and superlinear convergence of (Xk, Yk) then follows from The-
orem 4.3.
In particular, the following corollary of Theorem 5.1 follows immediately.
Corollary 5.1. If the interior of the primal feasible region is nonempty in case
C = 0 or the interior of the dual feasible region is nonempty in case bi = 0, i =
1, . . . ,m, then the iterates generated by Algorithm 4.1 converge superlinearly.
We have the following ﬁnal remark.
Remark 5.1. We tested out examples of a linear semideﬁnite feasibility problem
(where C = 0) with n = 4 and m = 4 using the SDP solver SDPT3. We tested the
following diﬀerent scenarios: with and without a strict complementarity condition,
and diﬀerent initial iterates (including those that satisﬁed the condition in Theorem
5.1). In all these cases (which also include Example 5.1), only linear convergence is
observed, where μk+1/μk lies between 0.01 and 0.4 eventually. We set the tolerance
for the termination of the algorithm to be 1× 10−15 or smaller.
Acknowledgments. The author is grateful to Prof. M. Kojima for pointing out
reference [15] to him. The author also wishes to thank the Associate Editor and two
anonymous referees for their valuable and detailed comments and suggestions.
REFERENCES
[1] M. A. Ramit, U. Helmke, and J. B. Moore, A ﬁnite steps algorithm for solving convex
feasibility problems, J. Global Optim., 38 (2007), pp. 143–160.
[2] F. Alizadeh, J. A. Haeberly, and M. Overton, Primal-dual interior-point methods for
semideﬁnite programming: Convergence rates, stability and numerical results, SIAM J.
Optim., 8 (1998), pp. 746–768.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SUPERLINEAR CONVERGENCE OF IPM FOR SDLCP 125
[3] D. A. Bayer and J. C. Lagarias, The nonlinear geometry of linear programming, I, Trans.
Amer. Math. Soc., 314 (1989), pp. 499–526.
[4] D. A. Bayer and J. C. Lagarias, The nonlinear geometry of linear programming, II, Trans.
Amer. Math. Soc., 314 (1989), pp. 527–581.
[5] D. A. Bayer and J. C. Lagarias, The nonlinear geometry of linear programming, III, Trans.
Amer. Math. Soc., 320 (1990), pp. 193–225.
[6] S. Boyd, L. El Ghaoui, E. Feron, and V. Balakrishnan, Linear Matrix Inequalities in
System and Control Theory, SIAM Stud. Appl. Math. 15, SIAM, Philadelphia, 1994.
[7] C. B. Chua, Analyticity of weighted central paths and error bounds for semideﬁnite program-
ming, Math. Program. Ser. A, 115 (2008), pp. 239–271.
[8] S. K. Chua, K.-C. Toh, and G. Zhao, An analytic center cutting plane method with deep cuts
for semideﬁnite feasibility problems, J. Optim. Theory Appl., 123 (2004), pp. 291–318.
[9] P. Gahinet and A. Nemirovski, The projective method for solving linear matrix inequalities,
Math. Program. Ser. A, 77 (1997), pp. 163–190.
[10] J.-L. Goffin, Z. Luo, and Y. Ye, Complexity analysis of an interior cutting plane method
for convex feasibility problems, SIAM J. Optim., 6 (1996), pp. 638–652.
[11] M. Halicka´ and M. Trnovska´, Limiting behavior and analyticity of weighted central paths
in semideﬁnite programming, Optim. Methods Softw., 25 (2010), pp. 247–262.
[12] D. Henrion and J. Malick, Projection methods for conic feasibility problems, applications to
polynomial sum-of-squares decompositions, Optim. Methods Softw., 26 (2011), pp. 23–46.
[13] J. X. da Cruz Neto, O. P. Ferreira, and R. D. C. Monteiro, Asymptotic behavior of the
central path for a special class of degenerate SDP problems, Math. Program. Ser. A, 103
(2005), pp. 487–514.
[14] C. Helmberg, F. Rendl, R. J. Vanderbei, and H. Wolkowicz, An interior-point method
for semideﬁnite programming, SIAM J. Optim., 6 (1996), pp. 342–361.
[15] M. Kojima, M. Shida, and S. Shindoh, Reduction of monotone linear complementarity prob-
lems over cones to linear programs over cones, Acta Math. Vietnam., 22 (1997), pp. 147–
157.
[16] M. Kojima, M. Shida, and S. Shindoh, Local convergence of predictor-corrector infeasible-
interior-point algorithms for SDPs and SDLCPs, Math. Program. Ser. A, 80 (1998), pp.
129–160.
[17] M. Kojima, M. Shida, and S. Shindoh, A predictor-corrector interior-point algorithm for the
semideﬁnite linear complementarity problem using the Alizadeh–Haeberly–Overton search
direction, SIAM J. Optim., 9 (1999), pp. 444–465.
[18] M. Kojima, S. Shindoh, and S. Hara, Interior-point methods for the monotone semideﬁnite
linear complementarity problem in symmetric matrices, SIAM J. Optim., 7 (1997), pp.
86–125.
[19] Z. Lu and R. D. C. Monteiro, Error bounds and limiting behavior of weighted paths associated
with the SDP map X1/2SX1/2, SIAM J. Optim., 15 (2005), pp. 348–374.
[20] Z. Lu and R. D. C. Monteiro, A note on the local convergence of a predictor-corrector
interior-point algorithm for the semideﬁnite linear complementarity problem based on the
Alizadeh–Haeberly–Overton search direction, SIAM J. Optim., 15 (2005), pp. 1147–1154.
[21] Z. Lu and R. D. C. Monteiro, Limiting behavior of the Alizadeh-Haeberly-Overton weighted
paths in semideﬁnite programming, Optim. Methods Softw., 22 (2007), pp. 849–870.
[22] F. A. Potra and R. Sheng, Superlinear convergence of interior-point algorithms for semidef-
inite programming, J. Optim. Theory Appl., 99 (1998), pp. 103–119.
[23] F. A. Potra and R. Sheng, A superlinearly convergent primal-dual infeasible-interior-point
algorithm for semideﬁnite programming, SIAM J. Optim., 8 (1998), pp. 1007–1028.
[24] M. Preiß and J. Stoer, Analysis of infeasible-interior-point paths and high-order methods for
solving SDLCPs, in Parametric Optimization and Related Topics, VII. Aportaciones Mat.
18, Sociedad Matema´tica, Mexico, 2004, pp. 235–251.
[25] M. Preiß and J. Stoer, Analysis of infeasible-interior-point paths arising with semideﬁnite
linear complementarity problems, Math. Program. Ser. A, 99 (2004), pp. 499–520.
[26] S. Mehrotra, Quadratic convergence in a primal-dual method, Math. Oper. Res., 18 (1993),
pp. 741–751.
[27] R. D. C. Monteiro, Primal-dual path-following algorithms for semideﬁnite programming,
SIAM J. Optim., 7 (1997), pp. 663–678.
[28] R. D. C. Monteiro and J.-S. Pang, On two interior-point mappings for nonlinear semideﬁnite
complementarity problems, Math. Oper. Res., 23 (1998), pp. 39–60.
[29] R. D. C. Monteiro and T. Tsuchiya, Polynomial convergence of a new family of primal-dual
algorithms for semideﬁnite programming, SIAM J. Optim., 9 (1999), pp. 551–577.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
126 CHEE-KHIAN SIM
[30] R. D. C. Monteiro and P. R. Zanja´como, General interior-point maps and existence of
weighted paths for nonlinear semideﬁnite complementarity problems, Math. Oper. Res., 25
(2000), pp. 381–399.
[31] Y. Nesterov and M. Todd, Self-scaled barriers and interior-point methods for convex pro-
gramming, Math. Oper. Res., 22 (1997), pp. 1–42.
[32] Y. Nesterov and M. Todd, Primal-dual interior-point methods for self-scaled cones, SIAM
J. Optim., 8 (1998), pp. 324–364.
[33] C.-K. Sim and G. Zhao, Underlying paths in interior point methods for the monotone semidef-
inite linear complementarity problem, Math. Program. Ser. A, 110 (2007), pp. 475–499.
[34] C.-K. Sim and G. Zhao, Asymptotic behavior of Helmberg-Kojima-Monteiro (HKM) paths
in interior point methods for monotone semideﬁnite linear complementarity problems:
General theory, J. Optim. Theory Appl., 137 (2008), pp. 11–25.
[35] C.-K. Sim, On the analyticity of underlying HKM paths at a solution of monotone semideﬁnite
linear complementarity problems, J. Optim. Theory Appl., 141 (2009), pp. 193–215.
[36] G. Sonnevend, An analytic center for polyhedrons and new classes for linear programming,
in System Modelling and Optimization, Lect. Notes Control Inform. Sci. 84, A. Prekopa,
ed., Springer-Verlag, Berlin, 1985, pp. 866–876.
[37] J. Stoer and M. Wechs, On the analyticity properties of infeasible-interior-point paths for
monotone linear complementarity problems, Numer. Math., 81(1999), pp. 631–645.
[38] J. Stoer, M. Wechs, and S. Mizuno, High order infeasible-interior-point methods for solving
suﬃcient linear complementarity problems, Math. Oper. Res., 23 (1998), pp. 832–862.
[39] J. F. Sturm, Superlinear convergence of an algorithm for monotone linear complementarity
problems, when no strictly complementary solution exists, Math. Oper. Res., 24 (1999),
pp. 72–94.
[40] J. Sun, K.-C. Toh, and G. Zhao, An analytic center cutting plane method for semideﬁnite
feasibility problems, Math. Oper. Res., 27 (2002), pp. 332–346.
[41] M. J. Todd, K. C. Toh, and R.H. Tu¨tu¨ncu¨, On the Nesterov–Todd direction in semideﬁnite
programming, SIAM J. Optim., 8 (1998), pp. 769–796.
[42] K.-C. Toh, G. Zhao, and J. Sun, A multiple-cut analytic center cutting plane method for
semideﬁnite feasibility problems, SIAM J. Optim., 12 (2002), pp. 1126–1146.
[43] P. Tseng, Search directions and convergence analysis of some infeasible path-following methods
for the monotone semi-deﬁnite LCP, Optim. Methods Softw., 9 (1998), pp. 245–268.
[44] Y. Ye and K. Anstreicher, On quadratic and O(
√
nL) convergence of a predictor-corrector
algorithm for LCP, Math. Program. Ser. A, 62 (1993), pp. 537–551.
[45] Y. Ye, O. Gu¨ler, R. A. Tapia, and Y. Zhang, A quadratically convergent O(
√
nL)-iteration
algorithm for linear programming, Math. Program. Ser. A, 59 (1993), pp. 151–162.
[46] Y. Zhang, On extending some primal-dual interior-point algorithms from linear programming
to semideﬁnite programming, SIAM J. Optim., 8 (1998), pp. 365–386.
