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A real-valued adapted sequence of random variables is an amart if and only 
if it can be written as a sum of a martingale and a sequence dominated in ab- 
solute value by a Doob potential, i.e., a positive supermartingale that converges 
to 0 in L’. The same holds for vector-valued uniform amarts with the norm 
replacing the absolute value. 
1. INTRODUCTION 
Let (Q, F, P) b e a probability space, N = {1,2,...}, and let (fl&N be a 
fixed increasing sequence of u-fields contained in $. 7: 52 -+ N u (+a} 
is called a stopping time iff for each 7t E N, {T = n> E Fj . The collection of 
bounded stopping times is denoted by T, T(n) is the set of bounded stopping 
times >n. A sequence (X,) of random variables (T.v.) adapted to (3?J is called 
an ammt iff lim, EX, exists; semiumart iff supr 1 EX, 1 < co. At present 
there exists an amart theory paralleling quite closely the martingale theory; 
see Austin-Edgar-A. Ionescu Tulcea [1974], Chacon [1974], Edgar-Sucheston 
[1976a], Bellow [19771. In particular, the Riesz decomposition shows that 
an amart is a sum of a martingale and a sequence that converges to zero in Ll 
and a.s. However, stated in these terms, this decomposition does not charac- 
terize the amart, since there are sequences converging to zero in L1 and a.s. 
which are not amarts (such sequences can even be semiamarts; cf. Krengel- 
Sucheston [1977]). Therefore it seems of interest to characterize the amart, 
and the semiamart, in terms of well-known notions, martingales and super- 
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martingates. For a characterization of amarts in terms of the optional sampling 
theorem and convergence of EX, , see Edgar-Sucheston [18]. 
A positive supermartingale (S,) such that S, -to in L1 is called Doob’spotential. 
The term potential alone denotes any amart that converges to zero in Ll 
(equivalently: weakly on the field & fl%). 
THEOREM 1. Let (XJ b e an adapted sequence of r.v.‘s. (a) (XJ is an amart 
if and only if X, can be written as a sum X, = Y, + Z, , where (Y,) is a 
~rt~ngale and (2,) is dominated in the ~so~ute value by a Doob pot~tia~ (S,), 
i.e., 12, / < 3, , n EN. (b) (X,) is a semiamart af and on& if X, can be written 
as a sum X, = Y, + Z, , n E N, where (Y,) is a martingale and (2,) is dominated 
in absolute value by a positive supermartingale. 
This theorem seems to imply, as did the Riesz decomposition before it, 
that some amart convergence theorems are unlikely to have applications not 
already known from the martingale theory. On the other hand, the theorem 
does not say much about the behavior of amart differences; thus (8,) is of 
course a quasimartingale, but the potential (2,) that it dominates need not be. 
The amart certainly comes into its own in the vector-valued case, where its 
theory is different and richer, than that of martingales. An application of 
Theorem 1 to uniform amarts is given in Section 3. 
2. PROOF OF THEOREM I 
We at first state some known results. 
AMART RIE~Z DECO~OSITION (Edgar-Sucheston [1976a]). An am~t (X,J 
can be uniquely written as a sum of a martingale (Y,) given by Y,, = lim, EFnX, , 
n E N, and a potential (2,). (Z,), converges to zero in L1 and as. 
DIFFERENCE TZEKWM (Edgar-Su~heston [1976b]), I f  (X,) is an awzart 
then (and only then) E”+fX,,] - X, converges to zero in L1 and as., for any 
sequence (a,) such that crlz E T(n)for all n E N. 
SEMIAMART RIESZ DECOMPOSITION (Krengel-Sucheston [ 19771). (we glare 
here only a partial statement.) I f  (X,) ~as~~~t~ thenX,=Y,fZ,, 
n E N where (Y,) is a martingale and (2,) is an Ll-bounded semiamart; hence 
(I Z, 1) is a semiamart. 
We at first prove part (b) of Theorem 1. Given a semiamart (Z,), set 
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PROPOSITION 1. (a) If (2,) is a semiamart, (S,) is the smallest supermartingale 
such that S, 3 Z,, ‘dn E IV. (Ii,) is the largest submartingale such that R, < 2, , 
V?ZEN. 
(b) If (2,) is an amart, (S, - R,) is a potential. 
(c) If (2,) is a positiwe potential, (S,) is a Doob potential. 
Proof of the Proposition. (a) B ecause of the Riesz decomposition, we can 
assume M = s~p,~r E 1 Z, 1 < co. Because of symmetry, it suffices to consider 
wJ* 
Fix n; it follows from known properties of ess sup that there is a sequence 
of stopping times (0&C> C T(n) such that S, = su~,E~nZ,~ (see Neveu [1972] 
where also several other elements of the present proof appear; the contructions 
(I) goes back to J. L. Snell). In fact one can assume that 
E9s;“Zok tl, & (2) 
To see this, suppose that u1 , us ,..., uk have already been properly chosen, 
and replace ukfl by u;C+~ defined by 
, 
uk+1 = uk on B = {EFnZon: > EsnZ,,+,} 
E uk+l on BG. 
Now integrating (2) we obtain that ES, < M. Applying to (2) Es+1 yields 
thus (S,) is a supermartingale, clearly dominating (Z,). (A. Bellow noticed that 
this argument uses only supr EZ, < XI rather than the semiamart property.) 
It is easy to see that (S,) is the smallest such supermartingale. 
Now if (Z,) is an amart, then so is (S, - Z,). I f  (S, - Z,) is not a potential, 
then there exists uR in 7”(n), n EN, such that, denoting by jj J[ the L1 norm, 
lim sup II Epn(ZUn - Z,J > 0. 
This contradicts the difference theorem above. 
Finally, (c) is a consequence of (b). 1 
We now prove the theorem. The if part follows from known properties 
of supermartingales. The onZy ;f part follows from the Riesz decompositions 
and Proposition 1 applied to (1 Z,, I). 1 
Remark. Astbury [1976] gave a rather simple unified proof of the amart 
Riesz decomposition and the difference property (without a.s. convergence). 
I f  his argument is combined with Proposition 1, one obtains a reduction of 
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the amart convergence theorem to martingale and supermartingale convergence 
theorems. This seems, however, of little interest, because there are now proofs 
of the amart convergence theorem as simple as any proof of the martingale 
theorem; see in particular Dvoretzky [1976]. 
3. UNIFORM AMARTS 
Let E be a Banach space with norm 1 I. (X,) is an adapted se-e iff each 
X,, is strongly measurable with respect to fin ; E denotes the Pettis integral. 
An adapted sequence (X,) is an umwt iff limr EX, exists in the strong topology. 
(See Chacon-Sucheston [1975]; f or weaker varieties of amart, see e.g. Brunel- 
Sucheston [1977].) 
It is known (Astbury [1976]) that if (X,) is an amart, then (and only then) 
h&E”“X, - X,,) = 0 
o ,wT 
in Pettis norm; hence for each fixed u, (E4F*X+)sGr is Cauchy in Pettis norm. 
This, however, does not in general imply convergence; cf. Uhl [1977]. Bellow 
introduced uniform amarts [1977b] and developed their remarkable theory, 
showing in particular that quasimartingales are uniform amarts. Of several 
characterizations of uniform amarts she gave, we state here the most recent 
and the simplest one: (X,) is a uniform amart if and only if the convergence 
in (3) holds in L,l norm. Since Lel is complete, (3) implies that for each 71 
EFnX, converges in Lel, say to Y, . It follows easily that (Y,) is a martingale, 
and that if Z, = X,, - Y, , n E N, then (I Z, 1) is a (real-valued) potential. 
This was also proved by Bellow under the additional assumption that E have 
the Radon-Nikodym property, which her own characterizations of uniform 
amarts makes unnecessary. Combining this with Theorem l(a), we obtain: 
THEOREM 2. An adapted sequence of E-valued r.v.‘s (X,) is a uniform amart 
tf and only if X, = Y,, + Z,, , n E N, where (Y,) is a martingale and 1 Z, 1 
is dominated by a Doob potential. 
We finally observe that the (norm) ammt property follows already from 
lim (EsnX,, - X,) = 0 in Pettis norm, o>n+m (4) 
which implies that 
I W-K - &)I < A”,” j JA (Xo - -J&J ( + 0. 
n 
Therefore also (4) is a characterization of the ammt. It is easy to see that (4) 
is equivalent with the sequential d#erence property for the Pettti norm in the form 
given in Section 2. 
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