The inductionless induction (also called proof by consistency) approach for proving equations by induction from an equational theory, requires a consistency check for equational theories. A new method using test sets for checking consistency of an equational theory is proposed. Using this method, a variation of the Knuth-Bendix completion procedure can be used for automatically proving equations by induction. The method does not su er from limitations imposed by the methods proposed by Musser as well as by Huet and Hullot, and is as powerful as Jouannaud and Kounalis' method based on ground-reducibility. A theoretical comparison of the test set method with Jouannaud and Kounalis' method is given showing that the test set method is generally much better. Both the methods have been implemented in RRL, Rewrite Rule Laboratory, a theorem proving environment based on rewriting techniques and completion. In practice also, the test set method is faster than Jouannaud and Kounalis' method. The test set construction can also be used to check for the su cient-completeness property of equational axiomatizations including algebraic speci cations of abstract data types as well as for identifying constructors in an algebraic speci cation.
Introduction
This paper discusses a method of proving theorems by induction based on the inductionless induction (proof by consistency) approach. In this approach, proving that an equation is an inductive consequence of a nite set of axiom equations is reduced to consistency checking, i.e., whether a congruence relation on ground terms induced by this set of axioms is the same as the congruence relation on the ground terms induced by the axioms along with the equation being proved by induction. We give a new method for performing the consistency check using the Knuth-Bendix completion procedure (Knuth and Bendix, 1970 ).
Inductionless Induction Approach
Consider the data structure of integers de ned by the constructors 0, s and p as follows:
1: s(p(x)) = x; 2: p(s(x)) = x:
Using the above equations, it can be shown that every ground term (term without any variables) is equivalent to either 0, a ground term involving only 0 and p (which represents a negative integer), or a ground term involving only 0 and s (which represents a positive integer). Let minus be a unary function de ned on integers which does the obvious:
minus(0) = 0; 4: minus(s(x)) = p(minus(x)): With a little bit of e ort, the reader can convince himself that minus is completely de ned, i.e., every ground term of the form minus(i), where i is a ground term involving 0, s, and p, is equivalent using the above four equations to j, another ground term involving only 0, s, and p. From this, it also follows that every ground term (constructed using the function symbols 0, s, p, and minus) in the above axiomatization is equivalent to 0, a ground term involving only 0 and s, or a ground term involving only 0 and p.
The following property of minus, 5: minus(minus(x)) = x; can only be proved by induction on the integers. It can be shown that the above property holds for x equal to 0, every negative integer represented by a ground term involving only 0 and p, as well as every positive integer represented by a ground term involving only 0 and s.
Another way to prove the above equation is to show that the congruence relation induced by the rst four equations on ground terms is the same as the congruence relation on ground terms imposed by all ve equations. In other words, two ground terms not related by the rst four equations are not made equivalent by the fth equation. This is so because for the above property (5) to be true, for any ground term g substituted for x, minus(minus(g)) and g should be in the same congruence class of the congruence relation de ned by equations (1, 2, 3, 4) ; however, if for some ground term g 0 , minus(minus(g 0 )) and g 0 are in di erent congruence classes of the congruence relation de ned by equations (1, 2, 3, 4) , which would imply that the congruence relation of equations (1, 2, 3, 4) is di erent from the congruence relation of equations (1, 2, 3, 4, 5) , then the above property (5) does not hold. Since this approach does not employ induction explicitly, it has become known as the inductionless induction approach (Lankford, 1981) in contrast to the explicit induction approach used in Boyer and Moore's theorem prover (Boyer and Moore, 1979) . For an overview of the literature on inductionless induction, the reader may consult (Kapur and Musser, 1984) .
One way of checking the equivalence of congruence relations de ned by di erent nite sets of equations is by computing canonical (complete) rewrite systems which can be used to associate a unique normal form for every congruence class of ground terms. For instance, a canonical (complete) system for the rst four equations in the above example can be generated by the Knuth-Bendix completion procedure (Knuth and Bendix, 1970 ) and the result is:
i:
s(p(x)) ! x; ii: p(s(x)) ! x; iii: minus(0) ! 0; iv: minus(p(x)) ! s(minus(x)); v: minus(s(x)) ! p(minus(x)):
For this canonical rewrite system, the set of ground terms in normal forms consists of 0, ground terms constructed only from 0 and p, and ground terms constructed only from 0 and s. In a similar fashion, to determine a unique normal form for every congruence class of ground terms when the relation minus(minus(x)) = x is also included, a canonical system can be generated which besides the above ve rules, has the additional rule:
vi: minus(minus(x)) ! x:
In this case also, the set of ground terms in normal form remains the same as before. From these canonical systems, it can be proved that the congruence relation on ground terms remains the same when minus(minus(x)) = x is added. Thus, equation (5) is indeed a theorem by induction.
On the other hand, if we wanted to check whether 6: minus(x) = x could be proved by induction from the equations (1, 2, 3, 4) , the answer would be no. The equation minus(x) = x will change the congruence relation on ground terms induced by the rst four equations by relating among other things, normal forms p(0) and s(0), so that these normal forms are in the same congruence class. This can be detected again by generating a canonical system for equations (1, 2, 3, 4, 6): s(s(x)) ! x; minus(x) ! x; p(x) ! s(x):
Overview of the Test Set Method
If a congruence relation induced by a nite set of equations (which also is its equational theory) can be represented by a nite, canonical term rewriting system, this rewriting system gives a characterization of the congruence relation on ground terms in terms of their normal forms. In the proposed approach, in order to check whether a given equation can be proved by induction from a nite set of equations, a canonical rewrite system is rst generated from the axiom equations. Then the generation of a new canonical rewrite system for the axioms together with the conjecture is attempted from the conjecture and the already generated canonical system for the axioms. If in this process, it is detected that the congruence relation induced by the new rewrite system on ground terms would not remain equivalent to the old congruence relation, then the conjecture is not a theorem and the procedure stops. Otherwise, if a new canonical rewrite system is generated, and the new congruence relation on the ground terms is equivalent to the old congruence relation, then the conjecture is a theorem. It has been proved by Plaisted (1985) and that it is decidable to check the equivalence of the sets of ground terms in normal forms de ned by two canonical rewrite systems. However, the decision algorithms presented in Plaisted (1985) and Kapur, Narendran and are too complicated to be practical; further research is necessary for designing e cient algorithms under various conditions.
A relatively e cient algorithm has been reported in Jouannaud and Kounalis (1989) for leftlinear rewrite systems. Their method as well as previous methods are based on the notion of ground-reducibility (also called inductive-reducibility or quasi-reducibility). A term is said to be ground-reducible by a rewrite system if any ground instance of the term is reducible by the rewrite system. However, even for left-linear rewrite systems, testing a term for ground-reducibility requires an exponential number of steps in terms of the size of the term (see Kapur, Narendran, Rosenkrantz and Zhang, 1987) . This is why Jouannaud and Kounalis acknowledged that their current implementation of the method is \far too slow" (Jouannaud and Kounalis, 1989, p. 31) . This paper describes a method which avoids the ground-reducibility test in many cases. Instead, a much less expensive operation, which tests whether a set of terms is reducible by a single rule, is used in most cases. Our method is based on the concept of a test set associated with a rewrite system, which is a nite description of ground terms in normal form. The consistency check of determining whether the congruence relations on ground terms de ned by two nite sets of equations are the same, is performed by testing the equivalence of the test sets of their canonical rewrite systems.
From a canonical rewrite system generated from a nite set of axiom equations, a test set is computed. Then, the conjecture being proved by induction is added and a new canonical rewrite system for the conjecture together with the already generated canonical system from the axioms is computed. As new rules are being generated in this process, if it is detected at any step that the test set of the new rewrite system would not remain equivalent to the old test set, then the conjecture is not a theorem and the procedure stops. Otherwise, if a new canonical rewrite system is generated, and the new test set is equivalent to the old test set, then the conjecture is a theorem.
The precondition of the test set method is the same as that of Jouannaud and Kounalis' method: the initial set of rules is canonical and left-linear. The conjecture and/or intermediate lemmas need not be left-linear. Hence, the test set method is as powerful as Jouannaud and Kounalis' method. In the paper, we give a theoretical comparison of the test set method with Jouannaud and Kounalis' method and prove that the test set method is much better than Jouannaud and Kounalis' method for left-linear rewrite systems.
The test set method as well as Jouannaud and Kounalis' method have been implemented in RRL, a Rewrite Rule Laboratory, a theorem proving environment based on rewriting techniques (Kapur, Sivakumar and Zhang, 1986; Kapur and Zhang, 1988) . Our experience with a number of examples so far indicates that the test set method is also faster in practice than Jouannaud and Kounalis' method.
Like Jouannaud and Kounalis' method, the test set method has an advantage over the methods proposed by Musser (1980) and Goguen (1980) as it does not require an explicit equality predicate to be de ned on every data type. Furthermore, unlike Huet and Hullot's method (1982), constructors need not be free (i.e., constructor terms can be related using equations in an axiomatization; for example, see equations (1) and (2) in the above example which relate constructors). The method does not require that functions in an axiomatization be classi ed into constructors and nonconstructors; but, making that distinction improves the e ciency of the method to prove or disprove an equation. In case, functions can be classi ed into constructors and nonconstructors, it is rst checked using the test set construction whether each nonconstructor is completely de ned on constructors; if that is the case, then the proof by induction proceeds. Otherwise, if some nonconstructor is not completely de ned, the method can generate templates of arguments on which the nonconstructor is not de ned, thus aiding the user in completing a de nition. In other words, the test set construction can also be used to check for su cient-completeness property of algebraic axiomatizations (see Kounalis and Zhang (1985) , and Kapur, Narendran, Rosenkrantz and for more details about this application of test sets).
Organization of the Paper
The paper is organized as follows. Section 2 introduces preliminary concepts needed in the paper. Also in Section 2, we discuss how the set of irreducible ground terms (ground terms in normal form) of a canonical term rewriting system can be used for proving properties by induction using the Knuth-Bendix completion procedure. In Section 3, we introduce the concept of a test set of a rewrite system and discuss its properties in relation to the set of irreducible ground terms of a rewrite system. In Section 4, a constructive characterization of a standard test set for a left-linear rewrite system is given. A standard test set can also be used to check ground-reducibility and is more e cient than a method in (Dershowitz, 1983; Kounalis and Zhang, 1985; Jouannaud and Kounalis, 1989) .
Section 5 is a discussion of the use of test sets for a consistency check in the inductive completion procedure. A theoretical comparison of the test set method with Jouannaud and Kounalis' method is given. Section 6 discusses the use of standard test sets for checking the su cient-completeness property of an algebraic speci cation as well as for identifying constructors of a speci cation. Section 7 is a discussion of the performance of implementations of the test set method and Jouannaud and Kounalis' method in RRL on a set of examples. Section 8 concludes the paper. The reader may consult (Kapur and Musser, 1987) for an overview of the related literature on inductionless induction.
Background
This section starts with a review of basic de nitions. The second subsection reviews a theorem which serves as a theoretical basis for the inductionless induction approach in which proving a conjecture by induction from an equational theory reduces to checking the consistency of the original equational theory augmented with the conjecture relative to the original equational theory. This consistency is de ned in terms of the irreducible ground terms of canonical rewrite systems generated from equational theories.
De nitions
A reader familiar with the term rewriting approach can skip this section and can refer to it if needed while reading the remaining sections. For simplicity, we will consider untyped (singlesorted) equational axiomatizations and term rewriting systems. The results reported in the paper also apply, with minor modi cations, to multi-sorted equational axiomatizations and term rewriting systems, as well as to equational term rewriting systems insofar as the ground-reducibility property is decidable for such systems. 1 Let F be a nite set of function symbols in an equational axiomatization and X be a set of variables. Let GT(F) be the set of all ground terms constructed using F, and T(F; X) be the set of terms constructed using F and variables in X. Often, it is possible to identify a subset of F as a set of constructor symbols, denoted by C, used to construct the values of a data structure on which induction is to be performed; in that case, the set F 0 = F ? C is the set of nonconstructor function symbols. Whenever C cannot be explicitly identi ed, we assume that C = F, i.e., every function symbol is assumed as a constructor. We require that the set of constructors be nonempty for every data type under consideration.
An equational speci cation is a nite set of equations, E = fl i = r i g, where l i ; r i 2 T(F; X). A term rewrite system R = fl i ! r i g is a nite set of pairs of terms in which every variable in r i also appears in l i ; every element of R is called a rewrite rule or simply a rule. Given an equational speci cation E, a term rewriting system R associated with E consists of rewrite rules such that for every l i ! r i 2 R, l i = r i 2 E and vice versa. 2 Henceforth, we assume that there are no equations in E which cannot be made into a rewrite rule. Similarly, given a rewrite system R = fl i ! r i g, an equational speci cation associated with R is E = fl i = r i g.
Let ! be the reduction relation on T(F; X) induced by R de ned as follows: t ! t 0 if and only if there is a position p in t, a rule l i ! r i in R, and a substitution such that t=p = (l i ) and t 0 = t p (r i )] (see Huet (1980) for de nitions of position (called occurrence in (Huet, 1980) An equational theory E is said to be su ciently complete with respect to a set of constructors C (Guttag, 1975) , if and only if for every ground term g in GT(F), there is a ground term c in GT(C) such that g $ c. A set R of rules is su ciently complete if its associated equational theory E is su ciently complete. E is trivially su ciently complete if C = F.
Two important properties relating ground-reducibility and su cient-completeness are that, for a constructor-preserving terminating rewrite system R, (a) if for every f of arity n in F ? C, f(x 1 ; x 2 ; :::; x n ) is ground-reducible, then R is su ciently complete, and (b) if R is su ciently complete and canonical, then any term containing a function symbol in F ? C is ground-reducible.
Inductive Theorems and Induction Proofs
An equation s = t is an inductive theorem of E if and only if for every substitution : V ars(s) V ars(t) ! GT(F), (s) = (t) is an equational theorem of E, i.e., (s) $ (t). The following theorem serves as a basis of the inductionless induction approach using the Knuth-Bendix completion procedure.
Theorem 2.1 (Dershowitz, 1983 ) Let R 1 , R 2 be canonical rewrite systems such that R 2 is generated from R 1 fl = rg. Then, l = r is an inductive theorem of R 1 if and only if IRG(R 1 ) = IRG(R 2 ), where IRG(R) denotes the set of all irreducible ground terms in GT(F) with respect to R.
The above result is used to design a version of the Knuth-Bendix completion procedure, called the inductive completion procedure, for proving properties by induction. Suppose that we input to the inductive completion procedure, a canonical rewrite system R 1 and an equation s = t and initialize R 2 with R 1 .
Inducitve Completion Procedure:
Input: R 1 : a canonical system; >: a reduction ordering; s = t: the equation to be proven. E := E f all critical pairs formed between R 2 and l ! r g. 10 . go to 2.
In the above procedure, normal-form(t; R) returns the normal form of t in R; IRG(R) is the set of all irreducible ground terms in GT(F) with respect to R.
The main di erence between the Knuth-Bendix completion procedure and the inductive completion procedure is in step 7 which is added to check whether the set of irreducible ground terms de ned by R 1 is changed by new rules generated due the interaction between the rule corresponding to the equation being proved and rules in R 1 , i.e., the condition IRG(R 1 ) = IRG(R 2 ) is incrementally checked. If the condition is violated, then s = t is not an inductive theorem. At the end, if the procedure stops with R 2 as a canonical system, s = t is an inductive theorem. The check IRG(R 1 ) = IRG(R 2 ) is called the consistency check. The correctness of the procedure is guaranteed by the following theorem and the correctness of the Knuth-Bendix completion procedure (Huet, 1981) . Theorem 2.2 Assume that R 1 is canonical and the completion procedure on R 1 fl = rg neither stops with \method failed" nor runs forever. Then l = r is an inductive theorem of R 1 if and only if the procedure stops with \proved".
The above procedure is for illustrative purposes only. Variations of this procedure in which unoriented equations are postponed as much as possible, orientable instantiations of unoriented equations are used, only critical pairs on inductively complete positions are computed, etc., are reported in the literature for which the test set method should also work.
Step 9 in the above procedure can be modi ed so as to incrementally generate the critical pairs between the new rule l ! r and other rules in R 2 instead of generating all critical pairs due to l ! r.
In case, the inductive completion procedure fails because a rule is encountered which cannot be oriented using a termination ordering being used, it is sometimes possible to prove inductive theorems using a generalization of the method to rewrite systems modulo an equational theory (Kapur, Narendran and Zhang, 1986; Jouannaud and Kounalis, 1989) .
In the rest of the paper, we elaborate on line 7 of the above inductive completion procedure | how to check for the equivalence of the sets of irreducible ground terms of related rewrite systems.
3 Test Sets, Ground-reducibility and Su cient-Completeness
Testing Equivalence of Sets of Irreducible Ground Terms
We give a result from . Let depth be a function on terms which gives the maximum depth of the tree representation of a term. Theorem 3.1 ) For a rewrite system R and a term t, there exists a number b(t; R) which depends on R and t, such that if is a ground substitution, (t) is irreducible and depth( (t)) > b(t; R), then there is smaller substitution 0 such that 0 (t) is also irreducible and depth( 0 (t)) < depth( (t)).
The function b(t; R) and the technique for constructing 0 are explicitly given in (Kapur, Narendran and Zhang, 1987). b(t; R) depends on the depth of the deepest left side in R and the depth of t.
Let TSIRG(R; k) denote the set of the irreducible ground terms of R of depth at most k. i.e., TSIRG(R; k) = ft j t 2 IRG(R); depth(t) kg: Recall that IRG(R) denotes the set of all irreducible ground terms in GT(F) with respect to R.
Since the equivalence of sets of irreducible ground terms of two rewriting systems can be checked by checking the ground-reducibility of the left sides of rules of one rewriting system with respect to the other rewriting system, we have: Corollary 3.2 Let R 1 and R 2 be as used in the above inductive completion procedure. There is a number K which depends upon the function b, R 1 and R 2 such that TSIRG(R 1 ; K) = TSIRG(R 2 ; K) if and only if IRG(R 1 ) = IRG(R 2 ).
The number K = max(b(lhs 1 ; R 1 ); b(lhs 2 ; R 2 )), where lhs 1 and lhs 2 are, respectively, the deepest left sides of R 1 and R 2 . The above results allow us to implement (theoretically) the inductive completion procedure, since TSIRG(R; k) is computable for any k. When each new rule is added in the inductive completion procedure, both TSIRG(R 1 ; K) and TSIRG(R 2 ; K) can be computed.
The function b however grows quite fast; its complexity is double-exponential in the size of R, that is, O(jLRj jLRj jLRj ), where jLRj denotes the sum of the size of the left side of each rule in R.
Test Sets: De nitions and Properties
The idea inspired by the de nition of TSIRG(R; b(R)) is the concept of a test set which, in essence, is a nite description of IRG(R). Given two rewrite systems R 1 and R 2 , we would like to reduce the problem of comparing IRG(R 1 ) and IRG(R 2 ) to comparing their suitably constructed test sets. If IRG(R) is nite and small, then IRG(R) itself could be a test set of R. However, if IRG(R) is in nite (or very big even if nite), then there can be many ways to describe it using nitely many terms (one such way is to use TSIRG(R; b(R))). Below, we discuss properties that a nite set of terms must have for it to be a test set. Without loss of any generality, we assume throughout the paper that each term in a given test set is unique up to renaming of variables.
De nition 3.3 A nite set T of terms is a test set of R if there exists a computable mapping from IRG(R) to the ground instances of terms in T such that, for any g 2 IRG(R), t 2 T, (g) = (t) implies (t) 2 IRG(R), where (t) is a ground instance of t.
By this de nition, TSIRG(R; b(R)) is a test set of R because the construction of the mapping from IRG(R) to TSIRG(R; b(R) is implicitly given in the proof of Theorem 3.1 .
In the rest of the paper, the mapping of a test set is always assumed to be a trivial one:
(g) = (t) implies g = (t) for any g 2 IRG(R) and t 2 T (a test set with such a mapping is said to be complete; see below). We also consider only test sets which are nite sets of linear terms. We have not investigated test sets including nonlinear terms, which should be an interesting topic for future research.
De nition 3.4 A term t is said to be extensible at position p with respect to a set S of terms if there exist a term l 2 S and a position q in l such that (i) t and l=q are uni able, (ii) p is a variable position of t, and (iii) p is a nonvariable position of l=q. The term t is extensible with respect to S if it is extensible at some position p.
For example, if S = ff(x; s(y))g, then the term f(0; z) is extensible at position 2, but f(z; 0) and f(z; s(0)) are not extensible with respect to S. If there exists an l 2 S such that an instance of l is also in S, then for any term t, if t is extensible with respect to S, then it is also extensible with respect to S ? flg. Without Proof. If (t) can be reduced by a left-linear rule l ! r in R at the root, then t and l are uni able. By the above lemma, l matches t, implying that t is reducible by R, a contradiction to the property that every term in a minimal test set of R is not ground-reducible. 2 The above corollary holds only for left-linear rules in R because of the use of Lemma 3.6.
Relation to Ground-reducibility and Su cient-Completeness
The following theorem shows that minimal and complete test sets can be used for checking the ground-reducibility and su cient-completeness properties of rewrite systems (see also sections 4 and 6). In fact, test sets have been extensively used in (Kapur, Narendran, Rosenkrantz and Zhang, 1987) for deriving complexity results about the ground-reducibility and su cient-completeness checks.
Theorem 3.8 A canonical constructor-preserving set R of rules is su ciently complete if and only if no term containing an operator f 2 F ? C appears in a standard test set of R.
A similar result can be found in (Kounalis and Zhang, 1985) . The use of a test set for checking the su cient-completeness property was also discussed by Nipkow and Weikum (1983) , Plaisted (1985) as well as Dershowitz (1983) .
The following theorem is helpful in de ning a test set of a rewrite system R in terms of a test set of a smaller rewrite system R 0 R under certain conditions. Theorem 3.9 Given a rewrite system R such that R can be partitioned into two disjoint sets R 0 and R 00 , where the left side of each rule in R 00 is ground-reducible with respect to R 0 , T is a complete (minimal) test set of R 0 if and only if T is a complete (minimal) test set of R.
Proof. Since the left side of every rule in R 00 is ground-reducible with respect to R 0 , every ground term reducible by R 00 is also reducible by R 0 thus implying that IRG(R 0 ) = IRG(R). Hence the result. 2 Note that the above theorem does not hold for standard test sets. This is so because if T is an nonextensible test set of R, then T is also a nonextensible test set of R 0 , but not vice-versa.
The above theorem can be helpful in computing test sets of R by just computing test sets of R 0 R especially when R 00 6 = ;. In particular, if R 0 is left-linear but R 00 is not left-linear, there exist much more e cient test sets of R 0 than of R. Applications of this result for proving nonlinear equations by induction are discussed later.
Test Sets of Left-linear Rewrite Systems
For left-linear rewrite systems, standard test sets serve a useful role because of the following result. Theorem 4.1 For a left-linear rewrite system R, a term t is ground-reducible if and only if t is ground-reducible with respect to a standard test set T of R.
Proof. We rst prove that if t is ground-reducible (with respect to GT(F)), then t is groundreducible with respect to T. Suppose T. 2 Note that in the statement of the above theorem, t can be a non-linear term.
So far, we have characterized test sets in terms of their properties. We now turn our attention to giving a constructive characterization of a standard test set as well as algorithms for computing standard test sets of left-linear rewrite systems since test sets for left-linear systems can be computed more e ciently than test sets for nonlinear systems. Due to Theorem 3.9, the results and algorithms for computing tests set of left-linear systems apply to any system R (not necessarily left-linear) if R can be partitioned into R 0 and R 00 such that R 0 is left-linear and the left side of each rule of R 00 is ground-reducible in R 0 .
In the next subsection, we discuss a constructive characterization of a standard test set for left-linear rewrite systems. This test set is de ned by identifying terms which do not unify with any nonvariable subterm of a left side of R. We compare this test set with a test set de ned using top by Jouannaud and Kounalis in their method for checking ground-reducibility.
A Constructive Characterization of Standard Test Sets
De nition 4.2 An extending domain of R is a nite set of terms containing LHS(R), the left sides of rules in R.
The reason we introduce the above de nition is that we intend that a test set be non-extensible in two di erent rewrite systems. Typically, an extending domain is just the union of LHS(R) and LHS(R 0 ), if we want to compare IRG(R) and IRG(R 0 ) using the test set approach.
We present below a method to construct a standard test set for a left-linear system R relative to an extending domain of R. The method consists of three steps:
1. Let T 0 be a set of most general terms such that T 0 can serve as a complete test set for R. 2 . Extend each term of T 0 gradually while ensuring the completeness property, to obtain T 1 , T 2 , and so on, until no term is extensible with respect to an extending domain S of R. Let the new set of terms be T n such that T n is a complete and nonextensible test set of R. 3. T n need not be minimal. Remove ground-reducible terms from T n to make it minimal.
After these steps, we obtain a standard test set of R. In the following, we explain each step in detail; the implementation of Step 3 will be discussed in Section 4.2.
Step 1: Constructing Constructor Structural Schema
Let C be a set of constructors such that R is su ciently complete. We start with the set T 0 of terms, called constructor structural schema.
T 0 = ff(x 1 ; :::; x n ) j f 2 C; arity(f) = n and x 1 ; :::; x n are distinct variablesg For example, T 0 = f0; 1; (x 2 +x 3 )g for C = f0; 1; +g. T 0 is complete with respect to IRG(R), since IRG(R) is a subset of GT(C) by the assumption that R is su ciently complete.
Step 2: Expanding by Patterns
We gradually extend each term in T 0 ensuring the completeness property.
De nition 4.3 The set, Cand(R; S), of the terms obtained at the end of the following procedure is called a candidate set of a test set of R using the extending domain S. (ii) Every term t in Cand(R; S) is nonextensible with respect to S, and every term t 0 such that t is a strict instance of t 0 (i.e., t = (t 0 ) and substitutes a nonvariable term for some variable in t 0 ) is extensible, and (iii) Cand(R; S) is a complete test set of R. is a standard test set of R.
Proof. By Lemma 4.5 and the de nition of TSL(R; S). 2
The following theorem serves as a basis for using test sets in the inductive completion procedure for automating inductionless induction. Proof. The if-part is easy because if IRG(R 1 ) = IRG(R 2 ), for any irreducible ground term t there exists a unique term t 1 2 TSL(R 1 ; S) and t 2 2 TSL(R 2 ; S), respectively, such that t is an instance of t 1 as well as that of t 2 , i.e., t 1 and t 2 are uni able. We have (i) t 1 is nonextensible with respect to S and for any term s 1 such that t 1 is a strict instance of s 1 , s 1 is extensible, and similarly, (ii) t 2 is nonextensible with respect to S and for any term s 2 such that t 2 is a strict instance of s 2 , s 2 is extensible. This implies that t 1 = t 2 (assuming that the left-most position is extended when computing Cand).
We prove the only-if part by contradiction as follows. Suppose TSL(R 1 ; S) = TSL(R 2 ; S) and IRG(R 1 ) 6 = IRG(R 2 ). Without any loss of generality, suppose IRG(R 1 ) ?IRG(R 2 ) is not empty. Let t be the smallest term (in terms of depth) in IRG(R 1 ) ? IRG(R 2 ). Then t is reducible by R 2 at the root. Since t is not reducible by R 1 , there exists t 0 2 TSL(R 1 ; S), and hence in TSL(R 2 ; S), such that t = (t 0 ) for some . That is, (t 0 ) is reducible by R 2 at its root, which is a contradiction to Corollary 3.7. 2
In the following, by abuse of notation, we will write TSL(R) for TSL(R; LHS(R)), where LHS(R) is the set of the left sides of rules in R.
We now discuss conditions under which IRG(R 1 ) and IRG(R 2 ) are the same when R 1 R 2 . It is easy to see from the de nition of TSL that if every term in TSL(R 1 ) is not extensible with respect to the left sides of constructor rules (both sides are constructor terms) in R 2 ? R 1 , then TSL(R 1 ) = TSL(R 2 ). Given a constructor rule l ! r in R 2 ? R 1 , if no term in TSL(R 1 ) is uni able with l, then IRG(R 1 ) = IRG(R 2 ) since TSL(R 1 ) is a complete test set. Otherwise, if there is a term t that uni es with l and t is not extensible with respect to l, then t is an instance of l implying that IRG(R 1 ) 6 = IRG(R 2 ); this follows from the fact that TSL(R 1 ) is minimal. In fact, if l ! r reduces a term t in TSL(R 1 ), then IRG(R 1 ) 6 = IRG(R 2 ). Hence we have: Theorem 4.8 Given a rewrite system R 1 with TSL(R 1 ) as its test set, and a new constructor rule l ! r. The test set TSL(R; S) de ned in this paper is di erent from that given in our previous paper (Kapur, Narendran and Zhang, 1986 ). The test set de ned there was based on the notions of skeleton and superterm and is bounded by O(jCj depth(R) ) in the worst case, where depth(R) is the maximal depth of the left sides in R. Usually, the size of that test set also is polynomial in the size of R.
Example 4.10 Let R consist of the following two rules:
1: f(f(x; y); f(0; 0)) ! 0 2: g(g(0; 0); g(x; y)) ! 0 The set of constructor symbols is f0; f; gg. It is easy to check TSL(R) has 17 terms. Because the term f(g(x; y); z) 2 TSL(R) is extensible by the de nition given in (Kapur, Narendran and Zhang, 1986), we have to expand this single term into 170 terms using the old de nition of test set given in (Kapur, Narendran and Zhang, 1986).
A Method for Computing TSL
The following theorem provides a method for computing TSL(R; S) from Cand(R; S) by removing all ground-reducible terms.
Theorem 4.11 Let A be a subset of Cand(R; S) that includes every ground term of Cand(R; S).
Further, suppose that no term t in A is ground-reducible. (a) For any t in B, if t is not groundreducible with respect to A, then t is not ground-reducible (with respect to GT(F)). ( ) and the size of every term in Cand(R; S) is bound by jLRj (recall that jCj is the number of constructor symbols, and jLRj is the sum of the size of the left side of each rule in R). . However, simple heuristics can help sometimes. Because each term in B cannot be reduced at the root (Corollary 3.7), we can check for ground-reducibility of the top-level arguments of the outermost function symbol in a term separately. To be more precise, suppose f(t 1 ; t 2 ) is not reducible at the root, then f(t 1 ; t 2 ) is ground-reducible if and only if t 1 or t 2 is ground-reducible. Let k 1 = jV ars(t 1 )j and k 2 = jV ars(t 2 )j, then the cost to check whether f(t 1 ; t 2 ) is ground-reducible can be reduced from jRj 2 jAj (k 1 +k 2 ) to jRj 2 (jAj k 1 + jAj k 2 ). The cost remains the same when k 1 or k 2 is zero, but some gains can still be made.
Similarly, we can exploit the fact that if a term is ground-reducible then every term including this term as a subterm is also ground-reducible. For instance, in the above example, for checking that ((z 1 + z 2 ) + y 2 ) + 1 is ground-reducible, we check (z 1 + z 2 ) + y 2 . When the answer is yes, we can say immediately that ((z 1 + z 2 ) + y 2 ) + (u 1 + u 2 ) is also ground-reducible.
Comparison with Jouannaud and Kounalis' Test Set
Because TSL(R) is a standard test set, by Theorem 4.1, we can use TSL(R) for checking groundreducibility of terms in left-linear systems. Furthermore, we can use TSL(R) to implement Jouannaud and Kounalis' method based on ground-reducibility.
In Jouannaud and Kounalis (1989) , the notion of top of terms is used to decide the groundreducibility for left-linear systems.
De nition 4.14 (Plaisted, 1985; Nipkow and Weikum, 1983 ) The top of the term t at depth i, top(t; i), is de ned as:
1. top(f(t 1 ; :::; t n ); 0) = f(x 1 ; :::; x n ), where x 1 ; :::; x n are distinct new variables; 2. top(f(t 1 ; :::; t n ); i + 1) = f(top(t 1 ; i); :::; top(t n ; i)).
Let JK(R) denote the set of all top(t; depth(R)) for any t in IRG(R). Jouannaud and Kounalis showed that this set can be used for the ground-reducibility check of a term. It is also easy to see that JK(R) is a standard test set of R. However, the size of JK(R) is often much larger than the size of TSL(R) because, in general, jJK(R)j is bounded by O(jCj depth(R) ). (d(x))) ) ! x. In order to compute JK(R), all ground terms of depth less than or equal to 6 will be constructed. the rest are discarded. However, only 17 terms are constructed using our method for computing a test set and 16 of them are in TSL(R). In contrast to many terms in JK(R) whose outermost symbol is b, TSL(R) includes only b(x); similarly, for many terms in JK(R) whose outermost symbol is c, TSL(R) includes c(x) and so on.
The above example also shows that the number of ground terms is an exponential function of the depth even with unary functions. If the set of function symbol is large and arities of function symbols are greater than 1, JK(R) grows much faster than TSL(R). Because the number of terms in TSL(R) is a polynomial of jRj while the number of terms in JK(R) is an exponential function of jRj, we conclude that TSL(R) is much more e ective than JK(R) for checking ground-reducibility.
Using Standard Test Sets in Inductive Completion Procedure
The test set TSL(R; S) introduced in the previous section is used for the consistency check to support an implementation of the inductive completion procedure in RRL. Section 7 includes discussion of examples proved using RRL. Consider the inductive completion procedure given in subsection 2.2.
Step 7, which is the consistency check, is replaced as follows.
The input to the completion procedure is a constructor-preserving and su ciently complete canonical system R 1 and an equation s = t to be proved from R 1 (if every function symbol is assumed to be a constructor, then R 1 is trivially constructor-preserving and su ciently complete).
For e ciency, we start by computing TSL(R 1 ; S), where S = LHS(R 1 ), the set of the left sides of rules in R 1 ; this becomes step 0 in the procedure. Whenever a new rule l ! r is generated, we check at rst whether l contains a nonconstructor symbol. If l contains a nonconstructor, then l is ground-reducible since R 1 is su ciently complete.
Otherwise, l is a constructor term. We check whether l uni es with any term in TSL(R 1 ; S).
If the answer is no, then continue as l is ground-reducible by R 1 . If the answer is yes, and further, l ! r reduces a term in TSL(R 1 ; S), then stop with \not true" (by Theorem 4.8).
Otherwise, there exists a term in TSL(R 1 ; S) that is extensible with respect to l. otherwise continue.
It is evident from above that only constructor rules matter in performing consistency check.
The advantage in employing the rst choice is that the test set TSL(R 1 ; S) is computed only once and does not change during the completion procedure.
In following discussion, our analysis will be based on the rst choice; a discussion of the inductive completion based on the second choice for the consistency check is given in Kapur, Narendran and Zhang (1986) .
The correctness of the method can be established by the following lemma:
Theorem 5.1 Let R be a canonical rewrite system given as input to the inductive completion procedure such that R 1 is the subset of R consisting of all constructor rules in R and R 1 is canonical and left-linear. Let S be an extending domain of R 1 . Let R 2 be the set of new constructor rules generated by the completion procedure to prove e 1 = e 2 . If R 2 can be partitioned into two disjoint subsets R 0 2 and R 00 2 s(s(x)) = x is an inductive theorem of R, since TSL(R fs(s(x)) ! 0g; S) = TSL(R; S): s(s(x)) = 0 is not an inductive theorem since the rule s(0) ! 0 is generated when the completion procedure is run with R fs(s(x)) = 0g. This rule reduces s(0) in TSL(R; S).
Comparison with Jouannaud and Kounalis' method for Inductive Theorem Proving
Our method di ers from Jouannaud and Kounalis' method in the following way. We check whether the left side of a new rule uni es with a term in TSL; if not, we are done. If yes, we check whether the term can be reduced by the new rule; again, if yes, we are done. Only if these two conditions fail, do we check the ground-reducibility of l with respect to TSL. Jouannaud and Kounalis, on the other hand, would always check whether the left side of the new rule is ground-reducible with respect to TSL (in fact JK(R)).
In general, because the size of a test set is large (remember that O(jJK(R)j) is exponential in the number of function symbols in R), the ground-reducibility check is an expensive operation. In the following analysis, we assume that TSL(R) is also used for checking the ground-reducibility since jJK(R)j jTSL(R)j. For a term t having k variables and a test set having m terms, m k substitutions will be constructed, hence m k instances of t will be checked for reducibility. If jtj denotes the average size of terms in the test set, then the average size of each instance of l will be jlj + kjtj, and the cost of checking the reducibility of each such instance will be jRj 2 (jlj + kjtj). So the total cost of checking the ground-reducibility of l will be jRj 2 (jlj + kjtj) m k . Because k is bounded by jlj, if we also assume that jtj is bounded by jlj, then the above formula can be As stated above, if a new rule, l ! r, generated in the inductive completion procedure is leftlinear and there is a term in TSL(R 1 ) that is extensible with respect to l, then there are two choices. The left side l can be checked for ground-reducibility with respect to TSL(R 1 ), or TSL(R 1 ) can be extended. In the latter case, the initial extending domain of R 1 must be extended so that to include l; then, certain terms in TSL(R 1 ) must also be extended. Each of the extended terms must be checked for ground-reducibility thus producing a new test set.
It is useful to extend TSL(R 1 ) only if more new rules are likely to be generated such that terms in TSL(R 1 ) are extensible with respect to the left sides of these new rules. Having extended TSL(R 1 ) would save subsequent ground-reducibility checks which will otherwise have to be done using TSL(R 1 ). Extending TSL(R 1 ) would thus avoid the need of performing the ground-reducibility check. Instead, whatever ground-reducibility check is needed is performed while computing and extending test sets.
Among about 100 theorems about natural numbers, integers, sets and lists, etc. that we proved so far (see Section 7), the left sides of these theorems either contain nonconstructors or are not extensible with respect to the original test set; for no example was it necessary to extend the extending domain.
Other Applications of Test Sets
It should be obvious from the above discussion that a standard test set can be used for the su cientcompleteness check under certain conditions. Furthermore, if the constructors of an algebraic speci cation are not known, the test set construction can be used to identify them also. Theorem 3.8 serves as a theoretical basis for these results.
Using Test Sets for Su cient-Completeness Check
Theorem 6.1 Let R 1 be a canonical constructor-preserving rewrite system such that R is the subset of R 1 consisting of all constructor rules in R 1 and R is a canonical left-linear rewrite system. A nonconstructor symbol f is completely de ned if and only if f(x 1 ; : : :; x n ) is ground-reducible by R 1 with respect to a minimal and complete test set of R.
Proof. . If f(x 1 ; : : :; x n ) is ground-reducible by R 1 with respect to a minimal and complete test set of R, then for every ground term of the form f(g 1 ; : : :; g n ), where g 1 ; : : :; g n are constructor ground terms, can be reduced by R 1 . So, f is su ciently-complete. This part of the proof does not even require that R 1 be canonical.
Similarly, if f is not su ciently complete, then since R 1 is canonical and constructor-preserving, f(g 1 ; : : :; g n ) is irreducible for some constructor ground terms g 1 ; : : :; g n . Since a complete test set includes terms whose instances include g i 's, it follows that f(x 1 ; : : :; x n ) is not ground-reducible with respect to a complete tset set of R. 2
A minimal and complete test set such as TSL can be used for checking whether a nonconstructor function symbol is completely de ned or not. We can check that for every possible substitution : fx 1 ; : : :; x n g ! TSL, whether f(x 1 ; : : :; x n ) reduces by R 1 . If yes, then f is completely de ned.
In case, for some t 1 ; : : :t n , f(t 1 ; : : :; t n ) cannot be reduced, then f needs to be de ned on every such n-tuple < t 1 ; : : :; t n >. In fact, the test set TSL can be extended to consider the constructor subterms of the rules in R 1 ? R which will result in a better set of templates on which f is not de ned. Each of these templates will have the property that f is not de ned for at least one ground instance of the template.
In the example discussed in subsection 4.2 of natural numbers generated by f0; 1; +g, suppose is de ned as follows:
x 0 ! 0; x 1 ! x; x (y + z) ! (x y) + (x z): Then, is completely de ned, because x 1 x 2 is ground-reducible with respect to the test set f0; 1; 1 + 1; 1 + (y 2 + y 2 )g, since substituting any of the terms in the tset set for x 2 will lead to a result which can be reduced by the above three rules for .
If the third rule above was not given, then from the test set, we get that x 1 (1 + 1) and x 1 (1 + (y 1 + y 2 )) need to be de ned, which can be done either using the third rule or even by the following instance of the third rule:
If instead the following equation was given:
x (1 + (1 + z)) ! x + (x + (x z)); then, the above test set can be extended and the extended test set will have f0; 1; 1+1; 1+(1+y)g.
This will thus imply that may be unde ned if its second argument is 1 + 1.
Identifying Constructors of an Algebraic Speci cation
Theorem 6.2 Given a canonical left-linear rewrite system R, the function symbols appearing in a minimal and complete test set TSL of R constitute its constructor symbols, i.e., a function symbol f not appearing in TSL is not a constructor symbol.
Proof. . If a minimal and complete test set TSL of R does not have any term involving f, then f(x 1 ; : : :; x n ) is ground-reducible; as otherwise, there is an irreducible instance of f(x 1 ; : : :; x n ) which is a contradiction to the assumption that TSL is complete. 2 A similar result is also given in (Jouannaud and Kounalis, 1989 ). 
Implementation and Experimental Results
The test set method for proving inductive properties as well as for checking the su cient-completeness property of equational axiomatization has been implemented in RRL . The followings are some of the examples proved using an implementation of this method in RRL.
Example 7.1 Let us revisit the example of natural numbers generated by f0; 1; +g discussed in If we continue to prove another theorem, x+y = y +x, our method needs very little e ort since the test set TSL(R 1 ) was already computed and no additional costly operations must be done.
The test set method can be extended to multi-sorted equational axiomatizations without any di culty, as illustrated by the following example. Example 7.2 Suppose the natural numbers are generated by any set of constructors and the lists of natural numbers are generated by the constructors nil, atom (which takes a number and returns a unit list) and app (which appends two lists). The axiomatization R 2 is given below:
app(nil; x) ! x; 2: app(atom(x); nil) ! atom(x); 3: app(app(atom(x); y); z) ! app(atom(x); app(y; z)) The test set TSL(R 2 ) for the sort list contains 5 terms while JK(R 2 ) contains 13 terms (when 0 and s are used as the constructors of the natural numbers) (see Jouannaud and Kounalis (1989) ). To prove app is associative, our method needs to check whether the rule app(app(x; y); z) ! app(x; app(y; z)) reduces any term in TSL(R 2 ). The Jouannaud-Kounalis method needs to construct 13 3 substitutions in order to test the ground-reducibility of app(app(x; y); z). b (a z) ! a (b z) 14: comp(b) ! a 6: set(e) ! e 15: comp(a (a y)) ! comp(a y) 7: set(a) ! a 16: comp(b (b y)) ! comp(b y) 8: set(b) ! b 17: comp(a (b x)) ! e 9: set(a (a y)) ! set(a y) If we consider e as the empty set, and a and b as two di erent singleton sets, then the rst ve rules de ne as the union operator of those multisets that contain at most two di erent elements.
The function set turns a multiset into a set by removing the duplicates. The function comp returns the complement of a multiset.
The theorems to be proved are 18: x y = y x 19: set(set(x)) = set(x) 20: comp(set(x)) = comp(x) 21: set(comp(x)) = comp(x) 22: comp(comp(x)) = set(x) 23: set((x x y)) = set((x y)) 24: comp((x x y)) = comp((x y)) 25: set((z z)) = set(z) 26: comp((z z)) = comp (z) and an equation to be disproved is 23: set(comp(x) comp(y)) = comp(x y):
There are 8 terms in TSL(R 4 ) and 14 terms in the set JK(R 4 ). The following equations can be proved in F(p):
8:
x + y = y + x 9: (x + y) + z = x + (y + z) 10: px = 0 (px stands for x + x + + x.)
11:
x y = y x 12: (x y) z = x (y z) 13: x p = x (x p stands for x x x.) The test set of each rewriting system obtained from F(p) ( Table 2 is a list of inductive theorems proved using the test set method. Since these theorems involve nonconstructor symbols and no new constructor rules were generated, the test set method and the ground-reducibility method perform in the same way. The time reported is the time needed to check that the original canonical system augmented with the theorem being proved is also canonical.
The above experiments indicate that it is better to distinguish between constructor and nonconstructor symbols; this distinction results in avoiding many ground-reducibility checks because often one encounters rules whose left sides have nonconstructor symbols. Hence, it is better to implement inductionless induction with constructors. As shown above, constructor symbols can be Table 2 : Additional Examples Proved using Test Set Method.
identi ed using the test set method. Once that is done, the ground-reducibility check is needed only for those rules whose left side does not have nonconstructor symbols.
Conclusion
We have given a method based on test sets for the consistency check in the inductive completion procedure for automating inductionless induction. This method is shown to be better than a related method by Jouannaud and Kounalis because of the following reasons: (i) the size of a test set of terms computed by this method (polynomial in size of a rewrite system) is much less than the size of a test set of terms used by Jouannaud and Kounalis (exponential in the size of a rewrite system), and (ii) the test set method avoids the ground-reducibility check for most new rules and the ground-reducibility check is often of exponential complexity. We also give a better method for the ground-reducibility check using the test set TSL. Further, experimental comparison of the two methods on a small set of examples also seems to indicate that the test set method is better than Jouannaud and Kounalis' method. One of the inherent limitations of the inductionless induction approach using the Knuth-Bendix completion procedure is the requirement that (i) a theory (axiomatization) in which induction proofs are being carried must have a canonical system and further more, (ii) the theory augmented with a theorem being proved by induction must also have a canonical system. Otherwise, the inductive Knuth-Bendix completion procedure may loop or fail because of an unorientable equation. Of course, in the case when the Knuth-Bendix completion procedure terminates, the canonical system of the augmented theory also serves as its decision procedure.
It should be obvious that it is really not necessary to require that a canonical system for both the theory and the augmented theory should exist. It is in fact su cient to require that the system is ground con uent, i.e., it is canonical only on ground terms. Deciding whether a given terminating rewrite system is ground-con uent is however undecidable (Kapur, Narendran and Otto, 1987) . Since adding any inductive theorem to the system does not destroy its ground con uence, we may start with a small system (axioms), prove its ground con uence, then augment it by adding each inductive theorem without worrying about its ground con uence. Practical methods for showing ground con uence need to be investigated.
Since the check for ground con uence is su cient, there is no need to perform all critical pairs between the rule corresponding to the equation being proved and rules in a theory. Fribourg (1986) proposed a linear inductive completion method. The basic idea of his method is that instead of computing all critical pairs between the system and a new rule, only one position of the left side of the new rule is needed to be considered and only a subset of rules is needed to superpose at that position, if there exists a complete class of superposition substitutions between the new rule and the subset of the rules. Various criteria to avoid computing some critical pairs without losing general con uence (Buchberger (1979), Kapur, Musser and Narendran (1985) , Kuechlin (1985) ), can also apply to the inductive completion procedure. Goebel (1986) and Kuechlin (1987) have studied these criteria for induction proofs.
Further research is needed in this area to study the usefulness and adequacy of these ideas for large examples, such as proving the unique factorization theorem in number theory. Another alternative is to combine heuristics from Boyer and Moore's theorem prover with the inductionless induction approach in a rewriting framework. This alternative is being investigated in our group and preliminary results are quite encouraging; for details, see (Zhang, Kapur and Krishnamoorthy, 1988) .
As discussed by Kapur and Musser, the inductionless induction approach is meaningful only if an equational axiomatization is su ciently complete. If an equational axiomatization is not su ciently complete, both Jouannaud and Kounalis' method as well as our method can warn the user that the axiomatization needs to be completed or can treat every function symbol as a constructor for proving inductive properties. However, the latter perspective is not particularly useful because the resulting approach towards proving inductive properties is not monotonic, i.e., theorems proved earlier using an axiomatization may not remain valid when a new function with a partial axiomatization is introduced. For example, suppose we used 0 and s as the constructors of natural number, and completely de ned +, , p and ? in terms of 0 and s in a usual manner. Using these de nitions, many theorems like x + y = y + x, x ? x = 0, etc., are already proved and are in a speci cation system. The test set for this system has two terms in it: 0 and s(x). Now we introduce a new function foo and add one rule foo(0) ! 0 in the original system. The new system is not su ciently complete. If foo is considered as a constructor as will be done in the initial algebra semantics, the test set TSL for the new system will contain terms like x+foo(y), ..., foo(x) ? foo(y), foo(x + y), ..., foo(x ? y): None of the previously proved theorems like x ? x = 0 would be theorems in the new system. Kapur and Musser proposed a di erent approach for proving inductive properties from axiomatizations that are not su ciently complete so that the monotonicity property is preserved. The approach involves completing the axiomatizations in all possible ways and checking whether a given equation is valid in each such completed axiomatization. However, the approach appears to be quite tedious to implement; further research is needed to re ne that approach if automating inductionless induction approach is to be practically useful in design and analysis of speci cations and programs.
