Abstract. We prove that the fourth powers of theta functions with even characteristics form a basis of the space H 0 (A, O A (4ϑ)) + of even theta functions of order four on a principally polarized Abelian variety (A, ϑ) without vanishing theta-null.
Introduction
Let (A, ϑ) be a principally polarized Abelian variety of dimension g defined over an algebraically closed field k of characteristic different from two. By Mumford's algebraic theory of theta functions [M1] (see also the appendix of [B1] ) there is a canonical bijection between the set of symmetric effective divisors Θ κ ⊂ A representing the principal polarization and the set K of theta-characteristics κ of A. We denote by L the unique symmetric line bundle over A representing 2ϑ and such that the linear system |L| contains the divisors 2Θ κ for all κ ∈ K. The space H 0 (A, L 2 ) of theta functions of order four decomposes under the natural involution of A into ±-eigenspaces H 0 (A,
.
We note that d + and d − are equal to the number of even and odd theta-characteristics of A.
Moreover any even theta-characteristic κ 0 ∈ K + decomposes according to the values ±1 taken by κ 0 the set of 2-torsion points 
the morphism induced by the linear system |L 2 | + . Then our main result is the following Theorem 1.1. For any even theta-characteristic κ 0 ∈ K + , the d + points
form a projective basis if and only if A has no vanishing theta-null.
There is also a "dual" version of this result.
form a projective basis (or, in other words, the fourth powers of theta functions with even characteristics form a basis of H 0 (A, L 2 ) + ) if and only if A has no vanishing theta-null.
Although of independent interest, these results also have some consequences on generalized theta functions (see [S] linear system |L + SOr | identifies canonically with the dual |rΘ| * + of even theta functions of order r over the Picard variety parametrizing degree g − 1 line bundles over C. In particular, for r = 4 we observe that dim
Moreover we can associate to any even theta-characteristic κ ∈ K + a proper effective divisor ∆ κ ∈ |L + SO 4 | with support
By pulling back the d + divisors ∆ κ to the Jacobian Jac(C) under the map Jac(
, we deduce from Theorem 1.2 the following Corollary 1.3. Assume that C has no vanishing theta-null. Then the
Finally, we mention that for general r the divisors ∆ κ ∈ |L + SOr | -more precisely, some relatives of ∆ κ on the moduli stack of Spin r -bundles over C -have recently been studied in connection with the strange duality of generalized theta functions [Be] .
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Review of algebraic theory of theta functions
In this section we recall the results on theta functions of order four, which we need in the proof of the two main theorems. We refer to [M1] and [B1] for details and proofs.
We recall that a theta-characteristic is a map κ : We say that κ is even if κ takes d ± times the value ±1. The set of even theta-characteristics is denoted by K + .
The Heisenberg group H associated to the line bundle L consists of all pairs α = (a, ϕ) with a ∈ A[2] and ϕ : T * a L ∼ → L an isomorphism (where T a : A → A is the translation by a), and fits into an exact sequence
For any κ ∈ K we consider the character χ κ : H → k * of weight 2 defined by χ κ (α) = ||α||κ(a), with ||α|| = α 2 ∈ k * . The main result we need in this note is
Proposition 2.1 ([B1] Proposition A.8).
The vector space H 0 (A, L 2 ) + decomposes as an Hmodule into a direct sum κ∈K + W κ with dim W κ = 1 and W κ is the character space associated to the character χ κ . The zero divisor of any nonzero section s κ ∈ W κ equals 2 3. The matrix M We say that a pair (a 1 , a 2 ) ∈ (Z/2Z) g × (Z/2Z) g is even if a 1 · a 2 = 0. Let M denote the d + × d + matrix with lines and columns indexed by even pairs (a 1 , a 2 ) and (b 1 , b 2 ) and with entries (−1) a 1 ·b 2 +a 2 ·b 1 .
We will use the fact that M is invertible, which has already been proved in [F] Lemma 1.1. For the convenience of the reader, and for later use, we recall here the computations.
Lemma 3.1. For fixed (a 1 , a 2 ) ∈ (Z/2Z) g × (Z/2Z) g , we have the equality
else.
Proof. If a 1 = a 2 = 0 there is nothing to prove. Otherwise we may assume that a 1 = 0, and the result follows from the easy equality
Proposition 3.2. The matrix M is invertible.
Proof. Using Lemma 3.1, we easily check that the inverse of M is given by
Proof of Theorem 1.1
Consider the linear map given by evaluating the d + theta functions
It is clear that the assertion of Theorem 1.1 is equivalent to ev being an isomorphism. First note that saying that A has a vanishing theta-null means that there exists a section s κ , with κ ∈ K + , which vanishes at every point a ∈ A[2], i.e. s κ ∈ ker ev. On the other hand we will show that, if A has no vanishing theta-null, ev is given after suitable normalization by the matrix M. The theorem then follows from Proposition 3.2.
We consider for each κ ∈ K + a nonzero section s κ ∈ H 0 (A, L 2 ) + in the one-dimensional χ κ -character space W κ , and for each a ∈ A[2] an isomorphism φ a : L 2 a ∼ → k. Since we assume that A has no vanishing theta-null, we have φ a (s κ (a)) = 0 for all κ ∈ K + and all a ∈ A[2]. The quotient
does not depend on the choice of the sections s κ , s κ ′ and the isomorphisms φ a . Given a ∈ A[2]
we choose an α = (a, ϕ) ∈ H such that ϕ : T * a L ∼ → L preserves the isomorphisms φ 0 and φ a , which is equivalent to the equality φ 0 ((α.s κ )(0)) = φ a (s κ (a)) for all κ ∈ K + . On the other hand
= ||α||κ(a). Therefore we obtain the formula
In order to obtain the matrix M we normalize as follows: consider a section s κ 0 corresponding to the fixed even theta-characteristic κ 0 , and choose the isomorphisms φ a such that φ a (s κ 0 (a)) = 1 for all a ∈ A[2] + . Then we choose the sections s κ such that φ 0 (s κ (0)) = 1. Any κ ∈ K can be written κ = b · κ 0 for a unique b ∈ A[2], and κ ∈ K + if and only if b ∈ A[2] + by [B1] formula (1) page 279. Using formulae (2) and (1) we obtain the equalities φ a (s b·κ 0 (a)) = µ(a, κ 0 , b · κ 0 ) = κ 0 (a)(b · κ 0 )(a) = a, b .
We now choose a level-2 structure λ : A[2]
∼ → (Z/2Z) g × (Z/2Z) g which maps the set A[2] + bijectively onto the set of even pairs -this is possible, since Sp(2g, Z/2Z) acts transitively on the set of even theta-characteristics. Then we can write a, b = (−1) a 1 ·b 2 +a 2 ·b 1 with λ(a) = (a 1 , a 2 ) and λ(b) = (b 1 , b 2 ). This finishes the proof. 
