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We present a general and efficient numerical method with low computational complexity
for computing the number of zeros of a real polynomial in the unit disk.
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1. Introduction
In this work, a general method is presented for determining the exact number of zeros in the unit disk (counting with
multiplicities) of a real polynomial using the principal argument and the Cauchy index [1]. This index is evaluated via the
number of sign changes in the Sturm sequence of the polynomials in Chebyshev form.
2. The Sturm sequence in Chebyshev form
Definition 1. Let f0 and f1 be two nonzero real polynomials.
We define the sequence (fj) by using a Euclidean algorithm:
fj+1 = Q j fj − fj−1 j ≥ 1
Let fN , the last term, be nonzero.
This sequence (f0, f1, . . . , fN ) is called a generalized Sturm sequence.
Let P(x) =∑nk=0 akxk be a real polynomial of exact degree n (deg(P) = n), and Tk and Uk be Chebyshev polynomials of the
first and second kind, respectively.
Proposition 2. For all l ≥ 1 and k ≥ l− 1, we have
UlUk =
l−
j=0
Uk+l−2j = Uk+l + Uk+l−2 + · · · + U(k+l)−2(l−1) + U(k+l)−2l (1)
with U−1 = 0
∗ Corresponding author.
E-mail addresses: Bernard.Gleyse@insa-rouen.fr (B. Gleyse), abderahmanel@yahoo.fr (A. Larabi).
0893-9659/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2010.11.016
B. Gleyse, A. Larabi / Applied Mathematics Letters 24 (2011) 598–600 599
Proof. The relation is verified for l = 1, U1Uk = Uk+1 + Uk−1 and we suppose that Ul−1Uk = Uk+(l−1) + Uk+(l−1)−2 +
· · · + Uk+(l−1)−2(l−1) for k ≥ l − 2 is true. Using the three-term relation Ul = U1Ul−1 − Ul−2, then for k ≥ 1. UlUk =
Ul−1Uk+1 + Ul−1Uk−1 − Ul−2Uk, and expanding, we have the relation (1). 
We consider the sequence (pj) defined by the following recurrence relation [2]:
pj+1 = U1pj − pj−1, for j = 2, 3, . . . , s =
n
2

p0 =
n−
k=0
akTk, p1 =
n−
k=1
akUk−1, p2 = T1p1 − p0
(2)
where
pj =
j−2
k=0
(aj+k − aj−k−2)Uk +
n−j−
k=j−1
aj+kUk, for j = 2, 3, . . . , s+ 1. (3)
For j > s, the degree of pj+1 is greater than the degree of pj. To continue the sequence pj with deg(pj) < deg(pj−1) we
propose
pj+1 = qjpj − pj−1, s+ 1 ≤ j ≤ m. (4)
Here, nj = deg(pj), nj−1 = deg(pj−1), dj = nj−1 − nj and qj =∑djl=0 q(j)l Ul.
Then,
pj+1 =
dj−
l=0
q(j)l Ulpj −
nj−1−
k=0
a(j−1)k Uk (5)
=
dj−
l=0
q(j)l
nj−
k=0
a(j)k UlUk −
nj−1−
k=0
a(j−1)k Uk (6)
=
dj−
l=0
q(j)l
nj−
k=0
a(j)k
l−
j=0
Uk+l−2j −
nj−1−
k=0
a(j−1)k Uk (7)
using Proposition 2.
To get deg(pj+1) < deg(pj) = nj, all the coefficients of Uk must vanish for nj ≤ k ≤ nj−1. This gives a linear system
of dj + 1 equations Aq(j) = b with A a nonsingular lower triangular matrix which has the nonzero coefficient a(j)nj on the
diagonal (deg(pj) = nj), q(j) = (q(j)dj , . . . , q(j)0 )t and b = (a(j−1)nj−1 , . . . , a(j−1)nj )t with qjdj ≠ 0.
Theorem 3. The sequence (pj), j = 0, 1, . . . ,m, is a generalized Sturm sequence.
Proof. The Euclidean division of pj−1 by pj gives a remainder equal to−pj+1 for all j = 0, 1, . . . ,m− 1, and we consider pm,
the last term, as nonzero. 
Theorem 4 ([3]). Let the real polynomials f0, f1, . . . , fN be a generalized Sturm sequence for the interval [a, b], a < b; then
Iba
f1
f0
= V (a)− V (b)
where for a real x, V (x) is the number of sign changes in the numerical sequence (f0(x), f1(x), . . . , fN(x)) and Iba
f1
f0
is the Cauchy
index in [a, b] of f1f0 .
Theorem 5 ([2]). Let p(x) =∑nk=0 akxk be a real polynomial of degree n with no zeros on the unit circle; the number of zeros in
the unit disk (counted with their multiplicities) of p, denoted as ND(p), is determined by
ND(p) = I1−1
p1
p0
where p0, p1 are given by (2).
Remark 6. We consider the normalized sequence (pj), with pmonic and
pj+1 = βj(Qjpj − pj−1), j ≤ s+ 1 ≤ m. (8)
The constant βj > 0 is chosen to compare with the Schelin method in the regular case when deg(pj) decreases by one unit;
p is monic, so pj for j ≥ s+ 1 is scaling with its leading coefficient modulus equal to 1.
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3. Description of the algorithm
3.1. Algorithm
Input: a monic polynomial p in R[x] of degree n, (n ≥ 1).
Output: the number of zeros in the unit disk (with their multiplicities) for j = 1, 2, . . . ,m;
computation of pj;
evaluation of ND(p).
Complexity: the number of floating point arithmetic operations is O(n2).
3.1.1. Experimental results
The experiments were run on Linux with a Fortran compiler to find the number of zeros of p in the unit disk, ND(p). We
consider the following polynomial:
p(x) = x6 + 1.0x4 + 1.0x+ 1.0 which has zeros
x1 = −0.6754699633+ 0.3592043372I, x2 = −0.6754699633− 0.3592043372I ,
x3 = −0.1294276283− 1.243916562I, x4 = −0.1294276283+ 1.243916562I ,
x5 = 0.8048975917− 0.6667196904I, x6 = 0.8048975917+ 0.6667196904I ,
s = 3,
p0 = T6 + 1.0T4 + 1.0T1 + 1.0T0,
p1 = U5 + 1.0U3 + 1.0U0,
p2 = U4 + 1.0U2 − 1.0U0,
p3 = U3 − 1.0U0,
p4 = −1.0U1 + 1.0U0,
p5 = 1.0U0;
ND(p) = V (−1)− V (1) = 2
and p has two zeros in the unit disk (x1 and x2).
4. Conclusion
This method is general and efficient in comparison with the Schelin method because the hypotheses are simpler: the
polynomial does not vanish on the unit circle.
The complexity of the algorithm for the computation of the sequence (pk) in the Chebyshev form is low (O(n2) in
arithmetic operations). It is about the same as the one for another method based on the Schur–Cohn subtransforms, the
Brown and Cohn transforms.
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