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Abstract
Breast cancer is one of the major causes of death in women all around the
world and early detection and diagnosis improves life expectancy. Com-
puter Aided Diagnosis (CAD) systems have been developed to assist radi-
ologists to improve diagnosis and ultimately the treatment process. Many
algorithms have been developed to detect and classify mammographic ab-
normalities. The primary goal of our research is to develop CAD tools for
the detection and classification of specific abnormalities in mammograms.
We have developed the following novel histogram-based approach for mass
segmentation, four different approaches for the classification of benign
and malignant micro-calcifications, one approach for the classification of
benign and malignant mass, and two approaches for the classification of
normal and abnormal mammograms. In addition we have proposed a
novel method for Content Based Image Retrieval (CBIR) for mammogram
patches. The datasets that we used in the experiments are the segmented
micro-calcification images for the classification of benign and malignant
micro-calcifications and mammogram patches for the classification and seg-
mentation of mass from two different publicly available databases. For
two variants of the topological modelling developed for the classification of
benign and malignant micro-calcifications, we achieved best Classification
Accuracy equal to 91% for the DDSM dataset and 85% for the MIAS database.
Similar results have been achieved by using other approaches for the classi-
fication of micro-calcifications. We achieved a Classification Accuracy equal
to 96% and 83% for benign and malignant mammographic masses using
two different texton-based variants. For the classification of normal and
abnormal mammograms several texture and intensity features have been
explored and when using different feature sets the Classification Accuracy
is 87% for normal and abnormal mammograms. The Classification Accuracy
using the proposed CBIR is 86% for classifying normal and abnormal class
of mammograms. All the developed approaches gave good and reliable
results in addition the methods are generic and could be extended to other
application areas.
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1Chapter 1
Introduction
Breast cancer is considered to be the second leading cause of death in women
after lungs cancer (Ferlay et al., 2010). In U.S. the probability of developing
breast cancer in women is 1 in 8 (American Cancer Society, 2015b). Only 16%
of cases are diagnosed through a palpation process, whereas 84% of cases
require alternative detection at an early stage to optimize treatment (Lissner
et al., 1985). Unfortunately, the actual cause of breast cancer is not known,
however there are some risk factors associated with the breast cancer (age,
family history, gender, etc.) (American Cancer Society, 2015b). The only
way to be saved from the worst effects of this cancer is the early detection
for which many screening programs have been introduced all around the
world (Oeffinger et al., 2015; Blanks et al., 2000). Until now mammography
is considered to be the most reliable medium which could show up most of
the abnormalities in mammograms (Tabar et al., 2003; Kolb, Lichy, and New-
house, 2002). In addition, mammography is considered to be less harmful
for the human body (as it uses low energy X-rays (40 KVp)) and more reli-
able screening tool then other imaging modalities like MRI that use strong
magnetic fields and radio waves (Saslow et al., 2007) or Ultrasounds that
use sound waves (Berg et al., 2012). Many people are doing research for the
development of reliable Computer Aided Diagnosis (CAD) systems for the
detection and classification of specific abnormalities in mammograms (Doi,
2007; Giger et al., 2000). The objective of the proposed research is to provide
a contribution towards the development of CAD tools for breast cancer.
In this chapter we will present a brief overview of the breast cancer statistics
as well as the technique for human breast screening that is used mostly. A
subsequent section provides a detailed description of the commonly found
abnormalities in mammograms. BIRADS description for the categorization
of mammographic findings are also explained in Section. 1.3. After that, the
commonly used databases are described that contains the dataset used for
the experiments in the thesis. The subsequent section describes the congruity
of using CAD systems for early breast cancer detection. The scope of the
thesis is defined in the Section. 1.7 as well as the need of these approaches in
the relevant work is also described. At the end, some techniques developed
to detect and classify some of the abnormalities are discussed as overall
objective of the thesis and then the outline of the thesis is defined.
1.1 Breast Cancer Statistics
Breast cancer is considered to be one of the leading cause of death in women
worldwide. In United States breast cancer is considered to be second major
type of cancer after lungs cancer (Ma and Jemal, 2013). In 2011, among U.S
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women 230,480 new cases of invasive breast cancer and 39,520 breast cancer
deaths are expected that have been increased to 226,870 for new cases and
39,510 for expected death cases in 2012 (DeSantis et al., 2011; Ma and Jemal,
2013). In 2011, breast cancer remains in the top most three types of cancer
diagnosed in England (Office for National Statistics, 2011). In 2013, more
than half of the registered malignant cancer includes breast cancer along
with prostate, lung, and colorectal cancer (Office for National Statistics, 2013).
In England breast cancer comes up with 30.7% and 31.2% of total female
cancers in 2011 and 2013, respectively (Office for National Statistics, 2011;
Office for National Statistics, 2013). An overall decreasing trend in breast
cancer (also lungs and prostate cancer) has been seen in developed countries
in the last 20 years, whereas an increasing trend has been seen in developing
countries (Jemal et al., 2010; Ma and Jemal, 2013), although breast cancer is
recognized as a western countries disease.
1.1.1 Breast cancer by age and gender
Age is considered to be a major risk factor for breast cancer development
and women at the age above 50 are more at risk (Office for National Statis-
tics, 2013) that is about 80% of the total newly diagnosed breast cancer
cases (Office for National Statistics, 2011). Overall 5.5% increase in breast
cancer incidence rate1 has been seen from 2004 to 2013 (Office for National
Statistics, 2013) standardized on age, that is 161.0 to 169.8 per 100,00 females.
In U.S. less then 5% of the breast cancer cases were found in women with
age less than 40 (American Cancer Society, 2015b). On average the age
for breast cancer diagnosis cases in women in U.S. is 62 (Howlader et al.,
2016). A further variation in age regarding getting breast cancer is found
in African-American women and white women (Howlader et al., 2016).Al-
though breast cancer is naturally a women related disease, some case of
breast cancer are also found in men. In 2015, 231,840 new invasive 2 breast
cancer cases were diagnosed in women and 2,350 new cases found in men
2015 (American Cancer Society, 2015b) where death count is 40,290 and 440
for women and men respectively. Due to the unawareness of breast cancer,
men are normally identified with more severe cancer type (American Cancer
Society, 2015b). However, an overall decrease (1.8%) in death count could
be seen in men from 2000 to 2001 (American Cancer Society, 2015b). Similar
age factor risk could be seen in men that with the increasing age the chances
of getting breast cancer also increases in men (Howlader et al., 2016). Like
African-American women, African-American men are also found to be an
increased risk of developing breast cancer at a age younger than the white
men (Howlader et al., 2016).
1.1.2 Breast cancer by family and genes
5% of the total breast cancer cases caused by inherited genes (Breast Cancer
Care, Jan 2017.). BRCA1 (BReast CAncer gene one) and BRCA2 (BReast
CAncer gene two) are the genes that are linked to the breast cancer (Ford et
al., 1998). BCRA1 and BCRA2 exists in all humans and the purpose of these
genes is to repair the damage cells in human breast but they could increase
1Incidence rate is the number of new cases per polulation at risk at a particular time period.
2that the cancer has been spread to the surrounding tissues.
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the risk for breast cancer if they function abnormally and they are inherited
from one generation to the next. On average the risk of developing cancer
for BCRA1 and BCRA2 mutation3 carriers is reported to be 57% and 39%
respectively (Chen and Parmigiani, 2007). One of the risk factors associated
with the breast cancer is the family history of breast cancer that get increased
if the family member is close relative also. In high risk countries for breast
cancer, breast cancer diagnosis ratio is 5.5% for women who have one close
family member (sister, mother and daughter) affected by breast cancer and
for two closely related family members it increases to 13.3% (Collaborative
Group on Hormonal Factors in Breast Cancer and others, 2001). However, a
woman without having a family history of breast cancer could be diagnosed
with breast cancer and a women with a close relative diagnosed with breast
cancer will not necessarily develop breast cancer in her lifetime (American
Cancer Society, 2015b).
1.2 Breast Cancer Screening
Apart from the risk factors involved with the breast cancer (age, family
history, sex, etc.), the actual cause of this cancer is not known. The only
possibility to increase the chances of saving life is to detect the breast cancer
at initial stage when it is small in size and may be not invasive. At that time
the cancer is more treatable as well as less cost is required for treating the
cancer at early stage. Many screening programs have been introduced in
developed countries to reduce the death count in women caused by breast
cancer. The screening programs are designed in a way to identify the women
that are high risk at developing cancer and invite them for breast screening
(Oeffinger et al., 2015).
1.2.1 Mammography
Mammography has been considered to be the most reliable medium for a
long time (Feig et al., 1977) and still considered to be the most effective
screening tool (Tabar et al., 2003; Kolb, Lichy, and Newhouse, 2002) be-
cause it show most of the abnormalities that could exist in human breast.
Mammography uses low-dose X-rays (around 40 KvP) that is also not very
dangerous for human body. The output of the mammography process in an
X-ray image of the human breast, called as mammogram.
During mammography process each breast is compressed by between X-ray
plates in order to flatten the breast tissues. As a part of mammography
screening, woman could feel a mild pressure or discomfort. The doctor/ra-
diologist will keep reviewing the images that have made during the mam-
mography process, and may ask for further mammograms if required for
detailed breast evaluation. Figure 1.1 is showing a typical form of mammog-
raphy system.
Two views of human breast are taken during mammography screening:
craniocaudal (CC) and mediolateral oblique (MLO) views. For left and right
breasts craniocaudal views are labeled as LCC and RCC, and LMLO and
RMLO for left and right MLO views respectively. The CC and MLO views
3Mutation means genetic alterations.
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FIGURE 1.1: A typically used form of mam-
mography system. Image Courtesy of http:
//www.precisionimagingcenters.com/
Digital-Mammography.aspx
A: Left and Right MLO views B: Left and Right CC views.
FIGURE 1.2: Two mammogram views. Image Courtesy
of http://www.precisionimagingcenters.com/
Digital-Mammography.aspx
are at 90◦ to each other and when put together demonstrate all breast tis-
sues, therefore these two views are sufficient to examine the human breast.
Figure 1.2 is showing two different views from mammography screening.
Another distinction between two views in that CC view contains minimum
or not pectoral muscles, whereas in MLO views pectoral muscles are clearly
visible in both left and right side of breast.
Apart from drawbacks associated with the radiation exposure in mammog-
raphy, the overall risk of developing radiation-induced breast cancer is small
as compared to the benefits of mammographic screening in early breast
cancer detection (Yaffe and Mainprize, 2011). According to a study overall
sensitivity4 associated to mammography is 84% (Breast Cancer Surveillance
Consortium and others, 2015), where a significance improvement could
be seen in women age above 50. However mammography is not accurate
all the time, it could lead to false positive5 or false negative6 results. One
of the major reasons of false positive results are the initial screening pro-
grams (Hubbard et al., 2011), other risk factors include postmenopausal
hormone therapy and more dense breasts 7 (Group for the Women’s Health
Initiative Investigators and others, 2002; Hubbard et al., 2011; Kerlikowske
et al., 2013). Only 5% of the total 10% follow-up screenings, will have cancer
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TABLE 1.1: Mammography screening recommendations for
average risk women for American Cancer Society. (American
Cancer Society, 2015a)
Age Screening Recommendation
40-44 Asked about to start yearly breast screening
45-54 Should go for breast screening every year
55-above If the health condition is good, could continue yearly
or after 2 years (as per woman choice)
symptoms (Rosenberg et al., 2006). According to a study in U.S increasing
false-positive results with breast screening is reported to be 49.1 % for mam-
mograms and 22.1% for clinical breast examination (Elmore et al., 1998a).
Apart from the drawbacks and limitations, mammography is considered to
be the only reliable medium of screening human breast (American Cancer
Society, 2015b). Mammography could show up most of the abnormalities
at early stage when it is hard to be seen or feel by humans. In order to take
maximum advantage from the mammography for early cancer detection,
screening programs have to be carefully designed (American Cancer Society,
2015b) that should address the women at risk at priority and do not cause
over screening. According to National Comprehensive Cancer Network
(NCCN) (National Comprehensive Cancer Network (NCCN), 2015), starting
from age 40, a women at average risk of developing breast cancer should
go for mammography screening every year (but depending on the health
condition). Whereas, for American Cancer Society, the screening duration
depends on the women age. Table 1.1 is showing mammographic screening
recommendations for American Cancer Society (American Cancer Society,
2015a) for women at average risk of developing breast cancer.
1.3 Breast Abnormalities
Most commonly found abnormalities during mammogram from breast
screening process are:
• asymmetric breast tissue
• asymmetric density
• architectural distortion
• mass
• micro-calcifications
• interval change as compared to previous scan
4Percentage of cancerous cases that are reported as positive results.
5When test result is positive, when there is no cancer.
6When test result is negative, when there exists a caner.
7Where breast density measures the area of breast containing connective and breast tissues
compares to fat.
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In addition all the above mentioned abnormalities could be benign (non-
cancerous) or malignant (cancerous) depending on the form, appearance
and other properties of the underlying abnormality.
1.3.1 Asymmetric breast tissue
Both breasts have to be similar in structure naturally, as they tends to have
symmetric structure. Asymmetric breasts means some breast findings that
are present in one of the breast and not in the other. By recent research
asymmetric breast tissues does not mean a sign of cancer and benign in most
of the cases (Kopans et al., 1989). Figure 1.6 is showing an area on the left
breast that is not visible in right breast.
1.3.2 Asymmetric density
Asymmetric density is a mammographic finding with more bright or dense
area in one of the breasts. It could be visible in either or both CC or MLO
views, but with no visible mass. Follow-up examinations are needed (like
ultrasounds), and biopsy is recommended depending on the abnormality
existence (solid mass, calcification, etc.). An arrow on the left breast in
Figure 1.7 is showing an asymmetric area on the left breast that could not be
seen on the right breast. Mostly, asymmetric density is benign but sometime
it may need further evaluation (American College of Radiology. BI-RADS
Committee and American College of Radiology, 1998) and in some cases
may cause malignant cancer.
1.3.3 Architectural distortion
Architectural distortion is considered to be the irregular appearance of
breast tissues in some random pattern with no mass findings. Architectural
distortion can be benign or malignant depending on the appearance and
form of distortion. It is considered to be the third most commonly found
ealry symptom of breast cancer after mass and calcification (Gaur et al.,
2013) that counted as 6% of total mammographic abnormalities. Figure 1.3 is
showing an example for each benign and malignant architecture distortion.
1.3.4 Mass
Masses are considered to be one of the primary signs of breast cancer. Masses
could be benign or malignant depending on the shape, density or margin
(edge characteristics). Malignant masses tend to appear as more irregular in
shape with ill-defined speculated margins (Rahbar et al., 1999). Figure 1.4
shows an example of a benign and malignant mass in mammogram. De-
pending on the size or shape of the mass, radiologist/doctor may suggest
further breast examinations or biopsy.
1.3.5 Micro-calcifications
Micro-calcification are small calcium deposits within the breast tissues that
appear as more bright tiny spots as compared to its surroundings on the
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A: Benign B: Malignant
FIGURE 1.3: Architectural distortion (Gaur et al., 2013)
FIGURE 1.4: Examples of mass in mammograms, left im-
age is showing a mammogram containing a benign mass
whereas a malignant mass is shown in right image. Im-
age Courtesy of http://www.soc.ucsb.edu/sexinfo/
article/breast-cancer
mammogram. Calcium in diet is not the reason of calcifications. Micro-
calcification could be benign or malignant depending on the its size and dis-
tribution (Monsees, 1995). According to the radiologist, micro-calcification
are cosidered to be malignant if they appear as cluster of 3-5 within an area
of 1cm2 (Chen et al., 2012). In addition the other factors that could define
the micro-calcification as benign or malignant is the form of calcifications.
1.3.6 Interval change
Interval change means a big difference found between current and the
previous scans. It is one of the most commonly used approach in clinical
practices to detect abnormalities (Timp and Karssemeijer, 2006). In case
of mass, a visible interval change is size or density means symptom of
malignancy whereas for calcification a major symptoms for malignancy
could be considered as change in number or size of calcifications (White,
Berbaum, and Smith, 1994). Interval changes gives a more accurate clues for
biopsy (Wilhelm et al., 1986). Figure 1.8 is showing an interval cancer caused
by missing the calcification as a major abnormality in the image. After 16
months interval scan the calcifications are clearly visible in the mammogram
in addition to the palpable mass.
Two most common types of abnormalities found in mammograms are mass
and micro-calcifications (McKenna, 1994). Micro-calcifications normally
appear as tiny spots of the mammograms and they are considered to be
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FIGURE 1.5: An example of calcification present in breast
within asymmetric breast density found in Figure 1.7
FIGURE 1.6: Breast tissues asymmetry in mammogram,
circle is indicating an asymmetric area in the left breast.
Image Courtesy of https://www.dic-kc.com/blog/
2016/\T1\textquotedblleftasymmetric\T1\
textquotedblright-your-mammogram-report
hard for the radiologists to detect. In addition after detection, classification
between benign and malignant micro-calcification is itself a difficult task
due to the similarity exists between two types of calcifications. Like micro-
calcifications, classification mass can also be benign or malignant depend
upon servant distinct properties. Malignant mass normally appears as more
irregular shape then the benign mass (that are normally round or oval in
shape) (American College of Radiology. BI-RADS Committee and American
College of Radiology, 1998). Like micro-calcification, classification of benign
and malignant mass is also a challenging task.
1.4 Breast Imaging Reporting and Data System - BI-
RADS
Breast Image Reporting and Data System (BIRADS) (American College of
Radiology. BI-RADS Committee and American College of Radiology, 1998),
developed by American College of Radiology defines categories for certain
types of mammographic abnormalities. BIRADS is used by radiologists
to put the mammographic findings into well defined categories. BIRADS
categories for mammographic assessments are:
1.4. Breast Imaging Reporting and Data System - BIRADS 9
FIGURE 1.7: Asymmetric breast density. Image Cour-
tesy of http://aibolita.com/womens-diseases/
40394-indirect-signs-of-breast-cancer.html
A B
FIGURE 1.8: An interval change that identifies cancer as a
result of change in form and count of calcifications, (a) is
showing a breast image with few calcifications, whereas in
(b) calcifications increased after 16 months scan and clearly
visible (Han, 2008)
0. incomplete: Need further Evaluation
1. negative: Normal follow-up
2. benign findings: Normal follow-up
3. probably benign: Follow-up with short intervals
4. suspicious abnormality: Recommended biopsy
5. highly suspicious of malignancy: Recommended biopsy/surgery
6. known biopsy with proven malignancy: Need appropriate actions
Normally a follow-up scan is required with BIRADS category 3 or above.
Most of the population is categorized as BIRADS category 1 or 2, that is
considered to be normal findings and nothing to do with the cancer. Ac-
cording to a study on total population of 47,112 (Eberl et al., 2006), about
9% of the cases fall under BIRADS categories 3, 4 and 5 that need further
investigations or may be biopsies.
As explained in Section 1.3, mass and micro-calcifications are two of the
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FIGURE 1.9: Example of breasts corresponding to
four different BIRADS categories. Image Cour-
tesy of https://www.itnonline.com/article/
breast-density-are-you-informed
most commonly found abnormalities in mammograms. According to BI-
RADS (Reston, VA: American College of Radiology, 2003), the shape of the
mass can be used as a way of defining the mass as benign or malignant (
Table 1.2). Accordingly, if a mass appears as an irregular shape, it can be
considered likely to be malignant. Likewise, BIRADS classification of benign
and malignant micro-calcification based on morphology and distribution
could be seen in Table 1.3.
Breast density is considered to be a major risk factor involved with devel-
TABLE 1.2: BIRADS mass characterisation based on
shape (American College of Radiology. BI-RADS Committee
and American College of Radiology, 1998)
Shape Likely Benign Suspicious Highly Suspicious of Malignancy
Round X
Oval X
Lobular X X
Irregular X
oping breast cancer. Like mammographic assessment BIRADS also defines
well defined categories for breast density8. BIRADS defines four categories
according to increasing breast densities:
• BIRADS I: Entirely fatty breast
• BIRADS II: Scattered fibroglandular tissues
• BIRADS III: Heterogeneously dense
• BIRADS IV: Extremely dense
From Figure 1.9, four BIRADS categories for density estimation could be
seen. As could be seen the last two categories seems to be more dense as
compared to the first two.
8Breast density is the comparison of fat to fibroglandular breast tissues.
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1.5 Mammographic Databases
Getting medical data is not an easy task because of certain ethical issues
involved. Some standard database needs to be available in order to compare
the experimental results. Thanks to researcher community that several
mammographic databases are available on-line that could be used for
processing mammogram images as well as for results comparison. Two
of the commonly used publicly available databases are mentioned here
along with a project developed to generate new mammography dataset. A
privately owned database is also discussed here contains the segmented
micro-calcification data (subset of MIAS and DDSM database), that is
being managed by Prof. Reyer Zwiggelaar (Aberystwyth University) and
annotated by Prof. Erika R.E. Denton, Radiologist, Norkfolk and Norwich
University Hospital.
1.5.1 MIAS database for mammograms
The Mammographic Image Analysis Society (MIAS) has produced a
database consisting of digitised mammograms (Suckling et al., 1994). The
original X-ray films has been collected from United Kingdom National
Breast Screening Programme before digitization. The database is available
at http://www\.wiau.man.ac.uk/services/MIAS/MIASweb.html
and could be download freely. The database is digitized at 50 micron pixel
edge and has been reduced to 200 micron pixel edge. All the images in the
dataset are resized to 1024 × 1024 pixels (8-bit resolution), where the image
in centered to the image frame. The database contains total 322 mammogram
images, that contains 208 normal, 63 benign and 51 malignant mammograms.
The radiologist’s ground truth is also available with the database as separate
text file, that indicates Abnormality, severity (benign or malignant) along
with the tissue density (fatty, fibroglandular, heterogeneously dense or ex-
tremely dense). The database has been used by many researchers in the past
for developing segmentation or classification algorithms.
1.5.2 Digital Database for Screening Mammography (DDSM)
Digital Database for Screening Mammography (DDSM) is another online
resource of mammorgaphic database that is being used by large research
community (Heath et al., 2000a; Heath et al., 1998). The database is avail-
able at http://marathon.csee.usf.edu/Mammography/Database.
html and the project of developing this dataset was supported by the Breast
Cancer Research Program of the U.S. Army Medical Research and Materiel
Command. DDSM is a collaborative project of Massachusetts General Hos-
pital, Sandia National Laboratories and the University of South Florida
Computer Science and Engineering Department. The images in DDSM
database contains almost 2,479 studies (695 normal, 870 benign, and 914
cancerous cases) with 16-bit resolution. The database is organized as cases
and volumes. A case corresponds to the images and information for one
mammogram, whereas volume is a collection of several cases for the purpose
of distribution. In addition the pixel wise ground truth information is also
available with the dataset in case of abnormality. Each case contains between
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6 to 10 files, categorized as: "ics" file (contains patients information age at
time of study, ACR breast density rating, subtlety rating for abnormalities
etc.), "16-bit PGM" file (overview of the real mammograms), "ljpeg" file (con-
tains four image files that are compressed with lossless JPEG encoding) and
an "overlay" files (keyword description for a given abnormality in each view).
Normal cases do not have overlay files. Software that are required to access
database (to view images, lossless JPEG compression, etc. ) are also available
on the website along with the database. The mammograms in the DDSM
database were digitized by one of four scanners: DBA M2100 ImageClear
(42 µm per pixel, 16 bits), Howtek 960 (43.5 µm per pixel, 12 bits), Lumisys
200 Laser (50 µm per pixel, 12 bits), and Howtek MultiRad850(43.5 µm per
pixel, 12 bits). DDSM database is quite popular in research community due
to the large number of cases available in the database.
1.5.3 IRMA - Image Retrieval in Medical Applications [Aachen
University of Technology]
The IRMA project aims at developing and implementing high-level meth-
ods for content-based image retrieval (CBIR) with prototypal application
to medico-diagnostic tasks on a radiological image archive (Lehmann et
al., 2004). The database could be downloaded at http://irma-project.
org/deserno with proper agreement with the data holders. In IRMA
project 10,509 radiographs have been combine from MIAS, DDSM,
the Lawrence Livermore National Laboratory (LLNL), and routine im-
ages from the Rheinisch-Westfälische Technische Hochschule (RWTH)
Aachen (Oliveira et al., 2008) with the proper annotation in terms of BIRADS
tissue density, assessment category and type of abnormality. In addition to
the mammogram images, quadratic patches of size 128×128 is also provided
within the IRMA in which the lesion is located at the center of the image
patch. In case of normal mammogram, the patch is extracted from the center
of the mammogram containing the breast tissue. The patches are further
classified as 3-classes per tissue density or 5-classes per tissue density. Sev-
eral methods have been developed by researchers community using IRMA
database.
1.5.4 Segmented micro-calcifications [Aberystwyth University]
This database is being managed by Prof. Reyer Zwiggelaar at Aberyst-
wyth University, Computer Science Department. The images contained in
this database composed of segmented micro-calcifications from mammo-
gram patches obtained from two datasets, MIAS and DDSM. The database
is not publicly available, however the original mammogram correspond-
ing to both datasets (MIAS and DDSM) coud be found from http://
www.wiau.man.ac./uk/services/MIAS/MIASweb.html and http:
//marathon.csee.usf.edu/Mammography/Database.html. For
MIAS database, there are 20 images (11 corresponds to benign and 9 to ma-
lignant calcifications) in this dataset of size 512 × 512. For DDSM database
there are total of 288 mammogram (149 for benign and 139 for malignant cal-
cifications) patches of varying sizes. The segmented dataset corresponding
to MIAS dataset are automatically selected, where the images are repre-
senting the probability of existence or non-existence of a calcification at
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FIGURE 1.10: An overview of typical CAD system used for
medical images.
a particular pixel. Whereas, for MIAS the dataset is being annotated by
expert radiologist (Erika E.R. Denton [Norkfolk and Norwich University
hospital]). For MIAS database, the RoIs contains the binary images where 0
is representing absence and 1 is representing a presence of calcification at
that particular pixel. In addition, for MIAS dataset two different versions of
the images are available; one without the calcification boundary and only
the inner calcification area, and other with the outer boundary along with
the inner area. This database has been used in past by many researchers for
the classification of benign and malignant micro-calcifications.
1.6 Computer Aided Diagnosis (CAD) System for
Mammography
As explained in Section 1.2, that early detection is the only possible way
to save women’s life from breast cancer. With the increase of screening
programs in developed and some developing countries the number of breast
scan images are also increasing that the doctors/ radiologists have to ex-
amine as their daily routine. As a result, there is the clear chance of a false
positive (American Cancer Society, 2015a) (call women for more follow-up
scanning or biopsy when there is no cancer) or false negative (to miss the
cancer and report as normal case) results by doctors/ radiologists. Computer
Aided Diagnosis (CAD) systems could be helpful by doctors/radiologists to
improve the mammogram interpretation in a way to have a second look on
abnormality detection/classification. CAD gives equal importance to both
computer and physicians, whereas automated computer diagnosis stands
only for the methods based on computer-based algorithms. while due to the
need of a reliable CAD system, CAD development has become an active area
of research in the field of medical image processing (Doi, 2006; Giger et al.,
2000). It has been shown that in general CAD systems are helpful to improve
the radiologists diagnostics decision (Doi et al., 1999; Abe et al., 2003). The
overall flow of CAD system is shown in Figure 1.10, where the system takes
medical image as input, process the image with the pre-feeded algorithms
(either for segmentation or classification) and provide the radiologists with
useful assessments that could be used to improve their observations regard-
ing image assessment.
A large number of CAD systems have been developed to help radiologists
for mammographic screening (Kallergi, 2004; Kallergi, 2008; Doi, 2007) aims
at detecting and classifying specific abnormalities in mammograms. There
exists studies in the literature that focuses on the both strong and weak
aspects of CAD performance developed for screening mammograms (Ko
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et al., 2006; Taplin, Rutter, and Lehman, 2006; Baker et al., 2003). In one
of the studies, population based performance of CAD has been accessed
with the possible effect on fatty and dense breast tissues (Taplin, Rutter, and
Lehman, 2006). There were 114 patients without cancer, 114 patients for
which cancer was diagnosed 1-year after screening, 113 patients for which
cancer has diagnosed after 13-24 months of screening. Total 19 radiologists
examined the mammograms with and without CAD with 6-months gap.
The overall sensitivity reported for cancer diagnosed after 1-year and 13-25
months screening was 63.2%, 33.5% and 62.0%, 32.3% without and with
using CAD respectively, where the use of CAD systems did not seem to
improve the overall sensitivity. The effect for visible masses is different
where an improved sensitivity has been reported by using CAD systems
( sensitivity for marked cancer by 1-year is reported as 83.1%, 82.7% and
57.9%, 44.2% in 13-24 months with and without using CAD system respec-
tively). In addition, it is observed that the results of the CAD are not effected
by the tissue density. An overall good performance of CAD system is re-
ported for radiologists who examine a quite large number of mammograms
(>50) in a week. In another study (Ko et al., 2006) 5,016 mammograms were
accessed to check the overall sensitivity and sensitivity of the diagnostics
with and without using CAD including calcification, mass, asymmetry and
architectural distortion as image features. An increased rate in recall rate has
been observed (from 12% to 14%) with CAD assistance. No visible effects
has been seen on the positive predictive value of biopsy, whereas an increase
has been shown in detecting the breast cancer cases (4.7%) and sensitivity
(4%). Whereas specificity was reported 99% with and without using CAD.
The use of CAD system for detecting architectural distortion still need more
improvement because this is the third most common form of abnormality
could be found (Baker et al., 2003).
In general, CAD can be helpful in increasing early breast cancer detection
rate with some increase in recall but the use of CAD in health care systems
could not be avoided (Gur and Sumkin, 2006).
1.7 Scope of the Thesis
By keeping in view the need of a reliable CAD system, current work focused
on developing a reliable CAD system that will address two commonly found
abnormalities in mammograms (micro-calcifications and masses). We used
three different databases for current research including DDSM, IRMA and
segmented micro-calcifications. The overall scope of the research is to study
those aspects of classification of micro-calcifications and masses that have
not been studied in the past. There exists methods in the literature that
focused on the classification of micro-calcification (Chen et al., 2012; Chen
et al., 2015a; Strange et al., 2014; Ma et al., 2010; Shen, Rangayyan, and De-
sautels, 1994). Some of these methods (Chen et al., 2012; Chen et al., 2015a;
Strange et al., 2014) include topological or meretopological modelling by
focussing the distribution of micro-calcifications for classification. Whereas
some of the past work (Ma et al., 2010; Shen, Rangayyan, and Desautels,
1994) focused on the morphological aspects of micro-calcifications. We stud-
ied both morphological and distribution for the classification of clusterd
microcalcifications. Unlike manual feature extraction (Dhawan, Chitre, and
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Kaiser-Bonasso, 1996; Lucas and Mortezaie, 2002), we developed a method
for automatic feature extraction using dimensionality reduction techniques
and then used that reduced features space for classifying the benign and
malignant micro-calcifications. Similar to the approach developed in (Chen
et al., 2012; Chen et al., 2015a), we developed a method to represent calcifica-
tion as tree structures and used the tree-based features for the classification.
The advantage of using trees as topological modelling is the edge on the
time complexity of overall algorithm.
The scope is not limited to the calcification but also focused on the classifica-
tion and segmentation of mammographic masses. In addition classification
for both normal/abnormal and benign/malignant classes have been studied
for abnormal mass in mammograms.
The proposed methods are reliable and are developed with the strong coor-
dination with expert radiologists. The developed methods can be integrated
to be developed as a CAD system to be used for mammogram assessment in
clinical practices and covers almost all the initial functions of a CAD system.
1.8 Aims and Objectives
The overall aim of the current research is to construct a CAD system that will
incorporate the classification of masses and micro-calcification in mammo-
grams in addition to develop some segmentation approach for the masses
in mammograms. This overall aim could be divided into sub-aims and is
defined with the respective objectives as:
• Classification of benign and malignant micro-calcifications
– To develop a scale-specific topological model, where the scale is
being defined by the distance between individual calcifications to
define connectivity. The connectivity between the calcifications
has also been shown to have visual interpretation for benign and
malignant micro-calcifications.
– To develop a scale-invariant version of the topological modelling,
the scale is defined by increasing Euclidean distance between the
calcifications in order to define connectivity.
– To study in detail the morphological aspects of micro-
calcifications for the classification purpose. In the literature no
one has studied a full range of morphological operators in addi-
tion to the distribution.
– To study the effect of dimensionality reduction on the micro-
calcification data for the classification. The method used scalable
version of Fisher Linear Discriminant to reduce the dimension of
data from M×N to 1. Then the classification results have been
presented using number of different classifiers.
• Classification of normal and abnormal mammograms
– To develop a Content-Based Image Retrieval (CBIR) system, for
mammogram images that will classify the image as normal or
abnormal as first step. The developed CBIR system will be devel-
oped by using intensity information from the image. In addition
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FIGURE 1.11: Overall flow of aims and objectives for current
research. Top level is defining the overall aim that is sub-
divided as sub-aims at subsequent level. Below each sub-aim
the respective objectives are defined.
to the classification of normal/abnormal mammographic RoIs,
the developed method can also be used to retrieve the similar
images from the database.
• Classification of benign and malignant masses in mammograms
– To present a variant of texton-based approach for the classification
of benign and malignant masses in mammograms. The method
will use certain filter responses in order to extract the different
textural information from benign and malignant mammographic
masses.
– To investigate the effect of patches on the developed texton-based
approach for the classification of benign and malignant masses.
• Mass segmentation in mammograms
– To develop a histogram-based method for segmenting the mass
in mammograms. The method uses simple statistical information
provided by the histograms. In order to avoid the false positive
results, the proposed method is equipped with a filtering step in
which the normal RoIs are filtered before applying segmentation.
Figure 1.11 is showing the overall structure of aims and objectives for current
work.
1.9 Thesis Outline
The subsequent thesis is organized as follows:
• Chapter 2: A literature review of the existing approaches is provided
including classification of micro-calcifications, mass segmentation in
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mammograms, classification of mammograms as normal or abnor-
mal (having mass/micro-calcification) and classifying the benign and
malignant mammographic masses.
• Chapter 3: After giving overview of the tree-based methods developed
for solving certain problems, tree terminologies are defined, we present
a novel method for the classification of benign and malignant micro-
calcifications on the basis of tree data-structure. Both scale-specific and
scale-invariant approaches have been presented for the classification
of micro-calcifications.
• Chapter 4: After giving brief introduction of the applications of mor-
phology in image processing, commonly used morphological opera-
tions are defined. After that a novel method is discussed that used
morphological operations as a basic of feature-set construction for the
classification of benign and malignant micro-calcifications.
• Chapter 5: Commonly used dimensionality reduction techniques are
discussed. After that scalable Fisher Linear Discriminant Analysis
(LDA) has been used to reduce the dimensionality of the data that con-
tains segmented micro-calcifications. A comparison of results has also
been made between traditional dimensionality reduction technique
(LDA-PCA) and the given scalable-Fisher LDA technique.
• Chapter 6: A novel method has been proposed for segmenting mass
area in mammograms. Simplified histogram-based method has been
used to find the best threshold for the segmentation of mass region in
mammograms.
• Chapter 7: Textons has been studies to classify the benign and ma-
lignant mass in mammograms. Two variations of the texton-based
approach has been proposed for the mass classification.
• Chapter 8: A Content Based Image Retrieval (CBIR) system is pro-
posed the index based retrieval of mammographic RoIs, as well as the
extracted feature also showed good classification results for 2-class
classification problem (normal/abnormal) for all tissue densities.
• Chapter 9: Conclusion of the thesis is drawn by summarizing all the
developed approaches for the detection and classification of mam-
mographic abnormalities with the explicit justification of novel con-
tribution of the current work for the mammographic CAD system
development. In addition, recommendations are also given with the
possible extension in the current work as future directions.
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Chapter 2
Literature Review Covering the
Detection/Classification of
Mammographic Abnormalities
In this chapter we present a detailed literature review on the approaches
developed for the better assessment of commonly found mammographic
abnormalities (micro-calcification and mass). Only those methods have been
discussed that are related to the current research. In Section 2.1 a detailed
review on the existing work is presented for the classification of benign
and malignant micro-calcifications. An overview of the existing approaches
regarding mass segmentation have been presented in Section 2.2. Section 2.3
describes in detail the work that has been done in the past for classifying
benign vs. malignant masses in mammograms. Lastly, the literature review
regarding normal and abnormal mammograms classification in presented
in Section 2.4. In each section the contribution of the current work in the
particular area has been presented in addition to the significance of the
proposed methods in the development of CAD systems.
2.1 Classification of Micro-calcifications
Micro-calcifications appear as bright spots on the mammogram and they are
caused by the calcium deposits in human breast tissue (Shen, Rangayyan,
and Desautels, 1994; Dhawan, Chitre, and Kaiser-Bonasso, 1996). Micro-
calcification appear in 30-50% of mammographic screening results (Wei et al.,
2005) as early sign of breast cancer. Depending on the form and distribu-
tion of the micro-calcification, they can be benign or malignant (American
College of Radiology. BI-RADS Committee and American College of Ra-
diology, 1998). Identification of benign and malignant micro-calcification
is necessary as incorrect classification can lead to inappropriate or lack of
treatment (Elmore et al., 1998b; Howard, 1987). According to radiologists
micro-calcification clusters consists of three or more calcification within an
area of 1 cm2 (Sickles, 1986; Dähnert, 2011; Feig, Galkin, and Muir, 1987; Ren,
2012; Chen et al., 2015a; Strange et al., 2014). It has been shown that micro-
calcifications are malignant if they are small in size, densely distributed as
clustered of > 5 calcification within 1 cm2 and benign if they are large in
size and appear at far distance to each other (normally ≤ 5 calcifications
per 1 cm2) (Sickles, 1986; Dähnert, 2011; Feig, Galkin, and Muir, 1987). It
is not an easy task for radiologists to classify the benign and malignant
micro-calcification and sometimes results in unnecessary biopsies (Cheng
et al., 2003; Chen et al., 2015a; Strange et al., 2014). Histological examination
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of 60-80% of breast carcinoma1 results in micro-calcification (Cheng et al.,
2003). Keeping in view the high association of micro-calcification with the
breast diseases, many CAD systems for the detection and classification of
micro-calcifications have been developed in order to improve the diagnostics
accuracy of the radiologists by minimizing False Positive (FP) results (Cheng
et al., 2003; Papadopoulos, Fotiadis, and Likas, 2005).
By recent advances in image processing, pattern recognition, and several
other machine learning techniques many CAD systems have been devel-
oped for micro-calcifications, in order to help radiologists to improve their
diagnostics (Elter and Horsch, 2009; Chen et al., 2015a; Cheng et al., 2003).
The use of CAD system in clinical practice could increase the sensitivity of
about 10% as compared to the diagnosis without CAD system (Nishikawa,
2002). Various aspects of micro-calcifications have been studied in the past
including morphology, shape, texture, distribution and intensity for the
classification of benign and malignant micro-calcifications (Elter and Horsch,
2009; Cheng et al., 2003). Some of the developed approaches focuses on the
indivisual micro-calcification features (Ma et al., 2010; Shen, Rangayyan, and
Desautels, 1994; Chan et al., 1998) whereas others used the global features
from clustered micro-calcifications (Chen et al., 2015a; Ren, 2012).
Chandran et al. (2013) discussed several types of benign calcification and
presented an algorithm for the identification of benign calcifications within
the image. They used wavelet decomposition with morphological filtering
for the segmentation of candidate calcifications, and then used a connected
components approach to identify benign pixels. Nalawade (2009) described
various patterns of breast calcification according to their appearance and
distribution from the Americal College of Radiology (ACR) Breast Imaging-
Reporting and Data System (BI-RADS) publication (Reston, VA: American
College of Radiology, 2003). Muttarak, Kongmebhol, and Sukhamwang
(2009) described detailed calcification types as typical benign, intermediate
concern, and higher probability of malignancy, according to the types and
distribution of calcifications described in BI-RADS (Reston, VA: American
College of Radiology, 2003).
Many researchers are using advanced machine learning techniques for the
purpose of assessing calcifications in mammogram images. Dheeba and
Tamil Selvi (2011) used a Support Vector Machine (SVM) for the classifica-
tion of micro-calcification clusters. They computed a Law’s texture energy
features (Laws, 1980) for each Region of Interests (RoI), and then used that
feature as input for the SVM. Dhawan et al. (1995) proposed an approach for
the classification of benign and malignant micro-calcifications, where they
combined the local texture features from the obtained images after applying
the wavelet transformation with the global texture features obtained from
Grey-level Co-occurence Matrix (GLCM). They used dataset comprises of
191 cases (datasource not metioned) from which 128 are benign and 63 are
malignant cases. They reported best area under ROC curve as 0.74 by using
Radial-Basis-Function Neural Network (RBFNN). In another work (Kocur
et al., 1996) wavelets has been used along with the eigenmass (Kocur, 1994)
as a feature for the images containing benign/malignant micro-calcifications.
They reported Classification Accuracy (CA) of 74% and also argued that the
1Breast carcinoma is a type of breast cancer that begins in the skin or in tissues that cover
internal body organs.
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classification results improves by using feature extraction technique before
classifying the data. Kramer and Aghdasi (1999) explored the statistical fea-
tures based on the co-occurrence matrix, wavelet-based texture features and
also propose their multi-scale statistical texture features for the classification
of benign and malignant micro-calcifications. The feature-set comprises of
187 features from which 8 features are statistical, 51 are wavelet and 128
are proposed multi-scale statistical. Probabilistic distance measure and Se-
quential Forward Search (SFS) selection is applied to each feature group
in addition to combining all three features together to select the optimum
features. From the results presented on the reduced feature space using
k-Nearest Neighbour (kNN) and Neural Network (NN) they reported the
best classification results by using the proposed multi-scale statistical texture
features. In another similar work (Kramer and Aghdasi, 1998) they reported
CA as 100% by combining wavelet texture features with multi-scale statisti-
cal texture. Another similar work that focuses on the cluster level features
for classifying the micro-calcifications, Ren (2012) extracted 23 cluster level
features for classifying the micro-calcification cluster as benign or malignant.
They used ANN and SVM classifiers for the performance evaluation. They
categorized these features as intensity statistics, shape features and linear
structure features corresponding to micro-calcification cluster. They used
balanced learning to deal with unbalance data and optimized decision mak-
ing in order to improve the classification performance. They reported 10%
improvement in measurements of F1 score and receiver operating character-
istic curve Az by using their proposed method.
Verma and Zakos (2001) proposed a method for classifying micro-
calcifications by extracting 14 features (average histogram, average grey
level, energy, modified energy, entropy, modified entropy, number of pixels,
standard deviation, etc.) and reported that classification results improves by
combining entropy, standard deviation and number of pixels as feature-set.
They reported 88.9% of CA by using Back-Propagation Neural Network
(BPNN). Chan et al. (1997) used thirteen texture features from spatial grey
level dependence matrices from RoIs. After sub-selecting the texture features
from multidimensional feature space, they trained and tested an artificial
neural network with back propagation to classify the particular calcification
types.
Shao et al. (2011) presented a mathematical model to characterize clustered
micro-calcifications. They graded the micro-calcifications into 4 grades from
0 (benign), 1 (well-differentiated infiltrating ductal carcinoma), 2 (moder-
ately differentiated infiltrating ductal carcinoma) to 3 (poorly differentiated
infiltrating ductal carcinoma). They defined a new feature parameter θ, and
coded a positive relationship between the feature parameter θ and patholog-
ical grading G of micro-calcifications.
Morphology has also been used effectively for the detection (Dengler,
Behrens, and Desaga, 1993; Mossi and Albiol, 1999; Zhao, Shridhar, and
Daut, 1992; Nishikawa et al., 1992) as well as for the the classification of be-
nign and malignant micro-calcifications (Chen et al., 2012; Chen et al., 2015a;
Strange et al., 2014). Clinical research showed that morphological aspects
of micro-calcification are one of the important metrics that could be used to
distinguish between benign and malignant micro-calcifications (Lanyi, 1985;
Moskowitz, 1979). According to a past research form of the calcifications
could be used to identify between benign and malignant micro-calcifications.
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If calcifications appears in form of lines or branches they are more certain
towards malignant micro-calcifications (Moskowitz, 1979), as compared if
they appear as small, punctiform, angular or are localized. In (Egan, Mc-
Sweeney, and Sewell, 1980) authors conclude that if calcification appears as
relatively fine shape and with major variations, they are more likely to be
malignant. Lanyi (1985) studied two characteristics of micro-calcifications
(configuration and form), to define rules for categorization between benign
and malignant micro-calcifications. In his work, configuration referred to
group as a whole whereas the form is related to a single micro-calcification.
The Breast Imaging Reporting and Data System (BI-RADS) described breast
calcifications on the basis of morphology and distribution (Reston, VA:
American College of Radiology, 2003). Ma et al. (2010) specifically studied
the shape of individual micro-calcification to classify them as benign or
malignant. In another related work to the shape of micro-calcifications, Shen,
Rangayyan, and Desautels (1994) proposed a set of shape features including
compactness, moments, and Fourier descriptors for each region containing
the calcification to classify benign and malignant micro-calcifications. For
total 143 calcification the reported 100% classification accuracy.
There exists methods in the past that used topological modelling of micro-
calcifications in order to extract the cluster-level features to be used for classi-
fication (Chen et al., 2015a; Strange et al., 2014). Chen et al. (2015a) presented
a method for the classification of benign and malignant micro-calcification
by keep into account the connectivity and topology of micro-calcification
clusters. The proposed method used dilation operation at multiple scales
in addition to building graph like structures at each scale. They extracted
eight graph-based features as each scale which are then aggregated for all
the specified scales as a feature vector to classify between benign and ma-
lignant microcalcifications. They used the segmented images in the binary
format from three different dataset (MIAS, DDSM and data extracted from
non public database). Another work regarding topological modeling of
micro-calcification clusters has been done by Strange et al. (2014), where
they introduced meretopological barcode for the classification of benign
and malignant micro-calcifications. They applied certain morphological
operations on the segmented micro-calcification images over multiple scales.
The morphological operations they used are the implementation of RCC8D
(8 region Connected Calculus) using mathematical morpholgoy. The evalua-
tion of the proposed method by Strange et al. (2014) is based on the image
patches from MIAS and DDSM dataset contained micro-calcifications. Both
methods presented (Chen et al., 2015a; Strange et al., 2014) for topologi-
cal modelling and classification of micro-calcification, images containing
segmented micro-calcification (taken from MIAS and DDSM database in
common) has been used for experimental evaluation.
A detailed overview of all the approaches discussed so far for the classifica-
tion of benign and malignant micro-calcification could be seen in Table 2.1.
2.1.1 Impact on current research
Based on the literature review presented in the above section, we can con-
clude that a lot of work has been presented in the area of selecting global
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or local features (intensity, texture, etc.) (Chan et al., 1997; Verma and Za-
kos, 2001; Ren, 2012) from the RoI containing micro-calcifications to classify
them as benign or malignant. Some multi-scale approaches developed for
topological modelling and classification has also been proposed that re-
flects discriminating connectivity/topology for benign and malignant micro-
calcifications (Chen et al., 2015a; Strange et al., 2014), however the work done
in the past for the texture or statistical features are far more than the work for
topological modelling of micro-calcifications. Getting inspired by the good
classification results achieved from topological modelling (85%) (Chen et al.,
2015a) and keeping in view the need to study different forms of the topology
for micro-calcifications clusters, we proposed different aspects of topolog-
ical structures for micro-calcifications. Overall four different approaches
for the classification of benign and malignant micro-calcifications has been
proposed covering the following forms :
• morphology,
• distribution,
• dimensionality.
In addition several machine learning approaches have been studies as a part
of results evaluation in the current work. We developed a novel method
for the classification of micro-calcifications using both morphology and the
distribution aspects. Like distribution, morphology is an important measure
to discriminate benign and malignant micro-calcifications. However, the
topological work presented in the past used morphology of the calcification
just to get the distribution based features at multiple scales (Chen et al.,
2015a). The morphological operations used at multiple scales were used
to merge the closest calcification clusters together to get the distribution
based features, instead of getting the shapes/morphological properties of
the individual calcifications. Upto our knowledge no work exists in the past
that keep into account both aspects of micro-calcifications (i.e. morphology
and distribution). A different topological modelling has been proposed that
provides results both for fixed-scale and scale-invariant approaches. Unlike
the topological structure presented in the past that has been proposed as
a scale-invariant approaches (Chen et al., 2015a; Strange et al., 2014), we
proposed a topological modelling at fixed-scale, where the scale is being
guided by the radiologists as well as a scale-invariant version. In addition,
dimensionality of the data has been studied to reduce the data dimension in
such a way that the projected data could be used to discriminate between
two classes i.e benign and malignant. Almost each part of the proposed
work defines a new dimension to be implemented as a future work and can
be translated to other application areas.
2.2 Mass Segmentation in Mammograms
Segmentation is an area of image processing and computer vision that ad-
dresses the issue of dividing the image into multiple areas in order to better
analyze the image (Barghout and Lee, 2003). In general Computer Aided
Diagnosis (CAD) systems composed of three major step: segmentation
followed by feature extraction and classification. The ultimate results of
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CAD systems are strongly influenced by the results of segmentation as poor
segmentation leads to wrong feature selection and ultimately wrong clas-
sification. In general many segmentation techniques have been proposed
in the past (Zaitoun and Aqel, 2015; Dey, Zhang, and Zhong, 2010) that in-
cludes clustering (Barghout and Sheynin, 2013), Split and Merge (Chaudhuri
and Agrawal, 2010), Region growing (Gonzalez, 2002), histograms-based
thresholding (Otsu, 1975; Ismail and Marhaban, 2009) and edge-based meth-
ods (Padmapriya, Kesavamurthi, and Ferose, 2012). Histogram based meth-
ods are considered to be the simplest method used for segmentation (Ismail
and Marhaban, 2009) because they need only one pass to segment the inter-
ested objects. Unfortunately, in some cases it is not very easy to find suitable
threshold from the histogram because of high variation in histograms (Bev-
eridge et al., 1989).
In medical images segmentation aims to detect the Object of Interest (that
may be a body part) or to identify certain abnormalities (such as tumors)
within the image. After segmenting the image the next step is to make a
treatment plan for the patient based on the segmentation facts (Huang and
Tsechpenakis, 2009). In mammogram, segmentation have two main aspects.
2.2.1 Segmenting breast area
Segmenting the breast area means to separate the image area containing
actual breast from the background (that may contains labels or other mark-
ers) so that the background may not participate in further processing. After
segmenting the breast region, segmenting the pectoral muscle (present in
MLO view) could also be useful for reducing the processing cost and for
improved results.
For breast region segmentation some of the available techniques are cluster-
ing , histograms (Ojala, Näppi, and Nevalainen, 2001; Chen and Zwiggelaar,
2010; Bick et al., 1995) and contours (Chen and Zwiggelaar, 2010; Wirth
and Stapinski, 2003). Some approaches uses histogram based threshoding
techniques (Lau and Bischof, 1991; Yin et al., 1994; Bick et al., 1995) for
segmenting the breast area with subsequent morphological operations to
refine the breast boundary. Another histogram based method is proposed
by Karssemeijer (1998), where they used global thresholding technique
based on the peak detection is histograms to segment the breast area. They
also proposed a novel method based of Hough Transform to segment the
pectoral muscles in MLO view. Ojala, Näppi, and Nevalainen (2001) used
thresholding with contour modelling to segment the breast area. After ap-
plying the global thresholding morphological operations has been used to
get the initial boundary region. They reported the improved segmentation
results for breast boundary by using snake models as compared to spline
and Fourier descriptors. In another contour based approach (Wirth and Stap-
inski, 2003), a greedy snake algorithm was proposed to get the final breast
boundary after generating the preliminary breast area using thresholding
and edge detection techniques. Chen and Zwiggelaar (2010) proposed a
method for segmenting the breast area using thresholding and scale-space
edge detection techniques. After that contour growing approach has been
used with final polynomial fitting to refine the final breast boundary. They
also removed the pectoral muscle from the segmented breast area using
region growing technique.
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Breast density is considers to be an effective measure that determines the
risk of developing breast cancer. An accurate breast tissue segmentation
can be helpful in identifying the women at high risk of developing breast
cancer (He et al., 2015a). He et al. (2015b) proposed a novel preprocessing
technique for mammograms that resulted in more refined selection of breast
area. Subsequently, they reported results for breast tissue segmentation
on preprocessed images and concluded that the proposed preprocessing
improved the tissue segmentation in breast area. Another preprocessing
technique was proposed by Tortajada et al. (2014), where they enhanced
the mammograms periphery by using intensity of the overexposed pixels.
Later they provided improved breast tissue classification results when the
proposed preprocessing has been used for mammograms enhancement.
Our current research does not focus on the segmentation of the breast regions
or breast tissues, therefore the literature review regarding breast area/tissue
segmentation is limited and not very detailed.
2.2.2 Segmenting the abnormalities
After segmenting the breast area, the next step is to segment the specific
abnormality within the mammogram. Only the segmented breast area will
be processed in order to segment the abnormality within the breast area.
The abnormalities in mammograms normally comes as either mass or micro-
calcification. Segmentation of abnormalities in mammograms has always
been a challenge due to the poor contrast between the area containing the
abnormality and its neighboring pixels. One of the properties associated
with the calcification in mammograms is that it usually appears as more
bright region as compared to its surrounding (Sahakyan and Sarukhanyan,
2012; Suhail, Sarwar, and Murtaza, 2015).
Unlike calcification, mass in mammograms are more difficult to identify
within the mammogram image due to its variability in shape, size, con-
tours and more significanlty its low contrast with the other breast tis-
sues (Djaroudib, Ahmed, and Zidani, 2014; Elter and Horsch, 2009). Some
early methods developed for segmenting the masses in mammograms used
human intervention to segment the mass area (Kilday, Palmieri, and Fox,
1993) whereas some relied completely on the annotation provided by the
radiologist on mass boundary for further processing (Rangayyan et al., 1997;
Bruce and Adhami, 1999; Oliver et al., 2010). Region-growing is considered
to be an important technique for segmenting the mass area that starts with
the initial seed point and continues adding the neighboring pixels itera-
tively and ultimately divide the image into two regions i.e. background
and the mass area (Oliver et al., 2010). There exists methods in the early
research regarding mass segmentation that are based on region-growing ap-
proach (Giger, Vyborny, and Schmidt, 1994; Huo et al., 1995) (automated and
semi-automated). Petrick et al. (1999) proposed object-based region growing
technique for segmenting the mass area in mammograms. They used con-
trast enhancement as preprocessing step to enhance contrast between breast
structures and background region. After that they applied object-based
region growing method that uses grey-scale information. They classified
each of the segmented object as either mass or normal area by using morpho-
logical and texture information. Mendez et al. (1998) used the asymmetries
between the left and right breast to segment the mass area in mammograms.
2.2. Mass Segmentation in Mammograms 27
After applying some preprocessing, the left and right breast are subtracted
and the resultant image is thresholded to obtain a binary image. Region-
growing method is then used to define the abnormal regions. Based on the
assumption that the malignant mass tends to be more irregular in shape and
hence boundaries. Guliato et al. (2003) proposed two method specifically for
mass segmentation that combines the concepts from fuzzy set theory with
region-growing approach. In their first approach, they enhanced the image
by using fuzzy sets before applying the region-growing step. Whereas, in
the second method they used fuzzy region-growing method that keep into
account the fuzziness of the mass boundaries. Another mass segmentation
approach was proposed by Kinoshita et al. (1998) that is based on region
growing, thresholding with Gaussian and morphological operations.
In addition to divide the image into two regions (mass and background),
there exists methods in the literature that focus on detection of mass bound-
ary/contours for segmentation. The idea of using active-contour (also
named as snakes) as contour-based approach was first proposed by Kass,
Witkin, and Terzopoulos (1988) and still is being used by various researchers.
Active-contour is an energy minimizing function (internal and external en-
ergy) that find out several image features (edges). Active-contour is an
interactive process, in which user need to select initial contour quite close
to the shape (Bakoš, 2007). Xiao, Xia, and Wang (2006) proposed a method
for medical image segmentation and specifically presented the results for
mass segmentation in mammograms. In their work, they used shape and
intensity statistical features as prior for the rectangular region (selected in-
teractively) and then incorporated this prior information with the active
contour model. Another mammographic mass segmentation method was
proposed by Sahiner et al. (2001), where they used active contour model and
they defined initial shape of the mass within RoI by using pixel-by-pixel
K-means clustering. By starting with the contour provided by initial mass
segmentation the contour energy is optimized by using Greedy Algorithm
(GA).
Like contour-based models, there exists methods for mass segmentation
based on the edge information (Rocha, Tong, and Yan, 2000; Djaroudib,
Ahmed, and Zidani, 2014). Rocha, Tong, and Yan (2000) used logic filter2
in order to enhance the edges of the mass area in mammograms. Then
grey-level image histogram has been used to select the threshold to seg-
ment the mass area. In another work (Djaroudib, Ahmed, and Zidani, 2014),
edge based method has been used for the detection of mass in mammo-
grams by using Gray Level Co-occurrence Matrix (GLCM) for edge detec-
tion using direction (angle), neighbourhood size and texture features. In
another proposed work (Petrick et al., 1996) Laplacian-Gaussian (LG) edge
detector has been used to detect the edges after enhancing the image using
adaptive Density-Weighted Contrast Enhancement (DWCE) filter. The final
segmented masses has been defined by filling each enclosed edge. They
reported good results by preprocessed image using DWCE. Another edge
based approach for mass segmentation was proposed by Zhang et al. (2010)
where they adjust the image contrast and then reduce the noise in the im-
age by using averaging filter functions. Subsequently, texture image has
been constructed that is based on the energy value of all pixels (Haralick
2Logic filter is a non linear filter that uses AND, OR and XOR.
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Descriptor). After threshold the image, all the closed-path edges have been
filled by using morphological operations. From these filled closed paths,
that particular area is selected as boundary of the mass area that is larger
in size. In another work for lesion segmentation (Zwiggelaar et al., 1999),
linear structure of the spiculated lesions has been studied by identifying
the abnormal patterns along with the local scale-orientation descriptors for
the central mass. They reported sensitivity equals to 80% for both pattern
detection associated with linear structures and mass detection.
Freixenet et al. (2008) proposed a method of mass detection using eigen-
analysis of the masses to define the variation in mass shape and size. They
reported the accuracy of their proposed method in terms of successfully
identified pixels belonging to the mass region using receiver operating char-
acteristic analysis (Az) equals to 0.89±0.04.
There exists some methods in the literature that used thresholding (either
global or local) techniques to segment the mass area in mammograms (Al-
Bayati and El-Zaart, 2013). Unlike global thresolding where a single thresh-
old is used for the whole image, in local thresholding threshold value is
defined for each pixel in the image based on the neighboring pixels. The
threshold value is defined in a way that it could separate two region in the
image i.e. background and the foreground (mass area) in case of 2-levels
thresholding and into n regions in case of n-level thresholding. As histogram
in actually representing probabilities of intensity values in the image, it could
be used to segment the images based on the intensity distribution. Normally
some type of preprocessing in required (contrast enhancement, histogram
equalization, noise removal) before selecting the optimal threshold value
from histogram (Rocha, Tong, and Yan, 2000). Ostu method in considered to
be one of the best methods for detecting large foreground objects (Jeong et al.,
2005). Serifovic-Trbalic et al. (2014) segmented the mass area in mammo-
grams using Ostu’s N segmentation (Deepa and Subbiah, 2013) that defines
multiple thresholds to segment the image. However, research has shown
that Ostu method is suitable for Bimodal or Multimodal histograms but not
for the images having uni-modal histograms (Ng, 2006). For a threshold to
be optimal, it should have minimum number of occurrences within the grey
level histogram. Therefore, the optimal threshold exists within one of the
valleys in histogram. In that aspect many valley emphasis techniques have
been proposed in the literature (Ng, 2006; Al-Bayati and El-Zaart, 2013; Fan
and Lei, 2012). Table 2.2 shows a brief overview of the approaches developed
for segmenting the mass area in mammograms.
2.2.3 Impact on current research
To conclude, segmentation of masses in mammograms seems to be a very
important step for the classification of benign and malignant masses. The
segmented area could be used as feature extraction (shape, texture, intensity,
etc.) afterward. If the mass area is not properly segmented it may lead to
wrong feature descriptors that will lead to incorrect classifications. Most
of the work done in the past for mass segmentation relied on human
intervention (Rangayyan et al., 1997; Bruce and Adhami, 1999; Oliver
et al., 2010). Region-growing has been a commonly used method for mass
segmentation, that needed an initial seed point which will then grow
to merge all similar pixels within the mass region (Giger, Vyborny, and
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TABLE 2.2: Overview of different techniques developed for
mass segmentation in mammograms
Author Year Method
Kilday et al. 1993 Threshold + user intervention
Rangayyan et al. 1997 Approximating the annotated RoI bound-
aries using polygons
Al-Bayati et al. 2013 Thresholding
Serifovic-Trbalic et al. 2014 Ostu’s Thresholding
Giger et al. 1994 Semi-automated Region Growing
Hou et al. 1995 Region Growing
Petrick et al. 1999 Object-based Region Growing
Mendez et al. 1998 Used breast asymmetries with region
growing
Kenoshita et al. 1998 Region growing + Thresholding + Gaus-
sian and Morphological operations
Gulito et al. 2003 Fuzzy Region Growing
Xiao et al. 2006 Active Contour
Sahiner et al. 2001 Active Contour
Rocha et al. 2000 Edge-based (Logic filter)
Djaroudib 2014 Edge-based (GLCM)
Petrick et al. 1996 Laplacian Gaussian (LG)
Zheng et al. 2010 Edge Detection (Haralick Descriptors)
Schmidt, 1994; Huo et al., 1995). Like region-growing, active-contour based
approaches have also been used in the past (Bakoš, 2007; Xiao, Xia, and
Wang, 2006) for mass segmentation which needed an initial contour to
segment the mass area. However, such human intervention is not always
possible and in some cases it is required that the system provide a fully
automatic mass segmentation without involving any human. Keeping
in mind the importance of segmentation step in development of CAD
system without having any human intervention, we developed a method
for segmentation of masses in mammographic images by using a simple
method based on the information provided in histograms. We used a
histogram based thresholding approach proposed by Ismail and Marhaban
(2009) for the mass segmentation problem with modified criteria of
threshold selection. Proposed mass segmentation method does not require
initial seed point (Giger, Vyborny, and Schmidt, 1994; Huo et al., 1995) or
human intervention (Rangayyan et al., 1997; Bruce and Adhami, 1999) to
segment the mass area. In addition, in contour based approaches for mass
segmentation that requires initial contour near to the basic shape (Bakoš,
2007; Xiao, Xia, and Wang, 2006), current method selects the mass area that
is similar to the mass shape. After applying some preprocessing on the
mammographic images in order to smooth the image histograms, optimal
threshold values were obtained for each mammogram which can deal
with uni-modal and bi-modal histograms. In addition, the actual shape of
the abnormality have been selected only by studying histogram valley’s
information without applying any morphological operations. Initial study
indicate satisfactory results and the final shape of the mass could be used to
extract the exact abnormal area for further classification.
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2.3 Classification of Benign and Malignant Masses in
Mammograms
The flow of a general CAD system could be defined as segmentation, feature
extraction, feature selection and classification (Cheng et al., 2006). After
segmentation the next step is to select appropriate features from the image
that could be used to classify the image. Normally the number of extracted
features are very large and not all the features are useful for classification,
therefore ignoring the redundant or unnecessary features may improve the
overall classification results (feature selection). Classification of benign and
malignant masses in mammograms is a complex task due to the low con-
trast between the mass and the surrounding breast tissues (Li et al., 1995).
Thus, classification of masses in mammograms is becoming an active area of
research (Cheng et al., 2006; Elter and Horsch, 2009).
Research has focused on classification of micro-calcification (Chen et al., 2012;
Strange et al., 2014) as well as characteristic masses in mammograms (Huo
et al., 2000; Serifovic-Trbalic et al., 2014; Vaidehi and Subashini, 2015). Three
common feature spaces used in the literature are intensity, shape and texture.
Intensity features are considered to be the simplest of all features although in
case of classifying benign and malignant masses they are not very effective
as benign and malignant mass are not different in terms of intensities. Valar-
mathie, Sivakrithika, and Dinakaran (2016) explored 5 histogram-based
intensity features (average intensity, average contrast, smoothness of the
intensity in the region, uniformity of intensity in the histogram, skewness
of the histogram) for discriminating benign and malignant mammographic
masses. Huo et al. (2000) proposed a method for the classification of masses
by automating the segmentation, feature-extraction and characterisation of
mass types. After segmenting the mass area, they extracted the features us-
ing radial edge-gradient analysis. They evaluated the speculation measures
on four different neighbors and reported best performance results when the
features has been extracted from surrounding area of the mass region.
There exists work in the literature for texture-based classification of benign
and malignant mass in mammograms.
In another related work (Vaidehi and Subashini, 2015), four GLCM-based
texture features have been extracted (contrast, correlation, energy and homo-
geneity) from the segmented mass region (segmentation has been performed
using fuzzy-C-means algorithm). The features have been extracted at dis-
tance d=1 and four angles (θ=0o, 45o, 90o, 135o). The classification has been
performed using adaboost, back propagation neural network (BPNN) and
sparse representation classifiers (SRC)and the best results have been reported
for SRC with CA=93.75%. Kinoshita et al. (1998) used shape and GLCM
based texture features for classification of mammographic masses. They
used three-layer feed forward neural network for the classification. Using
dataset consist of 38 malignant and 54 benign masses, they reported overall
81% CA.
According to Breast Imaging Reporting and Data Systems (BI-RADS) (Re-
ston, VA: American College of Radiology, 2003), the shape of the mass can be
used as a way of defining the mass as benign or malignant. Shape features
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could also be defined as geometric or morphological features. Some exam-
ples of the commonly used shape features are area, perimeter, circularity,
rectangularity and orientation. Shape features are defined by the particular
form of the RoI. Accordingly, if a mass appears as an irregular shape, it can be
considered likely to be malignant. This has been used to explore the relation-
ship between the shape of the mammographic mass and the related category
in order to achieve good classification results (Valarmathie, Sivakrithika,
and Dinakaran, 2016; Rangayyan et al., 1997; Ertas et al., 2001). Valarmathie,
Sivakrithika, and Dinakaran (2016) used shape, margin and textural features
from the segmented mass area and report the best classification results shape
features (Classification Accuracy =85%, Az=0.861) when compared to the
classification results using margin (Classification Accuracy=67%, Az=0.642)
and textural features (Classification Accuracy=68%, Az=0.774). Polakowski
et al. (1997) used size, shape, contrast and Law features for the characteriza-
tion of benign and malignant mass. After selecting the most salient features,
they used Multilayer Perceptron (MLP) to obtain the classification results.
They reported 100% classification accuracy for the malignant mass, with
False Positive results equals to 58%. In similar work, Rangayyan et al. (Ran-
gayyan et al., 1997) proposed a region-based measure of image edge profile
acutance and use it to differentiate between benign and malignant masses.
In addition, they investigated several other shape features like compactness,
Fourier descriptors, moments, and chord-length in order to classify between
circumscribed and spiculated tumours. Ertas et al. (2001) computed the
geometric parameters (area, perimeter, circularity, normalised circularity,
Fourier descriptors, etc.) for the basic shape of the segmented mass area
and reported that normalised circulatory area and Fourier coefficients can
be used more effectively in order to classify benign and malignant masses.
In (Serifovic-Trbalic et al., 2014), a three steps procedure has been followed
i.e. segmentation, feature extraction and classification for benign and malig-
nant masses. After segmenting the Region of Interest (RoI) using multiclass
Otsu’s thresholding, 32 low-order Zernike moments has been extracted that
has been used to train and test neural network. Kilday, Palmieri, and Fox
(1993) used 7 shape features to classify three lesion types in mammograms
in addition to patient age as a feature. In addition, they used Linear Dis-
criminant Analysis (LDA) to select the most appropriate features. They also
concluded that patient age has a significant role in the classification results.
In another work (El-Faramawy et al., 1996) effect of using various shape
features (compactness, moments, Fourier descriptors, and statistics of chord
lengths) has been studied for the discrimination of mammographic masses.
Research has been shown an improved results while combining several fea-
tures together. Valarmathie, Sivakrithika, and Dinakaran (2016) investigated
textural, margin and shape features for the classification of benign and ma-
lignant masses in mammograms where margin are representing boundary
features. Classification Accuracy for textural, shape and margin features has
been reported to be 68%, 85% and 67% respectively. When combining all
three features (shape,margin and texture), the accuracy increased to 98% that
shows the significance of all three feature spaces for discrimination of benign
and malignant mass. Whereas classification results has been improved from
85% (by using only shape features) to 93% by combining margin and shape
features.
Instead of selecting features from the segmented mass area, it is possible
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to extract features from RoIs in order to classify the abnormality as benign
or malignant (Esener, Ergin, and Yüksel, 2015; Buciu and Gacsadi, 2011).
In (Esener, Ergin, and Yüksel, 2015), a CAD system for three different types
of mammogram patches (normal, benign and malignant) is proposed. The
Local Configuration Pattern (LCP) algorithm was used for feature extrac-
tion which are then concatenated with statistical and frequency domain
features. They reported the results of classifying new ensemble features
using four different classifiers. Another three class classification method
has been proposed in (Buciu and Gacsadi, 2011), in which the directional
features are extracted by filtering image patches using Gabor wavelets. After
reducing the data dimension (for both filtered and original mammogram
patches) using Principal Component Analysis (PCA), they reported better
classification results when Gabor features were used instead of using origi-
nal mammogram images.
Local Binary Patterns (LBP), proposed by Ojala, Pietikainen, and Harwood
(1996) and has been used for the evaluation of texture characterization. Ra-
bidas et al. (2016) investigated Local Binary Pattern (LBP), LBP Variance
(LBPV), and Completed LBP (CLBP) for the possible discrimination of benign
and malignant mass. They extracted these local feature from the rectangular
region surrounding the boundary of the mass area. Another method based
on the LBP is proposed in (Liu et al., 2011), where unlike ignoring the central
intensity value in generating the binary patterns, they took the median of all
intensity values from the patch as threshold. The results has been evaluated
on Support Vector Machine (SVM) by using different block sizes. They re-
ported on average an improved classification results using proposed LBP
method for the classification of benign and malignant mammographic mass.
In another work (Joseph and Balakrishnan, 2011), LBP are combined with
Haar wavelet features and Haralick texture features for the classification of
mammogram images into benign or malignant. The classification accuracy
has been reported as 98.6% using ANN classifier. Khan et al. (2016) used
both Uniform LBP (U-LBP) and Rotation Invariant LBP (RI-LBP) as feature
to classifying benign and malignant mass in mammograms. In addition,
they extracted RIU-LBP (Rotaion Invariant Uniform LBP) for both CC and
MLO view. For the classification they used SVM and get score value for both
CC and MLO value, that is the classifier’s output. The final classification is
based on the value of the mean score obtained for both views. Final class is
reported as malignant if mean score ≥0.5 and benign otherwise.
Texton-based approaches have been used effectively for the texture classifica-
tion using single images (Varma and Zisserman, 2005; Varma and Zisserman,
2009), where the textures are represented as histograms of texton contained
in the texton dictionary. In the original work (Varma and Zisserman, 2005),
they used filter responses in order to build texton dictionary. Whereas in later
work (Varma and Zisserman, 2009), they demonstrate that textures can be
classified using joint distribution of intensity values which can outperform
the classification results achieved using filter responses. In medical images,
the application of a texton-based approach has been found in prostate images
for the task of characterising benign and malignant tissue (Rampun et al.,
2016), modelling mammographic tissue (Chen, Denton, and Zwiggelaar,
2011b), retinal vessel segmentation (Zhang, Fisher, and Wang, 2014) and
classifying masses in mammograms as benign/malignant (Li et al., 2015).
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Table 2.3 is showing an overview of the techniques developed for the clas-
sification of benign and malignant masses using texture, shape or margin
features, where an overview of techniques developed for benign and malig-
nant mass based on LBP could be seen in Table 2.4.
2.3.1 Impact on current research
In the literature, several methods have been proposed (Valarmathie,
Sivakrithika, and Dinakaran, 2016; Rangayyan et al., 1997; Ertas et al., 2001)
that used the shape of the mass as a major feature (with other features such
as texture, intensity, etc.) and provided promising results for mammographic
mass classification (benign vs. malignant). However, in clinical practice, it
has not always been possible for the boundary of the mass region to be pro-
vided so that the shape features could be extracted and used for classification.
The current approach of using texture features is different from existing ap-
proaches which used shape features for classifying mammographic masses.
keeping into account the problem that the mass segmentation is not always
available at the classification stage and therefore only the texture of the mass
region has been used to extract features.
As texton-based approach have shown good results for texture classification,
these can be used effectively for the classification of benign and malignant
mass considering both of them as different texture. Although the work
done in the past for the classification of benign and malignant mass using
textons is limited as compared to other texture classification techniques
(Valarmathie, Sivakrithika, and Dinakaran, 2016; Kinoshita et al., 1998). We
propose two novel methods for the classification of benign and malignant
mass in mammograms. Unlike the texton-based work proposed in the litera-
ture (Li et al., 2015), where they used sub-sampling strategy before applying
the texton based approach, we used a minor modified version of the texton-
based approach on the original dataset without applying any sub-sampling
in which the filter response for the whole image is used to make textons. In
another version of the texton-based approach for classifying the benign and
malignant masses, we subdivide the filter responses to small patches and
then use those patches to build texton dictionary.
2.4 Classification of Mammographic RoIs as Nor-
mal/Abnormal
Classification between normal/abnormal mammographic RoIs could be con-
tributed in the development of CAD system for mammograms and can be
benificial in reducing the false positive results. The overall classification pro-
cess could be pipeline as classification of normal/abnormal tissues followed
by the classification of benign and malignant abnormality to filter out the
abnormal RoIs so that the later classification stage (benign and malignant)
can be improved. In addition for intensity-based segmentation of mass in
mammograms if the images are preprocessed in order to filter the normal
images before doing segmentation, the overall segmentation could also be
improved. For this purpose, many methods have been proposed in the past
for the classification of normal breast tissues from the masses. Grey-level
co-occurence matric (GLCM) (or Spatial Grey Level Dependence (SGLD)
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matrix) has been widely used in the past for characterization or normal and
abnomral mammograms (Chan et al., 1995; Nithya and Santhi, 2011; Pratiwi,
Harefa, and Nanda, 2015). Chan et al. (1995) extracted eight SGLD based
texture features (correlation, entropy, energy (angular second moment), iner-
tia, inverse difference moment, sum average, sum entropy, and difference
entropy) from RoIs. After applying the linear Discriminant analysis five
most significant features has been selected for the subsequent classifica-
tion. Another work proposed for the classification for normal/abnormal
mammographic tissues pattern was proposed by Nithya and Santhi (2011),
where five GLCM features have been used (entropy, energy, homogeneity,
correlation, sum of square variance) for four angles (0o, 45o, 90o, 145o) and
at distances equal to 1,2,3 and 4. Neural Network has been used for the
results evaluation. From 250 mammogram images, 200 have been used to
train and 50 to test the network. The overall classification accuracy has been
reported to be 96%. Pratiwi, Harefa, and Nanda (2015) also proposed GLCM
based classification of normal and abnormal mammograms before applying
classification for benign and malignant mass. The classification have been
performed on Back-Propagation Neural Network (BPNN) and Radial Basis
Function Neural Network (RBFNN). Overall good classification results have
been reported for RBFNN compared to BPNN. They also reported that the
classification of benign and malignant mass as a first step also improves the
overall classification accuracy.
Garma and Hassan (2014) proposed method for classifying the normal (fatty,
glandular and dense tissues) and abnormal RoIs. They used MIAS dataset
and selected RoIs of 40×40 pixels from each mammogram. 12 texture fea-
tures has been extracted from SGLD matrix from which 9 most significant
features has been selected using stepwise discriminant procedure. They re-
ported 100% CA for classifying fatty normal tissues, 91% for glandular and
97% for dense tissues using Linear Discriminant Analysis (LDA). Overall
performance has been reported as 95% with Sensitivity and Specificity of
96% and 94% respectively. In another work (Sheshadri and Kandaswamy,
2006), classification of four breast tissues (uncompressed fatty, fatty, nonuni-
form, and high density) have been performed in a way that any abnormal
changes could be detected by the radiologists. They used histogram based
statistical features (mean, standard deviation, smoothness, third Moment,
uniformity, entropy) as textural descriptor for the characterization of breast
tissues in mammograms. 78% of CA has been reported by their proposed
method. Martins et al. (2006) proposed a method for 3-class classification
(benign, malignant and normal) and also presented the results for binary
classifications (benign/normal, malignant/normal, benign/malignant). 119
abnormal (68 benign and 51 malignant mammograms) and 99 normal RoIs
has been extracted from MIAS database by selecting area around the mass in
case of abnormality and random selection of a patch 50×50 in case of normal
mammograms. They also resized all the abnormal RoIs to 50×50. They ex-
tracted 5 features from SGLD matrix that are contrast, homogeneity, inverse
difference moment, entropy and energy for 4 different directions (0o, 45o,
90o, 135o) with 1 pixel distance in addition to 6 different gray-levels (length
of feature vector is 120) and then use forward technique using Bayesian
Neural Network (BNN) that reduces the feature length to 17. Classification
Accuracy has been reported as 86.94%. In a similar work (Singh et al., 2016),
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authors investigated the effect of using the relevant features for the classi-
fication of normal and abnormal mammographic patterns. They selected
GLCM based features for 3 angles (0o, 45o, 90o) and pixels distances from 1
to 30. Following the comments by Wei, Li, and Wilson (2005), they selected
4 most superior features from the GLCM matrices that are: correlation, an-
gular second moment, sum variance and sum entropy resulted in feature
vector of length 360. They used cropped patches from images contained
in MIAS database and smooth the images using Gaussian Blur before fea-
ture extraction. From feature vector of length 360 they selected 4 relevant
distance measures for 3 angles resultsing in 12 GLCM matrices. From each
of 12 matrices they selected 4 features resulted in feature vector of length
48. Classification results using this feature vector have been reports with
accuracy of 89.02%.A modified version of AdaBoost (Rojas, 2009) has been
used that will select 6 most significant features from these 48 features with
improved classification results (CA=93.02%).
Suhail, Sarwar, and Murtaza (2015) proposed a method for classifying nor-
mal and abnormal tissue patterns as a preprocessing step to segmentation.
They set a threshold for skewness and kurtosis for a fixed sized sliding
window and reported the image as normal if they did not find any pixel
above that specific threshold and malignant otherwise.
A two staged classification method has been developed by Mina and Isa
(2015), consists of classification of normal/abnormal followed by micro-
calcification/mass classification in mammograms. They used Wavelet de-
compositions for feature extraction and evaluated the classification results
using Neural Network. Before extracting features, preprocessing has been
applied that include noise removal, image enhancement, breast segmen-
tation and image pruning. After preprocessing Global Thresholding has
applied to retain the pixels belonging to particular thresholds (both for upper
and lower). Feature extraction comprises of extracting the detailed coeffi-
cients (from scale 2 to scale 5), normalizing the coefficient vectors (by divid-
ing each value to the maximum value in the vector) after applying Wavelet
decomposition and finally feature generation method is employed to extract
the most discriminative features that is based on median maximum and me-
dian minimum . Finally ANN has been used for 2-step classification, whereas
accuracy of 91.64% has been reported for classification of normal/abnormal
at level 4 of decomposition. For the classification of mass/calcification is
reported to be 84.09%. Nithya and Santhi (2012) proposed a novel method
for the characterization of normal and abnormal mammogram using pixel
intensity mean feature. They computed the pixel intensity features using
median, mode, standard deviation, variance, smoothness and range in both
horizontal and vertical direction using MeanHorz (average intensity of every
row) and MeanVert (average intensity of every column). Neural Network
has been used for results evaluation. They used DDSM database and select
200 images for training (100 normal and 100 abnormal) and 50 for testing
(25 normal and 25 abnormal) the overall performance. They reported CA as
98% by using pixel intensity mean features for classification.
In another work (Gardezi and Faye, 2015) the authors studied the effect of
using Morphological Component Analysis (MCA) for characterization of
normal and abnormal tissues in mammograms that decomposes the image
into two parts that are the noise factors (texture) and the refined image (piece-
wise smooth contents). Subsequently, Curvelet Transform has been used
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for feature extraction. Three level Curvelet decomposition is applied and
their corresponding coefficients has been extracted for different number of
iteration i.e. 50, 100, 200 and 300 along-with eight statistical features (energy,
contrast, homogeneity, correlation, mean, moment, variance and entropy).
MIAS dataset has been used for performing experiments where RoIs of size
128x128 has been extracted from the whole mammograms depending on the
radiologists information regarding abnormalities. simple Logistic Classifier
has been used to classify the normal and abnormal tissue patterns where the
highest CA is reported to be 86.55% for number of iterations equal to 300 for
MCA algorithm.
Mendes et al. (2012) proposed a slightly different approach for classifying
normal and abnormal breast tissues in mammograms using Non-negative
Matrix Factorization (NMF) and compare the results of applying three
proposed NMF algorithms with Independent Component Analysis (ICA).
NMF is a matrix factorization technique that split matrix X into two non-
negative matrix W and H (although the original matrix factorization could
factorize the matrix into negative or positive matrix). Three different varia-
tions of NMF has been implemented in the work: Euclidean distance NMF
(Euc. NMF) (Lee and Seung, 2001), Kullback-Leibler divergence NMF (Div.
NMF) (Lee and Seung, 2001) and Local Non-negative Matrix Factorization
(LNMF) (Li et al., 2001) that is based of KL divergence algorithm. DDSM
database has been used for results evaluation where the boundary around
the mass has been selected as RoI for abnormal. All the RoIs (normal and
abnormal) has been resized to has been resized to 64×64 pixels and then
histogram equalization is applied on the images. All the images has been
converted from 2-D (64×64) to 1-D vector (4096×1) to form column vector
of matrix X that is them factorized using NMF. Comparison results has been
presented for ICA and three versions of NMF and better classification results
has been reported by using NMF as compared to ICA.
Table 2.5 provides an overview of some of the existing approaches developed
for the classification of normal and abnormal mammographic RoI.
2.4.1 Impact on current research
As classification of normal and abnormal tissues are important and could
improve the overall performance of the CAD system, by filtering out the
normal images as a first step. Several features has been studies in the past for
the classification of normal and abnormal mammographic RoIs using several
texture or statistical features (Singh et al., 2016; Nithya and Santhi, 2011;
Sheshadri and Kandaswamy, 2006). Based on the past research regarding
feature-based classification of mammographic normal and abnormal RoIs,
a new ensemble of features has been proposed (GLCM, LBP and intensity
features) to classify the two classes. In addition, we also studies the effect of
feature selection on overall classification accuracy.
In addition a novel method has been studied to select the features that has
been computed after applying deep processing on the grey-level image at
multiple scales. In addition to the classification a method for Content-Based
Image Retrieval (CBIR) has also been proposed that select the most similar
features to the query image at run time. Unlike CBIR methods developed
in the past for mammogram classification (Wei, Li, and Wilson, 2005; Singh,
Gupta, and Srivastava, 2015) that used local image features to query the
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image, we computed the image features by processing the image at multiple
scales. Finally, a simple similarity measure for the computed feature using
Euclidean Distance was used to find similar images to the query image.
Both methods (features ensemble and deep processing) gives good results
for the classification of normal and abnormal RoIs and could be used as a
preprocessing step (to segment the mass area or to classify the malignant
and benign RoIs) in order to improve the overall results of segmentation or
classification.
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Chapter 3
Topological Modelling and
Classification of
Micro-calcifications1
3.1 Overview
In this chapter, we present a tree-based modelling for the classification of
benign and malignant micro-calcifications. We present a scale-specific and
scale-invariant methods for the tree-based modelling of micro-calcifications.
For both approaches DDSM and MIAS database is used for results evalua-
tion. For scale-specific approach we tried to link the radiologist’s decision
regarding benign/malignant micro-calcification with the specific height of
the trees, whereas for scale invariant approach, we tried to extract several
tree-specific features and used them for classification.
The chapter is organized as follows: A brief introduction about decision trees
is given in Section 3.2. A scale-specific version of the proposed approach
has been presented in Section 3.4 and scale-invariant version is explained in
Section 3.5.
3.2 Decision Trees
Data-structure is a way of organizing data in the memory so that it can be
retrieved and accessed in an efficient manner (Samanta, 2004). The overall
complexity of performing a task could be reduced if a proper data structure
is being used according to the application requirement.
Decision Tree is a powerful mathematical model in order to decide about the
value of some unknown item. Decision Tree simply build knowledge-base
system upon existing observations in a form of tree structure where the
internal nodes are representing the test cases and the leaf nodes represents
final decision categories (Nilsson, 1996). For an unknown instance the
process of classification starts from the root and moving successively down
towards the tree based on the decision of the test nodes until some leaf node
reach.
Many Decision Tree-based methods have been proposed in the past for a
wide range of applications like natural language processing (Bahl et al.,
1989; Silva and Hull, 1994), road tracking (Geman and Jedynak, 1996) and
1Part of this chapter has been published in journal Multimedia Tools and Applications.
Reference: Z. Suhail, E.R. Denton and R. Zwiggelaar, 2017. Tree-based modelling for the clas-
sification of mammographic benign and malignant micro-calcification clusters. Multimedia
Tools and Applications, pp.1-14.
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biomedical science (Banerjee et al., 2000; Care et al., 2007; Albain et al.,
1990; Albain et al., 1992). Care et al. (2007), used a slight variation of the
decision trees to predict the best dataset among three different dataset for the
prediction of deleterious human Single Nucleotide Polymorphisms (SNPs).
Many machine learning techniques like bagging (Breiman, 1996), random
forest (Breiman, 2001) and boosting (Freund, 1990; Schapire et al., 1998)
are based on a decision-tree as a fundamental structure. Decision Trees are
now also termed as Classification and Regression Trees (CART) (Loh, 2011;
Breiman et al., 1984) based on the final value of unknown variable, if it is
a class label or an ordered value. In biomedical science decision trees have
been used effectively to solve classification problems (Albain et al., 1992;
Banerjee et al., 2004; Albain et al., 1990). Some of the decision tree based
methods have been proposed in the literature focusing on breast-cancer
research (Banerjee et al., 2004; Albain et al., 1992). One of the limitations
associated with the decision tree is over-fitting which indicates it can not
generalize the data.
3.3 Dataset
In this section, we explain two dataset that are used for the results evaluation
of both scale-specific and scale-invariant methodologies.
3.3.1 DDSM dataset
We used segmented RoIs extracted from the DDSM (Heath et al., 2000b)
database. The dataset has been used by other researchers for the performance
evaluation of their algorithm (Chen et al., 2015b; Strange et al., 2014). The
RoIs for DDSM dataset are of variable sizes (average size of image patches
is 482× 450 pixels), but the proposed algorithm is invariant to the image
size. There are 149 benign cases and 139 malignant cases in the dataset. The
RoIs are probability images regarding calcification presence (Oliver et al.,
2012). For evaluation of our algorithm, we used a subset of these 288 RoIs
which were all classified as diffuse/scattered micro-calcification clusters
according to the BIRADS standard (Lazarus et al., 2006; D’orsi et al., 2003).
The BIRADS classification for the DDSM database has been provided by
expert radiologist and is provided as part of the dataset. This subset contains
129 RoIs, of which 71 were malignant and 58 benign. Some example RoIs
from the used database can be found in Figure 3.1, where the 2nd and 4th
columns are representing the annotations/segmentations.
3.3.2 MIAS dataset
Like DDSM, MIAS dataset used for this work contains segmented micro-
calcifications (Suckling et al., 1994). Images in the dataset are 512× 512
Region of Interests (RoIs) and digitized to 50µm/pixel with the linear optical
density in the range of 0-3.2. The dataset consists of 20 RoIs (all are biopsy
proven). Eleven RoIs belong to the benign and 9 to the malignant class. The
dataset provides annotation where the central part of calcification have been
marked by value 1 whereas the boundaries are marked by value 2. Some
example RoIs from MIAS database are shown in Figure 3.2, where the left im-
age is showing micro-calcifications that include the boundary (D1), whereas
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FIGURE 3.1: Original mammographic data from DDSM
dataset with segmented benign (top row) and malignant
(bottom row) micro-calcifications RoIs.
FIGURE 3.2: Sample images from the MIAS database: The
left image shows micro-calcifications that included boundary
pixels, whereas the right image shows micro-calcifications
without the boundary pixels included.
the right image is showing the micro-calcifications without the boundary
regions (D2). We used both RoIs (with and without the boundary pixels), to
highlight the overall effect of using boundary pixels on the classification’s
accuracy.
3.4 Approach 1: Scale-Specific Modelling
we present a work that focuses on developing a novel computational model
for the classification of malignant and benign calcifications in which we link
the clinical aspects of calcifications to a tree structure, which is different
from traditional decision tree concepts that have been used in the literature.
The proposed tree-based model infers the classification rules after making
trees instead of making rules from the data features during tree construction
(Adaboost, Bagging or Random Forest classifiers). Unlike the related work
presented in the literature (Chen et al., 2012), in which the authors used
graph structures to build the feature-set at multiple scales (the dimensional-
ity of the feature space was equal to 520) and then used standard classifiers,
we used tree-structure at a fixed scale (guided by clinical information) and
the height of the trees as a standard for the benign/malignant clustering.
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3.4.1 Method
We propose a novel tree-based model for the classification of benign and
malignant calcifications after detecting and segmenting the suspected ab-
normal regions. We exploit the properties of binary trees to classify the
micro-calcification clusters. An overview of the developed methodology
can be found in Figure 3.3 (as well as from the pseudo-code presented in
Algorithm 1) and details can be found in subsequent subsections.
FIGURE 3.3: Flow diagram for tree-based modelling to clas-
sify the micro-calcification clusters in mammographic RoIs:
(a) mammographic RoI, (b) segmented micro-calcifications,
(c) binarized image after applying specific threshold, (d) leaf
node generation from 1 pixel / 7× 7 connected window, (e)
distance map representing the Euclidean distance between
all the nodes, (f) the process of generating trees by combining
the closest nodes, as can be seen the nodes from more dense
area form trees, (g) drawing circles around each tree, (h) re-
port image as benign/malignant depending on the number
of pixels belonging to the benign/malignant circles (benign
circles indicate trees having height ≤ 1, whereas malignant
circles represent trees having height ≥ 2).
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Algorithm 1 Pseudocode of the proposed method
1: Take input in the form of segmented micro-calcifications RoI.
2: Binarize the image by applying a specific threshold.
3: Identify the connected components from the binarized image by consid-
ering only 1 pixel from each 7× 7 connected window.
4: Construct nodes from each of the isolated pixels that we get from the
last step.
5: Compute the distance map by finding out the Euclidean distance from
each node to all other nodes.
6: Merge the closest nodes together to form binary trees.
7: Draw circle around each of the tree structures that we developed in the
previous step.
8: Circles representing trees having height ≥ 2 are considered as belonging
to the malignant class, whereas circles for trees having height ≤ 1 are
considered as belonging to the benign class. Finally, count the pixels
belonging to both the benign and malignant circles and provide results
according to majority voting.
3.4.1.1 Input
The starting point is the automated detection of a micro-calcification cluster.
As already explained in the Section 3.3.1, the RoIs from DDSM dataset
are probability images, where each pixel is representing a probability of
presence or absence of calcification at that particular pixel (Oliver et al.,
2012). An example segmented micro-calcification cluster is shown in
Figure 3.3(b), whereas Figure 3.3(a) is showing the original mammographic
RoI.
For automatically detected RoIs we binarize the RoIs from the DDSM
dataset (as from MIAS dataset the RoIs are already binarized) which
removes low probability regions. We have used a threshold equal to 0.27.
∀i,jP(xi, yj) =
{
1, if P(xi, yj) ≥ 0.27
0, otherwise
We set the threshold value to create a binary image that is a balance be-
tween removing noise and retaining important image information that will
be required for classification. Keeping this threshold value very low may
remove important regions that may be needed in the subsequent steps and
increasing this value may add additional, non-calcification, regions, which
are seen as noise. Based on the experiments, we observe that 0.27 is the
optimal threshold value in terms of getting only the relevant segmented
micro-calcifications.
The RoIs from MIAS dataset (Section 3.3.2) are accurately representing mam-
mographic RoI as a binary form, where ‘1’ is representing a presence and
‘0’ the absence of micro-calcification for each pixel within an image. We use
two variation of the MIAS dataset (D1 and D2 as explained is Section 3.3.2)
for the evaluation. D1 takes the RoI as calcification region that included
both the central part and the boundary of the calcifications. We convert all
46 Chapter 3. Topological Modelling
non-zero pixels in the RoIs to a common value:
∀i,jP(xi, yj) =
{
255, if P(xi, yj) ∈ 1, 2
0, otherwise
Secondly, for D2, we take only the central part of the calcifications:
∀i,jP(xi, yj) =
{
255, if P(xi, yj) = 1
0, otherwise
3.4.1.2 Identifying connected components and generation of leaf node
skeleton
In this step, we reduce all individual micro-calcifications to a single point,
for which we have used a simple 7× 7 connectivity rule. Pixel p2(x,y) is said
to be 7× 7 connected to pixel p1(x,y), if it appears within 7× 7 surround-
ing pixels of p1(x,y)2. All remaining pixels are regarded as the initial leaf
nodes for the tree based modelling approach (Goodrich and Tamassia, 2008)
provides an excellent overview on tree based abstract data types), and the
nodes (e.g. the underlying data structures) contain information about the
micro-calcifications they represent. Table 3.1 represents the specific node
structure that will be used by the current approach. At this stage Node-Ids
TABLE 3.1: Node Structure
Node-Id : representing Unique ID for each node
Left child : representing left child of the node
Right child : representing right child of the node
Connected-components : list of connected pixels P(x,y)
are assigned incrementally for all the nodes, whereas left and right children
of each created nodes are set to null as there are no connections between the
nodes at this stage. The connected-components are being initialized by the
coordinates (x,y) of pixel which belongs to the node.
3.4.1.3 Distance-map computation
In this step, we calculate the distance between all leaf nodes, which will be
used as a basic measure of connectivity between the individual nodes. We
used the Euclidean distance, which is representing the distance between
pixels associated with leaf nodes Ni and Nj:
D(Ni ,Nj) =
√
(Njx− Nix)2 + (Njy− Niy)2 (3.1)
3.4.1.4 Constructing trees from closest nodes
Tree like structures are built through a recursive process which takes the
distance (as computed in Section 3.4.1.3) between the initial leaf nodes into
27× 7 window size is a good approximation on the individual calcification area. Making it
too large may span more than one calcification and making it too small may produce more
than one pixel from a single RoI.
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account. Algorithm 2 shows the complete procedure of constructing binary
trees from the leaf nodes having minimum distance. Closest nodes have
been merged recursively together to form binary trees. We used a distance
equal to 40 as the upper limit, which is based on the clinical equivalent
requirement of having micro-calcifications clustered within 1cm2 3. The
resulting representation for the RoIs is a set of trees, some of which have
depth≤ 1 (i.e. either individual micro-calcifications which are not connected
or a group of 2 connected micro-calcifications), whilst others have depth
≥ 2 (i.e. represent complex clusters of micro-calcifications). In Figure 3.3
we have illustrated this by representing trees as circles, where blue circles
represent trees with depth ≥ 2, and red circles represent trees with depth
≤ 1 which are regarded as malignant and benign trees, respectively.
Algorithm 2 Trees construction from leaf nodes
Input: List of nodes (initially represented as leaf nodes)
do recursively connect leaf nodes by:
1. finding the closest pair of nodes;
2. removing this pair from the list of nodes;
3. merge these nodes together as a binary tree where the nodes
are now represented as left and right child nodes of a binary tree.
The connected-components of the two child nodes also appeared
connected-components of newly created root of binary tree;
4. adding the root of the tree to the list of nodes;
while no further pairs of nodes below a specific distance are found
return: list of nodes, in which closest nodes have been merged together as
trees
3.4.1.5 Output
The final stage in the classification process is to use the tree representation
of the RoIs to determine if these are benign or malignant. To achieve this
we count the number of pixels represented by benign (red circles) and
malignant (blue circles) trees and use a simple majority vote to determine
the final classification.
3.4.2 Results and discussion for the DDSM dataset
The results are in line with radiologists’ perceptions (see Section 3.4.1.4 for
a detailed description) of micro-calcification clusters. Figure 3.4 shows the
overall algorithm performance on a benign and malignant RoI. The benign
RoI in Figure 3.4 (top row) has 6 micro-calcifications. After computing the
distance between all these nodes, we found not a single node that has dis-
tance ≤ 40 with any other node. Each binary tree formed from these 6 nodes
has height 0, indicating that all trees belong to the benign class. The next
step is to count the number of pixels belonging to the benign and malignant
classes for the final image classification. There are no trees representing
the malignant class, therefore the image is reported as benign using our
final decision criteria. Figure 3.4 (bottom row) shows the algorithm flow
for a malignant RoI example. After identifying the nodes, this image has
3At 96 pixels/inch this is approximately equal to 40 pixels.
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FIGURE 3.4: Step-wise execution on benign (top row) and
malignant (bottom row) example RoIs. First column: orig-
inal mammogram RoI; second column: segmented and bi-
narized micro-calcifications; third column: connected nodes
for each binary tree; fourth column: boundary circles around
each binary tree.
94 isolated pixels and hence 94 leaf nodes. After merging the closest nodes
based on the distance criteria we end up with 13 trees with heights repre-
senting a specific cluster class for the pixels connected within a particular
tree. For this malignant RoI the total number of trees with height ≤ 1 is
equal to 10, whereas the total number of trees with height ≥ 2 is 3. The
distribution of tree heights is shown in Table 3.2. The first 7 and trees 9-11
TABLE 3.2: Counting the number of leaf nodes in each tree
for a malignant RoI (example shown in Figure 3.4, bottom
row).
TreeId Height Number of Leaf Nodes
1 0 1
2 0 1
3 0 1
4 0 1
5 0 1
6 0 1
7 0 1
8 2 3
9 1 2
10 1 2
11 1 2
12 3 6
13 7 72
represent the benign class, whilst trees 8, 12 and 13 represent the malignant
class. After counting the number of nodes for both classes we found that 81
nodes belong to malignant trees whereas 13 belong to benign trees, and the
image is reported as malignant (based on a majority vote).
From 129 RoIs, 71 images were malignant, whereas 58 were benign. From
this data set, we found 66 true positive results and 51 true negative. The
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performance analysis on the test dataset is given in Table 3.3 in terms of
accuracy, sensitivity, specificity, precision and recall. The F-measure based
on the precision and recall for the overall results is equal to 0.914.
The algorithm also gives a good visual interpretation of the classified clus-
ters as can be seen from the last 2 columns in Figure 3.4. Results are clearly
differentiating between dense and scattered micro-calcification by means of
trees which are indicated by the circles around each cluster.
More results after executing the proposed algorithm on benign and malig-
nant images can be found in Figures 3.5 and 3.6 (RoI for the malignant and
benign cases have been shown in the second column of Figures 3.5 and 3.6)
which also confirm the results discussed above. Figure 3.5 shows a result
of the proposed algorithm’s execution on two malignant RoIs, where more
dense trees (height ≥ 2) are found compared to totally isolated or lesser
height trees. As a result the number of pixels belonging to the malignant
class are more than the benign class, so both the images were correctly re-
ported as malignant. On the other hand in Figure 3.6, there are more pixels
belonging to trees having height ≤ 1 than ≥ 2 height trees. Therefore the im-
ages were successfully reported as benign. The examples in Figures 3.4, 3.5
and 3.6 show the wide range of variation that occurs for malignant and
benign micro-calcification clusters.
FIGURE 3.5: Execution of the proposed algorithm on ma-
lignant RoIs (see the caption of Figure 3.3 for a detailed
description).
FIGURE 3.6: Execution of the proposed algorithm on benign
RoIs (see the caption of Figure 3.3 for a detailed description).
4F−Measure = 2∗Precision∗RecallPrecision+Recall
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TABLE 3.3: Performance Analysis
Performance Measure Metric Algorithm Result
Accuracy TP + TN / TP + FP + FN + TN 91 %
Sensitivity TP / TP +FN 93 %
Specificity TN / TN + FP 88 %
Precision TP / TP + FP 90 %
Recall TP / TP + FN 93 %
3.4.2.1 Incorrect classification results
Figure 3.7 shows some examples of incorrect classification results by the
current approach. RoI in Figure 3.7 (top row), is classified by the devel-
oped approach as malignant, although this was a benign RoI. The reason
for this false positive result is that the RoI has only 1 cluster (having 3
micro-calcifications all within an area of 1cm2). According to the proposed
algorithm’s result, this cluster represents a malignant RoI (height of tree
associated to cluster ≥ 2). The overall image is reported as malignant as
there is no other micro-calcification indicating a benign RoI. The bottom row
in Figure 3.7 is an example of false negative result that reported a malignant
RoI as benign. Although this image has benign and malignant trees, the
total count of pixels from the malignant class is less than that of the benign
class. The basic reason of this misclassification is that most of the micro-
calcifications are scattered and do not fall within the distance criteria (as
mentioned in Section 3.4.1.3) to be merged and form dense trees.
3.4.2.2 Beyond diffused/scattered cases
For the whole dataset (288 RoIs), we get 55% accuracy, 68% sensitivity and
44% specificity. Chen et al. (2012) used a similar approach to the proposed
method by exploiting different topological structures to differentiate the
benign and malignant RoIs. In their algorithm they performed evaluation on
the full dataset. They presented the connectivity of individual calcification
(at multiple scales) by using a graph representation. They used k-nearest
neighbor (kNN)-based classifiers to classify between the benign and malig-
nant RoIs and multi-scale topological feature vectors for classification. By
examining the good performance results from their algorithm, we can expect
to improve our algorithm’s performance by building trees at different scales
and using some multi-scale tree features (height, number of leaf nodes, etc.)
to train a classifier in order to achieve improved results on the full dataset.
3.4.3 Results and discussion for the MIAS dataset
As explained in Section 3.3.2, for the MIAS dataset we used two variations
of the RoIs containing segmented micro-calcifications (D1: RoIs contained
central part as well as the boundary of calcifications, D2: RoIs contained
only the central part of the calcifications). The classification results on
the two variations for the MIAS dataset can be found in Table 3.4. The
overall classification accuracy achieved for dataset D1 was 55% and for D2
was 60%. The reason for not providing good results for the MIAS dataset
as compared to the DDSM dataset (although the number of cases used
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FIGURE 3.7: Incorrect classification examples. First row:
a benign RoI that is reported as malignant; Second row:
malignant RoI that has been reported as benign (see the
caption of Figure 3.3 for a detailed description).
for the experimental evaluation from the DDSM dataset were much larger
compared to the MIAS dataset) was because a fixed-scale distance metric was
not sufficient for the discrimination of benign and malignant calcification
in the MIAS dataset. In the next section, we will show that distance based
multiscale tree features presented an improved representation for MIAS as
well as for DDSM compared to scale-scific features (e.g. tree height in this
case).
TABLE 3.4: Classification results
(A) Contains boundary and the
central area of the calcifications.
Benign Malignant
Benign 2 9
Malignant 0 9
(B) Containing only the central area
of calcifications.
Benign Malignant
Benign 3 8
Malignant 0 9
3.4.4 Computational complexity analysis
Apart from the functions (Make-Leaf-Nodes, Merge-closest-Nodes, Find-con-
nected-component), our program’s complexity depends on the call of a recur-
sive function Make-Trees-Recursively, that is used to create binary trees from
leaf nodes recursively until no more closest nodes are left to be merged. If we
have N leaf nodes initially and we call the function Make-Trees-Recursively,
in a worst case it will find a closest node to a current node at the end of the
list, and will execute N times. Subsequently the length of this list is reduced
by 1 as one pair of pixels have been merged together and appeared as leaf
nodes of a new tree whose root node has been added to the list. The second
time the function Make-Trees-Recursively will be executed at most (N-1) times
and so on. Overall execution complexity for Make-Trees-Recursively function
is N+ N-1 + N-2 + ....... 3+2+1 =N(N+1)/2 =O( N2).
3.4.4.1 Translation to other application areas
In addition to malignant and benign cluster identification in mammographic
images this tree-based representation can be extended to other fields. One
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possible use of this approach is in surveillance systems counting the number
of people in a crowd in order to identify dense crowds and to be informed of
abnormal situations (Marana et al., 1998; Hussain et al., 2011). The proposed
system can be translated to be used in traffic control systems, in order to
identify traffic jams and to redirect traffic to appropriate routes (Joshi and
Mishra, 2015). In addition, the proposed tree-based model could be mapped
to other applications like activity recognition (Liu et al., 2015; Liu et al.,
2016b), motion tracking (Liu et al., 2012; Cui et al., 2013) and multi-task
classifications (Liu et al., 2016c; Liu et al., 2016d; Liu et al., 2016a). There
exist a number of applications of such activity recognition in the medical
domain (Najafi et al., 2003; Walker et al., 1997), the purpose of which is
to identify certain postures (sitting, standing or lying) of patients/elderly
people based on the data received by sensors.
3.4.4.2 Future work
At the initial stage of the proposed algorithm we set a threshold of 0.27 in
order to ignore the low probability regions. We set this threshold in a way
that reduces noise without removing important information from the RoI.
Another parameter that we set for our algorithm is the height of the trees (≤
1 for benign RoI). In an extension of the current method, we will investigate
the effect of these parameters (intensity threshold and tree-height) on the
overall algorithm’s accuracy.
In the current method we used a complete tree version in order to compute
the height of trees. We will try to convert the current tree structure to a
complete binary tree, and to make the algorithm more efficient in terms of
computational complexity.
We will also compare the results of implementing other applications like
activity recognition (Liu et al., 2015; Liu et al., 2016b) and human motion
tracking (Liu et al., 2012; Cui et al., 2013) to the proposed tree-based mod-
elling and highlight the advantages and disadvantages.
3.5 Approach 2: Scale-Invariant Modelling
In this section, we propose a novel method for the classification of benign
and malignant micro-calcifications using a multi-scale tree-based modelling
approach. By keeping the connectivity between individual calcifications into
account, micro-calcification trees are build at multiple scales along with the
extraction of several trees related micro-calcification features. We tried to
interlink the distribution aspect of calcifications with the tree structures at
each scale. Classification results show an accuracy of 90%, which is in-line
with the state-of-the-art methods.
3.5.1 Method
The proposed method uses multi-scale tree-based modelling classification
for micro-calcification clusters. Unlike similar approaches presented in
the literature (Chen et al., 2015a; Strange et al., 2014) which used multiple
dilation operations (with different structuring elements) as scales to show
the connectivity/relationship between the calcifications, we define scales as
the distance between pixels.
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3.5.1.1 Input
The input to the scale-invariant approach in the same datasets as mentioned
in the Section 3.4.1.1. For DDSM dataset the binarized form of the probability
images are used, whereas for MIAS dataset, two variations of the dataset
are used, where D1 contains the boundary as well as the central part of the
calcification and D2 contains only the central area of the calcification.
3.5.1.2 Reducing RoIs to 1 pixel/calcification and generating leaf nodes
We reduce all individual micro-calcifications to a single point. For that, we
extract the region-based properties of the binary image after labeling it . We
use a module ‘measure’ for both labeling the image and getting regional
properties, that is provided with Scikit-image image processing tool-kit
available in Python (version 2.7.0). The extracted properties from the labeled
binary image includes a detailed description for each connected component
(area, bounding box, coordinates etc.) in addition to the centroid of each
region as a tuple (x,y). We retain only the pixels corresponds to the centroid
position of each region and discard others. In this way we reduces all regions
in the image to single pixel, that is representing the central position of each
connected-component.
These isolated pixels are converted to a node data structure (Goodrich and
Tamassia, 2008), which will be used as the basis for a multi-scale tree-based
modelling approach, for which we use the node structure as previously de-
fined in Table 3.1 for fixed-scale tree-based modelling of micro-calcifications.
Apart from the left and right child, we add node id’s (that will be unique for
each node) and connected-components list (that represents the connected
nodes) as an application specific components to the traditional binary node
structure. At the initial stage each pixel is represented as a connected-
component where left and right child have been assigned to NULL values.
3.5.1.3 Distance-map computation
After creating node structures, we compute the distance between all leaf
nodes to define their connectivity. A Euclidean distance has been used to
represent the distance between leaf nodes Ni and Nj (using Equation 3.1).
This distance map has n× n dimensions with n leaf nodes.
3.5.1.4 Tree-generation at multiple scales
In this step, we generate tree structures from the leaf nodes (as described
in Section 3.5.1.2) at multiple scales, which represents connectivity in terms
of distance of micro-calcifications at each scale. Recursively, we build a
tree-structure at a particular scale ‘s’ that takes list of leaf nodes as input.
At each step the function searches for the nodes having distance ≤ ‘s’ (by
using the distance map computed in Section 3.5.1.3), if it finds such a pair
of nodes, it will merge the nodes by assigning both the nodes a new parent.
At the same time the connected-component list of newly created parent is
populated by the pixels of both the child nodes. In this way the recursive
function continues until it finds no node beyond a particular scale ‘s’ to be
merged. The resulting representation for the RoIs at a particular scale ‘s’ is a
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FIGURE 3.8: Process for the multi-scale tree based modelling
and classification of micro-calcification clusters in mammo-
grams at different scales. In d. from top to bottom the scales
are 16,22 and 39.
set of trees where some trees have height ≤ 1 and some have height ≥ 2. We
assign a label to each tree as: if height of the tree is ≤ 1 (i.e. tree contains 1 or
at-most a group of 2 micro-calcifications), the label is benign and malignant
if the tree height is ≥ 2.
Algorithm 3 elaborates the procedure of constructing binary trees recursively
at a particular scale ‘s’: This process of tree generation uses scales 1,2,3 ... 79,
Algorithm 3 Trees construction at a particular scale ‘s’ from leaf nodes
Input: List of nodes (initially represented as leaf nodes)
do recursively connect leaf nodes by:
1. finding the closest pair of nodes (having distance ≤s);
2. removing this pair from the list of nodes;
3. merge these nodes together as a binary tree where the nodes are
now represented as leaf nodes of a binary tree, and also appeared as
connected-components for the root of binary tree;
4. adding the root of the tree to the list of
nodes;
while no further pairs of nodes below distance ‘s’ are found
return: list of nodes, in which closest nodes have been merged together as
trees
where an increasing number defines larger connected regions.
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3.5.1.5 Multiscale tree-based micro-calcification feature extractions
The next step is to extract features from the trees that have been generated
at multiple scales. These features will be used as descriptors for benign and
malignant RoIs. We take the following features for all the trees that have
been generated:
• no. of benign trees (as defines in previous section labels have been
assigned for all the constructed trees, this is a count of trees having a
benign label).
• no. of malignant trees (count of constructed trees that have a malignant
label).
• max. tree height (maximum height for all the constructed trees).
• min. tree height (minimum height for all the constructed trees)
• no. of leaf nodes belonging to the benign trees (as each tree is composed
of leaf nodes, all the leaf nodes are representing the pixels that are
included in that tree, this feature will count all the leaf nodes from all
the constructed trees whose labels are benign).
• no. of leaf nodes belonging to the malignant trees (count the leaf nodes
for all the constructed trees whose labels are malignant).
As we use 79 scales, the length of feature vector is equal to 474.
3.5.2 Results and discussion for the MIAS dataset
After feature extraction the next step is classification. By using the Naive-
Bayes classifier, classification accuracy for D1 is 85% whereas for D2 the
accuracy is 80%. Weka machine learning tool (Hall et al., 2009) is used for
the performance evaluation of multi-scale tree based approach (for both
MIAS and DDSM datasets). The confusion matrix for the classification re-
sults for MIAS dataset (D1 and D2) can be found in Tables 3.5 (A) and 3.5
(B), respectively.
Figure 3.9 shows examples of the proposed algorithm at different scales
(1,16 and 39) on a malignant and benign RoI. As can be seen from Figure 3.9
(top row) the malignant RoI start creating more dense trees at lower scales
as compared to the benign RoI (bottom row). The final results for both
benign and malignant RoIs show a different tree structures (Figure 3.9 (last
column)), where the malignant RoI forms denser trees as compared to the
benign RoI.
TABLE 3.5: Classification results
(A) Contains boundary and the
central area of the calcifications.
Benign Malignant
Benign 10 1
Malignant 2 7
(B) Containing only the central area
of calcifications.
Benign Malignant
Benign 10 1
Malignant 3 6
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FIGURE 3.9: Results of constructed trees for benign and
malignant RoIs: first column is showing the sample RoIs
(top row: malignant, bottom row: benign), second column
shows constructed trees at scale equal to 1. Third column
shows the trees constructed at scale 16, whereas the final
column shows trees at scale equals to 39.
3.5.3 Results and discussion for the DDSM dataset
Results for the DDSM dataset have been evaluated using multiple machine
learning classifiers. As explained in Section 3.3.1, for DDSM there were
in total 288 RoIs (149 benign and 139 malignant). The same features have
been selected for the DDSM dataset as for the MIAS dataset for evaluating
the classification performance. Overall classification accuracy of 79% was
achieved using the J48 classifier with bootstrap aggregation. For bootstrap
aggregation, the bag size was set to 70 and number of iterations was set
to 20. The rest of the parameters were set as the default as available in
Weka. The classification results for multiple classifiers for the DDSM dataset
can be found in Table 3.6. The results for the features extracted at multi-
TABLE 3.6: Classification results for DDSM dataset.
Benign Malignant
Benign 122 27
Malignant 33 106
ple scales for tree based modeling showed improved results for the entire
DDSM dataset as well as for the MIAS dataset compared to the fixed scale
approach (where 55% classification accuracy was achieved for entire DDSM
dataset and 55% and 60% accuracy was achieved for both variants of the
MIAS dataset, respectively). The results for the DDSM dataset (as shown in
Table 3.6) were more consistent: for 149 benign RoIs, 122 were reported as
benign and for 139 malignant RoIs, 106 were reported as malignant. For the
MIAS dataset, the results for dataset D1 (Table 3.5 (A)) seems more consis-
tent compare to dataset D2 (Table 3.5 (B)). This showed that the boundary
information of the calcifications was also important for the discrimination
of benign and malignant micro-calcifications. The reason for moving to an-
other (morphology-based) approach has now been given in the introduction
section of Chapter 4.
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3.5.4 Future work
As explained in the future work for scale-specific modelling of micro-
calcifications (Section 3.4.4.2), the effect of using complete binary tree at
each scale ’s’ will also be studied in the future to study the effect of over-
all computation using multi-scale approach. In addition like scale-specific
modelling, this scale invariant version can also be extended to other applica-
tion areas like surveillance and traffic control systems (Marana et al., 1998;
Hussain et al., 2011; Joshi and Mishra, 2015).
3.6 Conclusion
Identification of benign and malignant calcification is an important part of
the breast cancer diagnostic process because it can reduce incorrect treat-
ment (Elmore et al., 1998b; Howard, 1987). We have introduced two novel
methods for the identification of benign and malignant calcifications based
on a tree representation of the distribution of micro-calcifications and a
distance metric. For the first approach We used a conventional binary tree
data structure to represent the calcification clusters. The height of trees
indirectly reflects the number of pixels belonging to each cluster. Subse-
quently we build a relationship between the height of trees and the category
of calcification (benign versus malignant). For visualization purposes circles
have been drawn around each cluster to differentiate between the benign
and malignant class. We evaluated first method on DDSM RoIs (using the
diffuse/scattered cases as explained in Section 3.3.1). Good classification
results has been obtained in terms of commonly used performance measures.
The obtained accuracy was 91%, whereas sensitivity and specificity were
93% and 88%, respectively. The results are comparable to the state of the art
and reflect the radiologists’ view regarding calcification type.
For second method a novel method for the modelling of micro-calcifications
has been proposed by using a scale-invariant approach. After building
tree-like structures at multiple scales, feature-sets are extracted at all scales
and used as descriptors for benign and malignant micro-calcifications’ clas-
sification. Feature-set representing the distribution of calcification at each
scale are defined by the distance between the individual calcifications. The
method shows good classification results, comparable to other state-of-the-
art approaches developed for the classification of benign and malignant
micro-calcifications.
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Chapter 4
Morphological Modelling and
Classification of
Micro-calcifications
4.1 Overview
In Chapter 3, we investigated the effect of using the distribution of micro-
calcification (both at fixed scale and multi-scale) to classify them as benign
or malignant using tree based modelling. However, the morphology of
calcifications is regarded another important factor for characterizing micro-
calcification. In this chapter we presented a novel method for the classi-
fication of micro-calcification that takes into account the morphology as
well as the distribution aspects of micro-calcification that seems to be inline
with the BIRADS categorization of micro-calcifications. In addition to the
“class-extractors" for classifying binary image pixels to specific morpholog-
ical classes proposed by Iwanowski (2009), we also introduced modified
“class-extractors" which are adapted for the specific application area. Multi-
scale approach has been adapted for extracting the features at multiple scales
that are then combined together to represent a scale-invariant morphological
descriptor for classifying the micro-calcifications. Multiple scales are defined
by the different size of structuring elements used for extracting the class
distribution for the pixels along with applying dilation operation, succes-
sively. The idea of exploring a complete set of morphological aspects of
micro-calcification have not been fully studied in the literature. In addition
the proposed method gives good results in terms of classification accuracy
that is comparable to the state of the art.
This chapter is organized as follows: Section 4.2 describes the applications
of mathematical morphology in image processing. Section 4.3 explains the
general concepts of binary morphology that has also been used in the de-
velopment of the proposed method. Finally the proposed approach has
been presented in Section 4.4 with all the discussion about results and future
directions.
4.2 Practical Applications of Morphology in Image
Processing
Mathematical morphology (simply morphology) (Serra, 1982; Soille, 2013)
has been used for many years to process binary images. Applications of
such morphological operations can be found in various image processing
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techniques like edge detection (Rani, Bansal, and Kaur, 2014; AlAzawee,
Abdel-Qader, and Abdel-Qader, 2015), image segmentation (Chudasama
et al., 2015; Sharma and Sharma, 2014; Sarker, Haw, and Logeswaran, 2008)
and skeletonization (Maragos and Schafer, 1986; Tarabek, 2007), feature
extraction for fingerprints recognition (Humbe et al., 2007; Garg and Thapar,
2012; Bhowmik et al., 2012), handwritten digit recognition (Delevski and
Stankovic, 1998; Kumar et al., 2010) and text extraction from images (Hasan
and Karam, 2000; Chandrasekaran and Chandrasekaran, 2011). Morphology
has also been used as a post processing steps to refine final results (Zhong,
Zhang, and Jain, 2000; Sarker, Haw, and Logeswaran, 2008).
Iwanowski,( 2009) presented a novel method for the classification of image
pixels based on specific morphological operations. He introduced “class-
extractors" in order to assign the image pixels to pre-defined classes. The
paper presented good pixel classification results on a limited number of
images.
In medical image processing, the applications of morphological operations
has been used in image classification (Fu and Zhang, 2010; Thiran and Macq,
1996; Strange et al., 2014) and object detection (Li, Haese-Coat, and Ron-
sin, 1999; Parvati, Rao, and Mariya, 2009). More specifically, morphology
has been used effectively for the detection (Dengler, Behrens, and Desaga,
1993; Mossi and Albiol, 1999; Zhao, Shridhar, and Daut, 1992; Nishikawa
et al., 1992) as well as for the classification of benign and malignant micro-
calcifications (Chen et al., 2012; Chen et al., 2015a; Strange et al., 2014).
Clinical research showed that morphological aspects of micro-calcification
are one of the important metrics that can be used to distinguish between
benign and malignant micro-calcifications (Lanyi, 1985; Moskowitz, 1979).
According to a past research, the form of the calcifications can be used to
identify between benign amd malignant micro-calcifications. If calcifica-
tions appear in the form of lines or branches they are more likely to be
malignant micro-calcifications (Moskowitz, 1979), as compared to if they
appear as small, punctiform, angular or are localized. In (Egan, McSweeney,
and Sewell, 1980), the authors conclude that if calcification appears as rel-
atively fine shape and with major variations, they are more likely to be
malignant. Lanyi (1985) studied two characteristics of micro-calcifications
(configuration and form), to define rules for categorization between benign
and malignant micro-calcifications. In his work, configuration referred to the
group as a whole, whereas the form is related to a single micro-calcification.
The Breast Imaging Reporting and Data System (BI-RADS) described breast
calcifications on the basis of morphology and distribution (Reston, VA:
American College of Radiology, 2003). In (Ma et al., 2010), authors specifi-
cally studied the shape of individual micro-calcification to classify them as
benign or malignant.
Morphology has also been used in the literature (Chen et al., 2012; Chen
et al., 2015a; Strange et al., 2014) for the classification of benign and malig-
nant micro-calcification, where the authors used the segmented images in
the binary format and used the dilation at multiple scales to get the features
which described the connectivity between the individual calcification.
Inspired by the good results presented by (Chen et al., 2012) and (Strange
et al., 2014), we propose a multi-scale approach based on the extracting
of morpholgoical features that segment the binary micro-calcification im-
age into various pre-defined classes according to the method proposed
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in (Iwanowski, 2009). A multi-scale descriptor is defined that represent both
the morphological and distribution aspects of micro-calcifications as well as
giving good classification results.
4.3 Introduction to Binary Morphology
Binary morphology in a set of mathematical operations performed on the
binary images, where the binary image is defined as an image having values
0 or 1 at any pixel. The set of operations being contained in mathematical
morphology are composed of simple convolution operations. Some com-
monly used morphological operations are erosion, dilation, opening and
closing (Parker, 2010). In this section, we will provide a brief introduction
to each of the commonly used binary morphological operations. For consis-
tency, we use the notation I to represent the binary image (1 is representing
object and 0 black pixels) and S as structuring element. The structuring
element S is the major component in defining a particular morphological
operations that defines neighboring pixels to a particular pixel. The structur-
ing element provides a basic shape for a possible match or mis-match in the
image. A structuring element is defined by its shape (disk, square, rectangle,
etc.) and size (3×3, 5×5, 7×7, etc.). Some examples of the commonly used
structuring elements are shown in Figure 4.1. In general, the binary image
FIGURE 4.1: Diamond shape structuring element with sizes
a. 3×3, b. 5×5 and c. 7×7.
can be written as set of pixels I, comprising all the pixels that forms a particu-
lar object and could be written as (x1,y1)(x2,y2)(x3,y3)... (xn,yn) (Parker, 2010),
where all the set elements belongs to non-zero pixels in the binary image.
Basic morphological operations can be defined in terms of set operations,
therefore some more general set operations have been defined here:
Translation: The translation of the set I by point x could be defined as:
Ix = {c|c = i + x, i ∈ I}. (4.1)
For example, If x is set to (3,2) the translation of first element in set I i.e.
(x1,y1) could be defined as (x1+3,y1+2).
Intersection: The intersection of two sets I1 and I2 is defined as the set of
element, that belongs to both sets I1 and I2 that is defined by the following
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equation.
I1 ∩ I2 = {c|(c ∈ I1 and c ∈ I2)}. (4.2)
Union: The union of two sets I1 and I2 is defined as the set of elements, that
belongs to either set I1 or I2 or both as:
I1 ∪ I2 = {c|(c ∈ I1 or c ∈ I2)}. (4.3)
Difference: The difference of two sets I1 and I2 is defined as the set of
elements, that belongs to set I1 but not to set I2:
I1 − I2 = {c|(c ∈ I1 and c /∈ I2)}. (4.4)
A running example of implementing these basic set operation on binary im-
FIGURE 4.2: Basic set operations performed on sample bi-
nary images. a. Set union operation where the resultant
image comprises of the pixels that belongs to either one or
both images. b. Set intersection that results is a binary image
comprises of pixels that are common to both images and
c. Set difference that will results in an image contains only
those pixels that are present in first image but not in the
second image.
ages can be seen in Figure 4.2. the following section gives a brief introduction
to five basic binary morphological operations based on set theory.
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4.3.1 Dilation
One of the commonly used morphological operations is dilation that can be
defined in set theory as:
I ⊕ S = {c|c = i + s, i ∈ I, s ∈ S}. (4.5)
where I is the binary image on which dilation operation is to be performed
and S is the structuring element. Dilation could be thought of as a procedure
in which a structuring element S is placed on every image pixel, if the
origin1 of the structuring element aligns with the image non-zero pixels the
corresponding non-zero pixels from the structuring element will be added
to the dilated image. Therefore dilation is defined to be the union of all
the translation on the image foreground pixels that are specified by S. That
could be defined as:
I ⊕ S = ∪
s∈S
(I)s. (4.6)
FIGURE 4.3: Effect of dilation operation on a sample binary
image, as could be seen image area containing foreground
pixels has been enlarged by applying dilation operation.
4.3.2 Erosion
Erosion is another basic morphological operation. The result of applying an
erosion operation on the binary image is the selection of the basic shapes in
the image. In other words, opposite to dilation that enlarges the foreground
object, erosion shrinks the object size. The erosion operation on binary image
I using structuring element S can be defined as:
I 	 S = {c|(S)c ⊆ I}. (4.7)
The result of the erosion operation is the set of corresponding black pixels c
that match the pattern defined by structuring element S, therefore the result
of erosion is the subset of the image I.
4.3.3 Opening
In simple form opening is defined by erosion followed by the dilation opera-
tion (using same structuring element for both dilation and erosion), that is
defined as:
I ◦ S = (I 	 S)⊕ S. (4.8)
1Origin is normally defined as the center pixel of the structuring element
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FIGURE 4.4: Effect of erosion operation on a sample binary
image, image area containing foreground pixels has been
shrunk after applying erosion operation.
The effect of the opening operation is somehow similar to the erosion, i.e.
to find those areas of the foreground region that are similar to the shape
of the structuring element. However, opening preserves more foreground
area as compared to a simple erosion. The effect of an opening operation
on the running examples that have been shown for the erosion operation in
Figure 4.4 can be seen in Figure 4.5. Opening removes small objects from the
FIGURE 4.5: Effect of opening operation on a sample binary
image
image.
4.3.4 Closing
Closing is defined just as opposite to the opening operation i.e. dilation
followed by the erosion and is defined mathematically as:
I • S = (I ⊕ S)	 S. (4.9)
Overall effect of closing is to remove small holes in the image. Effect of apply-
ing closing operation on the binary image for which the dilation operation
has been shown in Figure 4.3 could be seen from Figure 4.6.
4.3.5 Reconstruction
Morphological Reconstruction is another useful morphological operation
that can be used to extract some meaningful information regarding specific
shape. Morphological reconstruction operates on two images (one is des-
ignated as the marker image and the other as the mask) and a structuring
element that is used to define the connectivity. If I is the marker image
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FIGURE 4.6: Effect of closing operation on a sample binary
image
and Y is the mask then the morphological reconstruction of I using mask Y
(RY(I)) could be defined by the final image Ii after repeatedly performing
the conditional operation defined is Equation 4.10, where S is the structuring
element.
Ii+1 = (Ii ⊕ S) ∩Y; until Ii+1 = Ii. (4.10)
An example of image reconstruction can be seen in Figure 4.7.
FIGURE 4.7: Morphological Reconstruction: 3× 3 disk shape
Structuring Element is used for this reconstruction
4.3.6 Skeletonization
Skeletonization is the process of creating a skeleton of the foreground object
that contains the basic shape of the foreground object. The final pixels
belongs to the image skeleton represents the basic structure and therefore
could not be removed (Parker, 2010). Thinning is a morphological process
that produces the image skeleton. Thinning is defined as the process of
selecting those pixels that are included in the object and are necessary to
define the object’s shape. Many thinning algorithms have been proposed
in the past (Bium, 1967; Stentiford and RG, 1983; Zhang and Fu, 1984). One
of the method proposed by Zhang and Fu (1984) is considered to be fast
to implement without compromising the basic skeleton. The algorithm
proceeds by removing the pixels on the borders repeatedly until it finds no
more pixels to be removed. The whole procedure is divided into two major
steps, in one step the pixels are marked (or deleted) based on particular
condition and in second step all the marked pixels are deleted.
66 Chapter 4. Morphological Modelling
FIGURE 4.8: Result of applying thinning algorithm proposed
by Zhang and Fu (1984): a. Sample binary image, b. Basic
shape of the foreground object represented by image in a.
4.4 Method
4.4.1 Dataset
The images that have been used in this work are the binary images com-
prised of segmented micro-calcification. From MIAS database the images
are manually annotated, whereas for the DDSM dataset the images show au-
tomatic detected calcifications. In MIAS database there are total 20 RoIs (11
benign and 9 malignant) and from DDSM there are 288 RoIs (139 malignant
and 149 benign).
4.4.2 Class-extractors
Iwanowski (2009) introduced the term “class-extractors" which assigned
each pixel to a specific class and are defined by specific morphological
operations. Therefore, pixels that have been assigned to each class share
some common morphological properties. Iwanowski (2009) defined “class-
extractor" by using an operator ψ as: Y = ψ(X), where X is a binary image
and Y ∈ X. He used the term ψ(X, B) to represent the “class-extractors",
where X is the input image (for this work X refers to binary image repre-
senting micro-calcification) and B is the structuring element used by the
“class-extractors". As we have not considered the effect of the structuring
element (we used a disk shape 3 × 3), we used ψ(X) to represent the “class-
extractors". The pixels that we get after X\ψ(X) are called the residue of the
class extracted by “class-extractor" ψ (Iwanowski, 2007; Iwanowski, 2009).
Subsequent sections provide the details of those “class-extractors" that we
used.
4.4.2.1 Core class-extractor (ψcore(X))
The core “class-extractor" ψcore(X) is based on selecting the major/central
image structure. ψcore(X) used erosion as the basic operation to extract the
central area of shapes (or core area). As mentioned earlier, we used a disk
shape structuring element (size 3 × 3). Figure 4.9b. shows the result of
operator ψcore(X) on input image X, which is a binary image representing
micro-calcifications shown in Figure 4.11a. It should be noted that small
areas have been removed and only the core areas of the longer regions
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a. b.
FIGURE 4.9: a. Original image, b. Image after extracting the
core area.
a. b.
FIGURE 4.10: a. Original image, b. Internal boundary of
the image containing boundaries of the core area, isolated
regions, branches and connections.
(belonging to large micro-calcification) remain. Equation 4.11 gives the
mathematical definition of the class extracted by ψcore(X).
ψcore(X) = X	 B. (4.11)
4.4.2.2 Internal boundary class-extractor (ψintb(X))
The residue of the core class extracted by ψcore(X) is the internal bound-
ary of the micro-calcification image which is shown in Figure 4.10b. This
internal boundary could be referred to as the morphological gradient by
erosion (Iwanowski, 2007). Pixels extracted by (ψintb(X)) are represented by:
ψintb(X) = X\(X	 B). (4.12)
The components in class extracted by “class-extractor" ψintb(X) are the
boundaries of the core area, branches, connections and isolated regions (i.e
all other area of the image apart from the core area).
4.4.2.3 Core boundary class-extractor (ψcobo(X))
If we apply the morphological opening operation on the image (Equa-
tion 4.13), it splits the image into two classes: 1. Basic shape of the image
with smooth edges. 2. The residue of the class containing isolated pixels,
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a. b. c.
FIGURE 4.11: a. Internal boundary, b. Dilated core, c. Bound-
ary of the core area
connections and branch regions.
X ◦ B = (X	 B)⊕ B. (4.13)
The “class-extractor” to extract the class of pixels containing the core area
(with smooth edges) could be defined as simply applying the morpholog-
ical dilation operation on the class extracted by ψcore(X). Equation 4.14
describes operator ψdico(X) which is used to extract the class containing
pixels belonging to the basic shape of the input image.
ψdico(X) = ((X	 B)⊕ B). (4.14)
Figure 4.11b. shows the pixels from the reference micro-calcification binary
image that belongs to the class of pixels containing the basic shape with
smooth contours.
It is obvious that class of pixels extracted by Equation 4.14 contains some
areas that do not included in the class of pixels extracted by operator ψcore(X)
as ψcore(X) ⊂ ψdico(X). These pixels actually belongs to the boundary of
the core area and can be extracted by taking the intersection of the internal
boundary and the dilated core (Equation 4.15).
ψcobo(X) = ψintb(X) ∩ ψdico(X). (4.15)
Figure 4.11c. shows the boundary of the core area, where the class of the
pixels belonging to the core area are shown in red color.
4.4.2.4 Isolated Branches Connections (IBCO) class-extractor (ψibco(X))
The residue of the class extracted by ψdico(X) contains the pixels from the
image that do not contain the central shape. The remaining pixels can
be divided into three classes: isolated pixels, branches and connections.
The isolated class contains the pixels that are not contained in the core
area (neither in the basic shape, nor in the basic shape contours), branches
contain the pixels that are connected to a single core area whereas connection
contains the pixels that connect at least two separated core areas that belongs
to the same object (i.e that are separated after applying the erosion operation
while getting the core area but in the original image they belong to the same
object). The “Class-extractor" to extract theses three sub-classes (isolated,
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a. b. c.
FIGURE 4.12: a. Original Image, b. Dilated Core, c. Isolated,
branches and connection area
branches and connections) is defined as:
ψibco(X) = X\((X	 B)⊕ BT). (4.16)
Figure 4.12c. shows the area containing pixels belonging to the three classes
that have been extracted by ψibco(X). The “Class-extractor" for each of these
classes (isolated, branches and connections) have been defined below.
4.4.2.5 Connections class-extractors (ψconn(X))
The first sub-class extracted by the operator ψibco(X)) is the class of pixels
representing connections between at least two core regions. In order to get
this class of pixels we used the operator ψskel(X) that uses a skeletonization
morphological operation. As the connection class is specific only to the core
area, we used the image that contains only the core area for skeletonization.
In order to get the skeleton of the region containing the core area, we need
to extract the pixels from the region containing the core area. The operator
that is used to extract the image region containing the core area is defined
in Equation 4.17 (where Rx() is a reconstruction of the image containing the
core area by using original image X as mask).
ψrwco(X) = RX(ψcore(X)). (4.17)
After this we get the area of the image containing core area (Figure 4.13b.).
We used the operator ψskelrwco(X) that returns the skeleton for the pixels that
belong to the core area (Equation 4.18).
ψskelrwco(X) = skel(ψrwco(X)). (4.18)
But this skeleton may contain some parts from the class of pixels that belongs
to the core area (as can be seen in Figure 4.13c.), whereas the connection class
has been defined as the pixels that are connecting at least two core areas and
do not contain the core area itself. In order to remove the pixels that belongs
to the core area from the pixels extracted by ψskelrwco(X), we apply the set
difference operator ψskelrwco(X) − ψcore(X). Equation 4.19 is describing the
operator ψrwconn(X) which will be used to extract the region from the image
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a. b. c.
FIGURE 4.13: a. Original image, b. Region with core area,
c. Skeleton of the area containing the core part (expected
connections).
containing connections.
ψrwconn(X) = ψskelrwco(X)− ψcore(X). (4.19)
It should be noted that the class of pixels extracted by the operator ψrwconn(X)
may contains some pixels that are not connections, therefore we omit the
possible pixels from the core boundary from the class of pixels extracted by
ψrwconn(X) by applying the set difference operator. This operation is defined
by:
ψconn(X) = ψrwconn(X)− ψcobo(X). (4.20)
Figure 4.13b. shows the region with core area, whereas Figure 4.13c. shows
the skeleton of the core area.
a. b. c.
FIGURE 4.14: a. Original image, b. Region with core area, c.
Isolated area
4.4.2.6 Isolated area (isol) class-extractor (ψisol(X))
As defined in Equation 4.17, ψrwco(X) extracts the pixels in the core area in ad-
dition to the branches, connections and the associated boundary of the core
area. ψibco(X) is a “class-extractor" that includes the isolated, branches and
connection areas (Equation 4.16). the class of pixels extracted by ψrwco(X)
contains all other areas of the image except the isolated area. By applying the
set difference ψibco(X)− ψrwco(X), we get the area of the image containing
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the isolated pixels. Equation 4.21 describes the “class-extractor" that is used
to extract the class of pixels representing isolated areas:
ψisol(X) = ψibco(X)− ψrwco(X). (4.21)
Figure 4.14b. shows the image area containing the core region with all its
attached counterparts, whereas Figure 4.14c. shows the image containing
the isolated regions.
a. b. c.
FIGURE 4.15: a. Image area containing isolated areas,
branches and connections, b. Isolated areas, c. Branches.
4.4.2.7 Branch class-extractors (ψbran(X))
The class of the pixels extracted by operator ψibco(X) is composed of three
classes: 1. isolated areas 2. branches and 3. connections, therefore ψibco(X)
could be defined as ψibco(X) = ψconn(X)
⋃
ψisol(X)
⋃
ψbran(X). From this
relation we could derive the class-extractor ψbran(X) as given by:
ψbran(X) = ψibco(X)\(ψconn(X)
⋃
ψisol(X)). (4.22)
In Figure 4.15c. branches of the image have been shown in yellow. For this
particular binary image the class of the pixels for the connections are empty
i.e ψconn(X) = {}, and hence this is not displayed in Figure 4.15.
The final image containing the pixels of all the classes can be seen in Fig-
ure 4.16b. in which different colors represent the various regions of the
binary image containing micro-calcification.
4.4.3 Post-Processing
As a post processing step, we check the pixels from each class and compare
this with the pixels from the original image. If a pixel appears as a result of
some class extractors and it is not present in the original image, we omit it
from the relevant image that we get as a result of applying the class extractor.
i.e the following relation should hold for all “class-extractors":
ψcore(X) ∩ ψcobo(X) ∩ ψconn(X) ∩ ψbran(X) ∩ ψisol(X) = {}. (4.23)
Conversely:
ψcore(X)
⋃
ψcobo(X)
⋃
ψconn(X)
⋃
ψbran(X)
⋃
ψisol(X) = X. (4.24)
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a. b.
FIGURE 4.16: a. Original image, b. Final image showing
pixels from different classes.
Some more results of morphological pixel classification for benign and
FIGURE 4.17: Pixel classification results for benign images.
FIGURE 4.18: Pixel classification results for malignant im-
ages.
malignant images are given in Figure 4.17 and Figure 4.18 respectively.
4.4.4 Multi-scale feature extraction
In previous sections a running example of the reference image has been
shown to elaborate the procedure of extracting different parts of the binary
micro-calcifications at a particular scale defined by 3×3 disk-shaped
structuring element B. In order to extract multi-scale morphological
features from the binary micro-calcification images, we use a set of
disk shape structuring elements, Bn with n = 1, ....13, with different
sizes. In addition after extracting the morphological features for the
micro-calcifications using a specific structuring element B, we dilate
the binary image with 3×3 disk shaped structuring element, so that
we could extract the distribution based morphological features at each
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scale. Multi-scale pixel classification for sample RoIs from the dataset
can be seen in Figure 4.19. The figure shows the results from some of
the selected scales that have been used. The class distributions are defined as:
FIGURE 4.19: Multi-scale pixel classification. Top row: Be-
nign image. Bottom row: Malignant image
• Core-class distribution at scale n : ∑ψcore(X, Bn) / N
• Boundary-class distribution at scale n : ∑ψcobo(X, Bn) / N
• Connection-class distribution at scale n : ∑ψconn(X, Bn) / N
• Branches-class distribution at scale n : ∑ψbran(X, Bn) / N
• Isolated-class distribution at scale n : ∑ψisol(X, Bn) / N
where ∑ is defined as the sum of the pixels belonging to a particular class-
extractor ψ and N is the total number of pixels in the binary image at a
particular scale n. The next scale is defined by the class distributions of the
images pixels by using structuring element Bn+1 after dilating the image with
3×3 disk shape structuring elements. The size of the structuring elements
are defined as (3×3), (9×9), (15×15), (21×21), (27×27), (33×33), (37×37),
(41×41), (47×47), (53x×53), (59×59), (65×65) and (71×71). The size of the
structuring elements are selected in a way to get a balanced distribution
for each class at each scale, in a way that not two scales represent the same
class distributions (that is why the size of the structuring elements are not
regular).
The feature-set comprises the combined distribution of all the morphological
classes by using all the defined structuring elements. The length of the
feature-set is S×5 (5 features at each scale), where S is the total number of
scales with 5 features extracted at each scale.
4.5 Classification
The ultimate objective of the current method is to extract features at multiple
scales, where the scale is defined by different sizes of structuring elements.
At a particular scale, we have extracted pixels from different classes, the
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probability distribution (Pclass) for each class can be computed as, Pclass, is
equal to the number of pixels belonging to a particular class divided by the
total number of pixels in the image. The multi-scale probability distribution
is used as a feature for the classification of benign and malignant micro-
calcifications.
4.5.1 Results and discussion
As indicated in the Section 4.4.1, we used two different datasets, MIAS and
DDSM, for the evaluation. The classification results for the MIAS and DDSM
datasets can be found in Tables 4.1a. and 4.1b., respectively. Weka machine
learning tool (Hall et al., 2009) is used for the results evaluation. For MIAS
the K-nearest neighbors (KNN) classifier is used (with K=1), whereas for
DDSM the results are evaluated on majority voting for Neural Network
(NN), Support Vector Machine (SVM) and Naive Bayes (NB) classifiers by
setting the parameters of these classifiers to default as set in Weka. The
difference in classifiers is justified by the difference in data samples. The
performance measures taken are the classification accuracy (CA) and the
Area Under the Curve (AUC), represented by Az. The classification accuracy
for MIAS dataset is 90% with the Az value equal to 0.90, whereas for DDSM
CA and Az are 79% and 0.80, respectively.
TABLE 4.1: Classification results
a. DDSM dataset.
Benign Malignant
Benign 124 25
Malignant 36 102
b. MIAS dataset.
Benign Malignant
Benign 10 1
Malignant 1 8
4.5.1.1 Comparison to existing methods
Comparison to other existing approaches can be found in Table 4.2. For
all the approaches the results have been listed in terms of CA and Az. The
methods described by Chen et al. (2015a) and Strange et al. (2014) used multi-
scale topological approach for the classification of benign and malignant
micro-calcifications. The proposed method of studying the morphological
TABLE 4.2: Comparison to other existing approaches for the
classification of benign and malignant micro-calcification
Method MIAS DDSM
Chen et al. (2015a) CA = 95%, Az = 0.96 CA = 86 %, Az = 0.90
Strange et al. (2014) CA = 95%, Az = 0.80 CA = 80 %, Az = 0.82
Proposed Method CA = 90 %, Az = 0.90 CA = 79 %, Az = 0.80
structure of micro-calcifications along with the relative distribution have not
been discussed before in the literature and provide results in-line with other
developed methods.
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4.6 Conclusion
In this work a new approach for the classification of benign and malig-
nant micro-calcification has been presented. We implemented the concept
presented by Iwanowski (Iwanowski, 2007; Iwanowski, 2009) for the clas-
sification of binary images by introducing modified “class-extractors" in
line with the problem domain. In addition a muti-scale approach has been
adapted to extract the morphological features in order to extract morpho-
logical descriptors for the binary micro-calcification images based on the
classes that have been extracted after applying dilation at various scales.
These descriptors represent the morphological and distribution aspects of
micro-calcification images. The resulting classification results are in line
with existing approaches. This work can be extended to different domains
with the segmented images, such as classification of plant leaf disease (Singh
and Misra, 2017) or alphabetic letters (Kluszczyn´ski, Lieshout, and Schreiber,
2005).
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Chapter 5
Classifications of
Micro-calcification in
Mammograms using Scalable
Linear Fisher Discriminant
Analysis1
5.1 Overview
Feature extraction is an important step to solve the classification problem.
Focus is shifting from manual or hand crafted features to select the features
automatically. In Chapters 3 and 4, we investigated the performance of
tree based and morphology features for classifying mammographic micro-
calcifications. In this chapter, we have developed a novel method for the
classification of benign and malignant micro-calcifications using an im-
proved Fisher Linear Discriminant Analysis (LDA) approach for the linear
transformation of segmented micro-calcification data in combination with
a Support Vector Machine (SVM) variant in order to classify between the
two classes. Instead of other techniques presented in the thesis for the clas-
sification of benign and malignant micro-calcifications, where the features
has been selected manually, current approach automatically extract the fea-
tures by transforming the data to a low dimensional space. The method
provides a way of encoding binary calcification data to a single value, which
is a 1-dimensional representation of the high dimension micro-calcification
data. Instead of using a large number of features the proposed classifica-
tion approach used only a single feature to distinguish between the benign
and malignant micro-calcifications. The results indicate an average accu-
racy equal to 96% which is comparable to state-of-the art methods in the
literature.
5.2 Problem Background
Machine Learning is widely being used to solve problems involving high di-
mensional data. In most cases the dimension of data is much larger than the
1Part of this chapter has been published in journal Medical & Biological Engineering &
Computing. Reference: Z. Suhail, R.E. Denton and R. Zwiggelaar, 2017. Classification of
Micro-calcification in Mammograms using Scalable Linear Fisher Discriminant Analysis.
Medical & Biological & Engineering & Computing, DOI: 10.1007/s11517-017-1774-z.
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sample size, which is referred to as the undersampled problem (Krzanowski
et al., 1995). Such high dimensional and undersampled problems occur in
many applications (Berry, Dumais, and O’Brien, 1995; Belhumeur, Hespanha,
and Kriegman, 1997). One of the solutions to deal with this undersampled
problem is dimensionality reduction.
Principal Component Analysis (PCA) is a procedure to convert a num-
ber of correlated variables into fewer variables called principal compo-
nents (Bishop, 2006), commonly used in fields of pattern recognition and
computer vision (Li et al., 2008; Karamizadeh et al., 2013). The purpose of
PCA in to transform data to some low dimensional space and subsequently
apply a classification method. Fisher Linear Discriminant Analysis (LDA)
has been around for a long time with applications found in face recogni-
tion (Belhumeur, Hespanha, and Kriegman, 1997; Etemad and Chellappa,
1997), marketing (Crask and Perreault, 1977) and biomedical studies (Dudoit,
Fridlyand, and Speed, 2002). LDA is a classical approach used for feature
extraction and dimensionality reduction (Duda, Hart, and Stork, 2000; Fuku-
naga, 1990). The objective function of conventional LDA is to find a linear
transformation, where the class separation is maximized while keeping the
in-class variance small (Bishop, 2006). One of the major problem associated
with LDA is the singularity issue (Thomaz, Kitani, and Gillies, 2006), where
the LDA requires scatter matrices of the training data to be non singular
but the training samples are from a high dimensional space and in most
cases the sample size is smaller than this dimension. Many LDA extensions
have been proposed to resolve this singularity issue. PCA+LDA (Belhumeur,
Hespanha, and Kriegman, 1997) and LDA/QR (Ye and Li, 2005) are some
of these two-stage extensions. The purpose of the two-stage approach is to
convert the data into some intermediate form before applying the actual
LDA. While applying these two-stage algorithms some of the important
information may be lost in the first dimensionality reduction stage that may
be beneficial for the subsequent LDA (Tu et al., 2014).
Tu et al. (2014) proposed a fast two-stage LDA algorithm as an alternative to
the PCA+LDA or LDA/QR solutions. They claimed, with a theoretical anal-
ysis, that their algorithm outperforms the other two-staged algorithms (Bel-
humeur, Hespanha, and Kriegman, 1997; Ye and Li, 2005) with the same
scalability. They also provided the theoretical bound on the approximation
of two-staged LDA. We propose a new method for the classification of be-
nign and malignant micro-calcification by using this approach proposed
by Tu et al. (2014). To our knowledge the application of two-stage LDA
algorithm for classification of mammographic micro-calcification is novel
and in terms of accuracy the algorithm is giving good results compared to
other state of the art approaches used for the classification of malignant and
benign micro-calcifications.
5.3 Dimensionality Reduction
5.3.1 Principal Component Analysis
Principal Component Analysis (PCA) is a data dimensionality reduction
technique that projects the dataset with a large number of correlated vari-
ables into a low-dimensional space by maximizing the data variance (Jolliffe,
2002) such that the data in the projected space keeps the maximum possible
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variation that represents in the dataset. The projected variables (called Prin-
cipal Components (PCs)) are uncorrelated and are ordered so that the first
few could be selected to represent the maximum variation in the dataset.
PCA can be defined in terms of :
• Maximum variance formulation: where PCA is defined as the orthog-
onal projection of the data onto the lower dimensional linear space
(known as principal subspace) by maximizing the variance of the pro-
jected data (Hotelling, 1933). This idea is illustrated in Figure 5.1,
where a straight line has been drawn to show the variance of the pro-
jected data in each direction. The data is 2-D and it can be seen from
Figure 5.1(a) that the projected data is not very spread out and hence
the straight line is not appropriate PCs, whereas in Figure 5.1 (b) the
data has more variance and hence the straight line corresponds to the
PCs.
• Minimum error formulation: That means a linear projection that min-
imizes the average projection cost, as defined by the mean squared
distance between the data points and their projections (Pearson, 1901).
Both of the PCA definitions has been explained in the Fig-
ure 5.2 (Bishop, 2006).
FIGURE 5.1: Effect of data variance while projecting data on
two different directions (a) The variance of the data is small
and the projected data is not very spread out, whereas in (b)
data when projected along the given direction gives more
variation.
The most common derivation of PCA in terms of linear projection is by
maximization of data variance.
5.3.1.1 Maximum variance formulation
Consider a dataset consisting of N observation D = [d1, d2, ....dN ], where
N is the total number of observations and a particular data element dn has
dimension M. The objective is to reduce the dimension of the data from M
to D s.t D < M by maximizing the variation of the projected data. Let’s
define u1 having M dimension, as direction vector corresponding to data
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FIGURE 5.2: Two different views of PCA, first is defined as
maximizing the variance of the projected data (denoted by
red dots) and second is defined by minimizing the sum-of-
squares of the projection error (for a particular point Xi, it is
defined by the line connecting Xi and X˜i) (Bishop, 2006)
projection onto a 1-Dimensional space (D=1). The projection of a data point
dn (n=1,2,3...N) onto a scalar value is defined as ut1 dn. Mean of the projected
data is given by ut1 d¯, where d¯ is the mean of the sample data and is given
by:
d¯ =
1
N
N
∑
i
di. (5.1)
and the variance of the projected data in the direction of u1 is given by:
Var(u1) =
1
N
N
∑
i
(u1tdi − u1td¯)2. (5.2)
Where the right side of the Equation 5.2 can be rewritten as u1tSu1, by using
following derivations:
Var(u1) =
1
N
N
∑
i
(u1tdi − u1td¯)(u1tdi − u1td¯)t
=
1
N
N
∑
i
(u1tdi − u1td¯)(di tu1 − d¯tu1)
=
1
N
N
∑
i
ut1(di − d¯)(di t − d¯t)u1
Var(u1) = ut1
1
N
N
∑
i
(di − d¯)(di t − d¯t)u1.
which could be defined as:
Var(u1) = ut1Su1. (5.3)
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Where
S =
1
N
N
∑
i
(di − d¯)(dti − d¯t). (5.4)
is the data covariance matrix.
Therefore the maximization of projected variance Var(u1) means maximizing
the projected variance of u1tSu1 w.r.t u1. By using Lagrange multiplier λ1 in
order to enforce the constraint u1t u1=1 (to prevent ‖u1‖ → ∞ ) and making
it an unconstrained maximization problem as:
u1tSu1 + λ1(1− u1tu1). (5.5)
By taking derivatives of the Equation 5.5 w.r.t u1 and setting it equal to zero,
we get the following:
Su1 = λ1u1. (5.6)
this indicates that u1 must be the eigen vector of S. Left multiplying Equa-
tion 5.6 by ut1 and making use of u
t
1u1=1, gives
u1tSu1 = λ1. (5.7)
So the variance will be maximum when we use the eigen vector u1 in Equa-
tion 5.7 corresponding to the highest eigen value λ1, that eigen vector is
called the first principal component.
In this way additional PCs could be defined incrementally by choosing
a new direction that maximizes the projected variance amongst all other
possible directions orthogonal to that already considered. In general for
D-dimensional projected space the optimal projection for which the variance
of the data is maximized is defined by u1, u2..., uD of S corresponding to the
D largest eigenvalues λ1, ...,λD.
5.3.2 Fisher Linear Discriminant Analysis (LDA)
PCA can be used to do the classification after reducing the data dimensions,
but PCA does not consider the class labels while reducing the data dimension
and there is a possiblity of class overlap in the reduced dimensional space.
Fisher Linear Discriminant is another way to reduce the data dimensionality
for linear classification, but unlike PCA that is unsupervised, Fisher Linear
Discriminant is a supervised way of dimensionality reduction that takes into
account the classes separability while reducing the data dimension (Bishop,
2006). Consider 2-class classification problem, that could be achieved by
projecting D-dimensional input vector x to linear space by using:
y = wtx. (5.8)
where y is the projected scalar value and w is the weight vector (or direction
vector). We could define the classification by setting a threshold th on y as
if y>=th, it belongs to class C1 otherwise to class C2. However, by using
unsupervised dimensionality reduction (like PCA), there is a possibility of
important information loss during the process of dimensionality reduction
and the data that is well separated in M-dimensional space may be over-
lapped after projecting it to M-dimensional space (s.t. M<D and D is the
original data space). However, the projection could be selected by setting
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the components of the weight vector w, so that the classes could be separable
in projected space (Bishop, 2006).
Suppose two classes are defined by C1 and C2 with number of components
N1 and N2 respectively. The mean vectors corresponding to the data points
in both classes could be then defined as:
η¯1 =
1
N1
∑
i∈C1
xi, η¯2 =
1
N2
∑
i∈C2
xi. (5.9)
One of the basic ways to achieve the class separability in the projected space
is to separate the mean of the projected class so that w can be chosen to
maximize the separation.
ν2 − ν1 = wt(η2 − η1). (5.10)
where ν is the projection of class mean w.r.t w i.e.
νk = wt(ηk). (5.11)
By using Lagrange multiplier to solve Equation 5.10 by setting constraint
on w as ∑i wi2 = 1, we get w ∝ (η2 − η1). However, by projecting the data
based on the line joining the class means results in considerable overlapping
of the projected data of two classes. The idea proposed by Fisher is to
FIGURE 5.3: Left image shows projection of data onto a line
joining the class means, where a clear overlap could be seen
onto the projected space between the data of two classes
that are clearly separable in the original space. Right image
shows an improved projection in terms of class separation
using Fisher Linear Discriminant (Bishop, 2006) .
maximize a function that will give a large separation of the projected class
means in addition to solving the problem of projected data overlapping by
minimizing the variance of the projected data within each class. Projected
data is defined by the transformation of data x by projecting it onto w as
explained in Equation 5.8. Hence, the within-class variance of the projected
data for class Ck is given by the following equation.
S2k = ∑
n∈Ck
(yn − ηk)2. (5.12)
Where yn is the projection of particular data point xn on w. Total within-class
variance for data belongs to both classes C1 and C2 can be defined as S21 + S
2
2.
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The Fisher criteria is them defined as a ratio to the between-class variance to
the within-class variance and is defined as:
J(w) =
(ν2 − ν1)2
S21 + S
2
2
. (5.13)
The numerator of the Equation 5.13 can be solved by making use of
equation 5.11:
(ν2 − ν1)2 = (wt(η2 − η1))2
= wt((η2 − η1)(η2 − η1)t)w.
and finally:
(ν2 − ν1)2 = wtSbw. (5.14)
where Sb is between-class covariance matrix and is defined to be :
Sb = ((η2 − η1)(η2 − η1)t). (5.15)
Similarly the denominator can be simplified by making use of Equa-
tion 5.8, 5.11 and 5.12 by using following steps:
s21 + s
2
2 = ∑
n∈C1
(yn − ν1)2 + ∑
m∈C2
(ym − ν2)2
= ∑
n∈C1
(wtxn − wtη1)2 + ∑
m∈C2
(wtxm − wtη2)2
= ∑
n∈C1
(wt(xn − η1))2 + ∑
m∈C2
(wt(xm − η2))2
s21 + s
2
2 = ∑
n∈C1
wt((xn − η1)(xn − η1)t)w + ∑
m∈C2
wt((xm − η2)(xm − η2)2)w.
That finally becomes
(s21 + s
2
2) = w
tSww. (5.16)
by making use of
Sw = ∑
n∈C1
((xn − η1)(xn − η1)t) + ∑
m∈C2
((xm − η2)(xm − η2)2). (5.17)
By plugging in Equation 5.14 and 5.16 in Equation 5.13, we get the Fisher
criteria in the following form:
J(w) =
wtSbw
wtSww
. (5.18)
Differentiating Equation 5.18 w.r.t w and by ignoring the magnitude of w
and only keeping its direction by ignoring scalar factors wtSbw and wtSww,
we get the final expression as:
w ∝ s−1w (η2 − η1). (5.19)
that is known as Fisher Linear Discriminant, where the objective is to find
a weight vector w in such a way that it maximize the distance between
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projected class means and minimize the projected class variance.
5.3.3 Fisher LDA-variations
Given a data matrix D = [d1, d2, ....dn]T ∈ Rn×m, where di is an m-
dimensional vector and D is partitioned into k classes as D=[DT1 , D
T
2 , ...D
T
k ],
where Di ∈ Rni×m and ∑ki=1 ni = n. The objective of conventional LDA
is to compute the optimal linear transformation G ∈ Rm×l such that the
class structure of the original space is preserved in the low-dimensional
space. So, G maps each di of D in the m-dimensional space to a vector yi in
L-dimensional space.
G : di ∈ Rm → yi = GTdi ∈ Rl(l < m)
For discriminant analysis (Fukunaga, 1990), two scatter matrices (between
class and total scatter matrices) are defined as:
Sb =
1
n
k
∑
i=1
∑
d∈Di
(ci − c)(ci − c)T = 1n
k
∑
i=1
ni(ci − c)(ci − c)T. (5.20)
St =
1
n
n
∑
i=1
(di − c)(di − c)T. (5.21)
where ci = 1ni ∑d∈Di d is the mean of i
th class and c = 1n ∑d∈D d is the mean
of the whole data set. In the low-dimensional space obtained as a result of
linear transformation G, the scatter matrices become:
SbL = GTSbG, StL = GTStG
The calculation of the scatter matrices can be simplified through precursors
Hb and Ht as:
Hb =
1√
n
(
√
n1(c1 − c)...√nk(ck − c)). (5.22)
Ht =
1√
n
(DT − ceT). (5.23)
where ei = [1, ..., 1]T ∈ Rni and e = [1, ..., 1]T ∈ Rn, then the scatter matrices
Sb and St can be expressed as:
Sb = HbHbT, St = HtHtT
An optimal transformation G can be obtained by following the optimization
from classical discriminant analysis (Fukunaga, 1990).
argmax
G
{trace((SLt )−1SLb )}
The solution to this optimization can be obtained by applying eigen-decomp-
osition on the matrix St−1Sb, if St is non-singular (Fukunaga, 1990). However,
if St is singular, we can use the eigen-decomposition of S†t Sb, where S
†
t is the
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pseudo-inverse of St. The use of psuedo-inverse for LDA has been studied
in the literature (Raudys and Duin, 1998; Skurichina and Duin, 1996). Ye et
al. (Ye, 2005) proposed a SVD-based solution for the eigen-decomposition
(Algorithm 4), according to which the optimal transformation are the top q
eigenvectors of S†t Sb, where q is rank(Hb), that is in most cases equal to k− 1
(k is the number of classes).
Algorithm 4 The SVD based LDA algorithm
1: Calculate Hb and Ht as in equations 5.22 and 5.23;
2: compute the reduced SVD of Ht as Ht = U1∑t VT1 ;
3: B← ∑t−1UT1 Hb;
4: compute reduced SVD of B as B = P ∑ QT; q← rank(B);
5: X ← U1∑t−1P;
6: G ← Xq;
5.3.3.1 Two-stage LDA
Tu et al. (2014) proposed a two-stage LDA algorithm as a scalable version
of conventional LDA. In the first stage of their algorithm, they introduced a
linear transformation Z ∈ Rm×r to reduce the data dimensionality to some
intermediate dimension r, and then apply the conventional LDA on the
reduced total scatter matrix S˜t = ZTStZ and reduced between-class scatter
matrix S˜b = ZTSbZ (by representing them as precursors H˜b and H˜t) in order
to get linear transformation G˜. In the final stage they produced the final
reduced transformation as Gˆ = ZG˜. The pseudo code of this approach is
presented in Algorithm 5.
Algorithm 5 SVD-QR-LDA algorithm
Input: Target dimension r for the first stage
1: Calculate Hb and Ht as in equations 5.22 and 5.23, q← (Hb);
2: Z1 ← the top r− q left singular vectors of Ht;
3: compute QR decomposition with pivoting of Hb − Z1Z1T Hb as QR∏ =
Hb − Z1ZT1 Hb
4: Z2 ← first q columns of Q, Z ← [Z1, Z2] ;
5: H˜b ← ZT Hb, H˜t ← ZT Ht;
6: G˜ ← result of LDA on H˜b and H˜tS;
return: Gˆ ← ZG˜
5.4 Method
5.4.1 Dataset
We used data from DDSM (Digital Database for Screening Mammogra-
phy) (Heath et al., 2000b), which contains segmented micro-calcifications.
The micro-calcification clusters are either automatically detected (Oliver et
al., 2012) or manually annotated by expert radiologists. Segmented images
represent the micro-calcification in binary form, where 0’s means absence of
micro-calcification and 1’s as presence of micro-calcifications. The images
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in this dataset are of variable sizes. The average image size is (482 × 450),
whereas maximum height of all the images from the dataset is 2754 and the
maximum width is 3778. The dataset has in total 288 ROI’s (139 malignant
and 149 benign). Figure 5.4 shows some example variations in RoI sizes that
are small in size for both benign and malignant classes. Whereas, Figure 5.5
shows some samples of RoIs from benign and malignant class that are large
in size.
a. b.
c. d.
FIGURE 5.4: Examples of the small-sized RoIs from the refer-
enced dataset for both benign and malignant class for rela-
tive small sizes. a and b represent benign RoIs having sized
42×50 and 74×66 respectively, whereas c and d represent
RoIs from the malignant class having sizes 146×117 and
161×161.
5.4.2 Scalable LDA
In this section, we will explain the overall experimental setup for the Scalable-
LDA approach implementation on the given dataset of segmented micro-
calcifications with the aim of classifying them as benign or malignant micro-
calcifications. The flow of the whole process can be seen in Figure 5.6.
5.4.2.1 Resizing the RoIs
As explained in Section 5.4.1, we have 288 RoIs from the DDSM database.
The basic purpose of this research was to devise a way to distinguish be-
tween the two classes of micro-calcification (i.e. benign versus malignant).
Algorithm 5 required for all images to be equal size. For this, we resized
all the images to max− height×max− width so that we are not loosing any
single piece of information from any image within the dataset. We did this
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a. b.
c. d.
FIGURE 5.5: Examples of the large-sized RoIs from the refer-
enced dataset for both benign and malignant class for rela-
tive large sizes. a and b represent benign RoIs having sized
1042×854 and 378×370 respectively, whereas c and d rep-
resent RoIs from the malignant class having sizes 814×574
and 2062×1762.
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FIGURE 5.6: Process flow of the proposed method.
resizing by retaining the original image data I(x,y) at the center and fill the
remaining pixels (max− height− Ix and max− width− Iy) with the value
0. The purpose of using the proposed 0-padding technique instead of any
other resizing approach (e.g. interpolation) is to retain the original data. The
resizing through this 0-padding will keep the data at the center of the image
frame without adding additional bits to the original data or removing image
information. After resizing the images in the dataset, all the images have
size equal to 2754×3778.
5.4.2.2 Getting the intermediate dimensions [two-stage LDA]
Subsequently, we vectorize each image by converting it from 2754×3778 to
10404612×1 dimensions. In order to apply Fisher LDA for the dataset with
this large dimensionality, we need to reduce the dimensionality of the data.
As explained in Section 5.4.1, we have 149 images from the benign class and
139 from the malignant class, so we have 149 and 139 feature vectors from
the benign and malignant classes. Here we used terms Dbenign to represent
the data belonging to the benign class and Dmalignant represents data from
the malignant class, which are:
Dbenign = [d1, d2, ....dq]T ∈ Rq×m, q = 149, and
Dmalignant = [dq+1, dq+2, ....dq+l ]T ∈ Rl×m, l = 139
The total dataset is then represented as a data matrix DT as
[DTbenign, D
T
malignant], where the total size of Dbenign is 149×10404612
and 139×10404612 for Dmalignant according to the size of the dataset for each
class. The total size of the final data matrix D is 288×10404612 (containing
data vectors from both benign and malignant classes). As the sample size is
much less than the dimensionality of the feature space, we can not apply
the conventional LDA to solve this problem. To execute Algorithm 5, we
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need to compute the precursors Hb and Ht (Equations 5.22 and 5.23) which
requires the mean of the two classes. These precursors Hb and Ht, are
required by Algorithms 4 and 5 to obtain the intermediate and final linear
transformations.
We compute the mean for dataset Dbenign, Dmalignant and D as:
cbenign =
1
q ∑d∈Dbenign
d
cmalignant =
1
l ∑d∈Dmalignant
dand
ctotal =
1
q + l ∑d∈D
d
By using means cbenign, cmalignant and ctotal , we compute the precursors
through Equations 5.22 and 5.23 . We run Algorithm 5 by setting the value
of r=23 for the first stage (details of finding optimal value of r can be found
in Section 5.5). For Algorithm 5 to perform well, the value of r  q (Tu et al.,
2014)and a value to 23 is much larger than q (q=1 for our data, as q=number
of classes -1). After executing step 1-4, we obtained the linear transformation
Z ∈ R10404612×23, to reduce the dimensionality to 23.
5.4.2.3 Final linear transformation [two-stage LDA]
After obtaining the intermediate linear transformation Z, the next step is to
find the final optimal transformation. Subsequently, after executing step 5 of
Algorithm 5, we obtained H˜b and H˜t (having dimensionality (23 × 2) and
(23 × 288), respectively) which will be used in step 6 of Algorithm 5, where
we used the method proposed in Algorithm 4 for performing LDA (using
precursors H˜b and H˜t) instead of using conventional LDA. The result of this
LDA operation at step 6 of Algorithm 5 is a linear transformation G˜ having
dimensionality 23× 1. Whereas the dimensionality of transformation matrix
Z at step 4 is (10404612 × 23).
After getting the linear transformations matrix Z and G˜, the next step is
to obtain the final optimal transformation Gˆ, which is computed by multi-
plying the transformation matrices Z (10404612 × 23) and G˜ (23 × 1). The
dimensionality of this final optimal transformation matrix is (10404612 × 1).
5.4.2.4 Transforming the data to the reduced dimension
Next we transform our data (being represented as a vector [1× 10404612]T)
using the linear transformation Gˆ. We get the transformation as GˆTdi ,where
di ∈ d1, d2...dq, dq+1, dq+2...dq+l , where Gˆ transformed each vector d from D
to a one-dimensional space. The result of this projection is a single value for
each data vector. The next step is to verify and check whether the data is
linearly separable or not, and to use this to classify the data into the benign
and malignant classes.
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5.5 Performance Evaluation
We classified our projected data with five different classifiers, which are
Support Vector Machine (SVM), Baysian Network (BN), K-Nearest Neight-
bour (K-NN), Decision Table (DT) and ADTree. We used Weka (Hall et al.,
2009) for all these experiments (developer version 3.7.2) and we left all the
classifier’s parameters at the default setting.
As the projected data is 1-dimensional, one of the ways to classify the data is
to use a Support Vector Machine (SVM) (Bishop, 2006). We used Sequential
Minimal Optimization (SMO) which is available in Weka (Hall et al., 2009)
as an efficent way to solve the SVM problem (Platt, 1999).We used a 10 runs
10-fold cross-validation (10-FCV) scheme for the performance evaluation of
our results.
Optimizing the parameter r: As explained in Section 5.4.2.2, we selected the
value of r equal to 23. In order to select this optimal value of r, we executed
the algorithm for a range of values for r starting from 1. After projecting
the data to a single dimension, we used SMO at each value r from 1 to 29.
At r=23, we found stable as well as reliable classification results (Classifi-
cation Accuracy equal to 85.57%) using a SMO classifier. The details of the
classification results achieved for each value of r can be seen in Figure 5.7.
Classification results for the SMO classifier as well as for 4 other classifiers
FIGURE 5.7: Selecting the optimal value of r. As can be seen
the Classification Accuracy gradually increases by starting
from value r=1, after r=23 the accuracy becomes stable.
i.e. BN, KNN, DT and ADTree (using 10-runs 10-FCV) on the transformed
data by using the Scalable-LDA approach can be found in the first column
of Table 5.1.
The overall results were improved when compared to SVM (on average the
accuracy was 96%).
In addition to classification accuracy, another commonly used evaluation
metric is area under the ROC curve (AUC) (normally denoted as Az), which
is used to explain the diagnostic ability of the classifier (Beck and Shultz,
1986). The values of Az by using 10-FCV classification scheme for 5 classi-
fiers: SMO, BN, KNN, DT, ADTree are 0.853, 0.975, 0.972, 0.975 and 0.985
respectively, which indicates the stability of the classifiers (excluding SMO).
While examining the projected data, we found that almost all values ≥ 0
are classified as benign, whereas the values < 0 are classified as malignant,
which is shown in Figure 5.8. The result in Figure 5.8 cover 139 images from
the malignant and 149 images from the benign class. It can also be clearly
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TABLE 5.1: Classification Accuracy (%) for SMO, BN, KNN,
DT and ADTree
Scalable-LDA PCA-LDA
SMO 85.57 ± 5.63% 55.85 ± 7.84%
BN 98.61 ± 1.97% 51.27 ± 1.06%
KNN 97.64 ± 2.64% 49.53 ± 8.63%
DT 98.61 ± 1.97% 51.27 ± 1.06%
ADTree 98.30 ± 2.17% 52.36 ± 8.16%
FIGURE 5.8: Transformed micro-calcification data. Almost
all the malignant images have been transformed to the nega-
tive axis, whereas the benign images have been transformed
to the positive axis. Only a small amount of data has been
misclassified that have been shown at the left hand side of
each curve for the benign and malignant class.
seen from Figure 5.8 that this linear transformation of the segmented micro-
calcification data is linearly separable. Figures 5.9 and 5.10 are showing
A B C D
FIGURE 5.9: Sample RoIs from the benign class that have
been correctly classified: The projected values for the RoIs
shown in (a)-(d) are 0.125, 0.416, 1.295 and 0.109, respectively.
sample cases (for both the benign and malignant classes) from the referenced
dataset that have been correctly classified by using the developed approach.
The projected value for each of these RoIs can also be seen in the figure’s
captions.
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A B C D
FIGURE 5.10: Sample RoIs from the malignant class that
have been correctly classified: The projected values for the
RoIs showed in the figure from (a)-(d) are −0.207, −0.607,
−2.517 and −1.615 respectively.
A B C
FIGURE 5.11: Three mis-classified RoIs found in the clas-
sification results of all the five classifiers (SMO, BN, KNN,
DT, ADTree). (a) Misclassified benign RoI (projected value:
-0.359), (b) Miscalssified malignant RoI (projected value:
0.046), (c) Misclassified malignant RoI (projected value: 0).
5.6 Discussion on Misclassified Data
While observing the misclassified data, we observed characteristics of mis-
classified instances for all the classifiers used in our experiments (SMO, BN,
KNN, DT and ADTree). We found 3 instances in all the classifiers (1 benign
and 2 malignant). Upon investigating the images from these misclassified
data, one benign image is very similar in appearance to the malignant images
(having a dense cluster of micro-calcifications) and one malignant image
has similarity with benign RoIs, whereas one of the malignant image have
no detected micro-calcification. These three misclassified RoIs are shown in
Figure 5.11.
As stated in Section 5.2, several two stage approaches have also been pro-
posed for LDA implementation (Belhumeur, Hespanha, and Kriegman,
1997)(Ye and Li, 2005), which reduce the dimensionality of the data at the
first stage before applying the actual LDA algorithm. We applied another
version of LDA on our micro-calcification data for the benign and malignant
classification that first transformed data to some low-dimensional space by
using PCA before applying linear transformation of data (using LDA).
We used the Gram matrix (Appendix A.1) here for the computation of
eigen vectors required for PCA. If D is representing a data matrix, then the
Gram matrix for D is represented as DDT. The Gram matrix has been used
in the literature for solving such eigenvalue problems and dimensionality
reduction for large data sets (Saul et al., 2006)Weinberger and Saul, 2006. As
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our data matrix D is having dimension n×m and m n (for our dataset
m=10404612, n=288), it is better to compute the eigen vectors of matrix DDT
instead of DTD. The relationship between the two matrices DTD and DDT
can be found in Appendix A.2. After computing the eigen vectors ν of DDT
we left multiply ν by DT in order to get the eigen vectors of DTD. In order
to consider matrix DDT, we already normalized the data matrix D to zero
mean in order to consider DDT as the covariance matrix of D.
First we apply PCA on our data by setting the intermediate dimension to
10. We tried to set this dimension to 23, in order to be consistent with the
Scalable-LDA approach (Section 5.4.2), but due to the limitations posed by
the current memory we had to set the intermediate dimensions to 10. It
should be noted here that we used the Gram matrix here for computing the
eigen vectors, in order to cope with the memory requirements in computing
eigen vectors of DTD. After that we transformed this reduced dimensional
data to another linear space by using LDA. We used the LDA algorithm
available with sklearn which is a machine learning library available with
Python. The python version that was used in this experiment was version
2.7.0. The results of transforming the data matrix D to a linear dimension
after applying LDA can be seen in Figure 5.12. As can be clearly seen from
the figure, the data is not linearly separable. We used the same classifiers
FIGURE 5.12: Transformed micro-calcification data by using
the PCA-LDA approach. As can be seen, the data could not
be classified correctly based on the transformed data. This
is also in accordance with the results presented in column 2
of Table 5.1, according to which on average 52 % of classifi-
cation’s accuracy could be achieved from the transformed
data by using the PCA-LDA approach.
(SMO, BN, KNN, DT, and ADT) and the average classification accuracy was
52 % which is far less than the accuracy achieved by the developed approach
(i.e 96%), with details provided in Table 5.1. The results of the proposed
scalable-LDA approach with setting the intermediate dimension r equal
to 10 resulted in classification accuracy of 75% using the SMO classifier,
whereas the results for BN, KNN,DT and ADTree classifiers were similar as
in Table 5.1.
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5.6.1 Comparative analysis
A detailed literature survey for the methods that have been developed in the
past for the purpose of classifying benign and malignant micro-calcifications
have been presented in Chapter 2. Apart from the methods developed
for manual feature extraction (both for individual calcifications or cluster
level feature extraction), to our knowledge no method has been developed
so far that focused on the automatic features extraction through dimen-
sionality reduction techniques for classifying the benign and malignant
micro-calcifications. The work in this chapter presents a novel applica-
tion of feature extraction through dimensionality reduction techniques for
classifying the micro-calcifications as benign or malignant. The results are
comparable with other state-of-the-art approaches developed to solve the
same problem. The detailed comparison of the proposed technique with the
state-of-the-art approaches is shown in Table 5.2.
The performance measures used for the comparison are Classification Ac-
curacy (CA) and area under the ROC curve (Az). The comparison has been
made with 6 existing methods. For the current work, average values for the
classification accuracy and Az are reported for the 5 classifiers used in the
experiments.
5.7 Future Work
The basic purpose of this research was to develop a method to classify binary
images which contain benign or malignant micro-calcifications. In the future,
we will try to use this scalable-LDA approach for the classification of normal
and abnormal mammographic grayscale images from the DDSM database.
Although the results are satisfactory (average accuracy 96%), other methods
exist in the literature for making LDA/PCA scalable (Zabalza et al., 2014)Bel-
humeur, Hespanha, and Kriegman, 1997Ye and Li, 2005, we will do some
comparative work by applying these approaches to the same dataset.
5.8 Conclusions
We executed a two-stage LDA approach on binary data representing benign
and malignant micro-calcifications. The idea was to project the data onto a
low dimensional space and then use the resulting information to classify the
data into two classes, but undersampling caused problems. By implementing
a two-stage LDA approach, we achieved results that are comparable to state-
of-the art approaches. The current method also presents a way to encode
binary micro-calcification data as a single value. We achieved an accuracy
of 96% on average for 5 classifiers, with the best performance at 98.6%
by applying the scalable LDA approach for the classifications of benign
and malignant micro-calcification. We compared the results with applying
PCA-LDA on the same data, indicating a clear difference between the two
approaches (Table 5.1, column 2).
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Chapter 6
Mass Segmentation in
Mammograms
6.1 Overview
Segmentation of abnormalities in mammographic images has been a chal-
lenge due to the poor contrast between the abnormality and surrounding
area. In general Computer Aided Diagnostic (CAD) Systems are composed
of three major step: i.e segmentation followed by feature extraction and
classification. If the features are extracted from the segmented area, the
ultimate results of CAD systems are strongly influenced by the results of
segmentation as poor segmentation leads to incorrect feature selection and
ultimately incorrect classification. In this chapter we discuss a novel ap-
proach for the segmentation of masses in mammographic images by using
a simple method based on the information provided in histograms. After
applying some preprocessing on the mammographic images in order to
smooth the image histograms, optimal threshold values were obtained for
each mammogram which can deal with uni-modal and bi-modal histograms.
The proposed method is based on the idea that the optimal thresholds are
associated with the valley positions in grey level histograms (Ismail and
Marhaban, 2009), hence focuses on the valleys of the histogram for opti-
mal threshold selection. Simple statistics have been used for segmenting
the mass area that take into account only the valleys probability and the
associated intensity value (similar to the approach presented in (Ismail and
Marhaban, 2009)). In addition, the actual shape of the abnormality have been
selected only by studying histogram valley’s information without applying
any morphological operations. Initial study indicate satisfactory results and
the final shape of the mass could be used to extract the exact abnormal area
for further classification.
The chapter is organized as follow: in Section 6.2 an overview of the gen-
eral segmentation techniques are discussed. Detailed methodology of the
proposed segmentation technique is discussed in Section 6.3. Results are
discussed in Section 6.4. Section 6.5 presents future directions for the current
work and final conclusion has been drawn in Section 6.6.
6.2 Image Segmentation Techniques
Generally segmentation techniques are divided into two categories: super-
vised or unsupervised. In supervised segmentation (also known as model-
based segmentation) techniques, final results are achieved through human
intervention for the input. In other words, supervised segmentation used
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prior knowledge (total number of classes and the statistical properties for
each class) of the area to be segmented that is used to segment the unseen
data. As compared to the supervised methods for image segmentation, unsu-
pervised methods do not need any prior information to segment the image,
rather they segment the image by dividing the image into distinct areas
based on several properties (texture, color, etc.) that they owns. General
categories developed for image segmentation are divided into three broad
caregories (Fu and Mui, 1981), that are:
• Region-based Segmentation Techniques: The methods in this tech-
nique partitions the image into regions that are homogeneous.
• Contour-based Segmentation Techniques: These segmentation meth-
ods segment the image using edge/boundary of the target objects to
be segmented.
• Threshold-based Segmentation techniques: Threshold-based image
segmentation techniques usually use histograms to find a suitable
threshold for image segmentation.
Chapter 2 provided a detailed literature review for the segmentation tech-
niques developed for masses in mammograms, using these segmentation
techniques. In the subsequent sections the generic definitions of the general
segmentation techniques has been provided.
6.2.0.1 Region-based image segmentation
Region-based image segmentation methods relies on the concept of
uniformity of pixels within each segmented region i.e. same pixels
composes the same region. The uniformity criteria could be defined by some
feature within the region (intensity, texture, geometry, etc.). The criteria to
measure the homogeneity with the region can be measured by setting some
thresholds on the feature values or by using some statistical information
like standard deviation or variance.
The idea of the region-based segmentation can be defined as if image I is
composed of N regions defines as R1,R2,R3,...RN , then the following two
equalities should hold:
R1 + R2 + R3 + ....+ RN = I
and
I − R1 + R2 + R3 + ....+ RN = φ
where φ represents empty set. That means that each of the segmented region
should cover all the image area when combined together.
Region-based segmentation are divided into three categories: splitting tech-
niques, merging techniques, and split & merge technique.
• Splitting technique: In the splitting method, the image (to be seg-
mented) is split repeatedly into sub regions until no more distinct
regions are left for further segmentation. Starting from the whole
image the process of splitting continues until all regions becomes
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uniform. The stopping criteria of splitting process is that when the
properties of the newly splitter regions are not much different from the
already defined regions. The process comes under divide and conquer
methods.
• Merging technique: Region merging method are considered to be
one of the early methods developed for image segmentation (Zucker,
1976) that starts with some initial seed point (based on the regions
similarly measure), and then grows the region iteratively by adding
the similar neighboring pixels to the region that is represented by
initial seed point. At some point if the region growing stopped, then
another seed point is selected in order to segment another area whose
pixels has not been integrated to the previous region. The process
of new seed point selection and region growing continues until all
the pixels belongs to some image region. By starting one initial seed
point and grows one particular region completely may introduces
biasness for the segmentation of first region that is segmented by this
procedure. This problem may be overcome by applying simultaneous
region growing method that allows several regions to starts growing
at the same time. Figure 6.1 shows procedure of merging the closest
pixels together in an iterative way started with initial seed point.
• Split & merge technique: One of the problem associated with Split-
ting technique for image segmentation is that it may ends up with
too many regions from which some may exhibits similar properties.
In order to overcome this problem, split & merge methods has been
introduced (Chen and Pavlidis, 1979) that aims to merge the neigh-
bor regions if they exhibits similar properties. Figure 6.2 a., b., and c.
are showing the splitting methods, whereas d. shows the process of
merging similar regions together.
FIGURE 6.1: Process of region growing: a. Initial seed point,
b. Process of growing the region with the possible direction
to grow.
6.2.0.2 Contour-based image segmentation
Contour-based image segmentation methods used edge detection techniques
for segmentation considering the edges are closely related to the region
boundaries. After detecting the edges, contour-based approaches proceeds
to the linking process by considering the consistency in the curved lines (Le-
ung and Malik, 1998). However, contour-based segmentation techniques
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FIGURE 6.2: Process of region splitting: a. Initial image I
considering all the pixels in image I are not identical, b. Pro-
cess of splitting the region I to four sub-regions (I1, I2, I3, I4),
c. Considering pixels within regions I2 and I3 are identi-
cal, spilt the other two regions I1 and I4 to four sub regions,
Process of splitting stopped at step c. assuming that all the
sub-regions are identical in terms of pixels within in each re-
gion. Step d. is showing a split & merge technique in which
after splitting the region I4, it has been found that apart from
the region I12, the other three regions are identical, that has
been again merged together to form a single region.
do not gives closely collected regions as well as do not consider the im-
age texture for segmentation. Prewitt, Sobel, Roberts (1st derivative type),
Laplacian (2nd derivative type) and Canny edge detector are many of the
edge detection operators that can be used to achieve the edge-based image
segmentation.
6.2.0.3 Threshold-based image segmentation
Threshold-based image segmentation techniques are one of the commonly
used techniques for segmenting the image as foreground or background
objects. Normally a histogram is used to find out the optimum threshold
value to segment the image regions for threshold-based image segmentation
techniques. Depending on the number of objects to be segmented the num-
ber of thresholds varies from 2 to N, where N defines the total segmentation
levels.
If t represents the image threshold and the aim is to segment the foreground
and the background object based on 1 distinct intensity value, the process of
generating segmented image S from grey-scale image I is defined as:
if I(x, y) ≥ t then
S(x, y) = 1
else
S(x, y) = 0
where x and y represents a particular pixel location of image I and the
resultant segmented image S.
In case of multiple levels, where the purpose of the segmentation is to
segment multiple foreground objects, the criteria for segmentation is defined
as:
if t1 ≤ I(x, y) < t2 then
S(x, y) = 1
else if t2 ≤ I(x, y) < t3 then
S(x, y) = 2
else if t3 ≤ I(x, y) < t4 then
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S(x, y) = 3
else
S(x, y) = 0
where t1, t2, t3 and t4 defines intensity thresholds for four foreground objects
to be segmented.
6.3 Method
Dataset
We are using a subset of the Image Retrieval in Medical Application (IRMA)
dataset (Deserno et al., 2011) which contains patches of mammograms. The
images in the dataset are in PNG format and are available in patch sizes
(approx. 128 × 128). The dataset contains 4 classes for the breast tissue
density (fatty, fibro-glandular, heterogeneously dense and extremely dense),
whereas 3 classes are used for the assessment categories (normal, benign
and malignant). It has 233 mammogram patches for each class and in total
2796 patches for the whole dataset.
For the purpose of segmenting the mass area in mammograms, we used the
mammogram patches from the fatty class consists of 600 patches, from which
200 belongs to the normal class and the remaining 400 from the malignant
class containing the abnormality (200 for benign and 200 for malignant class).
The sample mammogram patches from the reference database belongs to the
fatty class could be seen in Figure 6.3, where first row is showing samples
from benign class and second row is sample images from malignant class.
FIGURE 6.3: Sample data used for the Segmentation of mass
area in mammogram. Top row shows 4 sample mammogram
patch from the reference database, middle row is showing
mammogram patches from benign class, whereas the last
row contains the sample mammogram patch corresponding
to malignant class.
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6.3.1 Filtering the normal RoIs
Before going towards the mass segmentation, the normal RoIs has been
filtered from the total set of images to improve the segmentation results. For
that we used following three feature-set to investigate the image texture for
normal and benign mammograms.
• Intensity-based Statistical Features:
The set of intensity-based features used are mean, entropy, root mean
square, skewness and kurtosis.
• Second Order Statistical Features based on Grey Level Co-occurence
Matrix (GLCM):
15 Haralick texture features are computed from the GLCM matrix that
are: angular second moment, contrast, correlation, sum of squares
[variance], inverse difference moment, sum average, sum variance,
sum entropy, entropy, difference variance, difference entropy, informa-
tion measure for correlation feature1, information measure for correla-
tion feature2, intertia, cluster shade, cluster prominence and energy.
• Local Binary Patters (LBP):
For LBP the length of the feature vector is 18 by setting radius=2 that
results in number of point as 2 × 8=16. Uniform LBP are used for the
feature extraction that is an implementation of rotation invariant LBP.
For the histogram generation separate bins are assigned for each of the
uniform LBP, whereas all non-uniform LBP are assigned to a single bin.
The number of bins for the histogram is set to be the no.of point+2=18.
For classification we did experiments by using the following set of feature-
vectors.
• LBP (Length of feature vector:18)
• GLCM (Length of feature vector: 15)
• Intensity (Length of feature vector: 5)
• LBP+GLCM (Length of feature vector: 33)
• LBP+Intensity(Length of feature vector: 23)
• GLCM+Intensity(Length of feature vector: 20)
Total 600 RoIs (200 normal, 400 abnormal) has been used in this initial step of
classifying normal and abnormal RoIs. The highest Classification Accuracy
(CA) (87%) has been achieved by using all three feature-set together. To be
consistent, we used same classifiers for all combinations of feature-set. The
set of classifiers included Logistic Classifier, Support Vector machine (SVM),
Neural Network (NN), VQNN, ADTree, BFTree, Random Forest (R.F.), K-
Nearest Neighbor (KNN), Multilayer Perceptron (MLP) and J48. In addition,
10 Fold Cross Validation (10-FCV) scheme is used for results evaluation.
The classification results are presented in terms of Classification Accuracy
(CA) and the ROC curve (AUC) represented as Az. The results by using
LBP, GLCM and Intensity features alone are presented in Tables 6.1, 6.2
and 6.3 respectively, whereas Tables 6.4 and 6.5 are showing the results of
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TABLE 6.1: Classification results by using Local Binary Pat-
tern (LBP) as feature-set.
Classifier Classification Accuracy (%) ± s.d Az value
Logistic 81± 3.41 0.88
SVM 78±4.96 0.74
NN 78±3.15 0.84
VQNN 78±3.15 0.84
ADTree 77±4.71 0.84
BFTree 73±4.95 0.69
R.F 80± 5.87 0.86
IBK (K=5) 77± 3.94 0.82
MLP 79± 3.54 0.87
J48 78± 2.97 0.76
TABLE 6.2: Classification results by using GLCM-based fea-
tures as feature-set.
Classifier Classification Accuracy (%)± s.d Az value
Logistic 78±6.36 0.85
SVM 77±5.89 0.73
NN 76±6.94 0.83
VQNN 76±6.94 0.83
ADTree 74±6.55 0.82
BFTree 74±6.24 0.72
R.F 75±4.99 0.82
IBK (K=10) 78± 4.51 0.83
MLP 80±5.21 0.84
J48 74±6.69 0.78
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possible combination of the features within the selected feature-set. Finally,
Table 6.6 elaborates the results of combining all three feature-set together. In
addition, if results of individual feature-sets are concerned LBP out performs
(CA=81%) GLCM and Intensity-based features. Same highest CA is achieved
(86%) when Local Binary Patterns are combined with either GLCM-based
features or intensity-based features. However, an averaged improved CA
has been observed by the combination of LBP and GLCM. The best classifi-
TABLE 6.3: Classification results by using Intensity-based
features as feature-set.
Classifier Classification Accuracy (%)± s.d Az value
Logistic 75± 6.01 0.82
SVM 75±4.82 0.68
NN 77±4.73 0.85
VQNN 76±4.73 0.85
ADTree 72± 6.35 0.79
BFTree 73±4.37 0.71
R.F 76± 6.99 0.83
IBK (K=4) 76±6.87 0.82
MLP 76± 4.54 0.83
J48 75±6.77 0.79
cation results has been achieved by combining all three feature-set together
with CA=87% and Az=0.91 by using Logistic classifier that shows the signifi-
cance of all three feature-set for the classification of normal and abnormal
RoIs. The confusion matrix for the classification results for normal and
TABLE 6.4: Classification results by combining LBP and
GLCM-based features as feature-set.
Classifier Classification Accuracy (%)± s.d Az value
Logistic 86± 5.06 0.91
SVM 82±4.85 0.80
NN 83± 4.88 0.90
VQNN 83± 4.88 0.89
ADTree 85± 3.92 0.90
BFTree 82± 4.82 0.82
R.F 87± 3.75 0.91
IBK (K=12) 81± 5.81 0.87
MLP 86± 5.78 0.91
J48 81± 2.92 0.79
abnormal RoIs using the GLCM, LBP and Intensity-based feature-set are
presented in Table 6.7. Classification Accuracy is 87% with Az=0.91. Among
all the experimental setup for classification of normal and abnormal RoIs,
we selected Logistic classifier with the combination of all three feature-set
(LBP, GLCM, Intensity) as initial step of segmentation (based on the best
results). After applying this filtering, we end-up with total 417 abnormal
RoIs, from which 206 belongs to benign and 211 belongs to the malignant
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TABLE 6.5: Classification results by combining LBP and
Intensity features as feature-set.
Classifier Classification Accuracy (%) ± s.d Az value
Logistic 86±4.50 0.92
SVM 83±4.61 0.82
NN 83±3.41 0.89
VQNN 83±3.41 0.89
ADTree 83±5.44 0.89
BFTree 81±7.61 0.79
R.F 84±4.89 0.90
IBK (K=9) 81±6.08 0.88
MLP 84±5.40 0.90
J48 82±4.92 0.77
TABLE 6.6: Classification results by combining LBP, GLCM
and Intensity features as feature-set.
Classifier Classification Accuracy (%)± s.d Az value
Logistic 87±4.13 0.91
SVM 83±4.81 0.81
NN 84±5.08 0.91
VQNN 84± 5.08 0.90
ADTree 85±3.96 0.89
BFTree 78± 8.92 0.80
R.F 84±6.56 0.89
IBK (K=7) 82± 6.30 0.88
MLP 83± 5.86 0.90
J48 77± 5.57 0.75
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class. Therefore, for the segmentation of mass region, the count of data
samples used is 417.
TABLE 6.7: Confusion matrix.
Normal Abnormal
Normal 190 43
Abnormal 49 417
6.3.2 Segmenting the mass region
We use simple approach based on grey-level histograms to extract the appro-
priate threshold value to segment mass in the mammographic image. After
applying some preprocessing, we perform simple statistical evaluation of
the image histogram to get the optimal threshold value. The purpose of this
study is to find optimal threshold in order to partition the image into two
regions i.e background and the mass. The detail of the current approach in
presented in subsequent sub-sections.
6.3.2.1 Preprocessing
Two major problems associated with the medical images are low contrast and
the noise issues. It is a common practice in developing algorithm for medical
image processing to apply some preprocessing in order to smooth the image
and to avoid unnecessary details. Gaussian smoothing or Gaussian blur
is commonly used method to smooth the image and reduce the noise and
unwanted details from the image.
G(x, y) =
1
2piσ2
e−
x2+y2
2σ2 . (6.1)
As a preprocessing step, we used Gaussian smoothing on the mammogram
images by using kernel of size 7×7. Guassian function that is used to smooth
the image have been illustrated in Equation (6.1).
6.3.2.2 Threshold selection
After preprocessing, the most important step is to select the optimal
threshold value to segment the mass area in the mammogram. At first, we
computed the histogram function h(x) of the image by setting number of
bins 256. Figure 6.4 a. is showing the histogram of the reference image
shown in Figure 6.5 a. As intensity values corresponding to the valleys of
the histograms are the most appropriate candidates for the best threshold
(as explained in Section 6.1), we identify the possible valleys from the image
histogram after applying the Gaussian smoothing (as preprocessing).
Histogram derivative could be used to find out the peak and valleys from
the gray level histogram (Ismail and Marhaban, 2009). If h(x) is representing
a probability of intensity x, derivative of the histogram function h(x) could
be computed by using differentiation function as explained in Equation (6.2).
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D(x) =
∂h(x)
∂x
. (6.2)
The purpose of computing this derivative is to find the rate of change at
each point in histogram (Figure 6.4 b.). Peak is identified as comparative
high value to its previous value, whereas valley is defined as a compara-
tive low value to its previous one. A simple sign-representation could be
used to represent these peak and valleys within the histogram (Sezan and
Schaetzing, 1992). Sign-representation could be defined as a function whose
domain is all the values from the histogram derivation, whereas the range is
a set with values { -1,0,1 }. If derivative of the histogram D(x) results in value
less than 0, it means its sign-representation is -1, if D(x)greater than 0 then
its sign representation is 1, otherwise the sign-representation of histogram
derivative will be 0. A corresponding sign-representation of the histogram
derivative (Figure 6.4 b.) could be found in Figure 6.4 c., in which a clear
peak and valleys could be identified with the values +1 or -1.
After converting the histogram derivative to sign-representation, all the
a. b. c.
FIGURE 6.4: a. image histogram, b. derivative of the his-
togram function, c. sign-representation of histogram deriva-
tive
values of the derivative function D(x) are being represented as either -1,0
or 1, where -1 means a possible valley of the histogram, +1 means possible
peak and 0 means no change. After that we filter out the valley indexes cor-
responding to values -1 from the histogram derivation sign-representation.
These indexes are actually representing the associated intensity value from
grey level histogram at a particular valley position.
As discussed in Section 6.1, the optimal threshold value is considered to be
exists in one of the intensity from the histogram valleys. If xv is representing
the intensity of a particular valley, we could compute the mean of all possible
valley intensities by using the formula as given in Equation (6.3), where n
is representing a total number of valleys. The optimal threshold value is
considered to be that valley intensity that have minimum distance to the
mean intensity of all valleys (as represented in Equation (6.4) ).
µv =
1
n∑ xv. (6.3)
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thresh = argmin
v
|xv − µv|. (6.4)
6.3.2.3 Binarization and mass extraction
The last step is to binarize the image in order to get the mass area within
the image. Binarization in the process of converting image to two classes,
i.e. foreground and background. Either ’1’ or ’0’ value could be assigned
to the pixels belonging to the background or foreground. For the mass
segmentation we consider the mass as foreground and the remaining region
as background. We assign binary value ’1’ for the pixels belongs to the
mass and ’0’ to the image area other than mass region. After getting the
optimal threshold value thresh (Equation (6.4)). The binarized image I is
then defines as:
∀i,j I(xi, yj) =
{
1, if I(xi, yj) ≥ thresh
0, otherwise
The particular area of the image has been selected, where value ’1’ is repre-
senting foreground area i.e. mass area. The binarized image corresponding
to the reference image (Figure 6.5 a.) is shown in Figure 6.5 b.
It could be seen from the Figure 6.5 b. that apart from the mass region
a. b.
FIGURE 6.5: a. preprocessed Image, b. image thresholding
by proposed method
some other area from the image has also been segmented. In order to avoid
this extra segmentation, we select all the connected components from the
binarized image obtained in Figure 6.5 b. and select only that connected
a. b. c.
FIGURE 6.6: a. thresholding results, b. identifying different
blobs, c. largest blob as final segmentation
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TABLE 6.8: Segmentation categories
0 Very good segmentation with refined shape and clear mass bound-
aries
1 Good segmentation but with slight under-segment or over-
segment results
2 Bad segmentation that are in most of the cases result of wrong
blob selection after Section 6.3.2.3
3 Very bad segmentation that are segmenting totally wrong area
other then mass region
4 Wrong segmentation that are the results of some artifacts in the
dataset
component as a mass region having the largest area. Figure 6.6 is showing
the steps to select the final mass segmentation, The blue area in Figure 6.6
b. is showing the area that have been selected as a result of thresholding
either it do not contained in the actual mass, whereas final extracted mass
area from the reference image could be seen in Figure 6.7c.
a. b. c.
FIGURE 6.7: a. preprocessed image, b. segmentation results
for proposed method, c. mass region from the mammogram
image
6.4 Results and Discussion
For results evaluation, we define 5 categories for the segmentation output
that are described in Table 6.8. Some detail results according to the segmen-
tation categories 0 (first two rows) and 1 (last two rows) could be found in
Figure 6.8, whereas the segmentation results for categories 2 (first two rows)
and 3 (last two rows) are given in Figure 6.9 for both benign and malignant
mammographic images. As can be seen from Figure 6.8, segmentation out-
put corresponding to categories 0 gives reliable results and representing
the mass area with its true shape for both benign and malignant class. One
thing should be noted that in the proposed method that no morphological
operations have been used to refine the mass area. The results corresponding
to category 0 are representing the expected mass area from the mammogram
patches with its true shape.
According to BIRADS categorization of benign and malignant mass (Reston,
VA: American College of Radiology, 2003), benign mass considered to be
appeared as more regular in shapes as compared to the malignant mass.
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FIGURE 6.8: Evaluation results segmentation categories 0
(first two rows) and 1 (last two rows): First and second
rows are illustrating segmentation results for benign and
malignant RoIs for very good segmentation results, whereas
the last two rows defines the segmentation results that are
not very good but acceptable in a way they are segmenting
the mass with some margins for benign and malignant class
respectively.
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From the segmentation results as shown by Figure 6.8 (first row for benign
and second for malignant class), it can be seen that the benign mass appear
as more smooth shapes as compared to the malignant mass. The results
FIGURE 6.9: Evaluation results for segmentation categories
2 (first two rows) and 3 (last two rows): first and second
rows are illustrating segmentation results for benign and
malignant RoIs for bad segmentation results that may be
caused by largest blob detection that ends up with wrong
region form mammogram patch, whereas the last two rows
defines the segmentation results that are very bad and not
acceptable.
on the total 466 images from the dataset (233 benign and 233 malignant)
could be seen from Table 6.9. As could be seen from the Table 6.9 most of the
images have been categorized as 0 that means they have been segmented
with a refined shape with proper mass detection (some detailed segmen-
tation results for benign and malignant class corresponding to category 0
could be seen from Figure 6.10 and 6.11). Category 5 belongs to the images
that contains some artifacts. As current approach based on the intensity
histograms, such artifacts affects the overall segmentation results. Two basic
image distortions are the total thick line on any side of the image and black
area presents at any corner.
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TABLE 6.9: Segmentation results according to defined cate-
gories (0 ... 4)
0 1 2 3 4
Benign 129 16 13 16 32
Malignant 135 22 10 18 26
FIGURE 6.10: Segmentation results for benign class that
corresponds to category 0.
FIGURE 6.11: Segmentation results for malignant class that
corresponds to category 0.
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FIGURE 6.12: Incorrect segmentation results for the mam-
mogram patches containing artifacts. First row is showing a
thick white line on the left side of the image whereas in the
second row a dark area could be seen on right bottom corner
of the image. Clearly these artifacts effects the threshold
results.
6.4.1 Comparison to other thresholding techniques
When compared to Otsu thresholding that is one of the commonly used
thresholding techniques for image segmentation, the visual results makes
a clear difference on most of the images that we used in the current ap-
proach. Comparison of the segmentation results between current method
FIGURE 6.13: Comparison of results of current method with
the Otsu thresholding. First column: Original mammo-
gram images, second column: thresholding results by Otsu
method, third column: thresholding by current approach.
and the Otsu method could be found in Figure 6.13, where second column is
showing the segmentation results by applying Otsu thresholding, whereas
the thresholding results for the proposed method could be found in final
column.
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6.5 Future Work
After selecting the abnormal region, the next step in most of the CAD systems
are to classify the abnormality as benign or malignant. The classification
results strongly depend on the segmentation of the abnormal area if it based
on extracting the mass feature extraction. Keeping into account that the
shape feature are inferior to classify the abnormality as benign or malignant
in the mammograms (Valarmathie, Sivakrithika, and Dinakaran, 2016), we
will try to use the shape of the selected mass to classify the abnormalities as
benign or malignant. In addition we will also try to combine other feature
(texture, intensity, etc.) with the shape to improve the classification results.
6.6 Conclusion
A simplified approach has been proposed for the segmentation and extrac-
tion of mass area within the mammogram images. The proposed method
did not use any complex methods to achieve segmentation, instead simple
histogram statistics have been studied to select the optimal threshold value
for segmentation. Initial results are quite good and are comparable with the
state of the art method used for image segmentation.
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Chapter 7
Texton-based Classification of
Benign and Malignant
Mammographic Masses1
7.1 Overview
In the early research (Julesz, 1981), textons has been proposed as few local
features for the texture discrimination. It has been shown that first-order
statistics of the textons can be used for the purpose of classifying different
textural classes. However, the texton-based approach proposed by Julesz
(1981) did not provide any useful implementation for grey-level images.
Later texton-based approach has been reused by using filter responses (Malik
et al., 2000) as a point in high-dimensional space in order to define the texton
prototypes by applying the clustering on the points corresponds to the filter
responses. They used the textons for the purpose of image segmentation.
Further, 3D textons for image segmentation has been proposed (Leung
and Malik, 2001), in which the images are filtered at different lighting and
viewing points and the final data vectors is the concatenation of all these filter
responses that will be further used for clustering and for the generation of
appearance vectors. In another proposed work Leung and Malik (1999), used
3D textons for classification of textured surfaces. Later Varma and Zisserman
(2005) explored textons using filter responses for material classification
at unknown viewpoint and illumination. In a related work (Varma and
Zisserman, 2009) they demonstrated that the joint distribution of intensity
values over small image patches can be used effectively for classifying
texture of different classes instead of using filter responses.
In medical images, texton-based approaches has been explored in vast areas
(Rampun et al., 2016; Chen, Denton, and Zwiggelaar, 2011b; Zhang, Fisher,
and Wang, 2014; Gangeh et al., 2010) along with some work found for
classifying mammographic masses as either benign or malignant (Li et al.,
2015). As not much work in the literature is found for the classification of
benign/malignant masses in mammograms using texton-based approach,
we explored different variation of texton-based methods for the purpose of
mass classification. The approaches proposed are different from approaches
1Publications from this chapter:
Medical Image Understanding and Analysis. Reference: Z. Suhail, E.R. Denton, A.
Hamidinekoo and R. Zwiggelaar. A Texton-Based Approach for the Classification of Benign
and Malignant Masses in Mammograms. Annual Conference on Medical Image Understand-
ing and Analysis. Springer, Cham, 2017.
IET Computer Vision. Reference: Z. Suhail, A. Hamidinekoo, and R. Zwiggelaar. Mammo-
graphic Mass Classification Using Filter Response Patches. IET Computer Vision, 2018.
116 Chapter 7. Texton-based Approaches
developed in the past for the texture classification (Varma and Zisserman,
2005; Varma and Zisserman, 2009). Filter responses has been used for
the purpose of clustering and generating appearance vectors rather then
taking filter response for a single pixel, filter response for close neighbors
has been used as appearance vector. The chapter is organized as follows:
Section 7.2 provides an overview of the texton-based approach developed
by Varma and Zisserman (2005), Section 7.3 and 7.4 explains about the
current methodologies alongwith the description of the dataset used and the
results evaluation. Finally future work and conclusion has been presented
in Sections 7.6 and 7.7
7.2 Textons
In this section, we will explain the texton-based approach proposed
by Varma and Zisserman (2005). A texton-based approach can be broadly
classified as learning and a classification stage. In learning stage a model
is build based on which the test data is encoded that will be used in the
classification stage. The whole procedure of texton-approach is summarized
here: For the first step, the input image is convolved with the filter banks
FIGURE 7.1: Process of generating texton dictionary from
training data. (a) Input Image (b) Filter Responses (c) Clus-
tering (d) Texton Dictionary learned from all the textures
to generate the filter responses. The filter bank can be initialized with arbi-
trary set of filters (Maximum Response (MR) filters, Schmid (S) filters, etc.).
After getting filter responses for all the images belonging to a particular
class, K-Means clustering is applied on the filter responses generated for a
particular class. The centroid of each cluster corresponds to a texton. In this
way textons has been learned for each of the distinct class from the training
dataset, and the final dictionary is composed of the aggregated textons from
all the classes. If there are N number of classes and for each class T texton has
been defines (in other words k for K-means), the total length of the texton
dictionary will be N × T. The process of generating texton dictionary from
the training data can be seen from Figure 7.1.
The second step of learning includes model generation in which the models
for the training data has been generated based on the texton dictionary
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generated in first stage of learning phase. The training images are again
convolved with the same filter responses that has been used in learning
phase I for dictionary generation. After getting filter responses for all the
training images (for all candidate classes), each filter response is assigned to
the closest texton in the texton dictionary. The final model here corresponds
to the frequency histogram that is representing probability distribution of
each texton within filter response of each image. As each training image con-
tributes towards the model generation, the final count of generated models
will be equal to the total number of training images (hence multiple models
has been generated for each texture class). Figure 7.2 elaborates the overall
process of model generation.
After building the models for each texture class, test images has been gone
FIGURE 7.2: Process of generating model. (a) Input Image
(b) Filter Responses (c) Texton map (d) Model composed of
histogram of texton frequency.
through the same process as that of the images corresponds the the mod-
els build in learning phase II i.e the test images has also been convolved
with the same defined filters and then the histograms for each test image is
computed after assigning each filter response to the closest texton from the
texton dictionary. This histogram is compared with all the possible models
(learnt during learning phase II) and the label of that model is assigned as
label of the test image that is closest to the test image histogram. In work
proposed by Varma and Zisserman (2005) Chi-square statistics has been
used to compare the histogram of the test data with the generated models
by using Nearest Neighbor classification. However, some work exists in the
literature in which instead of using Chi-square statistics (or any histogram
comparison methods), classifiers has been trained for the histograms devel-
oped for the training data and then test on the histograms corresponding to
the test data (Rampun et al., 2016; Chen, Denton, and Zwiggelaar, 2011a). In
this work, we also train a classifier on the learnt features (histograms) and
used the trained model to report final classification results.
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In the following section, we present two different variants of the devel-
oped texton-based approached for the classification of benign and malignant
masses in mammograms. In the first approach, the whole filter response
images has been used for the learning and the classification stages. Whereas,
in the second approach patches from the filter response images has been
explored for the purpose of dictionary generation and model evaluation.
7.3 Whole Filter Responses Approach
Depending upon the complexity associated with the classification of benign
and malignant masses in mammograms because of the appearance similari-
ties exists in both classes and the need of mass classification in developing
CAD systems, we developed a way to classify masses without any segmenta-
tion in order to extract the mass area. Current section presents a supervised
texton-based approach using filter bank responses. Subsequently, a Support
Vector Machine (SVM) classifier is used to classify the images. We evaluated
the results on a subset of publicly available dataset (DDSM) and obtained
classification accuracy of 96% which is comparable to the state-of-the-art
techniques developed for the task of mammographic mass classification.
7.3.1 Dataset
The dataset used in this work is the publicly available Digital Database
for Screening Mammography (DDSM) (Heath et al., 2000a), provided by
the University of South Florida, which is a wide ranging annotated film
mammography repository. It provides approximately 2620 studies of both
mediolateral oblique (MLO) and cranio caudal (CC) views of each breast
provided with a lesion mask if a lesion is present. In our experiment, we
considered mass lesions and used a subset of 400 cases, comprising 200
benign and 200 malignant image lesions. DDSM images are grey-level
images with the bit depth of 16 bits per pixel. The cases were randomly
selected from the whole dataset. Figure 7.3 represents benign and malignant
examples from this database accompanied by their respective annotations.
Using the annotated RoI, a bounding box of the mass was extracted and
subsequently all the lesion patches were resized into 256×256 pixels as
shown in Figure 7.3. Additionally, Figure 7.4 shows various typical patches
used in our experiment from both benign and malignant classes.
7.3.2 Method
We used a texton-based approach for the classification of benign and malig-
nant masses in mammograms using statistical distribution filter responses.
We convolve 53 different filters with the training images to get textons. The
detail of the proposed method can be found in subsequent sections. After
getting the filter responses and applying some preprocessing, we proceed
to the learning phase which is composed of two steps; Step I is generating
the texton dictionary and Step II is model generation. The last stage we
report are the classification results for benign and malignant mammographic
masses by using a Support Vector Machine (SVM) as classifier.
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FIGURE 7.3: Process of extracting patches from mammo-
graphic images containing abnormality, top row shows an
example of a mammogram containing a benign abnormality,
the annotation, bounding box around the mass, the extracted
lesion and the resized RoI. The bottom row represents the
same process of RoI selection for malignant mass.
FIGURE 7.4: Samples of malignant and benign mammogram
patches from the reference database.
7.3.2.1 Getting filter response
As the first step, we pick the images from both classes and convolve them
with filters. In this study, we have selected a combination of 53 filters from
the proposed Maximum Response (MR) and Schmid (S) filter banks (Varma
and Zisserman, 2005)2 which are depicted in Figure 7.5. The first 38 filters
are obtained from the MR8 filter bank and is a mixture of an edge filter at six
orientations and three scales ((σx, σy) = (1, 3), (2, 6), (4, 12)), a bar filter at
the same orientations and scales, a Gaussian and a Laplacian of Gaussian at
σ = 10. The other 13 filters are obtained from the S filter bank which consists
of various isotropic Gabor-like filters of the form:
F(r, σ, τ) = F0(σ, τ) + cos(
piτr
σ
)e−
r2
2σ . (7.1)
2http://www.robots.ox.ac.uk/~{}vgg/research/texclass/filters.html
120 Chapter 7. Texton-based Approaches
with: (σ, τ) = {(2, 1), (4, 1), (4, 2), (6, 1), (6, 2), (6, 3), (8, 1), (8, 2), (8, 3), (10, 1),
(10, 2), (10, 3), (10, 4)}. The characteristics of these selected filters are:
rotationally invariant, isotropic and anisotropic, multi-scale and multiple
orientations which make the filters capable of generating good features for
various types of mass textures. The applied results of the mentioned filters
on one of the patches from the input dataset is shown in Figure 7.6.
Before going to the subsequent steps (training and classification), we
normalized all the filter responses to zero mean and unit variance. This stan-
dardisation will take all the filter responses to the same range. Experiment
showed that this preprocessing improves the overall classification results.
FIGURE 7.5: Combination of MR and S filter banks.
FIGURE 7.6: Filter responses on a sample image from the
input dataset.
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7.3.2.2 Learning: step I [generating texton dictionary]
Training stage starts with making a texton dictionary. After getting filter
responses for all the input RoIs (53 response images per RoI) for each class,
we apply K-means clustering on the filter responses to define the clusters
for each class separately. At this stage, we define 15 clusters per class i.e
for benign and malignant. Experiments shows that 15 clusters is an appro-
priate cluster representation for 200 samples/class (some more results on
the different setting of number of clusters could be found in Section 7.3.2.4).
Therefore, 15 clusters for benign and 15 for malignant class has been defined
based on the filter responses. The cluster centroids are referred to as textons.
In this way, we get 15 textons for benign and 15 for the malignant class and
aggregating the textons from both classes, a texton dictionary is formed that
composes 30 textons. The detailed steps involved in creating texton for each
class can be found in Figure 7.7.
FIGURE 7.7: Process of generating texton dictionary.
7.3.2.3 Learning: step II [model generation]
Step II of the learning process is also a part of training, where a model is gen-
erated for each training image using the texton dictionary. For each image
(both for benign and malignant class) a texton histogram will be computed.
As explained in Section 7.3.2.1 each image is convolved with 53 filters and
the filter responses for all the images in the dataset have been generated.
Each filter response has been assigned to the closest texton from the texton
dictionary. In order to measure the distance between two textons, the Eu-
clidean distance between each image response and the texton is calculated.
After assigning all image responses to textons, the frequency histogram for
all the textons occurrences in a ROI is computed. The final model consists of
normalised frequency histograms for filter responses which represents the
probabilistic distribution of textons. Figure 7.8 is showing the steps required
to generate the model for the texton-based approach.
7.3.2.4 Classification
The normalised texton frequency histograms are utilized as features for
classifying a ROI as benign or malignant. A Support Vector Machine
(SVM) is used for classifying the images. As explained in Section 7.4, 200
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images for the benign class and 200 for the malignant class are used for this
experiment. In addition, we took 1 lesion/patient to make sure no sample
image for the same patient is used for training and testing phase (as in
DDSM database more than one mass annotations are available for the same
patient). Using SVM (10 Fold Cross-Validation) as a classifier, the accuracy
of 96% is achieved by using histogram of textons frequency map as the
feature set. From 200 benign images, 192 are correctly classified as benign.
Whereas, for malignant image, 193 samples are classified as malignant from
total of 200 images. Applying 10 runs of 10 Fold Cross-Validation (10FCV),
again the accuracy of 96% (with standard deviation 2.98) maintained that
shows the stability of the developed model.
Discussion
The results of texton-based classification depends on the number of
clusters or the size of the texton dictionary used during the learning phase
of texton dictionary. We evaluated the proposed method on cluster size 10
and 5 for each of benign and malignant class in order to show the effect of
different cluster sizes on the overall classification accuracy (in addition to
cluster size 15 that is used for the experiments). The classification accuracy
is 92% when 10 clusters per class were used and 89% for 5 clusters per class.
Classification accuracy increases to 96% by increasing the size of texton
dictionary to 15 textons per class. This also verifies the argument of Varma
and Zisserman (2005) that the performance of the classification using texton
methods improves by using largest texton dictionaries. On the contrary, the
algorithm takes more time to execute by increasing the number of clusters,
therefore keeping in view the time and memory requirements we keep
the cluster size to 15 without compromising the classification accuracy.
The results of classification results using different size of texton dictionary
can be seen from Table 7.1, using SVM classifier and 10 FCV classification
scheme. Top 10 classification results in terms of decreasing Classification
FIGURE 7.8: Process of generating a texton-based model.
Accuracy (CA) can be seen in Table 7.2. The results has been provided for
10 different classifiers including Support Vector Machine (SVM), Logistic,
MultiLayer Perceptron (MLP), Fuzzy Neural Network (NN), BayesNet,
K-Nearest Neighbor (KNN) with k=1, RandomForest, ADTree and J48. The
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TABLE 7.1: Classification results for benign and malignant
masses using different sizes of texton dictionary.
No. of clusters Classification Accuracy (%) Standard Deviation
5 89% 4.22 ±
10 92% 4.12 ±
15 96% 2.75 ±
TABLE 7.2: Classification results for benign and malignant
masses using different sizes of texton dictionary.
Classifier Classification Accuracy (%) Standard Deviation
SVM 96.59% 2.75 ±
Logistic 96.16% 2.71 ±
MLP 95.94% 2.98 ±
NN 95.64% 3.11 ±
VQNN 96.64% 3.11 ±
BayesNet 95.42% 3.00 ±
KNN(K=1) 95.32% 2.92 ±
RandomForest 93.71% 3.65 ±
ADTree 90.80% 4.05 ±
J48 88.92% 5.24 ±
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results for different classifiers also shows good classification results. The
results in the Table 7.2 has been computed using 10 runs 10 FCV.
7.4 Patches Approach
In this section, a supervised patch-wise texton-based approach is devel-
oped for the classification of mass abnormalities in mammograms, where
patches from the filter bank response images are utilised for generating the
texton dictionary instead of whole filter response images. Unlike the texton-
based work proposed by Li et al. (2015), who used various sub-sampling
techniques before applying a texton based approach, we used a minor modi-
fied version of the texton-based approach on the original dataset without
applying any sub-sampling. We subdivide the filter responses into small
patches and then used those patches to build texton dictionary. The pro-
posed work used the patches from the filter response images rather then
the raw data patches (Varma and Zisserman, 2003) from a single image to
build the model and subsequently for classification. The reason of using
filter response images rather then raw image patches is the clear difference
of Classification Accuracy achieved by using patches from the filter response
images rather then the raw image data (explained in Section 7.5.1). So the
novelty of this method is that the aggregation of several pixel responses for
each filter response image that is more useful in getting useful descriptors
for the classification of benign and malignant mammographic masses.
The overall process consists of four main steps i.e dataset generation, ob-
taining filter responses, model generation and classification. The details of
each step are described in subsequent sub-sections. An overview of the full
methodology is shown in Figure 7.9.
FIGURE 7.9: Generating the texton dictionary from patches
of filter responses. As could be seen from the figure, all
filter response images are sub-divided to patches of size 7×7
before texton dictionary generation.
7.4.1 Data preparation
In this experiment, a subset of 300 cases randomly selected mass lesions in
the Digital Database for Screening Mammography (DDSM) dataset (Heath
et al., 2000a) (Same database that has been used for the first approach).
The selected subset of the DDSM dataset comprising 150 benign and 150
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malignant cases. Using the annotated Region of Interest (RoI) provided
as a part of the dataset, a bounding box of the mass was extracted and
resized to 224×224 pixels. From the selected dataset, 200 cases (67%) are
used for model generation and 100 cases (33%) are used for evaluation of
the proposed method. The dataset is partitioned into training and testing in
such a way that no abnormality from a same patient was included in both
training and testing data (in the DDSM dataset some cases contain more
than one abnormality). So the overall process of dataset generation is the
same as that of Approach 1 (Figure 7.4.1).
7.4.2 Filter bank generation
A combination of 53 filters from the Maximum Response (MR) and Schmid
(S) filter banks (Varma and Zisserman, 2005) are selected which are shown in
Figure 7.5 (as used in first approach). The details of these filters are already
been provided in Section 7.3.2.1. These filters are then convolved with each
of the patches prepared in the dataset (Section 7.4.1) making each response
image size equals to 175×175. The resulting filter responses on one of the
sample patches from the input dataset is shown in Figure 7.6. Following the
procedure explained in Section 7.3.2.1, the filter responses are normalized to
zero mean and unit variance to improve classification results.
7.4.3 Model generation
After getting filter response images, each RoI is sub-divided into 7×7 patches.
The number of patches extracted from each filter response image is 625 (size
of filter response image 175×175, ends up with 25×25 patches each of size
7×7). As already explained in Section 7.4.1, training data comprises of
200 images (100 benign and 100 malignant) and there are total 53 filter
responses for each RoI, we get 3,312,500 patches for each of the benign and
malignant class. The patches were extracted in a non-overlapping fashion;
additional patches could be extracted, but this was not done at this stage due
to computer memory restrictions. All the extracted patches are converted to
1D vector of length 49. At this point training data for a particular class c is
defined as:
Dc∈(benign|malignant) = [X1, X2, X3, ...Xm]. (7.2)
where m=3,312,500 and Xi is defined as:
Xi = [y1, y2, y3, ...yn]. (7.3)
with n=49, and Xi is a 1D vector representation of a 7×7 patch.
After training data generation, a texton dictionary has been build using
K-means clustering as in Varma and Zisserman (2005), where they build k
textons by solving the following optimization problem for a particular class
c.
argmin
T
k
∑
j=1
∑
Xk∈Dc
‖Xk − Tj‖22. (7.4)
After applying K-means clustering for each of the benign and malignant
classes, training data for both classes has been partitioned to k clusters and
the texton Tj is referred to by mean vector of a particular cluster j (j ≤ k). For
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the current work, we used 10 clusters for each of the benign and malignant
classes (10 textons/class). The final texton dictionary was generated by
merging the textons from both classes. This specification leads to 20 textons
(T1, T2, T3, ... T20) from which 10 textons belongs to the benign class (T1 ... T10)
and 10 to the malignant class (T11 ... T20). The texton dictionary is then used
to generate the feature vector for the test data. Based on our experiments,
10 clusters is an appropriate cluster representation for 200 samples/class
considering memory and computation expense (see Section 7.5).
In the work proposed by Varma and Zisserman (2005), the final model
consists of the frequency histogram where the histograms are representing
the probability distribution of each texton for each training sample (therefore
the total number of models will be equals to the total number of training
samples that has been used for model generation), whereas in the proposed
approach the final model comprises of the textons (cluster centroids), which
will be used to generate the features and perform evaluation.
7.4.4 Model evaluation
In the evaluation, a feature-set is generated for the test data based on the
model developed in Section 7.4.3. For feature-set generation, the same initial
steps are repeated with the test data i.e. after getting filter response for each
RoI from the test dataset, the filter response images are divided into 7×7
patches and subsequently converted to a 1D vector. The next step is to assign
each data vector to the closest texton from the texton dictionary (generated
in Section 7.4.3). The Euclidean distance is used as the metric to estimate
the similarity. After that frequency histograms are generated for each filter
response, where each bin of the histogram is representing the frequency
of a particular texton in a particular filter response image. Figure 7.10
is showing the process of generating a frequency histogram from one of
the filter response image from the test data. Such histograms have been
generated for each of the 53 filter response images for each test RoI, making
53 histograms for a single test image. The final feature-vector is represented
by aggregating the texton distribution for all 53 filter responses for a test RoI,
resulting in a feature vector with dimension equal to 1060 (i.e 20 × 53). The
most salient features are extracted (to reduce the data dimensionality) using
Weka (Hall et al., 2009), where CfsSubsetEval attribute evaluator has been
used along with the BestFirst search method. CfsSubsetEval evaluates the
level of a subset of attributes by evaluating the individual predictive ability
of each feature along with the degree of redundancy between them. Whereas,
the BestFirst search method searches the subset of the total attribute space
by using greedy hillclimbing with added backtracking facility. In this way
the total attributes has been reduced from 1060 to to 14 (a considerable effect
on the classification performance). Varma and Zisserman (2005) used K
Nearest Neighbour (KNN) approach for the final classification, where they
used Chi-square statistics to compare the histogram corresponding to the
test data with the histograms that has been generated as a model. Whereas,
here we used a Naive Bayes classifier using bootstrap aggregation to report
the final classification results.
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FIGURE 7.10: The process of generating histogram from a
test image. Each red box within one particular filter response
corresponds to a 7×7 patch that has been assigned to the
most similar texton from the texton dictionary (Figure 7.9).
Finally a frequency histogram is generated for one filter re-
sponse image that is representing the frequency distribution
of all the textons contained in the texton dictionary for a
particular filter response.
7.5 Results and Discussion
We evaluated the developed approach on the DDSM dataset, where the test
data consisted of 100 images (50 benign and 50 malignant). Test data is
prepared in a way that only one mass will be included as a test instance for
one case (as mentioned in Section 7.4.1). 10 Fold Cross Validation (10-FCV)
scheme has been employed for results evaluation. The obtained Classi-
fication Accuracy is 83% with Az equals to 87%. The confusion matrix
is shown in Table. 7.3. In medical application, the sensitivity and speci-
TABLE 7.3: Confusion Matrix by using filter response
patches.
Benign Malignant
Benign 41 9
Malignant 8 42
ficity are also reported where sensitivity tells about the ratio of the posi-
tive cases (existence of symptoms) that are identified as positives, whereas
specificity gives information about proportion of negative cases (absence
of symptoms) that are correctly identified as negatives. The sensitivity
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and specificity of the proposed method is reported to be 84% and 82% re-
spectively, which are computed as Sensitivity = TruePositiveTurePositive+FalseNegative , and
Speci f icity = TrueNegativeTrueNegative+FalsePositive , where True Negative (TN) means a be-
nign mass is reported as benign, False Positive (FP) indicated a benign mass
is reported as malignant, False Negative (FN) represents a malignant mass
is reported as benign and True Positive (TP) represents a malignant mass is
reported as malignant.
Area under the ROC curve (Az) is another measurement to report the classi-
fier’s performance (Beck and Shultz, 1986). The ROC curve for the proposed
method can be seen in Figure 7.11. The value of Az for the proposed method
is 0.87 and the Standard Error (SE) for the ROC curve (defined by Hanley
and McNeil (1982)) is equals to 0.001 which is computed as:
SE =
√
Az(1− Az) + (nm − 1)(Q1 − A2z) + (nb − 1)(Q2 − A2z)
nmnb
. (7.5)
where nb and nm are the number of cases belonging to the benign and
malignant class respectively and Q1 and Q2 are defined as:
Q1 =
Az
2− Az . (7.6)
Q2 =
2× A2z
1+ Az
. (7.7)
Evaluation results of texton-based approach are highly influenced by the
FIGURE 7.11: ROC curve for the proposed method plotted
the False Positive Rate (FPR) against True Positive rate (TPR).
number of clusters (or textons) defined for K-means clustering. We investi-
gated the effect of the size of texton dictionary for the overall performance.
As could be seen from Figure 7.12 that the best results in terms of CA(%) and
Az value is obtained by setting the number of clusters equal to 10 per each
class (benign and malignant), with the size of texton dictionary equals to 20.
In the original work proposed by Varma and Zisserman (2005), they men-
tioned that the overall classification results are improved by increasing the
size of clusters per class. Whereas, in the proposed approach we noticed that
the results has been improved upto some extent by increasing the number
of clusters and then decreases.
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FIGURE 7.12: Classification Accuracy (%) and Area Under
the RoC (Az) evaluation for different setting of no. of clusters
per class.
7.5.1 Results on raw image patches
According to texton-based work presented in the past (Varma and Zisserman,
2009), the overall classification is improved when raw data patches from the
images (representing textures) are taken instead of using filter responses.
The authors concluded that filter responses are not necessary and the raw
image data can be used to classify the texture classes by extracting patches
of very compact size (Varma and Zisserman, 2009). This section presents
some classification results when raw image data has been used instead of
using the filter response images.
To be consistent with the approach presented for the mass classification
using filter responses, again the dataset comprises 200 RoIs (100 benign and
100 malignant) for training and 100 (50 benign and 50 malignant) for testing.
The original image RoIs from the dataset were resized to 175×175 (for the
filter-based method it was 224×224 and reduces to 175×175 after getting
filter responses). After that patches of size 7×7 were extracted from each RoI
representing the mass region. The patches are extracted in an overlapping
fashion in order to get more samples from the training images to capture
additional data variation. In total 28,561 patches of size 7×7 were extracted
for a single RoI. For training 2,856,100 patches were extracted for each of
the benign and malignant class. For K-Means clustering k is set to 10, which
resulted in 10 clusters for each of the benign and malignant class. The overall
set-up is quite similar to the approach presented in Section 7.3.2.1 except that
the patches are now representing the raw image data instead of using filter
response images. After generating the texton dictionary, test data was used
with a similar processing pipeline. After that a histogram was generated for
each test RoI after assigning each raw image patch to the closest texton. This
histogram is then used as a feature for classifying benign and malignant
masses but the length of the feature vector in this case in 20 instead of 1060
in case of using filter response patches.
The classification setup is also same i.e. using a Naive Bayes classifier and
a 10 FCV scheme. After attribute selection the total number of attributes
was reduced to 5. The final Classification Accuracy (CA) when using raw
image patches is 70% with the Az value equal to 73%. The confusion matrix
for this experiment can be seen in Table 7.4 which shows a considerable
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difference in terms of true and false classified instances compared to the
results in Table. 7.3. From the classification results presented, it is clear that
TABLE 7.4: Confusion Matrix by using raw image patches.
Benign Malignant
Benign 34 16
Malignant 14 36
unlike the material texture classification (Varma and Zisserman, 2005), filter
responses are more useful for classifying benign and malignant masses. The
reason is that both benign and malignant mass areas are very similar in
terms of intensity values, but the filter responses are useful for producing
more distinct feature to classify both classes.
7.6 Future Work
According to texton-based work proposed in the past (Varma and Zisser-
man, 2003) for texture classification, image intensity values can be used for
generating textons instead of using filter responses. Such intensity based
textons have been investigated in the past for medical images (Rampun
et al., 2016; Chen, Denton, and Zwiggelaar, 2011b; Li et al., 2015) in order to
achieve good classification results. In the future, we will try to implement
the approach proposed by Varma and Zisserman (2003) in which they used
the intensities to generate the texton dictionary. In addition, in the current
method, we used the whole mass patch to extract the filter responses, in
future we will try to investigate the texton-based approach for the classi-
fication of benign and malignant masses in mammograms by using mass
patches (patches of size 3×3, 5×5, etc. from the mass area) as input (using
raw image patches) and then compute the joint probability map for the
whole image. Previous study revealed a considerable effect of the size of
the patch for using image sub-patches for texton-based approach (Rampun
et al., 2016). We will also try to investigate the effect of using different patch
sizes on the overall classification performance.
For the patch-based work (Section 7.4) a patch size of 7×7 has been used
for both building the model and performance evaluation. In future, we will
examine the effect of using patches of different sizes (3×3, 5×5, 9×9, etc.)
on the overall classification accuracy. In addition the effect of using different
size of texton dictionary (different number of clusters) will be further studied
to end up with the best combination of patch size and the size of the texton
dictionary in terms of good classification accuracy. In the method proposed
by Varma and Zisserman (2005), classification accuracy increased by increas-
ing the number of clusters, whereas in the current method at a certain point
the classification performance degrades by increasing the number of clusters.
This significance difference between the texton-based approach (Varma and
Zisserman, 2005) and the current patch-based method need to be explored
in order to highlight the significant difference between the current method
and the original texton-based method (Varma and Zisserman, 2005).
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7.7 Conclusion
In this chapter, two supervised texton-based approaches are utilized to
classify pre-detected mass abnormalities in mammograms as benign or
malignant. For both proposed approaches filter band responses on a specific
input patch size are extracted to construct the texton dictionary. For first
approach the whole filter response image has been used to construct the
texton dictionary and then the normalized texton frequency histograms
are used as features for a SVM classifier. The results for this approach are
evaluated on a subset of DDSM dataset and achieved the the accuracy of
96%.
For the second method, the patches from filter responses are used to make
the texton dictionary and texton frequency histograms from all 53 filter
responses for each RoI are aggregated to form features for classifying the
benign and malignant masses. The proposed model is evaluated on a subset
of DDSM dataset (300 cases). Results achieved from both versions of texton-
based approach for the classification of benign and malignant masses in
mammograms are quite satisfactory.
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Chapter 8
Content-Based Retrieval and
Classification for
Mammographic RoIs
8.1 Overview
Content Based Image Retrieval (CBIR) is an active area of research from
many years. The need of more reliable CBIR system in medical domain is
obvious because of the large dataset that is being used in clinical studies.
Additionally, in medical field the query response will be more beneficial
if it returns some count of similar images that of the query image to help
diagnostics by looking into the previous clinical decisions to similar cases.
The most critical aspect of CBIR system is to find out the similarity measure
to extract the relevant images. In many Computer Aided Detection (CAD)
systems, CBIR is considered to be an essential component so that to respond
radiologists in more supportive way.
In this chapter, we present a novel CBIR method for normal and abnormal
mammograms. The feature-set used in this study as similarity measure is
intensity-code, generated from image after processing it at multiple layers.
The classification results are satisfactory based on retrieved intensity-codes
(Max. Classification Accuracy: 86%, Max. Area Under ROC Curve: 0.92).
The proposed method respond to un-seen image for all tissue densities
with the possible image classification (normal/abnormal) along with some
similar image from the database based to give more confidence of the radiol-
ogist’s diagnosis. The chapter is organized as follows: Section 8.2 presents
an overview of the methods developed for CBIR, Section 8.3 explains the
dataset used for the experiments, current method is presented in Section 8.4,
Section 8.5 is about results and detailed discussion on the achieved results,
finally Sections 8.6 and 8.7 explains about the future work and the conclu-
sion.
8.2 Problem Background
Along with CAD Content Based Image Retrieval (CBIR) has also become
an area of interest for researchers because of its need in clinical practices.
One of the perspective of using CBIR based CAD systems is to increase teh
radiologist’s confidence for image diagnosis (Zheng, 2009). Picture Archival
and Communcation System (PACS) (Siegel, 1999) are being used for many
years for the purpose of storage and retrieval of patient’s information and
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the images in an efficient way. However, in PACS images are stored and
retrieved on textual information not on the basis of image contents. Unlike
text-based searching methods where the query comprises a word or sentence
to find the relevant text, in medical field querying image means to extract
the most relevant images to the query image. Image retrieval methods based
on image contents could be used with PACS to improve and enhance the
image retrievals.
The key to success in developing a reliable CBIR system is the similarity mea-
sure used to compare the reference image with the images in the database in
order to extract the most similar images. The images are compared on the
basis of the extracted features (color, histograms, textures, etc. (Kato et al.,
1992; Niblack et al., 1993) and then these extracted features are compared to
find the most similar images from the database.
There exists methods in the past that used the textual description from pa-
tient records or from previous diagnostics report by radiologists
(Bozec et al., 2000; Hersh et al., 2001) in order to retrieve the images in
CBIR system. However, some researcher argued that such text-based image
retrieval have nothing to do with the contents of the image and rather such
systems should be termed as content-based queries (Westerveld, 2000).
CBIR aims to extract image features that could be used to compare the query
image with the other images in the database. In medical field many CBIR
methods has been proposed to efficiently retrieve the query image responses.
The visual features used as image similarity measures in the past are textural,
color, histogram (Wei, Li, and Wilson, 2005; Honda, de Azevedo Marques,
and Rodrigues, 2003; Felipe, Traina, and Traina, 2003; Liu et al., 2000). Felipe,
Traina, and Traina (2003) used several texture features (gradient, variance,
entropy, energy, homogeneity, 3rd order moment, inverse moment) for com-
paring medical images. They reported the best results (90% accuracy) by
combining gradient, entropy and homogeneity as compared to using single
feature as similarity measure. Liu et al. (2000) proposed a content-based
retrieval method for lung Computed Tomographic (CT) images. They ex-
tracted the texture features using Fast Fourier Transform. In their work the
users are allowed to select a rectangular region in order to find the similar
images. In addition the training images are also being marked as rectangular
region. They reported 92% accuracy in image retrieval with 22% of block
size displacement.
Breast cancer is considered to be the second leading cause of death after
lungs cancer. Mammography is one of the most reliable system so far to
identify most of the abnormalities in human breast (Tabar et al., 2003; Kolb,
Lichy, and Newhouse, 2002). Unfortunately mammography is not always
100% accurate. It may cause to false positive or false negative results (Hub-
bard et al., 2011). With the increase of the screening programs to early detect
the breast cancer the number of mammogram (or digital breast X-rays) also
increases. Research is going on towards developing methods for CBIR for
mammograms to manage the retrieval and access of such large number of
mammograms. Such CBIR can be incorporated as an initial step to CAD
systems to assist the radiologist by looking into the previous diagnostic
results to similar images before making any decision. However, the work in
the direction of Mammograhic-CAD system incorporated with CBIR facility
is not too much.
Wei, Li, and Wilson (2005) used Gray Level Co-occurrence Matrices (GLCM)
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to extract 11 textural features from each Region of Interest (RoI). They re-
trieved images by using most significant features after applying some nor-
malization. They reported maximum precision of 51% and recall of 19%
were obtained using GLCM at distance d=5. Another texture based CBIR
method for diagnosis of breast lesions according to Bresat Image Reporting
and Data Systems (BI-RADS) (D’orsi et al., 2003) categorization is developed
by Honda, de Azevedo Marques, and Rodrigues (2003). They extracted 14
Haralick’s features (from Spatial Gray level dependence (SGLD) matrices)
as image descriptors for image retrieval. In order to reduce the dimension-
ality of the feature space they used Principal Component analysis (PCA).
They reported precision between 25% and 100% for classification based on
BI-RADS. In another work proposed for CBIR framework for mammograms
containing clustered micro-calcifications (El-Naqa et al., 2002), two-stage
hierarchical approach (using neural network and Support vector Machine
(SVM) has been proposed. The first stage filtered the images that are very
different from the query image and in the second stage Similarity Coeffi-
cients (SCs) are predicted for the query image and the remaining images in
the database after first stage. Images with highest SCs are then retrieved
from the database. (Deserno et al., 2011) presented a CBIR system based
on the breast density together with the lesion. They used in total 10,509
mammogram from different data sources. The used 2-Dimensional PCA for
feature extraction and image retrieval.
In another work (Singh, Gupta, and Srivastava, 2015), a CBIR system is pro-
posed to retrieve the normal and abnormal mammograms from the database.
After segmenting breast area from the mammogram, several features (breast
shape, statistical, etc.) has been extracted as similarity measure of the query
image. They reported the results in terms of precision and recall of the
relevant images retrieved from the database. In a later work (Singh, Sri-
vastava, and Srivastava, 2018), they reported an improved results for CBIR
system developed for retrieval of normal and abnormal mammogram with
an average precision of 72% and 61.30% for both classes respectively.
We propose a novel method in order to develop a CBIR method for normal
and abnormal mammograms. The method used rectangular RoIs and gen-
erate intensity-code based on the pixel’s gray level intensity values. The
intensity-codes are then used as a feature to check the similarity of the query
image with the images in the database. In addition, the method output the
candidate class of the query image. The existing CBIR methods developed
so far for the mammograms, used features (texture, intensity, etc.) extracted
from the images (Wei, Li, and Wilson, 2005; Honda, de Azevedo Marques,
and Rodrigues, 2003; El-Naqa et al., 2002). These features are normally
specific to the application at hand.
The chapter is organized as follows: Section 8.3 describes the dataset that is
being used , Section 8.4 explains the proposed method, Section 8.5 presents
the results along-with discussion, Section 8.7 concludes the current work
and Section 8.6 discusses about the future work.
8.3 Dataset
The dataset used for this work are from Image Retrieval in Medical Applica-
tions (IRMA) (Deserno et al., 2011). IRMA is a project aimed at development
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FIGURE 8.1: Sample images from the reference database: top
row: normal mammogram patches, bottom row: abnormal
mammogram patches
of high-level methods for content-based image retrieval. One of the sub-
set of the data provided by IRMA consists of patches from mammograms
belonging to four tissue-density classes i.e fatty, fibro-glandular, heteroge-
neously dense and extremely dense, For each tissue density three assessment
classes (normal, benign and malignant) are defined.There are total 12 classes
(4 tissue type and 3 assessments), and for each class there are 233 mammo-
patches available (size 128×128). For this work we extracted 2 assessment
categories i.e. normal and abnormal (for malignant cases) for the purpose
of mammograms indexing and classification. 200 patches are extracted for
each of normal and abnormal mammograms (considering benign and malig-
nant as common class i.e. abnormal) from 4 tissue density classes. In this
way the total dataset comprises of 1600 mammogram patches (200 for each
normal/abnormal and for 4 tissue densities), from which 1200 RoIs (75%)
has selected randomly for training and 400 (25%) for testing the proposed
method. Some mammogram patches from the IRMA dataset corresponding
to fatty tissue density class can be seen in Figure 8.1, where the top row is
showing 5 sample of normal mammo-patches, whereas bottom row shows 5
abnormal mammo-patches from the reference database.
8.4 Proposed Method
The proposed method start with pixel’s grey level intensity values in order
to generate the features to check the similarity between the query image and
the images in the dataset. The process of generating the features “intensity-
codes” consists of multiple layers. At each level the problem size is reduced
and the comprehensive information for a particular image area is computed.
The subsequent sections are providing the details of the proposed method.
8.4.1 Feature extraction
The most important step in building CBIR system is to define image
descriptors that will be used as similarity between the query image and
the images in the database. The feature that we used to compare the
images in the proposed method is 11-digit “intensity-code”. The procedure
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of generating this intensity code could be seen from Figure 8.2 and Figure 8.3.
8.4.1.1 Multiple-layer processing
At first, the image is downsized to half the size of the image by using
’Bicubic’ interpolation. After that the image sizes has been reduced to 64×64
from 128×128. This resizing is performed to reduce the computational cost
required to extract the image features. The resized image is then converted
to 1-dimensional array. This flattened image comprises the first layer of the
multiple-layer processing. The structure of the multiple-layer processing is
defined by the number of layers and the block size for each layer. The block
size defines size of the entries processed at a time. We defined four layers
(Layer1, Layer2, layer3 and layer4) with the block size of 8 for first two layers
and block size of 4 for last two layers. At Layer1 (that is representing image
intensities after resizing), all the entries are divided into blocks equal to
block size defined for Layer1 (block size is 8 for this layer) and the mean for
all the blocks are computed. Each mean value corresponds to a new entry at
the next layer i.e. Layer2. At subsequent layers the process continues and for
each previous-level layer the mean of entries equal to the block-size of that
layer computed and makes the new entry for the next-level layer. At Layer4
the process ends up with 4 entries, that are actually representing high-level
representation of the original image intensities as four integer values. This
4-digit value can be used for the classification as well as to extract the similar
images from the dataset. In medical images one of the important aspects
associated with the data storage and retrieval is the data protection, i.e. the
data is encrypted to avoid illegal data access. The subsequent sections will
add extra encryption to this 4-digit generated value to make data more
secure as well as the final form of the encrypted key can be used for both
data indexing as well as for classification. However, the approach for data
encryption is one of the possible ways that could be used to encrypt the data.
8.4.1.2 Binary pattern
The entries at Layer4 corresponds to the information that could be rep-
resented as a feature to represent the image. In order to generate more
meaningful features (for data encryption), we convert each of the entry at
level-4 to corresponding binary value. The binary values are represented
by 8-digits as the total possible intensity values could be at-most 255 (to
store value 0-255 maximum 8 binary digits are required). The next step is to
combine the binary patterns for 4 entries at Layer4. As we have 4 entries at
Layer4 and each entry is saved in 8-digits, the length of the combined binary
patterns will be 8×4=32 digits. The process of converting 4 integer values to
corresponding binary pattern Figure 8.3 (a,b).
8.4.1.3 Intensity-code
The binary pattern generated in Section 8.4.1.2 represents useful information
but that binary pattern could not be used to retrieve/classify the image. In
order to convert this binary pattern to more refined feature, we convert this
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FIGURE 8.2: Process of converting the image intensity values
to 4-digit number
32-digit binary pattern to corresponding decimal number. One important
point at this step is that there could be some binary patterns whose length
is less than 8 (binary pattern for integer 126 is 1111111). When we combine
such binary patterns together the length of the final pattern may be less then
32. Before converting the binary pattern to the decimal value, we extend
the length of the binary pattern to 33 by appending blank spaces on the left
of the pattern to zero (in order to make the length of binary pattern to 33).
The purpose of making length binary pattern to 33 is make it divisible by
3, because subsequently we convert each consecutive three binary digits to
corresponding integer value. With the 3-digit binary pattern the maximum
integer value is 7 and therefore it will be 1-digit integer value. By converting
all three consecutive binary values to the corresponding integer and then by
combining all the digits together, we end-up with 11-digit decimal number.
The training data consists of all the training images along-with the 11-digit
intensity-code and the corresponding class label (as could be seen from
Figure 8.4).
8.4.1.4 Run-time query
For the query image the same process is repeated as with the training images
for the generation of the 11-digit intensity-code. The corresponding code
for the query image in then compared with the intensity-codes for training
images. Euclidean distance is used to compare the similarity between the
intensity-code of the query image with all the images in the training set. The
label of that intensity-code is assigned to the query image which has the
minimum Euclidean distance with the intensity-code of the query image. In
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FIGURE 8.3: Process of converting 4 decimal numbers to
11-digit intensity-code. a. converting the 4 decimal values to
corresponding binary values, b. binary values of all 4-digits
has been merged, and trailing zeros are added to make the
length of the combined binary pattern to 33, c. consecutive
three binary patterns has been converted to corresponding
digit resulted in 11-digit intensity-code.
addition the closest three images have been extracted from the training data.
Figure 8.4 is showing the procedure of answering query image.
8.5 Results and Discussion
For the purpose of evaluating the resultant model, we performed results
evaluation by using 2 different strategies. Firstly, we build classifier using
training data and then performed the results evaluation using test data
on the classifier. Secondly, results has been evaluated for query images
separately each of the tissue density class separately. The details of results
evaluation has been presented here.
8.5.1 Building classifier
For the first way of evaluating the results, 1200 intensity-codes generated
for each of the normal and abnormal class (for all four tissue density classes
together) has been used to train the classifier, and the intensity-codes corre-
sponding to 400 test RoIs (50 for each of normal/abnormal per tissue density
class) is used to access the accuracy of the classifier.
In order to make results more reliable, we used 4-Folds Cross Validation in
which total dataset is divided to 4 folds, where 3 parts of the data from each
of the 4 folds will be used for the training and the remaining 1 will be used
to test the classifier. For each tissue density the data is divided into train
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FIGURE 8.4: Process of generating response to a query image
TABLE 8.1: Classification results for training data using 3-
Folds Cross Validation scheme.
Classifier CA% S.D Az
RepTree 86.28 % ± 1.65 0.888
Jrip 86.15 % ± 0.92 0.868
KNN (K=10) 85.90 % ±0.86 0.906
NN 85.65 % ±0.69 0.908
VQNN 85.65 % ±0.69 0.905
ADTree 85.60 % ±1.24 0.906
SimpleCart 85.45 % ±0.78 0.897
NaiveBayes 85.33 % ±1.83 0.918
BFTree 85.15 % ±1.06 0.867
oneR 85.03 % ±0.46 0.850
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and test with the ratio of 1:3 (for each of the 4-folds), that resulted in 150
images for the train and the remaining 50 for test dataset for each assessment
category (normal/abnormal) within each tissue density. Test data instances
within each fold is unique to make sure the results are unbiased. For each
fold 400 instances has been used as test data and for all 4 folds results has
been given for total 1600 instances used in the experiment.
Table 8.1 is showing average classification results using 4-Folds Cross vali-
dation (4-FCV) on 10 different classifiers that gave best classification results
in terms of Classification Accuracy (CA) and Area Under ROC curve (Az).
As can be seen from the Table 8.1, the best classification results has been
achieved using RepTree classifier in terms of CA(%), whereas for Area Under
the ROC curve (Az) NaiveBayes showed best results. Table 8.1 is showing
classification results for top ten classifiers in terms of increasing accuracy
for classification. The classification results for all the classifiers used in the
experiments using 4 FCV in terms of CA(%) can be seen from Figure 8.5.
The results in terms of Area Under ROC curve (Az) can be seen from Fig-
FIGURE 8.5: Classification results in terms of Classification
Accuracy (CA%) for all the three folds.
ure 8.6 for all classifiers used in the experimental setup for each of the 3 folds
separately.
8.5.2 Results to image queries
8.5.2.1 Quantitative results
For the run time query images, the process explained in Figure 8.4 is fol-
lowed. The test data comprises of 50 normal and 50 abnormal RoIs for each
tissue density class (in total 400 RoIs). The classification accuracy is based
on the match of the label assigned to the query image based on the closest
intensity−code of the image from the database, using Euclidean Distance
as a metric of similarity. Results for the query images has been evaluated
for each of the tissue density class separately. The classification results are
80%, 76%, 76% and 95% for fatty, fibrograndular, Heterogeneous dense and
extremely dense tissue densities respectively.
The classification results for each of the 4 tissue density class can be seen
in Table 8.2. As can be seen from Table 8.2 all the normal cases from all the
tissue density classes are correctly classified as normal, whereas a good clas-
sification results for fatty and dense tissue density can be seen for abnormal
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FIGURE 8.6: Classification results (in terms of Area Under
ROC curve (Az) for all the three folds.
TABLE 8.2: Classification results for query images (per tissue
density class) for one of the 4-folds data
Tissue Density TP FN TN FP
Fatty 47 3 50 0
Fibro grandular 47 3 50 0
Heterogeneous dense 49 1 50 0
Extremely dense 13 37 21 29
cases. However, a quite low classification accuracies can be found in terms
of fibro grandular and Heterogeneous dense tissue density.
8.5.2.2 Qualitative results
In addition to the classification results the CBIR output also depends on
the relevance of the similar images being returned by the system so that
the output images could help radiologist for diagnosis the query image. As
could be seen from Figure 8.4, there are total three similar images being
returned by the proposed CBIR system. Figure 8.7 is showing qualitative
results assessment for images belonging to normal class, whereas Figure 8.8
shows some qualitative results for the abnormal class in terms of number of
images returned by proposed CBIR system based on similarity. The results
from Figures 8.4 and 8.7 shows that the retrieved images are very similar in
appearance to the query image specifically in terms if grey level intensity
distributions.
8.5.2.3 Comparison
In Section 8.2, CBIR methods developed for medical images as well as for
mammograms were discussed. In this section, a comparison has been made
with approaches which used the density and the presence of abnormality
8.5. Results and Discussion 143
a. Query image b. First similar
image
c. Second similar
image
d. Third similar
image
FIGURE 8.7: Qualitative results for images from normal class
a. Query image b. First similar
image
c. Second similar
image
d. Third similar
image
FIGURE 8.8: Qualitative results for images from abnormal
class
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together. Singh, Gupta, and Srivastava (2015) proposed a CBIR system for
the retrieval of normal and abnormal mammograms. They used the MIAS
dataset for evaluaution and reported an average precision of 67.5% and 51%
for the normal and abnormal classes repectively (later Singh, Srivastava,
and Srivastava (2018) reported improved results with precision of 72% and
61.30% for the normal and abnormal classes). Compared to the work pro-
posed by Singh, Gupta, and Srivastava (2015) and Singh, Srivastava, and
Srivastava (2018), who they reported the results for all BI-RADS classes
together, we reported the results for each BI-RADS class separately with an
improved overall classification result. In addition, the success criteria in
the work presented by Singh, Gupta, and Srivastava (2015) was the number
of relevant images retrieved from the database, whereas in the proposed
method the evaluation criteria was defined by the label of the closest im-
age retrieved from the database. Wei, Li, and Wilson (2005) proposed a
generic CBIR system for mammograms, where they used GLCM features
as descriptor. The system was proposed for normal and abnormal RoIs,
where the abnormal RoIs are further categorized as calcification, circum-
scribed masses, speculated masses, architectural distortion, asymmetry and
ill-defined masses. The results are evaluated on a basis of scores, indicating
whether the retrieved image belongs to the class of the query image or not.
They reported an average precision and recall of 49% and 18%, respectively.
The current approach focused on the classification of normal and abnormal
RoIs keeping all abnormalities as one class. However, we stated as a fu-
ture direction to retrieve the image based on the similarity of the class of
the abnormality to the query image. Another CBIR system developed for
mammograms considering both the tissue density and lesion was proposed
by Deserno et al. (2011), where a 2-dimensional PCA approach has been
used for feature extraction and image retrieval. They presented classifica-
tion results based on both tissue density and the lesion. They reported the
best accuracy of 80% using a Guassian kernel with the 2-dimensional PCA.
The presented work used a subset of an established database by Deserno
et al. (2011), where 1200 RoIs were used from the total of 10,509 mammo-
grams. Current experiments were performed on rectangular RoIs containing
both normal and abnormal regions. The classification accuracy reported
by the current approach was 86%. However as stated earlier, the density
based classification of mass lesion was included as future work. Despite the
good qualitative and quantitative results presented by the current approach,
the features used for image retrieval and classification was very concise as
compared to other features (textural, statistical) used for the development
of CBIR systems for mammograms, which had significance impact on the
overall performance.
8.6 Future Work
In future, we will extend the current work to memory efficient data transfer
in addition to the image retrieval and classification. The participation ratio
for each entry during mean value computation will be saved each layer
along-with the mean values to recover the original intensity values at the
receiver’s end. As we decrease the image size to half the size of the image
at first step, the data transfer will be require less memory as compared
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to transfer the complete image. In addition a centralized system can be
generated in which all the training data (alongwith the intensity codes
and the corresponding layer structures) will be saved at the centralized
location and the image query can be performed from the requesting
location by generating 11-digit intensity code. That 11-digit intensity
code will be transferred through the network instead of transferring the
original query image that will be secured to transfer also (in terms of data
encryption). The intensity-code of the query image is them compared with
the training intensity-codes at the centralized location. The label of the
closest intensity-code is then transferred back to the requesting location
as an expected label of the query image. In addition the layer structures
of top-N closest images will also been transferred with the label in order
to re-generate the similar images at the requesting location. The whole
architecture of this future work can be seen from the Figure 8.9.
We will also extend the current of classifying RoIs to specific class of the
abnormality (calcification, mass, etc.) once the RoI is classified to normal
or abnormal. This will give more insight to the query image in terms of
the past relevant cases to the specific abnormality. The current work based
FIGURE 8.9: Proposed architecture of the future work for the
current work.
on the binary classes (normal and abnormal). The results for the 3-class
classification (normal, benign and malignant) are not satisfactory for the
current approach (approx 60% for the training data using only fatty tissue
density). The reason is obvious that the gray level intensity values are
not very different for the benign and malignant mammograms, therefore
the intensity-codes generated are also not very different for benign and
malignant. In the future we will try to extend this work for three class
image retrieval and classification by combining the intensity-codes with
some texture features for better classification results for normal, benign and
malignant class.
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8.7 Conclusion
A novel approach for the development of CBIR system has been proposed.
The feature is represented as 11-digit number that could be used for both
image retrieval as well for the classification of the query image. The classifica-
tion results are satisfactory for both qualitative and quantitative assessments.
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Conclusions
In this chapter, the whole thesis is concluded by giving a summarized
version of all the chapters. The aims and objectives of the thesis (presented
in Chapter 1) are justified in this chapter. At the end of the chapter the
novelty of the whole project is described with the list of publications.
9.1 Summary of the Thesis
In this thesis, we tried to address a number of aspects in developing Com-
puter Aided Diagnosis (CAD) tools for mammograms. We developed
three novel methods for the classification of benign and malignant micro-
calcifications, two approaches for the classification of benign and malignant
mammographic masses and a novel CBIR system for mammograms index-
ing and classification using a combination of image processing and machine
learning approaches. In addition a novel histogram-based method has also
been proposed for the segmentation of mass area in mammograms.
The thesis started with a detailed description of breast cancer statistics
(Chapter 1). The most commonly used method for breast screening (Mam-
mography) is also defined with the commonly found abnormalities in breast
screening. In addition the commonly used databases (publicly/privately)
are also discussed. Subsequently, a clear scope of the thesis is presented with
the aims and objectives.
The summary for each of the methods developed for breast cancer diagnosis
are described in the sections below, whereas an overview of results for all
the approaches can be seen from Table 9.1.
9.1.1 Summary of the approaches developed for the classification
of benign and malignant micro-calcifications
We focused on a variety of aspects involved in defining the classification
of benign and malignant micro-calcification (Chapters 3, 4, 5 each of which
focused on different views of representing benign/malignant calcification
but the aim is to achieve good classification as well as aiding clinical prac-
tices. First of all topological aspects of calcification are studied Chapter 3,
that are considered to an important factor of distinguishing the calcification.
We used a tree structure to represent the cluster of calcification and then
used tree-based features to classify the benign and malignant RoIs contain-
ing segmented micro-calcification. From a clinical perspective, the method
aims to provide a nice tree structures for each calcification cluster to help
radiologists in identifying the more dense clusters in addition to verify their
results regarding classification the whole image as benign or malignant. For
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tree-based modelling another scale-invariant approach is also presented
for the purpose of classifying the micro-calcification. Such scale-invariant
approaches has also been studied in the past to be independent of certain
parameter values in order to determine the type of calcification (Chen et al.,
2015a; Strange et al., 2014). For instance in the fixed-scale approach of tree
based modelling, we used the distance between the individual calcification
as a measure of defining close calcification, whereas for the scale-invariant
approach we performed experiment at multiple scales, where the scales
corresponds to multiple distance between calcification. By defining multiple
values of distance, the feature space can be increased also to define more
distinctive descriptors.
According to the BIRADS categorization of micro-calcifications, the mor-
phology of the individual micro-calcification is also an important factor for
defining them as either benign/malignant. The method that we developed
in Chapter 3 is good in classifying the micro-calcification, but it focused
only on the distance between individual micro-calcification. In Chapter 4,
we tried to do the morphological modelling of micro-calcification by using
various morphological functions, and then extract the morphological fea-
tures of the calcification for defining the RoIs as either benign/malignant.
Again the multi-scale approach is used, where the scale is defined by one of
the morphological operation (dilation). The method also defines the pixel-
level classification to define the pixels belonging to different morphological
classes. For radiologist/doctors, the method can be used to visualize the dif-
ferent morphological aspects of the calcification on the basic of their shape,
distribution and connectivity.
Automatic feature extraction is becoming more powerful in order to get rid
of hand-crafted features. The extreme of extracting features automatically is
deep learning, but the traditional machine learning approaches (PCA, ICA,
LDA) have their own role in feature extraction as well as dimensionality re-
duction. While applying such feature extraction / dimensionality reduction
techniques, one the major issues is undersampled data, that means the num-
ber of samples in the data space are much less then the dimensionality of the
data. We implemented a scalable Fisher LDA approach (Chapter 5) that ad-
dresses the problem of undersampled data and reduced the dimensionality
of the data to a single point. The presented approach provide a considerable
improvement in the classification accuracy by using only a single point as
a feature. In addition, the work also provided a motivation for combining
machine learning approaches with the image processing application. From
a clinical point of view the method provides good classification results, in
addition if the classifier is properly trained only a single value can be used
to decide the final classification.
9.1.2 Summary of the approaches developed for segmenting the
mass area
Classification of normal and abnormal RoIs as an initial stage of CAD system
can be helpful in improving overall diagnosis results, that subsequently may
contain the segmentation and the classification of benign/malignant abnor-
malities. In Chapter 6, we studied three different feature-sets i.e intensity-
based statistical features, second-order statistical features and Local Binary
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Patterns (LBP) for classifying mammographic RoIs as either normal or ab-
normal. We studied in detail the effect of using each individual feature on
the Classification Accuracy (CA) and then subsequently reported the best
results in terms of CA by combining all three feature-sets together. Sub-
sequently, the proposed method for the classification of normal/abnormal
RoI is used as an initial step for segmenting the mass area in mammograms
(Chapter 6), where the normal RoIs are filtered before applying the proposed
mass segmentation technique. The mass segmentation technique proposed
in Chapter 6 is based on histograms, where the peak and valley positions
of the histogram are investigated in order to find out the optimal threshold
value to segment the mass area. After that the whole RoI in binarized based
on the threshold found using histograms, and the largest segmented area
is used to represent the mass region within the whole RoI. Both qualitative
and quantitative results are presented to validate the results of the proposed
segmentation method. The overall segmentation results are divided into 5
categories (0-4), where 0 means a very good segmentation with the properly
refined boundaries and 4 means incorrect segmentation results. For the
clinical aspects, the proposed method of segmenting the mass area can be
useful for the mass segmentation and for future research the features can be
extracted from the segmented mass area along with the shape of the mass in
order to further classify the mass as either benign/malignant.
9.1.3 Summary of the approaches developed for classifying be-
nign and malignant mammographic masses
Instead of extracting features from the segmented mass region, we used
a general texture classification by assuming benign and malignant mass
appear as different textures using a texton-based approach. Two different
versions of texton-based method have been proposed for this purpose: For
first approach whole filter response images are used for texton dictionary
generation and model evaluation, whereas for the second version patches
from the filter response images are used for building the texton dictionary.
For the first approach histograms representing the occurrences of textons
within the filter responses of each RoI were used as the feature set, whereas
for the second approach histograms for each of the filter response image
were generated and then aggregated to form a feature for the classification
of benign and malignant masses.
9.1.4 Summary of the approach developed for Content based Im-
age Retrieval (CBIR) and classification of mammographic
RoIs
Finally, we build a method for mammogram indexing and classification.
For that we build a novel CBIR system, in which the features are extracted
by applying multi-level processing on the intensity-array corresponding
to each grey-scale image. Historically, for the development of CBIR stems
traditional features (Intensity, statistical, etc.) were extracted to retrieve the
images based on the similarity measure of these features. The proposed
work is different from the CBIR systems developed in the past in terms of
feature extraction as single feature (intensity-code) is extracted by applying
multi-level processing on the raw image data. We defined certain layer
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structures to extract 11-bit intensity codes. The intensity-code is then used
for retrieving similar images to the query image as well as to indicate the
possible classification. The initial results showed good qualitative as well as
quantitative results for 1600 RoIs selected from DDSM dataset. In addition,
the classification results are also reported for individual tissue density class
(fatty, fibro-grandular, heterogeneous dense, extreme dense). The final clas-
sification shows the results that are in-line with the radiologists assessment
for density-wise classification of normal/abnormal RoIs.
To conclude, the thesis provides a set of methods required for the develop-
ment of a CAD system. A wide number of distinct approaches have been
presented for the classification of benign and malignant micro-calcification,
each of which is giving good classification results. In addition to micro-
calcification, the problem of classifying benign and malignant masses has
also been studied with two variations of the texton-based approach. For
classification of benign and malignant masses using texton-based approach
filter response images proved to be more efficient as compared to image
intensity information. Several features have also been studied for the clas-
sification of normal/abnormal RoIs, which was used as an initial step of
segmentation of mass region in mammogram. For segmentation a simpli-
fied histogram-based approach is used and the optimal threshold value is
selected by using simple peak/valley information from the histograms. A
CBIR system is also developed that provides facility of both indexing and
classification of normal/abnormal RoIs. Detailed experiments has been
performed on all the developed methods. Each method has its own impact
regarding clinical aspects in order to facilitate radiologists/doctors in the
process of diagnosing breast cancer.
9.2 Novel Contribution
The novel aspects of this thesis included:
• Development of various techniques for the classification of benign and
malignant micro-calcification. The calcification aspects used in this
thesis to classify them, has not been studied in the literature before.
• Proposed two variations of the texton-based approach based on the
filter responses. According to our knowledge texton based filter re-
sponses have not been studied before for the classification of benign
and malignant masses. In addition, the patch-based work is novel in a
sense it used the patches from filter response images rather then the
patches from raw image data.
• The effect of using intensity, LBP and GLCM features for the discrimi-
nation of normal/abnormal mammography RoIs has been studied in
detail. The effects of using these features alone and the combination
of all of them has also been investigated. Subsequently, a simplified
approach is developed for the mass segmentation in mammograms
after classifying RoIs as normal/abnormal. The approach is simple to
understand and gives good segmentation results for masses in mam-
mograms, that is considered to be one of the crucial step involved in
CAD systems due to the low contrast between the mass area and its
surroundings.
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• A novel CBIR system is developed that deals with all tissue density
for the classification of normal/abnormal RoIs. The feature extraction
process is inspired by the deep-learning process. The final feature
composed 11-bit intensity code that can also be used for the mammo-
grams indexing as well as for the classification of normal/abnormal
mammographic RoIs.
9.3 Future Recommendation
Although the future directions related to each proposed method is men-
tioned at the end of the chapter defining particular work. In this section,
general recommendations are defined to extend the current work.
• The dataset that we used for the classification of benign and malignant
micro-calcification is from the DDSM and MIAS databases, the seg-
mented micro-calcification data (if available) from other resources can
also be used for the current approaches developed for the classification
of benign and malignant micro-calcification
• For the classification of benign and malignant masses a digital database
has been used, the work can be expanded to be compatible with the
digitized database.
• The feature-set used for the classification of normal/abnormal mam-
mogrpahic RoIs are limited to Intensity, LBP, and GLCM features.
Other features (Histogram of Oriented Gaussian (HOG), SIFT, etc.) can
also be used for the classification of normal/abnormal RoIs in order to
show the impact of these features on classification performance.
• For the classification of benign and malignant masses a texton-based
approach has been used. By using the proposed segmentation ap-
proach, the particular mass area can be used to extract the features that
can be used to classify the mass as either normal/abnormal.
• For the developed CBIR method, the raw image data, represented as
a 1-D array is used to apply deep-processing. The proposed method
did not provide good results for classification of benign and malignant
masses. The presented idea can be extended to apply deep-processing
using 2-D image arrays. While applying the deep-processing using
2-D image array, good results are expected for benign and malignant
masses as it will get more localized information at each layer of pro-
cessing.
In addition to extension to the current work, the following tasks will be
required for the development of a full CAD system for breast diagnosis:
• Segmenting micro-calcifications within the mammogram,
• Classification of mammogram based on breast density, and
• Development of a method for CBIR system based on breast density.
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ing the performance of various deep networks for binary classification
of breast tumours. InWorkshop on Breast Imaging (IWBI 2018) 2018
Jul (Vol. 1071807, p. 6).
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Appendix A
Linear Discriminant Analysis
A.1 Gram Matrix
Consider m vectors ∈ Rn [x1....xm]. The Gram matrix for this data collection
is the m×m matrix G with elements Gij = xTi xj. The matrix can be expressed
as matrix X = [x1,...,xm], as
G = XTX =
 x1
T
...
xmT
 [x1 . . . xm]
A.2 Eigenvectors from Gram matrix
Let A be the matrix having dimension m×n. Gram matrix of A can be
computed as AAT. If ν and λ is representing eigen values and eigen vector
of Gram matrix AAT, then
AAT ν = λ ν
Left multiply both sides by AT, we get
AT (AAT ν) = AT (λ ν)
Then by re-arranging terms:
(AT A) (AT ν) = λ (AT ν) Therefore, if ν is an eigenvector of AAT , then ATν
is an eigenvector of AT A with the same eigenvalue λ.
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